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CONVEX QUADRATIC EQUATIONS AND FUNCTIONS
LI-GANG LIN*, YEW-WEN LIANG, AND WEN-YUAN HSIEH
Abstract. Three interconnected main results (1)-(3) are presented in closed
forms. (1) Regarding the convex quadratic equation (CQE), an analytical
equivalent solvability condition and parameterization of all solutions are com-
pletely formulated, in a unified framework. The design concept is based on
the matrix algebra, while facilitated by a novel equivalence/coordinate trans-
formation. Notably, the parameter-solution bijection is also verified. Two
applications are selected as the other two main results. (2) The focus is set on
both the infinite and finite-time horizon nonlinear optimal control. By virtue
of (1), the CQEs associated with the underlying Hamilton-Jacobi Equation,
Hamilton-Jacobi Inequality, and Hamilton-Jacobi-Bellman Equation are alge-
braically solved, respectively. Each solution set captures the gradient of the
associated value function. Moving forward, a preliminary to recover the op-
timality using the state-dependent (differential) Riccati equation is provided,
which can also be used to more efficiently implement the last main result.
(3) The nonlinear programming/convex optimization is analyzed via a novel
method and perspective. The philosophy is based on the new analysis of CQE
in (1), which helps explain the geometric structure of the convex quadratic
function (CQF), and the CQE-CQF relation. An impact on the quadratic
programming (QP), a basis in the literature, is demonstrated. Specifically,
the QPs subject to equality, inequality, equality-and-inequality, and extended
constraints are algebraically solved, resp., without knowing a feasible point.
1. Introduction
As a mathematical fundamental, the convex quadratic function (CQF) appears
in a variety of topics and applications [30]. For example, in the field of matrix anal-
ysis, two basic properties - positive definiteness and semidefiniteness - are within
the scope. In addition, regarding the field of optimization, if the objective func-
tion is convex and quadratic, then it falls into the categorization of nonlinear pro-
gramming or, more fundamentally, the quadratic programming (QP) [23], which
includes the linear programming as a special case. More generally, if a convex func-
tion is sufficiently differentiable, then its local behavior can resemble a quadratic
one [19], which benefits existing optimization algorithms. Notably, subject to equal-
ity and/or inequality constraints, the QP constitutes the basis for an extension of
the renowned Newton’s method [8]. Associated with the CQF, the convex qua-
dratic equation (CQE) is also worthy of a comprehensive understanding, and thus
has been attracting attention. To name a few, [25, 34] and the references therein.
In particular, the field of nonlinear control design has devoted efforts to further un-
cover its importance. According to the literature [35], this field entails two major
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groups. On one hand, the methods target at the generation of a control Lyapunov
function (CLF), which bonds with the study of nonlinear optimal control [3]. On
the other hand, the second group utilizes the CLF to construct a control law. One
representative scheme is the model predictive control (MPC) [28], which is closely
connected with the area of nonlinear programming [23]/convex optimization [8].
Nonlinear optimal control has been a major research topic for decades, and en-
compasses a broad spectrum of areas and impacts [3]. In the early days, most of the
developments and concepts were more descriptive, which focused on defining system
properties in full details [18]. Recent years boast much more constructive method-
ologies on how to design and recover the optimal controller, which is particularly
stimulated by the aerospace applications [9]. In terms of the considered/allowed fi-
nal time, this topic can be either the infinite-time horizon nonlinear optimal control
(ITHNOC) or the finite counterpart (FTHNOC); while there also exists a research
direction towards a unified framework. The solution to the ITHNOC problem
hinges upon the first-order partial differential equation (PDE) “Hamilton-Jacobi
Equation (HJE)”. Generally speaking, this HJE/PDE can be difficult to solve and
implement [9, 15], even if the associated Hamilton-Jacobi Inequality (HJI) is more
appreciated. As a compromise, [4] summarizes a survey on the approximation al-
gorithms for practical implementations, which is more recently updated by [31].
On the other hand, due to the similarity shared with ITHNOC, this issue also hin-
ders the exact optimality recovery in the FTHNOC problem, which is associated
with another PDE “Hamilton-Jacobi-Bellman Equation (HJBE)” in a more com-
plicated formulation [13]. Alternatively, various analytical approaches for solving
HJE/ITHNOC have been proposed, subject to different considerations. One such
research direction is to first algebraically solve the gradient of the value function,
which dominates the construction of the optimal controller. This direction is pio-
neered by [34] (and the references therein), and generalized by this article to HJE,
HJI, and HJBE, resp. Notably, the complete understanding - of the solvability and
solutions of the associated/reformulated CQE - is a decisive factor, which is facili-
tated by a novel equivalence/coordinate transformation in terms of the singular value
decomposition (SVD) on its Hessian matrix. This paves a way for the optimality
recovery using the state-dependent (differential) Riccati equation (SDRE/SDDRE)
scheme [9], by virtue of more recent findings that, for example, preliminarily clarify
and guarantee the property of global asymptotic stability (GAS) using SDRE [7,20].
Given such confidence, the pioneers in [27] are exploring another research direction
by connecting the SDRE scheme to a nonlinear extension of MPC.
With respect to the MPC/convex optimization, a basis in the literature of non-
linear programming is the quadratic programming (QP) [23]. This QP includes the
linear programming (LP) as a special case, and is closely linked with the CQE and
CQF [25,29]. Regarding the former, [25] utilizes a solution subset of CQE, which is
reformulated from the focused CQF, and in terms of the polyhedral characteriza-
tion [24]. Considering the latter, [29] makes use of an equality that relates to a CQF,
as well as the existence and uniqueness of the corresponding optimum (point), with
respect to a QP-like optimization problem. This supports the construction of a
feasible sequence converging to the optimum. Generally, more iterative QP solvers
are available in literature, which are mostly analyzed from the differential perspec-
tive and can be classified by three levels [8]: (i) equality-constrained QP; (ii) linear
equality-constrained optimization problem with twice-differentiable objective, as
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solved using Newton’s method by reducing it to a sequence of equality-constrained
QPs; and, after further imposing inequality constraints, (iii) interior-point meth-
ods, which reduce the problem to a sequence of (ii). It is worth mentioning that
the equality-constrained QP solver is the most fundamental to build up various
algorithms, subject to the constraints at the three levels. In addition, among ex-
isting algorithms, one area of great creativity - the conjugate direction methods -
illustrates that detailed analysis of QP leads to significant practical advances [23].
Moreover, the constrained QP can also be regarded as an optimization problem with
the objective of constrained convex quadratic function (CCQF). These observations
not only endorse the importance of QP and CQF, but also motivate this article to
provide more analytical support. One highlight is a closed-form QP solver subject
to a variety of constraints. The design philosophy is similar to [22], in response
to [16,22,23], but based on a novel understanding and perspective of the associated
CQE, and interpretations of its relations to CQF and QP.
The wide popularity and importance of CQE and CQF motivate this article to
provide more theoretical support. This helps to formulate new closed-form results
with regard to the two focused application fields. To sum up the main contributions:
(1) Analytical and complete representation of a necessary and sufficient solv-
ability condition of CQE, as well as the corresponding solutions.
(2) Equivalent solvability condition and parameterization of the solutions to
the formulated/underlying HJE, HJI, and HJBE-CQE, respectively.
(3) Explicitly and autonomously solving the QPs subject to equality, inequality,
equality-and-inequality, and extended constraints, respectively, without any
knowledge of a feasible point - a priori and anytime in each process.
Notably, regarding (2), the solution set includes the gradient of the associated value
function, respectively. This is essential for the remaining step of optimality recovery
that takes the curl condition (see, for instance, [9, Eq. (23)]) into consideration.
Moreover, the results in (3) are facilitated by vector space methods - for instance,
singular value decomposition (SVD) - and from a different perspective that is based
on the novel analyses in (1), as well as new geometric interpretations that clarify
the structures of CQE, CQF, and CQE-CQF relation, respectively.
2. Notation and Problem Formulation
Unless specified otherwise, we adopt the following notational conventions. The
symbols (·)†, (·)†/2, N (·), R(·), || · ||, λ(·), and (·)T denote the pseudoinverse
(Moore-Penrose generalized inverse), square root of the pseudoinverse [33], null
space, range space, Euclidean norm, spectrum/eigenvalues, and transpose of a vec-
tor or matrix, respectively; {σi}ni=1 the set of singular values of an n × n matrix
with rank r , where σ1 ≥ σ2 ≥ · · · ≥ σn ≥ 0 and σr > 0. In addition, we denote
(·)⊥ as the orthogonal complement of a vector space, ⊕ the direct sum of vector
spaces, C1 the set of continuously differentiable functions, Vx = ∇V = (∂V/∂x) the
row vector of the partial derivatives of V : IRn → IR, e1 (resp., e2) the first (resp.,
second) standard basis vector in IRn , en+1 the (n + 1)-th standard basis vector in
IRn+1, IR≤0 the set of real numbers that are less than or equal to zero, and sgn(x)
the sign function (IR\{0} → {±1}) that maps to {1} if x > 0; {−1}, otherwise.
Moreover, in accordance with [21], let ξ˜ ∈ IRn , we define ξ˜⊥ ∈ IR(n−1)×n as a
matrix with orthonormal rows and ξ˜⊥ξ˜ = 0. Finally, denote M ≻ 0 (resp., M  0)
if a matrix M =MT ∈ IRn×n is positive definite (resp., semidefinite) [8, 23].
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Consider the following CQE [19,23],
(2.1) zTMz+ kT z+ c = 0,
where both z, k ∈ IRn , M = MT ∈ IRn×n , M  0, and c ∈ IR. Given that its
Hessian matrix (second-order derivative with respect to z) is M  0, this quadratic
equation is convex. In particular, if M ≻ 0, then we say it is strictly convex [8].
Note that we start with the formulations of CQE (2.1), to emphasize its dominance
in the following Secs. 3 and 4. Later in Sec. 5, the concept of CQF dominates,
and thus we will give its formulation in the very beginning, and then interpret its
close relation to CQE in details. In this article, the main focus is to analytically
and completely solve the following Problems 2.1-2.3, yielding closed-form results.
Problem 2.1. (Sec. 3) Considering the CQE (2.1), formulate the equivalent solv-
ability condition. In addition, when CQE (2.1) is solvable, represent and param-
eterize all the solution(s). Both the results should be only in terms of the given
parameters (namely M , k, and c), and, if necessary, free variables.
Problem 2.2. (Sec. 4) Based on Problem 2.1, investigate an application to both
the ITHNOC and FTHNOC problems. At least, reformulate the HJE, HJI, and
HJBE into CQEs, respectively, and solve each of them algebraically.
Problem 2.3. (Sec. 5) From a new viewpoint based on Problem 2.1 and the CQE-
CQF relation, solve algebraically while autonomously the QPs subject to equality,
inequality, equality-and-inequality, and extended constraints, respectively.
3. Solution of CQE
Lemma 3.1. Let ζ ∈ IRn and ν ∈ IR be given. Consider the underdetermined
equation ζT z = ν, the set of solutions is a linear variety of dimension (n − 1),
which can be parameterized by
(3.1) z = ν · ( ζ||ζ||2 ) + ǫ,
where ǫ ∈ IRn and ǫ ∈ N (ζT ).
Corollary 3.2. Let n > r, Ω = [ω1, · · · , ωr] ∈ IRn×r with orthonormal column(s),
and ς ∈ IRr . Consider the underdetermined equation ΩT z = ς, the set of solutions
is a linear variety of dimension (n− r), as parameterized by
(3.2) z = Ως + ϑ,
where ϑ ∈ IRn and ϑ ∈ N (ΩT ).
Theorem 3.3. (Solvability and Solutions of CQE)
(1) If rank(M) = n, then CQE (2.1) is solvable if and only if (iff)
(3.3) kTM−1k ≥ 4c.
Accordingly, the set of solutions are, and can be parameterized by,
(3.4) z = −M−1k/2 +
√
kTM−1k/4− c ·M−1/2 · v,
where v ∈ IRn and ||v|| = 1.
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(2) Otherwise (rank(M) < n), it is solvable iff
(3.5) k ∈ R(M) and kTM †k ≥ 4c
or
(3.6) k 6∈ R(M).
Accordingly, the sets of solutions are, and can be parameterized by, resp.,
(a) for Condition (3.5),
(3.7) z = −M †k/2 +
√
kTM †k/4− c ·M †/2ρ+ ε,
where both ρ, ε ∈ IRn , ρ ∈ R(M), ||ρ|| = 1, and ε ∈ N (M);
(b) for Condition (3.6), decompose k = kM + kM⊥ , where kM ∈ R(M),
kM⊥ ∈ R(M)⊥, and both kM , kM⊥ ∈ IRn . Then
(3.8) z = − Fw||kM⊥ ||2
· kM⊥ +ϕ+ τ ,
where the CQF Fw : R(M) ⊂ IRn → IR,
(3.9) Fw(w) = w
TMw + kTMw+ c,
all w, ϕ, τ ∈ IRn , both w, τ ∈ R(M), and ϕ ∈ N (M) ∩ N (kT ).
Proof. See Appendix A. 
Remark 3.4. In literature, various contributions with this shared interest in The-
orem 3.3 have been reported, representatively, in the fields of nonlinear optimal
control [34] and convex optimization/MPC [25]. In particular, Theorem 3.3 follows
the investigation of [34], and several comparisons to ensure the consistency are sum-
marized as follows. If M ≻ 0 in CQE (2.1), Corollary 1 in [34] tackles the case of
a nonsingular matrix H1 ∈ IRn×n with M = HT1 H1. This can be lifted by our pro-
posed Theorem 3.3 using the unique square root (M1/2) [14]. Else (rank-deficient
M), then Lemma 1 in [34] considers the case of M = HT2 H2, where H2 ∈ IRn×n ,
and R(H) includes the element/solution z while intersects the unit ball in IRn . As
a generalization to these early results, Theorem 3.3 presents a complete closed-form
parameterization for all the solutions of CQE (2.1), within a unified framework.
Remark 3.5. Consider the scalar case of CQE (2.1), Theorem 3.3 specializes to the
following statement: CQE (2.1) is solvable iff k2/(4m) ≥ c; when it is solvable, the
solution set is explicitly parameterized by z = −k/(2m)+√k2/(4m)− c ·√1/m ·v,
where v = ±1. This is consistent with the scalar quadratic formula, where (k2 −
4mc) is the discriminant, and thus Theorem 3.3 acts as a general-order extension.
Note that this generalization (implicitly) utilizes the rank of M when solving the
CQE (2.1), such as in the formulations of M−1 if M ≻ 0; M † (or M †/2), otherwise.
Remark 3.6. Examine Theorem 3.3 using the common definition of positive (semi)-
definite matrices, which corresponds to “k = 0 and c = 0 in CQE (2.1)”. If
M ≻ 0, then the solvability of (the CQE) zTMz = 0 is guaranteed according to
Condition/Eq. (3.3), with the only solution/root, z = 0, as given by Parameter-
ization/Eq. (3.4). Else (rank(M) < n), the solvability condition instead goes to
(3.5). Since it is also satisfied, following (3.7) yields that the set of solutions/roots
is N (M) 6= {0}. This is consistent, for instance, from another perspective on a
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polynomial [14], or using the SVD as in Eqs. (A.2-A.4). Later in Sec. 5, given the
additional materials in Theorem 5.1, Remark 5.3 complements this examination.
Remark 3.7. More analyses of the CQF Fw in (3.9) are presented in Sec. 5.4, so as
to remain focused on CQE in this section. For example, Theorem 5.13 analyzes the
minimal level set value and the associated minimum, while Remark 5.15 explicitly
formulates and parameterizes the preimage w. Overall, later Sec. 4.4 demonstrates
these results on a representative example [9, 32], with an illustration.
Theorem 3.8. (Bijections in Solving CQE)
Define the following sets of parameters and corresponding solutions for CQE (2.1),
according to Theorem 3.3, respectively.
(1) If rank(M) = n,
Zn := {z ∈ IRn CQE (2.1) and Condition (3.3)},
Ωn := {v ∈ IRn ‖v‖ = 1}.
(2) Otherwise (rank(M) < n),
(a) for Condition (3.5),
(i) if kTM †k = 4c,
Z1rk :=
{
z ∈ IRn CQE (2.1), k ∈ R(M ), and kTM †k = 4c},
Ω1rk := {ǫ ∈ IRn ǫ ∈ R(M )⊥};
(ii) otherwise,
Z2rk :=
{
z ∈ IRn CQE (2.1), k ∈ R(M ), and kTM †k > 4c},
Ω2rk := {(ρ, ǫ) ∈ IRn × IRn ρ ∈ R(M ), ‖ρ‖ = 1, and ǫ ∈
R(M )⊥},
(b) for Condition (3.6),
Zr := {z ∈ IRn CQE (2.1) and Condition (3.6)},
Ωr := {(Fw,ϕ, τ ) ∈ IR× IRn × IRn Fw : R(M)→ IR, τ ∈ R(M ),
and ϕ ∈ N (M ) ∩ N (kT )}.
All these/four parameter-solution mappings are bijections, specifically, Zn → Ωn
in Eq. (3.4), Z1rk → Ω1rk in (3.7), Z2rk → Ω2rk in (3.7), and Zr → Ωr in (3.8).
Proof. See Appendix B. 
Remark 3.9. The design philosophy of Theorem 3.3 is, and should be, in a top-down
way of thinking. That is, it starts from the CQE (2.1) to its solution formula-
tion/parameterization. Moving forward to better complete the picture, we provide
the above Theorem 3.8 as a critical endorsement - in a bottom-up way from the
solution parameterization. Analytically, bijections in solving CQE are verified from
a substantially different viewpoint. This is an advantage that supports not only
the results in Theorem 3.3 and its demonstration later in Sec. 4.4 (nonlinear op-
timal control), but also a priori the application to convex optimization in Sec. 5
(in particular, with respect to the optimality uniqueness). Similar philosophy can
be found in, for example, [20, Proposition 4], but the derivations and values of
Theorem 3.8 require more attention.
Remark 3.10. There exists a variety of perspectives to examine and solve the CQE
(2.1). An example suggests the (solution to the) algebraic Riccati equation (ARE).
According to [11, Theorem 5.1.6], the explicit solution is commonly of the form
X1 = X2X
−1
3 , where {Xi}3i=1 ⊂ IRn×n . From this perspective, it requires an
additional mapping from IRn×n to IRn , before connecting with the two applica-
tions in Secs. 4 and 5. Alternatively, the adopted perspective in this section -
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by virtue of a novel coordinate/equivalence transformation in IRn (Appendix A)
- interconnects the three main results in this presentation. In particular, a merit
is to help, essentially, describe the concept and geometry of “hierarchical layers”
for the solution structure of CQE (in IRn), with more details in the beginning of
Sec. 5 and geometric interpretation in Fig. 4 and the associated Remark E.1.
This concept is a prerequisite for all the derivations in Sec. 5: application to
convex optimization [8, 23]. Similar discussions/merits consider other fundamental
concepts, including “critical shift” in Sec. 5 and Fig. 3. Remarkably, the connec-
tion/similarity between ARE and CQE also indicates a research direction towards
a unified framework. This aligns with the continuous endeavor in ARE solving [6],
which can also - computationally [26] - benefit the SDRE development.
4. Application to Nonlinear Optimal Control
Consider the nonlinear, continuous-time, autonomous, affine-in-input systems:
(4.1) x˙ = f(x) +B(x)u,
where x ∈ Rn and u ∈ Rp denote the system states and control inputs, respectively,
f(x) ∈ Rn , f(0) = 0, B(x) ∈ Rn×p , and both f(x),B(x) ∈ C1. This section applies
the results in Sec. 3 - solution to Problem 2.1 - to the nonlinear optimal control
problem in both the infinite and finite-time horizons (Problem 2.2). Secs. 4.1 and
4.2 first regard the associated HJE, HJI, and HJBE, respectively, as a CQE (2.1) in
the unknown variable: the gradient of the value function. These algebraic equations
are formulated into the applicable form, and thus solved, by means of Theorem 3.3,
respectively. As a generalization to the literature ( [34] and the references therein),
to the best of authors’ understanding, this is the first available result that presents
a complete closed-form solution and its parameterization. Moving one step forward,
Sec. 4.3 gives further preliminary results for the recovery of the value function using
the SDRE scheme, and the results will also be useful later in Secs. 5.2 and 5.3.
In the literature, [34] pioneers this research direction, while [7,20] recently provide
fundamentals on ensuring the stability property of SDRE-controlled systems.
4.1. Analysis of Solving HJE and HJI. In the infinite-time horizon, consider
the following performance index,
(4.2) V (x) =
1
2
∫ ∞
0
[
L(x) + uTR(x)u
]
dt,
where V : IRn → IR is assumed finite-valued and differentiable, L : IRn → IR,
R : IRn → IRn×n , and RT (x) = R(x) ≻ 0. For brevity, hereafter we omit the
state-dependence and denote V := V (x), f := f(x), B := B(x), L := L(x), and
R := R(x), unless otherwise mentioned. By virtue of the Bellman’s dynamic pro-
gramming, this ITHNOC problem reduces to solving a nonlinear first-order PDE,
as expressed by the HJE [9]
(4.3) VxBR
−1BTV Tx − 2Vxf − L = 0.
The solution to HJE (4.3) is just the value function in the performance index (4.2),
but generally very difficult to solve [9,15]. Notably, the gradient of its solution (Vx)
is of much importance, since it is essential to construct the corresponding optimal
controller for this ITHNOC problem, that is,
(4.4) u∞opt = −R−1BTV Tx .
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Therefore, regard the HJE (4.3) as a CQE (2.1) in the unknown variable z := V Tx ,
(4.5) zT (BR−1BT /2)z− fT z− L/2 = 0,
where M := BR−1BT  0 and similarly for the others in Eq. (2.1). Eq. (4.5)
is denoted as HJE-CQE. The following Corollary 4.1 applies Theorem 3.3 and
presents an explicit expression of z that solves HJE-CQE (4.5), if the corresponding
equivalent solvability condition is satisfied. Note that the variable definitions, that
rewrite the HJE into HJE-CQE, are in accordance with [34] for easy comparison.
Corollary 4.1. (Solvability and Solutions of HJE-CQE)
(1) If rank(BR−1BT ) = n, then HJE-CQE (4.5) is solvable iff
(4.6) fT (BR−1BT )−1f + L ≥ 0.
Accordingly, the set of solutions are, and can be parameterized by,
(4.7) V Tx =
√
fT (BR−1BT )−1f + L · (BR−1BT )−1/2 · v˜ + (BR−1BT )−1f ,
where v˜ ∈ IRn and ||v˜|| = 1.
(2) Otherwise (rank(BR−1BT ) < n), it is solvable iff
(4.8) f ∈ R(BR−1BT ) and fT (BR−1BT )†f + L ≥ 0
or
(4.9) f 6∈ R(BR−1BT ).
Accordingly, the sets of solutions are, and can be parameterized by, resp.,
(a) for Condition (4.8),
V Tx =
√
fT (BR−1BT )†f + L · (BR−1BT )†/2 · ρ˜+ ε˜+ (BR−1BT )†f ,(4.10)
where both ρ˜, ε˜ ∈ IRn , ρ˜ ∈ R(BR−1BT ), ε˜ ∈ N (BR−1BT ), and
||ρ˜|| = 1;
(b) for Condition (4.9), decompose f = fM + fM⊥ , where fM ∈
R(BR−1BT ), fM⊥ ∈ R(BR−1BT )⊥, and both fM , fM⊥ ∈ IRn . Then
(4.11) V Tx = −
F˜w˜
||fM⊥ ||2
· fM⊥ + ϕ˜+ τ˜ ,
where the CQF F˜w˜ : R(BR−1BT ) ⊂ IRn → IR,
(4.12) F˜w˜(w˜) = w˜
TBR−1BT w˜/2− fTM w˜− L/2,
all w˜, ϕ˜, τ˜ ∈ IRn , both w˜, τ˜ ∈ R(BR−1BT ), and ϕ˜ ∈ N (BR−1BT )∩
N (fT ).
Remark 4.2. By replacing the equality with “≥” in the HJE (4.3), it becomes the
HJI. Any solution to the HJI indicates an upper bound for the value function V in
Eq. (4.2) [15]. Similar to the derivations for HJE-CQE (4.5), the following gives
the counterpart of HJI-CQE:
(4.13) zT (BR−1BT /2)z− fT z− L/2 + y = 0,
where y ∈ IR≤0. This slack variable y [8], to account for the inequality of HJI, is the
only difference as compared to HJE-CQE (4.5). Therefore, according to Theorem
3.3 (or, similarly, Corollary 4.1), all the solutions of HJI-CQE (4.13) can also be
expressed in closed forms, parameterized in terms of the system/original parameters
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(f , B, L, R, and y), if the corresponding, simple, equivalent solvability condition is
satisfied. In the literature, [2, 10] pioneer this research direction, where the former
further addresses the issue of disturbance attenuation; while the latter presents the
case of positive definite Hessian matrix from a different viewpoint.
4.2. Analysis of Solving HJBE. Imposing an additional flexibility on the final
time in Eq. (4.2), the FTHNOC problem instead deals with the performance index:
(4.14) Vˆ (x, t) =
1
2
x(tf )Sx(tf ) +
1
2
∫ tf
0
[
L(x) + uTR(x)u
]
dt,
where Vˆ : IRn × IR→ IR is assumed differentiable and finite-valued, S ∈ IRn×n , and
S = ST  0 [13]. Similarly, denote Vˆ := Vˆ (x, t). To obtain the optimal controller
in this finite-time setting, the counterpart of HJE in Eq. (4.3) is the HJBE:
(4.15) VˆxBR
−1BT Vˆ Tx − 2Vˆxf − 2Vˆt − L = 0,
with the boundary condition Vˆ (x, tf ) = x(tf )
TSx(tf )/2. Compared with HJE
(4.3), this nonlinear first-order PDE is generally even more difficult to solve [13];
nevertheless, the gradient of its solution with respect to the system state (Vˆx) also
essentially relates to the optimal controller for FTHNOC, as
(4.16) u
tf
opt = −R−1BT Vˆ Tx .
Note that, unlike the formulation of HJE-CQE (4.5), the additional time-dependent
term in HJBE (4.15) needs to be taken into consideration. In a novel way, let
V¯ = [Vˆx, Vˆt] ∈ IR1×(n+1), f¯T = [fT , 1] ∈ IR1×(n+1), M¯ = diag(BR−1BT /2, 0) ∈
IR(n+1)×(n+1), and, similar to HJE-CQE in Eq. (4.5), HJBE (4.15) becomes
(4.17) V¯ M¯ V¯ T − V¯ f¯ − L/2 = 0,
which is regarded as a CQE in Eq. (2.1) - in the unknown variable z := V¯ T -
and thus denoted as HJBE-CQE. It is worth emphasizing that M¯ is always rank
deficient (M¯ = M¯T  0), and f¯ 6∈ R(M¯). Following Theorem 3.3 or Corollary 4.1, it
is straightforward to represent the solution and the associated solvability condition
also in closed forms. As a step forward, the following Theorem 4.3 presents these
results more efficiently from a computational perspective, by further analyzing and
utilizing the special structure of HJBE-CQE (4.17).
Theorem 4.3. (Solvability and Solutions of HJBE-CQE)
(1) The HJBE-CQE in Eq. (4.17) is always solvable.
(2) The solutions are, and can be parameterized by:
(a) If rank(BR−1BT ) = n,
(4.18) V¯ =
[
τ¯T1 , F¯w¯1
]
,
where both τ¯ 1, w¯1 ∈ IRn , and the CQF F¯w¯1 : IRn → IR,
(4.19) F¯w¯1(w¯1) = w¯
T
1 BR
−1BT w¯1/2− fT w¯1 − L/2.
(b) Otherwise, denote rank(BR−1BT ) = rˆ < n,
(4.20) V¯ T =
F¯w¯1
‖Uˆ2UˆT2 f‖+ 1
·
[
Uˆ2Uˆ2f
1
]
+
[
Uˆ2 0
0 1
]
· ϕ¯′ +
[
τ¯ 1
0
]
,
where both w¯1, τ¯ 1 ∈ IRn and reside in R(BR−1BT ), the SVD of
(BR−1BT ) is Uˆ ΣˆUˆT , Uˆ =
[
Uˆ1 Uˆ2
] ∈ IRn×n , Uˆ1 ∈ IRn×rˆ , Uˆ2 ∈
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IRn×(n−rˆ+1), Σˆ = diag(Σˆ1, 0) ∈ IRn×n , Σˆ1 ∈ IRrˆ×rˆ , ϕ¯′ ∈ IRn−rˆ+1,
ϕ¯′ ∈ N ([ fT Uˆ2 1 ]), and the CQF F¯w¯1 : R(BR−1BT ) ⊆ IRn → IR,
(4.21) F¯w¯1(w¯1) = w¯
T
1 BR
−1BT w¯1/2− fT Uˆ1UˆT1 w¯1 − L/2.
Proof. See Appendix C. 
Remark 4.4. In Secs. 4.1 and 4.2, the considered systems are quadratic in the
control input; while the performance index also allows the general (non-quadratic)
dependence on the system state [34], as represented by L(x) in Eqs. (4.2) and (4.14).
Note that, given the quadratic-in-control performance index, the associated HJE,
HJBE, and HJI are thus quadratic in the unknown variable: the gradient of the
performance index, respectively. In addition, till this stage for optimality recovery,
there exists no solving of any PDE. The remaining issue is how to extract the
optimal element - that is, the value function V or Vˆ - that satisfies the curl condition
[9, 15], among all candidates as parameterized by Eqs. (4.7, 4.10-4.12, 4.18-4.21),
respectively. Aiming at this research direction, [34] pioneers by connecting with the
SDRE scheme, and the following Sec. 4.3 provides further preliminary analyses.
4.3. Relating to the Optimality using SDRE/SDDRE. In the field of non-
linear optimal control, the SDRE (resp., SDDRE) scheme deals with the infinite
(resp., finite)-time horizon, considering the value function V (x) in Eq. (4.2) (resp.,
Vˆ (x, tf ) in (4.14)). Recent literature towards this research direction includes [1,26],
with an intention of mutual conversation for the common good [21]. To remain fo-
cused in this presentation, we reference the survey [9] for a general picture of the
scheme; while the main result of this subsection (Theorem 4.5) gives a preliminary
to the optimality recovery, based on the early stage findings in the GAS capabil-
ity [20]. From a computational aspect, Theorem 4.5 also provides a more efficient
approach for a specific consideration later in Secs. 5.2 and 5.3 (Remark 5.7).
Theorem 4.5. (A Parameterization of ξ⊥)
Consider any ξ ∈ IRn with ‖ξ‖ = 1, and let Ξ¯ = [ ξ ξT⊥ ] ∈ IRn×n be orthogonal.
The flexibility of the last (n − 1) columns of Ξ¯ can be parameterized by
(4.22) ξ⊥ =
[
0 Y T
] ·HT
ι
,
where Y ∈ IR(n−1)×(n−1) is orthogonal, Hι := In − 2ιιT ∈ IRn×n , and ι := (ξ −
e1)/‖ξ − e1‖ ∈ IRn if ξ 6= e1; 0, otherwise.
Proof. See Appendix D. 
Remark 4.6. From a practical viewpoint, MATLAB R© computes an example of ξT⊥
using the command “null(ξ′)”, which is implemented by performing the SVD on
ξT = 1 ·
[
1 0T
0 On−1
]
·
[
ξT
ξ⊥
]
.
In the literature, there exist a diversity of algorithms to compute the SVD, notably
Golub-Reinsch SVD and R-SVD [12]. Note that it is excessive to compute the full
SVD but, actually, sufficient till that all the right singular vectors of the matrix
“ξT ” are obtained. According to [12], the former iterative SVD algorithm requires
operation counts 8n3 + 4n2 to compute an example of ξ⊥; whereas 11n
3 + 2n2 for
the latter. As an alternative, Theorem 4.5 algebraically and more efficiently solves
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this issue, through simple calculations in computing the last (n − 1) columns of Hι
in Eq. (4.22), where Y = In−1 adopts a simple choice.
4.4. An Illustrative Example. Consider an ITHNOC regulation problem in the
form of System (4.1) and Performance Index (4.2), where n = 2, p = 1, f =
[x2,−x1ex1 + x22/2]T , b = [0, ex1 ]T , L = 2x22, and r = 2 [9, 32]. Note that we
also conform the setting in the earlier [32] to System (4.1), in accordance with [9],
except normalizing the index (with respect to “L = x22 and r = 1”). This leads
to the same conclusion of/consistency by this demonstration, but in a more cogent
manner - since the following derivations involve many multiplications/divisions.
The objective is to regulate any nonzero initial state to the equilibrium/origin. In
this regard, the optimal controller (4.4) has been explicitly shown as u∞opt = −x2,
with the associated Vx = [2x1− x22e−x1, 2x2e−x1]. This example demonstrates the
results in Theorems 3.3, 3.8, 5.13, Corollary 4.1, and Remark 5.15.
For easy comparison, the following parameter values are computed and sum-
marized: (i) bbT /r = diag(0, e2x1/2); (ii) rank(bbT /r) = 1; (iii) the SVD of
(bbT /r) is UΣUT =
[
U1 U2
] · diag(Σ1, 0) · [ U1 U2 ]T = U1Σ1UT1 , where
U1 = [0, 1]
T , U2 = [1, 0]
T , and Σ1 = e
2x1/2; (iv) (bbT /r)† = diag(0, 2e−2x1) and
its square root (bbT /r)†/2 = diag(0,
√
2e−x1); (v) f = fM + fM⊥ , where fM =
U1U
T
1 f = [0, x
2
2/2− x1ex1 ]T ∈ R(M) while fM⊥ = U2UT2 f = [x2, 0]T ∈ R(M)⊥.
Since rank(bbT /r) < n, which is rank deficient, we apply (2) of Corollary 4.1.
Moreover, given that f ∈ R(bbT /r)⇔ x2 = 0, divide the discussions into whether
x2 = 0, respectively as (a) and (b) below.
(a) x2 = 0 (f ∈ R(bbT /r)). In this case, the solvability condition (4.8) is satisfied
since fT (bbT /r)†f + L = 2x21 > 0. By (2a) in Corollary 4.1, the solution set of
HJE-CQE (4.5) is given by Eq. (4.10), that is,
z =
√
2x21 ·
[
0 0
0
√
2e−x1
]
· ρ˜+ ε˜+
[
0 0
0 2e−2x1
] [
0
−x1ex1
]
=
[
ε˜1, 2|x1|e−x1 ρ˜2 − 2x1e−x1
]T
,
where ρ˜ = [0, ρ˜2]
T ∈ IR2, ρ˜2 = ±1, since ρ˜ ∈ R(bbT /r) = R([0, 1]T ); while ε˜ =
[ε˜1, 0]
T ∈ IR2, ε˜1 ∈ IR, since ε˜ ∈ N (bbT /r) = R([1, 0]T ). In agreement with Corol-
lary 4.1 and Theorem 3.3, the gradient of the value function that solves the HJE-
CQE (4.5), Vx = [2x1, 0] in this case, is included in the solution set, by specifically
while uniquely assigning ε˜1 = 2x1 and ρ˜2 = sgn(x1). Additionally, the spanning
vectors ε˜ and ρ˜ are orthogonal to each other, and the parameter-solution mapping
Z21f → Ω21f is a bijection, where Z21f :=
{
z∈ IR2 | HJE-CQE (4.5), fT (bbT /r)†f + L
> 0, and f ∈ R(bbT/r)}, and Ω21f := {(ρ˜, ǫ˜) ∈ IR2 × IR2 ρ˜ ∈ R(bbT/r), ‖ρ˜‖ =
1, and ǫ˜ ∈ R(bbT/r)⊥}. This is in accordance with the considered case (2(a)ii) in
Theorem 3.8, and derivations in its proof.
(b) x2 6= 0 (f 6∈ R(bbT /r)). The solvability condition (4.9) is already satisfied. So,
by (2b) in Corollary 4.1, the solution set of HJE-CQE (4.5) is given by Eq. (4.11):
(4.23) z =
F˜w˜
x22
·
[
x2
0
]
+
[
0
τ˜ 2
]
,
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where w˜ = [0, w˜2]
T , τ˜ = [0, τ˜ 2]
T , both w˜, τ˜ ∈ IR2, both w˜2, τ 2 ∈ IR, since both
w˜, τ˜ ∈ R(bbT /r) = R([0, 1]T ); while for the CQF, w˜ 7→ F˜w˜(w˜),
(4.24) F˜w˜ = [e
2x1w˜22 + 2(2x1e
x1 − x22)w˜2 − 4x22]/4.
Note that the other parameter “the spanning vector ϕ˜” is, and should be, zero.
Specifically, by Eq. (A.14) in the proof for (2b) of Corollary 4.1, ϕ˜ ∈ N (fT )⇔ ϕ˜′ ∈
N (fTU2) = N (x2). Given x2 6= 0 in this case, we thus have the unique ϕ˜′ = 0 and
ϕ˜ = U2ϕ˜
′ = 0 ∈ N (bbT /r), respectively. Therefore, in agreement with Corollary
4.1 and Theorem 3.3, the solution set includes the gradient of the value function that
solves the HJE-CQE (4.5), Vx = [2x1 − x22e−x1 , 2x2e−x1], by simple algebraic cal-
culations that easily while uniquely choose F˜ ∗w˜ = 2x1x2−x32e−x1 and τ˜ ∗2 = 2x2e−x1
(denote the corresponding τ˜ ∗ = [0, τ˜∗2]
T ). In addition, the spanning vectors fM⊥ ,
ϕ˜ = 0, and τ˜ are mutually orthogonal, and the parameter-solution mapping “Z1 →
Ω1” is a bijection, where Z1 := {z ∈ IR2 HJE-CQE (4.5) and f 6∈ R(bbT /r)} and
Ω1 := {(F˜w˜, ϕ˜, τ ) ∈ IR× {0} × IR2 F˜w˜ : R(bbT /r) → IR and τ˜ ∈ R(bbT/r)}.
Remarkably, the flexibility of the solution set (4.23) at the spanning ϕ˜−direction
is only the singleton {0}. As expected, this agrees with (2b) of Theorem 3.8.
Finally, we will explicitly determine the unknown variable w˜2 (that is, w˜) in the
CQF (4.24) at the level set value of F˜ ∗w˜, whose effect is coalesced into the solution
set in Eq. (4.23) by way of this CQF. The following present two approaches: (1)
direct calculations using the quadratic formula, which is a special case and thus
also endorses (2) the results in Theorem 5.13 and Remark 5.15.
(1) Given F˜ ∗w˜ = 2x1x2 − x32e−x1 in Eqs. (4.23) and (4.24), it equivalently leads to
(4.25)
e2x1
4x2
(w˜2)
2 +
x1e
x1 − 2x22
x2
(w˜2) +
x22
ex1
− 2x1 − x2 = 0.
The discriminant of this quadratic equation is (ex1 + x1e
x1/x2 − x2/2)2 ≥ 0, and
thus the corresponding solutions are (i) 2x2e
−x1 and (ii) 2x22e
−2x1−2e−x1(2x1+x2).
Denote the corresponding solutions, w˜ = [0, w˜2]
T , of the CQF (4.24) at the level
set value of F˜ ∗w˜, as w˜
1 and w˜2, respectively. It is worth emphasizing that the
solvability of Eq. (4.25) can be anticipated, since the “optimality value F˜ ∗w˜” resides
in the image of the CQF, w˜ 7→ F˜w˜(w˜), according to Eq./Definition (4.24).
(2) By Theorem 5.13 and its application in Remark 5.15, let M = bbT /(2r), kM =
−fM , c = −L/2, F˘w = F˜ ∗w˜ in Eq. (5.11), and then parameterize the preimage as
(4.26) w˜ = (bbT /r)†fM +
√
fM (bbT /r)†fM + L+ 2F˜ ∗w˜ · (bbT /r)†/2ρˇ,
where ρˇ ∈ R(bbT /r) and ‖ρˇ‖ = 1. The square-root operation in Eq. (4.26) is
consistent, since the operand equals 2(x1 − x22e−x1/2 + x2)2 ≥ 0, as expected from
(2) of Theorem 5.13. Additionally, given that the ρˇ ∈ R(bbT /r) = R([0, 1]T ) is
of unit length, we further denote ρˇ = [0, ρˇ2]
T , where ρˇ = ±1. As a result, while
omitting the straightforward but lengthy calculations, both the solutions in (4.26)
are exactly the same as that through direct calculations (1), namely, w˜1 and w˜2.
To sum up the overall discussions in this case (b), a geometric interpretation is
illustrated in Fig. 2, which is a special case of Fig. 1 to this example.
Remark 4.7. To conclude this section, a summary is briefed as follows. An ITH-
NOC problem is utilized to demonstrate Theorem 3.3 and Corollary 4.1, with the
discussions categorized into two parts: (a) and (b). As expected, the gradient
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of the value function is entirely included in the solution set of the corresponding
HJE-CQE formulation. The associated parameter-solution mapping is shown to
be a bijection, which agrees with Theorem 3.8. In the case of (b), the coalesced
effect from a solution flexibility is also presented, while explicitly determining the
preimage by adopting two approaches (1) and (2), according to Theorem 5.13 or
Remark 5.15. Last but not least, a geometric interpretation is illustrated in Fig. 2.
5. Application to Convex Optimization (QP)
Consider the following CQF Fx : IR
n → IR [23, 30],
(5.1) Fx(x) = x
TPx/2 + qTx+ s,
where both x, q ∈ IRn , P = PT ∈ IRn×n , P  0, and s ∈ IR. This quadratic
function is convex if its Hessian matrix is P  0; and strictly convex if P ≻ 0 [8].
The main concepts behind all the derivations in this section are the geometrical
interpretations of (i) the difference/value “qTP †q/2− s” according to the solvabil-
ity conditions in Eqs. (3.3) and (3.5), and (ii) the solution parameterization in
Eqs. (3.4) and (3.7). Notably, in (i), P † = P−1 when P is nonsingular. Moreover,
the novelty can be revealed by, (i) facilitates the derivations that exploit the (ad-
ditional) design perspective from the image of the CQF (5.1). As a step forward,
the hierarchical layers in the parameterization, with respect to (ii), explicitly cate-
gorize the location(s) of the unconstrained optimum/optima. In the following, Sec.
5.1 considers the unconstrained optimization, which are preliminaries supporting
the derivations of constrained ones in the remaining subsections. Following the QP
formulation/definition in literature [8, 23], Sec. 5.4 enlarges the included types of
constraints, without introducing any excessive variable but, actually, reducing to a
lower-dimensional unconstrained equivalent problem.
5.1. Unconstrained QP.
Theorem 5.1. (Solutions of unconstrained QP)
Consider the optimization problem, minimize Fx (5.1) with respect to x.
(i) The preimage of any level set of Fx (5.1) can be parameterized by Eqs.
(3.4, 3.7-3.9), respectively, where M = P/2, k = q, c = s− l, and l ∈ IR
is any level set value of Fx.
(ii) The optimal value is finite iff q ∈ R(P ).
(iii) The finite optimal value is l∗ = s − qTP †q/2. And the corresponding
unique optimum is, or optima are all parameterized by, x∗ = x∗p + ε˘,
where x∗p := −P †q, ε˘ ∈ IRn , and ε˘ ∈ N (P ).
Proof. See Appendix E for a unified proof, which is new with respect to (ii) and
(iii); while first for (i). In addition, a geometric interpretation for the new concept
of “hierarchical layers” is given therein (Remark E.1). 
Remark 5.2. Based on Theorem 3.3, the results of (ii) and (iii) in Theorem 5.1
are consistent with the literature, for example, [8] as analyzed from the differential
perspective, which thus and also endorses Theorem 3.3. All the results in Theorem
5.1, particularly (i), will be utilized for the constrained and extended QP problems,
later in Secs. 5.2 to 5.4. On the other hand, more potentials are expected toward
the applications to least-squares approximation and regression analysis. Finally,
according to the respective items in Theorem 5.1, it is worth remarking that:
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• A geometric interpretation is illustrated in Fig. 3.
• From its proof, typically Eq. (E.1), Fx is always unbounded above; bounded
below iff q ∈ R(P ).
• Regarding the special but popular case of nonsingular P [23], then P † = P−1,
N (P ) = {0}, the unique optimum x∗ = −P−1q, and l∗ = s− qTP−1q/2.
Remark 5.3. After introducing the concept of “critical shift l∗” in this section, as
illustrated in Fig. 3, it suffices to complement the examination earlier in Remark
3.6. By (ii) and (iii) of Theorem 5.1, the optimal/minimal value (l∗) is finite,
and equals zero (no shift) for M  0, both invertible and not. In other words,
zTMz > 0, for all z 6∈ N (M). To sum up, combining Remarks 3.6 and 5.3 endorse
both Theorems 3.3 and 5.1, according to the definition of positive (semi)definiteness.
5.2. Equality-Constrained QP.
Theorem 5.4. (Solutions of Equality-Constrained QP)
Consider the optimization problem,
(5.2) minimize Fx, subject to Ax = b,
where Fx is in Eq. (5.1), A ∈ IRm×n , rank(A) = m ∈ {1, 2, · · · , n − 1}, and
b ∈ IRm . From the SVD of A, let a V2 ∈ IRn×(n−m) - associated with R(V2) = N (A)
- be given. Denote l¯ ∈ IR as any level set value of Fx.
(1) If V T2 PV2 6= 0⇔ R(P ) ∩ N (A) 6= {0} ⇔ N (A) 6⊆ N (P ),
(a) Problem (5.2) is equivalent to an unconstrained QP,
(b) the preimage of any level set/value of “Fx subject to Ax = b” can be
respectively parameterized by
(5.3) x = A†b+ V2y,
where y ∈ IRm is determined by Eqs. (3.4, 3.7-3.9), with z = y, M =
V T2 PV2/2, k = V
T
2 (q+PA
†b), and c = s+qTA†b+bT (A†)TPA†b/2−
l¯,
(c) among all l¯ in (1b), the optimal one/minimum is finite iff V T2 (q +
PA†b) ∈ R(V T2 PV2),
(d) following (1c), this finite optimal value is
l¯∗ =[bT (A†)TP/2 + qT ][In − V2(V T2 PV2)†V T2 P ]A†b+ s
− qTV2(V T2 PV2)†V T2 q/2,(5.4)
and the corresponding unique optimum is, or optima are all, parame-
terized by,
(5.5) x∗¯ = x∗¯p + V2ε
∗¯,
where x∗¯p := A
†b− V2(V T2 PV2)†(V T2 q+ V T2 PA†b) denotes the partic-
ular solution of x∗¯, ε∗¯ ∈ IRm and ε∗¯ ∈ N (V T2 PV2),
(e) to further categorize (1d), the optimum is unique iff
N (A) ∩ N (P ) = {0};
(2) else, if V T2 q+ V
T
2 PA
†b 6= {0},
• Problem (5.2) is equivalent to an unconstrained LP, and thus un-
bounded,
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• the preimage of any level set/value of “Fx subject to Ax = b” can
be respectively parameterized by Eq. (5.3), where y is determined by
Eq. (3.1), with z = y, ζ = V T2 q + V
T
2 PA
†b, and ν = s + qTA†b +
bT (A†)TPA†b/2− l¯;
(3) else,
• Problem (5.2) is equivalent to a constant function,
• its value is “s+ qTA†b+ bT (A†)TPA†b/2”,
• the (only) preimage is parameterized by Eq. (5.3), for all y ∈ IRm .
Proof. See Appendix F for a complete and new proof. 
Remark 5.5. Both Theorems 5.1 and 5.4 present the results within a unified frame-
work. In particular, the following summarize further analyses of the more signifi-
cant, quadratic case (1) in Theorem 5.4.
(i) An illustration is given in Fig. 5 to representatively categorize all the cases
of QP Problem (5.2), where (a) and (b) correspond to QP’s whereas (c)
to either (2) or (3) of Theorem 5.4.
(ii) Using the terminology of [8], the considered problem is feasible, since b ∈
R(A). The preimage of any level set of “Fx (5.1) subject to Ax = b” is
the feasible set. The definitions of the optimum/optima and corresponding
optimal value follow the general consensus [8] throughout Sec. 5 (omitted).
(iii) Regarding the consistent constraint Ax = b - in other words, b ∈ R(A)
where A is of full rank - in this theorem, we omit the only remaining case,
that is, rank(A) = n, for a more concise presentation. This corresponds to
that (1) N (A) = {0}, and (2) there is only one feasible point x∗¯ = A†b.
However, by an extended definition of V2 := 0n , the results of (1c)-(1e) in
this theorem still apply to this sub-QP problem.
(iv) In the proof, the considered QP problem (5.2) is equivalently reformulated
as an unconstrained QP: minimize Fy (F.2) with respect to y. This is
viable iff V T2 PV2 6= 0. As for this unconstrained QP, Fy (resp., the original
QP Problem (5.2)) is always unbounded above; bounded below iff V T2 (q+
PA†b) ∈ R(V T2 PV2). A geometric interpretation regarding the CQF Fy
(resp., QP (5.2) for the optimal value) can be inferred from Fig. 3.
Remark 5.6. An example to endorse Theorem 5.4 comes from the minimum or
least-norm problem [8,12]. More specifically, to find the optimum x∗¯ln that (satisfies
the consistent underdetermined constraint Ax = b and) is of least l2−norm, which
norm is most commonly adopted. This is in the applicable form using this theorem,
with P = 2In ≻ 0, q = 0, and s = 0. Accordingly, this is a QP givenR(P )∩N (A) =
N (A), which null space is at least one-dimensional and thus nonzero. Moreover, the
optimal value (denoted l¯∗ln) is finite, since V
T
2 A
†b = V T2 V1Γ
−1
1 W
Tb = 0 ∈ R(Im) =
IRm , where both V1 ∈ IRn×m being orthogonal to V2 and A† = V1Γ−11 WT ∈ IRn×m
are given in Eq. (F.1) in the proof. Specifically,
l¯∗ln = b
T (A†)TA†b− bT (A†)TV2(V T2 V2)−1 V T2 A†︸ ︷︷ ︸
0
b
= ‖A†b‖2.
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Correspondingly and similarly, the unique optimum is
x∗¯ln = A
†b− 2V2(V T2 PV2)†V T2 A†b+ V2ε∗¯
= A†b,(5.6)
where ε∗¯ ∈ N (V T2 V2) = (IRn−m)⊥ = {0}. The results agree with the literature.
Remark 5.7. This remark focuses upon the special case of m = 1, and more ef-
ficiently constructs an example of V2 in Theorem 5.4. Without loss of generality,
let A = aT ∈ IR1×n be normalized. Given the results in Theorem 4.5 and fur-
ther analyses in Remark 4.6, V2 is readily available by computing the last (n − 1)
columns of Ha
ι
:= In − 2ιaιTa , where ιa := (a− e1)/(‖a− e1‖) and Y = In−1. This
remark also indicates a research direction, which aims at extending to general m in
the equality-constrained QP (5.2) based on the generalization of Theorem 4.5, and
thus involves the orthogonalization on the rows of A in the first place.
Remark 5.8. In the literature, this QP Problem (5.2) is commonly but differently
addressed by means of the Lagrange/Primal-Dual method [23]. This remark verifies
the solution consistency by adopting the two approaches (classical and proposed),
but also discusses the computational/practical difference. From the differential
perspective, the Lagrange method formulates and stems from the necessary (first-
order) optimality conditions for this problem. To be more in-depth,
(5.7)
[
P AT
A 0
] [
x
λ
]
=
[ −q
b
]
,
where λ ∈ IRm is the Lagrange multiplier or dual variable. Eq. (5.7) is also
known as the Karush-Kuhn-Tucker (KKT) system, and its coefficient the KKT
matrix. Detailed verifications that Eq. (5.5) uniquely solves the KKT system (5.7)
are available in Appendix G. Also, regarding (1e) of Theorem 5.4, [8, Exercise 10.1]
includes a different derivation that yields the same equivalence condition. However,
from the implementation perspective, all computations involved in Theorem 5.4
are more efficiently performed in either IRn or IRm , as compared to the combined
dimension of (n +m) in the KKT system. In other words, the effects by the value
function and constraint to obtain (or compute) the optimality are decoupled.
5.3. QP. Consider the optimization problem,
minimize Fx
subject to Ax = b,
cTi x ≤ di, i ∈ I = {1, 2, · · · , κ},(5.8)
where Fx is in Eq. (5.1), A ∈ IRm×n , rank(A) = m ∈ {1, 2, · · · , n − 1}, b ∈ IRm ,
ci ∈ IRn , di ∈ IR, and there exists a point that satisfies all the constraints.
To this general QP Problem (5.8) [23], an explicit solver in closed form is available
in Algorithm 5.9, with its proof in Appendix H.
Algorithm 5.9. A Closed-Form QP Solver
Require: P, q, s, A, ,b, {ci, di}i∈I as defined in (5.8)
Initial Conditions: L¯ = X¯ = I¯ = I˜∗ = ∅
Ensure: The optimal value l˜∗ and the (resp., a subset of) corresponding optimum
(resp., optima) x∗˜
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1: compute the SVD of A till R(V2) = N (A) is obtained
2: if V T2 PV2 6= 0 then
3: x∗¯p = A
†b− V2(V T2 PV2)†(V T2 q+ V T2 PA†b)
4: l¯∗ = [bT (A†)TP/2 + qT ][In − V2(V T2 PV2)†V T2 P ]A†b+ s
−qTV2(V T2 PV2)†V T2 q/2
5: if “V T2 PV2 ≻ 0” and “cTi x∗¯p ≤ di for all i ∈ I” then
6: return l˜∗ = l¯∗, x∗˜ = x∗¯p, and I˜∗
7: else if “V T2 (q+PA
†b) ∈ R(V T2 PV2)” and “cTi x∗¯p ≤ di for all i ∈ I ” then
8: (l¯∗,x∗¯p, ∅) ∈ L¯ × X¯ × I¯
9: go to line 12
10: end if
11: else
12: for all Ij := {j1, j2, · · · , jk} ⊆ I, where k ∈ {1, 2, · · · , κ}, do
13: let C˜ = [cj1 , cj2 , · · · , cjk ]T , A˜ = [AT , C˜T ]T , and b˜ = [bT , dj1 , dj2 , · · · ,
djk ]
T
14: if b˜ ∈ R(A˜) then
15: if rank(A˜) = m + k < n then
16: compute the SVD of A˜ till R(V˜2) = N (A˜) is obtained
17: if “V˜ T2 P V˜2 6= 0”, “V˜ T2 (q + PA˜†b˜) ∈ R(V˜ T2 P V˜2)”, and “cTi x˜∗¯p ≤ di
for all i ∈ I\Ij, where x˜∗¯p = A˜†b˜ − V2(V T2 PV2)†(V T2 q + V T2 PA˜†b˜)”
then
18:
˜¯l∗ = [b˜T (A˜†)TP/2 + qT ][In − V2(V T2 PV2)†V T2 P ]A˜†b˜+ s
−qTV2(V T2 PV2)†V T2 q/2
19: (˜¯l∗, x˜∗¯p, Ij) ∈ L¯ × X¯ × I¯
20: end if
21: else if rank(A˜) = n then
22: compute xˆ = A˜†b˜
23: if cTi xˆ ≤ di, for all i ∈ I\Ij then
24: lˆ = Fx(xˆ), where Fx is from (5.1)
25: (lˆ, xˆ, Ij) ∈ L¯ × X¯ × I¯
26: end if
27: end if
28: end if
29: end for
30: l˜∗ = min L¯, while x∗˜ and I˜∗ are as associated
31: return l˜∗, x∗˜, and I˜∗
32: end if
Remark 5.10. Regarding Algorithm 5.9,
(i) it does not require to know a feasible point a priori and anytime in the solv-
ing process, since the core of design philosophy is a novel categorization of
QP Problem (5.8) in Appendix H, which builds on new results in previous
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sections (Theorem 3.3, in particular). As a comparison, such a knowledge
is essential to initiate the solving process in the majority literature [8,23].
(ii) in the for-all environment (lines 12-29), the processing order is arbitrary,
as long as every nonempty subset of I is examined (examples at Sec. 5.6).
(iii) an economic/expidited version of this algorithm is available with respect
to Case (a) in Fig. 6, as motivated by the particular interest in the compu-
tational performance using existing QP solvers ( [16, 17], to name a few).
Specifically, by replacing lines 8 and 9 with 6, the complete searching for
all optima is economized, since the optimal value and an optimum have
already been obtained, without further effort for any possible, additional
optimum. Accordingly, the algorithm is expedited, since it terminates at
line 8 without proceeding into the for-all environment (lines 12-29). More
discussions can be found in the end of Appendix H.1, and Remark H.4.
Corollary 5.11. With respect to Algorithm 5.9, consider
(1) a special case of the QP Problem (5.8), P ≻ 0 as is commonly seen in
literature [23]. Algorithm 5.9 can be more efficiently compacted by removing
lines 2, 7-9, 11, and 32, as well as “V T2 PV2 ≻ 0” at line 5, and both
“V˜ T2 P V˜2 6= 0” and “V˜ T2 (q + PA˜†b˜) ∈ R(V˜ T2 P V˜2)” at line 17.
(2) an extension to the QP under inequality constraints only, that is, A = 0
and b = 0 in QP Problem (5.8). Algorithm 5.9 applies to this case by
replacing “both A,A† with 0”, “V2 with In”, “x
∗¯
p with x
∗
p”, “b with 0”, and
“l¯∗ with l∗”.
Proof. (1): Given P ≻ 0, in Algorithm 5.9 we readily have V T2 PV2 ≻ 0, V T2 (q +
PA†b) ∈ R(V T2 PV2) = IR(n−m), V˜ T2 P V˜2 ≻ 0, and V˜ T2 (q+ PA˜†b˜) ∈ R(V˜ T2 P V˜2) =
IR(n−m−k). The result thus follows.
(2): At first, the concept is to replace the application of Theorem 5.4 by Theorem
5.1 in the beginning of Algorithm 5.9. More specifically, the processes before the for-
all environment (lines 3-10) instead consider the unconstrained QP, and determine
whether the associated unique optimum, or the particular solution of non-unique
optima, satisfies the (inequality) constraints. Starting from line 12, the remaining
processes in Algorithm 5.9 are slightly modified. The main difference is that, at line
13, the remaining processes are instead built on the “base” of unconstrained QP
(A = 0 and b = 0) and then taking each inequality constraint into consideration.
All in all, from this novel perspective and design, this extension can be easily
established by the simple parameter replacements. 
Remark 5.12. With respect to Corollary 5.11,
(i) in (1) of Corollary 5.11, the more compacted algorithm renders x∗¯ = x∗¯p and
x˜∗¯ = x˜∗¯p for all Ij ⊆ I. That is, the associated solution freedom vanishes (be-
cause of P ≻ 0). Even though Algorithm 5.9 is designed to implicitly while
exhaustively include the optimality searching within such a freedom (more de-
tailed arguments at Appendix H), this remark also reminds that the searching
process, excessive in this case, automatically vanishes as well/designed.
(ii) Example 5.16 (Sec. 5.6) demonstrates both Algorithm 5.9 and Corollary 5.11.
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5.4. Extended QP.
Theorem 5.13. (Solutions of an Extended QP)
Consider the optimization problem,
(5.9) minimize Fx, subject to both x, q ∈ R(P ),
where Fx is in Eq. (5.1).
(1) The preimage of any level set of the CCQF “Fx subject to both x, q ∈
R(P )” can be respectively parameterized by
(5.10) x = −P †q+
√
qTP †q− 2s+ 2lˇ · P †/2 · ρˇ,
where lˇ ∈ IR is any level set value of the CCQF, ρˇ ∈ R(P ), and ‖ρˇ‖ = 1.
(2) The optimal value is finite, and equals lˇ∗ = s−qTP †q/2. The corresponding
unique optimum is x∗ˆ = −P †q.
Proof. See Appendix I. 
Corollary 5.14. Consider the specific but popular case, P ≻ 0 [23]. Theorem 5.13
can be specialized by replacing P † with P−1, P †/2 with P−1/2, and “ρˇ ∈ R(P )”
with “ρˇ ∈ IRn”, respectively.
Proof. Given P ≻ 0, such a case-specific result readily follow by relating the basic
SVD properties Eqs. (A.2-A.6) to this special consideration. 
Remark 5.15. An application of Theorem 5.13 is associated with the CQF in Eq.
(3.9), that is, to obtain its preimage w at any level set/value. To be more detailed,
by letting P = 2M which is rank deficient, q = kM , and s = c in accordance
with the CQF in Eq. (5.1), the preimage w can be algebraically while completely
parameterized by (using Theorem 5.13)
(5.11) w = −M †kM/2 +
√
kTMM
†kM/4− c+ F˘w ·M †/2 · ρˇ,
where F˘w ∈ IR is any (given) level set value, ρˆ ∈ R(M), and ‖ρˆ‖ = 1. As an
example, in Sec. 4.4, this application-benefit is demonstrated with an illustration.
5.5. Comparisons to Literature. Representatively, two popular solvers in the
literature/market, with respect to the QP problem (5.8), are selected. At first,
according to [23], such a general QP (with inequality constraints) is usually solved
using an “Active Set Method” (ASM), which is particularly valued in the control
allocation problems [16]. It is reported that a feasible point is required to initi-
ate the solving process, including a simpler/common case of P ≻ 0 [23]. Similar
consideration can also be applied to other existing solvers: the barrier method
and primal-dual interior-point methods [8, 16]. In contrast, the proposed solvers
autonomously generate the results/solutions, notably Algorithm 5.9 and Theorem
5.4. The design philosophy differentiates from the classical Lagrange/Primal-Dual
method [8,23], but stems from Theorem 3.3, as well as Figs. 3 (“critical shift”) and
4 (“hierarchical layers”).
In addition, another advantage is revealed from an accuracy perspective, in re-
gard to the other representative solver: the barrier method (renowned for large-scale
problems [16]). The importance of such an interior-point solver is particularly fo-
cused upon in [8, Chapter 11]. Accordingly, a minimum number of iteration steps
- under reasonable assumptions - are generally required to achieve convergence,
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or a desired accuracy; whilst, the maximum number of steps - and computation
time - are deemed challenging [16]. As a comparison, the proposed results yield
explicit solutions for both the optimal point(s) and value. Specifically, considering
the equality-constrained QP problem (5.2), the finite solutions - when existed, ac-
cording to a comprehensive categorization in Theorem 5.4 - are available in Eqs.
(5.4) and (5.5). Moreover, regarding the general (resp., extended) QP problem (5.8)
(resp., (5.9)), Algorithm 5.9 (resp., Theorem 5.13) also renders results in analytical,
algebraic, closed formulae.
Promisingly, there exist more practical advantages - in terms of the computa-
tional speed, hardware complexity, and safety necessity - since this research direc-
tion towards an explicit solution aligns with, for example, [17] and its mathematical
preliminaries (notably [5], with respect to a positive definite Hessian matrix).
5.6. Two Illustrative Examples. The main objective is to demonstrate the au-
tonomy and generality of the proposed closed-form QP solver (Algorithm 5.9), par-
ticularly from the implementation perspective. Example 5.16 is directly adopted
from [23], and used to demonstrate Theorems 3.3, 5.1, 5.4, Algorithm 5.9, Corol-
lary 5.11, and Remarks 5.2, 5.5, 5.12, and H.3. One step forward, Example 5.18 is
extended and modified from Example 5.16, by adding an equality constraint, render-
ing the Hessian matrix singular, and increasing the system dimension. Therefore, it
also demonstrates those mentioned above, except the special case of Corollary 5.11
and Remark 5.12, and additionally Remark H.1 for the concept of terminal optima
and related solution freedom. For compactness, the illustration for Example 5.16
can be either inferred from Fig. 7, or referred to [23, 2nd Ed., Fig. 14.1]; whereas,
in Example 5.18, a geometric interpretation for Remark H.1 is given in Fig. 8. Note
that all computations are performed and/or verified on the MATLAB R© platform.
Example 5.16. Consider a QP problem of nonsingular Hessian matrix and un-
der inequality constraints only, where n = 2, P (1, :) = [4, 1], P (2, :) = [1, 2],
q = [−12,−10]T , s = 0, c1 = [1, 1]T , c2 = [−1, 0]T , c3 = [0,−1]T , d1 = 4,
and d2 = d3 = 0 [23]. Given P ≻ 0, according to Corollary 5.11, (iii) of Theorem
5.1, or line 3 of Algorithm 5.9, we have the unique optimum with respect to the
unconstrained problem as x∗ = −P−1q = [2, 4]T , which does not satisfy the in-
equality constraint associated with (c1, d1). That is, this unconstrained optimum
does not reside in the feasible set. Therefore, following Algorithm 5.9, the next
step is the for-all environment starting at line 12, where I = {1, 2, 3} (κ = 3). Note
that the significant parameters and values in this step are summarized by Table 1
in Appendix J for completeness and easy comparison. Therein, the examination
order for all Ij ’s is arbitrary, as long as every nonempty subset of I is examined,
which is discussed in (ii) of Remark 5.10.
In Table 1 (Appendix J), at first we note that only those Ij ’s with b˜ ∈ R(A˜) in
the corresponding augmented system are included, as filtered at line 14 in Algorithm
5.9; otherwise, it does not associate with the optimality since being inconsistent,
and the only case is I7, where, equivalently,
det(

 cT1cT2
cT3
d1
d2
d3

) 6= 0.
Second, regarding I1, the corresponding augmented matrix A˜ is of full rank, and
the augmented system A˜x = b˜ is underdetermined and has more than one solution.
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This falls into the processes at lines 16-20 of Algorithm 5.9. According to Theorem
5.4, an example of V˜2 = [1/
√
2,−1/√2]T is by means of SVD - as computed at line
16 of Algorithm 5.9. This yields the value “V˜2P V˜2 = 2 6= 0”, which implies that
this case is equivalently an unconstrained QP. As a matter of fact, given P ≻ 0,
the following results also endorse Corollary 5.11:
• V˜ T2 (q+ PA˜†b˜) ∈ R(V˜2P V˜2) = R(2) = IR, which means that the equivalent
QP problem is of finite value by (1c) of Theorem 5.4.
• N (P ) = {0}, and thus N (A˜)∩N (P ) = {0}. According to (1e) of Theorem
5.4 or (i) of Remark 5.12, we have that the associated optimum for this case
I1 is unique and denoted x˜∗¯ = x˜∗¯p = [1.5, 2.5]T . This point is computed at
line 17 in Algorithm 5.9.
• x˜∗¯ is an optimality candidate for the original problem, as recognized at
line 19, since it satisfies the other (inequality) constraints with respect to
{(ci, di)}i=2,3. In other words, it is (also) a feasible point with respect to
the original problem/constraints.
• The associated optimal value (˜¯l∗ = −28.5) for this case I1 is determined
by Eq. (5.4), computed at line 18, and included at line 25 for the overall
comparison later at line 30 of Algorithm 5.9.
Similar considerations apply to Cases {Ij}j=2,3, but note that the associated unique
optimum
(
x˜∗¯ = [0, 5]T
)
for Case I2 is not a candidate, since it violates the first
inequality constraint “x1 + x2 ≤ 4”.
Third, Case I4 corresponds to a “vertex”, which is zero-dimensional, as a result
of rank(A˜) = n = 2. Specifically, according to (iii) of Remark 5.5, this case is
instead included at lines 21-27 of Algorithm 5.9, and there is only one feasible
point xˆ = [0, 4]T as computed at line 22. Since xˆ satisfies all the constraints, it is
recognized as a candidate (line 25). The associated, only level set value lˆ = −24
is exclusively optimal in this case, computed at line 24, and thus included for the
comparison at line 30. Similar considerations apply to Cases {Ij}j=5,6 - omitted.
Finally, all the values, either ˜¯l∗ or lˆ, are compared at line 30. This concludes that
Case I1 corresponds to the optimality. To be more detailed, x∗˜ = x˜∗¯ = [1.5, 2.5]T
for I1 is also the unique optimum for the original problem, with the optimal value
l˜∗ = ˜¯l∗ = −28.5, and x∗˜ is located on the edge of F that is associated with I1,
explicitly, x1 + x2 = 4.
Remark 5.17. The results agree with [23, using ASM], but without any prior knowl-
edge of a feasible point to initiate the solving process. Besides, all computations are
performed in terms of analytical, algebraic, closed-form representations. Moreover,
there are only seven cases considered in the for-all environment of Algorithm 5.9
(lines 12-29). In consistency with Remark H.3, the cardinality of L¯, which equals
5, is less than the upper bound “2κ = 8”.
Example 5.18. This example is extended and modified from Example 5.16. The
main difference in the motivation is additionally to demonstrate the concept of ter-
minal optima, as explained in Appendix H.2, and a potential to assist the analytical
and comprehensive representation of all the non-unique optima. According to the
problem formulation in QP (5.8), we let n = 3, singular P = diag(1, 0, 0)  0,
q = 0, A = [0 0 1], b = b ∈ IR, while the other parameters follow Example 5.16.
As follows, only the significantly different analyses and results are presented.
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First (lines 1-10 in Algorithm 5.9), consider the QP under only the equality
constraint (Ax = b). At line 1, V2 is computed as V2(:, 1) = [0 1 0]
T and V2(:
, 2) = [1 0 0]T . The associated matrix V T2 PV2 = diag(0, 1) 6= 0, which implies
that this is equivalently an unconstrained QP by (1) of Theorem 5.4. In addition,
given the singular V T2 PV2  0 as well as V T2 (q+PA†b) = 0 ∈ R(V T2 PV2), by (1c)
of Theorem 5.4, the optimal value (that is, minimum) is finite. Moreover, since
N (A) ∩ N (P ) = R([0 1 0]T ) 6= {0}, applying (1e) of Theorem 5.4 yields that the
optima are non-unique. Preliminarily at this stage, Algorithm 5.9 only examines
the particular solution of the optima (x∗¯p, as computed at line 3), while integrates
the examination on its solution freedom (V2ε
∗¯) into the for-all environment later
(lines 12-29). The result is x∗¯p = [0, 0, b]
T , which resides in the feasible set F of the
original problem (grey/shaded area in Fig. 8). Hence it qualifies as an optimality
candidate (included at line 8), associated with l¯∗ = 0 (computed at line 4).
Second, the process goes to the for-all environment in Algorithm 5.9. Following
the analyses in Example 5.16, the results are briefed and summarized by Table 2
in Appendix J for better presentation clarity. Note that:
• Considering I1, this corresponds to the terminal optimum associated with
the above mentioned solution freedom of x∗¯ - namely, V2ε
∗¯ - as a result
of the additional constraint with respect to (c1, d1). This can also be in-
ferred from Fig. 8, where the red/solid/vertical lines represent the level
sets/values of the involved CQF; while the x2−axis is just the linear vari-
ety x∗¯, and the terminal optima (0, 4, b) is owing to the additional constraint
(c1, d1). This demonstration agrees with the discussions in Appendix H.1.
• Regarding I2, this is equivalently an optimization problem but of constant
value, according to (2) and (3) of Theorem 5.4. Specifically, this is ow-
ing to V˜ T2 P V˜2 = V˜
T
2 q + V˜
T
2 PA˜
†b˜ = 0, and the constant value equals
s + qT A˜†b˜ + b˜T (A˜†)TPA˜†b˜/2 = 0. Additionally, as addressed in (iib)
of Appendix H.2, this algorithm is designed to economize this examina-
tion by focusing on the associated terminal optima. Specifically, this is
instead included in Cases {Ij}j=4,5, and associated with additional con-
straints {(ci, di)}i=1,3, respectively. Notably, the associated optimal value
remains. Finally, a geometric interpretation is also available in Fig. 8,
where on the x2−axis (that is, the border of cT2 x ≤ d2), the equivalent prob-
lem/function is of constant value. In its domain, the upper (resp., lower)
terminal is due to the additional constraint “(c1, d1)” (resp., “(c3, d3)”),
and the discussion/categorization goes to the case of I4 (resp., I5).
• Noting the additional column of N (P )∩N (A˜) in Table 2, which is omitted
in Table 1 (Appendix J) because of the more convenient condition “P ≻ 0”
instead/previously in Example 5.16, the case I1 (resp., I3) renders this
intersection only at the origin, and thus the corresponding optimum is
unique, x˜∗¯p = x˜
∗¯, according to (1e) of Theorem 5.4. This can also be inferred
from Fig. 8, where there is only one intersection between the optimal (level
set) value - denoted l˜∗ - and the border of cT1 x ≤ d1 (resp., cT3 x ≤ d3).
Finally, corresponding to the optimal value l˜∗, at line 30 in this algorithm, it
concludes with the five optimality pairs/points residing in L¯×X¯×I¯: ([0, 0, b]T , 0, ∅),
([0, 4, b]T , 0, I1), ([0, 0, b]T , 0, I3), ([0, 4, b]T , 0, I4), and ([0, 0, b]T , 0, I5). That is,
Algorithm 5.9 gives the optimal value, l˜∗ = 0, with respect to the original problem.
CONVEX QUADRATIC EQUATIONS AND FUNCTIONS 23
All the terminal optima are [0, 0, b]T and [0, 4, b]T , as illustrated in Fig. 8. Notably,
the former (i) is the particular solution with respect to the QP under only the
equality constraint, and also feasible to the original QP; and (ii) resides on an
edge associated with the inequality constraint “cT3 x ≤ d3”, while also on a vertex
with the additional constraint “cT2 x ≤ d2”. On the other hand, the latter terminal
optimum resides on an edge associated with the constraint “cT1 x ≤ d1”, while also
on a vertex with the additional “cT2 x ≤ d2”. It is worth remaking that Algorithm
5.9 ably gives all/both the terminal optima. Based on this, it can be analyzed that
all the optima are just intermediate, denoted as X ∗ = {[0, t, b]T | 0 ≤ t ≤ 4, t ∈ IR},
which can also be revealed from Fig. 8 (red-dashed line segment).
Remark 5.19. As expected and similar to Example 5.16 (Remark 5.17), Algorithm
5.9 autonomously yields the results, without any (prior) knowledge of a feasible
(starting) point. Also, in this setting, all computations are performed in terms
of algebraic and explicit representations. Moreover, there are still only few cases
(seven, to be exact) considered in the for-all environment of Algorithm 5.9 and,
being consistent with Remark H.3, the cardinality of L¯ (6) is indeed less than the
upper bound “2κ = 8”.
6. Conclusions
From a top-level viewpoint, this article proposes a new method (i), and then
provides two major applications (ii) and (iii) - in an interconnected framework.
(i) With respect to the wide popularity and interest in CQE and CQF, this article
first presents a complete, analytical, necessary and sufficient solvability condition
for CQE, as well as the corresponding solutions in closed forms. In other words,
this is a general-order extension of the quadratic formula. To be more in-depth,
we have also explicitly clarified the bijection between the set of solutions and that
of the corresponding parameterization variables. All these results assist in estab-
lishing a novel perspective to interpret the relation between CQE and CQF, which
facilitates further investigations into its spectrum of applications. Representatively,
we apply these results to the fields “nonlinear optimal control” and “nonlinear pro-
gramming/convex optimization”, as the following (ii) and (iii), respectively.
(ii) In the literature of nonlinear optimal control, this application aligns with
a research direction that aims at recovering the optimality. Specifically, regarding
both the infinite and finite-time horizons, the gradient of the value function is of
great importance. It corresponds to a solution of the formulated/underlining CQE
that is associated with each of the HJE, HJI, and HJBE. By virtue of (i), we ably
formulate an analytical representation of the filtered/concentrated optimality can-
didates, which is thus ready for the final design stage that takes the curl condition
into consideration. Note that, till this stage, all the results and derivations are
algebraic, exact, and involve no computation of any PDE. As inspired by extensive
early contributions, we also devote effort to addressing this remaining issue using
the SDRE/SDDRE scheme. However, to remain focused of this article, we only
present results that are shared with the other application (iii). Finally, the pro-
posed results are exemplified and illustrated. As expected, the gradient of the value
function is captured in the solution set of the associated, formulated HJE-CQE.
(iii) A motivation of this application - to the field of nonlinear programming
based on the results (i) and (ii) - directly responds to an expectation in the (recent)
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literature: computational enhancement. Specifically, the focus of this main result is
on the QP, which constitutes a basis in various approaches, such as the celebrated
Newton’s method. At first, we re-examine the unconstrained QP based on, and from
the perspective of, the new analyses of CQE in (i), CQF, and CQE-CQF relation.
This preliminary finding facilitates a complete and analytical characterization of the
equality-constrained QP, which actually can be categorized into three equivalent
problems in a unified framework. In addition, all the above results are consistent
with literature, when specialized to specific considerations; while promising in terms
of the computational performance, which is partially owing to the shared results
with the other application (ii). Another highlight in (iii) is the proposed QP solver,
in accordance with the general problem formulation. The design philosophy also
benefits from the above mentioned categorization of equality-constrained QP, and
yields algebraic closed-form results/solutions in a guaranteed, finite, and explicit
number of steps, and without any knowledge of a feasible point - a priori and
anytime in the process. All these characteristics/merits are shared throughout this
application (iii). Moreover, to further exploit its computational capabilities, this
flexible QP solver includes problem-specific (and more efficient) variants:
• an economic/expedited version of the algorithm for a subset of QP problems.
• a special but popular case “the objective function with positive definite
Hessian matrix”, corresponding to a thinned version of the algorithm.
• the inequality-constrained QP problems, which are applicable (that is, solv-
able) after a simple replacement of parameters in the algorithm.
Note that, regarding a subset of QP problems, we preliminarily and explicitly
present the associated terminal optimum/optima. This indicates a further research
direction, since it requires an analytical representation of all the elements bounded
by the inequality constraints. Moreover, we extend the general formulation on the
constraints to a different branch, as inspired by the analysis of CQE in (i), which
further exploits the application potentials of QP problems. Finally, two represen-
tative solvers in the literature help justify advantages of the proposed results; while
two examples demonstrate the results with illustrations - both analytically, and
numerically on the MATLAB R© platform. Under positive definite and semidefinite
Hessian matrices in the objective functions, resp., these demonstrations endorse the
effectiveness, autonomy, efficiency, and exactness of the proposed QP solvers.
Appendix A. Proof of Theorem 3.3 (Solutions of CQE)
Considering the CQE (2.1), divide the proof into the two cases: (1) M is of full
rank and (2) M is rank deficient.
(1) If rank(M) = n, then we have (i) MT = M ≻ 0, (ii) M is of full rank and non-
singular, and (iii) the unique square root of M is also symmetric and nonsingular,
denoted as M1/2 [14]. Hence, the CQE (2.1) can be equivalently reformulated as
zTM1/2 ·M1/2z+ kTM−1/2M1/2z+ c = 0
⇔
(
M1/2z+M−1/2k/2
)T (
M1/2z+M−1/2k/2
)
= kTM−1k/4− c
⇔
∥∥∥M1/2z+M−1/2k/2∥∥∥2 = kTM−1k/4− c.(A.1)
Obviously, Eq. (A.1) is solvable iff the right-hand side (RHS) is non-negative, as
in Condition (3.3). If the condition is satisfied, that is, CQE (2.1) is solvable, then
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further reformulate the consistent Eq. (A.1) as∥∥∥M1/2z+M−1/2k/2∥∥∥ =√kTM−1k/4− c
⇔M1/2z+M−1/2k/2 =
√
kTM−1k/4− c · v where v ∈ IRn and ‖v‖ = 1
⇔ Eq. (3.4).
(2) If rank(M) = r < n, let the SVD of M in CQE (2.1) be given by
M =
[
U1 U2
] [ Σ1 0
0 0
] [
UT1
UT2
]
= U1Σ1U
T
1 ,(A.2)
where U1 ∈ IRn×r , U2 ∈ IRn×(n−r), Σ1 ∈ IRr×r , and ΣT1 = Σ1 ≻ 0. In addition, the
following summarize several properties and definitions [14, 33], which are essential
in the derivations afterwards.
R(M) = R(U1) = R(U1UT1 ) = R(U2)⊥ = N (UT2 ) = N (M)⊥,(A.3)
R(M)⊥ = R(U1)⊥ = R(U2) = R(U2UT2 ) = N (UT1 ) = N (M),(A.4)
M † := U1Σ
−1
1 U
T
1 ,(A.5)
M †/2 := U1Σ
−1/2
1 U
T
1 ,(A.6)
where both M † and M †/2 are uniquely determined. Perform the equivalence trans-
formation with respect to the U−basis, where U = [U1 U2] ∈ IRn×n is orthogonal:
z = U1z1 + U2z2,(A.7)
k = kM + kM⊥
= U1k1 + U2k2,(A.8)
where z1 = U
T
1 z ∈ IRr , z2 = UT2 z ∈ IRn−r , k1 = UT1 k ∈ IRr , k2 = UT2 k ∈ IRn−r ,
kM = U1k1 ∈ R(M), kM⊥ = U2k2 ∈ R(M)⊥, and both kM , kM⊥ ∈ IRn . Because
U is orthogonal, we have In = UU
T = U1U
T
1 + U2U
T
2 and, by Eqs. (A.7-A.8), we
can reformulate the CQE (2.1) in terms of the U−basis. More specifically, CQE in
Eq. (2.1) is equivalent to
zTU1Σ1U
T
1 z+ k
T (U1U
T
1 + U2U
T
2 )z+ c = 0
⇔ zT1 Σ1z1 + kT1 z1 + c︸ ︷︷ ︸
Fz1 : IR
r → IR
+kT2 z2 = 0,(A.9)
where Fz1 is (designed to be) a strictly CQF, z1 7→ Fz1(z1), with the positive
definite Hessian matrix “Σ1”. Therefore, if k2 = 0, then Eq. (A.9) is a CQE (the
preimage of Fz1 at 0) and - since its Hessian matrix is of full rank that equals
“n − r” - by (1) of this theorem, it is solvable iff
(A.10) k2 = 0 and k
T
1 Σ
−1k1 ≥ 4c.
Otherwise (k2 6= 0), the z2−freedom of z ably contributes to null any element/value
in the image of Fz1 , such that Eq. (A.9) is always consistent, that is, solvable.
Note that, from Eqs. (A.3) and (A.8), we have k2 = 0 ⇔ UT2 k = 0 ⇔ k ∈
R(U1) = R(M). Therefore, in terms of the original coordinate, the solvability
condition CQE (2.1) is equivalently formulated by Condition (3.5) or (3.6). In
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accordance with the equivalence conditions, respectively, the remaining of this proof
is divided into two parts to formulate the corresponding solution sets of CQE (2.1)
or, equivalently, (A.9) in this case of rank-deficient M .
(2a) k ∈ R(M) and kTM †k ≥ 4c in Condition/Eq. (3.5)
In this case (k ∈ R(M)⇔ k2 = 0), z2 ∈ IRn−r represents a degree of freedom in z,
which is of dimension (n − r) and will be parameterized by the variable “ε” later
in Eq. (A.12). Moreover, the solution set of CQE (2.1) - or, equivalently, Eq. (A.9)
when k2 = 0 - can be parameterized by (1) of this theorem. Specifically,
(A.11) z1 = −Σ−1k1/2 +
√
k1Σ
−1
1 k1/4− c · Σ−1/21 · ρ′,
where ρ′ is a vector of unit length in IRr . The remaining of this derivation is to repre-
sent the parameterization (A.11) in terms of the original coordinate. By Eq. (A.7),
this parameterization (A.11) is equivalent to UT1 z = −Σ−1k1/2+
√
k1Σ
−1
1 k1/4− c·
Σ
−1/2
1 · ρ′, which is in the applicable (more explicitly, parameterizable) form using
Corollary 3.2, yielding
(A.12) z = −U1Σ−11 UT1 k/2 + ε+
√
kTU1Σ
−1
1 U
T
1 k/4− c · U1Σ−1/21 UT1 U1ρ′,
where UT1 U1 = Ir is inserted on purpose for the following derivations, while ε ∈
N (M), ε ∈ IRn , parameterizes the z2−freedom in z as mentioned above, which is
of dimension (n − r) and so is N (M). Denote ρ = U1ρ′ ∈ R(M), a vector of unit
length in IRn since UT1 U1 = Ir . Together with M
† = U1Σ
−1
1 U
T
1 and its unique
square root (M †/2 = U1Σ
−1/2
1 U
T
1 ) as defined in Eqs. (A.5) and (A.6), hence the
parameterization (A.12) can be easily and equivalently formulated as in Eq. (3.7).
(2b) k 6∈ R(M) in Condition/Eq. (3.6)
Rewrite Eq. (A.9) as kT2 z2 = −(zT1 Σ1z1 + kT1 z1 + c), and apply Lemma 3.1 to
parameterize the z2−freedom of z,
(A.13) z2 = −z
T
1 Σ1z1 + k
T
1 z1 + c
‖k2‖2 · k2 +ϕ
′,
where ϕ′ ∈ N (kT2 ) = N (kTU2) by Eq. (A.8), and ϕ′ ∈ IRn−r . Note that, from
Eqs. (A.2-A.4) and (A.8), we can derive the following properties: (i) zT1 Σ1z1 =
zTU1Σ1U
T
1 z = w
TMw, where w ∈ R(M), w ∈ IRn , represents the z1−freedom of
z; (ii) kT1 z1 = k
TU1U
T
1 z = k
T
Mw; and (iii) ‖k2‖ = ‖kM⊥‖. Therefore, given these
properties (i)-(iii), we can apply Corollary 3.2 to Eq. (A.13), which parameterizes
the solution set of Eq. (A.13) or, equivalently, CQE (2.1) in terms of the original
coordinate. Specifically, Eq. (A.13) is equivalent to
UT2 z = −
zT1 Σ1z1 + k
T
1 z1 + c
‖k2‖2 · k2 +ϕ
′
⇔ z = −z
T
1 Σ1z1 + k
T
1 z1 + c
‖k2‖2 · (U2k2) + U2ϕ
′ + τ
⇔ z = −w
TMw + kTMw + c
‖kM⊥‖2
· kM⊥ +ϕ+ τ ,(A.14)
where τ , ϕ ∈ IRn , τ ∈ N (UT2 ) = R(M) by Eq. (A.3), and ϕ = U2ϕ′ ∈ R(U2).
As a matter of fact, given (i) R(U2) = R(M)⊥ = N (M) by Eq. (A.4) and (ii)
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ϕ′ ∈ N (kTU2) ⇔ kTU2ϕ′ = 0 ⇔ kTϕ = 0 ⇔ ϕ ∈ N (kT ) by Eq. (A.8), it
concludes that ϕ ∈ N (M) ∩ N (kT ).
The final step is to further analyze the effect by w ∈ R(M), which is formulated
as the level sets of the CQF “Fw” in Eq. (3.9). Specifically, the z1−freedom of solu-
tion z is coalesced into the coefficient of the vector kM⊥ , while grouped in terms of
the level sets of the mapping Fw. Substituting this CQF into Eq./Parameterization
(A.14) readily yields the result.
Remark A.1. Fig. 1 illustrates a geometric interpretation of the parameterization
in Eq. (3.8). In this case of rank-deficientM and k 6∈ R(M), the solution set/space
of the CQE (2.1) is spanned by the three vectors kM⊥ , ϕ, and τ , which are mutually
orthogonal. Among the three vectors, only kM⊥ is fixed/given a priori (solid/black
arrow, while ϕ and τ as the solid-dotted/black arrows), and the associated solution
flexibility along this kM⊥−direction is in terms of the variable w. As shown in Eq.
(A.9), the effect by w ∈ R(M), or the z1−freedom of z, is grouped into the level
sets of CQF Fw (red/dashed line, Eq. (3.9)), which is exemplified by the number-
labeled ellipses. Each level value respectively contributes to the coefficient term of
the spanning vector kM⊥ , and this effect solely modulates the solution flexibility
along this kM⊥−direction. Similar geometric interpretations apply to the other
Parameterizations/Eqs. (3.4) and (3.7).
Remark A.2. In this proof of Theorem 3.3, Case (2) of rank-deficient M , the SVD
form (A.2) is general. All the derivations do not involve a specific selection of non-
unique orthonormal bases for R(M) and N (M), namely, the columns of U1 and
U2, respectively. This is also reflected in the statements of Theorem 3.3, where,
notably, M † and M †/2 [33] are uniquely determined. Besides, since Theorem 3.3 is
a cornerstone in this article, all the related results share this property.
Appendix B. Proof of Theorem 3.8 (Bijections in CQE)
The injection is obvious from the proof of Theorem 3.3 (Appendix A), and the
following derives the surjection respectively according to Theorem 3.3.
(1) (M is of full rank) Regarding Condition (3.3) and Eq. (3.4), if kTM−1k 6= 4c,
then the result follows since M−1 is nonsingular, that is, the linear transformation
byM−1 is one-to-one and onto. Otherwise, the solution is unique (z = −M−1k/2),
and not considered in the former derivation (where v 6= 0).
(2) (M is rank deficient)
(2a) (Condition (3.5)) In Eq. (3.7), the variable ρ is only required to parameter-
ize the case of kTM−1k = 4c. Accordingly, divide the derivations into the two
cases corresponding to the number of required parameterization variables. The
case/mapping of (i) Ω1rk → Z1rk (using only one parameterization variable ǫ) is
straightforward, and thus we focus on the other one (ii) Ω2rk → Z2rk. Given the two
parameterization variables ρ ∈ R(M) and ǫ ∈ N (M), the effects by the two vari-
ables - to prove the injection - can be decoupled, since ρ and ǫ are mutually orthogo-
nal. The following derivations consider the sole effect by ρ, while that for ǫ is similar
but more straightforward (omitted for brevity). Let both (ρ1, ǫ), (ρ2, ǫ) ∈ Ω2rk,
ρ1 6= ρ2, with the corresponding solutions/elements in Z2rk, denoted as z1 and z2,
respectively. To show the surjection suffices to show that z1 6= z2. Given that
(B.1) z1 − z2 =
√
kTM †k/4− c · U1Σ−1/21 UT1 (ρ1 − ρ2),
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where M−†/2 = U1Σ
−1/2
1 U
T
1 is adopted from Eqs. (A.2) and (A.6). Notably, the
RHS of Eq. (B.1) includes only operations in the vector space R(M). The vector
ρ1−ρ2 ∈ R(M), and UT1 (ρ1−ρ2) gives the coordinates of the vector with respect to
the basis U1 for R(M). These coordinates are then multiplied by (nonzero) singular
values of M , respectively. After further multiplied by
√
kTM †k/4− c · U1, the
vector ρ1−ρ2 is finally projected, while nonzero-scaled, ontoR(M)\0. This implies
z1 6= z2 on the left-hand side (LHS) of (B.1), which completes the arguments.
(2b) (Condition (3.6)) In Parameterization (3.8), the three spanning vectors - kM⊥ ,
ϕ, and τ - are mutually orthogonal:


(kM⊥)
Tϕ = 0, since kTϕ = 0,
ϕTτ = 0, since Mτ = 0 and τ ∈ R(M),
τTkM⊥ = 0, since τ ∈ R(M) and kM⊥ ∈ R(M)⊥.
As a result, to prove the injection, the effects by these three parameterization
variables/vectors can be decoupled. The remaining derivation is similar to the
second half of Case (2a) as above, and thus omitted for brevity.
Appendix C. Proof of Theorem 4.3 (Solving HJBE-CQE)
Since rank(M¯) = rˆ < n and f¯ 6∈ R(M¯ ), the HJBE-CQE (4.17) is always solvable
by Condition (3.6) in Theorem 3.3, where M = M¯ , k = −f¯ , and the system
dimension is (n + 1). Hence, according to Eqs. (3.8) and (3.9) where z = V¯ T , the
solution set is parameterized by
(C.1) V¯ T =
F¯w¯
‖f¯M¯⊥‖2
· f¯M¯⊥ + ϕ¯+ τ¯ ,
where all w¯, ϕ¯, τ¯ ∈ IRn+1, both w¯, τ¯ reside in R(M¯) while ϕ¯ ∈ N (M¯) ∩ N (f¯T ),
f¯ = f¯M¯ + f¯M¯⊥ , f¯M¯ ∈ R(M¯), f¯M¯⊥ ∈ R(M¯)⊥, both f¯M¯ , f¯M¯⊥ ∈ IRn+1, and the CQF
F¯w¯ : R(M¯ ) ⊂ IRn+1 → IR,
(C.2) Fw(w) = w¯
T M¯w¯− f¯TM¯ w¯ − L/2.
Although this suffices a closed-form representation of all the solutions, there is
still room for further analytical improvement from a computational perspective.
Specifically, the main while remaining part of this proof is to reformulate Eq. (C.2)
into one that only consists of more efficient operations in lower-dimensional spaces.
This is viable by exploiting the special structure of HJBE-CQE (4.17), and thus
saves the excessive computational effort.
Note that M¯ is rank deficient, and its rank equals that of its leading principal
submatrix of order n: M¯(1 : n, 1 : n) = BR−1BT . Moreover, in accordance with
Theorem 3.3 where all cases are categorized first by the rank of the Hessian matrix,
we divide the derivations into whether (BR−1BT ) is of full rank or not.
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(1) Rank(BR−1BT ) = n. Perform the SVD on M¯ ,
M¯ =
[
U¯1 U¯2
] [ Σˆ1 0
0T 0
] [
U¯T1
U¯T2
]
=
[
Uˆ
0T
η · en+1
][
Σˆ1 0
0T 0
][
UˆT 0
η · eTn+1
]
= U¯1Σˆ1U¯
T
1 (the thin version [14]),(C.3)
where Σˆ1 ∈ IRn×n , Uˆ ∈ IRn×n , U¯1 =
[
UˆT 0
]T ∈ IR(n+1)×n , η = ±1, and
U¯2 = η · en+1. Notably, the adopted SVD form is unique/general, since en+1 is (i)
the only orthonormal basis for the one-dimensional N (M¯) = N (M¯T ) = R(en+1),
and (ii) the unitary eigenvector associated with the zero eigenvalue (has multiplicity
one) of M¯T M¯ = M¯M¯T . In addition, all Uˆ , U¯1, U¯2 are matrices with orthonormal
column(s), and Uˆ Σˆ1Uˆ
T is the SVD of M¯(1 : n, 1 : n) = (BR−1BT )/2.
The following parameter values are computed and summarized for clarity: (i)
f¯M¯ = U¯1U¯
T
1 f¯ =
[
fT Uˆ UˆT 0
]T
and f¯M¯⊥ = U¯2U¯
T
2 f¯ = en+1; (ii) ϕ¯ = U¯2ϕ¯
′ = 0
where ϕ¯′ ∈ N (f¯T U¯2) = {0}, similarly according to Eq. (A.14); (iii) denote τ¯ =
[τ¯T1 , 0]
T and w¯ = [w¯T1 , 0]
T since both reside in R(M¯ ) = IRn × {0}; and thus (iv)
w¯M¯w¯ = w¯T1 BR
−1BT w¯1/2 and f¯
T
M¯
w¯ = fT w¯1. Substituting these values into Eqs.
(C.1) and (C.2), the results are presented more concisely in (4.18) and (4.19), resp.
(2) Rank(BR−1BT ) = rˆ < n. As mentioned in Remark A.2, the results in Theorem
3.3 are, in particular, independent of the non-uniqueness of the orthonormal bases
for N (M), specifically, N (M¯) in this case. Therefore, without loss of generality, we
choose the following SVD to ease the further analysis on the raw (that is, original)
solution set in Eq. (C.1) with (C.2),
M¯ =
[
U¯1 U¯21 en+1
] [ Σˆ1 0
0 0
]
U¯T1
U¯T21
eTn+1


=
[
Uˆ1 Uˆ2
0T
en+1
] [
Σˆ1 0
0 0
]
UˆT1
UˆT2
0
eTn+1


=
[
Uˆ1
0T
]
Σˆ1
[
UˆT1 0
]
(the thin version)
=
[
Uˆ1Σˆ1Uˆ
T
1 0
0T 0
]
(the thin version),
(C.4)
where
1
2
BR−1BT =
[
Uˆ1 Uˆ2
] [ Σˆ1 0
0 0
][
UˆT1
UˆT2
]
= Uˆ1Σˆ1Uˆ
T
1 ,(C.5)
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U¯1 =
[
UˆT1 0
]T ∈ IR(n+1)×rˆ , U¯1 ∈ R(M¯ ), U¯2 = [ U¯21 en+1 ] = [ UˆT2 0 ;
eTn+1
]T ∈ IR(n+1)×(n−rˆ+1), U¯2 ∈ N (M¯ ), U¯21 ∈ IR(n+1)×(n−rˆ), Σˆ1 ∈ IRrˆ×rˆ , Uˆ1 ∈
IRn×rˆ , Uˆ1 ∈ R(BR−1BT ), Uˆ2 ∈ IRn×(n−rˆ), and Uˆ2 ∈ N (BR−1BT ). Notably, all
U¯1, U¯2, U¯21, Uˆ1, Uˆ2 are matrices with orthonormal column(s); en+1 (in U¯2) is the
selected eigenvector associated with the zero eigenvalue of M¯T M¯ = M¯M¯T .
The following parameter values are computed-summarized for better readability:
(i) f¯M¯ = U¯1U¯
T
1 f¯ =
[
fT Uˆ1Uˆ
T
1 0
]T
and f¯M¯⊥ = U¯2U¯
T
2 f¯ =
[
fT Uˆ2Uˆ
T
2 1
]T
;
(ii) ϕ¯ = U¯2ϕ¯
′ where ϕ¯′ ∈ N (f¯T U¯2) = N (
[
fT Uˆ2 1
]
), similarly according to
Eq. (A.14); (iii) denote τ¯ = [τ¯T1 , 0]
T and w¯ = [w¯T1 , 0]
T since both reside in
R(M¯) = R(BR−1BT )× {0}; and thus iv) w¯M¯w¯ = w¯T1 BR−1BT w¯1/2 and f¯TM¯w¯ =
fT Uˆ1Uˆ1w¯1. Substituting these values into Eqs. (C.1) and (C.2), the results are
presented more concisely in Eqs. (4.20) and (4.21), respectively.
Remark C.1. Compared to the raw/original solution set (C.1) with (C.2), which is
a direct application of Theorem 3.3, Theorem 4.3 provides more in-depth analyses
to improve the computational performance. Specifically, by further dividing into
the two cases for the solutions of HJBE-CQE (4.17), Case (2a) of more concise Eqs.
(4.18) and (4.19) that are obviously easier to compute than (C.1) and (C.2). As
for Case (2b), Eqs. (4.20) and (4.21) share similar forms, but the dominant com-
putations in each term are in a lower-dimensional space, mostly from IRn+1 to IRn .
Additionally, excessive computations are avoided, by exploiting the resemblance
between f¯ and f (resp., M¯ and BR−1BT ). Finally, when more appreciating the
importance of Vˆx such as constructing the optimal controller in Eq. (4.16) (resp.,
Vˆt), its solution set is readily decoupled in the refined Eq. (4.20), without any effort
to compute the other; but the original Eq. (C.1) struggles overall.
Appendix D. Proof of Theorem 4.5 (Parameterization of ξ⊥)
Consider the case of ξ 6= e1, while the other case follows similarly. The deriva-
tions largely rely on the selected Householder reflection (Hι) [14]. The design con-
cept is to construct a reflection from ξ to, representatively, e1. Let the (symmetric
and orthogonal) Householder matrix be given in Eq. (4.22) and, more explicitly,
Hι = In − 2 · ξξ
T − ξeT1 − e1ξT + e1eT1
‖ξ − e1‖2 .
Then we have Hι · ξ = e1 and eT1 · (Hι · ξT⊥) = 0T , where the latter is owing to the
property that the inner product is preserved under multiplication by an orthogonal
matrix. It follows that
(D.1) Hι · Ξ¯ =
[
1 0T
0 Y
]
,
where Y is any orthogonal (n− 1)× (n− 1) matrix. By virtue of Hι = H−1ι = HTι ,
Eq. (D.1) is equivalent to
(D.2) Ξ¯ = Hι ·
[
1 0T
0 Y
]
.
Extracting the last (n − 1) columns of Ξ¯ = [ ξ ξT⊥ ] in (D.2) yields the result.
CONVEX QUADRATIC EQUATIONS AND FUNCTIONS 31
Remark D.1. Take the two-dimensional case as an example, ξ =
[
ξ1 ξ2
]T
, then
we have the following specialized results:
• If ξ 6= e1 ⇔ ξ1 6= 1, then ξ2 6= 0, while HιξT⊥ = e2 ⇔ ξT⊥ = Hι · e2 =[
ξ2 −ξ1
]T
.
• If ξ = e1, then Hι = I2 while ξT⊥ = e2.
These results are consistent with the literature [20, 21].
Appendix E. Proof of Theorem 5.1 (Unconstrained QP)
Only the significant results as required in this proof are briefed, while most of
the shared similarities are referenced to Theorem 3.3 and its proof (Appendix A).
(i) To obtain the preimage of any level set, Fx = l, is equivalent to that of the zero
level set of F˜x, where the CQF F˜x : IR
n → IR and F˜x = Fx − l, as “(vertically)
shifted” from Fx by l. Furthermore, this is equivalent to solving the CQE, x
TPx+
qTx + s − l = 0, which is always solvable since the original process is to find
the preimage. The result directly follows by applying Theorem 3.3 to this CQE.
Note that the above mentioned “shift” is widely used throughout Sec. 5, and thus
exemplified and illustrated in Fig. 3 for presentation clarity.
(ii) Divide the derivations, following Theorem 3.3, into whether P is of full rank.
(1) If rank(P ) = n, then we reformulate the CQF Fx in Eq. (5.1) equivalently as
(E.1) Fx(x) =
∥∥∥P 12x+ P− 12q∥∥∥2 /2 + s− qTP−1q/2,
which is similar to Eq. (A.1). Obviously, this function (E.1) is bounded below by
(s− qTP−1q/2), which (value) is finite and of much importance in the derivations
afterwards. Note that, in this case, q ∈ R(P ) = IRn . On the other hand, (2) if
rank(P ) = r < n, then reformulate Fx (5.1) equivalently as
(E.2) Fx(x) = x
T
1 Σ˘1x1 + q
T
1 x1 + s+ q
T
2 x2,
which is similar to Eq. (A.9). Obviously, if q2 = 0, that is, q ∈ R(P ), then the
domain of Fx shrinks and corresponds to the x1−freedom in x. Similar to (1)
above, Fx, or equivalently the CQF Fx1 : IR
r → IR,
(E.3) Fx1(x1) = x
T
1 Σ˘1x1 + q
T
1 x1 + s,
is bounded below by l˘ := s − qT1 Σ˘1q1/2 = s − qTP †q/2, where l˘ ∈ IR. However,
if q2 6= 0 ⇔ q 6∈ R(P ), then Fx in Eq. (E.2) is unbounded because of the
x2−freedom, which is decoupled from x.
(iii) Given q ∈ R(P ), the derivations differ only in the singularity of P , according
to Conditions/Eqs. (3.3) and (3.5).
(1) If rank(P ) = n, by (i) above and Eq. (3.4), the unique optimum happens
exclusively when the only solution freedom (v) is canceled. In other words, the
term in the square-root operator (“−l∗” as in this theorem) vanishes. Geometrically
from Fig. 3, this can also be explained by the critical shift of l∗, which allows the
only one-point intersection with the zero plane/line. It is worth mentioning that
this shift can be “ascending” (resp., “descending”), if l∗ < 0 (resp., l∗ > 0), that is,
the critical “distance” to null the square-root operation (resp., make it consistent).
For brevity, another explanation using Eq. (E.1) is omitted. To summarize, the
preimage of the level set at the optimal value l∗ is the singleton {x∗}.
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(2) If rank(P ) = r < n, we at first introduce the concept of hierarchical layers in the
preimage of CQF in Eq. (5.1), according to (i) above and Eq. (3.7). There are three
layers: (I) the unique point, x∗p = −P †q, (II) the ε−freedom in N (P ), and (III) the
ρ−freedom in R(P ). This I-III order follows the size of included preimage elements,
and (I) being the smallest. Geometrically, the (I) and (II) layers correspond to the
optima, where (II) mainly reflects the singularity of P . Then, introducing (III)
equips with full freedom, which thus corresponds to all the preimage. For brevity,
other explanations by means of, for instance, (a) the geometrical perspective, which
interprets the critical shift of optimal value l∗ similarly as in (1), (b) Eq. (E.3),
which can be reformulated similar to (E.1), and (c) the support from Theorem 3.8
and its proof (Appendix B) are omitted.
Remark E.1. As an example, Fig. 4 illustrates the concept of “hierarchical layers”.
Regarding the singular P , the three layers are represented by the (I) black/crossed
point: this particular solution is denoted by x∗p = −P−1q at the center of the
figure, (II) blue/gridded closed region, and (III) red/dashed region, respectively.
All the layers are within the preimage of Fx, denoted by F
−1
x := F
−1
x (l) : IR→ IRn
with respect to any level set value l. (I) and (II) layers are in the same level set at
(the optimal value) l∗, while each red/dashed ellipse in the (III) layer corresponds
to a level set at a higher value. Moreover, (II) corresponds to N (P ) and each
element/point is referenced by the vector ǫ˘; while (III) to R(P ) and each point
by “ρ˘c · ρ˘”, where the vector ρ˘ (of unit length) indicates the direction, and its
coefficient term ρ˘c := ρ˘c(l) ∈ IR,
(E.4) ρ˘c =
√
2l+ qTP †q− 2s · P †/2,
determines the “length/radius”. Note that ‖ρ˘c‖ =
√
(2l + qTP †q− 2s)/σr [12],
where σr > 0 denotes the smallest (positive) singular value of P . On the other
hand, considering the case of invertible P , the only differences are
• the lack of (II) layer, because of ε ∈ N (P ) = {0} and P † = P−1;
• ρ˘c =
√
2l + qTP−1q− 2s · P−1/2 and ‖ρ˘c‖ =
√
(2l + qTP−1q− 2s)/σn ,
where σn denotes the smallest (positive) singular value or, equivalently in
this case, eigenvalue of P .
Finally, this concept of “hierarchical layers” is essential for the subsequent deriva-
tions and results in Sec. 5, particularly the constrained optimization that is ana-
lytically solved from a novel perspective in Secs. 5.2 and 5.3.
Appendix F. Proof of Theorem 5.4 (Equality Constraints)
Let the SVD of A be given by
A =W · [ Γ1 0 ] [ V T1
V T2
]
,
with its unique pseudoinverse A† ∈ IRn×m [12],
A† =
[
V1 V2
] [ Γ−11
0
]
·WT
= V1Γ
−1
1 W
T (the thin version),(F.1)
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whereW ∈ IRm×m , V1 ∈ IRn×m , V2 ∈ IRn×(n−m), R(V1) = R(AT ), R(V2) = N (A),
Γ1 ∈ IRm×m is nonsingular, and more properties are widely available in liter-
ature [14]. The idea is to equivalently transform the equality-constrained QP
into an unconstrained optimization problem, by down-casting to the linear vari-
ety/constraint as described by Ax = b. Specifically, the first step is to parameter-
ize all the feasible points, namely, Ax = b ⇔ Eq. (5.3), where y ∈ IRm . Then,
reformulate the considered constrained optimization problem, “minimize Fx (5.1)
subject to Ax = b”, equivalently as the following one: minimize Fy with respect
to y, where Fy : IR
m → IR,
Fy(y) = y
TV T2 PV2y/2 + [b
T (A†)TPV2 + q
TV2]y + s+ q
TA†b
+ bT (A†)TPA†b/2.(F.2)
Therefore, the QP Problem (5.2) is equivalently categorized into the three cases (1)-
(3), according to the coefficients of quadratic, linear, and constant terms in (F.2),
respectively. The system dimension is expectedly reduced, from IRn to IRm . The
following derivations focus on the case of (equivalently unconstrained) QP, while it
is straightforward to derive the other cases and thus omitted for compactness.
To start with, we further analyze the equivalence conditions such that Fy in
Eq. (F.2) is quadratic, intentionally/preferably in terms of the original, given
parameters. Let the SVD of (non)singular P  0 be given by
(F.3) P = Uˇ1Σˇ1Uˇ
T
1 (full/thin version),
where Uˇ1 ∈ IRn×rˇ is with orthonormal column(s), rˇ :=rank(P ), and Σˇ1 ∈ IRrˇ×rˇ is
nonsingular. With respect to the case of singular P , more properties and details
regarding this SVD similarly follow Eqs. (A.2-A.4), which can be easily extended to
the nonsingular/other case. It is worth emphasizing that the following derivations
coalesce both cases of P . On the one hand, this is a QP, namely, Fy in Eq. (F.2) is
a CQF, iff V T2 PV2 6= 0⇔ V T2 Uˇ1Σˇ1UˇT1 V2 6= 0⇔ UˇT1 V2 6= 0⇔R(P ) ∩N (A) 6= {0}.
Similarly on the other, this is not a QP iff UˇT1 V2 = 0 ⇔ “N (A) ⊆ (R(P ))⊥ =
N (P )”, where the equality holds when R(P )⊕N (A) = IRn .
Notably, to conform to the applicable form using Theorem 5.1, any level set
of Fy (F.2) is regarded as a CQE (2.1) in the unknown variable z = y, with the
parameters given in (1b) of this theorem. Applying Theorem 5.1 yields the results
in (1), except (1e), while omitting the lengthy but somewhat straightforward cal-
culations. Regarding the exceptional/last one (1e), based on the above derivations,
the optimum is unique iff the Hessian matrix of the CQF Fy in Eq. (F.2) is posi-
tive definite. Rewrite this equivalence condition as V T2 PV2 = V
T
2 Uˇ1Σˇ1Uˇ
T
1 V2 ≻ 0,
according to the thin version of Eq. (F.3). Note that the full version corresponds
to the case of nonsingular P , and the result similarly follows. Let any y˜ ∈ IRm\{0}
be given, this condition is further equivalent to∥∥∥Σˇ1/21 UˇT1 V2y˜∥∥∥2 > 0
⇔ UˇT1 · V2y˜ 6= 0
⇔ N (P ) ∩ N (A) = {0},
where Σˇ
1/2
1 := diag(
√
σ1,
√
σ2, · · · ,√σrˇ ) ≻ 0 and {σi}rˇi=1 denotes the set of nonzero
singular values or, equivalently in this case, eigenvalues of P .
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Remark F.1. Regarding the SVD of A, the columns of V2 are not unique. However,
the effect by this non-uniqueness is completely coalesced by virtue of Eq. (5.3), in
the very beginning of this proof. In other words, the results in Theorem 5.4 are
independent of the non-unique choices of V2. From the implementation perspective,
in the literature there exist many and various algorithms to construct an example,
such as the Golub-Reinsch SVD till the second step [12]. Note that, in MATLAB R©,
the “null” function ably gives an example of V2 ∈ N (A), which (algorithm) is
realized by computing the SVD of A.
Remark F.2. For computational purposes, we select the SVD process to obtain a
basis of N (A), that is, the right singular vectors of A that are associated with
the zero singular value. As expected, the derivations only utilize the property of
R(V2) = N (A) where V2 ∈ IRn×(n−m), and can be easily extended to the general
case: any matrix in IRn×(n−m) with its range spanning N (A). However, from
a computational perspective [12], while minding the largely used parameter A†
(and P †) in Sec. 5, the SVD process is more reasonably preferred to construct an
example. Besides, regarding the extension in Sec. 5.3, the proposed algorithm is
based on this theorem, and thus shares such a consideration.
Appendix G. Verification in Remark 5.8 (for Theorem 5.4)
By (1e) in Theorem 5.4, divide the derivations into the following subsection
Appendix G.1 if the optimum is unique; G.2, otherwise.
G.1. N (P ) ∩ N (A) = {0} ⇔ V T2 PV2 ≻ 0. From Eq. (5.5), we have Ax∗¯ = b
because of (i) A† = AT (AAT )−1 given the underdetermined constraint (m < n),
and (ii) AV2 = 0. On the other hand, Px
∗¯ +ATλ∗¯ + q = 0⇔
(G.1) [In − PV2(V T2 PV2)−1V T2 ]︸ ︷︷ ︸
denoted as Θ ∈ IRn×n
(PA†b+ q) = −ATλ∗¯.
Since V T2 Θ = 0, the matrix Θ is singular and R(Θ) ⊆ R(AT ). Therefore, both the
LHS and RHS of Eq. (G.1) reside in R(AT ). Given that AT is of full (column)
rank, the dual/coordinate vector on the RHS is uniquely determined, corresponding
to the LHS vector, in terms of the R(AT )−basis that is formed by columns of AT .
G.2. N (P )∩N (A) % {0} ⇔ V T2 PV2 is singular. Following derivations in Appen-
dix G.1, it only remains to show that, in Eq. (5.5), the only term contributing to
the non-uniqueness of optima - V2ε
∗¯ - (1) resides in N (A) and (2) PV2ε∗¯ ∈ R(AT ).
The first one is obvious since R(V2) = R(AT ) as defined in Theorem 5.4; while the
second one follows since V T2 · PV2ε∗¯ = 0, given ε∗¯ ∈ N (V T2 PV2) in Eq. (5.5).
Remark G.1. Considered as an important and popular case, [23] particularly formu-
lates an explicit formula for the unique optimum corresponding to P ≻ 0. Since P
is nonsingular (and V2 is of full rank), this case falls into the above/Appendix G.1,
and directly solving the KKT system (5.7) yields a representation of the optimum:
(G.2) x∗˜ = P−1AT (AP−1AT )−1(AP−1q+ b)− P−1q.
Given the above derivations on the uniqueness of the optimum, comparing Eqs.
(5.5) and (G.2), respectively on the “coefficient terms” of q and b, concludes with
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the following two equalities:
V2(V
T
2 PV2)
−1V T2 = P
−1[In −AT (AP−1AT )−1AP−1],(G.3)
A† − V2(V T2 PV2)−1V T2 PA† = P−1AT (AP−1AT )−1.(G.4)
Notably, ε∗¯ ∈ N (V T2 PV2) = {0} in Eq. (5.5), given the nonsingular P . Also,
Equality (G.3) corresponds to any arbitrary q ∈ IRn as defined in Eq. (5.1); while
Equality (G.4) for any arbitrary b ∈ R(A) = IRm , where A is of full (row) rank,
as defined in (5.2). Alternatively from a practical viewpoint, both Eqs. (G.3) and
(G.4) are also verified by arbitrary examples on the MATLAB R© platform.
Appendix H. Proof of Algorithm 5.9 (An Explicit QP Solver)
To start with, Fig. 6 illustrates the main categorization for the derivations in
this proof. With respect to the QP Problem (5.8) under only equality constraints,
(a) considers the case that the unique optimum, or the particular solution x∗¯p asso-
ciated with the optima, resides in the feasible set F (shaded/grey area, a polyhe-
dron [8,23]). If the considered point in (a) is outside of F , but the degree of freedom
in (5.5) associated with the case of non-unique optima (V2ε
∗¯) intersects F , then
this is included in (b). On the other hand (x∗¯ 6∈ F), the derivations go to either (c)
or (d), where (c) addresses the case that the optimality occurs on an “edge/space
of nonzero dimension” while (d) at a “vertex/point”. Note that F 6= ∅, according
to the QP problem formulation in (5.8). Moreover, denote I˜∗ ⊆ I as the optimal-
ity subset of involved inequality constraints, which associates with the additional
equality constraint(s) that is/are the border(s) of involved inequality constraint(s).
This subset indicates the “edge(s)” or “vertex/vertices” that the optimum/optima
reside(s). A special case is I˜∗ = ∅, which corresponds to the case when QP Prob-
lems (5.2) and (5.8) yield the identical solution. Finally, the first line (fundamental
step) of this algorithm is to compute an orthonormal basis of N (A), denoted V2,
preferably using SVD due to its many computational advantages [12].
H.1. Case (a) x∗¯p ∈ F . According to Theorem 5.4, this case corresponds to (1)
where V T2 PV2 6= 0, as filtered at line 2. Note that the case of V T2 PV2 = 0 corre-
sponds to either an LP or constant function. If, due to additional inequality con-
straints, the optimality of QP Problem (5.8) is associated with the former (resp.,
latter), then the optimality occurs (resp., also) at the “terminal optima/optimum”
that will be detailed later in Appendix H.2 while determined/computed at lines
11-30 of this algorithm.
By (1e) of Theorem 5.4, the optimum of equality-constrained QP is unique iff
N (A) ∩ N (P ) = {0}, or equivalently V T2 PV2 ≻ 0 in (5.5). Accordingly, further
divide this case into whether V T2 PV2 is singular or not.
(1) If V T2 PV2 ≻ 0, then the unique optimum x∗¯ = x∗¯p is given by Eq. (5.5), where
ε∗¯ ∈ N (V T2 PV2) = {0}, and included in line 3 of this algorithm. The associated
optimal value l¯∗ is given by Eq. (5.4), and included in line 4. However, only if
this unique optimum resides in the feasible set F , which is verified at line 5, the
algorithm completes solving QP Problem (5.8), since this optimality (x∗¯, l¯∗) under
only equality constraints also solves the general QP Problem (5.8). It is worth
mentioning that the pair of “V T2 PV2 ≻ 0 and the additional returned parameter
I˜∗ = ∅” serves as a unique identifier for this case, but this excludes the extreme
case of singleton F 6= ∅ (details at Remark H.4).
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(2) If V T2 PV2 is singular, then at first we need to check if the optimal value is finite,
which equivalence condition is formulated in (1c) of Theorem 5.4 and included in
line 7. If infinite, then the optimality of QP Problem (5.8) can only possibly oc-
cur at the “terminal optima/optimum”, owing to additional inequality constraints,
which will be determined later in Appendix H.2. On the other hand, consider the
finite optimal value as given by Eq. (5.4), with the associated optima by (5.5).
These two have also been computed in lines 3 and 4 for a concise presentation.
Note that, at this stage, only the particular solution of Eq. (5.5) is checked to be
feasible or not; while the freedom arising from V2ε
∗¯, where ε∗¯ ∈ N (V T2 PV2) 6= {0},
will be checked later in the for-all environment (at lines 12-29). This argument
similarly follows (iid) in Appendix H.2 below. It is worth remarking that an expe-
dited alternative is available by economizing the searching of any possible further
optimum, as determined by some ε∗¯ 6= {0}. Specifically, replacing lines 8-9 by 6.
H.2. Cases (b)-(d) x∗¯p 6∈ F . As illustrated in Figs. 6 (b)-(d), the remaining
derivations correspond to lines 12-30. This examines all possible cases that the
optimality occurs, corresponding to the boundary as determined by additional in-
equality constraint(s). Note that such a boundary can be either “edge” or “vertex”,
depending on its dimension. Specifically, at line 12, we examine all the possible,
(2κ− 1)’s subsets/cases Ik ⊆ I. The feasibility will be checked during the process,
and each one is associated with the “augmented” equality-constrained QP problem
with respect to (A˜, b˜) at line 13, where C˜ ∈ IRk×n , A˜ ∈ IR(m+k)×n , and b˜ ∈ IRm+k .
In the very beginning, line 14 filters out the inconsistent case(s): augmented
QP(s) imposed by inconsistent equality constraint(s), or not an “edge/vertex” of
the polyhedron F as shown in Fig. 6. Obviously, the optimality does not occur
in such case(s). The next stage, the if-else setting at lines 15-27, filters in only
the cases of full-rank A˜, according to the formulation in (5.2); while the other(s)
has/have already been considered before (this case/consideration), corresponding to
the reduced, full-rank, equivalent counterpart. Also, the if-else setting distinguishes
between augmented systems of many solutions (commonly an underdetermined
system) and of the only one. Specifically, lines 15-20 mimic the processes at lines
1-8 but with respect to the “augmented” equality constraints (A˜, b˜), where V˜2 ∈
IRn×(n−m−k) is an orthogonal matrix as computed at line 16; while lines 21-26
consider the full-column-rank A˜, and the unique feasible point/optimum candidate
xˆ (computed at line 22), which is associated with some Ij and the only level set -
corresponding to the optimal value for this augmented system. Note that:
(i) At lines 17 and 23, it is sufficient to check all those inequality constraints
that are not “augmented/involved” in (A˜, b˜) corresponding to an Ij . This is
computationally beneficial, as excessive computations being avoided.
(ii) If the conditions at line 17 are all satisfied, then lines 18 and 19 gather the
optimality candidate, as well as the involved/associated inequality constraints,
in L¯× X¯ × I¯. The last element provides the information on which “edge” the
unique optimum - or the particular solution of optima - resides, with respect
to the augmented equality-constrained QP. A geometric interpretation of this
optimality candidate is illustrated in Fig. 7, with more details in Remark H.2.
On the other hand (when unsatisfied at line 17), according to Theorem 5.4,
the consideration instead goes to one of the following:
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(a) An unconstrained LP, as in (2) of Theorem 5.4, the optimality can be
determined in another case, say Ij¯ ⊃ Ij , if the optimality is actually as-
sociated with the Ij in this case. In other words, given the unbounded
LP, the optimal value only happens by imposing further (inequality) con-
straints, and will be at the “terminal(s)”. Accordingly, the associated
optimum/optima are further termed terminal.
(b) A constant problem, as in (3) of Theorem 5.4. Obviously, its optimal
value is just the only level set value. However, instead of checking if the
domain intersects F , a more efficient way is to reserve this case to another
one in the for-all environment, since there are only two possibilities: one
is that this case will never be further constrained, which obviously does
not solve QP Problem (5.8); regarding the other, the optimal value still
remains and also occurs at the “terminal optimum/optima”, which is/are
included at line 19 and later compared with all the other candidate(s) at
line 30. This case is demonstrated by Example 5.18 in Sec. 5.6.
(c) An (equality-constrained) QP but unbounded below, as determined by
(1c) of Theorem 5.4. This derivation is similar to (iia), and thus omitted.
(d) An (equality-constrained) QP of finite optimal value, with its unique op-
timum, or the particular solution of optima, outside of the polyhedron F
- in other words, not satisfying the other inequality constraint(s) that
is/are not involved in this augmented system. Notably, there is still
only one possibility that the optimality of QP Problem (5.8) is associ-
ated with this case, which corresponds to the non-uniqueness of optima.
Specifically, this possibility is owing to the further imposed equality con-
straint(s), or the boundary of inequality constraint(s) from I\Ij , on the
degree of freedom of the optima with respect to the augmented QP under
equality constraints and additional ones from Ij . This will be elsewhere
included/considered by virtue of the for-all design (lines 12-29).
(iii) Regarding the full-column-rank A˜, at lines 21-26, the only feasible point/
optimum with respect to the augmented equality-constrained QP is computed
a priori at line 22. If this point is also feasible with respect to the origi-
nal/general QP Problem (5.8), as determined at line 23, then the correspond-
ing, only, feasible/optimal value is later computed at line 24, and included as
an optimality candidate at line 25 - for the overall comparison in the end.
Finally, at line 30, the result concludes by comparing all the candidates in L¯ of
finite elements. As a matter of fact, the cardinality of L¯ is at most 2κ, which is
detailed later in Remark H.3. The minimum/optimal value l˜∗ is associated with
the corresponding terminal optimum/optima in X¯ , which can be either the unique
optimum, or the particular/terminal solution of non-unique optima, located on the
“edge(s)” or “vertex/vertices” as determined by I˜∗.
Remark H.1. In the end of proof/algorithm, such an optimality pair (l˜∗, x∗˜, I˜∗)
can be non-unique. A more in-depth interpretation is that, the optimality can
occur at the different/non-unique optima, or different “edges/vertices”. The infor-
mation regarding the latter is completely gathered by this algorithm. As for the
former, if the optimum is unique with respect to all possible I˜∗(’s), then this infor-
mation is also complete. On the other hand, if the optima - with respect to some
I˜∗ - are non-unique, then, to remain focused of this presentation, preliminarily a
subset is formulated using Algorithm 5.9. This subset includes all the terminal
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optima. That is, Algorithm 5.9 preliminarily gives closed-form solutions for all the
optimum/optima at the terminals; while the intermediate points require specific
attention due to the flexibility of inequality constraints. Although this indicates a
further research direction, Example 5.18 demonstrates a potential of the proposed
results for such a comprehensive generalization: a closed-form solution for the con-
sidered QP, including an explicit representation for all the (non-unique) optima.
Remark H.2. Fig. 7 demonstrates a fundamental concept “optimality candidates”
for the design of Algorithm 5.9, in terms of the case where all x∗¯ 6∈ F . It is worth
noting that, according to (5.5), if there exists an ε∗¯ such that the corresponding
x∗¯ ∈ F , then l˜∗ = l¯∗, and follow similar discussions in the remaining of this
remark. Regarding this planar example of Fig. 7, the optimality occurs at (d) x∗˜,
and there are three representative cases/points (a)-(c) that are considered in the
for-all environment (lines 12-29) of Algorithm 5.9:
(a) The corresponding augmented pair (A˜, b˜) satisfies all the conditions at lines
15 and 17, except that its unique optimum is outside of the feasible set F .
Therefore, this point is not an optimality candidate.
(b) The pair (A˜, b˜) satisfies all the conditions at lines 15 and 17, where its unique
optimum is located on an edge of F . Hence, this optimality candidate x˜∗¯p = x˜∗¯
is included at line 19, for the overall comparison later at line 30.
(c) Since A˜ is of full column rank and its associated unique feasible point (optimum)
xˆ is also feasible to the other inequality constraints, xˆ is a candidate - also a
vertex - of F , and included at line 25 for the overall comparison (line 30).
However, the optimality of this demonstration occurs at the vertex/candidate (d)
x∗˜, whose arguments similarly follow the above (c). After comparing the associated,
finitely many optimal values among all the candidates (line 30), including the ones
at (b)-(d), the corresponding unique optimum x∗˜, optimal (level set) value l˜∗, and
information for the location of x∗˜ (I˜∗) are explicitly determined. Note that the
complete and explicit formulation of the QP example in Fig. 7 is not required for
the discussions in this remark, particularly regarding the inequality constraints,
since it is compactly two-dimensional for ease of reading.
Remark H.3. This is to determine the largest possible cardinality of L¯. At first,
note that there are 2κ’s different subsets of I. The case of empty set is considered
in lines 3-10 to check the feasibility of x∗¯p, which is associated with L¯ = ∅ (as in
the designed initial condition); while its possible freedom (V2ε
∗¯) is designed to be
checked within the for-all environment (lines 12-29), if the solutions of QP Problems
(5.2) and (5.8) intersect, such as the demonstrations (a) and (b) in Fig. 6. On the
other hand, the for-all design/coverage includes all the other subsets (note that
k ≥ 1 at line 12), which is associated with, at most, (2κ − 1)’s elements for L¯.
Remark H.4. An extreme example considers the singleton F 6= ∅ (minding that
the subset ∅ contains no point), and this remark explains how Algorithm 5.9 solves
it. Similarly, divide the derivations into whether {x∗¯p} = F . Regarding the equiva-
lent/simpler case, then the solving process can be more efficiently completed with-
out excessively going into the for-all environment (lines 12-29), while returning and
ensuring the correct optimality. On the other hand, the process at lines 15-20 yields
the optimality only if x˜∗¯p ∈ F for some Ij ; while that at 21-26 “exhaustively” in-
cludes this case, a vertex of F . Although in the former (two) cases, this algorithm
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only concentrates on the particular solution x∗¯p/x˜
∗¯
p; nonetheless, this example also
demonstrates that the consideration on the freedom (V2ε
∗¯/V˜2ε˜
∗¯) can be more than
necessary, where, for brevity, the notation ε˜∗¯ similarly follows ε∗¯ but with respect
to the augmented pair (A˜, b˜).
Appendix I. Proof of Theorem 5.13 (Extended QP)
(1) According to (i) of Theorem 5.1, rewrite equivalently the CCQF at any level
set value of lˇ as the following constrained convex quadratic equation (CCQE):
(1/2)xTPx+ qTx+ s− lˇ = 0
subject to both x, q ∈ R(P ).(I.1)
According to Theorem 3.3, a necessary condition - that renders the above CCQE
in (I.1) solvable - is{
qTP−1q− 2s+ 2lˇ ≥ 0, if rank(P ) = n;(I.2a)
qTP †q− 2s+ 2lˇ ≥ 0 and x ∈ R(P ), if rank(P ) < n.(I.2b)
Note that the constraint “q ∈ R(P )” has been (implicitly) taken into consideration.
The remaining part of this proof starts with the derivations for the sufficiency of
Condition (I.2). Accordingly, divide the derivations into whether the Hessian matrix
is of full rank or not, as (1-1) and (1-2) below.
(1-1) rank(P ) = n. In this case, we have (i) P is nonsingular, (ii) R(P ) = IRn , and
thus (iii) the constraint “both x, q ∈ R(P )” is automatically lifted, which ensures
the sufficiency of Condition (I.2a). By virtue of Eq./Parameterization (3.4) under
Condition (I.2a), the result thus follows.
(1-2) rank(P ) = r < n. Let the SVD of P be given by
P =
[
U˜1 U˜2
] [ Σ˜1 0
0 0
] [
U˜T1
U˜T2
]
= U˜1Σ˜1U˜
T
1 ,(I.3)
where U˜1 ∈ IRn×r , U˜2 ∈ IRn×(n−r), and Σ˜1 ∈ IRr×r . For conciseness, the properties
of this SVD (I.3) for derivations afterwards are similar to, and thus referenced at,
Eqs. (A.2-A.4). Likewise, define P † := U˜1Σ˜
−1
1 U˜
T
1 and P
†/2 := U˜1Σ˜
−1/2
1 U˜
T
1 . As a
result, the CCQE in Eq. (I.1) is equivalent to the following CQE:
(1/2)xT U˜1Σ˜1U˜
T
1 x+ q
T (U˜1U˜
T
1 + U˜2U˜
T
2 )x+ s− lˇ = 0
⇔ (1/2)xˇT Σ˜1xˇ+ qˆT xˇ+ s− F˘x = 0,(I.4)
where U˜1U˜
T
1 + U˜2U˜
T
2 = In is inserted purposefully, and xˇ = U˜
T
1 x ∈ IRr (resp.,
qˆ = U˜T1 q ∈ IRr ) is the coordinate vector of x ∈ R(P ) (resp., q ∈ R(P )) with respect
to the U˜1−basis. Note that the original CCQF has been equivalently transformed
into the CQE (I.4) with the full-rank Hessian matrix Σ˜1, and the dimension is
reduced from n to r (because of the constraint “both x, q ∈ R(P )”). In addition,
the solvability of the CQE (I.4) has already been ensured. To see this, by (1) of
Theorem 3.3, the CQE (I.4) is solvable iff
(1/4)qˆT (Σ˜1/2)
−1qˆ ≥ s− lˇ
⇔ qT U˜1Σ˜−11 U˜T1 q− 2s+ 2lˇ ≥ 0.
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This has already been given/guaranteed according to Condition/Eq. (I.2b), and
also ensures its sufficiency that renders the above CCQE (I.1) solvable.
Therefore, by virtue of Parameterization/Eq. (3.4), the solution set of the CQE
in Eq. (I.4), where Σˆ1 is of full rank (r), is given as
(I.5) xˇ = −Σ˜−11 qˆ+
√
qˆT Σ˜−11 qˆ/2− s+ lˇ · (Σ˜1/2)−1/2vˆ,
where vˆ ∈ IRr and ‖vˆ‖ = 1. In terms of the original coordinate, finally we obtain
all the constrained solutions (namely, elements)
x = U˜1xˇ
= −U˜1Σ˜−11 U˜T1 q+
√
qT U˜1Σ˜
−1
1 U˜
T
1 q/2− s+ lˇ ·
√
2 · U˜1Σ˜−1/21 · U˜T1 U˜1 · vˆ
= Eq. (5.10),
where U˜T1 U˜1 = Ir is inserted purposefully, ρˇ = U˜1vˆ ∈ R(P ), and ‖ρˇ‖ = ‖U˜1vˆ‖ =
‖vˆ‖ = 1. Remarkably, the constraint x ∈ R(P ) is satisfied since the two vectors in
Eq. (5.10) - P †q and P †/2ρˇ - reside in R(P ).
(2) The optimal value is finite, whose arguments similarly follow the proof for (ii) of
Theorem 5.1, and is mainly due to the constraint “q ∈ R(P )”. Moreover, according
to the above derivations for (1), the necessary condition in Eq. (I.2) is also sufficient
to render the CCQE (I.1) solvable. Therefore, the optimal value lˇ∗ readily follows
from the Condition (I.2). Substituting lˇ∗ into Eq. (5.10) yields the associated
unique optimum x∗ˆ, which completes the proof.
Remark I.1. A geometric interpretation of the preimage, as addressed in (1) of
Theorem 5.13, can be similarly inferred from Fig. 4, where the solution freedom
residing in N (P ) is not available/effective. This is essentially due to the constraint
“x ∈ R(P )” in Problem (5.9), while the other “q ∈ R(P )” mainly renders this
optimization problem with a finite optimal value. From a different viewpoint, this
remark is also consistent with Eq. (3.7), whose derivations are similar (omitted).
Appendix J. Tables for all Ij’s in Section 5.6 (Examples)
This is designed to facilitate comparisons between the two examples in Sec. 5.6.
Table 1 (resp., 2) is associated with Example 5.16 (resp., 5.18), which demon-
strates the solving process on a positive definite Hessian matrix [23] (resp., positive
semidefinite and singular Hessian matrix ), to summarize the details/steps when
examining each case Ij in Algorithm 5.9, specifically, the for-all environment (lines
12-29). Note that the case of subset/empty set “∅” - in other words, no inequality
constraint imposed - has been more efficiently considered a priori, in the beginning
of the two examples (lines 2-10 in Algorithm 5.9). Moreover, I7 = {1, 2, 3} imposed
by all the three inequality constraints is excluded in both tables/examples, for com-
pactness, because it is obviously not associated with the optimality (b˜ 6∈ R(A˜)).
C
O
N
V
E
X
Q
U
A
D
R
A
T
IC
E
Q
U
A
T
IO
N
S
A
N
D
F
U
N
C
T
IO
N
S
4
1
Table 1. A summary of significant parameters and values for all Ij ’s in Example 5.16.
Ij (b˜ ∈ R(A˜)) A˜ b˜ V˜2 V˜ T2 P V˜2 Categorization x˜∗¯/xˆ? Candidate? ˜¯l∗/lˆ ?
I1 = {1}
[
1 1
]
4
[
1/
√
2 −1/√2 ]T 2 QP x˜∗¯ =[ 1.5 2.5 ]T yes ˜¯l∗ = −28.5
I2 = {2}
[ −1 0 ] 0 [ 0 1 ]T 2 QP x˜∗¯ =[ 0 5 ]T no n/a
I3 = {3}
[
0 −1 ] 0 [ −1 0 ]T 4 QP x˜∗¯ =[ 3 0 ]T yes ˜¯l∗ = −18
I4 = {1, 2}
[
1 1
−1 0
] [
4
0
]
n/a n/a vertex xˆ =
[
0
4
]
yes lˆ = −24
I5 = {2, 3}
[ −1 0
0 −1
] [
0
0
]
n/a n/a vertex xˆ =
[
0
0
]
yes lˆ = 0
I6 = {1, 3}
[
1 1
0 −1
] [
4
0
]
n/a n/a vertex xˆ =
[
4
0
]
yes lˆ = −16
4
2
L
.-G
.
L
IN
,
Y
.-W
.
L
IA
N
G
,
A
N
D
W
.-Y
.
H
S
IE
H
Table 2. A summary of significant parameters and values for all Ij ’s in Example 5.18.
Ij (b˜ ∈ R(A˜)) A˜ b˜ V˜2 V˜ T2 P V˜2 Categorization N (P ) ∩N (A˜) x˜∗¯/ xˆ? Candidate? ˜¯l∗/ lˆ ?
I1 = {1}
[
0 0 1
1 1 0
] [
0
4
] [ −1/√2 1/√2 0 ]T 1
2
QP {0} x˜∗¯ = [ 0 4 b ]T yes ˜¯l∗ = 0
I2 = {2}
[
0 0 1
−1 0 0
] [
b
0
] [
0 −1 0 ]T 0 constanta n/a n/a n/ab n/a
I3 = {3}
[
0 0 1
0 −1 0
] [
b
0
] [
1 0 0
]T
1 QP {0} x˜∗¯ = [ 0 0 b ]T yes ˜¯l∗ = 0
I4 = {1, 2}

 0 0 11 1 0
−1 0 0



 b4
0

 n/a n/a vertex n/a xˆ =

 04
b

 yes lˆ = 0
I5 = {2, 3}

 0 0 1−1 0 0
0 −1 0



 b0
0

 n/a n/a vertex n/a xˆ =

 00
b

 yes lˆ = 0
I6 = {1, 3}

 0 0 11 1 0
0 −1 0



 b4
0

 n/a n/a vertex n/a xˆ =

 40
b

 yes lˆ = 16
a V˜ T
2
q+ V˜ T
2
PA˜†b˜ = 0 (not an LP), and the constant value is s+ qT A˜†b˜+ b˜T (A˜†)TPA˜†b˜/2 = 0.
b The associated terminal optima are explicitly formulated after further imposing constraints {(ci, di)}i=1,3, as included in Cases {Ii}5i=4, respectively.
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Figure 1. Geometric interpretation of Eqs. (3.8) and (3.9).
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Figure 2. Geometric interpretation of Eqs. (4.23) and (4.24).
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Figure 3. Geometric interpretation of a “shift” l, and the critical
one “l∗” in Sec. 5.1.
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Figure 4. Geometric interpretation of “hierarchical layers” in
Sec. 5.1 (Remark E.1).
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(b) singular 
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 = 0 (Not QP)
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Figure 5. Representative cases of QP Problem (5.2) in terms of
N (P ) and N (A) = R(V2): (a) N (A) ∩ N (P ) = {0}, (b) left:
N (A) ⊃ N (P ); right: N (A) ∩ N (P ) 6= {0} and N (A) 6⊃ N (P ),
and (c) N (A) ⊆ N (P ).
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