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Abstract
Given a classifier, we describe a general method to construct a simple
linear classification rule. This rule, called the tangent classifier, is obtained
by computing the tangent hyperplane to the separation boundary of the
groups (generated by the initial classifier) at a certain point. When applied
to a quadratic region, the tangent classifier has a neat closed-form expres-
sion. We discuss various examples and the application of this new linear
classifier in two situations under which standard rules may fail: When there
is a fraction of outliers in the training sample, and, when the dimension of
the data is large in comparison with the sample size.
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1 Introduction
We consider the classic problem of discriminating between two groups. We observe
the pair (X, G), where X is a predictor vector taking values in Rd and G ∈ {0, 1}
is a categorical response variable representing the class memberships. We want to
predict G based on the d variables in X. Therefore, the goal is to obtain a classifier
of the form η(x) = IA(x), where A ⊂ Rd and IA stands for the indicator function
of the set A. The notation means that, if x is an observation with unknown
membership, we assign G = η(x). Throughout this work, we denote by µi and
Σi the expectation and the covariance matrix of X in the group i (i = 0, 1). The
covariance matrices are assumed to exist and be positive definite. We also consider
column vectors and v> stands for the transpose of the vector v.
Many classification rules can be expressed as
ηg(x) = I{y : g(y)>0}(x), x ∈ Rd, (1)
where g : Rd → R is a classification function. That is, the separation boundary of
the two groups determined by the classifier ηg is the level set {x ∈ Rd : g(x) = 0}.
For instance, one of the first and most applied methods to obtain a classifier is
the celebrated Fisher’s linear discriminant analysis (see Fisher (1936) [5]). Under
homoscedasticity (Σ = Σ0 = Σ1) this approach leads to the classifier ηf , where f
is the linear function
f(x) = w>F
(
x− µ0 + µ1
2
)
, (2)
and the Fisher’s linear discriminant vector is
wF = Σ
−1(µ1 − µ0). (3)
When the random vector X|{G = i} has probability density function fi, ano-
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ther important example is the Bayes classifier, ηb with
b(x) = c(0|1)pi1f1(x)− c(1|0)pi0f0(x), (4)
where pii = P(G = i) is the prior probability of the group i and c(1− i|i) is the cost
of misclassifying an observation with membership G = i as G = 1− i (i = 0, 1).
It is well-known that the Bayes classifier is theoretically optimal (see for exam-
ple Devroye et al. (1996) [4]). However, the (possibly complicated) function b
in (4) depends on the conditional densities f0 and f1 which in practice are not
specified and have to be estimated. Further, the generated rule could be difficult
to interpret. In contrast, linear classifiers are seldom optimal, but they have other
advantages. They have a clear interpretation, which is an important feature of a
classifier. Indeed, in some areas like credit scoring interpretability is a legal re-
quirement. Linear classifiers also allow us to identify the most relevant variables in
the discrimination procedure, so they can be used as tools to obtain discriminative
information and reduce dimensionality. Moreover, the performance of a linear clas-
sifier can be reasonably good. In fact, as pointed out by Hand (2006) [8], Fisher’s
method is often very competitive against more sophisticated classifiers.
In many important situations the classification function is quadratic. The im-
plementation of both linear and quadratic classifiers is direct and fairly straight-
forward. However, it is important to note that there is a tremendous difference in
the interpretation of the generated classifiers. In linear rules, we obtain a classifi-
cation function g(x) = w0 +
∑d
i=1wi xi (x = (x1, . . . , xd)
>) whose weights wi help
the user to understand the role played by each marginal variable in the procedure.
If g(x) = w0 +
∑
1≤i≤j≤dwi,j xixj, it is not common to understand the meaning of
the weights in terms of the original variables, specially when d is large. Although
we can always embed our measurement space in a higher dimensional space (the
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space of the product variables) to transform the quadratic rule into a linear one,
the interpretation of the new variables is not always clear.
In practice, the Fisher’s classifier is usually applied even when the homoscedas-
tic assumption is clearly not satisfied. In the two groups setting, this essentially
means that the underlying Bayes classifier is being approximated by the Fisher’s
linear rule. However, the hyperplane obtained by the Fisher’s approach can be far
away from the separation boundary defined by the theoretically optimal rule. To
overcome this problem in the multivariate normal setting, Anderson and Bahadur
(1962) [1] developed a method to obtain a linear classifier under heteroscedasticity.
This classifier is found computationally to minimize the probability of misclassifi-
cation and strongly depends on the normality assumption.
There are many other classifiers beyond those commented before. New pro-
posals arise not only in the statistical literature but also in other research areas
such as machine learning, data mining, bioinformatics and other applied fields. A
non-exhaustive enumeration of methods would include neural networks, nearest
neighbors and kernel non parametric methods, tree classifiers and support vector
machines. Ensemble learning methods generate many classifiers and aggregate
their results. For instance, random forests and other procedures based on bagging
and boosting. The interested reader can consult Bishop (2006) [2], Devroye et
al. (1996) [4], and Hastie et al. (2001) [9] as useful and general references on
supervised classification.
Given the classifier ηg defined in (1) by a smooth function g, the aim of this
work is to obtain a simple and easy to implement a linear classification rule close to
ηg. This new rule shares the main advantages of the linear classifiers, as simplicity
and interpretability, and its computation is straightforward. In some situations it
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can be seen as a correction of the Fisher’s rule when the covariance structures of
the predictor vector in the two groups are different. An interesting feature of this
new linear classifier is that, in contrast with the Fisher’s rule, it can be computed
even when d is higher than the sample size by using a regularized approach (see
Subsection 5.2).
The key idea to obtain such a classifier is very simple. As a natural linear
approximation, we consider a tangent hyperplane to the separation boundary of
the groups defined by ηg. We call this classifier the tangent classifier to ηg. This
procedure is explained in Section 2. In Section 3, we discuss in depth the case in
which the classification function is quadratic. We derive a simple and easy to han-
dle expression for the tangent classifier. Two illustrative examples are considered
in Section 4. It is shown in some situations the tangent classifier can be nearly
optimal and extremely different from the Fisher’s method. When the estimated
underlying rule ηg has good properties regarding the misclassification errors, we
expect that the associated tangent classifier inherits this good behavior. This is
analyzed in Section 5 by means of some simulations. Two situations under which
standard estimators may fail are also discussed: When there is a fraction of outliers
in the training sample, and, when we have a high-dimensional data set in which
the number of variables is large in comparison with the sample size. In Section 6
a real data example is analyzed. Finally, some conclusions and final remarks close
the paper.
2 The tangent classifier
Given g : Rd → R a smooth enough classification function, we want to construct
a linear classifier close to ηg. We consider the tangent hyperplane to the level set
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g(x) = 0 at a certain point µ as a linear approximation of the separation boundary
of the region defined by ηg. The derived classifier is ηtg , where
tg(x) = w
>
g (x− µ), with wg = a∇g(µ) (a > 0 constant). (5)
Hence, wg is a normal vector to the (hyper)surface g(x) = 0 at the point µ. We
call ηtg the tangent classifier (to ηg at the point µ). Therefore, ηtg can be viewed
as a linearization, and thus a simplification, of ηg.
Though we can select any point µ (such that g(µ) = 0) to approximate the
surface g(x) = 0, it is sensible to choose a relevant point for the discrimination
procedure. Since in many occasions g(µ0) < 0 and g(µ1) > 0 (i.e., the centers
of the groups are correctly classified), a natural choice is a point of the form
µ = αµ0 + (1 − α)µ1, for some α ∈ [0, 1] (see Figure 1). That is, µ lies in the
segment joining µ0 and µ1. However, there are situations in which it may happen
that α /∈ [0, 1]. Of course, the value of α also depends on the prior probabilities
and the misclassification costs.
3 Quadratic classification functions
Under heteroscedasticity (Σ0 6= Σ1), several well-known classifiers adopts a qua-
dratic form. The classification rule is ηq, where q is a (hyper)quadratic form usually
expressed as
q(x) = (x− µ0)>Σ−10 (x− µ0)− (x− µ1)>Σ−11 (x− µ1) + c, (6)
and c is a real constant.
Since the quantity (x− µi)>Σ−1i (x− µi) (i = 0, 1) is the square of the Maha-
lanobis distance between x and µi, ηq corresponds to the Mahalanobis classifier
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Figure 1: The tangent classifier to the rule generated by g.
when c = 0 . In other words, x is assigned to the group whose center is closer, ac-
cording to the Mahalanobis distance. If additionally Σ0 = Σ1, then q(x) = 2f(x),
where f is defined in (2). Hence, the Fisher’s classifier can be seen as a particular
case of ηq when c = 0 and under homoscedasticity.
In general, the constant c in (6) may depend on the total variability of the
vector X in the groups (usually accounted by the determinants |Σ0| and |Σ1|),
on the prior probabilities of the groups and on the misclassification costs. For
instance, if the distribution of X in both groups is d-variate normal, the Bayes
rule (4) is ηq with
c = 2 log
(
c(0|1)pi1|Σ0|1/2
c(1|0)pi0|Σ1|1/2
)
. (7)
The following result provides a closed-form expression for the tangent classifier
to the rule ηq at a point in the line containing µ0 and µ1.
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Theorem 1. Assume that µ0 6= µ1 and ∆20∆21 + c(∆21 −∆20) ≥ 0, where
∆2i = (µ1 − µ0)>Σ−1i (µ1 − µ0), i = 0, 1. (8)
We consider the point µ = αµ0 + (1− α)µ1, with
α =
∆20 + c
∆20 +
√
∆20∆
2
1 + c(∆
2
1 −∆20)
. (9)
We have that q(µ) = 0 and the tangent classifier to ηq at the point µ, ηtq , is
determined by the classification function
tq(x) = w
>
q (x− µ), (10)
where
wq =
[
(1− α)Σ−10 + αΣ−11
]
(µ1 − µ0). (11)
Proof. First, if x = αµ0 + (1− α)µ1, α ∈ R, it is easy to see that q(x) = 0 if and
only if α is a solution of the second order equation
(∆20 −∆21)α2 − 2∆20α + (∆20 + c) = 0, (12)
where ∆20 and ∆
2
1 are defined in (8). It is straightforward to check that α in (9) is
a solution of the previous equation, so we conclude that q(µ) = 0.
On the other hand, q can be rewritten as
q(x) = x>
[
Σ−10 −Σ−11
]
x + 2
(
Σ−11 µ1 −Σ−10 µ0
)>
x + d,
where d = µ>0 Σ
−1
0 µ0 − µ>1 Σ−11 µ1 + c is a constant. Then, the normal vector
n(x) = ∇q(x)/2 is given by
n(x) =
[
Σ−10 −Σ−11
]
x + Σ−11 µ1 −Σ−10 µ0.
Finally, for any α ∈ R, it can be readily checked that
n(αµ0 + (1− α)µ1) =
[
(1− α)Σ−10 + αΣ−11
]
(µ1 − µ0),
which finishes the proof.
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Under the assumptions of Theorem 1 and when Σ0 6= Σ1, there are two values
of α such that q(αµ0 + (1− α)µ1) = 0, i.e., equation (12) has two solutions. One
solution is given in (9) and the other one is
α′ =
∆20 +
√
∆20∆
2
1 + c(∆
2
1 −∆20)
∆21 −∆20
.
However, in general, the point µ′ = α′µ0 + (1−α′)µ1 does not lie between µ0 and
µ1, so it is not relevant (for the discrimination purpose) to approximate q around
the point µ′. Moreover, the value α′ makes no sense when Σ0 = Σ1.
Remark. From (9), and after some simple computations, we obtain
∂α
∂c
=
1
2
√
∆20∆
2
1 + c(∆
2
1 −∆20)
> 0.
Therefore, α is an increasing function of c. As c increases, the point µ = αµ0 +
(1 − α)µ1 (and hence ηq and ηtq) gets closer to µ0. For example, if c is given by
(7), the greater c(0|1) is with respect to c(1|0) (or pi1 with respect to pi0, or |Σ0|
with respect to |Σ1|), the bigger α is.
The quantity ∆2i defined in (8) is the square of the Mahalanobis distance be-
tween µ0 and µ1 with respect to Σi. Note that in almost all important situations,
q fulfills ∆20∆
2
1 + c(∆
2
1 −∆20) ≥ 0. Indeed, since
q(µ0)q(µ1) = (c+ ∆
2
0)(c−∆21) = c2 − [∆20∆21 + c(∆21 −∆20)],
it follows that ∆20∆
2
1 + c(∆
2
1 −∆20) ≥ 0 when q(µ0)q(µ1) ≤ 0. This holds when q
assigns the centers µ0 and µ1 to different groups.
Actually, if −∆20 ≤ c ≤ ∆21, then α in (9) belongs to the interval [0, 1]. For
instance, this happens if the centers are correctly classified. In particular, when
c = 0 (i.e., ηq is the Mahalanobis classifier), we have the following corollary:
9
Corollary 1. Assume that µ0 6= µ1 and c = 0. Let us consider the point
µ =
(
∆0
∆0 + ∆1
)
µ0 +
(
∆1
∆0 + ∆1
)
µ1.
We have that q(µ) = 0 and the tangent classifier to ηq at the point µ, ηtq , is
determined by the classification function tq(x) = w
>
q (x− µ), where
wq =
[(
∆1
∆0 + ∆1
)
Σ−10 +
(
∆0
∆0 + ∆1
)
Σ−11
]
(µ1 − µ0).
Furthermore, if additionally Σ0 = Σ1, then ηtq coincides with the Fisher’s rule
given in (2).
Let us consider the Bayes classifier under normality ηq, with c given in (7).
Under homoscedasticity, the tangent classifier is generated by the function
tq(x) = w
>
F (x− µ),
where wF is the Fisher’s discriminant vector (3) and µ = αµ0 + (1− α)µ1 with
α =
1
2
+
1
∆2
log
(
c(0|1)pi1
c(1|0)pi0
)
and ∆2 = (µ1 − µ0)>Σ−1(µ1 − µ0).
Some simple computations show that
tq(x) = w
>
F
(
x− µ0 + µ1
2
)
+ log
(
c(0|1)pi1
c(1|0)pi0
)
,
which, of course, is the well-known Bayes classifier under normality and homosce-
dasticity.
When dealing with multivariate normal distributions with different covariance
matrices, Anderson and Bahadur (1962) [1] developed a method to obtain a li-
near classifier called the best linear classification rule. The normal vector of the
associated hyperplane is
w = [t1Σ0 + t2Σ1]
−1 (µ1 − µ0),
where t1 and t2 are scalars chosen by systematic trial and error to minimize the
probability of misclassification.
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4 Two illustrative examples
The aim of this section is twofold. On the one hand, we want to identify some
situations in which the tangent classifier is nearly optimal. On the other hand, we
also show that the tangent and the Fisher’s classifiers can be spectacularly differ-
ent. This is carried out by two illustrative examples. For the sake of simplicity,
we only consider equal costs and prior probabilities.
When X|{G = i} has density fi(x) (i = 0, 1), the theoretically optimal classifier
is defined by the classification function b(x) = f1(x)−f0(x). The tangent classifier
will be almost optimal if the curve f1(x) = f0(x), or, equivalently, the likelihood
ratio f1(x)/f0(x) = 1, is almost linear in regions in which f1(x) and f0(x) are large
(the regions of interest for the discrimination purpose). In the first example below
we consider such a case. In the second example, we discuss a similar situation in
which the Fisher and the tangent classifier can be extremely different.
4.1 Exponential marginal distributions
For i = 0, 1, we assume X|{G = i} has exponential distribution with parameter
ai = (a
i
1, . . . , a
i
d)
> ∈ (0,∞)d. That is, for x ∈ [0,∞)d, its density is
fi(x) = ci exp
(−a>i x) , ci = ai1 · · · aid.
It is easy to check that the Bayes classifier (4) can be expressed as ηb, where
b(x) = (a0 − a1)>x− log(c0/c1), x ∈ [0,∞)d.
It should be observed that whenever a0 6= a1, ηb correctly classifies µi =
(1/ai1, . . . , 1/a
i
d)
> (i = 0, 1). That is, b(µ0) < 0 and b(µ1) > 0. For instance, we
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have
b(µ1) =
d∑
i=1
ξ(a0i /a
1
i ),
where ξ(x) = x− log(x)− 1 (x > 0). The function ξ is strictly convex on (0,∞),
attains its global minimum at the point x = 1 and ξ(1) = 0. Therefore, b(µ1) > 0
if and only if a0 6= a1. An analogous reasoning shows that b(µ0) < 0. In particular,
this implies that there exists a point µ = αµ0 + (1 − α)µ1 with α ∈ (0, 1) such
that b(µ) = 0. It can be readily seen that
α =
∑d
i=1[a
0
i /a
1
i − log(a0i /a1i )− 1]∑d
i=1[a
0
i /a
1
i + a
1
i /a
0
i − 2]
,
and therefore the optimal rule coincides with the tangent classifier.
If we introduce a correlation between the variables of X, in general the Bayes
classifier will not be linear (not even quadratic) but the behavior in the area of
interest for the discrimination purpose could be close to linearity. Thus, the tan-
gent classifier will provide a simple linear classification rule with a nearly optimal
behavior.
As illustration, we consider the Gumbel’s bivariate exponential distribution
(see Kotz et al. [12]) with parameters a = (a1, a2)
> ∈ (0,∞)2 and θ ∈ [0, 1]. For
x, y ∈ [0,∞), the density function is
f(x, y) = a1a2[(1 + a1θx)(1 + a2θy)− θ] exp [−(a1x+ a2y + a1a2θxy)] .
The vector a is a scale parameter and the marginal distributions are univariate
exponentials. The parameter θ introduces a (negative) correlation given by
e1/θ
θ
∫ ∞
1
e−t/θ
t
dt− 1.
This correlation decreases from 0 to−0.403653 · · · as θ goes from 0 to 1. Obviously,
when θ = 0 the marginal distributions are independent.
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For i = 0, 1, we assume X|{G = i} has the Gumbel’s exponential distribu-
tion with parameters ai and θi. In this case, the associated Bayes classifier is
not quadratic unless θ0 = θ1 = 0 and it has an unpleasant expression. How-
ever, the tangent classifier can be easily computed numerically and it is often
a sharp linear approximation to the optimal rule. Some examples are consid-
ered in Figure 2 in which the Bayes, tangent and Fisher’s classifiers correspond-
ing to different parameter values are plotted. Although the homoscedastic as-
sumption is not fulfilled, Fisher’s rule can be computed using the normal vector
wF = [(Σ0 + Σ1)/2]
−1(µ1 − µ0). As it can be noticed, the tangent classifier pro-
vides a nice linear approximation of the theoretically optimal rule. Further, the
tangent classifier can be very different from the Fisher’s rule.
We have carried out a small simulation study to compare the performance of
the three classification rules (Fisher, tangent and Bayes) under the six models dis-
played in Figure 2. The Bayes rule has been computed using the true parameters
so it is a landmark for the best possible result. For the other two rules the param-
eters are estimated from a training sample using the sample means and covariance
matrices. The dependence parameter θ is estimated with the method of moments.
We have carried out 1000 replications of the following procedure. First, training
samples are drawn from each group with sizes n0 = n1 = 100. These training sam-
ples are used to compute the Fisher’s and tangent classifiers (note that the Bayes
classifier does not depend on the training sample). Then, two additional test sam-
ples of size 1000 are drawn from each group, and classified with the three rules,
providing an estimation of the corresponding probabilities of misclassification. In
Figure 3 we display the boxplots corresponding to the misclassification proportions
for the three rules across the 1000 replications of the experiment. Notice that the
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Figure 2: The Bayes classifier (solid curve), the tangent classifier (solid line) and
the Fisher’s classifier (dashed line) for different values of the parameters.
variation corresponding to the Bayes rule is only due to the test sample. We ob-
serve that, as expected, the tangent classifier gives better results than the Fisher’s
one across all the considered models. In fact, for some models the performance of
the tangent rule is remarkably close to the optimal one.
4.2 Exponential versus normal class distributions
Let us assume that the vector X|{G = 0} has the exponential density of parameter
a = (a1, . . . , ad)
>, i.e.,
f0(x) = c0 exp
(−a>x) , x ∈ [0,∞)d, c0 = a1 · · · ad,
14
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Figure 3: Misclassification proportions for the Fisher’s, tangent and Bayes classi-
fiers for the six models in Figure 2.
(and hence µ0 = (1/a1, . . . , 1/ad)
> and Σ0 = diag(1/a21, . . . , 1/a
2
d)) and that
X|{G = 1} has normal density
f1(x) = |2piΣ1|−1/2 exp
[
−1
2
(x− µ1)>Σ−11 (x− µ1)
]
, x ∈ Rd.
The Bayes rule satisfies ηb(x) = 1 whenever x ∈ Rd − [0,∞)d and on [0,∞)d,
b(x) = 2a>x− (x− µ1)>Σ−11 (x− µ1) + 2 log
[ |2piΣ1|−1/2
c0
]
. (13)
We can follow the same steps as in the proof of Theorem 1 to show the following
result. Details are left to the reader.
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Theorem 2. Let us assume that µ0 6= µ1 and [a>(µ1 − µ0)]2 + c∆21 ≥ 0, where
∆21 is defined in (8) and
c = 2a>µ1 + 2 log
[ |2piΣ1|−1/2
c0
]
.
We consider the point µ = αµ0 + (1− α)µ1 with
α =
1
∆21
[
a>(µ1 − µ0)±
√
[a>(µ1 − µ0)]2 + c∆21
]
. (14)
We have that b(µ) = 0 and the tangent classifier to ηb at the point µ, ηtb, is
determined by the classification function
tb(x) = w
>
b (x− µ), where wb = αΣ−11 (µ1 − µ0) + a.
In this example, the right sign in the square root in (14) depends on the par-
ticular choice of the parameters a, µ1 and Σ1. In practice, α can be selected as
the closest value to 0.5 so that µ lies on an important region for the discriminant
analysis.
Since a = Σ−10 µ0, under homoscedasticity Σ = Σ0 = Σ1, we have that
wb = Σ
−1[(1− α)µ0 + αµ1].
This example is fairly rich in the sense that a wide casuistry arises by selecting
different parameter values. The centers are not necessarily well classified (even
under equal priors and costs) and the tangent rule often provides a good approx-
imation to the Bayes classifier. The tangent classifier can be extremely different
from the Fisher’s rule as the following curious example shows.
Example. Let a = (1, 1)>, µ1 = (1/2, 3/2)
> and Σ1 = e
2
2pi
I ≈ (1.176) I, where I is
the identity matrix. Since Σ0 = I, it is interesting to note that this example is not
16
far from being homoscedastic. The Bayes rule determined by (13) assigns G = 1 if
x ∈ R2− [0,∞)2 or x is in the circle centered at the point cb and radius rd, where
cb =
1
2
(
1 +
e2
pi
, 3 +
e2
pi
)>
and rb =
e2
pi
√
2
.
For x ∈ [0,∞)2, the tangent classifier (to ηb at the point µ = µ1) is ηt with
t(x) = w>t x− 2, wt = (1, 1)>,
and the Fisher’s rule is ηf with
f(x) = w>f x−
1
2
, wf = (−1, 1)>.
m0
m1
0 1 2 3 4 5
0
1
2
3
4
5
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
çç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+ +
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+ +
+
Figure 4: The Bayes classifier (circle), the tangent classifier (solid line) and the
Fisher’s classifier (dashed line). On the right, 100 realizations of the exponential
(+ symbol) and the normal (◦ symbol).
In Figure 4, we see these three classifiers. The interesting characteristic of this
example is that the separation boundaries of the tangent and the Fisher’s rule are
orthogonal (w>t wf = 0).
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5 Further applications and numerical results
In practice, the classification function g has to be estimated with a training sample
of independent copies of the pair (X, G). For each estimate gˆ of g, we can com-
pute the estimated classifier ηgˆ and the associated tangent classifier, ηtgˆ . For the
Fisher’s classifier defined in (2)–(3) we need to estimate the expectations in both
groups and their common covariance matrix. If these quantities are estimated by
the sample means, µˆi = x¯i, and the pooled within-groups covariance matrix Sw,
we obtain an estimate fˆ that leads to what is known in the literature as linear
discriminant analysis (LDA). For the quadratic classifier ηq determined by (6),
the expectations and covariances in both groups and the constant c have to be
estimated. Estimating these quantities by the sample means, µˆi = x¯i, and sample
covariances, Σˆi = Si (i = 0, 1), we obtain an estimate qˆ (whenever the constant c
only depends on these quantities) that leads to the so-called quadratic discriminant
analysis (QDA). The classifier ηqˆ is expected to work well if the class conditional
densities are elliptically symmetric (see Velilla and Herna´ndez (2005) [17]), but we
need to estimate correctly the covariance matrices of both groups. The procedure
described in the previous sections allows us to define a third rule, different from
LDA and QDA, by plugging in the sample means and covariances in (8)–(11). We
call this resulting approach tangent discriminant analysis (TDA).
In the remainder of this section we point out two further instances in which
sample means and covariances are not reliable estimators, and therefore it is helpful
to replace them with other alternatives. The first situation corresponds to the
presence of outliers in the training sample. The second one concerns the case in
which the dimension of the data is large in comparison with the sample size. In
both cases, the methodology described in the previous sections yields new linear
18
classifiers, easy to implement and interpret, which may be useful.
Regarding the simulations with Gaussian vectors considered in this section, it
should be observed there exists a linear transformation of the data that simulta-
neously reduces Σ0 to the identity matrix and diagonalices Σ1 (see e.g. Gilbert
(1969) [7], p. 506). As a consequence, considering models with diagonal covariance
matrices is not too restrictive for comparing the behavior of the classifiers.
5.1 Robust tangent discriminant analysis
The potentially harming influence of outliers on sample means and covariance
matrices is a well studied subject. Atypical observations may drastically change
the location of the sample means or artificially inflate the covariance estimators.
As a consequence, when these estimates are employed we may obtain distorted
classifiers with a poor performance. In the literature there exist many robust
alternative estimators of the population parameters in order to avoid this problem.
In this section, we consider the MCD-estimators of location and covariance in-
troduced by Rousseeuw (1985) [14], tuned to have a 50% breakdown point. These
estimators are based on the subset of the data of size bn+ d+ 1c/2 (b·c being the
floor function) for which the determinant of the covariance matrix is minimal. The
MCD-estimators of location and covariance are the mean and covariance of these
bn+d+1c/2 observations. Several authors have proposed the use of these estima-
tors to obtain both linear and quadratic robust discriminant rules (see Hubert and
van Driessen (2004) [10] or Croux et al. (2008) [3] and the references therein). We
propose to use MCD-estimators instead of sample means and covariance matrices
in (8)–(11). We call the resulting classification rule robust tangent discriminant
analysis (RTDA).
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We have carried out a simulation study to compare the performance of LDA,
QDA, TDA and their robust counterparts RLDA, RQDA, and RTDA. We have
assumed that the prior probabilities and misclassification costs are equal in both
groups. The simulation layout is based on Joossens and Croux (2004) [11]. We
consider four different models without outliers and the same models contaminated
with 10% of outliers. For each case, class conditional distributions are 3-variate
normal with different centers and covariance matrices (see below). We have carried
out 1000 replications of the following procedure. First, training samples are drawn
from each group with sizes n0 = n1 = 1000. These training samples are used
to compute the six classification rules. Then, two additional test samples of size
5000 are drawn from each group, and classified with the six rules, providing an
estimation of the misclassification probability. Test data are never contaminated
with outliers. We report the test misclassification proportions averaged over the
1000 replications together with the corresponding standard deviations. In order to
compute the MCD-estimators we have used the function covMcd of the R package
robustbase (see Rousseeuw et al. (2011) [15]) which in turn uses the Fast MCD
algorithm of Rousseeuw and Van Driessen (1999) [16].
If a stands for the vector (a, a, a)> and I denotes the 3× 3 identity matrix, the
considered models are:
M1: µ0 = −1, µ1 = 1, Σ0 = I and Σ1 = 0.25I. In the contaminated version
(M1out), the parameters for the outliers distributions are µ0 = 9, Σ0 = I,
µ1 = −9 and Σ1 = 0.25I.
M2: µ0 = 0, µ1 = 2, Σ0 = 2.25I and Σ1 = 0.25I. In the contaminated version
(M2out), the parameters for the outliers distributions are µ0 = 3, Σ0 = 9I,
µ1 = −1 and Σ1 = I.
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M3: µ0 = 0, µ1 = 1, Σ0 = 4I and Σ1 = 16I. In the contaminated version
(M2out) the parameters for the outliers distributions are µ0 = 4, Σ0 = I,
µ1 = −16 and Σ1 = I.
M4: µ0 = −1, µ1 = 1, Σ0 = Σ1 = I. In the contaminated version (M4out) the
parameters for the outliers distributions are µ0 = 9, Σ0 = I, µ1 = −9 and
Σ1 = I.
Model LDA QDA TDA RLDA RQDA RTDA
M1 2.10 (0.16) 0.76 (0.09) 1.17 (0.12) 2.11 (0.17) 0.77 (0.09) 1.18 (0.12)
M1out 49.75 (4.03) 26.41 (0.42) 42.84 (0.39) 2.11 (0.17) 0.78 (0.09) 1.31 (0.14)
M2 6.23 (0.29) 1.82 (0.13) 4.57 (0.25) 6.24 (0.30) 1.83 (0.13) 4.59 (0.27)
M2out 6.34 (0.33) 8.05 (0.36) 35.84 (1.21) 6.08 (0.31) 1.89 (0.14) 5.07 (0.29)
M3 37.41 (0.58) 20.13 (0.40) 37.69 (0.50) 37.42 (0.59) 20.16 (0.40) 37.70 (0.56)
M3.out 56.06 (0.87) 23.67 (0.43) 48.60 (0.17) 37.09 (0.60) 21.02 (0.47) 41.16 (1.42)
M4 4.20 (0.19) 4.20 (0.19) 4.20 (0.19) 4.20 (0.19) 4.21 (0.19) 4.21 (0.20)
M4.out 49.93 (4.15) 49.78 (3.17) 49.79 (4.69) 4.18 (0.21) 4.19 (0.21) 4.19 (0.20)
Table 1: Average misclassification proportions of six classifiers over 1000 runs
(standard deviations between parenthesis).
From Table 1 we see that robust rules behave similarly to classical ones when
there are no outliers. This is reasonable for large samples, in which case the
lower efficiency of robust methods should not have much effect on the non-outlier
data. However, in the presence of outliers, robust versions clearly outperform
the classical ones. Under homoscedasticity (M4 and M4out) the behavior of linear
and quadratic rules is similar. It seems that large variances (M3 and M3out) affect
negatively the behavior of the tangent classifiers. However, if we compare the two
linear classifiers (LDA and TDA, both in the robust and the classical versions)
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we see that TDA tends to behave better under heteroscedasticity, that is, when a
quadratic rule is more suitable. The conclusion is that when quadratic rules are
better than linear ones, but, for the sake of simplicity, a linear rule is preferable
then the classical and robust versions (depending on the absence of presence of
outliers) of TDA may be an appropriate choice.
5.2 Regularized tangent discriminant analysis
When the class sample sizes are relatively small in comparison with the dimension
of the measurement space, the covariance matrices estimates are more variable and
the quadratic classifier may degrade quickly. In this situation, it is convenient to
apply a regularization method to estimate the covariances (see Friedman (1989)
[6] for more details). Friedman’s regularized classifier depends on two tuning
parameters, but it turns out to be quadratic so we denote it RegQDA. The fact
that Friedman’s rule is quadratic also allows us to apply Theorem 1 to obtain, in
the obvious way, the corresponding regularized tangent rule, denoted RegTDA.
We have carried out a simulation study to compare the performance of LDA,
QDA, TDA and the regularized rules RegQDA and RegTDA. We have assumed
that the prior probabilities and misclassification costs are equal in both groups.
The simulation layout is based on Friedman (1989) [6]. We consider four different
models. For each one, the class conditional distributions are 40-variate normal
with different centers and covariance matrices (see below). We have carried out
1000 replications of the same experiment described in Subsection 5.1. In this case,
training samples are drawn from each group with sizes n0 = n1 = 50 (observe the
sample sizes are only slightly greater than the dimension) and test samples of size
5000 are drawn from each of the groups. In order to compute the regularized rules
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we have used the function rda of the R package klaR using the default options
(see Weihs et al. (2005) [19]). Tuning parameters are determined numerically by
a Nelder-Mead optimization algorithm. The goal function to be minimized is the
misclassification rate, estimated by cross-validation.
If a stands for (a, . . . , a)> ∈ R40 and I denotes the 40× 40 identity matrix, the
considered models are:
M1: µ0 = 0, µ1 = (3, 0, . . . , 0)
> and Σ0 = Σ1 = I.
M2: µ0 = 0, µ1 = (3, 0, . . . , 0)
>, Σ0 = I and Σ1 = 2I.
M3.1: For i = 1, . . . , 40 define λi = (9(i − 1)/39 + 1)2 and mi = 2.5
√
λi/40(40 −
i)/19. Then µ0 = 0, µ1 = (m1, . . . ,m40)
> and Σ0 = Σ1 = diag(λ1, . . . , λ40).
M3.2: For i = 1, . . . , 40 define mi = 2.5
√
λi/40(i−1)/19, with λi as in M3.1. Then,
µ0 = 0, µ1 = (m1, . . . ,m40)
> and Σ0 = Σ1 = diag(λ1, . . . , λ40).
M4: For i = 1, . . . , 40 define µi = (9(i − 39/2)/39)2 and λi as in M3.1. Then
µ0 = 0, µ1 = 14/
√
40, Σ0 = diag(µ1, . . . , µ40) and Σ1 = diag(λ1, . . . , λ40).
Model LDA QDA RegQDA TDA RegTDA
M1 14.26 (2.01) 38.06 (3.32) 8.97 (1.18) 21.97 (3.99) 9.77 (1.51)
M2 19.67 (2.26) 41.07 (3.03) 3.80 (1.20) 28.61 (4.06) 14.34 (1.25)
M3.1 14.57 (2.02) 38.19 (2.32) 16.72 (3.64) 22.11 (3.84) 16.58 (3.10)
M3.2 14.50 (2.08) 38.20 (3.29) 9.51 (1.05) 22.23 (4.08) 10.81 (1.50)
M4 9.41 (1.84) 7.73 (4.03) 0.21 (0.36) 16.24 (2.73) 5.31 (0.93)
Table 2: Average misclassification proportions of five classifiers over 1000 runs
(standard deviations between parenthesis).
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From Table 2 we see that RegQDA yields the best results. However if we
are interested in simpler and more easily interpretable rules, we should look at
the performance of the three linear rules included in the study (LDA, TDA and
RegTDA). In this respect, RegTDA gives the best results among the three linear
rules across all the considered models with the exception of M3.1, for which the
results are not very different. An additional advantage of RegTDA is that it is
possible to compute this linear classifier even when the dimension of the data is
greater than the sample size and LDA is no longer applicable.
6 Real data example
In this section, we apply the tangent classifier to a real data set. Data are a subset
of a coronary risk-factor study carried out in Western Cape, South Africa (see e.g.
Hastie et al. (2001) [9], p. 100, and references therein). The two classes correspond
to the presence or absence of myocardial infarction at the time of the survey. There
are 160 cases and 302 controls in the sample. In order to classify an observation
in one of the two classes we use the following eight variables: sbp (systolic blood
pressure), tobacco (total lifetime usage), ldl (low density lipoprotein cholesterol),
adiposity, typea (type-a behavior), obesity, alcohol (current alcohol consumption)
and age (age at onset).
We have used several versions of cross-validation in order to compare the per-
formance of five different classification rules: LDA, TDA, QDA, RegTDA and
RegQDA (here, we follow the nomenclature of the previous section). Data are
split into two parts, the training sample and the test sample. We use the training
sample to compute the five classifiers and then classify the test sample. Misclassi-
fication proportions are recorded for the five classifiers and the process is repeated
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1000 times. We investigate the behaviour of the classifiers when the size of the
training samples ranges from a value very close to the number of explanatory vari-
ables (n0 = n1 = 9) to larger values (n0 = n1 = 100). The average and standard
deviations of the misclassification proportions are reported in Table 3, together
with the results corresponding to leave-one-out cross-validation.
Sample size LDA TDA QDA RegTDA RegQDA
n0 = n1 = 9 39.69 (5.55) 44.16 (7.57) 47.81 (10.24) 37.06 (5.05) 38.46 (5.46)
n0 = n1 = 20 35.73 (3.28) 35.77 (6.00) 39.65 (3.59) 35.27 (2.89) 36.30 (3.16)
n0 = n1 = 50 33.65 (2.42) 32.50 (7.41) 35.35 (2.50) 34.85 (2.76) 34.85 (2.51)
n0 = n1 = 100 33.40 (2.73) 27.69 (8.42) 33.21 (2.71) 35.72 (3.50) 34.22 (2.97)
Leave-one-out 31.82 30.52 31.60 33.55 32.68
Table 3: Average misclassification errors for five classifiers (standard deviations
between parenthesis). Lowest averages for each sample size in bold.
In this example, tangent rules give fairly good results when compared with
their quadratic counterparts so in this case the additional simplicity comes for
free. Notice also that there are no big differences in the average classification
errors but some version of the tangent classifier (the regularized one for small
sample sizes and the usual one for large ones) yields always the lowest values. On
the other hand, TDA presents more variability except at the smallest sample size.
The weights assigned to the explanatory variables by a linear classifier represent
the relevance of each variable in determining the overall score of each observation.
In Figure 5 we display the weights (normalized so that they have unit square
norm) for the three linear classifiers used in this example. In this case, LDA
and RegTDA weights are fairly similar whereas those corresponding to TDA are
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slightly different. Of course, this kind of pictures cannot be produced for quadratic
and other non-linear rules.
sbp tobacco ldl adiposity typea obesity alcohol age
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Figure 5: Weights assigned to the explanatory variables by LDA, TDA and
RegTDA.
7 Conclusions
There exists an extensive literature comparing the properties of LDA and QDA
(see for instance the discussion in Hastie et al. (2001) [9], p. 89, and the refe-
rences therein). In this article we introduce a very simple linear rule, TDA, whose
properties typically lie between those of LDA and QDA. In particular, in those
situations where QDA is preferable to LDA, the tangent classifier provides a simple,
easily interpretable classification rule whose behavior tends to be better than that
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of LDA.
The method can be used in different contexts as long as a quadratic classifier is
suitable. In particular, it allows us to define new robust linear classification rules,
and also new linear rules when the dimension of the data is larger than the sample
size.
When we are willing to assume a parametric model for the class conditional
distributions, the tangent classifier can be almost optimal in some situations and
it might be really different from the Fisher’s classifier.
From a pedagogical point of view, we believe the derivations leading to TDA
could be a valuable exercise in a course on multivariate analysis. They are fairly
simple but, at the same time, they require to handle the main expressions that
appear in LDA and QDA. The applications in Section 5 may also be useful for stu-
dents to understand the difference between the population and the sample versions
of a classifier.
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