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ABSTRACT 
A mobile ad hoc network (MANET) is a collection of mobile nodes that 
can communicate with each other without using any fixed infrastructure. 
It is necessary for MANETs to have efficient routing protocol and quality 
of service (QoS) mechanism to support multimedia applications such as 
video and voice. 
Node-Disjoint Multipath Routing Protocol (NDMR) is a practical protocol 
in MANETs: it reduces routing overhead dramatically and achieves 
multiple node-disjoint routing paths. 
Because QoS support in MANETs is important as best-effort routing is 
not efficient for supporting multimedia applications, this thesis presents a 
novel approach to provide that support. 
In this thesis NDMR is enhanced to provide a QoS enabled NDMR that 
decreases the transmission delay between source and destination nodes. 
A multi-rate mechanism is also implemented in the new protocol so that 
the NDMR QoS can minimise the overall delays. It is shown that these 
approaches lead to significant performance gains. A modification to 
NDMR is also proposed to overcome some of the limitations of the 
original. 
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I INTRODUCTION 
1.1 Research Motivation and Objectives 
The properties of mobile ad hoc networks (MANETs) are that they have 
multihop wireless connectivity, frequently changing network topology 
and need efficient dynamic routing protocols. Nodes are free to move, 
which means that the network topology will be changing dynamically. 
These factors present a big challenge to designers of robust and efficient 
routing protocols for ad hoc networks, because dynamic routing 
protocols need to find the best routes efficiently among moving nodes. 
On-demand routing protocols are generally used since they consume less 
routing load (in terms of signalling traffic) than proactive protocols [15]. 
Probably the two most widely studied on-demand ad hoc routing 
protocols are Dynamic Source Routing (DSR) [5] and Ad Hoc on-demand 
Distance Vector (AODV) [2]. However, they both have a limitation in that 
they build and relay on a single path route for every active 
source-destination pair. Therefore, if a link breaks on the route, both 
protocols need to start a new route discovery process and this is the main 
reason why they have a high routing overhead. 
To alleviate these problems on-demand multipath routing protocols are 
used: they establish multiple routes between source nodes and 
destination nodes during one route discovery process. Only when all the 
routes have failed, or if only one route is available, a new route discovery 
process will be initiated. 
In this thesis, an approach built on the Node-Disjoint Multipath Routing 
Protocol (NDMR) [121, but one that allows for QoS to be controlled, is 
introduced. Compared with other on-demand multipath protocols, 
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NDMR has two novel aspects: it supports multiple node-disjoint routes 
and significantly decreases routing overhead [12). 
The need to control QoS is because best-effort services cannot meet the 
requirement in many situations; for example, multimedia applications in 
a commercial environment and mission-critical applications for the 
military. Supporting QoS in mobile ad hoc networks has, therefore, 
become an important area of research. In general, these applications need 
new capabilities to guarantee low delay time, high packet delivery ratio 
and high bandwidth availability. 
DiffServ [9] is a standard approach to support QoS in IP networks. It can 
be applied in MANETs to offer QoS support because it is able to 
minimize signalling requirements. Multipath QoS Routing protocol for 
supporting DiffServ, short for MQRD [13], combines the advantages of 
NDMR and DiffServ. It classifies network traffic into different priority 
levels, and deploys queuing management and priority scheduling to 
obtain QoS supports. However, if the delay of the current path cannot 
meet the SLA requirements, NDMR would not be able to change to 
another path. 
In this thesis, a novel idea - QoS enabled NDMR is presented. It achieves 
QoS support allowing paths to be changed dynamically among multiple 
routes for a source-destination pair as network conditions vary. 
Recent IEEE 802.11 MAC protocols provide a multi-rate capability for 
wireless LANs and ad hoc networks. Data packets can be transmitted at 
different rates according to different channel quality. In this thesis, a 
multi-rate transmission is implemented based on the QoS enabled NDMR 
on the physical layer to minimize overall delays. 
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1.2 Research Contributions 
The work reported in this thesis is novel. Multi-rated QoS enabled 
multipath routing of mobile ad hoc networks are addressed, the main 
contributions being: 
"A novel adaptation of NDMR, QoS enabled NDMR, is proposed in 
this thesis to overcome the shortcomings of the current NDMR 
routing protocol. It provides QoS support by introducing an 
additional field in packets for MANETs to decrease transmission 
delays. (chapter 3). 
" Based on the QoS enabled NDMR, multi-rate transmission is 
implemented on the physical layer so that packets can be 
transmitted at different bit rate according to the channel quality 
and further minimize overall delays. (chapter 4). 
" Limitations of Node-Disjoint Multipath Routing (NDMR) protocol 
are presented. This work shows that NDMR would lose its 
advantage when the network density is low. This thesis also 
suggests some improvements for NDMR to overcome the 
limitations in sparse node networks by allowing common nodes in 
NDMR. (chapter 5). 
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1.4 Organisation of the Thesis 
The thesis is organized as follows: 
Chapter 2 gives the background of the research, including a brief 
summary of mobile ad hoc networks focused on on-demand routing 
protocols together with the previous research work on NDMR routing 
protocol. Quality of Service (QoS) and Differentiated Services (DiffServ) 
are also introduced in this chapter. 
In chapter 3, a novel adaptation of NDMR to give QoS support for ad hoc 
routing - QoS enabled NDMR is proposed. The important components 
such as route update process, selecting paths are explained. This chapter 
also describes the network implementation and simulation models using 
in OPNET and the simulation results. 
Chapter 4 introduces multi-rate on physical layer into the QoS enabled 
NDMR. This enhancement can minimize overall delays when the 
transmission rate changes as the distance between the nodes varies. The 
comparing simulation results are shown. 
The limitation of NDMR is described in chapter 5. NDMR and QoS 
enabled NDMR will lose its advantages when the network density is low 
and, in this chapter, simulation results showing the extent of the problem 
are discussed, together with the underlying reasons, and some 
improvements are suggested. 
All the work in this thesis is reviewed and concluded in Chapter 6. Some 
suggestions are made as to how the work could be extended. 
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2 ROUTING PROTOCOLS AND QOS IN MOBILE AD HOC NETWORKS 
Finding a route in wireless ad hoc networks is much more complicated 
than in traditional infrastructure networks: the routing protocol needs to 
take into account many factors, such as dynamically changing topology 
and how to minimise the routing overhead; moreover, a route must be 
built efficiently and rapidly. This is in addition to finding the best routing 
path, a feature that is common with traditional networks. 
Usually there are fewer accessible resources in mobile ad hoc networks 
compared with infrastructure networks so that a more efficient routing 
protocol is needed. Specially designed routing protocols are essential in 
these networks to achieve routing stability under these highly dynamic 
conditions. 
Node transmission range is limited in wireless mobile ad hoc networks so 
that nodes may not be able to directly communicate with each other and 
data packets need to be relayed by intermediate nodes to reach the 
destination. An ad hoc routing protocol is used to dynamically find and, 
importantly, maintain up-to-date routes between communicating nodes 
because there is no fixed topology or fixed routes. 
2.1 Mobile ad hoc networks 
There are two architectures in wireless mobile networks: infrastructure 
and infrastructureless. The first one is dependent on fixed equipment 
such as base stations or access points (AP) to connect mobile terminals 
(MTs) to the wired infrastructure, as illustrated in Figure 2.1. When a 
source MT wants to establish a conversation with another MT, it does not 
need to know routes between each other for the source MT will establish 
routes with the base station first. 
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However, ad hoc, the second approach does not contain any fixed 
infrastructure. All nodes in a mobile ad hoc network can be dynamically 
connected to each other and are free to move. All nodes in the network 
are hosts and routers as well. 
WOOL 
((c 4 
// 
Figure 2.1 Infrastructure network model 
SRD 
Figure 2.2 Infrastructure-less network model 
Figure 2.2 is an example of a three-node ad hoc network. If a source node 
S wants to send data packets to a destination node D which is outside the 
transmission range of S. Therefore, S needs a relay node R to forward 
packets to D. R acts as a host and a router at the same time. 
Ad hoc networks usually have lower available resources compared with 
infrastructure networks and the highly dynamic nature of ad hoc 
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networks means that many special factors have to be considered when 
designing a routing protocol specialized for them, such as network 
topology, routing path and routing overhead; also it must find a path 
quickly and efficiently. 
The transmission range of each node is limited in wireless ad hoc 
networks and thus not all nodes can directly communicate with each 
other. A node is often required to relay packets to another node to 
accomplish a communication across the network. An ad hoc routing 
protocol must dynamically establish and maintain routes between source 
and destination nodes for there is no static network topology and fixed 
routes. 
Some people believe that ad hoc networks will be the technology for the 
next generation wireless communication and this has led to a great deal 
of research in the subject. The advantages of ad hoc networks are: 
" Ad hoc networks can be built fast, easily and dynamically. Because 
there is no fixed infrastructure in the network, no base station is 
needed, so the network is more flexible, and the nodes in ad hoc 
network are free to move; moreover they are self configured. 
" Ad hoc networks can solve particular problems where it is difficult 
to connect infrastructure nodes such as, the deployment of a 
wireless network in historic building or in conferences and trade 
shows. All that needs to be done is to put in nodes and let them 
establish communication links between themselves. 
" Another important aspect of ad hoc networks is that they are 
spectrally efficient: as the nodes can communicate directly without 
the help of base station, more routes can be used for one node to 
communicate with another. Also, any node can act as a host and a 
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router at the same time. This reduces the congestion in the wireless 
network and saves the limited bandwidth resources. 
All these advantages make ad hoc networks suitable for many 
applications, such as: 
" Military applications: In the modern battle fields, it is very 
important to keep contact between soldiers, military vehicles, and 
headquarters or among military vehicles themselves when they 
are moving. An ad hoc network can perform well in this 
environment, because it can build a network fast and easily; more 
importantly, any damaged node will not affect the overall 
communication. 
" Disaster Recovery: In a disaster area (such as after a hurricane or 
earthquake) the basic communication networks are often damaged 
so that ad hoc technology can be used to build a temporary 
communication network very quickly. This is very important as 
lack of a communications' infrastructure hampers rescue and 
recovery operations. 
" Conferences and meetings: In environments without fixed 
communication equipments, ad hoc networks can help to set up 
the communication very quickly between the people who are 
attending the conference or meeting without any need for a fixed 
infrastructure. 
" Personal networks: PDAs, laptops and home appliances can be 
connected with the help of ad hoc technology at home, making it 
easy to connect, yet retaining the flexibility to move equipment 
around. 
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" Sensor networks: sensor networks consist of tiny, cheap, sensor 
nodes that are deployed in the area of interest. They are used for 
applications such as environment monitoring, scientific 
observation and industrial sensing and often use an ad hoc 
network structure to allow information to be collected from the 
sensors for analysis or to be transmitted back to some external 
point. The special feature of sensor networks is that the sensors are 
often limited in resources, especially power. 
2.2 Classification of routing protocols 
An ad hoc network needs a routing protocol to allow information to be 
transmitted from one node to another. Generally, there are three types of 
routing protocol: hybrid, proactive and reactive (on-demand). 
Hybrid routing, usually called balanced-hybrid routing, combines 
distance-vector routing and link-state routing. Hybrid routing protocols 
use distance-vectors to determine best paths to destination nodes, and 
transmit back routing information only when the network topology 
changes. An example of a hybrid routing protocol is the Enhanced 
Interior Gateway Routing Protocol (EIGRP) [791, developed by Cisco. 
All nodes in proactive protocols are required to record all routes to the 
destinations so that the source node knows the route and the route can be 
immediately used when a source node generates a packet to a 
destination. All topology changing will be propagated across the network 
to notify each node record the changing. There are several examples of 
proactive routing protocols such as: "global state routing (GSR)" [16], 
"destination-sequenced distance-vector (DSDV)" routing [17], "wireless 
routing protocol (WRP)" [18], and "fisheye state routing (FSR)" [20]. 
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For reactive (on-demand) protocols, route building happens only when a 
source node requires communication with a destination node; there are 
no predetermined routes in the network. If a source node wants to send a 
packet to a destination node, but there is no route to the destination, the 
source node will initiate a route discovery process to build a 
communication route. After the route is established, a maintenance 
procedure will take place for route continuance until the route breaks. 
"Dynamic source routing" (DSR) [5], "ad hoc on-demand distance vector 
routing" (AODV) [2], and "associatively based routing" (ABR) [21] are 
examples of on-demand routing protocols. 
Proactive protocols generally have the advantages that new 
communications are able to get available routes immediately, rather than 
waiting for a route discovery process. However they do have the 
drawback of an extra control overhead, to keep and update routing 
information across the network. To reduce this limitation, on-demand 
protocols initiate a route discovery only when necessary. Since 
on-demand protocols have less control overhead than proactive protocols, 
they normally require less bandwidth, although delays would take place 
when building a route to a destination. However, excessive traffic could 
be generated if route discovery is regularly needed because on-demand 
protocols need to broadcast route requests, and so lose that advantage 
over proactive protocols. 
As explained above, a design constraint in ad hoc networks is often to 
reduce the resources required, in order to limit resources and have a 
lower routing load and on-demand routing protocols are commonly 
used. 
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However, when there is a QoS requirement, the delay in setting up a 
route, or in rebuilding one if the route disappears, can adversely affect 
the QoS so that this will be an important aspect to be considered. 
Several on-demand protocols will be described in the next section. 
As there are many nodes in the mobile ad hoc networks, routing paths 
between each source and destination nodes are different. Therefore, 
routing protocols could be classified as single-link, link-disjoint and 
node-disjoint routes according to the number of common nodes or links 
of each path; the differences are explained here. 
As shown in Figure 2.3, for the yellow source-destination pair, there is 
only one route between them - called a single-link route. 
--- 
I, II 
," 
Figure 2.3 single-link route 
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Figure 2.4 link-disjoint routes 
In Figure 2.4, there are two routes for the yellow source-destination pair: 
the black one and red one. There is no common link (two or more 
adjacent nodes) among these two routes. In this case, these two routes 
are called link-disjoint routes. 
,1 
Figure 2.5 node-disjoint routes 
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In Figure 2.5, there are 3 routes for the yellow source-destination nodes. 
We can see from the figure, there are no common nodes besides source 
and destination nodes among these 3 routes, so these 3 routes are 
node-disjoint routes for that source-destination pair. 
2.3 Ad hoc on-demand routing protocols 
There have been many routing protocols proposed [2,5,17,19,22,23 and 
241. Those described here illustrate the principles of single-link protocols, 
but they will not be discussed in great detail since the focus of this thesis 
is on node-disjoint rather than single-link routing. 
2.3.1 Dynamic Source Routing (DSR) 
The concept of source routing is introduced in dynamic source routing 
(DSR) [5] as a source node shows the whole routing list in the header of a 
data packet. Nodes learn the routes to destinations and keep records of 
those routes in a cache, so that, if a particular route is still in the cache 
when the source wants to send to that destination, it does not have to 
rediscover the route. 
If there is no route stored in the cache, the source has to start the route 
discovery procedure. It does this by broadcasting a route request message 
(RREQ) that is essentially asking other nodes to pass through the network 
to the destination. The RREQ packet includes a route list, a sequence 
number and the address of the source node and destination node. The 
purpose of the route record is to keep a record of the route hops that the 
RREQ packet transmitted. 
When another node receives an RREQ packet, to prevent routing loops, it 
will confirm its own address is in the route list of the RREQ or not and if 
so it drops the RREQ. 
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The intermediate node will affix its address to the route list if the node's 
address is not included, and then rebroadcasts the RREQ to its 
neighbours across the network. Figure 2.6 is the RREQ transmitting 
procedure across the network. 
After the destination node receives the RREQ, it recognises from the 
address in the message that the message is for it and sends back to the 
source a new message, a route reply message (RREP), containing the 
route as discovered with its own addressed appended (Figure 2.7). It 
knows the route from the sequence of nodes in the message and if it 
receives more than one route request message via different routes it can 
choose the shortest. 
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Figure 2.6 Route request propagation (DSR)l 
I From [5] 
29 
Figure 2.7 Route reply propagation (DSR)2 
Route maintenance is used to cope with failures. A node will create a 
route error packet to the source node if a link failure is found. The route 
error packet contains the broken node address and its own address. 
After the source node receives a route error packet, it knows where the 
failure is and clears from the cache those routes that are affected by the 
failure. It will initiate a new route discovery process if needed. 
Acknowledgements can also be used to confirm that links are operating 
correctly. 
To reduce routing overhead of searching for a new route, intermediate 
node can send route reply packet to the source node if it already has an 
up-to-date route to the destination. 
2 From [51 
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2.3.2 Ad Hoc On-demand Distance Vector Routina (AODV 
Ad hoc on-demand distance vector (AODV) routing [2] implements the 
destination sequence number used in "destination-sequenced 
distance-vector routing" (DSDV) [17] and a modified route discovery 
process in DSR [5]. 
If a source node wants to send a data packet but there is no existing route 
to the destination, it will initiate a route discovery process by 
broadcasting a route request (RREQ) packet to all of its neighbours. In 
that message there is the source and destination addresses and the most 
recent value that the source has of a sequence number for the destination. 
Nodes receiving the RREQ would forward that to their neighbouring 
nodes until the RREQ packet arrived at the destination node or there is an 
up-to-date route to the destination in an intermediate node - how it 
determines whether it is "up-to-date" is given later. These intermediate 
nodes can see the route the packet has taken to reach them and so can set 
up route information to that source in their own tables, as well as adding 
their information to the RREQ before forwarding the packet. 
A node receiving the RREQ may send an RREP if it is either (i) the 
destination or (ii) if it has an up-to-date route to the destination, 
"up-to-date" being defined as having a destination sequence number 
greater than or equal to the sequence number in the RREQ. 
If one of these conditions is true, the node sends an RREP back to the 
source. Nodes prevent looping by discarding any RREQ they have 
already processed. 
Intermediate nodes will set up forward path entries in their routing tables 
at the time when the RREP packet is sent back along the reverse path. 
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If the source later receives an RREP containing a greater sequence 
number or the same sequence number but with a smaller hopcount, it can 
update its route table. 
Link maintenance is done with link failure notifications initiated when an 
intermediate node detects it cannot reach its downstream neighbour. If 
a link failure happens, the node noticing the failure will send a link 
failure packet to all upstream neighbours, which these too pass 
backwards the reverse path until it reaches the source node. 
2.4 Ad hoc on-demand multipath routing protocols 
AODV and DSR are on-demand routing protocols in MANETs that rely 
on a single route path between a source and destination pair. The 
limitation of both of them is that, because of the single path, if there is a 
link break on the route, both of the protocols must initiate a new route 
discovery process and that is the main reason for these protocols having a 
high routing load. 
It is more efficient to establish multiple paths from a source node to a 
destination node during one route discovery process as the multiple 
paths can cope with dynamic network topology changes in the ad hoc 
network. 
This section will introduce some multipath routing protocols designed 
for mobile ad hoc networks. There is one routing protocols based on 
AODV [2]: AOMDV [19], and one that is based on DSR [5]: MSR [22]. 
2.4.1 Ad hoc On-demand Multipath Distance Vector (AOMDV) 
Ad hoc On-demand Multipath Distance Vector (AOMDV) [19] is a 
protocol supporting multiple loop-free and link-disjoint paths set up 
through a multipath addition to AODV protocol. Loop-freedom is 
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guaranteed by using an invariance based on a new concept of "advertised 
hopcount". Using a special flooding algorithm, link-disjointness of 
multiple paths is achieved in AOMDV. 
Calculating multiple paths during the route discovery process is the main 
idea in AOMDV. A feature of AOMDV is reusing the routing 
information available in the AODV protocol as much as possible. The 
routing paths to each destination have a list of next-hop node and the hop 
counts respectively for building multiple routes between a source and 
destination nodes. Each destination node keeps information of the 
maximum hop count of multiple paths, described as advertised 
hopcount. If a node receives a copy of route request packets, it will be 
added in the route table as an alternative route to the destination. The 
destination node only accepts an alternative route with lower hop count 
than the advertised hop count so that loop freedom is guaranteed. 
Link-disjointness is also achieved in AOMDV. RREQ packet holds an 
extra "first hop" field to show the first hop after the source node. Each 
intermediate node does not immediately drop duplicate RREQs in order 
to establish link-disjoint routes. A first hop list of each RREQ is kept by 
each node to record neighbours addresses which received copies of the 
RREQ of the source node. The destination node replies to duplicate 
RREQ packets in spite of their first hop with the aim of establishing 
multiple link-disjoint paths. However, the destination node only 
responds RREQ packets coming from a different last hop (the hop before 
destination node) to guarantee link-disjointness for the first hop of the 
RREP packet. 
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2.4.2 Multloath Source Routina (MSR 
Multipath Source Routing (MSR) [22,24] is a protocol based on DSR [5] 
that achieves multipath routes. It is based on the measurement of RTT 
and focuses on the adaptive distribution of load between multiple paths 
across the network. MSR improves performance by using multiple paths. 
MSR applies the same route discovery mechanism in DSR but multiple 
paths can be returned. Each route discovered is stored in the route cache 
with a unique route index where is trouble-free to select multiple routes. 
After receives a RREQ packet, an intermediate node appends its own 
address to the route record in the header of RREQ packet. After the 
RREQ packet arrives at the destination node, an RREP packet will be 
generated and transmitted back through the reverse route of the RREQ. 
Path disjointness is supported in MSR as independence among routes is 
very important in multipath routing. In MSR, looping can be immediately 
detected and eliminated for it uses the identical route discovery process 
in DSR. 
All path calculation is done in the source node. In MSR, source nodes are 
also responsible for load balancing. A special table in the source 
containing multiple path information to the specific destination: the 
destination node, the delay time, the load distribution weight of a route 
and also the path index. 
2.5 Node-Disjoint Multipath Routing protocol (NDMR) 
Several existing multipath routing protocols and their benefits were 
introduced in the previous section. However, they still have some 
problems while they build on-demand multiple routing paths. 
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During the process of building multiple disjoint paths, they will generate 
a broadcast storm. The source node will flood the RREQ packets across 
the whole network if it wants to build a communication with a 
destination but no route exits. All the multipath routing protocols in the 
previous section do not drop duplicate RREQ packets at intermediate 
nodes so that the destination node is able to select disjoint routes. This 
result in a huge amount of routing overhead and routing load across the 
entire network. A challenging issue is how to reduce routing overhead 
when planning routing protocols due to the restricted resources in 
wireless ad hoc networks. 
All the multipath routing protocols above do not take actions of how to 
achieve multiple node-disjoint routing paths or how to reduce routing 
overhead. Next, a Node-Disjoint Multipath Routing Protocol with low 
control overhead to solve these problems, Node-Disjoint Multipath 
Routing (NDMR) proposed by Li [14], will be described in detail. 
NDMR is an extension and modification of AODV and the path 
accumulation aspect of RREQ packets of DSR is also included to 
efficiently establish multiple node-disjoint routing paths with limited 
broadcast overhead and reduced routing delay time. 
2.5.1 Packet format 
There are five types of control packets (RREQ, RREP, RERR, RERR 1, and 
HELLO), and one type of data packet in NDMR. 
" RREQ (Type, Src, SrcSeqNum, Dest, DestSeqNum, BroadcastlD, TTL, 
last hop, RoutePath): The field Type is the type of packet. An RREQ 
packet transmits from source Src to destination Dest. SrcSeqNum is 
the sequence number of source; DestSeqNum is the sequence number 
of destination; BroadcastlD is the broadcast ID of the RREQ. TTL is 
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Time to Live value of the RREQ; last hop is the last hop where the 
RREQ comes from, this is to maintain local connectivity between this 
node and the last hop node. RoutePath is path node list of the route 
path. 
" RREP (Type, Src, SrcSeqNum, Dest, DestSeqNum, NextHop, 
last hop, RoutePath): The field Type is the type of packet. An RREP 
packet transmits from destination Dest to source Src along the reverse 
path. SrcSegNum is the sequence number of source; DestSegNum is 
the sequence number of destination; NextHop is the next hop where 
the RREP should be forwarded; last hop is the last hop where the 
RREP comes from, this is to maintain local connectivity between this 
node and the last hop node. RoutePath is the path node list of the 
route path. 
" RERR (Type, Src, Dest, Nexthop, last hop, Rerr_Src): The field Type 
is the type of packet. The route error packet includes the address of 
source Src and destination Dest node of the failure link. Rerr Src is 
the failure node that generates the RERR packets; last hop is the last 
hop where the RERR comes from, this is to maintain local 
connectivity between this node and the last hop node. The RERR 
packet is generated when a link failure to a neighbouring node is 
happened to notify source node the broken link. 
" RERR_1 (Type, Src, Dest, Nexthop, last hop, Rerr_Src): The field 
Type is the type of packet. Other fields are the same as RERR packet. 
The RERR_1 packet will be generated also at the link failure node but 
will be forwarded along the route path to the destination Dest node 
to notify the Dest to delete the failure link. 
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" HELLO (Type, Src, ): The field Type is the type of packet. Each node 
broadcasts HELLO packet in a hello interval to advertise its presence 
to the neighbour. Src is the node that generates the HELLO packet. 
" DATA (Type, Src, Dest, last hop, Payload): The field Type is the type 
of packet. It should be transmitted from Src to Dest; last_hop is for 
route maintenance. Payload is the payload of data packet. 
2.5.2 Route discove 
In NDMR, the source node will first check its route table to look for a 
valid route path to the destination node if it is required to send a data 
packet to that destination. If there is valid route path, it forwards the data 
packet to the next hop in the route table to finally reach the destination, 
otherwise, there is no available route in the route table, and it will initiate 
a route discovery process. 
In the route discovery process the source node generates a route request 
packet (RREQ), which includes packet type, source node address, 
destination node address, current sequence number, and the broadcast 
ID; it will be broadcasted to all of the source neighbouring nodes. Each 
time the source node creates an RREQ packet, the broadcast ID will be 
incremented by 10 
Because of the network topology changing dynamically, achieving low 
overhead when establishing node-disjoint multiple routes in mobile ad 
hoc networks is a challenging issue. There are three key factors [14] in 
NDMR that avoid broadcast flood and guarantee limited broadcast 
overhead in mobile ad hoc networks: 
" Path accumulation 
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0 Decreasing multipath broadcast routing packets (using shortest 
routing hops) 
" Selecting node-disjoint paths 
AODV is adapted and the concept of path accumulation in RREQ packets 
is included in NDMR. Intermediate nodes will affix their own address to 
the RREQ packet after receiving the packet from the network. In NDMR, 
the destination node is in charge of evaluating whether the route path is a 
node-disjoint path or not after the RREQ packet finally reaches its 
destination. 
If it is a node-disjoint path, the destination will create a route reply packet 
(RREP) including the whole route list and transmit it back along the 
reverse route path to the source that generated the RREQ packet. The 
intermediate nodes do more than just forwarding the RREP packet after 
receiving it. They will use the information in the RREP (such as route list 
and next hop) to update the route table. 
There is no possibility of building node-disjoint multiple paths if every 
duplicate RREQ packet is dropped because some may be transmitted 
from another route. However, if all duplicate RREQ packets are 
broadcasted, a broadcast storm will be created, significantly reducing the 
performance of mobile ad hoc network. A new method is implemented 
here in NDMR to solve that problem by recording the shortest number of 
hops so as to reduce the routing broadcast overhead and guarantee 
freedom from route loops. 
An intermediate node will calculate the number of hops from the source 
node to itself by the route list in the RREQ after the node receives an 
RREQ packet for the first time. This number represents the shortest 
number of hops in its route table. After the node receives a duplicate 
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RREQ packet, it first calculates the number of hops and then compares it 
with the number recorded in its route table. The RREQ packet will be 
dropped if the new number of hops is greater than the shortest number of 
hops in the route table. Only when the new one is less than or equal to 
the shortest number of hops, the node affixes it own address to the route 
list in the RREQ packet and re-broadcasts it to neighbouring nodes across 
the network again. 
Sb 00 
acgO 
eOfO 
0 00 D 
Figure 2.8 Shortest Routing Hops of Loop-free Paths 3 
For example, in Figure 2.8, there are five route paths between source 
node S to an intermediate node c: S-c, S-b-c, S-a-c, S-b-g-c, and S-a-e-c. 
The numbers of hops are 1,2,2,3 and 3 respectively. Node C will 
calculate and record I as the shortest number of hops in its route table 
after it receives the first RREQ packet from path S-c. After the node C 
receives duplicate RREQ packets from other neighbours, it computes the 
new number of hops and compares it to the shortest number of hops in 
figure 3.3 from [14] 
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its route table (it is I in this example). In this example (Figure 2.8), all 
other duplicate RREQ packets are dropped because the numbers of hops 
are all greater than 1. It can be seen that many RREQ packets are 
discarded in this process under the approach. Route looping can also be 
avoided by this method which is proposed by Li [12] to reduce routing 
overhead and achieve route loop freedom in the network. 
Figure 2.9 Node-Disjoint Paths 
In NDMR, the destination node is in charge of choosing and recording 
multiple node-disjoint paths. In Figure 2.9, the destination node will 
record the entire route path containing each node IDs in its reverse route 
table after receiving the first RREQ packet from the shortest path S-c f D. 
And an RREP packet will be generated and transmitted down the reverse 
path. The destination node will evaluate the whole route path in the new 
RREQ packet to all the node-disjoint paths in its reverse route table if it 
receives a duplicate RREQ packet. The new routes (S-a-i-g-D and 
S-b-e-1h-D) are a node-disjoint path if there is no common node (besides 
the source and destination node) between the new route path and every 
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node-disjoint path in the destination's route table, in which the new 
finding node-disjoint paths are recorded. Otherwise, the route path 
(S-c-i-g-D, S-c-e-h-D, S-c-f-g-D, and S-c-f-h-D) are not node-disjoint and 
hence their RREQ packets are dropped. 
2.5.3 Route maintenance 
Route maintenance is necessary in MANETs because of the frequently 
changing network topology. NDMR also relies on sending out a HELLO 
packet at a fixed interval to maintain local connectivity, just like AODV. 
"Link broken' is detected if, after a certain, pre-determined, period of 
time it cannot receive a HELLO packet from the neighbouring node. The 
detecting node will create and forward a route error packet (RERR) to the 
source node of the link failure route. 
An intermediate node will indicate its route to the destination as being 
invalid if it receives an RERR packet and transmits the RERR packet to 
the source node along the reverse failure link. Finally, the RERR packet 
reaches the source node, the route to the destination is invalidated and 
another valid node-disjoint path will be chosen to continue transmitting 
packets. A new route discovery process will be initiated if there is no 
route valid or if only one is valid. Another route error packet (RERR_1) is 
also generated at the same time of RERR generation, but it is forwarded 
along the route path finally arriving at the destination node to notify the 
destination node to delete the broken link. 
2.6 Other node-disjoint routing protocols 
2.6.1 Ad hoc On-demand Distance Vector Multipath Routing (AODVM) 
Ad hoc On-demand Distance Vector Multipath Routing (AODVM) [231 is 
based on AODV for supporting multiple node-disjoint routes between a 
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source and destination node. AODVM does not discard the duplicate 
RREQ packets. After packet, the intermediate node must pick up the 
information in the RREQ packet, such as the source, destination and 
neighbour node of that RREQ packet, and other additional link 
information. 
The destination node will update the sequence number and generate an 
RREP packet after the first RREQ arrives. There is a "last-hop-ID" field 
in the RREP packet to trace the last hop of the RREQ packet. If the 
destination node receives duplicate RREQ packets from different 
neighbours, it will update the sequence number and generate RREP 
packets respectively. The RREP packets will be transmitted back along 
the reverse path by the RREQ to the source node. 
In AODVM, intermediate nodes can choose where to transmit the RREP 
packets. An intermediate node will erase the routing entry to its 
neighbouring node from the RREQ table after it receives an RREP packet 
from a neighbour, and a new routing entry will be added showing the 
new path to the destination. The node looks for the next hop in the RREQ 
table which has the smallest number of hops along the path to the source 
node, and then transmits the RREP packet to that node. 
In order to archive multiple node-disjoint paths, which means a node 
does not participate in multiple paths, when nodes overhear any node 
broadcasting an RREP message; they delete the entry corresponding to 
the transmitting node from their RREQ tables. 
Because the destination node does not know whether the RREP packet is 
reaches the source node or not, the source node must acknowledge every 
RREP packet it received. The acknowledgement can be piggybacked with 
the first data packet sent on the route path and could also include 
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information such as the first hop, last hop and hop count of the route. 
2.6.2 Multiple Attempt Multipath Routing (MAMR) 
Some node-disjoint multipath routing protocols cannot guarantee to find 
all the node-disjoint paths between a source and destination pair in a 
single route discovery process, although some of them can find all the 
paths in several attempts at the route discovery process. MAMR [81] is an 
improvement in multipath routing protocol to guarantee discovering the 
maximal set of node-disjoint paths between a source and destination pair 
with a lower number of route discoveries. 
To reduce the number of route discoveries, the protocol will discover 
paths as many as possible in the first route discovery. To achieve that, a 
forwarding scheme known as Only the First Copy (OFC) [80] is used. In 
OFC, an intermediate node only forwards the first copy of an RREQ and 
discards other copies of the RREQ from the same source node. The 
destination computes a maximal set of node-disjoint paths and sends 
multiple RREPs, one along each path to the source node. Each subsequent 
route discovery process discovers only one path if there is path between 
the given pair of nodes. The set of node-disjoint paths after the last route 
discovery produces the final set of node-disjoint paths - so the discovery 
of the maximal set of node-disjoint paths is achieved. 
AODVM does not discard the duplicate RREQ packets, which will leads 
to a high routing overhead across the network. Although MAMR can find 
the maximal set of node-disjoint paths with lower routing overhead 
(lower number of route discoveries), it is not guaranteed that every path 
is with the lowest number of hops as it only forwards the first copy of an 
RREQ. NDMR solves those problems as discussed in section 2.5. 
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2.7 QoS in Multipath routing for MANETs 
The notion of QoS, is a guarantee by the network to satisfy some 
predetermined service performance constraints for the user in terms of 
the end-to-end delay, available bandwidth, probability of packet loss, and 
so on [10]. Future ad hoc mobile networks will carry diverse multimedia 
applications such as voice, video and data. In order to provide quality 
delivery to delay sensitive applications such as voice and video, it is 
necessary to provide quality of service (QoS) in MANETs. 
2.7.1 Differentiated services (DiffServ) 
Differentiated Services (DiffServ) [25] is a standard approach to achieve 
QoS in any IP network and could potentially be used to provide QoS in 
MANETs. QoS is achieved in DiffServ by different traffic classification 
which is the foundation of distributing network throughput. The 
classification is done in a6 bit DiffServ Code point (DSCP) field [261 in 
the packet. The DSCP field is part of the original type of service (ToS) 
field in the IP header. The IETF redefined the meaning of the ToS field, 
splitting it into the 6-bit DSCP field and a 2- bit unused field. The 
unused field is being allocated to the Explicit Congestion Notification 
(ECN) mechanisms [26], as shown in Figure 2.10. 
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Figure 2.10 DSCP and ECN 
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Meeting the different performance requirements of different users is the 
main idea of Differentiated Services. It classifies traffic into different 
priority levels and achieves QoS support by applying priority scheduling 
and queuing management procedures. 
Per-hop behaviour (PHB) is the QoS behaviour of a packet at a specific 
node in the network determined by DSCP and is expressed through the 
packet scheduling and dropping method during a communication. In 
general, the PHB is the packet queue at a node, the drop probability when 
the queue exceeds a certain threshold, the buffers and bandwidth 
allocated to each queue, and the service rate of each queue. DiffServ 
provides differential traffic forwarding action, therefore, providing QoS 
for different traffic types. 
DiffServ is a fully distributed and stateless model. Each node does not 
need to keep state information. Moving the complexity to the edge 
nodes in the network is the main intention of this method so that the 
intermediate nodes can forward packets as simply and fast as possible. 
2.7.2 Multipath QoS routing for supporting DiffServ (MQRD) 
NDMR is a best-effort routing protocol and does not achieve QoS though 
it provides efficient node-disjoint multipath routing in MANETs. MQRD 
[13] is an appropriate routing protocol in MANETs to provide QoS 
support by taking the advantages of both NDMR and DiffServ: efficient 
small routing overhead node-disjoint multipath routing and 
standardized QoS approach. 
End-to-end QoS support is achieved in MQRD by adjusting priority 
levels of different traffic flows. There are two important issues of service 
differentiation: scheduling and queuing management. Scheduling is done 
by a priority scheduler that includes two queues: a high-priority queue 
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and a low-priority queue. The packets in the high-priority queue must be 
served before packets in the low-priority queues. Queuing management 
will drop some packets from the buffer in cases of congestion. 
Take class A and B as an example. A denotes voice and video traffic, 
which generally require low delay, low loss, so it is an Expedited 
Forward traffic. B denotes best effort traffic such as HTTP or FTP, which 
usually have no specific requirement on delay and loss. The priority 
scheduler should transmit class A packet ahead of class B packet. Figure 
2.11 shows the priority scheduler. 
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Figure 2.11 Priority Scheduler 4 
Only when there is enough empty space in the queue for taking the 
incoming packets, the priority scheduling is useful. If the queue is full, 
the high priority packets are still lost which is not what we expected. 
Making sure the queue always has room for high priority packets is the 
main goal of queue management. For solving this problem, random early 
detection (RED) [7] is used in MQRD. There is a minimum threshold that 
is the number of packets in a queue before any dropping. The dropping 
' Figure 4.2 from[14] 
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probability increases from the minimum threshold of the queue length 
until it reaches the maximum threshold. After that, all new arriving 
packets are discarded. 
The figures below (Figure 2.12) show the packet delivery ratio and 
average delay after implementing QoS in NDMR [13]. It is clearly shown 
that after QoS support, the network achieves better QoS performance in 
order to meet different SLAs for packets of different classes. Because of 
the implementation of a priority scheduler in MQRD, EF traffic achieves a 
better delivery ratio than BE traffic. There are more packets lost in NDMR 
than in MQRD as the number EF traffic sources increases; this is because 
there is more congestion when the number of EF sources increases. EF 
packets of MQRD have a much lower average delay than BE packets 
because the priority scheduler in MQRD lets EF packets be forwarded 
more quickly. With the increase in the number of EF sources, the average 
delay-time of BE packets in MQRD increases more quickly than that of EF 
packets. 
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As this approach in [14] is on the MAC layer rather than the network 
layer (the focus of this thesis) here is only a brief introduction of Diffserv. 
2.7.3 QoS in Vehicular networks using multipath routing 
Vehicular Ad hoc NETworks (VANETs) consist of spontaneous groups of 
vehicles that dynamically change their position and exchange data 
between each other through wireless links. These networks cover many 
applications such as safety on the road, warning drivers about accidents, 
congestion ahead on the road or sending information to allow a server to 
centralize information from all vehicles about such matters as mechanical 
state, position, street status and emergency situations. 
The main feature of the routing protocols used in VANETs is the ability 
to keep efficiently and reliably the communication between a source and 
destination node, even if the position and speed that they follow change 
very quickly. Thus, when the communicating nodes are not directly 
connected, the information exchange is achieved by relaying packets 
through intermediate vehicles. 
A simulation study of the behavior and performance of the multipath 
routing protocol (modified AODVM) for a vehicular network supporting 
data transmissions directly between mobiles (Vehicle to-Vehicle) and 
between the fixed network segment and the VANET network, via the 
gateway nodes, were done in [82]. The simulations pay special attention 
to the impact of the multipath routes on the fundamental QoS metrics 
(delay, packet delivery fraction). 
As Figure 2.13 shows, as the network size increases, the power of the 
multipath routing protocol begins to show itself. The node density allows 
the protocol to more easily find multiple network paths between a source 
and destination pair. The use of multipath in the gateway is not a key 
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factor, because the multipath capability in the mobile suffices to exploit 
the multipath routes. In some cases, the delay is even lower than with 
multipath in the gateways. 
10 
V] 
V 
ä 
V a 
0 0) 
" o., 
0.01 - 
10 20 30 40 50 60 70 
Number of vehicles 
Figure 2.13 End to end delay (VANETs) 6 
In networks with more than 50 mobiles, the use of multipath routing 
offers much better packet delivery ratio, shown in Figure 2.14. As with 
the delay, in this case the scheme with only multipath nodes gives better 
results than other cases. 
6 Figure 3 from [821 
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As this routing protocol uses gateway to relay packets in the network 
during communication, this is different from the typical case in ad hoc 
networks. The research done in this thesis is in the situation where all 
communications are done by pure node multiple paths. 
2.8 Problems with current QoS supporting multipath routing 
protocols 
Several multipath routing protocols and QoS supporting have been 
presented in the previous sections. Although these protocols can acquire 
better network performance by providing QoS support, they will always 
keep transmitting packets along the same path as long as the path is not 
broken no matter other multiple disjoint routing paths have better link 
quality. 
Figure 4 from [82] 
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Transmission delay of each path will be varied during the process of 
forwarding packets. MQRD providing QoS support to NDMR transmits 
data on the first available multiple disjoint path. If other path has lower 
delay time, transmission on that path will achieve better performance. 
How to adjust packets be transmitted on the lower delay link has to be 
considered when designing QoS support routing protocols. 
Table 2.1 Comparison of Multipath routing protocols compares the 
multipath routing protocols for MANETs. 
Table 2.1 Comparison of Multipath routing protocols 
AOMDV AODVM MSR NDMR MQRD 
Loop Free Yes Yes Yes Yes Yes 
Routing 
Overhead Control 
No No No Yes Yes 
Node-disjoint 
Paths 
No Yes Yes Yes Yes 
Complete Routes 
known at Source 
No No Yes Yes Yes 
QoS Support No No No No Yes 
Periodic Update No No No No No 
Security Support No No No No No 
Muti-rate 
Forwarding 
No No No No No 
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3 QOS-ENABLED NDMR 
3.1 Introduction 
The NDMR routing protocol can efficiently discover multiple-route paths 
between source and destination nodes in a procedure that has a low 
overhead and that leads to minimal routing latency. However, it is not 
very efficient if NDMR needs to change to another path when the delay 
of the current path cannot meet the SLA requirements. 
In NDMR, after deciding a path is a node-disjoint path, the destination 
will create a route reply packet (RREP) that contains the node list of the 
whole route path and unicasts it back to the source. However, an RREP 
only currently contains the route path; it does not include anything about 
the state of that path, such as delays or available bandwidth. It, therefore, 
does not support any information that will allow the QoS of the MANET 
to be maintained. 
This thesis describes a novel extension to NDMR first proposed by the 
author in [Liu-21 that allows the source to be able to choose the "best" 
route, not necessarily the shortest, to the destination. The definition of 
best can vary according to the specific requirements of an 
implementation; for example, queue length, blocking probability, 
available bandwidth could all be use, but the initial work in this thesis 
used queue length as a measure of delay times. 
8 It is recognised that other factors, such as service rate at a node (which may not be the 
same in all nodes), affect overall delay but the initial work assumed uniform service 
times and uniform transmission rates between nodes so that queue length is a 
reasonable approximation. 
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To implement this approach, the RREP packets have a queue length field 
added and when each intermediate node receives an RREP packet, it 
adds its queue length to the queue length field in the packet. Thus, when 
the source node receives the RREP from the destination node it knows the 
exact queue length along the path. 
It is recognised, of course, that the queue lengths will change and may 
even have changed by the time the RREP reaches the source, but it does 
provide an indication of the delays along each route. Later in this chapter, 
simulation results show the performance gains that can be achieved using 
the approach. 
An additional type of packet, a Route Update Packet (RUP), is added to 
carry up-to-date values of queue length, thus letting the source node 
know which path has the lowest transmission delay in order to achieve 
better transmission performance. 
3.1.1 RREP with queue length Field 
In the implementation of this routing protocol, each source keeps three 
node-disjoint paths for a particular destination. The reasons for keeping 
three node-disjoint paths are: i) two paths are the minimum as two types 
of priority traffic need at least two paths for transmitting packets and ii) 
one more path is needed for a backup route if other paths fail. Therefore, 
three paths gives the network with the "minimum protection". 
If more paths exist, there will be more routing overhead and more packet 
loss because of congestion. 
Simulations have been done for recording the number of route breaks in 
the three-path system; the results are shown in Table 3.1. During the 
600s simulation 120,000 packets were generated (20 sources generating at 
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10 packets/ s); in that time the largest number of route breaks was 377 (at 
the maximum velocity of 20 m/s) which is 0.3% of the total number of 
packets. Therefore, keeping 3 paths is reasonable in the simulation to 
get reliable results. 
Table 3.1 Number of route breaks 
Max velocity (m/s) 0 5 10 20 
Number of route breaks 0 79 203 377 
With the queue length field in the RREP packet, the RREP will show the 
sum of the individual queue lengths in each node along the path to give 
the total queue length of the path. When the RREP arrives at the source 
node, the source node will know the queue length of that path at the 
same time as it knows the path route. If the source receives another RREP 
packet, it will choose the path with the minimum queue length, 
irrespective of route which has the smaller number of hops. This allows it 
to minimise the delay time thus providing better QoS. 
(c }) 
Figure 3.1 Queue length in multiple node-disjoint paths 
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Figure 3.1 shows an example of queue length along the multiple paths. 
Assume source node S first receives the RREP from route 2 (R2) (s-a-b-d). 
In standard NDMR, S will always transmit data on that route as long as 
no link break happens, even though route 3 (R3) (s-g-h-i-d) has a smaller 
queue length and hence a lower delay. With the introduction of the queue 
length field in RREP, S will initially choose route 2 (R2) (s-a-b-d) to 
transmit data as it receives an RREP from that route first. After receiving 
the RREP from route 3 (R3) (s-g-h-i-d), the source node will compare the 
queue length of the existing routes, then change to route 3 (R3) (s-g-h-i-d) 
to continue transmitting data. Using this approach can reduce the 
transmission delay and offer better QoS. 
Figure 3.2 is the comparison flow chart at the source node to explain the 
differences in operation between QoS enabled NDMR and standard 
NDMR. With QoS support, the source node is able to choose the path 
with the lowest queue length to transmit data; as explained later, this 
choice can be made dynamically so that data is always transmitted along 
the quickest path, even though conditions on the MANET may change. 
In standard NDMR, after receiving the RREP from the shortest route path 
- here denoted as route path 1 (RREP1), the source node will always 
transmit packets along path 1 as long as path 1 is available, no matter 
whether the delay time is long or short. Paths 2 and 3 (if available) are 
only the back up paths in the case of a break. On the other hand, in QoS 
enabled NDMR, all three paths are available for transmitting data as long 
as they are not broken and a source node can choose the path with the 
shortest queue length (as returned in the RREP packets). 
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Figure 3.2 Simple flow chart comparing NDMR and QoS enabled NDMR 
3.1.2 RUP packet 
As an RREP is generated only in the route discovery process, the protocol 
cannot refresh the queue length of each path in real time - and obviously 
queue lengths will change. As part of the enhancement to NDMR, the 
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need for a similar packet, RUP, route update packet, containing the same 
queue length field used in an RREP packet has been identified. This 
allows more frequent updates by getting the destination node to 
periodically unicast an RUP packet that will collect up-to-date queue 
length information on its way to the source node. The source will be able 
to again choose the best path according to the new values of queue 
length. 
For standard NDMR, the source node will transmit data along the first 
valid path until it became invalid (link breaks), but with the RUP packet 
introduced in the protocol the source node will be able to frequently 
change to the best path in order to get better transmission delay, shown 
in Figure 3.3. 
Figure 3.3 simple flow chart of RUP 
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3.2 QoS enabled NDMR OPNET Simulation Model 
In order to allow a structure that could easily incorporate QoS control, 
the simulation used in this thesis was written by the author from scratch 
- the simulator used by Li [141 was not used. Although this makes it less 
easy to compare results it does allow a simulation architecture tailored to 
adding the extra functionality to be produced. 
The commercial discrete event simulator OPNET 10.5 was used to 
produce the simulator. In this section detailed descriptions are given for 
QoS enabled NDMR network model and other major process models. 
3.2.1 Network Model 
The network model is shown in Figure 3.5. Because there is no structure 
in ad hoc networks and all the nodes have the same functionality, the 
whole network consists of only one kind of node. The maximum path 
length (number of hops) across the network is 10 and the average number 
of hops is shown in Figure 3.4 below. As is shown in Figure 3.5, there are 
50 mobile nodes that can move freely in a 1000m * 1000m square area; the 
wireless node transmission range is 250m. This is the same scenario used 
in [141. 
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Figure 3.4 Average number of hops across the network 
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Figure 3.5 Network Model 
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3.2.2 Node Model 
As shown in Figure 3.6, the QoS enabled NDMR node model is built on 
the OSI layer stack, the focus being the QoS enabled NDMR routing 
implementation on the network layer. Each node in the network is 
uniquely identified by its IP address. 
LI 
mth 
Figure 3.6 Node Model 
Each module in the node model is described below. 
" src module: This module generates packets with a specified packet 
size and inter-arrival time, which are then forwarded to the lower 
layer (application module) immediately after generated. 
" applications module: This module allocates a random destination 
address from src module to arriving packets. 
" QoS enabled NDMR module: This is the main module in the 
simulation, being used to discover and maintain the routing 
information of a mobile ad hoc network. The module firstly checks 
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its route table after receiving a data packet from the application 
layer. If there is a route to the destination in the route table, the 
module transmits the data packet via the next hop in its route table. 
Otherwise, the module will execute the QoS enabled NDMR 
algorithm to discover multiple routes to the destination node. 
" wlan inac module: This module is an implementation of IEEE 
802.11 [271 standard medium access control (MAC) protocol. 
" radio_tx module: This module receives packets from the 
wlan fnac module, does required calculations like broadcast 
frequency, estimated transmission delay and then sends packets 
on the radio channel. 
" radio_rx module: This module receives packets from the radio 
channel, does some calculation and checks the received power. If 
the received power is over the threshold, it then forwards packets 
to the wian jnac module, otherwise the packets are dropped. 
" There is no explicit antenna module, which will cause the 
simulation to act as if an isotropic antenna was present. 
" mobility module: All nodes in the network move freely within the 
area. This module controls the movement of the current node in 
terms of speed, direction and distance. 
3.2.3 Process Model 
The functionalities of each module are achieved in the process model. A 
process model is represented by finite state machine (FSM), and it is 
created with icons that represent states and lines that represent 
transitions between states. Operations performed in each state are 
described in embedded C or C++ code blocks. 
61 
3.2.3.1 Application Process Model 
The main function of the application process model (shown in Figure 3.7) 
is to allocate a random destination address for each packet passed down 
from the src module. 
M* 
Figure 3.7 Application Process Model 
The Model Attribute is "Destination". When the "Destination" is set to 
NONE, the node cannot send data packets to other nodes. If the 
"Destination" is RANDOM, the node will choose a random destination 
ID as the destination node for communication. If the "Destination" is a 
certain node address, the node can only send data packets to that node. 
Firstly, each node at the pre-mit state gets the object attributes and then 
checks its "Destination" attribute. If the value of "Destination" is set to 
NONE, no action should be undertaken and the state transits to idle. 
When the current node is in the idle state it can transit either to the r1 
(packet passed from the route layer) state or t (packet passed from the 
source layer) state. 
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When a data packet is received from the upper layer src module, it 
transits to the tx state. The current node checks its "Destination" attribute 
and if the value is RANDOM, the current node picks a random node 
address as the destination address. If the value is not NONE, that is, it 
has been given a destination address from RANDOM or has been 
assigned to a specific node address, the current node sends the data 
packet from the src module to the destination IP address to the QoS 
enabled NDMR module. 
In the rx state, the current node has just been passed a packet from the 
lower layer, QoS enabled NDMR module. As the packet has reached its 
destination, the current node simply destroys it and collects some 
statistics for later processing. 
3.2.3.2 QoS enabled NDMR Process Model 
QoS enabled NDMR routing algorithm is implemented in QoS enabled 
node-disjoint multipath routing process (Figure 3.8). It has been 
explained in the previous section. 
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Figure 3.8 QoS enabled NDMR routing process model 
'I'hr states in this model are as follows: 
iiiit state: This state does the initialization of the process. Routing 
information tables are initialized (route table, reverse route table, 
sequence number). The first HELLO self interrupt is scheduled in this 
state. Once the initialization is completed, the process transits to idle state. 
ru'app state: When this state receives a packet passed down from the 
upper layer, the process transmits a data packet to a given destination. 
The state gets the destination address from the received packet and then 
checks the route table. If there is a route in the route table, the state will 
insert the next hop address obtained from the route table and forward it 
toi the next hop node. If there is no route in the table, the state will save 
the packet in a waiting queue and initialize a route discovery process. 
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rcv_mac state: This state receives the packets passed up from the lower 
layer. It first checks the data type of the incoming packet, and then calls 
the corresponding function for that data type to proceed. If the data 
packet has reached the final destination, the state will pass it to the upper 
(application) module. This is the most complicated state in the process for 
there are different types of packets and different corresponding functions 
to deal with them. 
re_broadcast state: When an RREP TIME_OUT timer expires (scheduled 
when initializing the route discovery process) for a given destination, the 
process transits to this state. The current state checks whether a 
re-broadcast is needed or not. The discovery process will be terminated 
and any data packets waiting for this route are dropped if the number of 
retries achieves the maximum value. If it has not been reached, an RREQ 
packet will be rebroadcast. 
hello state: Each node broadcasts a HELLO message in every HELLO 
INTERVAL time to advertise its presence to the neighbourhood. 
link break state: When a node fails to receive HELLO from a neighbouring 
node after a given time, it is considered there is link break between these 
two nodes. An RERR packet will be sent along the reverse path to the 
source node. 
collect stat state: The process periodically transits to this state to collect 
global statistics. These statistics are added to a text file created at the 
beginning of each simulation run. 
route update state: The destination node periodically unicasts RUP 
packets containing up-to-date queue length data to the source node. The 
source will be able to dynamically choose the best path according to the 
new queue length information. 
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3.2.3.3 Medium Access Control Process Model 
Figure 3.9 MAC Process Model 
The IEEE 802.11b MAC protocol with Distributed Coordination (DCF) is 
implemented as the MAC layer in the simulation. DCF is a standard 
access scheme used by mobiles to avoid hidden and exposed terminator 
problems and distribute the wireless channel [28]. 
3.2.3.4 Mobility Process Model 
A random wavpoint mobility scheme [291 is implemented in mobility 
process model (Figure 3.10). In order to compare the results with 
standard NDRM, this is the same mobility model used in [141. 
The node movement process is implemented by a sequence of discrete 
small steps. A moving node updates its position every step time which is 
set to 0.2s in the simulation here. 
The attribute of the model is "Mobility Parameters", a compound 
parameter containing: 
" "MOBILITY": indicates whether the node is fixed or mobile. 
" "PAUSE-TIME": the waiting time after the node reaches the target 
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(SELF) 
(30 sec). 
" "MVT_STEP": 0.2s, as noted previously. 
" "SPEED_LIMIT": the maximum speed that a node can reach. 
9 "XMIN", "XMAX": the min and max distance along the x axis that 
a node can move. 
" "YMIN", "YMAX": the min and max distance along the y axis that 
a node can move. 
woo 
Figure 3.10 Mobility Process Model 
In the finit state, every node chooses a random position within the moving 
area. In the initial position, each node decides whether it can move by 
checking its "MOBILITY" attribute. If the attribute is set to 1, the node 
goes into the iººit_ºººoi'e state to initialize some movement parameters. If it 
is set to 0, which means the current node cannot move and should keep 
static during the simulation, it will go into the idle state in this occasion. 
In iººit_ºnovc' state, a moving node chooses a random destination position 
within the area range and a random speed between 0 and the 
"SPEED-LIMIT" value. Then the moving node will transit between the 
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idle state and the move state at regular intervals (every step time) until it 
reaches the destination point. Each step of a moving node travels by a 
distance given by 
6= ("MVT STEP" x speed) 
in the direction of the destination position. 
The node will check if it has reached the destination or not after each step 
movement. It will transit to the idle state and wait for a pause timeout if it 
has reached the destination. After timeout, the node will transit to the 
init_move state to prepare a next trip. Otherwise, if it has not reached the 
destination, the current node pauses for a step time and then goes back to 
the move state again until it reaches the destination position. 
3.2.4 Mobility and Traffic model 
Random waypoint model [29] is applied to simulate nodes movement. 
Each node moves from a random start position to a random destination 
at a certain speed. After reaching the destination, another random 
destination is selected after a pause time (here 30s). 
3.2.5 Performance Metrics 
A simulation runs for 600 simulation seconds. Papers [12], [64] and [65] 
uses 500 to 800 simulation seconds; 600 seconds is chosen here a 
reasonable time for achieving rational results and is in line with the 
literature. A guard period of a further 10 seconds is allowed at the end 
of the simulation to collect packets in transit One result point is the 
average value of five runs with different random seeds. The maximum 
and minimum values (error bars) are shown in the figures. 
The main performance metrics used are: 
" Average delay time of data packets: The average delay time from the 
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moment the packet is generated at the source node to the moment 
it reached the destination node. In order to investigate the network 
performance and have a result covering the whole network, it is 
the average delay time over all the generated packets that is 
measured, not just that over a single source-destination pair. 
" Packet delivery ratio: The ratio of the data packets reached at the 
destination nodes to those generated by the source nodes. Again, it 
is the average packet delivery ratio over all the generated packets. 
3.3 Simulation validation 
Some validation steps are required to verify and validate the simulation 
to prove that implementation of QoS enabled NDMR and the simulation 
model execute correctly. OPNET debugger (ODB) is used to trace every 
step in simulation process. As the MAC layer is different for every 
simulation implementation model, it is difficult to calculate the delay 
time on the MAC layer so that using a mathematical model for validation 
is not suitable in this situation. 
3.3.1 Step-by-step validation 
This approach traces the operation of the simulation in detail and allows 
simulation results and intermediate results to be seen and also provides 
tools such as traces and breakpoints. A set of validation checks were 
defined (listed below) and the results are "True" for all cases so there is 
confidence the simulator is working properly (part of validation rules are 
similar to Li's [141 as they are the validation of NDMR): 
1. If a node wants to build communication with a destination node but 
there is no existing route, the node will generate an RREQ packet and 
broadcast it to all its neighbours. 
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2. An intermediate node is required to affix its own address to the route 
list and increase the value of TTL, and then rebroadcasts the RREQ 
packet to its neighbours. 
3. The Time to Live (TEL) value from any received RREQ packet must be 
less than the maximum allowed TTL value; otherwise, the received 
RREQ packet is dropped. 
4. If the broadcast ID of a received RREQ is greater than the Request ID 
in its source_broadcastID table, the new Request ID must replace the 
original the broadcast ID value; otherwise, the RREQ packet must be 
dropped. 
5. If the hopcount of the route path of a received RREQ is less than or 
equal to the reverse shortest routing hopcount recorded in the routing 
table, the intermediate node must affix its address to the RREQ and 
forwards the RREQ to its neighbours. Otherwise, the RREQ packet 
must be dropped. 
6. If an RREQ packet arrives at the destination node and the broadcast 
ID is greater than the Request ID in the routing table, the destination 
node will generate an RREP and send it back to the source node along 
the reverse routing path. If these two values are equal, the destination 
node will decide the current routing path is a node-disjoint path or 
not. 
7. If the routing path of a received RREQ is a node-disjoint path, the 
destination node will generate an RREP packet and transmit it back to 
the source node along the reverse routing path; otherwise, the RREQ 
packet must be dropped. 
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8. After an intermediate node receives a RREP, it records the next hop to 
the destination node to the route table and the next hop to the source 
node to the reverse route table before it forwards the RREP packet. 
9. When an RREP arrives at the source node and the destination 
sequence number in the RREP is greater than or equal to the 
destination sequence number in route table, the source node will 
record the next hop in its route table. Otherwise, the source node 
drops the RREP packet. 
10. When a source node receives an RREP, it updates the queue length 
field with the lowest queue length recorded in the queue length field 
in the RREP, and transmits data along the path with the lowest queue 
length. 
11. When an intermediate node receives a data packet, it picks up the 
destination address from the data packet and checks its route table to 
get the address of the next hop and forwards the data packet to the 
next hop node. 
12. When a source node receives an RUP, it updates the queue-length 
field with the lowest queue length recorded in the queue length field 
in the RREP, and transmits data along the path with the lowest queue 
length. 
13. When there is only one route available in the route table of a source 
node, the source will start a route discovery process to build new 
multiple node-disjoint paths. 
14. Every node sends HELLO packets at a fix interval time to keep local 
connectivity. Failing to receive a HELLO packet from a neighbour 
after a certain period, the node sends an RERR packet back to the 
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relative source node and an RERR 1 packet to the corresponding 
destination node. 
15. If an intermediate node receives an RERR_1 packet, it forwards it to 
its next hop along the route path to the destination. After receiving an 
RERR_1 packet at the destination, the destination node will delete the 
route path to the source node in the routing table. 
16. If an intermediate node receives an RERR packet, it marks its route to 
the destination node invalid and then forwards the RERR to its next 
hop along the reverse route path to the source node. After receiving 
an RERR, the source invalidates the route path to the destination and 
chooses a valid node-disjoint route from the route table to continue 
transmitting data packets. 
3.3.2 Overall validation 
The overall results were also validated by comparing with the published 
NDMR results from Li [14]. 
The first aspect to be compared was the delay time. In order to validate 
the delay time of NDMR simulation results using the QoS enabled 
NDMR simulator (i. e. with no queue length information being passed) 
compared with the NDMR results of Li, the delay time has to be 
normalized in the graph, for delay time depends on many detailed 
implementation aspects: for example using a different MAC layer is likely 
lead to different delay time. 
The result of Lis simulation is that the average delay of NDMR is 
basically the same for all mobile nodes. From Figure 3.11, it is shown that 
the simulation result is similar. They both show the delay time at all 
mobile velocities is almost equal. The difference between these two is 
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mainly because the using of different MAC layers, which contribute a lot 
to the transmission delay time. 
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Figure 3.11 Comparison of normalized delay time 
Li [141 also showed that more than 90% data packets for NDMR are sent 
successfully to the destinations at all moving speed under the conditions 
he specified. Figure 3.12 compares his results with those of the author 
and again it must be remembered that the details of simulation are not 
identical. 
The packet delivery ratio achieved with the simulation here is slightly 
lower than Li's result. The main reason is that in the QoS enabled NDMR 
simulation, the maximum hop count is 10 while in Li's simulation it was 
15. Those packets that require more than 10 hops to reach the destination 
will be lost in the simulation here. However, overall the results are very 
similar, especially as the y-axis on the figure is exaggerated. 
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Figure 3.12 Comparison of packet delivery ratio 
3.4 Two source and destination pairs 
Although there are no common nodes in QoS enabled NDMR, there may 
be common nodes and common paths for different source and destination 
pairs. In the original NDMR, a large queue length in one common node 
will lead to a delay in all the paths (from different source-destination 
pairs) that contain that node as the source nodes will only change the 
path when the current path is not available anymore - and then the 
criterion for selecting the "best" path will be the number of hops, not the 
queue length or delay. 
In QoS enabled NDMR, if the queue length of one node is very high, the 
first source node to be notified by an RREP or RUP packet will change to 
another low-delay path to transmit data, thus achieving a better 
end-to-end transmission delay. Figure 3.13 shows a simple network 
topology of two source and destination pairs with common nodes. 
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Figure 3.13 Two source and destination pairs with common nodes 
Source and destination pair (s1, d) and (s2, d) both have three 
node-disjoint paths, but with four common nodes: a, b, h, and i. If there is 
a lot of traffic passing through node i and the queue length of node i is 
high, source node si or s2 will receive an RUP packet that contains the 
high queue length. The first source node receiving that notification would 
change its transmission path to another available route to balance the 
traffic flow through nodes and get a lower transmission delay time. 
A simulation has been done to show the path change due to the high 
traffic at a common node. There are 50 nodes in the network and 20 
nodes generate 500 packets to a random destination node. Figure 3.14 
shows the network topology of the related nodes and Table 3.2 shows the 
source and destination pairs and their transmission paths. 
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Figure 3.14 Network topology diagram 
from the table, node 33 is the common node of four source and 
destination pairs. At first, they all use their first path (which contains 
node 33 to transmit data). After sometime, with more packets generated 
for the pair (3,32), source node 2 is the first to receives the RUP packet 
says and determines the queue length (17) is too long on this path, so it 
changes to the second path (2,40,22,43) with queue length of 12 to 
continue forwarding data. 
Source node 3 receives an RUP packet later as well and changes to path 
(3,2,32) for it has shorter queue length of 5 on that path. When source 
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Table 3.2 (S, D) pairs and transmission paths 
node 13 and 15 receives the RUP packet, node 33 no longer has a longer 
queue length than other paths as the traffic has been distributed and they 
will still use the first path. 
The simulation results shows in the following section will prove the 
advantage of QoS enabled NDMR in more detail. 
3.5 Simulation results 
In order to investigate the performance of QoS enabled NDMR under 
different network conditions, different parameters are varied in different 
tests to show how QoS enabled NDMR compares with other protocols. 
These tests are grouped as follows: 
1. Constant Bit Rate (CBR) source 
2. Exponential Source 
3. Different number of sources 
4. Traffic with different priorities 
3.5.1 CBR source 
The first experiment is with CBR sources. This is the common type of 
data source in the simulation implementation. Traffic sources use 512 
byte data packets, with a sending rate of 10 packets per second. There are 
20 source nodes within the 50 node-networks, and in the network 
source-destination pairs are randomly spread. Results of running the 
same simulation to get the average delay with NDMR and QoS-enabled 
NDMR are shown in Figure 3.15. 
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Figure 3.15 Average delay (CBR) 
Figure 3.15 shows that for QoS enabled NDMR the average packet delay 
is smaller than that of NDMR. Average end-to-end delay time involves 
all the delays across the network, since the packet is produced at the 
source node to the moment it reaches destination node. In general, there 
are four aspects influencing delay time across the network: 
" Route discovery time. It is the time packets waiting in a queue 
before a source node finds a route path. 
The number of hops in a routing path. It takes longer for a data 
packet to travel through a path with more hops (neglecting 
different queuing delays). 
" The queuing delays across a routing path. 
" Buffering waiting time. It is the time packets waiting in a 
queue before they can he served. 
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In Figure 3.15, the delay time for all mobile velocities tends to be almost 
equal for QoS enabled NDMR. The reason is that with RREP and RUP 
packets carrying real-time delay time back to the source, the source node 
is able to choose the best path according the queue length to transmit 
data, thus the packets will always be transmitted along the lowest 
congestion path and get a better end-to-end delay time. 
The delay time goes down a bit as the speed of the nodes reaches 20m/s 
in both NDMR and QoS enabled NDMR scenario. 
The main reason that it goes down in this simulation is that as the 
velocity increases the topology changes more quickly - this means that 
there will be (i) more route breaks but also (ii) more possibilities of routes 
with a small number of hops. Because NDMR has the fall-back routes in 
place already, the route break does not have a big impact so the ability to 
use shorter routes dominates - but it should be noted that the effect is 
small. 
In Lis simulation of NDMR, the delay time goes up as speed goes up to 
20m/s (Figure 3.16 in [14]). This is because he allowed a maximum of 15 
hops in his simulation compared with 10 here. This reduces the number 
of breaks in the network, but allows longer routes and if a longer route is 
maintained then the delay will increase. 
The error bars of these two protocols overlap a bit when maximum nodes 
speed are 5m/s and 10m/s and overlap even further when the speed 
increases to 20m/s; there is no overlap if the nodes are static. 
When the nodes are moving fast, the network topology is changing a lot 
and different random seeds will lead to very different network situations 
being present - this increases variability of the results. When nodes are 
not moving there is no variability during the simulation so the variability 
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is much less. 
The variability of QoS enabled NDMR is lower than that of NDMR which 
shows that with QoS support, the average delay time is decreased and 
network gets better performance because the system is always choosing 
the best path - i. e. the one with the shortest delay. 
However, because of the variability, the seed leading to the worst case 
(highest delay) with QoS enabled NDMR is compared with the 
corresponding seed for standard NDMR. 
Figure 3.16 shows this: the highest value of QoS enabled NDMR is 
marked   with the corresponding value from standard NDMR (for the 
same seed) being shown as f- it can he seen that, as expected, the QoS 
enabled NDMR has a lower delay for the sane run. 
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Figure 3.16 Error bar comparison of delay time (CBR) 
The average transmission delay time of AODV, DSR, AOMDV and QoS 
enabled NDMR are also compared in Figure 3.17. The delay time of 
80 
AODV, DSR and AOMDV are the results from [14] and the delay time of 
QoS enabled NDMR is the author's simulation results run on the same 
scenario. Because the results in [14] included NDMR, the results here 
can be normalized to account for any small differences as some details of 
the simulation scenario may be slightly different. The results of NDMR 
from [14] and the author's NDMR results are normalized first, and QoS 
enabled NDMR was normalized as the same proportion as author's 
NDMR results. QoS enabled NDMR shows a better transmission delay 
time at all mobile velocities than AODV, DSR and AOMDV clearly. 
The delay of QoS enabled NDMR is basically the same for all moving 
velocities and, as discussed above, is even better when the velocities 
increase. Delay time in DSR and AODV increases quickly with the 
increasing of moving velocity: when velocity is over 10m/ s, the delay 
time of DSR and AODV increase even faster than that of QoS enabled 
NDMR. 
It is for the reason that availability of multiple node-disjoint routing paths 
and the RUP packet in QoS enabled NDMR supports data being 
transmitted along the better path (as in a single path protocol, there is no 
better path to choose) and thus reduces route discovery latency and 
queue waiting time. 
In QoS enabled NDMR, a source node will allocate data packets to the 
other node-disjoint paths according to the information in the RUP to 
avoid blocking when there is a congestion in the network. This approach 
decreases the packets delay time again. 
AOMDV also provide smaller delay time than AODV because AOMDV 
also has backup routes and needs smaller route discovery overheads just 
as QoS enabled NDMR. 
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Figure 3.17 Average delay comparison 
'Ihr packet delay time of a single source destination node is also shown in 
Figure 118. It is the delay time of packets transmitted from source node 
19 to destination node 31. 
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Figure 3.19 Packet delivery ratio (CBR) 
Packet deliver' ratio is another important metric for ad hoc networks: it 
can be seen from Figure 3.19 that QoS enabled NDMR has a worse packet 
delivery ratio (5`%) lower) than NDMR. This shows that the loss rate is 
slightly greater for QoS enabled NDMR, which in turn influences the 
maximum network throughput. 
the reason for the lower packet delivery ratio is that the introduction of 
the periodic (per 5 seconds) route update packets (RUP) slightly increases 
the load and hence packet collision in the network since they are 
transmitted back to the source very frequently to report the real-time 
path information. llowever, the packet delivery ratio is still above 86% 
(the lowest error bar) for all mobile velocities, which is a satisfactory 
packet delivery ratio (in [831, a packet delivery ratio over 80% is deemed 
acceptable). 
The harket delivery ratios of AODV, DSR, AOMDV and QoS enabled 
NI)MR are also compared in Figure 3.20 (normalized values from [141). 
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Figure 3.20 Packet delivery ratio comparison 
Hic results show QoS enabled NDMR has a higher delivery ratio than 
AC)MDV and nmtich better packet delivery ratio than both DSR and 
AODV. More than 86 /(/) of the data packets of QoS enabled NDMR reach 
destinations at all mobility velocities. AOMDV has higher delivery ratio 
than l)SIZ and AO DV, both of which have a relatively low delivery ratio: 
at higher moving; velocity only around 50% packets can reach destination. 
Hie reason that QoS enabled NDMR shows better performance than 
AOI)V and l)SR is that it contains multiple node-disjoint routing paths. If 
a routing path is broken because of mobility of nodes or has high value of 
queue length, the source node of the data flow will select another 
available mle-disjoint routing path from the routing table to keep 
transmitting packets from source to destination node without any 
interruption. 
QoS enabled N[)MR has better packet delivery ratio than that of AOMDV 
this i' herause QoS enabled NDMR is able to find multiple node-disjoint 
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routing paths but AOMDV is only able to establish link-disjoint paths. 
That means the movement of nodes has less influence on QoS enabled 
NDMR, as the source node in QoS enabled NDMR is able to transmit data 
packets along alternative routing path if a link failure happens or current 
route has high queue length. These mechanisms of QoS enabled NDMR 
strengthens its robustness on moving nodes and improves packet 
delivery ratio. 
3.5.2 Exponential source 
In this experiment, the source generates packets as exponential 
distribution. The average sending rate is still set to the same as CBR - 10 
packets per second. It is more realistic than CBR as the real traffic for ad 
hoc networks as packets do not always arrive at a fixed rate. 512 byte 
Data packets are generated at the source node, the same as CBR. There 
are also 20 nodes which generate data packets in 50 nodes networks. 
Figure 3.21 describes the average end-to-end delay time in terms of nodes 
velocity. It can be seen that QoS enabled NDMR gives better transmission 
delay time when the source generates packets exponentially (as well as in 
the CBR scenario) when there is QoS support. A source node can always 
choose the path with the lowest queue length to transmit data according 
the information that is transmitted back in the RREP and RUP packets. 
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Figure 3.21 Average delay time (exponential source) 
In order to show that QoS enabled NDMR achieves a better transmission 
delay time than standard NDMR in spite of the overlapping of error bars, 
the highest value of QoS enabled NDMR (U)is shown with the results 
from corresponding seed (") of the NDMR value. 
All the highest values of the QoS enabled NDMR and the corresponding 
seed values of NDMR are shown in Figure 3.22. The delay time of QoS 
enabled NDMR is lower than that of NDMR for all mobile velocities 
which shows that QoS enabled NDMR is again achieving better 
performance than NDMR. 
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Figure 3.22 Error bar comparison of delay time (exponential) 
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Figure 3.23 Packet delivery ratio (exponential source) 
I i}; urc 121 shows the packet delivery ratio in terms of nodes velocity. 
Packet delivery ratio of QoS enabled NDMR is again a little lower than 
N[)MR as shown in Figure 323 for the same reason as before that the 
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introduction of the new RUP packets generates more traffic collisions in 
the network, but it is still acceptable as the delivery ratio values are all 
above 88% for all mobile velocities. 
3.5.3 Different number of sources 
In order to investigate the performance of different traffic load across the 
network, this set of experiments changes the number of sources from 10 
to 50 in the 50 node network with the maximum moving speed of 10m/s. 
The packet sending rate is set at 10 packets per second CBR rate. The 
network load is changed according to a varying number of sources in the 
network. 
Figure 3.24 shows the average end-to-end delay time in terms of the 
number of sources. From this figure, QoS enabled NDMR has a lower 
average delay time than standard NDMR even with the increasing of 
number of sources, although the values do get closer together as the 
number increases. 
Again the reason for the better performance is that the RREP and RUP 
packets carry the real-time queue length to the source node so the source 
can choose the lowest-delay path. Although QoS enabled NDMR can 
always do this, as the number of nodes increases, congestion starts to 
appear so that the delay on all routes builds up and QoS enabled NDMR 
loses its advantage over standard NDMR and the results converge. 
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Figure 3.24 Average delay (varying number of sources) 
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Figure 3.25 Packet delivery ratio (varying number of sources) 
fhe packet delivery ratio of the two protocols as the number of sources 
increases is shown in Figure 3.25. It shows that the packet delivery ratio 
for Qo i enabled NDMR is again a hit lower than standard NDMR as the 
introduction of RUP packets causes more collisions. The delivery ratio of 
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QoS enabled NDMR is more than 93%, but it reduces with the growing 
numbers of sources as there are more packet collisions across the network 
with more number of sources. 
3.5.4 Different priority 
As stated in section 2.7, DiffServ is a standard approach to achieve QoS in 
any IP network and could potentially be used to provide 
QoS in 
MANETs. In this experiment, it is implemented on the network layer for 
testing rather than on the MAC layer in [14]. There are mainly two types 
of traffic in a network: Expedited Forwarding (EF) and Best Effort (BE) 
traffic. 
" EF traffic [681169]: guarantees minimal delay and low loss. A queue 
that for EF traffic has greater service rate and lower congestion 
possibility, which will result in delay and loss in the network. Typical 
EF traffic examples are voice, video and other multimedia streams, 
which are regularly produced and need lower delay time and loss 
ratio. 
" BE traffic: there is no QoS guarantee for BE traffic. All users of BE 
traffic obtain best effort service that they obtain unspecified delivery 
time and delivery ratio. 
It is necessary to let the EF traffic (which requires low packet delay time) 
to be transmitted on lower delay time path and BE traffic on other 
node-disjoint paths for the same source destination pair. With QoS 
enabled NDMR, the source is able to choose the best path for EF traffic 
and BE packets are supposed to be transmitted on a higher delay time 
path to meet the different requirement. 
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In this experiment, the traffic source is CBR with 512 byte data packets. In 
order to investigate the network performance, 20 sources transmitted 
with 10 packets per second and velocity is changed from 0 to 20 m/ s with 
intervals of 5. Background BE traffic are generated by 20 other nodes at 2 
packets per second. 
When BE traffic suddenly increases at a node, the queue length of that 
node will increase. With RUP packets transmitted back to the source node 
periodically,, the source node is able to know the queue length of the path 
containing that node and always chooses the path with the lowest queue 
length transmitting EF traffic. This, therefore, guarantees EF traffic has a 
better transmission delay time than BE traffic all the time. 
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Figure 3.26 Average delay of different priorities 
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Figure 3.27 Packet delivery ratio of different priorities 
Figure 3.26 and Figure 3.27 show the average delay time and delivery 
ratio in terms of velocity of nodes of different priority traffic. EF traffic 
gets the lower delay and better delivery ratio than BE traffic. When the 
maximum velocity increases, the protocol discards more packets than 
that with low speeds. This is because the rapidly changing network and 
more frequent path breaks cause a greater number of overhead packets to 
be transmitted - and the protocol puts the BE traffic on the more heavily 
congested routes so leading to a higher drop rate. 
The error bars of different priority traffic overlap each other, but in all 
cases (even with individual seeds shown in Figure 3.28 and Figure 3.29). 
EF traffic always does better than BE traffic - as is expected. 
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3.5.5 Packet sequence integrity 
To efficiently utilize multiple access lines for single file transfer, 
multipath TCP communication methods have attracted interested [give 
refs]. A multipath TCP enables simultaneous distributed data transfer 
between two end-points on multiple TCP connections. However, these 
methods cannot fully utilize the available bandwidth of multiple paths 
because they do not properly consider the end-to-end delay of packet 
transmission, so out-of-order data arrival at the destination node causes a 
bottleneck in data sort operations. This problem is more severe in 
environments where the quality of each path is different or unstable, such 
as in MANETs. 
Arrival-Time matching Load-Balancing (ATLB) [841 continuously 
calculates the delay of each path, including the TCP queuing delay at a 
source node and the network delay, and then sends a data packet 
through the TCP connection with the lowest end-to-end delay. ATLB 
consists of a data distribution method to reduce the cost of data 
alignment in a destination node and a path-failure detection and recovery 
mechanism to prevent delay of the data transfer. 
With QoS enabled NDMR, the source node will change path to transmit 
packets automatically according to the real time path delay, which may 
cause the "out-of-order" problem: will the packets arrive at the 
destination in sequence? To answer that a sequence number is put into 
each packet in the simulation, the results show that with EF packets, all 
packets arrive at destination in sequence and only 1 in 4000 BE packets do 
not arrive at the destination in sequence. The upper layers can completely 
deal with such a low out-of-sequence rate (e. g. ATLB) rather than trying 
to solve the problem in the routing layer. 
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3.6 Summary 
In this chapter, a novel and useful QoS enabled NDMR in mobile ad hoc 
networks is proposed. With the new RUP packets carrying real time 
"queue-length" field, the source node is able to transmit packets along 
the optimum path. 
A simulation model of QoS enabled NDMR has also been implemented 
by the author and performance results for routing protocols of NDMR 
and QoS NDMR are shown and compared in different simulation 
scenarios. 
Simulation results show that the performance of QoS enabled NDMR is 
better than the standard NDMR. 
The next chapter will present an improved routing protocol based on QoS 
enabled NDMR. 
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4 QOS ENABLED NDMR IN A MULTI-RATE ENVIRONMENT 
4.1 Introduction 
Multi-rate feature is an important aspect of wireless communications. 
Wireless devices work on different transmission rates depending on 
channel quality and so can operate at a high data rate when the channel 
quality is sufficiently good, rather than staying at the lowest possible rate 
that will cover all eventualities. IEEE 802.11b provides the multi-rate 
capability for wireless LANs and ad hoc networks; it specifies four 
modulation formats and data rates: the basic access rate based on 1Mbps 
DBPSK modulation, the enhanced access rate based on 2Mbps DQPSK, 
and two High Rate access rates based on the CCK modulation scheme for 
5.5Mbps and 11Mbps [43]. 802.11g is the third modulation standard for 
Wireless LAN. It works in the 2.4 GHz band (like 802.11b) but operates at 
a maximum raw data rate of 54Mbps. 802.11g also provides multi-rate 
capability. The modulation scheme used in 802.11g is OFDM copied from 
802.11a with data rates of 6,9,12,18,24,36,48, and 54Mbps, and reverts 
to CCK (like the 802.11b standard) for 5.5 and 11Mbps and 
DBPSK/DQPSK for 1 and 2Mbps[78]. 
Higher data rates are commonly achieved by more efficient modulation 
schemes and the ability to transmit at multiple data rates is available at 
the physical layer for many wireless local area networking devices today. 
Rate adaptation dynamically switches data rates to match the channel 
conditions, in order to select the rate that will give the highest 
throughput for the channel conditions. 
Channel quality is measured by SNR (Signal Noise Ratio) at the receiver, 
which depends on the transmission power, the interference and the 
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distance between the source and destination nodes. Rate selection uses 
the channel quality to select an appropriate rate. A variety of techniques 
([44], [45] and [46]) have been reported but a common technique is 
threshold selection [44], where the value of a parameter is compared 
against a set of values and the appropriate for that value is chosen. 
As is well known, a higher data rate requires a better channel quality. 
When other factors are the same, the SNR is higher when the distance 
between the source and destination nodes is shorter. In this chapter, 
distance will be used as a measure of signal quality - however, this is 
only to demonstrate the principle and more accurate representations 
could be used. 
In this chapter, an overview of topology for multi-rate in ad hoc networks 
is presented. Then an adaptation is proposed to implement multi-rate 
transmission on the physical layer based on the QoS enabled NDMR to 
minimize overall delays. 
4.2 Overview of Multi-Rate ad hoc networks 
4.2.1 Receiver-Based Autorate (REAR) protocol 
The concept of RBAR [46] is to allow the receiver to select the appropriate 
rate for the data packet during the RTS/CTS packet exchange. 
Advantages of this approach include: 
" Both channel quality estimation and rate selection mechanisms are 
on the receiver to give more accurate rate selection as the process 
that estimates the channel quality can thus directly access all of the 
information made available, such as the number of multipath 
components, the symbol error rate and the received signal 
strength. 
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" The rate selection is done during the RTS/CTS exchange so that 
the channel quality estimates are performed nearer the time the 
data packet is to be sent, rather than during previous packet 
transmission schemes as is the case with other schemes ([70] and 
[71]). 
" It can be implemented into IEEE 802.11 with minor changes. 
4.2.2 A Relay-Based MAC (RMAC) to support multi-rate feature 
In RMAC [45], the packet transmission process is split into two phases: 
handshaking and data transmission. 
0 Handshaking is used to reserve the wireless channel, to exchange 
the channel quality information and to decide what data rates will 
be used in the data transmission phase. 
" The data transmission phase can be performed either in direct 
mode (where the transmitter sends the data packet to the receiver 
directly) and relay transmission (where the transmitter transmits 
the data packet to the relay and the relay forwards the packet to 
the receiver). The decision as to which mode is taken is based on 
the information exchanged at the handshaking phase. 
Although relay uses one intermediate node, it is not ad hoc and also the 
aim is to select the best data rate and mode of transmission rather than to 
make use of a multi-rate environment - so it will not be considered 
further. 
4.2.3 High throughput reactive routing in multi-rate ad hoc networks 
This routing protocol [441 is probably the closest existing protocol to the 
concept presented here, although it is still very different. The approach is 
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to use the MAC delay as a metric when choosing high throughput routes 
in AODV. This is a very useful metric to identify congestion hot spots 
and measure link interference in an ad hoc network. For 802.11 MAC, 
under certain assumptions such as zero bit error rate and no collision 
losses, the MAC delay time per frame is in the form of 
az+bps 
where x is the frame length in bytes, and a and b are parameters of data 
rates and modulation schemes [72]. When using MAC delay as the 
routing metric, we assign each link a cost proportional to its theoretical 
MAC delay given above. Table 4.1 gives the MAC delays and link costs 
for different 802.11 b rates. The aim of the routing protocol is to find the 
least cost path from the source to the destination. 
Table 4.1 MAC delay and link cost 9 
Link rate, Mbits/s MAC delay, ps Link cost 
1.0 9814 4.28 
2.0 5678 2.48 
5.5 3046 1.33 
11.0 2294 1.0 
In this protocol, the basic AODV protocol is modified by changing the 
hop count metric used in AODV to the new cost metric based on MAC 
delay. A new "path cost" field is appended to the RREQ and RREP 
packets. When an intermediate node receives an RREQ, it increases the 
cost value in the RREQ by the "cost" of the link over which it received the 
request, and then re-broadcasts the RREQ packet. During the RREQ 
9 Table 1 from[441 
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forwarding process, intermediate nodes update their route table only 
when the new path cost is smaller than the previous one. 
Multi-path routing is not supported in standard AODV protocol as it 
always chooses the minimum hop count path. However, discovering 
multiple paths is achieved in this protocol and better (lower-delay and 
higher throughput) paths (not necessarily the minimum hop count route) 
are acquired for transmitting data. 
This is done by requiring intermediate nodes to retransmit a duplicate 
RREQ if the new path has a smaller path cost than the previous one. After 
receiving the first RREQ packet, the destination waits for a timeout 
period so that it can learn all the possible routes, which it does by 
accepting more than one RREQ from different neighbours. The 
destination chooses the route with the least path cost then generates and 
transmits an RREP packet back to the source node along the reverse path. 
Figure 4.1 shows a simple topology (taken from [44]) of an ad hoc 
network with node connectivity and available data rate of each link. The 
traditional shortest-path routing protocols will select route A-B-C for the 
source destination pair of A-C as this has the minimum number of hops. 
However, route A-D-B-E-C consists of higher date rate links (although 
with increased hop count), and could achieve higher throughput if 
chosen. 
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Figure 4.1 Simple topology with Multi-rate support 10 
All the multi-rate routing protocols mentioned above do not use the 
node-disjoint routing supporting multi-rate, which cannot achieve the 
best multi-rate performance along multipath. In the next section, a 
routing protocol combining the node-disjoint and multi-rate is proposed. 
4.3 Multi-rate QoS enabled NDMR 
4.3.1 Introduction 
There has been no previous work in the literature on including the 
advantages of multi-rate transmission on NDMR. This section describes 
how that capability can be added to QoS enabled NDMR. 
In the previous chapter, it was shown that QoS enabled NDMR achieves 
better transmission delay by selecting the path with lowest queue length, 
but all packets are transmitted with the same transmission rate on the 
physical layer so that the approach does not take advantage of the 
multi-rate feature in wireless communications. 
The delay at a node depends on the transmission rate as well as queue 
length, so that, if advantage is taken of multi-rate capability when 
10 Figure 1 from[441 
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implementing the QoS enabled NDMR, the overall delay time can he 
lowered because it is the delay time that is now being considered directly. 
Link rate, as explained earlier, depends on the SNR value - and received 
signal power decreases with distance, so that generally the SNR decreases 
as the distance between source and destination increases. 
In this thesis, distance is used as a first approximation to SNR so that 
packets ran be transmitted with a higher rate when the distance between 
nudes is short and with lower rate when the distance is long. 
Fhis simplification is made because the point here is to demonstrate the 
ability of QO Iý enabled NDMR to take additional factors, like distance into 
consideration. It would be perfectly possible to replace the measure 
"distance" with the algorithm that implements 802.11 rate variation, but 
tli( hrinrihlr wOUld remain the same. 
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Figure 4.2 Simple topology of Multi-rate 
102 
As an example, Figure 4.2 shows a simple topology of a node-disjoint ad 
hoc network together with node connectivity and available data rate of 
each link. In the standard NDMR or QoS enabled NDMR routing 
protocols, all nodes transmit packets at the same rate, but in this figure, 
higher rates can be used where the nodes are closer together. Of course, 
nodes move and the distance between them changes, so that this figure 
represents just a snapshot. 
In this multi-rate featured protocol, a node is enabled to transmit packets 
at higher rate if the link distance is below a threshold. This is called 
multi-rate QoS enabled NDMR. 
In the examples here, the distance threshold is set to 100m (remember the 
maximum transmission range is 250m) and below that distance the 
higher rate can be used. 
In the snapshot in Figure 4.2, the node distance between node c and e, 
node b and d, and node h and i are all less than that threshold so that 
packets between these paths will be transmitted with a higher rate to and 
hence the transmission delay time will be reduced. 
4.3.2 Multi-rate Simulation Model 
To evaluate the effectiveness of QoS enabled NDMR with Multi-rate 
support; its performance is compared with that of standard QoS enabled 
using a simulation built in OPNET. 
103 
Routing layer 
Next hop 
Next hop 
Mobility N MAC layer 
model Link distance 
Marked muuaiked 
packet 
Physical layer 
Figure 4.3 Flow chart of multi-rate implementation 
A flow chart illustrating the implementation of multi-rate QoS enabled 
NI)MR is shown in Figure 4.1. In order to adjust transmission rate at the 
physical laver according to the link distance, global variables are used to 
pass parameters between layers. When a packet gets all the routing 
information it needs, it will be passed to the MAC layer. Before passing 
the packet to physical layer, the MAC layer looks up the link distance in 
the mobility model through a global variable using the "next 
_hop" 
field 
in the packet. If the distance is lower than the threshold (100m), it marks 
the packet and passes it to the physical layer. 
If the physical laver receives a marked packet, it will adjust the 
transmission rata and forward the packet at the higher rate of 2Mbits/s; 
otherwise, the packet will he transmitted at the basic rate of 1Mbits/s. 
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4.3.3 Mobility and Traffic Model 
Random waypoint model [29] is applied to simulate nodes movement. 
Each node moves from a random start position to a random destination 
at a certain speed. After reaching the destination, another random 
destination is selected after a pause time (here 30s). 50 nodes move 
around within a 1000m x 1000m area field. The radio transmission range 
of each node sets to 250m. 
Source nodes generate 512 bytes packets at CBR (constant bit rate) or 
exponential rate. All nodes are located randomly across the network. 
The number of sources also could be changed for the experiment of 
different the traffic load in the network. The higher sending rate is used 
when the link distance is less than the threshold 100m; in other cases, the 
basic rate is used. 
A simulation runs for 600 simulation seconds. One result point is the 
average value of five runs with different random seeds. The maximum 
and minimum values (error bars) are shown in the figures. 
4.4 Simulation results 
4.4.1 CBR source (constant bit rate) 
The first experiment is using CBR sources, each sending 512-byte data 
packets and there are 20 source nodes within the network of 50 nodes. 
The packet sending rate at the physical layer is set to 1Mbits/s for link 
distances more than 100m and 2Mbits/s if the link distance is less than 
that. 
105 
0 05 
0 04 
0 03 
ö 
002 
00, 
Figure 4.4 Average delay comparison (multi-rate CBR) 
Fhe simulation results in Figure 4.4 show that by allowing multi-rate 
transmission, the overall delay is reduced again at all mobile velocities 
compared with the standard QoS enabled NDMR. With multi-rate 
implemented in the QoS enabled NDMR, when packets are transmitting 
at a higher speed, the queue length of the node along that path will 
shrink, thus reduce the transmission delay of that path and across the 
network. 
This is expected as the multi-rate approach implemented in the QoS 
enabled NDMR accelerates the packet forwarding when the link distance 
is small and hence reduces the overall transmission time. The results 
confirm that this is indeed happening. 
The error bars of two routing protocols do overlap, but again the highest 
value of QoS enabled NDMR (") is higher than the corresponding 
multi-rate run (") - Figure 4.5. 
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4.4.2 Exponential source 
In this exhwrinwnt, the real-time source generates packets as an 
exponential distribution. This is a more realistic approximation than CBR 
for real mobile ad hoc networks. Traffic sources again have 512 byte data 
packets and there are 20 source nodes within the 50-nodes network. The 
packet sending; rate at physical layer is set to the same as CBR - 1Mhit/s 
and 2Mhits/s. 
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Again, although error bars overlap, the corresponding runs (Figure 4.6) 
still show that the multi rate approach is better. 
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Figure 4.7 Error bar comparison of delay time (exponential) 
Values with corresponding runs of these two protocols are also drawn in 
Figure 4.7 to show the delay time comparison. 
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4.4.3 Different number of sources 
This set of experiments changes the number of sources from 10 to 50 in 
the 50 nodes network with the maximum moving speed of 10 m/s. The 
packet sending rate sets at 10 packets per second CBR rate as before. The 
network load is changed according to different number of sources in the 
network. 
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Figure 4.8 Average delay comparison (different number of sources) 
The average delay time shrinks for all number of sources with the 
support of multi-rate in Figure 4.8. With multi-rate support, the data can 
be transmitted at a higher rate when the distance is short; the pure QoS 
enabled NDMR allows the data transmitted all at the lower base rate. 
Thus, multi-rate archives better performance. The trends of the two delay 
time lines are the same as multi-rate only changes the transmission rate 
when node distance is low, other factors in the scenario remain the same. 
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A comparison with corresponding runs is given in Figure 4.9 to show that 
multi-rate QoS enabled NDN'IR still gets lower transmission delay with 
different number of sources. 
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4.5 Summary 
In this chapter, a now protocol which combines multi-rate feature and 
QoS enabled NDMR is proposed. This takes advantage of multi-rate 
availability in mobile ad hoc networks and allows lower end-to-end 
transmission delay by using different transmission rates according to 
different distances between nodes. 
The performance evaluation and comparison between QoS enabled 
NDMR and multi-rate QoS enabled NDMR are studied 1 extensive 
simulations that show that QoS enabled NDMR with multi-rate achieves 
better performance than pure QoS enabled NDMR by taking advantage 
of the higher rates available on close links. 
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It can be concluded that in the ever changing topology of ad hoc 
networks, multi-rate QoS enabled NDMR could be served as a better QoS 
approach to support real-time multimedia applications. 
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5 NDMR IN SPARSE NETWORKS 
5.1 Introduction 
In some situations, there are much fewer nodes in the transmission - for 
example, while there could be 50 nodes in a reasonable size area (1000m * 
1000 m) for civilian communications, monitoring applications or medium 
scale military deployments. For example, a Vehicular Ad Hoc Network 
(VANET) can be fully connected during the rush hour in a day [75]. In a 
large conference room, a large number of desktops and laptops need to 
be connected to each other during the conference. 
However, there may be other scenarios where the area is only sparsely 
populated - and in some cases this may be the very reason ad hoc is 
deployed since the nodes are so far apart, the only way to communicate 
outside the area is to relay through other nodes. For example, in a smart 
house, several sensors could be installed in a large house with a sparse 
density and they are required to communicate with each other [77]. 
VANET could be sparsely connected during the non-rush-hour time [75]. 
We also need communication in the desert area with the settlements are 
spread over a large scale and few populations [76]. 
When the node distribution is sparse, there may be problems when 
applying NMDR and QoS enabled NDMR as these protocols are based on 
the existing of several paths, but with fewer nodes it is not easy to find 
several paths between a source-destination pair any more. This is 
illustrated in Figure 5.1. 
As shown in the figure, when there are enough nodes in the field, the 
distance between each node is within the transmission range and it is 
very easy to find multiple paths for a source-destination nodes and QoS 
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enabled NDMR is feasible and effective. 
0 
0 
0 
0 0 
0 0 
0 
00 
o°oo0 
o0 o o° 
o"o0ö 
Figure 5.1 Sufficient nodes for NDMR 
00 
;o 
ono '' 
Io 
00 
0 
o° 
o° 00 
Figure 5.2 Sparse scenario 
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The situation is different with a sparse scenario. From Figure 5.2, we can 
see that with only 20 nodes in the same area, the density is much lower 
and nodes are not within each other's transmission range so often. For a 
source and destination pair, it is, in this example, impossible to find 
several paths for supporting NDMR and QoS NDMR so that the routing 
will revert to a single path, so losing the benefits of having multiple 
paths. 
For instance, if a path breaks there is the time to establish a new one, 
although in a very sparse network it may actually be impossible to find 
another route on a path break and communication is lost. This is an 
inevitable consequence of having very sparse ad hoc networks and there 
is nothing that can address that extreme condition. 
In this chapter, intermediate situations are considered where the density 
is low but alternative paths can be found, but not necessarily 
node-disjoint. Such a situation is illustrated in Figure 5.3. 
Gký 
Figure 5.3 Sparse scenario 
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5.2 Limitations of NDMR 
As discussed previously, NDMR and QoS enabled NDMR show better 
performance than other on-demand ad hoc routing protocols, but they 
have all been simulated in scenario with a dense distribution of nodes (50 
nodes in a 1000m * 1000m field). In the different situation of a sparse 
network (less than 30 nodes in a 1000m * 1000m field), it may be that 
node-disjoint paths will not be available and the advantages of the 
protocol would be lost. 
NDMR routing protocol is based on the concept that there is more than 
one route path (up to three paths in the implementation) between one 
source and destination pair. If one route path breaks, the source node 
could use the other path to continue transmitting data without initialising 
a new route discovery process so that the route discovery time is saved 
and a lower delay time than other routing protocols can be obtained. 
With a sparse network, the possibility of finding a node-disjoint route is 
lower. For one source and destination pair, there may be only one route 
path and under such circumstances there are no back-up routes for that 
source node to continue transmitting data in the event of a path break. 
NDMR would, therefore, lose the advantage of multiple node disjoint 
routing protocols and it would have to initiate a route discovery process 
to find a new route in the event of a path break. This new route discovery 
would be likely to increase the overall delay. 
This would be the same for NDMR and QoS enabled NDMR. 
Figure 5.4 shows results from the sparse node situation compared with 
the dense-node network. The simulation scenarios are all the same except 
for the number of nodes in the network area. The results clearly show 
that with a lower number of nodes, the average delay time increases a lot, 
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the performance is no longer acceptable and NDMR loses its advantage. 
This increased delay is entirely down to the greater need to rebuild paths 
on a break as there are fewer back-up paths available. 
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Figure 5.4 Average delay comparison in sparse and dense network 
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Figure 5.5 is the average delay time of EF and BE traffic for the sparse 
network. The priorities no longer work and delay times of the two 
priorities overlap: EF traffic does not have a lower delay time any longer 
because there is no better path to transmit higher priority packets in 
sparse node networks. 
The delay time is also longer with the increase of mobile velocity because 
the higher the speed at which the node moves, the quicker it moves out of 
the transmission range of the connected node; with only a small number 
of nodes in the network it is harder to establish a route between a source 
and destination pair. 
From the results above, the performance of NDMR gets worse with the 
decrease in number of nodes. In order to find out how many nodes in the 
network are acceptable for NDMR, a simulation with different numbers 
of nodes has been carried to assess the performance of NDMR. 
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Figure 5.6 Average delay of different number of nodes 
It can be seen from Figure 5.6, the average delay time improves 
dramatically as the number of nodes increases. When there are 40 or 50 
nodes in the network, the performance is very good, but as the number of 
nodes decreases to less than 30, the performance is not acceptable 
anymore. It has been shown, therefore, that NDMR works very well only 
in the dense node network as it needs enough nodes to establish two or 
three node-disjoint routes that can be backups for each other to all data to 
be transmitted continuously. 
It can be seen that the error bars overlap when the node velocity reaches 
20m/s. That is because the faster the node moves, the quicker the 
network topology changes, and uncertainty of finding node-disjoint path 
is increased in the sparse node network. The error bars are also larger 
with the sparse node situation as there is more variability in finding 
paths. 
However, despite this large variation in average delay time, it is clear that 
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as the number of nodes goes down then the performance deteriorates. 
5.3 Modifications for NDMR in sparse node networks 
Although NDMR will not work properly in sparse node network, it is a 
very good routing protocol with many advantages. In order to achieve 
better performance with small number of nodes in network for NDMR, 
modifications can be carried out to get round some of these limitations. 
These modifications have been investigated in a series of experiments. 
5.3.1 Loosening of route constraint 
In the first experiment, the route constraint is loosened. A route can have 
one common node with other routes for a source-destination pair - so it is 
link-disjoint but not node disjoint. An example is shown in Figure 5.7. 
One common node C1 is now allowed between the route paths of yellow 
source-destination pair. 
Figure 5.7 One common node 
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From Figure 5.8, when NDMR allows one common node in the sparse 
network, the average delay time (dotted line) decreases. The reason is 
that after allowing one common node, it is easier to find back-up routes 
among the small number of nodes to continue transmitting packets if the 
first route fails, so that saves the route discovery time and thus decreases 
the delay time dramatically. 
The error bars overlaps as the node velocity increases. As discussed 
before, the uncertainty of the network topology increases as the node 
speed increases and this gets worse the smaller the number of nodes. The 
variation in delay still shows that with the decrease of number of nodes 
in the network, the performance is getting worse. 
In order to clearly show the effect of one common node, the number of 
route breaks and route discovery time are also plotted in Figure 5.9 and 
Figure 5.10. They are both improved after allowing one common node in 
sparse node network. 
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Figure 5.10 Number of route discovery times in sparse scenario 
From the figures above, we can see that with one common node allowing 
the number of route breaks to decrease so the time penalty of route 
discovery due to route break is also decreased, hence reducing the 
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average transmission delay time in sparse node networks. 
5.3.2 QoS enabled NDMR with one common node 
In order to investigate the effect of having one common node, QoS 
enabled NDMR with one common node has been implemented. Figure 
5.4 has shown that QoS enabled NDMR cannot achieve better 
performance than NDMR in sparse node network as no multipath exists. 
The results shown in Figure 5.11 also compare the average delay against 
velocity for QoS enabled NDMR in different density networks. It shows 
that with the density increasing in the network, QoS enabled NDMR gets 
better performance. 
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Figure 5.11 QoS enabled NDMR with one common node comparison 
From Figure 5.11, the average delay time of QoS enabled NDMR with one 
common node in a sparse node network (10 and 20 nodes) also increases 
a lot. A comparison between QoS enabled NDMR and QoS enabled 
NDMR with one common node in a dense node network is also shown in 
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It can be seen that in the dense node network, the routing protocol with 
one common node achieves better transmission delay time when the 
node are static but QoS enabled NDMR without a common node is better 
when the nodes moving fast (maximum speed is 20m/s). 
The reason is that when the network is static, there is no link break 
happening and allowing one common node in the route path makes it is 
easier to find multiple short routes between source and destination nodes 
to reduce the transmission delay time. 
When the nodes are moving faster, a break involving the common node 
will have a greater effect overall; the advantage of QoS enabled NDMR is 
that the back-up routes are always unaffected by a path break and so the 
advantages of NDMR will take effect and there will be a lower 
transmission delay time. 
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5.3.3 Two common nodes 
In this experiment the constraint is loosened even further to allow two 
common nodes (Figure 5.12). Two common nodes C1 and C2 are now 
allowed between the route paths for the yellow source-destination pair. 
The simulation results are shown in Figure 5.13. 
Figure 5.12 Two common nodes 
After two common nodes are allowed, the delay time is reduced again 
compared with the case when only one common node is permitted: the 
source node has more hack-up routes to choose and thus there is a higher 
probability that there is a hack-up route to choose in the event of a path 
break. 
124 
I 
0.9 
0.8 1 
0.7 
0.6 
0.5 
u 
0.4 
0.3 
0.2 
0.1 
oý 
0 5 10 15 20 25 
Ieüw Velocity (i/s) 
Figure 5.13 Average delay time of one and two CN path 
The error bars overlaps very much this time. As two common nodes are 
allowed, the link breaks happen more often and with the change of 
network topology the delay time varies a lot so leading to more variation 
between runs. 
We can see from the results of allowing common nodes, although the 
delay time is lower for sparse networks with one or two common nodes 
in the route path, it is still higher than the standard NDMR and QoS 
enabled NDMR in a dense node network. 
It must be remembered though that allowing common nodes is losing the 
advantage of NDMR; without multiple node-disjoint routing paths, it is 
very easy to have link breaks on several paths due to only a single node 
failure: this violate the original intention of the NDMR routing protocol 
and means that one or more of the back-up routes is no longer available. 
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5.4 Summary 
In this chapter, some of the problems with trying to use NDMR in sparse 
networks have been addressed. NDMR and QoS enabled NDMR are not 
suitable for low-density mobile ad hoc networks as there are not enough 
paths to set up several "node-disjoint" routes. 
After loosening the restrictions in sparse node networks, a better 
performance can be obtained, but the problem of not having completely 
separate back-up paths becomes more acute as the node velocity 
increases. 
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6 CONCLUSIONS AND FUTURE WORK 
6.1 Conclusions 
This thesis has presented an architecture for improving QoS in mobile ad 
hoc networks by modifying the Node-Disjoint Multipath Routing 
Protocol. 
The introduction of a new type of packet in the network recording the 
queue length of each node along the paths set up gives the opportunity to 
allocate packets to paths in an optimum way to meet instantaneous 
constraints. 
This approach allows the protocol to take advantage of the multi-rate 
capability of IEEE 802.11 and set up paths in such a way that the overall 
delay is calculated, not just the queue length at nodes. This could 
obviously be extended so any other measurable parameters could be 
included in the assessment of the performance. 
While the results show considerable benefit, the investigation also 
considers the effect of sparse networks where the advantages of NDMR 
cannot be achieved because of the lack of node-disjoint routes. 
6.2 Future Work 
One aspect of this work that could be extended is to dynamically switch 
between node-disjoint, link-disjoint or common links and nodes in 
response to the instantaneous configuration in the network. 
The control overhead to discover the options (for example minimum 
number of common nodes) would be greater and a study would have to 
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be performed to see if the overhead of this is outweighed by improved 
performance. 
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