Literature addressing master production scheduling (MPS) typically focuses on the development of sophisticated MPS methods with the expectation that these methods will result in feasible plans and improved performance. However, empirical evidence showing that sophisticated methods are better than simpler ones remains scarce, and companies have reported difficulties with using sophisticated planning methods. In this study, we therefore investigate how sophisticated MPS methods impact three perception-based performance variables-namely, plan feasibility, inventory turnover rate, and delivery service-while accounting for the complexities of planning environments and MPS maturity. We define six MPS methods, ranging from those that ignore capacity to those exhibiting capacity-constrained planning using optimisation. An analysis of survey data from a sample of Swedish manufacturing companies reveals a significant negative effect of less sophisticated methods compared to highly sophisticated ones in terms of plan feasibility, as well as a significant negative effect of the simplest method in considering available capacity compared to highly sophisticated methods in terms of delivery service. The maturity of the MPS process most significantly impacts all performance measures, whereas planning environment complexity shows only a weak negative impact. Findings also indicate that both MPS process maturity and sophisticated MPS methods mediate the negative performance prompted by complex planning environments. Results thus suggest that sophisticated MPS may generally affect performance both directly and indirectly. Using sophisticated MPS methods reduces the negative effects of complex planning environments and results in more feasible plans irrespective of environment complexity and process maturity.
Introduction
Master production scheduling (MPS) is the process of developing plans for identifying which quantities of products should be manufactured during certain periods. MPS therefore drives operations in terms of what is assembled, manufactured, and bought (Vieira and Favaretto, 2006) . MPS additionally provides information for sales regarding what can be promised to customers and when deliveries can be made, which makes the method a vital link between customer order management and production (Zhao et al., 2001 ). These characteristics mean that MPS is the basis for meeting delivery promises without inducing high inventory levels, as well as for resolving tradeoffs between sales and manufacturing (Jacobs et al., 2011) .
Despite the importance of MPS, literature focusing on ways to improve production planning and scheduling processes remains limited (de Snoo et al., 2011) . Most literature concerning MPS addresses the development of sophisticated methods with the assumption that these methods result in feasible plans and improved performance in plants (e.g., Bakhrankova, 2010; Chen and Ji, 2006; Chu, 1995; Robinson et al., 2008; Vieira and Favaretto, 2006; Zhao et al., 2001) . Today, standardised commercial off-theshelf software, including enterprise resource planning (ERP) and advanced planning and scheduling (APS) systems, has improved the accessibility of using sophisticated methods such as constraint-based planning supported by heuristics and/or optimisation (Entrup, 2005; Hvolby and Steger-Jensen, 2010; Kreipl and Dickersbach, 2007; Stadtler and Kilger, 2010) .
Nevertheless, not everyone is convinced that sophisticated methods can precipitate outstanding planning and scheduling (Carvalho et al., 2014; de Kok and Graves, 2003; Jackson et al., 2004; Jonsson and Mattsson, 2009) . Studies indicate several problems involved in successfully using sophisticated methods in planning processes, including difficulties with understanding output, personnel's lack of motivation to update data, and small changes on the shop floor that result in major changes in the schedule (Carvalho et al., 2014; Ivert and Jonsson, 2011; Jonsson, 2008; Kreipl and Dickersbach, 2007) . As many companies are prepared to invest or have already invested in standardised commercial off-the-shelf software, it is of necessity to evaluate how using sophisticated methods can affect performance.
To understand how sophisticated MPS methods impact planning performance, it is important to accommodate contextual and organisational aspects often indicated in explanations of why some companies succeed in production planning and scheduling while others do not (e.g., Jackson et al., 2004; Jonsson and Mattsson, 2008; Setia et al., 2008) . Literature on the topic stresses the difficulty of conducting MPS in complex environments (Soares and Vieira, 2009; Tenhiälä, 2011) and that companies with mature processes achieve better performance than those with less mature processes (Heinrich and Simchi-Levi, 2005) . In this study, we seek to understand the impact of sophisticated MPS methods by considering the effects of planning environment complexity and MPS maturity. To our knowledge, no study has yet investigated how sophisticated planning methods affect performance in light of contextual and organisational aspects. Furthermore, only few studies have investigated the effects of MPS methods in practice. Understanding the importance of planning environment complexity, MPS maturity, and sophisticated MPS methods is essential for achieving state-of-the-art MPS. Is it that high complexity in the environment makes MPS so difficult to carry out that using MPS methods and appealing to levels of MPS maturity do not matter? Or is the importance of context exaggerated insofar that we hide behind the idea that planning environments are so unique that applying available methods and practices is impossible? How important is it to implement a mature process and use sophisticated methods? Should we invest in planning software employing sophisticated methods, or is it better to invest in the process? The purpose of the study described in this paper was to investigate the impact of sophisticated MPS methods in light of planning environment complexity and MPS maturity on plan feasibility, inventory turnover rate, and delivery service. In the following sections, MPS and MPS Full reference to this article: Jonsson, P. and Kjellsdotter Ivert, L. (2015) . "Improving performance with sophisticated master production scheduling". International Journal of Production Economics, Vol. 168, pp. 118-130. DOI:10.1016 /j.ijpe.2015 4 sophisticated than Method 2 insofar that the former balances capacity according to certain goals for the inventory or order backlog level. Method 4 corresponds to capacity requirement planning (Jacobs et al., 2011) , while Method 5 corresponds to Tenhiälä's (2011) 'capacity levelling', in which rescheduling occurs automatically in cases of capacity overload or underload. Lastly, in Method 6, which corresponds to Tenhiälä's (2011) optimisation, the development of production plans occurs more or less automatically. Methods 1-3 can be applied with simple planning software support, if any at all, while Methods 4-6 require planning software (e.g., ERP and APS systems) to identify capacity imbalances and understand their consequences. Table 1 describes each of the six methods according to its respective goal, scope, procedure, automation, and IT support. Many studies have emphasised the necessity of sophisticated methods for creating production plans (Ivert and Jonsson, 2010; Stadtler and Kilger, 2010; Vieira and Favaretto, 2006) . It is often considered to be impossible to develop feasible production plans without taking capacity limitations and various business objectives into consideration (Fleischmann and Meyr, 2003; Vieira and Favaretto, 2006) . Over the years, researchers and software vendors have put forth great effort in developing mathematical algorithms that enable the capacity levelling of production plans (Lin et Full reference to this article: Jonsson, P. and Kjellsdotter Ivert, L. (2015) . "Improving performance with sophisticated master production scheduling". International Journal of Production Economics, Vol. 168, pp. 118-130. DOI:10.1016 /j.ijpe.2015 .06.012 5 al., 2007 Tenhiälä, 2011) . At the same time, individual studies have found that using constraint-based planning and/or optimisation in developing production plans allows positive outputs, including synchronised plans, reduced inventory levels, increased customer service, and improved capacity use (Reuter, 2005; Rudberg and Thulin, 2009; Wagner and Meyer, 2005) . By extension, other research indicates that using sophisticated methods can improve the use of production plans given that investment in a sophisticated method per se increases interest in the process and its outputs among personnel (Ivert and Jonsson, 2014) .
Planning environment complexity
It has been argued that planning becomes more difficult to conduct as environments become more complex (Günter, 2005) and that this condition-namely, planning environment complexity-negatively impacts production plans and plant performance (Bozarth et al., 2009; de Snoo et al., 2011) . According to Vieira and Favaretto (2006) , as environments become more complex in terms of the number of products, resources, raw materials, set-up times, restrictions in capacity, uncertainties in demand, supply and production, the more difficult it becomes to conduct MPS and generate feasible production plans. An increased number of entities (e.g., products, resources, and raw materials) increases the number of planning activities (Bozarth et al., 2009; Jacobs et al., 2011) , whereas a high level of variability in production, demand, and supply makes it difficult to establish and adhere to an effective production plan (Wiers, 2009 ). The planning environment variables identified by Vieira and Favaretto (2006) correspond well with the dimensions constituting supply chain complexity as defined by Bozarth et al. (2009) . Accordingly, planning environment complexity is conceived as the level of detail and dynamic complexity that affects MPS; detail complexity refers to the distinct number of components and parts that affects the MPS; and dynamic complexity means the unpredictability of the input of the system and of the system's response to that input (i.e., uncertainties in demand, production, and supply) (Mula et al., 2006) . Bozarth et al. (2009) have found that supply chain characteristics that address constraint and uncertainties affect the performance of the production schedule and the plant more than characteristics that address the number of entities.
MPS maturity
As firms increasingly view their organisations from process-based perspectives, the concept of process maturity becomes increasingly important (Lockamy et al., 2008) . Process maturity proposes that a process has a life cycle that can be assessed according to how well the process is explicitly defined, managed, measured, and controlled (Lockamy et al., 2008) . As processes mature, process capability improves, which in turn improves the performance of the organisation (e.g., Heinrich and Simchi-Levi, 2005; Lockamy and McCormack, 2004) . Using maturity as a measure for evaluating an organisation's capabilities in certain areas has become quite popular (de Bruin and Rosemann, 2005) , and several models for measuring process maturity have been proposed (e.g., de Bruin and Rosemann, 2005; Fisher, 2004; Grimson and Pyke, 2007; Heinrich and Simchi-Levi, 2005; Lockamy and McCormack, 2004; Thomé et al., 2011) . Most process maturity models in current literature relate to the process of software development and project management (Lockamy et al., 2008) ; however, recent studies in production planning and control have begun to address aspects linked to maturity (de Full reference to this article: Jonsson, P. and Kjellsdotter Ivert, L. (2015) . "Improving performance with sophisticated master production scheduling". International Journal of Production Economics, Vol. 168, pp. 118-130. DOI:10.1016 /j.ijpe.2015 6 Snoo et al., 2011; Grimson and Pyke, 2007; Ivert and Jonsson, 2010; Thomé et al., 2011) . Grimson and Pyke (2007) , Oliva and Watson (2011) , and Tuomikangas and Kaipia (2014) have all emphasised the importance of collaboration and meetings in production planning processes, in addition to stressing that planning meetings to address the development of preliminary and final production plans increases the possibility of achieving positive results. Studies have furthermore shown that organisational infrastructure is of particular importance in establishing high performance rates (de Snoo et al., 2011; Zhou et al., 2009 ). An advantage of involving people from different functions in the planning process is increased commitment to the plans themselves (Jonsson et al., 2007) . Berglund and Karltun (2007) and Carvalho et al. (2014) have highlighted that the degree of proximity among employees is a factor that influences performance. MPS may be performed as an automatic calculative procedure involving one person, yet can also be managed by a responsible planning organisation that involves key personnel from different departments, each performing a distinct planning activity that serves as an input to the subsequent activity (Ivert and Jonsson, 2010) . Figure 1 illustrates the research model used in the present study. Based on the literature review, three hypotheses are generated. Given the study's chief aim to explain how sophisticated MPS methods affect performance, we consider the effects of planning environment complexity and MPS maturity upon performance first and second in the research model. Thereafter, the additional contribution of sophisticated MPS methods to performance is examined. From this, the hypotheses are as follows:
Research model
H1: Greater planning environment complexity negatively impacts MPS performance.
H2:
Greater MPS maturity positively impacts MPS performance, after the effect of planning environment complexity is controlled for. H3: More sophisticated MPS methods more positively impact MPS performance than less sophisticated methods, after the effects of planning environment complexity and MPS maturity are controlled for.
Aside from planning environment complexity, MPS maturity, and the sophistication of MPS methods, other variables can also affect MPS performance. Firm size and flexibility in increasing and decreasing capacity are used here as control variables. Company size is often emphasised in the literature as a variable that might influence the performance of planning approaches and methods (e.g., Jonsson, 2008; Schroeder et al., 1981) . Larger companies often have more complex material flows and more products, resources, and cross-functional relationships, which might result in a more complex planning process. The company's flexibility with adjusting capacity should also influence performance measures. When the limited available capacity is not taken into consideration, the possibility of adjusting the available capacity to make use of the production plan becomes important. The more sophisticated the MPS method for the development of the production plan, the less important it is to have high-capacity flexibility, since capacity is taken into consideration in an increasingly sophisticated manner. 
Method

Sample selection and data collection
The study population consists of Swedish manufacturing companies with more than 100 employees. Since Sweden represents a wide range of manufacturing industries (Table 2) and has been deemed an early adopter of new IT (Olhager and Selldin, 2003) , the use of sophisticated MPS methods is not uncommon in the country. Addresses of manufacturing companies were taken from the Swedish postal service's database, resulting in 1,103 unique firms, each of which was sent a questionnaire. In all, 326 completed questionnaires were returned, for a response rate of about 30%.
Full reference to this article: Jonsson, P. and Kjellsdotter Ivert, L. (2015) . "Improving performance with sophisticated master production scheduling". International Journal of Production Economics, Vol. 168, pp. 118-130. DOI:10.1016 /j.ijpe.2015 8 Total: 315 Note: The selection included 1,103 firms, and the number of responses was 326, yet our database contained industry and firm size information for only 1,052 of the 1,103 addresses. As such, 315 of the 326 responses came from these 1,052 companies.
Key informant and nonresponse bias
Ideally, questionnaire respondents were production managers. If the company had no production manager available to respond, then either a planning manager or, if none were available, a supply chain and logistics manager completed the questionnaire. All respondents were expected to be professionally involved in the MPS process and to hold one of the above positions, all of which relate to production planning and control.
While completing the questionnaire, respondents were asked to focus on the MPS process, which was defined as 'the process of preparing and establishing the quantities that should be manufactured per a set period for a production site'. Respondents were asked whether they considered themselves to have sufficient knowledge of the MPS process in order to answer the survey questions. A seven-point scale with potential answers ranging from 'strongly disagree' to 'strongly agree' was explained. Responses of the 48 respondents who did not answer this question and the 16 respondents who selected 1, 2, or 3 were excluded from the data, since their answers could not verify that they had enough knowledge of the MPS processes in their firms to answer the questionnaire accurately. The mean value of the answers of the remaining 262 respondents to this question was 6.00, which suggests that key informant bias does not significantly affect the data.
Nonresponse bias tests were conducted by comparing firm size and industry within the manufacturing sector between early and late responses and between all respondents and the entire sample. The independent variable means were also compared between early and late responses. Chi-square tests showed no significant (p < .05) differences among the four industry groups composed of the 16 industries shown in Table 1 (Group 1 = Industry 1, Group 2 = Industries 2-7, Group 3 = Industries 8-14, and Group 4 = Industries 15-16). There were, however, significantly (Mann-Whitney test, p < .05) fewer small firms in the group of late responses than in the group of early responses, as well as among all respondents compared to the sample when three sizes (<100 employees, 100 to 300 employees, and >300 employees) were compared. Both tests Full reference to this article: Jonsson, P. and Kjellsdotter Ivert, L. (2015) . "Improving performance with sophisticated master production scheduling". International Journal of Production Economics, Vol. 168, pp. 118-130. DOI:10.1016 /j.ijpe.2015 9 consequently indicated that respondents represented a group slightly biased toward larger firms, most likely because we focused on large firms when making reminder phone calls, for we especially sought users of sophisticated MPS methods and expected large firms to more often be such users than small firms. This slight bias toward larger firms was not considered to pose a major problem for the study, since the survey approach is explanatory and we needed enough respondents representing both simple and sophisticated MPS methods. No mean value of the independent variables (i.e., capacity flexibility, demand uncertainty, production uncertainty, supply uncertainty, detail complexity, process maturity, organisation, and sophistication of the MPS method) differed significantly (t tests, p < .05) between early and late responses. Table 2 shows that the sample represents a wide spread of manufacturing industries, while Table 3 shows more demographic characteristics of the respondents. Most customers were manufacturing companies, and those with fewer than 100 employees were excluded from the population. Though 36% of respondents indicated that their firms retained fewer than 100 employees, only 8% reported having a turnover of less than €12 million. We therefore acknowledge that we did not include many very small companies in the sample.
Respondents represented different manufacturing processes (Hill, 1993) to form an even mix of human-and machine-intensive production. If their companies had two tactical planning levels (e.g., sales and operations planning [S&OP] and MPS), then respondents were asked to focus on the level in which end products were more clearly the planning objects. Most respondents focused on a weekly process with a 6-month planning horizon, which corresponds well with a so-called 'traditional' MPS process (e.g., Jacobs et al., 2011) . Several companies continued to use monthly or even quarterly processes with longer planning horizons, which indicates that they likely have adopted a 'common' process at the S&OP and MPS levels. Customers, product type, manufacturing process, and human-intensive production variables were listed on a nominal scale. Size, frequency, and horizon variables were listed on an ordinal scale. 
The survey instrument
The questionnaire was developed in three phases. First, for all constructs, we sought to use and extend published scales as much as possible, though it was necessary to develop several new measures, all based on existing literature and our case study experience. APICS (2010) terminology and definitions were used because they are considered to be the most established, both in practice and academia. Second, to account for content validity, we discussed preliminary drafts of the questionnaire with academic researchers. Third, we pretested the questionnaire by conducting five pilot studies at different manufacturing organisations, which resulted in our making some minor modifications. Most variables were measured using perceptual scales developed from Likert-scale items, with values ranging from one to seven (Appendix A). Participants were assured that their data would be kept confidential. Once the project's usefulness was described to them, respondents were motivated to provide accurate responses in expectation of being e-mailed summary analyses after all data were collected. We believe that this strategy partly reduced potential distortions in such subjective data.
Planning environment complexity was measured using the following four scales: demand uncertainty (i.e., one item about random forecast variations), production uncertainty (i.e., two items on restrictions in available capacity and disruptions), supply uncertainty (i.e., two items on supply time and volume availability), and detail complexity (i.e., one item about the number of planning objects). All four scales were adapted from those in Bozarth et al. (2009) with some modifications, for the original scales were intended to measure supply chain complexity, whereas we examine a smaller part of supply chain complexity in studying only one planning process therein. To provide some perspective, Bozarth et al. (2009) used 12 scales to assess supply chain complexity, while we have used only four. Nevertheless, some particular scales used in this study (e.g., demand uncertainty and supply uncertainty) were those that also gauged effects on plant performance in Bozarth et al. (2009) .
MPS maturity was measured using a three-item scale assessing activities, meetings, and integration. Earlier studies have emphasised the difficulty of measuring the maturity of a company´s processes (Heinrich and Simchi-Levi, 2005) , and as far as we know, no commonly employed measure of MPS maturity exists. Lockamy and McCormack (2004) authored one of the first published studies to examine process maturity in relation to supply chain management, while other studies have since focused on specific planning processes such as S&OP when assessing process maturity (e.g., Grimson and Pyke, 2007; Lapide, 2005) . Since the steps of MPS and S&OP are similar in several ways (Jonsson and Mattsson, 2009) , S&OP maturity frameworks have been used as starting points for operationalisation. The framework suggested by Grimson and Pyke (2007) consists of five S&OP dimensions, two of which-one, meeting and collaboration, and two, organisation-are primarily business processes. The third relates to assessment and improvement (i.e., measurement), while the last two (i.e., information technology and S&OP plan integration) are information processes. In the operationalisation of MPS maturity, the dimensions of meeting and collaboration have been used, since our focus has been the business process, not the information process or assessment.
Sophistication of the MPS method was measured with a question listing six alternative MPS methods, each with a various level of sophistication. Tenhiälä's (2011) definition of capacity planning methods has inspired our development of the measure of the sophistication of the MPS method, though that study considers methods of MPS and of material requirement planning and input and output control, whereas we focus on MPS methods only. Respondents were given a description of each of the six planning method alternatives and asked to identify which best described the method used at their firms. Earlier studies of planning methods for production planning found this selftyping paragraph approach helpful (e.g. Tenhiälä, 2011) . To consider the different methods' unique characteristics in the analysis, the variable of the sophistication of the MPS method was indicator dummy coded (Hair et al., 2010) in five categories. Since both Methods 5 and 6 represent highly sophisticated methods involving clear procedures, automation, and APS-supported, capacity-constrained planning; and since Method 6 represents quite a few (18) users, these two methods were combined into one category of highly sophisticated methods. With a total of 73 users, this category was set as the reference category and was excluded from the regression models. Method 1 (32 users), Method 2 (61 users), Method 3 (71 users), and Method 4 (52 users) were all commonly used methods and reflected relatively higher levels of method sophistication, yet nevertheless operated at a lower level than that of the reference category. These four categories were dummy coded, with code '1' representing method usage.
Full reference to this article: Jonsson, P. and Kjellsdotter Ivert, L. (2015) . "Improving performance with sophisticated master production scheduling". International Journal of Production Economics, Vol. 168, pp. 118-130. DOI:10.1016 /j.ijpe.2015 12 MPS performance was measured using three scales: plan feasibility (i.e., two items regarding the extent to which production is based on the plan and the plan used as a frame for operational planning, inventory turnover rate (i.e., single item), and delivery service (i.e., single item). According to Becker and Gerhart (1996) , 'The appropriate dependent variable will vary with the level of analysis, but in each case the focus should be on variables that have inherent meaning for the particular context'. Because the unit of analysis for this study is MPS, we argue that planning environment, process, and methods should directly impact the feasibility of the production plan and plant performance.
Performance criteria relating to the output of a process (i.e., production plan) are commonly used in production planning and scheduling research (Bozarth et al., 2009; de Snoo et al., 2011) . At the same time, inventory turnover rate and delivery performance are variables that production planning and control processes are expected to impact (Jonsson and Mattsson, 2009; Tenhiälä, 2011) . For measurements on plant performance, it is common to use perception-based measures by asking each respondent to compare his or her plant's performance with that of its competitors (e.g., Ahmad and Schroeder, 2003; Bozarth et al., 2009; Devaraj et al., 2004) , which was done when accessing delivery service and inventory turnover rates.
Size and capacity flexibility were included in the analysis as control variables. Size was measured as the number of employees, whereas capacity flexibility-that is, the possibility of increasing and decreasing capacity-was measured with a single-item scale (see Appendix A).
Measurement validity and reliability
Five items were single-item measures (Appendix A). Bergkvist and Rossiter (2007) argue that single-item measures are acceptable when '(1) the object of the construct is "concrete singular", meaning that it consists of one object that is easily and uniformly imagined, and (2) the attribute of the construct is "concrete", again meaning it is easily and uniformly imagined'. In the present study, the construct object for most single-item measures was unambiguous. Each scale was evaluated for its construct validity and reliability via exploratory factor analysis (EFA), Cronbach's alpha tests, and bivariate correlation tests. It has been recommended that EFA be used for scales that are early in their development (Hurley et al., 1997) , which was the case for all of our scales. Two factor analyses with varimax rotation were conducted: one for the independent items, and one for the plan feasibility items. Table 4 presents the results of the independent item factor analysis, while Table 5 provides descriptive and correlation statistics for each item.
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The conceptual assumptions of factor analysis are that some underlying structure of the variables exists and that the sample is homogeneous with respect to the underlying factor structure. Some degree of multicollinearity is also desirable (Hair et al., 2010) . Our underlying conceptual structure is strong, for the six first items in the independent item factor analysis represent four conceptually distinct constructs, all of which are related in measuring different aspects of planning environment complexity. The three last items for MPS maturity are not conceptually related to the first six. Though the sample represents manufacturing companies with various characteristics, we expect it to be homogeneous in terms of factor structure.
Each item loaded heavily onto one of the four single factors with minimal crossloading (Table 4) . The three first factors were consistent with the underlying MPS maturity variable, the supply uncertainty variable, and the production uncertainty variable. The alpha value (α = .72) exceeded 0.65 for the three-item construct, which itself exceeds the suggested threshold value for new scales (Forza, 2002; Hair et al., 2010) . The second and third constructs were two-item constructs, with high bivariate correlations between their intra-construct items (r = .73 and r = .49); the within-construct correlations of the items for these constructs were stronger than across constructs (Table 5) , which further indicates discriminant validity. Two items formed the fourth factor, though the bivariate correlation between them was not high (r = .19) and clearly not the strongest correlation for these items (Table 5 ). Since it was also difficult to conceptually define the items as a multi-item construct, these two items were used as single-item variables of demand uncertainty and detail complexity, largely in accordance with the original conceptualisation and survey instrument design. In the factor analysis of the plan feasibility items, the two items loaded on one factor with factor loadings of .88 and resulted in a two-item construct with a strong bivariate correlation between the items (r = .55). These results suggest that the final measures of the constructs are reliable and have discriminant validity.
Some weak cross-loadings and correlations between items in different independent constructs surfaced. The strongest bivariate correlations between items in different independent variable constructs were demand uncertainty's (X 3 ) correlation with supply uncertainty item A (X 5 ) (correlation coefficient: .26) and with production uncertainty item A (X 8 ) (correlation coefficient: .18), as well as the two supply uncertainty items' (X 5 -X 6 ) and the two production uncertainty items' (X 7 -X 8 ) correlation with process maturity item C (X 11 ) (correlation coefficients: .13-.25). We do not infer that these correlations indicate low discriminant validity, but instead inter-construct relations. For example, higher demand uncertainty can create supply and production uncertainties, while cross-functional cooperation in the MPS process can reduce supply and production uncertainty. These cross-construct item correlation coefficients are nevertheless not very high.
Analysis was conducted involving three hierarchical regression analyses with plan feasibility, inventory turnover rate, and delivery service as dependent variables and planning environment complexity, MPS maturity, sophistication of MPS method, and control variables as independent variables. The multicollinearity in regression models falls below the suggested threshold values (Hair et al., 2010) for all regression models (highest variance inflation factor value: 1.28) when all blocks of independent variables are entered. This further indicates that the significant correlations between single items across constructs have not resulted in any unacceptable multicollinearity.
Findings and Discussion
Three hierarchical regression analyses involving plan feasibility, inventory turnover rate, and delivery service as dependent variables were conducted. After control variables (i.e., size and capacity flexibility) were entered into the regression models, to test the incremental increase of the independent variables in R 2 , these variables were entered in the regression models in three steps:
1. Planning environment complexity variables (i.e., demand uncertainty, production uncertainty, supply uncertainty, and detail complexity); 2. The MPS maturity variable; and 3. The sophistication of MPS method variables (i.e., four dummy variables). Step 1 Size Capacity flexibility
Step 2 Demand uncertainty Production uncertainty Supply uncertainty Detail complexity
Step 3 MPS maturity
Step 4 Step 1 Size Capacity flexibility
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Step 4 Results of the regression models appear in Tables 6-8. Table 6 regards the plan feasibility models, while Tables 7 and 8 correspond to the plant performance models. Model 1 in each table represents the control variables. These three models explain 2-4% of performance variance. The plant performance models had the highest R 2 , and all models were significant (p < .05).
The importance of planning environment complexity (Hypothesis 1)
As shown in all three tables, as pertains to Model 2, entering the complexity variables resulted in significantly improved models, represented by significant F values of the change in R 2 . All R 2 values were nevertheless quite low in the models, at values from 6-8%. Supply uncertainty exerted significant influence on all three dependent variables (i.e., plan feasibility, inventory turnover rate, and delivery service), and production uncertainty was significant for plan feasibility. These results provide support for Hypothesis 1, especially for the variable of supply uncertainty.
Results also indicate that it is difficult to conduct MPS when material is not delivered on time or in the right quality, as well as when unplanned disturbances and capacity restriction in the production process are common. According to Vieira and Favaretto (2006) , literature addressing MPS does not consider limited available capacity to any significant extent, which is problematic given that capacity in real production environments is often limited. Both production and supply uncertainty are connected to available capacity, and our results suggest that capacity restriction needs to receive greater focus both in literature addressing MPS and in practice.
Demand uncertainty and detail complexity did not significantly influence MPS performance. Demand uncertainty is connected to required capacity and is an important element in developing production plans. The sample primarily contained cases with low or medium demand uncertainty, though the variable was never very high, which might explain why demand uncertainty did not significantly influence MPS performance. The detail complexity means were higher in the sample, though the number of planning objects nevertheless did not constitute a major problem. Our results thus suggest that dynamic complexity creates more difficulties than detail complexity, a finding also identified by Bozarth et al. (2009) in their study of the impact of supply chain complexity on plant performance.
The importance of MPS process maturity (Hypothesis 2)
Entering the variable of MPS maturity into Model 3 resulted in an incremental improvement in R 2 over that of Model 2 (6% versus 17%, p < .01), and 13-17% of the performance variation could be explained after the variable of MPS maturity was added. This finding supports Hypothesis 2. Notably, all negative impacts of planning environment complexity diminished when MPS maturity was entered into the plan feasibility and delivery service models. In the inventory turnover rate model, two of the four complexity variables drop in terms of negative impact; these changes are also especially significant in the plan feasibility model. In accordance with Barron and Kenny's (1986) approach to testing mediation, we thus conclude that MPS process maturity mediates how planning environment complexity affects performance. Some of this effect was already implied by the significant correlations between individual items across constructs (Table 5) , though becomes further explained in the regression. Studies of MPS usually focus on technical aspects such as planning parameters and MPS methods (e.g., Chu, 1995; Lin and Krajewski, 1992; Robinson et al., 2008; Vieira and Favaretto, 2006; Zhao et al., 2001 ). Our results, however, reveal the importance of conducting MPS in consecutive, repetitive steps in which key persons participate in meetings and cooperation among functions is active and efficient. The importance of process maturity in relation to performance has been identified in studies of S&OP, demand management, and production scheduling (de Snoo et al., 2011; Grimson and Pyke, 2007; Heinrich and Simchi-Levi, 2005) . The process dimension is less emphasised in research addressing MPS, though our findings indicate that the maturity of the process should be as important in MPS as in other planning and scheduling processes. The finding that entering MPS maturity into the regression reduces the negative impact of planning environment complexity, especially in terms of production and supply uncertainties, is especially interesting, for it implies that a structured, mature MPS process can reduce the negative effects of complex planning environments. This finding indicates that the MPS process maturity affects performance both directly and indirectly in light of planning environment complexity.
The importance of the sophistication of the MPS method (Hypothesis 3)
In Model 4, the variables of the sophistication of the MPS method (i.e., four dummy variables representing the use of the four less sophisticated MPS methods) were entered. This addition increased R 2 by 0, 4, and 6% in the respective models. The F value of the change in R 2 was significant (p < .01) in the plan feasibility and delivery service models, yet had no significant impact in the inventory turnover rate model. In the plan feasibility model, MPS Methods 1-4 exerted a significant negative effect relative to the reference variable (i.e., the combined variable of Methods 5 and 6), in which Methods 1 and 2 had the strongest, most significant negative effect. In the delivery service model, MPS Method 2 bore a strong and significant (p < .01) negative effect on performance. Hypothesis 3 is consequently supported in terms of plan feasibility, as well as partly in terms of one of the two plant performance measures. The negative impact of planning environment complexity became further reduced when variables of the sophistication of the MPS method were entered in the models.
Results indicate that using a sophisticated MPS method (e.g., an APS systemsupported method for capacity-constrained planning with heuristics or optimisation) in favour of a less sophisticated method results in production plans that to a greater extent are considered possible guides for production and that to an even greater extent are used as frameworks for operational planning. Using the most sophisticated methods thus seems to induce a focus on the method, thereby motivating personnel to use production plans more than before. The weakest commitment to production plans is given to less sophisticated methods, in which the final production plan is based on a forecasted demand and delivery plan without considering available capacity, current and targeted inventory levels, or sizes of order backlog, as well as when available capacity is compared and manually balanced with required capacity without considering current and targeted inventory levels or sizes of order backlog.
Our findings show similar, though less clear, relationships between the sophistication of the MPS method and plant performance, particularly after considering the effect of planning environment complexity and process maturity. Here, the use of the simplest manual MPS method for capacity balancing (Method 2)-in which available capacity is compared and manually balanced with required capacity, without considering current and targeted inventory levels or sizes of order backlog-bears a strong, significantly negative effect on delivery service. However, due to the lack of significance of MPS method in the inventory turnover rate model, the overall effect of the sophistication of the MPS method on plant performance remains somewhat unclear.
Tenhiälä (2011) and Jonsson and Mattsson (2003) stress that context is important in successfully using planning methods and for realising the positive effects had by using sophisticated planning methods. Our results show that the sophistication of the MPS method-a context-independent variable-may generally affect performance, which is in accordance with the case-based study of Ivert and Jonsson (2014) , which revealed that investment in an APS system resulted in higher commitment to the plan, even though important conditions in the organisation and contextual fit were not in place. In particular, our findings suggest that using an APS system supports capacity-constrained planning with heuristics or optimisation and increases the feasibility of plans and that using the most simple, manual MPS methods for capacity-constrained planning-which does not consider current and targeted performance-bears a direct negative effect on delivery service, regardless of planning environment complexity or MPS maturity. Our findings consequently indicate that considering capacity constraints requires highly sophisticated method support. Still, the least sophisticated MPS method, which stipulates manual planning without considering capacity, did not have a comparably significant negative effect in the delivery service model. This finding indicates that manual planning without considering available capacity does not pose a general negative effect on plant performance.
That the sophistication of the MPS method contributes to reducing the negative impact of planning environment complexity, after the effect of MPS process maturity is considered, indicates that method sophistication relates to context via the mediating effects of complex planning environments. This indication is not strong, but in accordance with Baron and Kenny (1986) signals that highly sophisticated MPS methods reduce the negative effects on dependent variables. Clearly, MPS process maturity and the sophistication of the MPS method not only directly affect plan feasibility, delivery service, and inventory turnover rate, but also indirectly affect performance by mediating the negative effects of planning environment complexity.
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Conclusions
Despite formidable interest in and the high expectations of sophisticated planning methods, not much has been written about how well different planning methods perform in reality. This situation has been a problematic one, and multiple researchers have stressed that the academic community needs to play a far more active role in studying the performance of sophisticated methods in practice.
The findings of this study show that the most sophisticated MPS methods result in the most feasible plans, as well as that using less sophisticated, manual MPS methods for capacity-constrained planning negatively affects delivery service performance after planning environment complexity and MPS process maturity are considered. For decades, literature has identified the importance of context and the need to adjust planning methods to the unique planning environment of a company in order to boost performance (e.g., Berry and Hill, 1992; Jonsson and Mattsson, 2003; Kaipia and Holmström, 2007; Olhager and Selldin, 2007; Tenhiälä, 2011) . Our results, however, suggest that the use of MPS methods of various levels of sophistication bears a general, direct effect on performance regardless of context. Our analysis also nevertheless indicates that the sophistication of the MPS method is context-related given its mediating effect in complex planning environments. In short, greater sophistication reduces the negative effects of complex environments on performance.
We also find that planning environment and process maturity influence MPS performance. In particular, supply uncertainty and production uncertainty make it difficult for personnel to make good use of the production plan. Supply uncertainty is most critical, owing to its negative influence on plant performance (i.e., service level and inventory turnover rates). In our study, MPS process maturity influenced all performance models and was the independent variable that exerted the strongest effect on MPS performance.
An important finding of our study is that MPS process maturity and the sophistication of the method not only bear direct effects on performance, but also indirectly affect performance by way of mediating the effects of planning environment complexity. Previous studies have not clearly shown how sophisticated methods generate or manage complexity. In response, our study shows that sophisticated methods can better accommodate complexity and reduce the negative impact of complexity than less sophisticated methods. Since our empirical support is not exceptionally strong, our observation carves out space for future studies focusing on the indirect effect of sophisticated planning methods on performance by moderating the effects of other variables.
Another interesting observation from the study is the differentiation of MPS methods regarding capacity-constrained planning. Our findings show that the most sophisticated methods are required for capacity-constrained planning, yet that manual planning that does not consider capacity does not necessarily negatively affect performance.
In our analysis, MPS performance was measured on two levels: the output of MPS (i.e., plan feasibility) and the effect of MPS (i.e., plant performance). Findings clarify significant direct relationships between plan feasibility and the independent variables, since entering all blocks of independent variables resulted in significantly improved R 2 .
The same is true for the delivery service (i.e., plant performance) model, however with somewhat lower R 2 values. In sum, all three hypotheses are verified for these two dependent variables. The model with inventory turnover rate (i.e., plant performance) as Full reference to this article: Jonsson, P. and Kjellsdotter Ivert, L. (2015) . "Improving performance with sophisticated master production scheduling". International Journal of Production Economics, Vol. 168, pp. 118-130. DOI:10.1016 /j.ijpe.2015 20 its dependent variable shows generally lower R 2 values than the other two dependent variables, and entering the last block of independent variables (i.e., the sophistication of the MPS method) does not produce a significantly improved model. The inventory turnover rate model, consequently, weakens the results of this study. The study clearly shows that choosing a sophisticated MPS method is critical to plan feasibility, though it is less clear whether it has a generally important impact on plant performance. More detailed, context-related studies are thus needed to further analyse this relationship. Our study also reveals the difficulty of focusing solely on plant performance measures when investigating the effects of production planning-related factors, thereby supporting the conclusion that output should be separated from effects when assessing performance (e.g., Banker et al., 2006) . Many studies that investigate the effect of business processes on performance have examined plant performance only, whereas our study identifies the need to assess performance much closer to the process.
This study contributes to MPS-related literature by analysing which factors influence MPS performance. Previous studies of MPS have focused on technical aspects, including planning parameters and methods for development of the production plan, while aspects connected to the process and actual performance of the methods in practice are usually forgotten. The present study contributes to MPS in practice by clarifying how MPS performance can be improved. Sophisticated methods in particular increase plan feasibility, though the use of overly simple methods can also negatively impact delivery service, no matter the context. Establishing a process with clearly defined activities that involves personnel from different functions in the process is a top priority for improving performance. The planning environment is not the most important variable to consider when designing MPS processes, though it is crucial to include restrictions and limitations on capacity while developing the production plan.
There are some limitations in this study regarding its data collection and analysis. In the sample, few companies used the most sophisticated MPS method (i.e., Method 6). Therefore, we combined the two most sophisticated methods in our empirical analysis. In further research, it would be interesting to focus on users of the most sophisticated APS system-supported MPS method in order to understand the possible value of using such methods and to determine what is needed in order to make the best use of the methods. It would also be interesting to more deeply study the performance effect of MPS Method 1 in various contexts as a means to develop an understanding of when and how this method may be sufficient for use. For example, are there situations in which this method outperforms the most sophisticated MPS methods (i.e., Methods 5 and 6)?
Though the measures in the survey were newly developed and the tests indicated appropriate validity, the survey design and use of EFA for the validity tests could also be considered to pose a limitation in comparison to using a more conservative confirmatory factor analysis approach. The complexities of most sampled manufacturing companies were not very high, which may be a reason why the dimensions of complexity did not influence the results to a large extent. In further research, it could be useful to focus on companies with high demand uncertainty to investigate its impact on MPS methods in improving MPS performance. It would also be useful to further investigate the role of detail complexity in MPS performance when using different MPS methods.
In this study, detail complexity was defined rather narrowly as the number of planning objects included in the production plan. In further research, the term could be expanded to also encompass, for example, the number of work centres in the production process and the number of items and products.
The results also emphasise the importance of MPS maturity in securing high MPS performance. Future studies should thus dig deeper into those dimensions to elucidate their roles in MPS performance, as well as into the role of MPS maturity in the success of MPS methods with different levels of sophistication.
