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ABSTRACT 
S e r i e s expressed i n terms of Chebyshev polynomials a re a p p l i e d 
using L i e s e r i e s to the i t e r a t i v e s o l u t i o n of ordinary d i f f e r e n t i a l 
equations. A f t e r a d i s c u s s i o n of i n i t i a l value problems, the 
method i s then used to s o l v e two-point boundary value problems and 
an improved method of shooting type i s derived and t e s t e d . 
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I n t r o d u c t i o n 
T h i s t h e s i s i s concerned with the a p p l i c a t i o n of s e r i e s methods to 
the s o l u t i o n of o r d i n a r y d i f f e r e n t i a l equations. S e r i e s of Chebyshev 
polynomials a r e used i n conjunction w i t h L i e s e r i e s . 
I n Chapter I a b r i e f account i s given of the L i e s e r i e s approach and 
an account of previous work on a p p l i c a t i o n of L i e s e r i e s to numerical 
s o l u t i o n of i n i t i a l value problems. A quick review i s a l s o given of the 
p r o p e r t i e s of Chebyshev polynomials and the methods which have p r e v i o u s l y 
been used to o b t a i n s o l u t i o n s of i n i t i a l value problems i n terms of them. 
I n Chapter I I L i e s e r i e s are presented i n Chebyshev form and a p p l i e d 
to the i t e r a t i v e s o l u t i o n of i n i t i a l value problems. The theory of the 
method i s d i s c u s s e d and numerical r e s u l t s a r e analysed. 
In Chapter I I I an account i s given of v a r i o u s shooting type methods 
p r e v i o u s l y used i n s o l v i n g l i n e a r and n o n - l i n e a r boundary value problems 
and comparisons between them. 
In Chapter IV the L i e s e r i e s method i s a p p l i e d to some of the methods 
mentioned i n Chapter I I I and the numerical behaviour i s t e s t e d . A new 
method f o r s o l v i n g n o n - l i n e a r boundary value problems i s then d e r i v e d and 
ap p l i e d to a s e t of t e s t examples. A d e t a i l e d d i s c u s s i o n i s given of the 
comparative performance of t h i s method under v a r i o u s c o n d i t i o n s . 
F i n a l l y , a new c o n t i n u a t i o n procedure based on t h i s method i s suggested 
f o r future i n v e s t i g a t i o n . 
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The f i r s t s e c t i o n of t h i s chapter g i v e s a b r i e f account of the L i e 
s e r i e s approach to d i f f e r e n t i a l equations as developed i n W.Grobner and 
H. Knapp (1967) and H.Knapp, G.Wanner (1968). 
I n the second s e c t i o n an account i s given of previous work on 
a p p l i c a t i o n of L i e s e r i e s to numerical s o l u t i o n of i n i t i a l value 
d i f f e r e n t i a l equations. 
S i n c e i n t h i s t h e s i s the L i e s e r i e s are expressed i n terms of 
Chebyshev polynomials, a b r i e f account i s given i n the t h i r d s e c t i o n 
of the p r o p e r t i e s of such polynomials and the methods which have 
p r e v i o u s l y been used to obtain s o l u t i o n s of i n i t i a l value d i f f e r e n t i a l 
equations i n terms of them. 
I . 1 Theory of L i e S e r i e s 
1.1.1. D e f i n i t i o n of L i e S e r i e s 
By D we denote a l i n e a r d i f f e r e n t i a l operator 
v a r i a b l e s , z^, z r , which are a l l assumed to be holomorphic i n 
the neighbourhood of one and the same point. I f then f ( z ) i s any 
f u n c t i o n which i s holomorphic i n the neighbourhood of the same point, 
i t i s p o s s i b l e to apply the operator D to f ( z ) and obtain 
9z l . i . i . 
the c o e f f i c i e n t s of which, 
6itt) 
represent functions of Complex 
9? 
+ &.(*) DF(z)- AM 1.1.2 
which i s holomorphic and a l s o D f - r>(DT) 
are a l s o holomorphic. 
A s e r i e s of the f o l l o w i n g kind 
aa 
1.1.3 
i s here c a l l e d a L i e - s e r i e s . 
\ 4 JULn/o 
iioiio* 
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A Convergence proof with the help of Ceuchy majorants can be found i n 
W.Grobner, H.Knapp (1967). 
1.1.2. The Commutation theorem (W.Grobner and H.Knapp (1967)) 
Consider the f u n c t i o n F{*.y,UJj j fy*))* Ffajw), and s p e c i a l i s e 
to the u s u a l d e f i n i t i o n of D as the d i f f e r e n t i a t i o n operator so w r i t i n g 
and a__ f(z,jMj)= C V> f JXyj/Jcj 1.1.4 
where off"** ^-l(^J^) 
The T a y l o r expansion of the f u n c t i o n F(*jjfr)) a t the point X.0 can 
be w r i t t e n i n the form 
r(*,ifx))= T CL^f[z>'F] U l 5 
where. h </eno/-,s V ™ , 
and so <f fx) = T (*~ *V [ D J; 1 » ft- ?y •• •••• 1.1.6 
f i t 
Then (1.1.5) g i v e s the Commutation theorem 
The s u b s t i t u t i o n s z» —*• *• , j£ » $ 3 x » t - *o •* *• y i e l d 
Thus the f u n c t i o n symbol F can be commuted with the e x p r e s s i o n 
oQ f 
I ^ V , , s 
A l l the formulae are v a l i d i n the common domain of Convergence. 
-3-
1.1.3 S o l u t i o n of d i f f e r e n t i a l equations i n L i e s e r i e s 
Consider the system of o r d i n a r y d i f f e r e n t i a l equations 
Pt-(*jffl*i) , (t= h l j s #) 1.1.10 
with i n i t i a l c o n d i t i o n 
1.1.11 
The method i n ques t i o n i s a p e r t u r b a t i o n method, so assume another system 
of d i f f e r e n t i a l equations 
=: Pt-(x »• |V=/,„ > * ) 1 > 1 # 1 2 
whose s o l u t i o n s J (X) j^j fx) j f«J are known fu n c t i o n s of x w i t h the same 
i n i t i a l v a lues 
0/^*0)= •> (izij?* > *) 1.1.13 
I t i s always easy to give such a f u r t h e r system with known s o l u t i o n s . 
Choose jf*) >Q^t)i j j fx) such that they have the c o r r e c t i n i t i a l v a l u e s , 
then d i f f e r e n t i a t e them with r e s p e c t to x and l e t these d e r i v a t i v e s be 
the f u n c t i o n s 
We introduce the f o l l o w i n g d i f f e r e n t i a l operators 
n 
belonging to the given system (1.1.10); 
- *3 . T P , . «... .. a , 1 0 1-1-15 
-4-
belonging to the chosen system (1.1.12); and 
V>2 5 Z l^*>y,«><- D-D, 1.1.16 
/> 
Now l e t a n d f^(**j) > (is i,tt be continuous f u n c t i o n s i n 
the Compact domain 
B - J^ ' J ^ 'JiJ * e [*• , **+a J > I yi - 3it I * 6 fr*^-,«)j-i.i.n 
of the (X,H, j.-; JA ) - space; then they are bounded i n B 
i . e . / f- /Jt,y) J £ Ac i /£/»>J/J/£ C *) 1.1.18 
and Peano -theorem guarantees the e x i s t e n c e of corresponding s o l u t i o n s 
A-
$.(t) of (1.1.10) and J.fxjoi (1.1.12), {iz) ,•••,/> ) a t l e a s t f o r 
*tr«>z.+/*] i A 4 s m ^ ( t , k , ± ) L i - " 
/r* Co S 
Theorem ( 1 ) : (Main formula) Knapp (1964) 
I f fl-f*d) a n d h h l ^ ' (''•''''••"'") " " a n a l y t i c i n B, then the 
fo l l o w i n g formulae hold a t l e a s t f o r Z ( [ ? a , ra -h/ij- '^ne s o l u t i o n 
can be given as an i n f i n i t e L i e s e r i e s 
= ha>i- 2 J ^jr [D^J''\,jti> ^>(><><->«) 1.1.20 
or as a f i n i t e L i e s e r i e s w i t h remainder, 
- J;") + fts fx> - - - 1.1.21 
where J.fX) = J,• ") + 2 J —~7T F&2 > •- 1-1'22 




T a y l o r expansions of ^J-(A) ft a r e 
f\ ' J-r»^t - 1.1.24 
The r e l a t i o n 
D = (T>,+L>3) = T>*+ J D, D 2 £ * i . i . 2 6 
i s e a s i l y proved by i n d u c t i o n . Hence i n s e r t i n g . ( 1 . 1 . 2 6 ) i n t o (1.1.24) 
giv e s 
00 *'l 
' . 0' Jo 
1.1.27 
Then a change i n the order of summation produces 
Kzo r=*ti • *"> 
T h i s formula c o n t a i n s e x p r e s s i o n s of the form 
which can be s i m p l i f i e d w i t h the help of the Commutation theorem (1.1.8) 
using the r e l a t i o n ' * " *° j = / ( (t - *°) j f 1.1.28 
r-' " jr. ~~VT~ (r-f-Oi 
-6-
( , ( f i n t e g e r s ) 
t 
few** 
of I 1.1.29 
F i n a l l y i n s e r t t h i s i n t o (1.1.27) 
the formula which o r i g i n a l l y was proved by W.Grobner. I t may be noted 
/I A 
t h a t p u t t i n g J- fx) = y^^fso t h i s reduces to the T a y l o r s e r i e s form of 
the s o l u t i o n , and s o ( l . 1 . 3 o ) i s a n o n - t r i v i n i g e n e r a l i s a t i o n of T a y l o r s e r i e s . 
To prove (1.1.21) operate on both s i d e s of (1.1.26) with ^ g i v i n g 
Rearranging and using D = U^+U^ g i v e s 
(T>,+D2) ' 2>, * 2 9 P,D*fo - I ? J d Jr>0 i . i . i 3 1 
we next i n s e r t (1.1.26) f o r r$s and (1.1.31) f o r ( r > s ) i n t o (1.1.24) 
and again change the order of summation 
-7-
oO 
-7T [fe - £> )D Jr] u U i 3 2 
i n s e r t i n g (1.1.29) i n t o (1.1.32) we obtain 
where i f * # 
An analogous proof f o r the n o n - a n a l y t i c case when ft. />,!/) and 
Pj^ii) are only s-times continuously d i f f e r e n t i a b l e ( s ^ o ) i s given i n 
H. Knapp & G.Wanner (1968). 
I . 1.4 Order of the remainder term 
Theorem ( 2 ) : 
I f i n a d d i t i o n to the assumptions of theorem ( 1 ) 
o r ( *> J% J*) e B «nd ( t e s 
1.1.33 
( i . e . L i p s c h i t z Condition f o r the fu n c t i o n s £> Pt , J l £ w i t h Constants 
K i n B) 
5 
mnA \j,f*)-j.r*>l* M !L*L f o r xtr*,*m + 4*3 1'1-34 
-8-
(M a Constant, m an i n t e g e r ) , then 
f o r 35 
To prove t h i s , note t h a t 
si fr»-+0> 
r>f+l 
and u s i n g the formula (1.1.28) we get (1.1.35) 
1.1.5 I t e r a t i v e process 
I f the remainder term i s dropped, the formula (1.1.22) can be used 
as an i t e r a t i v e process G s by talcing J ( x ) as the n e w ^ ( x ) and r e p e a t i n g 
the c a l c u l a t i o n , t h a t i s by w r i t i n g 
36 
where 1.1.37 
I t has been shown (H.Knapp and G.Wanner (1968)) that 
( i ) I f the functions £) f^ - a r e continuous and s a t i s f y L i p s c h i t z c o n d i t i o n 
(1.1.33) i n B then 
Lim 
0" >oc 
c / / fjf) ~ <y, {*) i n an i n t e r v a l Xf[**>xsk] 1.1. 38 
-9-
( i i ) I f \j,.f*)-J.,<)\&2b . £ < b ,*t[*;** + i] then 
— i * ' w " j 
I J l vv' ' — > ( t z i j - , " J ) /./.3S 
[(s*oy]{ 
( i i i ) I f 0 $ f*) i s the f i r s t m terms of T a y l o r s e r i e s , then t h i s r e s u l t 
may be improved, i f 
40 
then \&*)-i,,*)isMi*-*.ry*'i,*'j'mi J 
( i v ) I f I J/U)- 0j ti)\< H J*'**1- , (''">•-"') { 1.1.42 
43 
( v ) As a g e n e r a l i s a t i o n , the above r e s u l t s hold f o r s-times d i f f e r e n t i a b l e 
f u n c t i o n s , with G_ , T <. s or with G, , which i s defined as 
where 0 < < S ; i n t e g e r s ( t'ih- ;/? ) 
These i t e r a t i v e processes may be considered a l s o as d e r i v a b l e d i r e c t l y 
from T a y l o r s e r i e s by e s t i m a t i n g the remainder term, thus w i t h S= 0 




i s simply the RLcard i t e r a t i v e p r ocess. S i m i l a r l y 
x j 
G, • J,- a> = 4 * ft-vr,-a^'lar]^ * J/J '[dV 
and i n general 
.45 
The advantages that these can have over T a y l o r s e r i e s are w e l l known, 
/ 100 100 . . fo r example y = x + y , y(o)=o 
produces, with s = l and y = — a f i r s t i t e r a t e 
Io/oo .* too 
j < * ) s j<*>+ j+ + f , . 0 . „ . M 
100 10101 20101 
= 2E + * 1 0 n + - 1QQ + — -
101 10101(101) 20101.201.(101) 
c o n t a i n i n g more than 30,000 T a y l o r terms. 
I t may be noted that these i t e r a t i v e processes f o r s=o,l,2 have 
been used i n a somewhat d i f f e r e n t form, by N i c o l o v i u s (1961) i n 
connection with boundary value problems and some p r a c t i c a l experience 
of h i s work i s reported l a t e r . Wright (1964) r e p o r t s some experience 
with s=l u s i n g Chebyshe* s e r i e s and t h i s w i l l be d i s c u s s e d i n chapter I I 
The same i t e r a t i v e p r ocesses can be shown to a r i s e from the Zadunaisky 
approach to the s o l u t i o n of d i f f e r e n t i a l equations as f o l l o w s . 
Consider the f i r s t order n o n - l i n e a r i n i t i a l value problem 
y / = f ( x , y ) , y ( x Q ) = 6( , X € [ X q , x ^ l 
-11-
A 
( i ) s o l v i n g b y P i c a r d , using y ( x ) as an approximation, g i v e s 
7 = + j f ( t , y ( t ) ) dt 
i i ) we t r y to f i n d an equation which has y as exac t s o l u t i o n such as 
y' = f ( x , y ) + y ' - f (x,,y) 
i i i ) S o l v i n g t h i s by P i c a r d with the same i n i t i a l y would give 
y„ = K + J ( f ( t , y l + y' - f ( t , y ) ) dt 
= 2 7 ( x ) - Of - y f(t.,y) dt 
i v ) So a b e t t e r estimate, of the o r i g i n a l s o l u t i o n i s 
7 + ( y - y 2 ) = # + y f ( t , 7 ) dt 
which i s e x a c t l y P i c a r d i t e r a t i o n process. 
S i m i l a r l y i f we consider s t h term L i e s e r i e s , Zadunaisky approach y i e l d s 
L i e s e r i e s i t e r a t i v e process. 
1.2 P r a c t i c a l experience w i t h L i e S e r i e s 
Knapp and Wanner (1968) reported the numerical performance of L i e 
s e r i e s used non i t e r a t i v e l y . I n t h e i r c a l c u l a t i o n s they a p p l i e d (1.1.22) 
u s i n g Gaussian quadrature, with y ( x ) taken as the f i r s t (m+1) term of 
T a y l o r s e r i e s , to advance a step length h, and repeated f o r a s u c c e s s i o n 
of s t e p s . Three d i f f e r e n t types of st e p s i z e c o n t r o l were used 
i ) Constant step s i z e 
i i ) Step s i z e c o n t r o l which keeps the l o c a l t r u n c a t i o n e r r o r of s p e c i f i e d 
s i z e . For t h i s they estimated the t r u n c a t i o n e r r o r of L i e s e r i e s 
u sing the r e l a t i o n 
The use of such e s t i m a t i o n i s j u s t i f i e d by showing t h a t i t s order i s 
lower than that of the ignored p a r t of the remainder term. The s t e p 
h was then f i x e d so as to keep max 
i 
t o l e r a n c e . 
R i s (x+h) w i t h i n a given 
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i i i ) O p t i m a l s t e p s i z e c o n t r o l , which takes i n t o account the s t a b i l i t y 
p r o p e r t i e s of the d i f f e r e n t i a l equations by m u l t i p l y i n g the d e s i r e d 
e r r o r s i z e i n each step by the connection matrix. The elements of 
• ( 
such matrix H ( x ) = / - t — I 1.2.2 
are the d e r i v a t i v e s of the s o l u t i o n y ^ x ) w i t h r e s p e c t to the i n i t i a l 
v a l ues y, . The connection matrix can be c a l c u l a t e d by d i f f e r e n t i a t i n g J k o 
(1.1.24) term by term 
* o 
I n the course of a st e p by s t e p i n t e g r a t i o n of the equation u s i n g the 
i n t e r v a l s x0<xx< < X M ' f o r n , u l a (1.2.3) y i e l d s the l o c a l connection 
m a t r i c e s . 
1.2.4 
Because of the c h a i n r u l e these matrices are m u l t i p l i e d up y i e l d i n g 
1.2.5 
the d e s i r e d connection matrix. 
Assume the d i f f e r e n t i a l equations are to be i n t e g r a t e d over the range 
(x {,,x > v] using N s t e p s w i t h t n e s t e P s i z e h j = X j " x j - i * 
I f i s the e r r o r v ector made at the point x., then i t s propagation at 
3 J 
x^ i s given by 
In the s p e c i a l case n = 1 (one equation o n l y ) , = <^..h.^+1" where 
J J J 
p = m + S + l i s the order of the method. Then by minimising 
-13-
under the c o n d i t i o n that ^ Jl j = ' *o 1.2.8 
0 
one can show that the optimal step s i z e c o n t r o l has to keep 
N't**) ?j 
^ 0 1.2.9 
where € . i s the t r u n c a t i o n e r r o r (1.2.1) and X i s a s p e c i f i e d t o l e r a n c e . J u 
1.2.1 Computational r e s u l t s 
R e s u l t s are reported f o r var y i n g ra,s but keeping the t o t a l order 
m + s + 1 constant, and f o r varying k, - ,. :,^iA5Stnn AeJes 
Example (1) Test of the accuracy under v a r i a t i o n of m and s with m+s =/g 
/ - v 
y = 1 - e J ( S i n x - Cos x ) , y ( o ) = o 
exact s o l u t i o n y ( x ) = log ( S i n x + e ) 
h m s a c t u a l e r r o r of y (h) 
a c t u a l e r r o r 
of y ( h ) 
e r r o r e s t i m a t i o n f o r 
y ( h ) ( l o c a l t r u n c a t i o n 
e r r o r ) 
0.125 18 ,0 7.2 x 1 0 " 1 5 3.1 X i o " 1 7 3.1 X i o " 1 7 
13 5 2.3 x 1 0 " 1 5 1.45x i o - 2 0 1.0 X i o " 2 0 
8 10 8.2 x 10" 8 4.9 X i o - 2 1 1.5 X i o " 2 1 
0.250 18 0 3.25 x 10~ 9 2.0 X K f 1 1 1.9 X I O " 1 1 
13 5 3.19 x 10~ 7 6.6 X i o " 1 5 3.3 X i o " 1 5 
8 10 3.62 x 10" 5 1.8 X i o ~ 1 5 0.2 X i o " 1 5 
0.500 18 0 1.3 x l o " 3 6.3 X i o " 6 6.2 X i o " 6 
13 5 4.1 x 10" 3 1.1 X i o " 9 4.7 X I O " 1 0 
8 10 1.5 x 10" 2 3.5 X i o - 1 0 0.08 x 1 0 - 1 0 
The T a y l o r s e r i e s converging only f o r h <^  0.5885, g i v e s poor r e s u l t s f o r 
h = 0.£, i n s p i t e of t h i s the L i e s e r i e s c o r r e c t i o n y i e l d s good r e s u l t s . 
As can be seen the e s t i m a t i o n of the l o c a l t r u n c a t i o n e r r o r works 
s a t i s f a c t o r i l y here. 
-14-
Another comparison between L i e s e r i e s and simple power s e r i e s based 
on the computational e f f o r t i n using Gaussian quadrature i s introduced 
by S t e t t e r (1973) and w i l l be mentioned l a t e r i n t h i s s e c t i o n . 
Example ( 8 ) t e s t of the accuracy using d i f f e r e n t step s i z e c o n t r o l s . 
y' =-xy 3 , X q =-1 , y ( - l ) = y Q = 0.9999 9999 995 
y ( o ) = ? , y ( l ) = ? 
Answer i s y ( o ) = 100 000 
y ( l ) = 0.9999 9999 995 
R e s u l t s f o r m = 15, s = 3, k = 2 where k i s the number of nodes i n the 
Gaussian quadrature. 
step s i z e 
c o n t r o l Y h X 
a c t u a l e r r o r 
of y ( x ) 
e r r o r e s t i m a t i o n 
of y ( x ) Steps 
normal i o " 1 2 0.29...0.0000023 0 
1 
+2 
1.6 x 10 
1.7 x 10 
46 
107 
optimal i o " 1 4 0.24...0.0000060 0 
1 
5.1 x 10~_0 
5.4 x 10 
-0 
9.6 x 10 
20.0 x 10 
32 
80 
T h i s example has an extremely varying e r r o r f u n c t i o n , because of t h i s 
constant step s i z e i s not a d v i s a b l e . 
1.2.2 The advantage of the L i e s e r i e s method over the simple power 
s e r i e s method 
A comparison of the computational e f f o r t involved i n t h i s way of 
applying s e r i e s has been mentioned i n S t e t t e r (1973). 
L e t s be the number of terms i n L i e s e r i e s , m the order, of T a y l o r s e r i e s 
r e p r e s e n t i n g y ( x ) , k i s the number of nodes of the Gaussian quadrature, 
then i t has been proved (see S t e t t e r (1973)) that the order of 
Convergence of L i e s e r i e s method i s 
P = ra + min ( s , 2k) 1.2.10 
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T h i s r e s u l t r a i s e s the question of whether t h i s method g i v e s any advantage 
over a simple power s e r i e s method of order m + s. 
The Computational e f f o r t f o r e v a l u a t i o n of the c o e f f i c i e n t s of y ( x ) 
2 
i s p r o p o r t i o n a l to m , the Computational e f f o r t f o r e v a l u a t i o n of H e 
2 
s e r i e s i s p r o p o r t i o n a l to 2 s f o r each node, thus the t o t a l e f f o r t i s 
2 2 
p r o p o r t i o n a l to m + 2ks' . 
From (1.27) we should choose k £ s/2, so that we have an e f f o r t l i k e 
2 3 
m + s f o r a Convergence of order P = m + s. T h i s i n d i c a t e s that ( f o r 
l a r g e m), the hi g h e s t order for a given e f f o r t i s not achieved with s=o 
2 
( i . e . power s e r i e s method), but roughly with 3 s = 2m, thus the f o l l o w i n g 
c h o i c e s of m, s, k should be reasonable. 
m s k 
1 - 4 1 1 
4 - 1 0 2 1 or 2 
1 0 - 2 0 3 2 
Furthermore, as shown i n (.1. 2. 1) f o r constant p = m+s the a c t u a l e r r o r s 
tend to decrease w i t h i n c r e a s i n g s and correspondingly d e c r e a s i n g m. 
1.3 Chebyshev polynomials and t h e i r use i n s o l v i n g o r d i n a r y d i f f e r e n t i a l 
equations 
I n t h i s s e c t i o n we are going to quote some p r o p e r t i e s of Chebyshev 
polynomials and the approximation of any f u n c t i o n f ( x ) , x^j-l.l] i n 
terms of them. T h i s kind of approximation i s known to be a least squares 
approximation. We are a l s o going to mention some of the i t e r a t i v e methods 
for s o l v i n g o r d i n a r y d i f f e r e n t i a l equations i n Chebyshev s e r i e s . 
1.3.1 P r o p e r t i e s of Chebyshev polynomials 
( i ) D e f i n i t i o n s 
-/ 
T~K fx) = - I <x s I J 
/ n.— 1.3.1 
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( i i ) Recurrence r e l a t i o n 
**) - 2 x Ty fx) + fx) = 0 
( i i i ) Product formula 
1.3.2 
3.3 
( i v ) D i f f e r e n t i a t i o n 
CO J 
then 
c2Y - 2 2 {2S*l) ^ S4> 1.3.4 
For the truncated s e r i e s 
pu) = 2 t~> / J ( ) 
Cfml ' 2r /}, ~t Cf+t T e I j i , , A/-2 
1.3.5 




> r-t 1.3.6 
( v i ) Orthogonal p r o p e r t i e s 
'1 rgj&jt. 
f o r Y*S = o 
*/i f o r 
0 f o r 
1.3.7 
r • * K s S= o or /S 1.3.8 
\ 0 r^s 
where #j ~ J.JJ , j - 0 y l j , 
( v i i ) C a l c u l a t i o n of Chebyshev C o e f f i c i e n t s 
( a ) I f f ( x ) i s continuous and of bounded v a r i a t i o n i n the range 




T h i s i s a f a m i l i a r r e p r e s e n t a t i o n i n the theory of F o u r i e r s e r i e s , 
(b) 
I f 
A/ /— h \ " / 1 *v / 1.3.10 
where s £ kJT ^ j = a, tj „ ^ 1.3.11 
then the e x p r e s s i o n 
" fX) y /? < A/ 1.3.12 
i s the polynomial of d i s c r e t e l e a s t squares best f i t 
i . e . t h a t which minimises 
>* 0 
-18-
and the minimum i s 
Z 1 ?t*k)- 2 Cr % f't) 
I n p a r t i c u l a r the f u n c t i o n 
i s the polynomial of degree N which f i t s f ( x ) e x a c t l y a t the data points 
Xj^ of (1.3.11) with k = o , l , . . . . f N. 
For the r e s t of the p r o p e r t i e s and related proofs see Fox and Parker (1968), 
Clenshaw (1962). 
1.3.2 Chebyshev S o l u t i o n of n o n - l i n e a r ordinary d i f f e r e n t i a l equations 
( i ) The P i c a r d method 
Thi s method (Wright, 1964, Clenshaw and Norton 1963) s o l v e s the 
f i r s t order d i f f e r e n t i a l equation 
/fx) - > **C-I>I] 1 - 3 - 1 4 ) 
w i t h the i n i t i a l c o n d i t i o n y ( x ) = flf by means of Pi card i t e r a t i o n o 
(r*') / X (r) 
J U) = c< / y ) c/J 1.3.15 
I f a t some stage we have an approximation 
of '*) ~ I Az %fxj 1-3-16 
S « o 
we can f i n d the corresponding approximation 
P = f(*J ) * J 6S 71'*) 1-3-17 
5 - o 
The B's can be determined e x a c t l y i n some c a s e s , e.g. i f f i s l i n e a r 
w ith polynomial c o e f f i c i e n t s , or can be found by c o l l o c a t i o n a t a 
p r e s c r i b e d s e t of points u s i n g (1.3.10), then using the known formula 
(1.3.6) f o r i n t e g r a t i n g a f i n i t e Chebyshev s e r i e s together w i t h (1.3.15) 
we get 
(/*!) * / (r+i) 
j = 2- & 1,3,18 
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which could be used a t the next step. The e r r o r a n a l y s i s w i l l be 
mentioned i n the next chapter, 
( i i ) Newton's method 
Expanding about the s o l u t i o n a t the y t h stage g i v e s 
ration* 
i .e 
a l i n e a r d i f f e r e n t i a l equation i n y ^ r + 1 \ which can be sol v e d u s i n g 
the method of s u p e r p o s i t i o n . 
Norton (1964) used Chebyshev s e r i e s i n th».' f V / ' '•"/'.' ,-. • , Pi'ca-t-i'o/is 
(f*0 *l {rt-ij 
fx) V <*) - 2 ft* T* 
If) » (f) ^ 
A" I 
5 " ( r ) then s u b s t i t u t i n g i n (1.3.19), using 1/2 C Q as an approximation to f (x,y j 
and equating c o e f f i c i e n t s of T ( x ) we get 
s 
#s = 8s+-tt (A -4 ) 
u s i n g the r e l a t i o n 
we get the s e t of l i n e a r equations 
. (f*i) Ir+O (f+i) 
where ( Bs+, - 6 S . J + H C' ' ^ ' ' '*' '' *' " 
fj , j f o r s > N we assumed to be zeros and the equations a r e 
AS 
-20-
solved s u c c e s s i v e l y . A m o d i f i c a t i o n of t h i s method i n the case when c 
i s s m a l l , i s mentioned i n Norton (1964). 
I n the next chapter the use of Chebyshev s e r i e s i n L i e s e r i e s w i l l 
be developed and analogous formulae to those i n (1.3.1) ( i ) w i l l be 
produced and used as a b a s i s for an i t e r a t i v e method of s o l u t i o n of 
d i f f e r e n t i a l equations. The e r r o r a n a l y s i s f o r t h i s method has been 
given i n t h i s chapter and w i l l be a p p l i e d to r e s u l t s obtained. 
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CHAPTER I I 
SOLUTION OF NON-LINEAR INITIAL VALUE PROBLEMS IN 
CHEBYSHEV SERIES USING L I E SERIES METHOD 
2.1 L i e s e r i e s i n Chebyshev form 
2.1.1. R e l a t i o n s for i n f i n i t e Chebyshev s e r i e s 
Consider the n o n - l i n e a r i n i t i a l value problem 
y ' ( x ) = f ( x , y ) , x£ [ _ - l . l l 
y ( x Q ) = y Q 
L e t the a u x i l i a r y i n i t i a l value problem be 
y ' ( x ) = f ( x , y ) , x € [ - l . * l ] 
y ( x ) = y 
2.1.1 
2.1.2 
w i t h a known s o l u t i o n y = y ( x ) . I f the d i f f e r e n t i a l operators D,D ,D 
1 2 
are as defined i n (1.2.5 - 7 ) , the truncated L i e s e r i e s i s of the form 
x 
2.1.3 
and the remainder i s 
now (2.1.3) can take the form 
x x t 
2.1.4 
Jf/^i^Vj , ^ 
** \ t>9f) 2.1.5 
where E>ty= f' «,<i) - ? f j f . i ) 
and so on 
2.16 
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The f u n c t i o n s i n v o l v e d may a l l be expressed as Chebyshev s e r i e s 
00 / — 
2.1.7 
Y=0 
s u b s t i t u t i n g i n (2.1.5) we get 
2 fir Trfx> = 2 •* J (2' k, tit)) Jt 
ft * 
•x &s 
J Yc o 
•V, 2.1.8 
Now performing the i n t e g r a l s i n the R.H.S. of (2.1.8) u s i n g (1.3.6) and 
comparing the c o e f f i c i e n t s of Chebyshev polynomials i n the two s i d e s 
produces the i n f i n i t e s e t of equations 
2.1.9 
whe ™ A = ( A, . A, . 
)' > *'(*..A, )T, 
S r ' ( B r i > £>,, , ) T t dependent oh 
and R , R , ,R are matr i c e s derived as f o l l o w s : 
o' 1 s 
For the matrix R c o n s i d e r the f i r s t i n t e g r a l o 
-23-







I n g e neral i f 
( f a ) - rJ^) 
1 a / 
-_/ 
f*0 Jf, *» 
then ft , Z o Q s 
i . e . fi,:/?! > £ > 







G„T,MS/, .... y,s 
2.1.12 
1 
Tt<*.A ±(r>t7i*.> r• ji 
* ' K 1 < ' V T" T V * " -^7- J' 
2 2n 
I * n 




(-9Jiz3) -(&+ih*T'>\ lion-fry's) f i r - r # J lr>*3 *rr„ 
16 J 
(3 V>5) 
12 ' ) 
- tu 
8 'fx f • - f^j.-
7h) 
J _ 0 ^- 0 32 J- 0 ZL. So 4 to 0 




2.1.2. I t e r a t i o n process 
The r e l a t i o n (2.1,3) may be used i t e r a t i v e l y as foll o w s 
/'*') ft) i . f * j 
15 
w i t h 
( i ) ('"J ( i ) and i n (2.1.5 - 10) we r e p l a c e y ( x ) , y ( x ) , f ( x ) by y '(at), y f x ) , f (*) 
r e s p e c t i v e l y . 
I n p r a c t i c e we use a truncated Chebyshev s e r i e s of order N, so 
lb * / (I) 
f'- ° \ 
J i's Ojl,.-
I 8Vt r7'» , 
• ••• 2.1.16 
where A ^ = o f o r r>N, (1=0,1,...) and s i n c e the B's a r e the c o e f f i c i e n t s 
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(f) 
of d e r i v a t i v e s , hhan >i >?c/-i/ij Qjf f o r / > //. j 2 . 1 . 1 7 
The r e l a t i o n (2.1.9) becomes 
where the m a t r i c e s R ^ , ( j=o, 1, ... ,g ) are of order (N+l) X (N+l). 
The matrix R „ i s the top l e f t corner of R i n (2.1.12) w i t h aN o 
2 s+1 S i m i l a r to (2.1.13) one may r e p l a c e R,„, R„„ ,R „by R ,....R i y IN 2N sN oN oN 
but i n our case the use of truncated Chebyshev s e r i e s w i l l make the 
2 3 
ma t r i c e s R _. , R ....... s l i g h t l y d i f f e r e n t from the m a t r i c e s R,„, R„„.., 
o'N oN IN N^ 
The d i f f e r e n c e occurs due to the appearance of terms l i k e T ( x ) , r > N 
r 
i 3 
i n the m a t r i c e s , Rfl/V, while we r e p l a c e these terms by zeros 2 i n R,„ , R„„ . f o r example the d i f f e r e n c e between R_„ and R , o c c u r s IN 2N QN IN 
i n the l o c a t i o n (1,N) when R f (1,N)-R 1 4 J (1,N) = T»*i,Jfoi 
oN If a„ 
ft) 
But from (2.1.17,18) t h i s term i s m u l t i p l i e d by BlM.t which i s zero. 2 T h i s j u s t i f i e s the use of R „ i n place of R,„ . S i m i l a r comparisons ON IN r 2 between R • and R , „ , r = 3,4.... j u s t i f y the use of R.lT , R oN r - l , N oN oN 
s+1 R i n p l a c e of R^XT ,R T„, R^, i n the products Rfl ON ON IN sN tc-
The i t e r a t i v e procedure works as f o l l o w s : 
( i ) Work out the a n a l y t i c e x p r e s s i o n f o r f ^ ( x , y ) , ( D f ) y , . . . 
( i i ) S t a r t i n g w i t h y° =y(x) as the T a y l o r s e r i e s expansion of y about 
x = x 0 using the d e r i v a t i v e s a l r e a d y c a l c u l a t e d i n ( i ) , 
d i f f e r e n t i a t e to get f ( x ) 
( i i i ) From ( i i ) we can f i n d A ^ ° \ r : o , l N using (1.3.10) 
r 
( i v ) E v a l u a t e f, f, f M , (Df) a t x, = Cos i?L , y (°? .,k = o . l , , N 
J U k // 
( v ) Use (2.1.6) to f i n d the values of D^, D^(Dy) D 2 ( D 2 y ) , at 




( v i ) Use (1.3.10), to f i n d Q s Q 
( v i i ) S u b s t i t u t e i n t o (2.1.18) to get A ^ 
( v i i i ) Repeat u n t i l the d i f f e r e n c e between two s u c c e s s i v e e v a l u a t i o n s 
^, A ^ i + 1 ^ i s l e s s than a s p e c i f i e d t o l e r a n c e . 
The p r e d i c t e d e r r o r improvement i n i steps / v . v;///,./,/// a r t 
i n c r e a s e from 0(|x - x | , i n y to 0( j x -x | * ') i n y , 
For t h i s i t e r a t i v e process we use the n o t a t i o n to i n d i c a t e the 
dependence on s (number of terms i n L i e s e r i e s ) and N (number of terms 
i n Chebyshev s e r i e s ) . 
2.2 E r r o r A n a l y s i s for the i t e r a t i v e process G 
Consider the system of n f i r s t order n o n - l i n e a r d i f f e r e n t i a l 
equations 
2.2.1 
l e t y ^ k ^ be the k t h i t e r a t i o n on y^°\ then 
(*«) (*> 4 f (x-6) 
of t>2 UJ 
2.2.2 
l e t y^ be the exact s o l u t i o n 
then the e r r o r of the (k+1)th i t e r a t e i s 
*• *. 
A/ I 
l e t 




S i n c e i n t h i s s e c t i o n we a r e using only the s t h d e r i v a t i o n of f ^ we 
use the n o t a t i o n B i r f o r the c o e f f i c i e n t s of D f\ dropping the s u f f i x 
From ( 2 . 2 . 4 ) , (2.2.5) 
A . - A . * R t f t ( 8. - B. ) 2.2.6 
where R ' i s the matrix defined i n (2.1.18), and so i f B s a t i s f i e s sN «— i 
the L i p s c h i t z Condition 
(t) ,* Lk )„ 2.2.7 
then 





l e t ^ E ^ ^ be the e r r o r v ector (////,» 
~~ t It) ~* 
* en t 
'I'd*' A, II > • t n e n 
2.2.8 
| fylfottHIH*! 2.2.9 
2.2.1 L i p s c h i t z Condition and the Jacobian matrix 
Any f u n c t i o n f ( x , j j , , y n ) may be approximated by ^ g ~f fX) 
•2 8-
The c o e f f i c i e n t s B are obtained by a c o l l o c a t i o n process as s t a t e d i n 
( 1 . 3 . 1 ) ( v i i ) 
where 
'J 
Hence i f 
then 
J; " J - 2 IT'** /*•*> 
where T i s the above matrix of Chebyshev polynomials, and i s a v e c t o r 
whose components are the values of the f u n c t i o n f^x.y^, , v n ^ a t ^ - G-\ i^-
k = o , l , .... 
Now we are going to show th a t a L i p s c h i t z Condition on B s i m i l a r 
to (2.2.7) i s e q u i v a l e n t to the assumption that the Jacobian matrix of 
F(A„ ... , A ) i s of bounded norm. To show th a t we use the mean 
value theorem i n the form mentioned i n (M.Urabe ( 1 9 6 7 ) ) . 













i . e . 
o 
I } ' JF. (&'+*(&'-/')) J'11**' /'= ; /J' 
and 
- i ll ' J are Constants 2,2,15 
i . e . The c o n d i t i o n that the Jacobian matrix J _ ( A ) i s of bounded norm 
i m p l i e s the L i p s c h i t z Condition (2.2.15). 
From (2.2.9) a s u f f i c i e n t c o n d i t i o n f o r convergence of the i t e r a t i v e 
process G „ i s s> N 
2.2.16 
2.3 The Behaviour of the matrix R „ s N 
We i n v e s t i g a t e the behaviour of the maximum eigenvalue and the norm 
of the m a t r i c e s R g , f i r s t when s i s f i x e d and N v a r i a b l e and second 
for f i x e d N and v a r i a b l e s. 
2.3.1 Fixed s and v a r i a b l e N 
Consider the matrix R „ = ( fs;) with x =o. and l e t 
o N • u o 
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then CLt - 1 / ft ( ,-,) • 2 , ' * 
Then from Hadamard's theorem (see Cohen (1973)) 
u s i n g N{ > t A* (/27T/I/ - 2) 
then / * f R.„ / ^ (yf) — r L _ - • \ f W 2.3.2 
So i f A " i I 1 - '> — ' N+\) are the eigenvalues of R then * V ' ON 
r*» # eve„ an,j «eSO /vie c A * h * * e s Me 
Iyi yifleyal /***• I 3/ £ 2.3.3 
where C i s a constant depending on the point where the i n i t i a l c o n d i t i o n s 
are taken and C i s small f o r x = o and l a r g e r f o r x = 1. From (2.3.3) 
o o 
we can see th a t the maximum eignvalue decreases as N i n c r e a s e s . 
Tables ( 1 ) , ( 2 ) show the behaviour of the maximum eigenvalue 
and the s p e c t r a l norm as N i n c r e a s e s , the i n i t i a l c o n d i t i o n s being 
taken a t x = o and x = 1 r e s p e c t i v e l y . Both t a b l e s show that the o o J 
maximum eignvalue decreases as N i n c r e a s e s and i t takes lower values 
when x = o. From t a b l e (1) we can n o t i c e o 
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t h a t the s p e c t r a l norm can i n c r e a s e with N and t h i s i s understandable 
s i n c e the norm i s always a l a r g e r bound. 
Table (I) x = o w o 
N Max.eig.val. s p e c t r a l norm 
10 0.117 973 1.110 739 
15 0.085 396 1.136 349 
20 0.065 304 1.151 607 
25 0.054 101 1.158 971 
30 0.045 430 1.164 917 
35 0.039 742 1.168 372 
40 0.034 804 1.171 523 
45 0.031 378 1.173 573 
50 0.0128 239 1.175 472 
Table 2 x = 1 o 
N Max.eig.val. s p e c t r a l norm 
10 0.186 720 1.492 437 
15 0.131 301 1.490 793 
20 0.100 855 1.490 235 
25 0.082 190 1.489 982 
30 0.069 231 1.489 845 
35 0.059 842 1.489 763 
40 0.055 832 1.489 710 
45 0.055 335 1.489 674 
50 0.053 332 1.489 648 
The l a r g e r maximum eigenvalue f o r x Q = l c a n °f course make the d i f f e r e n c e 
between converging and d i v e r g i n g ; thus, f o r example the i t e r a t i v e 
process G , n d i v e r g e s when app l i e d to 
y ' ( x ) = 20y , y ( l ) = 1 
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w h i l e f o r 
y'=20y , y(o)= e " 2 0 
the same i t e r a t i v e process converged i n 44 i t e r a t i o n s . 
2.3.2 F i x e d N and v a r i a b l e s 
L e t the maximum eigenvalue of the matrix R „ be denoted by t 
B sN ' *sN. 
Sin c e R „ = R x t S + 1 , f .. = f X , S + 1 then f o r any f i x e d N the maximum SN ON SN ' ON 
eigenvalues go down as s i n c r e a s e s . Table (3) shows the values and 
a l s o the s p e c t r a l norms. 
Table 3 
N s P J s N 
= (>oN 
) S + 1 S p e c t r a l norm 
10 0 0.117 973 542 12 1.110 739 308 49 
1 0.013 917 756 64 0.529 326 736 87 
2 0.001 641 927 04 0.163 067 253 78 
3 0.000 193 703 94 0.048 305 606 44 
4 0.000 022 851 94 0.008 128 705 15 
50 0 0.028 239 674 82 1.175 472 641 69 
1 0.000 911 599 55 0.529 950 921 09 
2 0.000 025 545 70 0.196 693 122 16 
3 0.000 001 279 43 0.048 890 934 63 
4 0.000 000 041 86 0.010 057 373 06 
From the r e s u l t s of t h i s and previous s e c t i o n i t fol l o w s that the 
i t e r a t i v e process G M should have i t s behaviour governed by the product 
S , N 
R s N | || K g || where || R g N || i s s m a l l e r f o r l a r g e r s, f i x e d N 
and f o r l a r g e r N, f i x e d s. The behaviour of || K g j i s dependent on the 
fu n c t i o n f ^ . T h i s i s the r e s u l t i n Chebyshev s e r i e s which corresponds 
to the r e s u l t s ( 1.1.35), (1.1.41). 
Note on l i n e a r d i f f e r e n t i a l equations w i t h constant c o e f f i c i e n t s 
Consider the l i n e a r d i f f e r e n t i a l equation 
y ' ( x ) = F ( x , y ) = > y + f ( x ) 2 - 3 - 4 
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now D r ^ , j = \ Xf>„j + i-'f'fv) ^ _ r(»y) 
then from {2.2 If) 
Jf / f f / „ , - y%)^/t... s,s 2 . 3 . 5 
if " ' + 
I f ^ = Z fit T-rf*> ret 
If) M, J, 
J 9 2 fir V<*> 
then s u b s t i t u t i n g i n (2.3. 5 ),performing the i n t e g r a l s and equating the 
c o e f f i c i e n t s of T ( x ) i n both s i d e s we get n 
where R „ i s the matrix defined i n s e c t i o n (2.1.2), 
• l N 
Proceeding with the i t e r a t i v e process we get 
t-t - aw..) i (/-jf) 2.3.7 
which i s the a c t u a l e r r o r a f t e r |T i t e r a t i o n s . 
I n the non l i n e a r case i t i s d i f f i c u l t to get an e x p l i c i t e x p r e s s i o n f o r 
the a c t u a l e r r o r , but we can f i n d an e x p r e s s i o n f o r the e r r o r bound as 
i n ( 2 . 2 . 9 ) . 
2.3.3. The accuracy of the i t e r a t i v e p r ocesses 
Each of the f o l l o w i n g examples i s solved using the i t e r a t i v e 
p rocesses % N G g ^ 
j —20 ( i ) y = 20y y ( o ) = e x e [ - l , l ] 
2 0 ( x - l ) 
E x a c t s o l u t i o n y = e 
-34-
( i i ) y = h e ~ y , y ( - l ) = o 
3+x 
E x a c t s o l u t i o n y = log (~g -) 
/ 2 
( i i i ) y = y , y ( - D = o 
x« [-1,1] 
c f - i . i ] 
E x a c t s o l u t i o n y = 2x 
( i v ) ,x+l y' = J (1 -e ' ( S i n ( ^ ) - Cos ( ^ ) ) ) , y ( - l ) = o , x f f - l . l ] 
x+1 x+1 Ex a c t s o l u t i o n y = log ( S i n ( — — ) + exp ( — — ) ) 
( v ) y = 1 -y y ( o ) = o 
E x a c t s o l u t i o n y = S i n x 
x'€ [-1,1] 
( v i ) / = 1+y 2 , y ( o ) = o , x ( [-1,1] 
Ex a c t s o l u t i o n y = tan x 
I n each of these we used N = 50 and the program stops when a l l the 
a a e f f i c i e n t s A i n two s u c c e s s i v e i t e r a t i o n s agree to a s p e c i f i e d t o l e r a n c e 
_ g -ll E. I n example ( i ) E was 10 , i n a l l the r e s t 10 
Table ( 4 ) shows the number of i t e r a t i o n s needed to achieve such 
accuracy. 
I n f i g u r e s ( 1 ) - ( 6) the L„ norm of the e r r o r v e c t o r E c a l c u l a t e d 
2 s, r 
a f t e r r i t e r a t i o n s using the i t e r a t i v e process Gg N i s p l o t t e d a g a i n s t 
the product 
TABLE 4 
I t e r a t i v e process 
Gs,N 
Number of i t e r a t i o n s 
E Q ( i ) E Q ( i i ) E Q ( i i i ) E Q ( i v ) EQ(v) E Q ( v i ) 
Go,50 40 10 19 8 9 13 : 1 
G l , 5 0 20 6 11 6 5 8 ! 
G2,50 14 4 8 5 3 6 
G3,50 11 4 6 4 3 5 
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I n example ( i ) (the l i n e a r case with constant c o e f f i c i e n t s ) , the four 
e r r o r curves c o i n c i d e (and t h i s can e a s i l y be j u s t i f i e d from ( 2 . 3 . 7 ) ) 
w h i l e i n the r e s t of the examples the graphs show that the error* for 
constant r ( s + l ) a r e s l i g h t l y l a r g e r f o r l a r g e r s. 
Some of these examples are solved by K.Wright (1964) using p i c a r d 
andNicolovius methods which are e q u i v a l e n t to G Q ^, N r e s p e c t i v e l y . 
— 6 
A small N was used and t o l e r a n c e 10 and the next t a b l e shows h i s r e s u l t s . 
TABLE 5 
EQ No. of i t e r a t i o n s N p i c a r d Ni c o l o v i u s 
( i i ) 12 11 9 
( v ) 8 6 7 
( v i ) 17 33 12 
Using the same number N and the same t o l e r a n c e we get the f o l l o w i n g 
r e s u l t s f o r the number of i t e r a t i o n s . 
TABLE 6 
EQ No. of i t e r a t i o n s N 
G0,N \ N G2,N G3,N vt 
( i i ) 8 5 4 4 9 
( v ) 7 5 5 5 7 
( v i ) 9 8 7. 9 12 
These t a b l e s show th a t i t i s p o s s i b l e to get f o r l a r g e r s when N i s f a i r l y 
s m a l l slower convergence. 
2.3.4. Computational e f f o r t 
A more v a l i d c r i t e r i o n for a s s e s s i n g the value of us i n g L i e s e r i e s 
f o r t h i s type of problem i s by c o n s i d e r i n g the number of f u n c t i o n 
e v a l u a t i o n s n e c e s s a r y to achieve a given accuracy. I n G we use 
N + 1 c o l l o c a t i o n p o i n t s and the processes G Q N , N , Gg N < N 
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demand a t each i t e r a t i o n the e v a l u a t i o n of the f u n c t i o n s shown i n the f o l l o w i n g 
t a b l e . 
TABLE 7 
I t e r a t i o n 
process Functions evaluated 
No.of 















f, f, fy, fxy, fyy 6 
G3,N 
A 




The f o l l o w i n g t a b l e shows the pr e d i c t e d e f f o r t needed to achieve a f i x e d 
order of 3+12 r , s t a r t i n g with y as Taylor s e r i e s of order 2 denoting the 
number of f u n c t i o n e v a l u a t i o n s of the i t e r a t i v e process G , by \J. 
TABLE 8 
I t e r a t i v e No. of i t e r a t i o n s No.of f u n c t i o n 
process C^.. N needed e v a l u a t i o n s R a t i o 
Go ,N 12r 36 r (N+l) 1 
G1,N 6r 24 r (N+l) .67 
G2.N 4r 24 r (N+l) .67 
G3,N 3r 30 r (N+l) .83 
S i n c e the behaviour of the accuracy i s s l i g h t l y d i f f e r e n t from the 
behaviour of the order of the e r r o r shown by the graphs, then one may not 
expect to get the same r e l a t i o n between Computational e f f o r t s of G Q N > . . . 
G„ shown i n t a b l e ( 8 ) f o r a f i x e d accuracy. To show th a t we use the 
O i IN 
p r a c t i c a l r e s u l t s i n t a b l e ( 4 ) and the computational e f f o r t s i n t a b l e ( 7 ) 
to estimate the Computational e f f o r t used to achieve the s p e c i f i e d 
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accuracy f o r each example, and t h i s i s shown i n t a b l e ( 9 ) . 
TABLE 9 
E Q ( i ) E Q ( i i ) E Q ( i i i ) E Q ( i v ) EQ(v) E Q ( v i ) P r e d i c t e d R a t i o s 
V 
o 
6120 1530 2907 1224 1377 1989 
V V o 0.67 0.80 0.77 1 0.73 0.82 0.67 
V V o 0.70 0.80 0.84 1.25 0.67 0.92 0.67 
V V o 0.92 1.33 1.05 1.67 1.11 1.28 0.83 
Best 
I t e r a t i v e 
process 
G l , 5 0 G l , 5 0 
or 
G2,50 
G l , 5 0 Go,50 or 
G l , 5 0 
G2,50 G l , 5 0 
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CHAPTER I I I 
A SURVEY OF NUMERICAL METHODS FOR TWO-POINT BOUNDARY VALUE PROBLEMS 
IN ORDINARY DIFFERENTIAL EQUATIONS 
There a r e now v e r y many suggested methods f o r s o l v i n g l i n e a r and non-
l i n e a r boundary v a l u e problems, a r e c e n t comprehensive s u r v e y i s g i v e n by 
Aktas and S t e t t e r ( 1 9 7 7 ) . I n t h i s c h a p t e r we r e v i e w o n l y t h e methods which 
have some b e a r i n g on the p r o j e c t o f t h i s t h e s i s , u s i n g t h e c l a s s i f i c a t i o n 
suggested by t h e above paper. The f o l l o w i n g s t a n d a r d n o t a t i o n w i l l be 
used. 
(A) For l i n e a r t w o - p o i n t boundary v a l u e problems we c o n s i d e r t h e s e t o f n 
l i n e a r o r d i n a r y d i f f e r e n t i a l e q u a t i o n s 
y = A ( x ) y ( x ) + f ( x ) X* C *.. 3.1.1 
where A ( x ) i s an nxn m a t r i x w i t h elements A. . ( x ) , i , j = 1,2 M, 
I J " 
y ( x ) = ( y , ( x ) , y ( x ) , <y ( x > ; 
f ( x ) = ( f . ( x ) , f„(x), f ( x ) ) T 
1 A n 
The boundary c o n d i t i o n s a r e assumed t o be s e p a r a b l e w i t h i n i t i a l c o n d i t i o n s 
yAxJ = c , i = 1,2, ,y 3.1.2 
and t e r m i n a l c o n d i t i o n s 
y. ( x ) = C. , m = 1,2, , n - r 3.13 
(B) For n o n - l i n e a r t w o - p o i n t boundary v a l u e problems we c o n s i d e r o n l y 
t h e second o r d e r n o n - l i n e a r d i f f e r e n t i a l e q u a t i o n 
yy/ = f C x . y . y ' ) , x € [*. .*J 3.1.4 
o r y = z 
, x « f x # I x . ] 3.1.5 
z = f ( x , y , z ) 
w i t h t he boundary c o n d i t i o n s 
y ( x f t ) = (X , y ( X y ) = P 3.1.6 
The methods d e s c r i b e d a r e : 
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3.1 Q u a s i l i n e a r i z a t i o n which a l l o w s (B) to be p u t i n t o t h e f o r m (A) 
3.2 S h o o t i n g methods, i n c l u d i n g f o r (A) the method o f a d j o i n t s and 
method o f sweeps, and f o r (B) Newton Raphson c o r r e c t i o n 
3.3 P a r a l l e l s h o o t i n g o r M u l t i p l e s h o o t i n g 
3.4 S e r i e s methods, c o n c e n t r a t i n g on Chebyshev c o l l o c a t i o n methods 
such as P i c a r d method and Newton's method 
3.5 A n a l y t i c methods i n c l u d i n g two t y p e s o f c o n t i n u a t i o n methods 
3.6 N i c o l o v i u s method 
3.1 Q u a s i l i n e a r i z a t i o n 
I n t h i s t e c h n i q u e we l i n e a r i z e t h e n o n - l i n e a r boundary v a l u e problems 
around a n o m i n a l s o l u t i o n s a t i s f y i n g t h e boundary c o n d i t i o n s , t h e n s o l v e 
a sequence o f l i n e a r boundary v a l u e problems i n w h i c h t h e s o l u t i o n o f t h e 
k — one i s t h e nominal p r o f i l e f o r t h e ( k + 1 ) — . I n t h e l i m i t t h e s o l u t i o n s 
o f t h e l i n e a r t w o - p o i n t boundary v a l u e problems converge t o t h e s o l u t i o n 
o f t h e n o n - l i n e a r boundary v a l u e problem. Consider t h e problem ( B ) , 
( k ) ( k ) 
l e t ( y , z ) be an a p p r o x i m a t e s o l u t i o n s a t i s f y i n g t h e boundary 
c o n d i t i o n s . Expanding the R.H.S. o f ( 3 . 1 . 5 ) i n the neighbourhood o f 
, ( k ) ( k ) , 
(y , z ) we g e t 
/ (krO Jk'O 




• (ftf'j At) 
w i t h y ( k + 1 ) ( x o ) = 0( , ( k + 1 ) , . P 
T r o 
3-t-r 
3.1.8 
S o l v i n g t h i s l i n e a r system u s i n g any o f the methods used f o r l i n e a r 
systems g i v e s ( y ^ k + ^ , z ^ k + ^ ) , and t h i s can then be repeated u n t i l t h e 
process converges t o the e x a c t s o l u t i o n . A d i s c u s s i o n about the 
c o n d i t i o n s under whi c h t h i s method converges and the r a t e o f convergence 
i s mentioned i n Roberts and Shipman ( 1 9 7 2 ) . 
3.2 S h o o t i n g Methods 
By s h o o t i n g methods we mean the methods w h i c h s o l v e systems o f 
i n i t i a l v a l u e problems i n s t e a d o f s o l v i n g boundary v a l u e ones. I n t h i s 
s e c t i o n we are g o i n g t o d i s c u s s two o f t h e methods used o n l y f o r l i n e a r 
boundary v a l u e problems, t h a t i s the method o f a d j o i n t s and method o f 
sweeps, and one g e n e r a l method,Newton Raphson s o l u t i o n . 
3.2.1 Method o f a d j o i n t s 
The i d e a o f t h i s method as developed by Goodman and Lance (1956) 
i s t o make use o f the a d j o i n t e q u a t i o n s , d e f i n e d as a s e t o f homogenous 
l i n e a r o r d i n a r y d i f f e r e n t i a l e q u a t i o n s whose m a t r i x o f c o e f f i c i e n t s i s 
the n e g a t i v e t r a n s p o s e o f the m a t r i x o f t h e o r i g i n a l s e t . For t h e 
system o f e q u a t i o n s ( 3 . 1 . 1 ) the a d j o i n t e q u a t i o n s a re 
P =r - A T ( x ) P 3.2.1 
M u l t i p l y i n g t he i — e q u a t i o n o f 3.1.1. by P and the i — e q u a t i o n 
3.2.1 by y , a d d i n g the r e s u l t i n g e q u a t i o n s and summing over a l l n 
we g e t 
> jL p.(t> J/X) - Pt "J Pt U> 3.2.2 
I n t e g r a t i n g o v e r |x , x. "), we g e t 
1=1 ''' -*fe 
3.2.3 
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E q u a t i o n 3.2.3 i s t h e funda m e n t a l i d e n t i t y o f t h i s method. To u t i l i s e 
t h i s i d e n t i t y i n t e g r a t e backward (3.2.1) ( n - r ) t i m e s w i t h t e r m i n a l 
c o n d i t i o n s 
P± ( x ^ ) = 1 , I = lm 7 
\ m = 1, 2, , n - r 
= o . i n£ im l 
(m) . . - im 
i . e . P. ( x ^ ) = S. 3.2.4 
t h 
where t h e s u b s c r i p t m r e f e r s t o t h e m— backward i n t e g r a t i o n o f t h e 
a d j o i n t e q u a t i o n s and the im r e f e r s t o the s u b s c r i p t s on t h e s p e c i f i e d 
t e r m i n a l c o n d i t i o n s y. ( x j . Now 
im f 
P. ( m ) ( x v ) J}. ( x v ) = 1. J. ( x ) = C. 3.2.5 
and (3 . 2 . 3 ) takes the f o r m 
2 P ^ > J ( . ^ ) = ^ - 2 ^ J / / ^ - j 2 $ * > ! * f > < k 3.2.6 
The R.H.S. o f ( 3 . 2 . 6 ) i s known f o r the ( n - r ) s p e c i f i e d ¥ ( x ^ ) and 
c o r r e s p o n d i n g m ( ) , hence t h i s y i e l d s a s e t o f ( n - r ) l i n e a r a l g e b r a i c 
e q u a t i o n s i n t h e ( n - r ) unknowns $ r + 1 ( * ^ ^n^'o* - I n raatrix f o r n » 
J 2 J f t»0) 
ft) (?) 
(ft 
(is) f J? f*-ri 
3.2.7 
Then a f t e r c a l c u l a t i n g the m i s s i n g i n i t i a l c o n d i t i o n s y^Cx^), i = r+1..., n 
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we can i n t e g r a t e f o r w a r d t o g e t t h e r e q u i r e d s o l u t i o n s . 
D e t a i l e d d i s c u s s i o n o f t h i s method w i t h i m p l i c i t boundary c o n d i t i o n s 
and s o l v e d examples can be found i n Roberts and Shipman ( 1 9 7 2 ) . 
3.2.2 Method o f sweeps 
Consider t h e s e t o f two e q u a t i o n s 
3, 
X 
+ " f t " 
J 2 
3.2.8 
where { ) ( * ) =r 
w i t h t h e boundary c o n d i t i o n s 
y 4 < V = rf . y ^ V = ft 3.2.9 
The method o f sweeps ( S c o t t (1975) o r f a c t o r i z a t i o n method o r method o f 
n. e l f a n d and L o r k . u s t s k i y e v s k i i ( B e r e z i n and Zhidkov ( 1 9 6 5 ) ) i s a 
method w h i c h uses a R i c c a t i t r a n s f o r m a t i o n t o h e l p i n f i n d i n g t h e 
m i s s i n g i n i t i a l c o n d i t i o n s . Now c o n s i d e r t h e R i c c a t i t r a n s f o r m a t i o n 
yx ( x ) = r1 ( x ) y 2 ( x ) + r 2 ( x ) 3.2.10 
S u b s t i t u t i n g i n (3.2.8) we g e t 





S o l v i n g ( 3 . 2 . 1 1 - 1 3 ) , f o r tft*), and ftuCJ then (3.2.10) g i v e s from (3.2.10) 
y2Uo)= [X- >$Uo)]/ri,/o) 3.2.14 
From ( 3 . 2 . 9 ) , (3.2.14) we i n t e g r a t e ( 3 . 2 . 8 ) f o r w a r d t o g e t the r e q u i r e d 
s o l u t i o n . 
3.2.3 Newton-Raphson method 
Consider the non l i n e a r boundary v a l u e problem ( 3 . 1 . 4 ) - ( 3 . 1 . 6 ) . 
A f o r m a l approach to. the e x a c t s o l u t i o n o f t h e problem i s o b t a i n e d by 
c o n s i d e r i n g a r e l a t e d i n i t i a l v a l u e problem,say 
o r Li' - if 
w i t h t h e i n i t i a l c o n d i t i o n s 




We denote t h e s o l u t i o n o f (3.2.16) by 
u = u ( x , s ) 
t o p o i n t o u t t h e dependence on s. 




I f s* i s t h e e x a c t s o l u t i o n o f ( 3 . 2 . 1 9 ) , then 
y = u ( x , s * ) 
i s t h e s o l u t i o n o f ( 3 . 1 . 4 ) . 
To s o l v e (3.2.19) one may use Newton's i t e r a t i v e process 
3.2.20 
3.2.21 
j y if 
where <f> (s ) c o u l d be e v a l u a t e d u s i n g (3.2.16-19) w i t h s = s 
3.2.22 
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and I •—' II i s t h e s o l u t i o n o f 
P (XjSv) z Q(*,sr) 
e v a l u a t e d a t x = x , where 
s a t i s f y i n g t h e i n i t i a l c o n d i t i o n s 
J 3.2.24 
3.2.4 D i f f i c u l t i e s o f s h o o t i n g methods 
The a p p l i c a t i o n o f a s h o o t i n g method may be faced by two main 
d i f f i c u l t i e s . F i r s t , w e l l c o n d i t i o n e d boundary v a l u e problems may l e a d 
t o u n s t a b l e i n i t i a l v a l u e problems w i t h r a p i d l y g r o w i n g s o l u t i o n s . T h i s 
causes a l o s s i n accuracy i n s o l v i n g the c o r r e s p o n d i n g system ^ ( s ) = o. 
I n some cases g r e a t e r a c c u r a c y i n c a l c u l a t i o n s may overcome t h i s 
d i f f i c u l t y . T h i s i s n o t always p r a c t i c a l , and l a t e r i n t h i s c h a p t e r we 
w i l l d i s c u s s the p a r a l l e l s h o o t i n g method wh i c h can f r e q u e n t l y reduce t h i s 
d i f f i c u l t y . 
The second d i f f i c u l t y a r i s e s from the dependence o f s h o o t i n g methods 
on assuming the m i s s i n g i n i t i a l c o n d i t i o n s and i n t e g r a t i n g t h e d i f f e r e n t i a l 
e q u a t i o n o v e r the g i v e n i n t e r v a l . i t i s o f c r u c i a l i m p o r t a n c e t h a t t h e 
r e s u l t i n g i n i t i a l v a l u e p r o b l em has a s o l u t i o n over t h i s i n t e r v a l . 
I n some i l l - c o n d i t i o n e d o r sometimes c a l l e d s e n s i t i v e problems, one can 
o n l y choose t h e m i s s i n g i n i t i a l c o n d i t i o n s w i t h i n a v e r y s m a l l neighbourhood 
o f t h e e x a c t ones. For example t h e problem 
/'(X)= 16 Sin h 16y , y ( o ) = y ( l ) = o 
i s g i v e n by K e l l e r ( 1 9 6 8 ) ; t h e e x a c t s o l u t i o n i s y ( x ) = o, and t h e t r u e 
- 5 1 -
/ -7 i n i t i a l c o n d i t i o n i s y ( o ) = o, y e t i f we choose s >10 the s o l u t i o n 
o f the i n i t i a l v a l u e problem i s s i n g u l a r i n [°>1^. C o n t i n u a t i o n 
methods and p a r a l l e l s h o o t i n g f r e q u e n t l y h e l p t o overcome t h i s d i f f i c u l t y 
as w i l l be shown l a t e r i n t h i s c h a p t e r . 
3.2.5 R e l a t i o n between method o f a d j o i n t s , method o f sweeps and 
Newton Raphson method f o r l i n e a r e q u a t i o n s 
C o nsider t h e l i n e a r boundary v a l u e problem ( 3 . 2 . 8 - 3 ) , L e t t h e 
fundamental s o l u t i o n be 
"v.. II 9 
where 
1 
) " o' 
0 1 
Then t h e p a r t i c u l a r s o l u t i o n i s 
'3, " 
- cx + 1, 
3i 















0-n Q u 
#1, Q?i 
3.2.28 
S u b s t i t u t i n g the boundary c o n d i t i o n i n (3.2.26]we g e t 
C,*"-1/*0 > ^J^JP-(«-Z«.))Y,/V-3.2.29 
Then t h e m i s s i n g i n i t i a l c o n d i t i o n i s 
J L } «T^5 ^ 3.2.30 
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( i ) Newton-Raphson method 
Assuming t h e m i s s i n g i n i t i a l c o n d i t i o n y 2 ( x < J ) = s , t h e n t h e a p p r o x i m a t e 
s o l u t i o n a t x = x^ i s 
3.2.31 
The c o r r e c t i o n e q u a t i o n i s j u s t ( 3 . 2 . 2 8 ) , so f " 1 i s j u s t Y„ , so 
o r d i n a r y s h o o t i n g produces 
3.2.32 
s u b s t i t u t i n g from (3.2.31) we can e a s i l y see t h a t s = s* 
c o r r e c t e d 
i . e . Newton-Raphson method g i v e s t h e c o r r e c t v a l u e o f t h e m i s s i n g i n i t i a l 
c o n d i t i o n i n one i t e r a t i o n . 
( i i ) Method o f a d j o i n t s 






and we c o n s i d e r t h e p a r t i c u l a r s o l u t i o n s a t i s f y i n g 
3.2.34 
th e r e l a t i o n between any s o l u t i o n y ( x ) o f (3.2.8) o r (3.2.27) and any 
s o l u t i o n P o f t h e a d j o i n t system (3.2.33) i s 
Hence i n p a r t i c u l a r 
3.2.35 
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s i m i l a r l y t h e r e l a t i o n between any s o l u t i o n Y o f (3.2.28) and any 
s o l u t i o n P o f (3.2.33) i s 
[ + X ?1 ] =0 3.2.3,3 
Hence i n p a r t i c u l a r f o r P ^ 3 ^ ) = !. P 2 ^ x N ^ = ° 
p2(v = y 2 / ^ ) 3 - 2 - 3 7 
Now t h e method o f a d j o i n t s s t a t e s t h a t 
3.2.38 
s u b s t i t u t i n g f r o m (3.2.35) i n t o (3.2.37) g i v e s 
and t h i s i s t h e same va l u e a g a i n as i n ( 3 . 2 . 3 0 ) . Hence f o r l i n e a r 
WWHit's 
e q u a t i o n s a d j o i n t method a n d ^ s h o o t i n g g i v e t h e t r u e v a l u e i m m e d i a t e l y . 
( i i i ) Method o f sweeps and Method o f a d j o i n t s 
I n e q u a t i o n s (3.2.11) - ( 3 . 2 . 1 4 ) , i f we put 
r'";= -JJ7> ' Vi'ji,{P + J(t.t+t.h)*) 
T h i s g i v e s t h e e q u a t i o n s ( 3 . 2 . 3 3 ) , t'3.2.34) and (3.2.38) 
i . e . method o f sweeps g i v e s the same r e s u l t s as t h e method of a d j o i n t s . 
A comparison o f the n u m e r i c a l b e h a v i o u r o f these two methods w i l l 
be mentioned i n t h e n e x t c h a p t e r . 
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3.3 P a r a l l e l s h o o t i n g method 
The i d e a o f t h i s method as mentioned i n K e l l e r (1968) and C e b i c i 
& K e l l e r (1971) i s t o d i v i d e the i n t e r v a l f x ,x„l i n t o sub i n t e r v a l s . 
L O NJ ' 
s o l v i n g a p p r o p r i a t e i n i t i a l v a l u e problems over each sub i n t e r v a l , 
and t h e n s i m u l t a n e o u s l y a d j u s t i n g the i n i t i a l d a ta i n o r d e r t o 
s a t i s f y t h e g i v e n boundary c o n d i t i o n s and a p p r o p r i a t e c o n t i n u i t y 
c o n d i t i o n s a t the mesh p o i n t s . 
C o n sider t h e boundary v a l u e problem ( 3 . 1 . 5 ) , ( 3 . 1 . 6 ) and d i v i d e t h e 
i n t e r v a l [ x o . * N ] i n t o t h e s u b - i n t e r v a l s [ x 0 > x i ] • • • [ " j ^ . X N " ] - T o s t a r t 








s o l v i n g o v e r each s u b i n t e r v a l we g e t t h e s o l u t i o n s 
Y 2 I J T J - • • ' A/'l 
These s o l u t i o n s must s a t i s f y t h e c o n t i n u i t y c o n d i t i o n s 
3.3.2 
" i f , / * . . * ) 
2f.t (*r>\f., >ff.,) 
A 
— • 
it '*>, A) 
3.3.3 
V 
and t h e boundary c o n d i t i o n s 
3.3.4 






so l i v i n g (3.3.5) u s i n g Newton's method 
To f i n d t h e J a c o b i a n m a t r i x / ~ J y we s o l v e 




and t h e s o l u t i o n i s denoted by f% f*) > Oofx^ f o r X € t *»J 
and t w i c e w i t h the i n i t i a l c o n d i t i o n s " 1 ' 
0 i 
and t h e s o l u t i o n s are denoted by r pfrfe, -i r e s p e c t i v e l y 
f o r Z £. [Jr , > f- \jl> 
Then J 7 ^ ^ ^ ^ 





9, Hi) cf'l't) 0 - j 
(i) 0 , 
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and s u b s t i t u t i n g i n ( 3 . 3 . f ) g i v e s S , t h e whole process i s r e p e a t e f i ' - Q n t i l 
i t converges t o t h e r e q u i r e d s o l u t i o n . 
The d i f f i c u l t i e s f a c i n g o r d i n a r y s h o o t i n g have been mentioned i n 
( 3 . 2 . 4 ) . K e l l e r (1968) showed t h a t p a r a l l e l s h o o t i n g y i e l d s an 
e x p o n e n t i a l r e d u c t i o n i n t h e e r r o r g r o w t h f a c t o r , w h i c h h e l p s t o overcome 
the problem o f f a s t g r o w i n g s o l u t i o n s . For t h e case o f s e n s i t i v e problems 
where t h e d i f f i c u l t y l i e s i n g u e s s i n g t h e m i s s i n g i n i t i a l c o n d i t i o n s , 
Weiss (1973) shows t h a t p a r a l l e l s h o o t i n g y i e l d s an e x p o n e n t i a l i n c r e a s e 
i n t h e domain o f a t t r a c t i o n f o r the i n i t i a l guess. On t h e o t h e r hand 
we need t o guess many parameters compared w i t h few i n the case o f o r d i n a r y 
s h o o t i n g . T h i s may make t h e problem more d i f f i c u l t . To overcome t h i s 
d i f f i c u l t y we a r e g o i n g t o d i s c u s s i n t h e n e x t c h a p t e r a s t a r t i n g p r o c e d u r e 
t o h e l p p r o v i d e a p p r o x i m a t i o n s t o t h e m i s s i n g i n i t i a l c o n d i t i o n s . 
For the l i n e a r boundary v a l u e problems George and Gunderson (1972) 
d i s c u s s e d the d e t e r m i n a t i o n o f t h e s u b i n t e r v a l l e n g t h s t a k i n g i n t o 
c o n s i d e r a t i o n t h e c o n d i t i o n i n g o f t h e f i n a l m a t r i x used t o d e t e r m i n e a l l 
t h e s h o o t i n g p a r a m e t e r s . 
3.4 S e r i e s methods 
I n a s e r i e s method, t h e s o l u t i o n o f a boundary v a l u e problem i s 
expressed by a f i n i t e s e r i e s . The most common a p p l i c a t i o n o f t h e s e r i e s 
methods a r e u s i n g Chebyshev s e r i e s o r F o u r i e r s e r i e s . C o n c e n t r a t e on 
Chebyshev c o l l o c a t i o n methods f o r s o l v i n g boundary v a l u e problems such 
as P i c a r d method (Clenshaw and N o r t o n (1963) and W r i g h t (1964) and 
Newton's method ( N o r t o n ( 1 9 6 4 ) ) . 
3.4.1 The P i c a r d method 
Co n s i d e r t h e second o r d e r non l i n e a r boundary v a l u e p r o b l em ( 3 . 1 . 4 ) w i t h 
x € f - l , l ] and t h e boundary c o n d i t i o n s 
3.4.1 





we can define an i t e r a t i v e process 
where \ and J1 are evaluated such that 
For a general index we have y^(x) satisfying the boundary conditions 
(3.4.1), and i t s derivative y^ ( x ) . From the values Y^(-Xs^t 3^  ( x t ) 
and f ( x ,y. (x ), y. (x_))where x c = &s —r- , s = 0,1, ,N then using 
» 1 •» 1 > i> yv 
(1.3.10) we can compute the coefficients a , a , B where • , r r r 
J.It) * 2 a r T r *> 
3.4.5 
Let , y J = 2 ^ r " J " ' ti*l*,Jl> 3.4.6 
then substituting from (3.4.5) in t o (3.4.3) we get 
fro fe» 
and .from the boundary conditions (3.4.4) 
3.4.7 
3.4.8 
Using (1.3.6) i n (3.4.7) and equating coefficients of T^(x) i n both sides 
we get the new set of coefficients A^ , r = o,1,....,N,repeating u n t i l 
the process converges to the required solution. 
This method f a i l s to converge i n many problems; to explain, the 
following notation i s used. The i t e r a t i v e process (3.4.3) i s wri t t e n as 
3.4.9 
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This i s equivalent to 
r<V* ^ * JGwPlw-fa]* 3.4.10 
where G(x,t) i s the Green's function of the reduced problem 
I l l ) S f r f ( * ) > #(•>) -- JO) = O 3.4.II 
* 
So: i f y (x) i s the exact solution of 3.1.4 
/ 
r(f)-rih)s fchvlFliJtit.j'rtl'tlu/ow^ft 3.4.12 
* * * 
and F(y ) = y so th i s i s y - y k + ^ 
The convergence of the process now depends on the behaviour of the r i g h t 
hand i n t e g r a l : for example, i f 
Pf**Jsj')* 3.4.13 
then (3.4.12) becomes, 
*** - / 
3.4.14 
Since y ( x ) - y k ( x ) = 0 at x = + 1 i t has an expansion i n terms of 
the eigenfunction of 3.4.11, i . e . as a series 
A /ISO 
and then / g f M j j ) 0**1) <// = ^ - r Go(?**0 %T 
J, * (?»n)l/r2 2 
so that ultimately J y* - y k + 1 | > / y > y > / i f > / 3.4.16 
that i s the process w i l l then diverge. This treatment i s given i n 
Cellatz (1960). 
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3.4.2 Newton's method 
This method i s using the idea of quasilinearization with the method 
of superposition and expressing the solution i n terms of Chebyshev 
polynomials. Consider the non linear boundary value problem (3.1.4), 
(3.1.6). Expanding the R.H.S. i n Taylor series about J / f - f j r ) • , we 
get Newton's i t e r a t i v e process. 
3.4.17 
where 0fX) s (x,^^) 
and kt*) = (*>9oti) 
Norton (1964) used Chebyshev polynomials in Hit fr>ftn^;'«j f»o'-'A'** 
l e t j j X ) = 2 V W > J/J** = 2 A' TrfX) 
o I, 
For si m p l i c i t y h(x) and g(x) are approximated by -jj Cg , £ Cg respectively. 
Substituting i n (3.4.17) and equating coefficients of T (x) we get r 
3.4.18 fit ' i Co fir "^^ fi,=-d* ' * « 
where Jf = hr ' C.'qJ " -jr C0 CXr 3.4.19 
From (3.4.18) 
20 
using the relations 
3.4.21 
we get the recurrence equations 
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c° s £ ^  * ^ ^/-c^; * *f<C- ^ ) 
^ - />' / I 3.4.22 
for r =f/ ,ft-l ,1 
Every solution of the system may be expressed as the sum of a particular 
/ solution E ,E (r=o,1,....,N) and a linear combination of four independent r r 
solutions of the corresponding homogenous system. 
Co Br., = Co 6 r „ t *r (2 Q'r -Cl&f) 
i 3.4.23 
Br_, - +ir Br 
/ / l e t F , F and G , G are two solutions of (3.4.23), then r r r r 
fir " Br V/y +y£r 
where js and jf are determined with the aid of the boundary conditions. 
Whore c q i s small i t i s d i f f i c u l t to produce l i n e a r l y independent solutions 
and a modification to t h i s procedure i s mentioned i n Norton (1964). 
3.5 Analytic methods 
These approaches replace the given boundary value problem by some 
ana l y t i c a l l y equivalent mathematical problem and attempt to solve the 
new problem numerically. From these methods we are going to choose the 
continuation method which i s closely related to the application of shooting 
techniques. In these methods two approaches are discussed (Roberts and 
Shipraan (1972)). The f i r s t approach i s to perturb the integration 
i n t e r v a l f x ,x 1 and the second i s to perturb the d i f f e r e n t i a l equation o N J 
i t s e l f . 
3.5.1 Continuation method (perturbed i n t e r v a l ) 
Consider the non linear boundary value problem (3.1.4), (3.1.6) 
( i ) s t a r t by choosing the missing i n i t i a l conditions, i . e . the i n i t i a l 
conditions becomes y ( x Q ) = tf , •/ (x f l) = s 3.5.1 
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( i i ) Integrate ( 3 . 1 . 4 ) forward u n t i l overflow problems or numerical 
d i f f i c u l t i e s appear. Choose the f i n a l value of x as x^ such that 
the solution has a good behaviour i n fXg.x^ 
( i i i ) Solve eqn^ ( 3 . 1 . 4 ) over ^x q, x^ .] with the boundary conditions 
tf (to) s ot j jjfXi) » ^  using shooting method 
( i v ) To extend the i n t e r v a l from [ X 0 I X J 3 T O [ X Q , X 2 ^ L E T T N E I N I T I A L 
conditions resulting from the solution i n ( i i i ) be y ( x Q ) = 
y^(x ) = s . Then solving ( 3 . 1 . 1 9 ) over [ x ,x "I with the 0 1 o 2J 
boundary condition y(x f t) = o( , y (*2^ = p 
(v) Repeat for the terminal values x, , x_.... u n t i l x = x„ 
i a N 
at this value the o r i g i n a l problem w i l l have been solved. 
Detailed discussion and solved examples can be found i n 
Roberts and Shipman ( 1 9 7 2 ) . 
3.5-2. Continuation method (perturbed d i f f e r e n t i a l equation) 
Consider the boundary value problem ( 3 . 1 . 4 ) . The application of 
thi s technique starts by w r i t i n g the R.H.S. of ( 3 . 1 . 4 ) i n the form 
3.5.2 
such that the boundary value problem 
with the boundary conditions ( 3 . 1 . 6 ) i s solvable numerically. 
Then we solve the sequence of two-point boundary value problems 
where /g s o . ^ e ^ + A ^ 
th 
and the missing i n i t i a l conditions for the solution of the k — problem 
are taken as the i n i t i a l conditions for the shooting method solution of 
st 
the ( k + l > — problem. I f a sequence ^ can be found such that each 
problem ( 3 . 1 . 4 ) , ( 3 . 1 . 6 ) has a solution and such that = 1 , for some N, 
then the required problem w i l l have been solved. 
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3.6 Nicolovius method 
Nicolovius (1961) suggested an i t e r a t i v e method for solving linear 
and non linear boundary value problems using Taylor series with integrated 
remainder. To describe the method consider the system of n non-linear 
boundary value problems 
with the boundary conditions 
U( ft**) = 0 3.6.2 
Use a Taylor series expansion about some point x=x^, including the 
remainder term i n integral form and using the notation 
then the exact equation i s 
(k) 
This can be written as an i t e r a t i v e formula i m p l i c i t i n y± i n the form 
A» M f'"' d" 
i t x 
V *' 3.6.3 
The derivate V . • (X.. (Kx)\ can a l l be written i n terms of n 
unknown (or a smaller number i f x^ i s one of the end points and 
some values of y are given there). Then substituting x = x Q, x = x^ 
i n (3.6.3) and using the boundary condition (3.6.2) gives a set of non-
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linear equations for the unknown j fX() . The integrals are evaluated 
i n terms of the previous i t e r a t e which determines the p r o f i l e s 
In the case of a single higher order d i f f e r e n t i a l equation, consider the 
non-linear boundary value problem (3.1.4) with the boundary conditions 
(3.4.1). Then expanding the solution about x = o and similar to (3.6.3) 
we get the following i t e r a t i v e formula 
ft) 4 J £7pr <» '(*> \ Q/ (X) - </ fo) t * <? <*) + J. -7 D ffact<**3 f>) 
J--2 J-
3.6.4 
Using the boundary conditionswe get 
3.6.5 
P -- / « * J% , i -jr o 'rf.,%. j%) 
+ $ J^ta.rto.Woo-*?,, 
3.6.6 
From (3.6.5) and (3.6.6) we solve to get J f°) •> J fo) a n d substitute 
them i n (3.6.4) to get the required approximate solution. 
To show how the method was p r a c t i c a l l y used, the next example i s given 
by Nicolvius with n = 2, p = 3, y = y, y = z, f = f f = f 




For x q = o, P1 = P 2 = 4, we get from (3.6.3) with these functions the 




Zk it) *zkM+ J *1 a f.,J M t z (o>) 
J-/ J ! J * 
(i*h*j ) J 
substituting ^. y _ j . f y s / , 3 ) i n t n e R.H.S. of (3.6.5) 
and using the boundary conditions, i n (3.6.4) we get 
0 * ZM - fB fa + X JM ZM - £ Z'/W j^o) - j- //W Z W 






- —2- y 4 9 3 
>«>° Y * 
For a general index we have Jf. fx) , "Z, fx) and J. (*),?. (°) , 
0-1 ft't M-t Jf-/ 
we use (3.6.5) to get j % fx) and substituting i n (3.6.6), (3.6.7) 
and evaluating the integrals we get two non-linear equations i n the 
unknowns ^ M ^Z^to) . Solving to determine them and using (3.6.5) gives 
Si (JO * "ZL f%) a n c l t n e P r o c e s s i s repeated u n t i l convergences. 
The above example i s one which f a i l s to converge using the ordinary 
Picard method (corresponding to p 1 = p 2 = 1) but converges with the values 
given. Further discussion of this method i s given i n the next chapter. 
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CHAPTER IV 
A series approach for solving two-point boundary value problems 
Introduction 
In the f i r s t part of th i s chapter, section 4.1, we report practical 
experience i n applying the Lie series method i n Chebyshev form to some 
of the shootingtechniques mentioned i n chapter I I I . The method i s 
here simply used as an alternative way of solving i n i t i a l value 
problems, and i t s performance can be analysed i n the same way as has 
already been done i n chapter I I . Details of the techniques used are 
given i n (4.1) and practical experience i n (4.2). 
In the remainder of this chapter we derive an improved method fo r 
solving boundary value problems using Lie series, based on alternative 
ways of successively improving the solution series. This method can 
be described as a function continuation one i n which acceptable series 
solutions are derived i t e r a t i v e l y using intermediate approximations of 
various types and orders. The method i s described and the errors 
at d i f f e r e n t stages are discussed i n (4,3). Practical implementation 
and results are given i n (4.4). The results are discussed and 
conclusions drawn i n (4.5). Comparisons with other methods and 
suggestions for further work are given i n (4.6). 
Note on practical examples 
The following examples are solved throughout t h i s chapter using 
various methods. 
( i ) y = (y - y ) e - xe , x6[o,$] 
'y(o) = 1, y(£) = | e* 
Exact solution y = (l+x)e 
( i i ) y^ = 16 Sinh 16y , x * [ b , l ] 
y(o) = o , y ( l ) = o 
Exact solution y(x) = o 
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( i i i ) y / / = k e y . [-1,1] 
y ( - l ) = o , y ( l ) = o 
( i v ) y'' = - J e y , x f e [ - l , l ] 
y ( - l ) = o , y ( l ) = o 
(v) y .// 3 2 [ o . l ] 
y ( o ) = 4 , y ( l ) = 1 
H. 
E x a c t s o l u t i o n y ( x ) = ( i + x ) 2 
( v i ) y •o.7y - (3cot x + 2 tan x ) y 
IT IT 
y e ^ ) = o , y ) = s 
«cf • - f i 
4.1 L i e s e r i e s method f o r a s i n g l e higher order d i f f e r e n t i a l equation 
Consider the n o n - l i n e a r d i f f e r e n t i a l equation of order n 
4.1.1 
or 
$2 - J3 
where a _ , y 7-





where j = £ , ) 
Then the truncated Lie series expression (2.1.3) becomes 
3. '*> -<• J 
t> y ft) 
J, '*> (X -t) 
4.1.4 
and for a general index i we get 
x 
* •* - j * *• 
For the second order case 
3-S + 2 j'fJ&[0ltr3i * 
- n * 
Z - z -> 
z + J (f-i>./* * /f'-*>ft ff-?)] — 
-69-
4.2 Application of Lie series method to i n i t i a l value methods for solving 
non-linear boundary value problems 
In this section we are going to use the Lie series method (G ) 
s ,N 
in Chebyshev form with y(x) taken as the f i r s t four terms of Taylor 
series to solve the i n i t i a l value problems appearing i n shooting techniques. 
The use of Chebyshev polynomials also simplifies the integrals appearing 
i n some methods. We compare the numerical behaviour of the Newton Raphson 
method with the method of adjoints and method of sweeps using quasi-
l i n e a r i z a t i o n applied to the non-linear second order d i f f e r e n t i a l 
equation (4.1.6). Y** <*tsi/*>f A /s soft'de* Hy sm+ // (A<s *M-*„) 
4.2.1 Application of Lie series to the method of adjointsusing 
quasilinearization 
Consider the boundary value problem (4.1.6) with the boundary 
conditions 
Jf(-i) * « P 4.2.1 
(k), As i n (3.1) we use quasilinearization about a current solution y (x) 








with the boundary conditions 
J H) = « J CO 4.2.3 
Applying the method of adjoints, the adjoint equations for (4.2.2) become 













The fundamental equation simplifies i n t h i s case to 
zf"'>"} -/'^•^•^L,y-u'"] 





? U > fa \p- w f +2 k - ^ ) I 
4.2.12 
(k+D, \ (k+1), . Now we solve for y ( x ) , z (x) using G_ „ with the i n i t i a l o, N 
(k+1) (k+1} (k+1) conditions y v '(-1) = D( andz ' ( - l ) = s evaluated from (4.2.12) 
Jit*') 
U 2 S Uhl'>*>S ) 4,2.13 
and Z * J > ? = J 4.2.14 
and (k"> _ 4.2.16 
I t w i l l be noted that the same f - derivatives occur i n 4.2.8 
4.2.9 and 4.2.13, because of the use of j^in one set and G^  j^in the 
other. 
For the sake of comparison as w i l l be shown l a t e r , we apply the 
method of adjoints i n two directions. F i r s t we integrate the 
d i f f e r e n t i a l equation forward and the adjoint equations backward 
and we denote th i s d i r e c t i o n by F and second we integrate the 
d i f f e r e n t i a l equation backward and theadjoint equations forward, t h i s 
d i r e c t i o n i s denoted by B. In thi s case the i n i t i a l conditions for 
(4.2.4) are 
PJ / - ?,(•')* O 4.2.17 
and (4.2.12; becomes 
Each of the i n i t i a l value problems i s iterated u n t i l the L 
norm of the difference between two successive vectors of coefficients 
i s less than a specified tolerance g, and the same £ i s used as a 
(k) 
stopping c r i t e r i o n for k, the f i n a l solution y (x) being such that 
(k),,. y (D- < t ( f o r case F) and y ( k ) ( - l ) - o( < i ( f o r case B) 
The number of terms N of Chebyshev series i s kept constant i n these 
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calculations. 
The results shown i n Table 1 show the number of it e r a t i o n s used i n 
solving the d i f f e r e n t i a l equation (4.1.6) using G_ and the number of 
3, N 










ite r a t i o n s 
D i f f . Adj. 
3qn. Eqn. 
N 
( i ) 0.4 5 F 0.1D-8 25 21 31 
( i ) 0.6 5 F I f 32 27 1 1 
( i ) 0.6 4 B I t 30 20 I I 
( i i i ) 0.5 5 F 0.1D-10 22 22 1 1 
( i v ) 0.5 4 F 1 1 16 16 I I 
(v) -1 4 B 0.1D-8 31 29 1 1 
( v i ) 0 1 F 6 6 I I 
4.2.2 Application of Lie series to the method of sweeps using 
quasilinearization 
As i n (4.2.1) we s t a r t with the boundary value problem (4.1.6) with 
the boundary condition (4.2.1) and use quasilinearization about the 
, .^ (h ) . x ( k ) , . to get (4.2.2), (4.2.3). The Riccati current solution y ( x ) , z (x) 
equations become: 
4.2.19 
For the case F the i n i t i a l conditions are 
r2co *fi 4.2.20 
we solve (4.2,-IQ) by G2 N whe re 
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4.2.21 
IL = jS + f7-0 j U ( , 0 > / S j -f D3t (h;/*) 4.2.22 
A 
* i 
+ J <±£> f-[* ?j - ft\ 1/fyz' fey+4,*'$/-3 )fl 
Jt 4.2.24 
t f^f1 {-Id** V * W & - t o y * ^ 0* -te,*5/ 
- ( £ i * f -h*'4'XA)Jtt-5i ~ f + t*r)i 0 
(h-h)\ " 4.2.25 
~ " ~ r ' H ) * s 
and Z ( - ' ) ~ ^ (-,) " 4.2.26 
(k+1), x (k+1), ,. Now solve f o r y ( x ) , z (-1) using G3 N w i t h the i n i t i a l 
c o n d i t i o n y ( k + 1 ) ( - l ) = * , z ( k + 1 ) ( - l ) = s ( k + 1 ) evaluated from (4.2.26), 
and f i n d y < k + 1 ) , y ( k + 1 ) as i n (4.2.13), (4.2.15). Again the same 
f - d e r i v a t i v e s occur i n both sets of equations. 
For the case B the i n i t i a l c onditions are 
f ^ ) * o t f2 (-!)--« 
(**') p-rg(t) 
and Z CO = 4.2.28 
Again, each of the i n i t i a l value problems i s i t e r a t e d u n t i l the 1 ^ 
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norm of the d i f f e r e n c e between two successive vectors of c o e f f i c i e n t s 
i s less than a s p e c i f i e d tolerance £ and the same fe, i s used as a stopping 
c r i t e r i o n f o r k, the f i n a l s o l u t i o n y ^ k ^ ( x ) being such t h a t J y ^ k \ l ) - pj< 
|
( k ) I y (-1) - K < t ( f o r the case B). The 
number of terms N of Chebyshev series i s kept constant i n these 
c a l c u l a t i o n s . 
I n the r e s u l t s shown i n Table 2, the number of i t e r a t i o n s used 
f o r s o l v i n g the d i f f - e q u a t i o n (4.1.9) using G_ and the number of 







D i r e c t i o n Tol e No. of i t e r a t i o n s 
D i f f . frcc/if-''. 
Eq. Eq. 
N 
( i ) 0.4 5 F 0.1D-8 25 44 31 
( i ) 0.6 - F II Blows up 
U ) 0.6 4 B It 30 24 
( i i i ) 0.5 5 F 0.1D-10 22 24 
( i v ) 0.5 4 F It 16 21 M 
( v ) -1 4 B 0.1D-8 31 32 
( v i ) 0 1 F 11 6 7 
Note: "Blows up" here means t h a t the s o l u t i o n of the R i c c a t i equation 
becomes i n f i n i t e i n £-l,lJ. 
4.2.3 A p p l i c a t i o n of L i e series t o shooting method (Newton Raphson) 
The L i e series method G_ i s used to solve the d i f f e r e n t i a l equation 
o , IN 
(4.1.6) w i t h the i n i t i a l c o nditions 
(k) 
J('0~« > Z('0= S 4.2.29 
(k ) ( k ) 
as i n (4.2.13), (4.2.15) and the s o l u t i o n i s denoted by y > z 
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We use G to solve (4.2.30), s t a r t i n g w i t h 3»N 
A 
P 
<? = P • 
,<f 
I n t h i s case G i s used f o r both sets of equations since e x a c t l y the 
same f d e r i v a t i v e s occur. 
The new i n i t i a l c o n d i t i o n i s then found from 
Z H * S = S ~P~UT&) 4.2.31 
and the process i s then repeated. The same c r i t e r i o n as before i s used 
f o r the s o l u t i o n of the i n i t i a l value problems and f o r stopping the process. 




N Tol e No. of 
I t e r a t i o n s 
D i f f . E q . Corr.Eq. 
( i ) 0.4 31 0.1D-8 25 22 
( i ) 0.6 28 26 
( i ) 0.7 Blows up 
( i i ) 0.1D-4 it Blows up 
( i i i ) 0.5 ti 22 18 
( i v ) 0.5 it 16 13 
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Note "Blows up" means tha t the s o l u t i o n y(x,s°) becomes i n f i n i t e i n 
4.2.4 Comparison of methods 
I n s o l v i n g the i n i t i a l value problems we used G_ to solve the 
d i f f e r e n t i a l equation and the c o r r e c t i o n equation i n the shooting method, 
since they are using the same f d e r i v a t i v e s whi l e we used G to solve 
A ,N 
the A d j o i n t equations and R i c c a t i equations to avoid using higher f 
d e r i v a t i v e s than those which occur i n s o l v i n g the d i f f e r e n t i a l equation. 
Comparing tables (1) and (3) we can e a s i l y n o t i c e t h a t method of 
a d j o i n t s and shooting method have almost the same behaviour while 
comparison of tables (1) and (2) shows t h a t method of a d j o i n t s i s more 
sta b l e than the method of sweeps s p e c i a l l y i n the case F i n the non-linear 
case. while f o r the l i n e a r case they have the same behaviour. 
I n these three methods we have the same d i f f i c u l t y o f choosing-. s Q so 
as to f i n d a s t a r t i n g p r o f i l e . For t h i s reason we axe going to develop 
a new method which helps i n pro v i d i n g a s t a r t i n g value f o r shooting 
techniques. 
4.3 A series method f o r s o l v i n g non-linear boundary value problems 
4.3.1 General idea of the method 
Consider the second order non-linear boundary value problem 
J"* ' J*0***, J i k ) * / 3 4.3.1 
or 
I 4.3.2 
The i n t e r v a l here has been taken as £o,hJ f o r convenience i n d e s c r i b i n g 
the order of accuracy. 
The r e l a t e d i n i t i a l value problem associated w i t h t h i s i s 
U* * ' ) Ufo)=S 4.3.3 
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or U V 
4.3.4 
(JL (o ) •=- e( j 1//o ) =r S 
Let u(x,s) be the s o l u t i o n of (4.3.4), i f (4.3.2) has an i s o l a t e d 
s o l u t i o n , f o r which z(o) = s*, i t i s known ( K e l l e r 1968) t h a t u(x,s) 
i s unique, t h a t i t depends d i f f e r e n t i a b l y on s, and that s* i s the 
unique s o l u t i o n of the equation 
=z UtkjS*)- P =0 4.3.5 
Note however t h a t f o r u(o,s) to be f i n i t e i n ( p , h j i t may be necessary 
to r e s t r i c t s t o some neighbourhood of s*. 
Now l e t u m ( x , s ) be an approximation to. u(x,s) given by a Taylor s e r i e s 
of order m, and consider the r e l a t e d equation 
The s o l u t i o n o f t h i s equation, i f i t e x i s t s , w i l l be c a l l e d s . The 
m 
process t o be described i s i n two stages: 
f i r s t l y , the determination of from an i n i t i a l approximation S q , and 
secondly, the use of s m as a s t a r t i n g value f o r the shooting (Newton 
Raphson) process. 
The questions which a r i s e are then, 
( i ) under what conditions does such an s e x i s t 
m 
( i i ) i t s value as a s t a r t of the shooting process, which depends 
on i t s accuracy as an estimate of s* 
( i i i ) how may s be determined 
ra 
( i v ) how does t h i s method compare w i t h the use of ordinary shooting 
s t a r t i n g w i t h the same i n i t i a l approximation S Q 
A b r i e f t h e o r e t i c a l analysis of these questions w i l l now be given. 
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P r a c t i c a l r e s u l t s w i l l be given i n succeeding s e c t i o n s . 
4.3.2. Existence o f s 
m 
For equation (4.3.6) we have /W «. sttpft'c'tit/// stn*lt A. 
where R i s 0 ( x ) m + 1 D I D~ 1f , i . e . R i s bounded and of known order, m m 
Since equation (4.3.5) has always a s o l u t i o n s*, then f o r large enough 
ra. equation (4.3.6) has a s o l u t i o n s . 
m 
I f u(x,s) i s continuous i n = | (i, s) f * I * f\ 
and u m ( x , s ) i s continuous i n N f m = j f^J tt^j. \ \ $ fm \ 
then f >, f i . e . Ne z=> A/, since any s f o r whichi|(x,s) i s continuous 
0 * x s X has also u m ( x , s ) continuous, whereas the reverse i s not t r u e . 
While Sj always e x i s t s such th a t o( •f$t[i~P , s m m a y n o t e x i s t f o r 
small values of m > l . 
4.3.3. Accuracy of .3 
_ m 
Since u (x,s) i s expressed as a Taylor series of order m, then m 
% ( x' Sm ) = **m+$t<*'«.*m) + 4.3.8 
and the exact s o l u t i o n u(x,s) can be expressed as an i n f i n i t e Taylor 
s e r i e s . 
Ul*>h *« + * S - * f , 4.3.9 
Hence U m C *, *m) - U(*>S*) = »m <'sSm)-U*,3M) + MK^J. A F F T S * ) 
since u^fA,^ s /3 - *<h,s*) then 
0 * 6 ( k m H ) + fSm.S*J ( k + ) 
E x p l i c i t expressions f o r s -s* using various types of series are 
m 
considered i n the next s e c t i o n . 
4.3.4 Determination of s 
To solve the equation (4.3.6) f o r s we use the Newton Raphson 
m 
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i t e r a t i v e process 
where • i s the s o l u t i o n of the d i f f e r e n t i a l equation 
UM = o > u'fo) = i 
4.3.12 
and U (x,s ) i s an approximate s o l u t i o n of (4.3.12) expressed by a m m 
Taylor s e r i e s of order m. Nofce t h a t since s — 5* i s of o r d e r h m. 
m 
t h i s equation need only be d e a l t w i t h to t h i s order.. With a proper choice 
of s^ 0, the i t e r a t i v e process (4.3.11) w i l l converge to s^. (^«t ira/A f ) 
4.3.5 Conditions f o r convergence 
For the equation (4.3.5), K e l l e r (1968) proves t h a t under c e r t a i n 
c o n d i t i o n s ^ j j h a s a p o s i t i v e d e r i v a t i v e f o r a l l s, hence ^ j ) s o has a 
unique r o o t (see K e l l e r (1968) theorem (1.2.6), pp.16) 
So 6 can be obtained using the i t e r a t i v e process 
s -- e(f)-s - — 
o * // 
and the r a t e of convergence w i l l depend on s -s and G ( s ) . 
Since from (4.3.11), - G„(%) * 0 (f"), then (4.3.11) and 
(4.3.13) have approximately the same r a t e of convergence. The graphs 7&8 
of some p r a c t i c a l r e s u l t s agree w i t h t h i s statement. 
A general estimate of the domain of convergence of (4.3.13) i s 
reported i n Traub (1964). 
1? <T* J* I /«-S*J<rJ and IC"(*)I £ ?M f o r 
S^X then ftp <s i ,s a s<iff''c/'trt/ r0tt tti'frort for Co**er/f*cc 
A l t e r n a t i v e l y i f / G fsj - Gf+)\ C. A" /S-// V J 
and K < t , then /S-5*/<X wher* l^7s)f^?// i n J 
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This i s enough to ensure S= G(i) i s c o n t r a c t i o n mapping, since 
S - S* =r ( Kj £ S*)Z f o r \ between and S 
s Mr 
So we have i n t e r v a l of existence of s o l u t i o n / & - £* / < / 
and i n t e r v a l w i t h i n which Newton converges f £ - j < -L < f 
For the i t e r a t i v e process (4.3.11) i f I Cl"(*) I <- zM and 
so i n t e r v a l of convergence f o r (4.3.11) i s 
This i m p l i e s t h a t the outer range f o r S q i s a* - • .-..-J,.,- f-£a.t o 
ordinary shooting since s* - s = o ( h " l + 1 \ 
m 
4.4 P r a c t i c a l a p p l i c a t i o n s 
I n t h i s s e c t i o n we are going to discuss how t h i s method i s 
applied i n p r a c t i c e using various combinations of s e r i e s . We adopt 
the f o l l o w i n g n o t a t i o n throughout t h i s chapter. 
TLm: f o r the method which uses a truncated Taylor series of order m 
i'e- u„ - as*,) + (*-*.)u'<*o)+ •••• •+ (j-^"rTw*o) 4*4-1 
TPm: f o r the method which uses a two-point series of order m 
f * ^ 
j Pm f o r m even 
* i MH mi 
4.4.2 
Here the c o e f f i c i e n t s A^, i = o , l , . . . . , m are c a l c u l a t e d such t h a t u ( x ) 
and u ( x ) and t h e i r higher d e r i v a t i v e s up t o some order agree at both m 
ends t f the i n t e r v a l f x ,x 1 
For example, f o r the d i f f e r e n t i a l equation 






where using (4.4.4) and the conditions 
Dc/ 5 f*0) r D V ^ J 
4.4.5 
and x„ x = h, we get ft~ o 
1 
1 













series w i t h 
4.4.6 
Taylor series of order m and the t o t a l order P= m+n+' 
4.4.7 
TPL For the method which uses ( n + l ) - t e r m L i e series w i t h u ( x ) m, n 
as a two-point series o f order m. 
4.4.1 TL me thod m 
We have not used t h i s method i n p r a c t i c e since b e t t e r methods are 
a v a i l a b l e and w i l l be discussed i n the next subsections. However i t 
i s simple t o e x p l a i n and to analyse, and forms a basis f o r the methods 
which f o l l o w . 
Consider the non-linear boundary value problem 
S . z ( 4.4.8 
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( i ) Guess a value S q f o r the missing i n i t i a l c o n d i t i o n 
i . e . z ( - l ) =3.q 4.4.9 
( i i ) Form the expressions 
( i i i ) Subsitute t h i s approximate s o l u t i o n i n t o the c o r r e c t i o n equation 
P = & 1 
<$ -- (fd , r * (tih , « - F(><™J 
P('»=o , Q(-0 = l 
and f o r m the expression 
P f*jS0)x f*+i) + [ZlO.9 re*,,*,,) + .... + ' v"2Ff-',o;f) 
( i v ) Use the i t e r a t i v e process 
( v ) Repeat u n t i l s converges to the value s m 
( v i ) S t a r t w i t h s=s and apply shooting technique using an accurate 
m 
i n i t i a l value method. 
An e x p l i c i t expression f o r the r a t e of convergence of t h i s method 
and f o r the e r r o r s -s* f o r a l i n e a r equation, i s given i n the appendix 
m 
f o r the case m=3. 
4.4.2 TLL method m, n 
We have shown t h a t i f y ( x ) i s found from y ( x ) by using L i e series 
of order n, and i f y ( x ) i s a Taylor expansion of order m, then y ( x ) 
agrees w i t h the Taylor expansion up t o order m+n ".that i t * s a ro°r© 
economical way to o b t a i n t h i s expansion, and t h a t some p r a c t i c a l 
experience i n d i c a t e s t h a t i t may be somewhat more accurate than the 
order i n d i c a t e s . Hence t h i s series i s used as a basis f o r f i n d i n g 
a s t a r t i n g s, i n p r a c t i c e w i t h m=n=3. I t i s more e f f i c i e n t to use 
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A 
m=n s i n c e the same f - d e r i v a t i v e s occur i n y and L i e s e r i e s . The method 
can be d e s c r i b e d as f o l l o w s . 
( I ) Shooting from one end 
( i ) Consider the non-linear boundary value problem (4.4.8) and 
assume the missing i n i t i a l c o n d i t i o n s z ( - l ) = s 
o 
( i i ) S t a r t i n g w i t h y ( x ) as a T a y l o r s e r i e s of order 3 
i . e . j r / j s a * r*+,)So + ££14.' pf-t,«>s0) + D p f-"";5°) 
and Zf*>= l o * f**Opt'i'*. So) + nLtU*OP(-i'«.S>) 
( i i i ) I t e r a t e once on y ( x ) u s i n g L i e s e r i e s i t e r a t i v e process 
Gg to get y ( x ) and z ( x ) where 
* ' / *-^'r en "<r- fn9l ? 
( i v ) S u b s i t u t e y ( x ) and z ( x ) i n t o the c o r r e c t i o n equation 
( v ) Again f o r the c o r r e c t i o n equation we s t a r t with p ( x ) taken 
as T a y l o r s e r i e s of order 3 * . ...... . 3 
A 
( v i ) I t e r a t e once on P ( x ) using the same L i e s e r i e s i t e r a t i v e 
process G 3 N to get P.(x) and Q(x) where 
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J* z f I P j Q 
( v i i ) Use the Newton i t e r a t i o n process 
to get the new value of z ( - l ) 
( v i i i ) Repeat the process of one i t e r a t i o n f o r s o l u t i o n and one 
i t e r a t i o n f o r c o r r e c t i o n u n t i l the value of s converges t o 
a value "s". 
( i x ) S t a r t w i t h z(-l)="s and repeat the whole procedure but i n 
( i i i ) and ( v i ) we i t e r a t e using L i e series u n t i l i t converges 
to a s p e c i f i e d tolerance, t h a t i s we apply the normal Newton 
Raphson shooting process using L i e series as an i n i t i a l 
value method. 
An e x p l i c i t expression f o r the c o n d i t i o n under which the process 
( i *• v i i i ) converges, the r a t e of convergence and the e r r o r ' s - s* 
i s given i n the appendix f o r the case. TLL„ „. Table (4) shows the 





i t e r a t i o n s 
Stage (1) 
S No. of i t e r a t i o n s 
Stage (2) 
s* E l fi2 
( i ) 0.7 7x2= 14 0.50011 30 0.5 0.1D-8 0.1D-10 
( i ) 0.4 6x2=12 0.50011 30 0.5 0.1D-8 0.1D-10 
( i i ) 0.1D-4 3x2=6 0-1D-12 1 0 0*10-9 0.1/5-16 
( i i i ) 0.5 5x2=10 -0.231801 20 -0.2318162 0.1D-8 0.1D-10 
( i v ) 0.5 4x2=8 0.274716 20 0.274676 0.1D-8 0.1D-10 
fi^ i s a tolerance such th a t the d i f f e r e n c e between two successive estimates of 
s i s less than <L and £~ i s a tolerance used i n s o l v i n g the i n i t i a l value 
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problems such t h a t the norm of two successive vectors of c o e f f i c i e n t s 
i s less than £g a n d t n e same tolerance i s used as a stopping c r i t e r i o n 
when j tf^ (i) - ft } < if- Here stage (1) means the convergence from S q to 
s" and stage (2) means using shooting method t o f i n d s*; the number of 
i t e r a t i o n s mentioned i s the t o t a l number of i t e r a t i o n s used f o r s o l v i n g 
the d i f f e r e n t i a l equation and the c o r r e c t i o n equations. 
To assess the e f f e c t of the number of terms taken i n the se r i e s used 
a small experiment was done using equation ( i ) only and these r e s u l t s are 
shown i n t a b l e ( 5 ) . 
TABLE 5 
n m s 
o 
No. of 
i t e r a t i o n s 
Stage (1) 
s No.of 
i t e r a t i o n s 
Stage (2) 
s* * 1 
3 3 0.7 7x2=14 0.50011 30 (42) 0.5 0.1D-8 0.1D-10 
2 3 0.7 7x2=14 0.50035 30(42) 0.5 0.1D-8 0.1D-10 
1 2 0.7 7x2=14 0.5094 43 (59) 0.5 0.1D-8 O.lD-10 
I n stage (2) f o r plane f i g u r e s we use m=n=3 and f o r bracketed f i g u r e s we use 
m=3, n=2. 
( I I ) A note on Nicolovius method 
I t seems appropriate here t o mention the Nicolovius method which i s 
also based on L i e series and to p o i n t out where i t d i f f e r s from t h a t used 
here. The method here converges when 
Jraj , fa y J'(*+)(F-t)sS*+ /^^fJJ.^VVW^^ 
and y ( l ) = ft where y, y both have d e r i v a t i v e s at *• = -{ . 
I n the Nic o l o v i u s method, applied to t h i s problem we w i l l have 
and solve y ( k ) ( D = p , whe r e t n e i n t e g r a l i s a known q u a n t i t y from the 
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previous i t e r a t e , i . e . we s o l v e f o r s i n the f i r s t four terms only while 
the i n t e g r a l . depends on the previous value of s. T h i s method i s a 
d i r e c t e x t e n s i o n of the P i c a r d method (Clenshaw and Norton (1963)) and one 
might expect to f i n d the stme d i f f i c u l t i e s which face the P i c a r d method 
o c c u r r i n g here. 
( I l l ) S h o o t i n g from both ends 
( i ) Consider the n o n - l i n e a r boundary value problem (4.4.8) and 
assume the m i s s i n g i n i t i a l and terminal c o n d i t i o n s are z ( - l ) = s 
o 
and Z ( 1 ) = S S q and l e t the s o l u t i o n over the s u b - i n t e r v a l f - l , o J 
be denoted by ( y ( ( x ) , z ^ ( x ) ) a n d the s o l u t i o n over the sub-
i n t e r v a l f d , 1 J be denoted by ( y 2 ( x ) , z ^ ( x ) ) 
( i i ) As i n I ( i i ) we s t a r t with y, as a T a y l o r s e r i e s of order 3 
A A / 
and z^ = y^ 
.... a a 
( i n ) I t e r a t e once on y and z u s i n g L i e s e r i e s i t e r a t i v e process G_ 
" — — — 1 1 3,N 
to get y^ and z^as i n I ( i i i ) and s t o r e the values y ^ ( o ) and z ^ o ) 
( i v ) S u b s t i t u t e j^(x) and z ^ ( x ) i n t o the c o r r e c t i o n equation as i n 
I ( i v ) w ith P and r e p l a c i n g P and Q. 
( v ) For the c o r r e c t i o n equation we s t a r t with taken as a T a y l o r 
s e r i e s of order 3 and = P^ as i n I ( v ) 
A r. 
( v i ) I t e r a t e once on p^ and u s i n g the same L i e s e r i e s i t e r a t i v e 
process N to get P^ and Q^as i n I ( v i ) and s t o r e P 1 ( o ) , Q 1 ( o ) 
( v i i ) Repeat ( i i i ) , ( i v ) , ( v ) and ( v i ) using y , z , p_(?_, s s i n s t e a d 
of y, z, P-pQ^ i s 0 a n d t n e i n i t i a l c o n d i t i o n s are taken at 1 
i n s t e a d of -1 and f i n a l l y s t o r e the values y " 2 ( o ) , z 2 ( o ) , P 2 ( o ) , (^(o) 
( v i i i ) Use the Newton Raphson c o r r e c t i o n _ j So 
lis 
- Pi (o) 
( i x ) Repeat u n t i l s and s s converge to s , s s , then u s i n g these as a 
s t a r t i n g v alues f o r o r d i n a r y shooting from both ends w i t h 
i t e r a t i n g to convergence i n ( i i i ) and ( v i ) . 
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A s i m i l a r experiment to that reported i n Table (5) was done 
f o r the same equation u s i n g t h i s method and r e s u l t s are shown i n 
Table (7). 
4.4.3 TPL method m,n 
For the same number of d e r i v a t i v e s of y evaluated at both ends 
one can get a polynomial w i t h order twice the order of Taylor series 
by using two-point s e r i e s . This i s suggested by Olson (1977) who 
uses two-point series i n conjunction w i t h q u a s i l i n e a r i z a t i o n and the 
a d j o i n t method. For t h i s reason we are going t o apply two-point s e r i e s 
as a replacement of Taylor series i n I I I and discuss the. p r a c t i c a l 
r e s u l t s . I n p r a c t i c e we used t h i s method f o r m=7, n=3. 
( i ) As i n I I I ( i ) 
( i i ) Generate the two-point series of order 7 a s explained e a r l i e r 
/} 0 + fi, + flifiH)(7- l) + *• ff+i) rx-/)~ 
A A ' ^ 
takes the values of y when X£[-I)01 
rX) takes the values of y ( x ) f o r x € [o//] 
and ' z/*>=y,'*t 
The steps ( i i i ) — > ( i x ) are e x a c t l y as i n T T T . Table 8 shows the 
p r a c t i c a l r e s u l t s . 
A s i m i l a r experiment to t h a t reported i n ta b l e (7) i s done f o r 
the same example using t h i s method and r e s u l t s are shown i n t a b l e ( 9 ) . 
4.5. Comparisons between the d i f f e r e n t methods 
4.5.1. Series methods and s t r a i g h t shooting 
Corresponding to t a b l e (4) we solved the same examples under the 
same conditions using s t r a i g h t shooting, t h a t i s a l l o w i n g the i t e r a t i v e 
process G„ to converge i n the steps ( i i i ) and ( v i ) . The p r a c t i c a l 
r e s u l t s are given i n t a b l e ( 1 0 ) . 
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i t e r a t i o n s s* Tol.S 
( i ) 0.7 Blows up 0.5 0.1D-10 
( i ) 0.4 65 0.5 0.1D-10 
( i i ) 0.1D-4 Blows up 0 0.1D-10 
( i i i ) 0.5 40 -0.2318162 0.1D-10 
( i v ) 0.5 29 0.2746763 0.1D-10 
Comparing t a b l e s ( 4 ) and ( 1 0 ) we n o t i c e t h a t 
( 1 ) For equation ( i ) w i t h s =0.7 and equation ( i i ) w i t h s =0.1D-4 
o o 
s t r a i g h t shooting f a i l s to s t a r t w h i l e the s e r i e s method TLL„ 
converged. 
( 2 ) When both methods converge to the s o l u t i o n , method TLL„ 
converges f a s t e r ' a n d uses a s m a l l e r t o t a l number of i t e r a t i o n s 
as the f o l l o w i n g t a b l e shows: 
TABLE 11 
Eq. ^ 3 , 3 Shooting 
( i ) 42 65 
( i i i ) 30 40 
( i v ) 28 29 
S i m i l a r l y corresponding t o t a b l e 6 we s o l v e d the same examples under the 
same c o n d i t i o n s u s i n g s h o o t i n g from both ends, t h a t i s a l l o w i n g the 
i t e r a t i v e p r o c e s s G_ „ to converge i n the s t e p s ( i i i ) and ( i v ) . 
o ,N 
The p r a c t i c a l r e s u l t s a r e giv e n i n t a b l e ( 1 2 ) . 
Comparing t a b l e s ( 6 ) and ( 1 2 ) we can f i n d t h a t the above two advantages 
are v a l i d here a l s o . 
( 1 ) F or equation ( i ) w i t h s o=0.6, S S q = 0 . 8 and equation ( i i ) w i t h 
s = s s = 0.1D-2, s t r a i g h t shooting f a i l s to s t a r t w h i l e TLL„ _ 















o 1 a r-t i-H 1-4 i-t 1-1 •-I • • • • • • o o c o o o 
in m oo oo CM CM o CO CM CM ON co m * in LH in r~ CM l-H c i - i co • u m m i-< 1-4 o • • • v 1 o o c c 1 
CO oo o CO m m CO * CM CM m (0 * • o i - i CO CM o o 1-4 i — i 1 • • o 1 o 
(0 C O o. p. • H 3 3 LW U 
C cS UJ 01 c vC 00 c >> i — m 1-1 • <U o 1-1 C r-t O 4-1 r-l r-l S ••-< pa PQ 




• C • • 1 o o o i-i O O U) • c 
i—\ 
•H w . •l-l •H > •H •H • 1-1 •H > 
_94_ 
( 2 ) When both methods converge to the same s o l u t i o n , TLL converges 
f a s t e r . The f o l l o w i n g ta b l e shows the t o t a l number of i t e r a t i o n s 





( i ) 68 106 
( i i i ) 42 70 
( i v ) 42 56 
( v ) 103 118 
Corresponding to t a b l e ( 8 ) , the same examples are solved using y as a 
two-point s e r i e s and s t r a i g h t shooting; the p r a c t i c a l r e s u l t s are given 
i n t a b l e ( 1 4 ) . 
A s i m i l a r comparison between (14) and ( 8 ) shows that 
( 1 ) For equation ( i ) with s = 0.6, s s = 0.8 s t r a i g h t shooting f a i l e d 
o o 
to s t a r t w h i l e TPL „ converged 
( 2 ) TPL „ i s again f a s t e r than s t r a i g h t shooting as Snown i n the 
f o l l o w i n g t a b l e of t o t a l number of i t e r a t i o n s 
TABLE 15 
EQ ™ * . s Shooting 
( i ) 50 105 
( i i i ) 36 66 
( i v ) 40 52 
( v ) 78 114 j 
I n a l l the above comparisons the number of i t e r a t i o n s can be used as a 
measure f o r comparing the e f f o r t involved s i n c e we use the same i t e r a t i v e 
process each time. A l s o looking at Tables (13) and (15) we note th a t 
TPL has an edge over TLL . 
y , O 6,6 
To compare the r a t e of convergence from S q to s and from S to s* 
using T L L 3 ^ t w i t h the r a t e of convergence from S q to s* using s t r a i g h t 
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shooting we used example ( i ) with S q=0.4 and p l o t t e d | s - s * 1 a g a i n s t r , 
the number of a p p l i c a t i o n ? nf Mov/tiMi i-orruction.This is shown i n graph ( 7 ) 
where the dotted l i n o r o f o r s to .stage (.1) from to s und the s o l i d l i n e 
to stage ( 2 ) , and a l s o to s t r a i g h t shooting. The graph shows t h a t stage 
( 1 ) and s t r a i g h t shooting have approximately the same r a t e of convergence 
up to s* as would be expected from the a n a l y s i s , and hence of course there 
i s c o n s i d e r a b l e saving i n u s i n g the s e r i e s p r ocess. When s has reached 
s~, there i s no f u r t h e r gain i n continuing to use stage ( 1 ) and shooting 
w i l l be n e c e s s a r y . 
A s i m i l a r graph showing the r e l a t i o n between |) y ^ k ^ - y*|| and r 
i s a l s o p l o t t e d for the same example and again agrees w i t h the above 
statement. 
4.5.2 Computational e f f o r t 
I n the previous s e c t i o n the r e l a t i v e advantage of t h i s c l a s s of methods 
over s t r a i g h t shooting has been demonstrated. I n t h i s s e c t i o n we a n a l y s e 
the computational e f f o r t involved i n the same way as was done i n 2.3.4 , by 
counting the t o t a l number of f u n c t i o n e v a l u a t i o n s . A comparison can then be 
made of the e f f i c i e n c y of using d i f f e r e n t types and orders of y and d i f f e r e n t 
numbers Of terms in Lie series. T h i s has been done f o r s t r a i g h t shooting, which 
i s of course a very s i m i l a r i n v e s t i g a t i o n to that c a r r i e d out i n 2.3.4, and 
the r e s u l t s a re a l s o found to be s i m i l a r . A more i n t e r e s t i n g comparison i s 
between d i f f e r e n t d i s t r i b u t i o n s of computational e f f o r t between the two 
s t a g e s i n the s e r i e s method, and a l s o between the t o t a l e f f o r t involved i n 
the s e r i e s method and i n s t r a i g h t shooting under comparable c o n d i t i o n s . 
-9 7-
4 .5 .3 . Number of f u n c t i o n e v a l u a t i o n s i n d i f f e r e n t methods 
The e f f o r t depends on 
N the h i g h e s t term used i n Chebyshev s e r i e s 
r ^ the t o t a l number of i t e r a t i o n s used i n applying L i e s e r i e s to 
d i f f e r e n t i a l equation 
K the number of times missing i n i t i a l c o n d i t i o n s a r e c o r r e c t e d 
r the t o t a l number of i t e r a t i o n s used i n applying L i e s e r i e s to 
the c o r r e c t i o n . 
J = K + 1 when shooting from one end and J = K + 2 when shooting from 
both ends. Table 16 shows the e f f o r t i n each stage i n terms of these 
q u a n t i t i e s a l l o w i n g f o r the overlap where f u n c t i o n s needed i n the c o r r e c t i o n 
equation have a l r e a d y been c a l c u l a t e d i n applying L i e s e r i e s to the 
d i f f e r e n t i a l equation. 
4.5 .4 . Computational e f f o r t , s t r a i g h t shooting 
Equation ( i ) i s solved under various c o n d i t i o n s and the e f f o r t involved 
can be c a l c u l a t e d from t a b l e 16 . The values obtained are shown i n 
t a b l e s 17, 18, 19. 
The r e s u l t s from the three t a b l e s confirm f o r t h i s example the general 
c o n c l u s i o n reached i n 2.3.4, t h a t G_ i s more e f f i c i e n t than G f o r 
2,N 3 (N 
i n i t i a l value problems. They a l s o suggest t h a t , again f o r t h i s example 
(G , G ) i s better than (G , G ) , that i s there i s an advantage i n 
c a l c u l a t i n g the a d d i t i o n a l f u n c t i o n r e q u i r e d f o r G i n the c o r r e c t i o n equation 
2 ,N 
r a t h e r than using simply G there. Comparisons between t a b l e s 18,19 
1, N 
A 
suggest that with the same i n i t i a l values c a l c u l a t i n g y as a two-point s e r i e s 
i s more e f f i c i e n t than u s i n g T a y l o r s e r i e s and shooting from both ends, 
as would be expected. 
TARLE 16 
Method y Effort for solution P Eff o r t for correction 
TL 3 9rj(N + 1) + J TL 3 3r 2(N + 1) + 2K 
G3,N ; G3,N 
TP ? 9rj(N +1) + 2J 
TL 3 9rl(H + 1) + J TL 3 3r 2(N + 1) + 2K 
G3,N J G2,N 
TP ? 9r x(N + 1) + 2J 
TL 3 5rj(N + 1) + 2J TL 3 ( 3 r 2 + K)(N +1) + 5K 
G2,N ; G2,N 
TP ? Sr^N + 1) + 4J 
TL 3 5rl (N + 1) + 23 TL 3 ( 3 r 2 + K) (N +1) + 5K 
G2,N 5 G1,N TP ? 
TP 5 
5r1(N +1) + 4J 
5rj(N + 1) 
TL 2 ( 3 r 2 + K)(N +1) 
TL 2 Ar 1(N +1) TL 2 ( 3 r 2 + 2K)(N +1) 
G1,N : G1,N 
TP 5 4rj(N +1) 
TABLE 17 
TLL (one end) 
Method s 
0 y 
J P r2 k Total effort 
G3.45 5 G3.45 0.4 TL 3 35 6 TL 3 30 5 18646 
G3.45 ; G2.45 0.4 35 6 TL 3 43 5 20440 
G2.45' G2.45 0.4 TL 3 47 6 43 5 17006 
G2.45 J G1.45 0.4 TL 3 47 6 TL 3 83 5 22506 
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4 . 5 . 5 . Computational e f f o r t , s e r i e s method 
In a s i m i l a r way we can use the r e s u l t s reported i n t a b l e s 5 , 7 , 
( 9 ) to c a l c u l a t e the e f f o r t involved i n s o l v i n g equation ( i ) by s e r i e s 
method under v a r i o u s c o n d i t i o n s . The e f f o r t s i n stages ( 1 ) dnd ( 2 ) are 
shown s e p a r a t e l y i n t a b l e s 2 0 , 2 1 , 2 2 . 
These r e s u l t s can be combined to give the t o t a l e f f o r t involved i n 
s o l v i n g equation ( i ) under a l l the c o n d i t i o n s considered, the f i n a l 
comparison of e f f o r t i s shown i n t a b l e 2 3 . 
Note I n stage ( 1 ) an unnecessary number of i t e r a t i o n s were 
added due to r e q u i r i n g a t o l e r a n c e 0 . 1 D - 8 f o r the accuracy of s w h i l e s 
i s a c c u r a t e to 3 decimals only i n some ca s e s . T h i s waste of e f f o r t could 
be avoided by r e l a t i n g the t o l e r a n c e with the p r e d i c t e d order of s . 
Comments 
( i ) From t a b l e 2 3 the minimum e f f o r t occurswhen m=3, n = 2 i n stage ( 1 ) 
and using (G , G ) i n stage ( 2 ) i n TLL case and when m=7, n.=2 
A i IN £ j W 
and using ( G 2 N > G 2 N > i n stage ( 2 ) i n TPL case; TPL shows a s l i g h t advantage 
when compared with TLL (both ends). 
( i i ) Comparing t a b l e s . 1 7 , 1 8 , 1 9 w i t h . 2 3 . we n o t i c e t h a t we used 
worse s t a r t i n g value f o r s ss i n t a b l e 2 3 and s t i l l the 
o' o 
e f f o r t was JESS ttian that of s t r a i g h t shooting which was shown i n 1 7 - 1 9 . 
4 . 6 The s e r i e s approach as a new c o n t i n u a t i o n method 
I n the method T L L we s t a r t by assuming the m i s s i n g i n i t i a l c o n d i t i o n m, n 
z ( - l ) = s e x p r e s s i n g y ( x , s ^ ) as a s e r i e s of order m and applying one 
i t e r a t i o n on y using (n + l ) - t e r r a L i e s e r i e s to get y which i s a s e r i e s of 
order q = m + n 
i . e . y - y = 0 ( x + i ) m + n + ^ ( a s d i s c u s s e d i n chapter I ) 
* V ISIEUi '' 
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TABLE 20 
TLL (one end) 
Stage (1) Stage (2) 
m n Effort G3,N G, .,N 
r l R 2 r l J R 2 K Effort r l J R 2 K Eff o r t 
3 3 7 7 3885 18 3 12 2 9115 24 3 18 2 8112 
3 2 7 7 2947 18 3 12 2 9115 24 3 18 2 8112 
2 1 7 7 2898 24 4 19 3 12568 32 4 27 3 11247 
TABLE 21 
TLL (both ends) 
Stage (1) Stage (2) 
m n Effort G 3 ,N G2,N 
r l R 2 r l J R 2 K Eff o r t r l J R 2 K Effort 
3 3 44 44 24420 24 6 20 4 12710 36 6 28 4 12360 
3 2 16 16 6736 24 6 20 4 12710 36 6 28 4 12360 
2 1 16 16 6624 32 8 30 6 17408 48 8 42 6 17158 
TABLE 22 
TPL (both ends) 
m Tl 
Stage 1 
Ef f o r t 
Stage 2 
G31N G21N 
r l J K E f f o r t J K Ef f o r t 
7 3 26 26 14456 12 4 10 2 6360 12 4 12 2 4534 
7 2 26 26 10998 12 4 10 2 6360 12 4 12 2 4534 
5 1 38 38 15732 13 4 10 2 6774 14 4 12 2 4994 
TABLE 23 
m n 
TLL (one end) TLL (both ends) 
n 
TPL 
A B A B A B 
3 3 1300O 11997 37130 36780 7 3 20816 18990 
3 2 12062 11059 19446 19096 7 2 17358 15532 
2 1 15466 14145 24032 23782 5 1 22506 20726 
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Then we do the same f o r the c o r r e c t i o n equation by a p p l y i n g a L i e s e r i e s 
of the same order s t a r t i n g w i t h p to fi n d " p of order q, and then u s i n g 
Newton Raphson c o r r e c t i o n to f i n d s ^ , the new va l u e o f the m i s s i n g i n i t i a l 
c o n d i t i o n . The p r o c e s s i s then repeated s t a r t i n g w i t h y ( x , s ^ ) and 
continued u n t i l i t converges to s, where 
/ & / =r 0( = 0(2 f J ^ the range ^-1, l ] 
s i s then a b e t t e r s t a r t f o r a p p l y i n g the sho o t i n g method than s But 
i f the problem i s too s e n s i t i v e then s may not be c l o s e enough to s* to 
enab l e the s h o o t i n g method to be a p p l i e d . I n t h i s c a s e we have to i n c r e a s e 
the a c c u r a c y of s. F o r t h i s we suggest the f o l l o w i n g c o n t i n u a t i o n procedure. 
( i ) S t a r t by assuming z ( - l ) = s o and use stage ( 1 ) , one i t e r a t i o n f o r s o l u t i o n 
and one i t e r a t i o n f o r c o r r e c t i o n as e x p l a i n e d i n ( 4 . 4 ) , converging to 
( i i ) Use s ^ ^ as a s t a r t i n g v a l u e f o r z ( - l ) and apply the same method w i t h 
two i t e r a t i o n s f o r s o l u t i o n and two i t e r a t i o n s f o r c o r r e c t i o n u n t i l i t 
- ( 2 ) converges to s 
- ( k ) 
( i i i ) Repeating the p r o c e s s we get the sequence s , k = 1, 2, whose 
l i m i t i s the e x a c t s o l u t i o n s . 
Notes 
( 1 ) We may stop a t any stage and apply the sho o t i n g method when s v ' i s 
a good enough approximation to s 
( 2 ) From the theory of L i e s e r i e s , i f y ^ ( x , s ^ ^ ) i s k t h approximation to 
y ( x , s ) then 
put x = 1, then J S*-SC*' I = oftf~l+'*+0* 
-105-
The above method has been a p p l i e d to example ( i ) and the r e s u l t s a r e 




S t a r t i n g value 
- < k - l ) s 
No. of 
I t e r a t i o n s 
F i n a l v a l u e 
1 0.4 4 x 2 = 8 0.50011 
2 0.50011 2 x 4 = 8 0.5000017 
3 0.5000017 2 x 6 = 12 0.50000001 
Shooting 0.50000001 18 0.5 
The t o l e r a n c e used here was 0.1D-10 as a stopping c r i t e r i o n . The example 
i s a very s e n s i t i v e c a s e . 
For f u t u r e work a study of the most economical way of u s i n g t h i s 
c o n t i n u a t i o n technique could be c a r r i e d out u s i n g p r a c t i c a l r e s u l t s and 
r e l a t i v e convergence r a t e s . 
U s i n g s e r i e s o f f i x e d o r d e r w e o b t a i n s t a r t i n g v a l u e s in n o n -
l i n e a r b o u n d a r y v a l u e p r o b l e m s f o r Use in n o r m a l ( N e w t o n } s h o o t i n g 
m e t h o d s . T h i s a p p r o a c h c a n w o r k w h e n N e w t o n s h o o t i n g f a i l s - - a n d 
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Appendix A 
Order of Accuracy of s - L i n e a r Case 
m 
In t h i s appendix we fin d e x p l i c i t e x p r e s s i o n s for s - s* using 
m 
v a r i o u s types of polynomials of order m applied to the l i n e a r two-point 
boundary value problem 
> - • (/j 
The exact s o l u t i o n of t h i s , expanded i n powers of h, corresponds to 
z ( 0 ) = s* where 
( i ) Using the cubic two-point s e r i e s TP 3 
Assume z ( 0 ) = s 0 , z ( h ) = s 1 and form the cubic two-point s e r i e s 
h 
F i n d s„ and s, such that 
s . (1) •» s , (<. - X J • -p (Jp + - 5* -. • -<!r; 
where <^ - ^ > { ) and ^ « a n (* s i m i l a r l y f o r *j> and £ . 
The s o l u t i o n ( s Q , S j ) i s obtainable as long as 
So expansion provides a l i m i t i n g length v i a 
S o l v i n g f o r s Q we get 
A 7 " 
24 /2 
and 
Since = od) , t h i s g i v e s S - S„ = C>(k ) i n accordance 
w i t h the general r e s u l t obtained i n 4 . J . 3, 
( i i ) Using T a y l o r s e r i e s of order 3 
i f s ^ i s such that £ Ik,*®)* p » then 
(?)-(¥)x.*A\(&)l£-*x-'*-«# | 
-it«fr*) + \j*ii + ii]\ <-
and 
s ' - i\ .L'(^y x* — • • 
i . e . the same e r r o r as with TP but with the opposite s i g n . 
( i i i ) T L L 2 2 
With y, a T a y l o r s e r i e s of order 2, used i n 3 terms of L i e s e r i e s , t h e 
order of y i s 4, and i f s ^ i s such that 
then 
which i s of order W*. 
Appendix B 
E x p l i c i t Conditions f o r Convergence to s m 
Consider the n o n - l i n e a r boundary value problem 
(I) 
( i ) T L 3 
Assume z ( 0 ) = s Q 
then - * + rs„ ? ( • + JLl ( Px + / ^ b * ) 
For the c o r r e c t i o n equation 
The i t e r a t i v e process used i s 
and so s i n c e 
For convergence | G ' ( s 0 ) | < 1, M Some /le'/X^ot/rAaae/ of s* 
and the r a t e of convergence w i l l depend on | G ' ( S 0 ) | . 
T L L 2 , 2 
For the same n o n - l i n e a r boundary value problem, l e t 
z 
then JU^), o<+ xS0+2J.f>MS,) + J <±±1 ( ^  + f>^ + ?g ?) ^ /* 
For the c o r r e c t i o n equation 
A 
a 
and so s i n c e ^/ _ j5Y / J) 
Again for convergence / / < / 
1 y$#' 
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