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Abstract
We review some old and prove some new results on the survival probability of a random walk
among a Poisson system of moving traps on Zd, which can also be interpreted as the solution of a
parabolic Anderson model with a random time-dependent potential. We show that the annealed
survival probability decays asymptotically as e−λ1
√
t for d = 1, as e−λ2t/ log t for d = 2, and as e−λdt
for d ≥ 3, where λ1 and λ2 can be identified explicitly. In addition, we show that the quenched
survival probability decays asymptotically as e−λ˜dt, with λ˜d > 0 for all d ≥ 1. A key ingredient in
bounding the annealed survival probability is what is known in the physics literature as the Pascal
principle, which asserts that the annealed survival probability is maximized if the random walk
stays at a fixed position. A corollary of independent interest is that the expected cardinality of the
range of a continuous time symmetric random walk increases under perturbation by a deterministic
path.
AMS 2010 subject classification: 60K37, 60K35, 82C22.
Keywords: parabolic Anderson model, Pascal principle, random walk in random potential, trapping
dynamics.
1 Introduction
1.1 Model and results
Let X := (X(t))t≥0 be a simple symmetric random walk on Zd with jump rate κ ≥ 0, and let
(Y yj )1≤j≤Ny,y∈Zd be a collection of independent simple symmetric random walks on Z
d with jump rate
ρ > 0, where Ny is the number of walks that start at each y ∈ Zd at time 0, (Ny)y∈Zd are i.i.d. Poisson
distributed with mean ν > 0, and Y yj := (Y
y
j (t))t≥0 denotes the j-th walk starting at y at time 0. Let
us denote the number of walks Y at position x ∈ Zd at time t ≥ 0 by
ξ(t, x) :=
∑
y∈Zd,1≤j≤Ny
δx(Y
y
j (t)). (1)
It is easy to see that for each t ≥ 0, (ξ(t, x))x∈Zd are i.i.d. Poisson distributed with mean ν, so that
(ξ(t, ·))t≥0 is a stationary process, and furthermore it is reversible in the sense that (ξ(t, ·))0≤t≤T is
equally distributed with (ξ(T − t, ·))0≤t≤T . We will interpret the collection of walks Y as traps, and
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at each time t, the walk X is killed with rate γξ(t,X(t)) for some parameter γ > 0. Conditional on
the realization of the field of traps ξ, the probability that the walk X survives by time t is given by
Zγt,ξ := E
X
0
[
exp
{
− γ
∫ t
0
ξ(s,X(s)) ds
}]
, (2)
where EX0 denotes expectation with respect to X with X(0) = 0. We call this the quenched survival
probability, which depends on the random medium ξ. When we furthermore average over ξ, which we
denote by Eξ, we obtain the annealed survival probability
Eξ[Zγt,ξ ] = E
ξEX0
[
exp
{
− γ
∫ t
0
ξ(s,X(s)) ds
}]
. (3)
We will study the long time behavior of the annealed and quenched survival probabilities, and in
particular, identify their rate of decay and their dependence on the spatial dimension d and the
parameters κ, ρ, ν and γ.
Here are our main results on the decay rate of the annealed and quenched survival probabilities.
Theorem 1.1 [Annealed survival probability] Assume that γ ∈ (0,∞], κ ≥ 0, ρ > 0 and ν > 0,
then
Eξ[Zγt,ξ] =


exp
{
− ν
√
8ρt
π
(1 + o(1))
}
, d = 1,
exp
{
− νπρ t
log t
(1 + o(1))
}
, d = 2,
exp
{
− λd,γ,κ,ρ,ν t(1 + o(1))
}
, d ≥ 3,
(4)
where λd,γ,κ,ρ,ν depends on d, γ, κ, ρ, ν, and is called the annealed Lyapunov exponent. Furthermore,
λd,γ,κ,ρ,ν ≥ λd,γ,0,ρ,ν = νγ/(1 + γGd(0)ρ ), where Gd(0) :=
∫∞
0 pt(0) dt is the Green function of a simple
symmetric random walk on Zd with jump rate 1 and transition kernel pt(·).
Note that in dimensions 1 and 2, the annealed survival probability decays sub-exponentially, and the
pre-factor in front of the decay rate is surprisingly independent of γ ∈ (0,∞] and κ ≥ 0. The key
ingredient in the proof is what is known in the physics literature as the Pascal principle, which asserts
that in (3), if we condition on the random walk trajectory X, then the annealed survival probability
is maximized when X ≡ 0. The discrete time version of the Pascal principle was proved by Moreau,
Oshanin, Be´nichou and Coppey in [19, 20]. We will include the proof for the reader’s convenience. As
a corollary of the Pascal principle, we will show in Corollary 2.1 that the expected cardinality of the
range of a continuous time symmetric random walk increases under perturbation by a deterministic
path.
In contrast to the annealed case, the quenched survival probability always decays exponentially.
Theorem 1.2 [Quenched survival probability] Assume that d ≥ 1, γ > 0, κ ≥ 0, ρ > 0 and
ν > 0. Then there exists deterministic λ˜d,γ,κ,ρ,ν depending on d, γ, κ, ρ, ν, called the quenched Lyapunov
exponent, such that Pξ-a.s.,
Zγt,ξ = exp
{− λ˜d,γ,κ,ρ,ν t(1 + o(1))} as t→∞. (5)
Furthermore, 0 < λ˜d,γ,κ,ρ,ν ≤ γν + κ for all d ≥ 1, γ > 0, κ ≥ 0, ρ > 0 and ν > 0.
Remark. When γ < 0, Zγt,ξ can be interpreted as the expected number of branching random walks
in the catalytic medium ξ. See Section 1.3 for more discussion on this model. As will be outlined at
the end of Section 4.1, (5) also holds in this case, and lies in the interval [−γν − κ,∞).
In Proposition 3.2 below, we will also give an upper bound of the same order as in Theorem 1.1
for the survival probability Eξ[Zγt,ξ ], where (ξ(0, x))x∈Zd is deterministic and satisfies some constraints.
These constraints hold asymptotically a.s. for i.i.d. Poisson distributed (ξ(0, x))x∈Zd . Therefore we
call this a semi-annealed bound, which we will use in Section 3 to obtain sub-exponential bounds on
the quenched survival probability in dimensions 1 and 2.
2
1.2 Relation to the parabolic Anderson model
The annealed and quenched survival probabilities Zγt,ξ and E
ξ[Zγt,ξ] are closely related to the solution
of the parabolic Anderson model (PAM), namely, the solution of the following parabolic equation with
random potential ξ:
∂
∂t
u(t, x) = κ∆u(t, x)− γ ξ(t, x)u(t, x),
u(0, x) = 1,
x ∈ Zd, t ≥ 0, (6)
where γ, κ and ξ are as before, and ∆f(x) = 12d
∑
‖y−x‖=1(f(y) − f(x)) is the discrete Laplacian on
Zd, which is also the generator of a simple symmetric random walk on Zd with jump rate 1.
By the Feynman-Kac formula, the solution u admits the representation
u(t, 0) = EX0
[
exp
{
−γ
∫ t
0
ξ(t− s,X(s)) ds
}]
, (7)
which differs from Zγt,ξ in (2) by a time reversal in ξ. When we average u(t, 0) over the random field
ξ, by the reversibility of (ξ(t, ·))0≤s≤t, we have
Eξ[u(t, 0)] = EξEX0
[
exp
{
−γ
∫ t
0
ξ(t− s,X(s)) ds
}]
=EX0 E
ξ
[
exp
{
−γ
∫ t
0
ξ(s,X(s)) ds
}]
= Eξ[Zγt,ξ]. (8)
Therefore Theorem 1.1 also applies to the annealed solution Eξ[u(t, 0)]. Despite the difference between
Zγt,ξ and u(t, 0) due to time reversal, Theorem 1.2 also holds with u(t, 0) in place of Z
γ
t,ξ.
Theorem 1.3 [Quenched solution of PAM] Let d ≥ 1, γ > 0, κ ≥ 0, ρ > 0, ν > 0 and
λ˜d,γ,κ,ρ,ν > 0 be the same as in Theorem 1.2. Then P
ξ-a.s.,
u(t, 0) = exp
{− λ˜d,γ,κ,ρ,ν t(1 + o(1))} as t→∞. (9)
Remark. By Theorem 1.2 and the remark following it, for any γ ∈ R, t−1 log u(t, 0) converges in
probability to −λ˜d,γ,κ,ρ,ν because u(t, 0) is equally distributed with Zγt,ξ. However, we were only able
to strengthen this to almost sure convergence for the γ > 0 case, but not for γ < 0. For a broader
investigation of the case γ < 0, see Ga¨rtner, den Hollander, and Maillard [14], which is also contained
in the present volume.
1.3 Review of related results
The study of trapping problems has a long history in the mathematics and physics literature. We
review some models and results that are most relevant to our problem.
1.3.1 Immobile Traps
Extensive studies have been carried out for the case of immobile traps, i.e., ρ = 0 and ξ(t, ·) ≡ ξ(0, ·)
for all t ≥ 0. A continuum version is Brownian motion among Poissonian obstacles, where a ball
of size 1 is placed and centered at each point of a mean density 1 homogeneous Poisson point pro-
cess in Rd, acting as traps or obstacles, and an independent Brownian motion starts at the origin
and is killed at rate γ times the number of obstacles it is contained in. Using a large deviation
principle for the Brownian motion occupation time measure, Donsker and Varadhan [7] showed that
the annealed survival probability decays asymptotically as exp{−Cd,γt
d
d+2 (1 + o(1))}. Using spec-
tral techniques, Sznitman [24] later developed a coarse graining method, known as the method of
enlargement of obstacles, to show that the quenched survival probability decays asymptotically as
exp{−C¯d,γ t(log t)2/d (1+ o(1))}. Similar results have also been obtained for random walks among immo-
bile Bernoulli traps (i.e. ξ(0, x) ∈ {0, 1}), see e.g. [8, 4, 1, 2]. Traps with a more general form of the
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trapping potential ξ have also been studied in the context of the parabolic Anderson model (see e.g.
Biskup and Ko¨nig [3]), where alternative techniques to the method of enlargement of obstacles were
developed and the order of sub-exponential decay of the survival probabilities may vary depending on
the distribution of ξ. Compared to our results in Theorems 1.1 and 1.2, we note that when the traps
are moving, both the annealed and quenched survival probabilities decay faster than when the traps
are immobile. The heuristic reason is that, the walk survives by finding large space-time regions void
of traps, which are easily destroyed if the traps are moving. Another example is a Brownian motion
among Poissonian obstacles where the obstacles move with a deterministic drift. It has been shown
that the annealed and quenched survival probabilities decay exponentially if the drift is sufficiently
large, see e.g. [24, Thms. 5.4.7 and 5.4.9].
1.3.2 Mobile Traps
The model we consider here has in fact been studied earlier by Redig in [22], where he considered a
trapping potential ξ generated by a reversible Markov process, such as a Poisson system of random
walks, or the symmetric exclusion process in equilibrium. Using spectral techniques applied to the
process of moving traps viewed from the random walk, he established an exponentially decaying upper
bound for the annealed survival probability when the empirical distribution of the trapping potential,
1
t
∫ t
0 ξ(s, 0) ds, satisfies a large deviation principle with scale t. This applies for instance to ξ generated
from either a Poisson system of independent random walks or the symmetric exclusion process in
equilibrium, in dimensions d ≥ 3.
1.3.3 Annihilating Two-type Random Walks
In [5], Bramson and Lebowitz studied a model from chemical physics, where there are two types of
particles, As and Bs, both starting initially with an i.i.d. Poisson distribution on Zd with density
ρA(0) resp. ρB(0). All particles perform independent simple symmetric random walk with jump rate
1, particles of the same type do not interact, and when two particles of opposite types meet, they
annihilate each other. This system models a chemical reaction A + B → inert. It was shown in [5]
that when ρA(0) = ρB(0) > 0, then ρA(t) and ρB(t) (the densities of the A and B particles at time
t) decay with the order t−d/4 in dimensions 1 ≤ d ≤ 4, and decay with the order t−1 in d ≥ 4. When
ρA(0) > ρB(0) > 0, it was shown that ρA(t) → ρA(0) − ρB(0) as t → ∞, and − log ρB(t) increases
with the order
√
t in d = 1, t/ log t in d = 2, and t in d ≥ 3, which is the same as in Theorem 1.1.
Heuristically, as ρB(t)→ 0 and ρA(t)→ ρA(0)−ρB(0) > 0, we can effectively model the B particles as
uncorrelated single random walks among a Poisson field of moving traps with density ρA(0)−ρB(0). In
light of Theorem 1.1, it is natural to conjecture that ρB(t) decays exactly as prescribed in Theorem 1.1
with ν = ρA(0) − ρB(0) and γ = ∞, whence we obtain not only the logarithmic order of decay as in
[5], but also the constant pre-factor. However we will not address this issue here.
1.3.4 Random Walk Among Moving Catalysts
Instead of considering ξ as a field of moving traps, we may consider it as a field of moving catalysts
for a system of branching random walks which we call reactants. At time 0, a single reactant starts
at the origin which undergoes branching. Independently, each reactant performs simple symmetric
random walk on Zd with jump rate κ, and undergoes binary branching with rate |γ|ξ(t, x) when the
reactant is at position x at time t. This model was studied by Kesten and Sidoravicius in [15], and
in the setting of the parabolic Anderson model, studied by Ga¨rtner and den Hollander in [12]. For
the catalytic model, γ is negative in (2), (3), (7) and (8), and Zγt,ξ and E
ξ[Zγt,ξ] now represent the
quenched, resp. annealed, expected number of reactants at time t. It was shown in [12] that Eξ[Zγt,ξ]
grows double exponentially fast (i.e., t−1 log logEξ[Zγt,ξ] tends to a positive limit as t → ∞) for all
γ < 0 in dimensions d = 1 and 2. In d ≥ 3, there exists a critical γc,d < 0 such that Eξ[Zγt,ξ] grows
double exponentially for γ < γc,d, and grows exponentially (i.e., t
−1 logEξ[Zγt,ξ] tends to a positive
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limit as t→∞) for all γ ∈ (γc,d, 0). In the quenched case, however, it was shown in [15] that Zγt,ξ only
exhibits exponential growth (with logZγt,ξ shown to be of order t) regardless of the dimension d ≥ 1
and the strength of interaction γ < 0. Such dimension dependence bears similarities with our results
for the trap model in Theorems 1.1 and 1.2.
1.3.5 Directed Polymer in a Random Medium
We used Zγt,ξ to denote the survival probability, because Z
γ
t,ξ and E
ξ[Zγt,ξ ] are in fact the quenched
resp. annealed partition functions of a directed polymer model in a random time-dependent potential
ξ at inverse temperature γ. The directed polymer is modeled by (X(s))0≤s≤t. In the polymer mea-
sure, a trajectory (X(s))0≤s≤t is re-weighted by the survival probability of a random walk following
that trajectory in the environment ξ. Namely, we define a change of measure on (X(s))0≤s≤t with
density e−γ
∫ t
0
ξ(s,X(s)) ds/Zγt,ξ in the quenched model, and with density E
ξ[e−γ
∫ t
0
ξ(s,X(s)) ds]/Eξ[Zγt,ξ] in
the annealed model. Qualitatively, the polymer measure favors trajectories which seek out space-time
regions void of traps. However, a more quantitative geometric characterization as was carried out for
the case of immobile traps (see e.g. [24]) is still lacking.
For readers interested in more background on the problem of a Brownian motion (or random walk)
in time-independent potential, we refer to the book by Sznitman [24] on Brownian motion among
Poissonian obstacles, and the survey by Ga¨rtner and Ko¨nig [11] on the parabolic Anderson model. For
readers interested in more recent studies of a random walk in time-dependent catalytic environments,
we refer to the survey by Ga¨rtner, den Hollander and Maillard [13]. For readers interested in more
recent studies of the trapping problem in the physics literature, we refer to the papers of Moreau,
Oshanin, Be´nichou and Coppey [19, 20] and the references therein.
After the completion of this paper, we learnt that the continuum analogue of our model, i.e., the
study of the survival probability of a Brownian motion among a Poisson field of moving obstacles,
have recently been carried out by Peres, Sinclair, Sousi, and Stauffer in [21]. See Theorems 1.1 and
3.5 therein.
1.4 Outline
The rest of this paper is organized as follows. Section 2 is devoted to the proof of Theorem 1.1 on the
annealed survival probability, where the so-called Pascal principle will be introduced. In Section 3,
we give a preliminary upper bound on the quenched survival probability in dimensions 1 and 2, as
well as an upper bound for a semi-annealed system. Lastly, in Section 4, we prove the existence of the
quenched Lyapunov exponent in Theorems 1.2 and 1.3 via a shape theorem, and we show that the
quenched Lyapunov exponent is always positive.
2 Annealed survival probability
In this section, we prove Theorem 1.1. We start with a proof in Section 2.1 of the existence of the
annealed Lyapunov exponent λd,γ,κ,ρ,ν. Our proof follows the same argument as for the catalytic model
with γ < 0 in Ga¨rtner and den Hollander [12], which is based on a special representation of Eξ[Zγt,ξ]
after integrating out the Poisson random field ξ, which then allows us to apply the subadditivity
lemma. In Section 2.2, we prove Theorem 1.1 for the special case κ = 0, i.e., X ≡ 0, relying on
exact calculations. Sections 2.3 and 2.4 prove respectively the lower and upper bound on Eξ[Zγt,ξ] in
Theorem 1.1, for d = 1, 2 and general κ > 0. The lower bound is obtained by creating a space-time
box void of traps and forcing X to stay inside the box, while the upper bound is based on the so-called
Pascal principle, first introduced in the physics literature by Moreau et al [19, 20]. In Section 2.4, we
will also prove the aforementioned Corollary 2.1 on the range of a symmetric random walk.
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2.1 Existence of the annealed Lyapunov exponent
In this section, we prove the existence of the annealed Lyapunov exponent
λ = λd,γ,κ,ρ,ν := − lim
t→∞
1
t
logEξ[Zγt,ξ]. (10)
Remark. Clearly λ ≥ 0, and Theorem 1.1 will imply that λ always equals 0 in dimensions d = 1, 2.
For d ≥ 3, the lower bound for the quenched survival probability in Theorem 1.2 will imply that
λ < γν + κ < ∞, while an exact calculation of λ for the case κ = 0 in Section 2.2 and the Pascal
principle in Section 2.4 will imply that λ > 0 for all γ, ν, ρ > 0 and κ ≥ 0.
Proof of (10). The proof is similar to that for the catalytic model with γ < 0 in [12]. As in [12], we
can integrate out the Poisson system ξ to obtain
Eξ[Zγt,ξ ] = E
ξ[u(t, 0)] = EX0 E
ξ
[
exp
{
−γ
∫ t
0
ξ(t− s,X(s)) ds
}]
= EX0
[
exp
{
ν
∑
y∈Zd
(vX(t, y)− 1)
}]
, (11)
where conditional on X,
vX(t, y) = E
Y
y
[
exp
{
−γ
∫ t
0
δ0(Y (s)−X(t− s)) ds
}]
(12)
with EYy [·] denoting expectation with respect to a simple symmetric random walk Y with jump rate
ρ and Y (0) = y. By the Feynman-Kac formula, (vX(t, y))t≥0,y∈Zd solves the equation
∂
∂t
vX(t, y) = ρ∆vX(t, y)− γδX(t)(y) vX(t, y),
vX(0, ·) ≡ 1,
y ∈ Zd, t ≥ 0, (13)
which implies that ΣX(t) :=
∑
y∈Zd(vX(t, y)− 1) is the solution of the equation
d
dt
ΣX(t) = −γvX(t,X(t)),
ΣX(0) = 0.
(14)
Hence, ΣX(t) = −γ
∫ t
0 vX(s,X(s)) ds, and the representation (11) becomes
Eξ[Zγt,ξ ] = E
X
0
[
exp
{
−νγ
∫ t
0
vX(s,X(s)) ds
}]
. (15)
We now observe that for t1, t2 > 0,
Eξ[Zγt1+t2,ξ] = E
X
0
[
exp
{
−νγ
∫ t1
0
vX(s,X(s)) ds
}
exp
{
−νγ
∫ t1+t2
t1
vX(s,X(s)) ds
}]
≥ EX0
[
exp
{
−νγ
∫ t1
0
vX(s,X(s)) ds
}
exp
{
−νγ
∫ t2
0
vθt1X(s, (θt1X)(s)) ds
}]
= Eξ[Zγt1,ξ]E
ξ[Zγt2,ξ], (16)
where θt1X := ((θt1X)(s))s≥0 = (X(t1 + s) − X(t1))s≥0, we used the independence of (X(s))0≤s≤t1
and ((θt1X)(s))0≤s≤t2 , and the fact that for s > t1,
vX(s,X(s)) = E
Y
X(s)
[
exp
{
−γ
∫ s
0
δ0(Y (r)−X(s − r)) dr
}]
≤ EYX(s)
[
exp
{
−γ
∫ s−t1
0
δ0(Y (r)−X(s − r)) dr
}]
= vθt1X(s− t1, (θt1X)(s − t1)).
From (16), we deduce that − logEξ[Zγt,ξ] is subadditive in t, and hence the limit in (10) exists and
λd,γ,κ,ρ,ν = − sup
t>0
1
t
logEξ[Zγt,ξ]. (17)
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2.2 Special case κ = 0
In this section, we prove Theorem 1.1 for the case κ = 0, which will be useful for lower bounding
Eξ[Zγt,ξ] for general κ > 0, as well as for providing an upper bound on E
ξ[Zγt,ξ] by the Pascal principle.
Proof of Theorem 1.1 for κ = 0. We first treat the case γ ∈ (0,∞). When κ = 0, (15) becomes
Eξ[Zγt,ξ] = exp
{
−νγ
∫ t
0
v0(s, 0) ds
}
, (18)
where v0 is the solution of (13) with X ≡ 0. It then suffices to analyze the asymptotics of v0(t, 0) as
t→∞. Note that the representation (12) for v0(t, 0) becomes
v0(t, 0) = E
Y
0 [e
−γ ∫ t
0
δ0(Y (s)) ds], (19)
which is the Laplace transform of the local time of Y at the origin. For d = 1, 2, v0(t, 0) ↓ 0 as t ↑ ∞
by the recurrence of simple random walks, while for d ≥ 3, v0(t, 0) ↓ Cd for some Cd > 0 by transience.
By Duhamel’s principle (see e.g. [9, pp. 49] for a continuous-space version), we have the following
integral representation for the solution vX of (13),
vX(t, y) = 1− γ
∫ t
0
pρs
(
y −X(t− s)) vX(t− s,X(t− s))ds, (20)
where ps(·) is the transition probability kernel of a rate 1 simple symmetric random walk on Zd. When
X ≡ 0, we obtain
v0(t, 0) = 1− γ
∫ t
0
pρs(0)v0(t− s, 0) ds. (21)
Denote the Laplace transforms (in t) of v0(t, 0) and pt(0) by
vˆ0(λ) =
∫ ∞
0
e−λtv0(t, 0) dt, pˆ(λ) =
∫ ∞
0
e−λtpt(0) dt. (22)
Taking Laplace transform in (21) and solving for vˆ0(λ) then gives
vˆ0(λ) =
1
λ
· ρ
ρ+ γ pˆ(λ/ρ)
. (23)
We can apply the local central limit theorem for continuous time simple random walks in d = 1 and
2 (i.e., pt(0) =
(
d
2πt
)d/2
(1 + o(1)) as t→∞) to obtain the following asymptotics for pˆ(λ) as λ ↓ 0,
pˆ(λ) =


1√
2λ
(1 + o(1)), d = 1,
ln
(
1
λ
)
π
(1 + o(1)), d = 2,
Gd(0)(1 + o(1)), d ≥ 3,
(24)
with Gd(0) =
∫∞
0 pt(0) dt, which translates into the following asymptotics for vˆ0(λ) as λ ↓ 0:
vˆ0(λ) =


√
2ρ
γ
· 1√
λ
(1 + o(1)), d = 1,
πρ
γ
· 1
λ ln
(
1
λ
)(1 + o(1)), d = 2,
ρ
ρ+ γGd(0)
· 1
λ
(1 + o(1)), d ≥ 3.
(25)
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Since v0(t, 0) is monotonically decreasing in t by (19), by Karamata’s Tauberian theorem (see e.g. [10,
Chap. XIII.5, Thm. 4]), we have the following asymptotics for v0(t, 0) as t→∞,
v0(t, 0) =


1
γ
√
2ρ
π
· 1√
t
(1 + o(1)), d = 1,
πρ
γ
· 1
ln t
(1 + o(1)), d = 2,
ρ
ρ+ γGd(0)
(1 + o(1)), d ≥ 3,
(26)
which by (18) implies Theorem 1.1 for κ = 0 and γ ∈ (0,∞).
When κ = 0 and γ =∞, we have
Eξ[Zγt,ξ ] = P
(
ξ(s, 0) = 0 ∀ s ∈ [0, t]
)
= exp
{
− ν
∑
y∈Zd
ψ(t, y)
}
,
where ψ(t, y) = PYy (∃ s ∈ [0, t] : Y (s) = 0) for a jump rate ρ simple symmetric random walk Y starting
from y. Note further that ψ(t, y) solves the parabolic equation
∂
∂t
ψ(t, y) = ρ∆ψ(t, y), y 6= 0, t ≥ 0, (27)
with boundary conditions ψ(·, 0) ≡ 1 and ψ(0, ·) ≡ 0. Therefore ∑y∈Zd ψ(t, y) solves the equation
d
dt
∑
y∈Zd
ψ(t, y) = −ρ∆ψ(t, 0) = ρ(1− ψ(t, e1)) = ρφ(t, e1), (28)
where e1 = (1, 0, · · · , 0), φ(t, e1) := 1 − ψ(t, e1), and we have used the fact that
∑
x∈Zd ∆ψ(t, x) = 0
and the symmetry of the simple symmetric random walk. Therefore
Eξ[Zγt,ξ] = exp
{
−νρ
∫ t
0
φ(s, e1) ds
}
. (29)
By generating function calculations and Tauberian theorems (see e.g. [17, Sec. 2.4] or [23, Sec. 32,
P3]), it is known that φ(t, e1), which is the probability that a rate 1 simple random walk starting
from e1 does not hit 0 before time ρt, has the asymptotics φ(t, e1) =
√
2
πρt(1 + o(1)) for d = 1,
φ(t, e1) =
π
ln t(1 + o(1)) for d = 2, and φ(t, e1) = Gd(0)
−1(1 + o(1)) for d ≥ 3. Therefore as t→∞,
logEξ[Zγt,ξ ] =


−ν
√
8ρt
π
(1 + o(1)), d = 1,
−νπ ρt
ln t
(1 + o(1)), d = 2,
−ν ρt
Gd(0)
(1 + o(1)), d ≥ 3,
(30)
which proves Theorem 1.1 for κ = 0 and γ =∞.
Remark. When κ = 0 so that X ≡ 0, the representation (18) allows us to easily compute the Laplace
transform of Dt :=
1
t
∫ t
0 ξ(s, 0) ds, since E
ξ[Zγt,ξ] = E
ξ[exp{−γtDt}]. By replacing γt with a suitable
scale λt/at, where λ ∈ R, at =
√
t for d = 1, at = log t for d = 2, and at = 1 for d ≥ 3, we can identify
Ψ(−λ) := lim
t→∞
at
t
Eξ
[
exp
{− λt
at
Dt
}]
using the asymptotics in (26). As shown in Cox and Griffeath [6], applying the Ga¨rtner-Ellis theorem
then leads to a large deviation principle for Dt with scale t/at, except that in [6], the derivation of
Ψ(−λ) was by Taylor expansion in λ, which can be greatly simplified if we use the representation from
(18) instead.
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2.3 Lower bound on the annealed survival probability
In this section, we prove the lower bound on Eξ[Zγt,ξ] in Theorem 1.1 for dimensions d = 1 and 2, i.e.,
Lemma 2.1 For all γ ∈ (0,∞], κ ≥ 0, ρ > 0 and ν > 0, we have
lim inf
t→∞
1√
t
logEξ[Zγt,ξ] ≥ −ν
√
8ρ
π
, d = 1,
lim inf
t→∞
ln t
t
logEξ[Zγt,ξ] ≥ −νπρ, d = 2.
(31)
Proof. The basic strategy is the same as for the case of immobile traps, namely, we force the
environment ξ to create a ball BRt of radius Rt around the origin, which remains void of traps up to
time t, and we force the random walk X to stay inside BRt up to time t. This leads to a lower bound
on the survival probability that is independent of γ ∈ (0,∞] and κ ≥ 0. Surprisingly, in dimensions
d = 1 and 2, this lower bound turns out to be sharp, which can be attributed to the larger fluctuation
of the random field ξ in d = 1 and 2, which makes it easier to create space-time regions void of traps.
Note that it is clearly more costly to maintain the same space-time region void of traps than in the
case when the traps are immobile.
Recall that ξ is the counting field of a family of independent random walks {Y yj }y∈Zd ,1≤j≤Ny , where
{Ny}y∈Zd are i.i.d. Poisson random variables with mean ν. Let Br denote the ball of radius r, i.e.,
Br = {x ∈ Zd : ‖x‖∞ ≤ r}. For a scale function 1 << Rt <<
√
t to be chosen later, let Et denote
the event that Ny = 0 for all y ∈ BRt . Let Ft denote the event that Y yj (s) /∈ BRt for all y /∈ BRt ,
1 ≤ j ≤ Ny, and s ∈ [0, t]; furthermore, let Gt denote the event that X with X(0) = 0 does not leave
BRt before time t. Then by (3),
Eξ[Zγt,ξ ] ≥ P(Et ∩ Ft ∩Gt) = P(Et)P(Ft)P(Gt). (32)
Note that P(Et) = e
−ν(2Rt+1)d . To estimate P(Gt), note that by Donsker’s invariance principle, if
1 << Rt <<
√
t as t→∞, then there exists α > 0 such that for all t sufficiently large,
inf
x∈B√t/2
P
(
X(s) ∈ B√t ∀ s ∈ [0, t] , X(t) ∈ B√t/2
∣∣∣X(0) = x) ≥ α. (33)
By partitioning [0, t] into intervals of length R2t and applying the Markov property, we obtain
P(Gt) ≥ P
(
X(s) ∈ BRt ∀ s ∈ [(i− 1)R2t , iR2t ], and X(iR2t ) ∈ BRt/2, i = 1, 2, · · · , ⌈t/R2t ⌉
)
≥ αt/R2t = et lnα/R2t . (34)
To estimate P(Ft), let F˜t denote the event that Y
y
j (s) 6= 0 for all y ∈ Zd, 1 ≤ j ≤ Ny, and s ∈ [0, t].
Note that P(F˜t) is precisely the annealed survival probability E
ξ[Zγt,ξ] when κ = 0 and γ =∞, which
satisfies the asymptotics in Theorem 1.1 by our calculations in Section 2.2. We next compare P(Ft)
with P(F˜t).
For a jump rate ρ simple random walk Y starting from y ∈ Zd, let τBRt denote the stopping time
when Y first enters BRt , and τ0 the stopping time when Y first visits 0. Then standard computations
yield
lnP(Ft) = −ν
∑
y∈Zd\BRt
PYy (τBRt ≤ t), (35)
and a similar identity holds for lnP(F˜t) with BRt replaced by B0. Note that∑
y∈Zd\BRt
PYy (τBRt ≤ t) ≥
∑
y∈Zd\BRt
PYy (τ0 ≤ t) =
∑
y∈Zd
PYy (τ0 ≤ t)−
∑
y∈BRt
PYy (τ0 ≤ t).
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Hence
lnP(Ft) ≤ lnP(F˜t) + ν
∑
y∈BRt
PYy (τ0 ≤ t) ≤ lnP(F˜t) + ν(2Rt + 1)d. (36)
On the other hand, for ǫ > 0, we have∑
y∈Zd
PYy (τ0 ≤ t+ ǫt) ≥
∑
y∈Zd\BRt
PYy
(
τBRt ≤ t, τ0 ≤ t+ ǫt
) ≥ inf
z∈∂BRt
PYz (τ0 ≤ ǫt)
∑
y∈Zd\BRt
PYy
(
τBRt ≤ t),
where we used the strong Markov property. Therefore
∑
y∈Zd\BRt
PYy (τBRt ≤ t) ≤
∑
y∈Zd P
Y
y (τ0 ≤ t+ ǫt)
infz∈∂BRt P
Y
z (τ0 ≤ ǫt)
,
and hence by (35),
lnP(Ft) ≥ lnP(F˜t+ǫt)
infz∈∂BRt P
Y
z (τ0 ≤ ǫt)
. (37)
We now choose Rt for d = 1 and 2. For d = 1, let Rt =
√
t/ ln t, which is by no means the unique
scale appropriate. Clearly infz∈∂B√
t/ ln t
PYz (τ0 ≤ ǫt)→ 1 as t→∞. By (36)–(37), the fact that P(F˜t)
satisfies the asymptotics in Theorem 1.1 for κ = 0 and γ =∞, and that ǫ > 0 can be made arbitrarily
small, we obtain
lnP(Ft) = −ν
√
8ρt
π
(1 + o(1)) = lnP(F˜t).
Furthermore, for Rt =
√
t/ ln t we have
lnP(Et) = −ν(2
√
t/ ln t+ 1) and lnP(Gt) ≥ lnα ln t,
whence substituting these asymptotics into (32) gives (31) for d = 1.
For d = 2, let Rt = ln t. Then we have infz∈∂Bln t P
Y
z (τ0 ≤ ǫt) → 1 as t → ∞, which is an easy
consequence of [17, Exercise 1.6.8]. By the same argument as for d = 1, we have
lnP(Ft) = −νπρ t
ln t
(1 + o(1)) = lnP(F˜t).
Together with the asymptotics
lnP(Et) = −ν(2 ln t+ 1)2 and lnP(Gt) ≥ t lnα
ln2 t
,
we deduce from (32) the desired bound in (31) for d = 2.
2.4 Upper bound on the annealed surivival probability: the Pascal principle
In this section, we present an upper bound on the annealed survival probability, called the Pascal
principle.
Proposition 2.1 [Pascal principle] Let ξ be the random field generated by a collection of irreducible
symmetric random walks {Y yj }y∈Zd,1≤j≤Ny on Zd with jump rate ρ > 0. Then for all piecewise constant
X : [0, t]→ Zd with a finite number of discontinuities, we have
Eξ
[
exp
{
−γ
∫ t
0
ξ(s,X(s)) ds
}]
≤ Eξ
[
exp
{
−γ
∫ t
0
ξ(s, 0) ds
}]
. (38)
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In words, conditional on the random walk X, the annealed survival probability is maximized when
X ≡ 0. The discrete time version of this result was first proved by Moreau et al in [19, 20], where
they named it the Pascal principle, because Pascal once asserted that all misfortune of men comes
from the fact that he does not stay peacefully in his room. The Pascal principle together with the
proof of Theorem 1.1 for κ = 0 in Section 2.2 imply the desired upper bound on the annealed survival
probability in Theorem 1.1 for dimensions d = 1, 2, and it also shows that for d ≥ 3, the annealed
Lyapunov exponent λd,γ,κ,ρ,ν is always bounded from below by λd,γ,0,ρ,ν = νγ/(1 +
γGd(0)
ρ ).
We present below the proof of the discrete time version of the Pascal principle from [20], which
being written as a physics paper, can be hard for the reader to separate the rigorous arguments from
the non-rigorous ones. We then deduce the continuous time version, Proposition 2.1, by discrete
approximation. As a byproduct, we will show in Corollary 2.1 that the expected cardinality of the
range of a continuous time symmetric random walk increases under perturbation by a deterministic
path.
Moreau et al considered in [20] a discrete time random walk among a Poisson field of moving traps,
defined as follows. Let X¯ be a discrete time mean zero random walk on Zd with X¯0 = 0. Let {Ny}y∈Zd
be i.i.d. Poisson random variables with mean ν, and let {Y¯ yj }y∈Zd,1≤j≤Ny be a family of independent
symmetric random walks on Zd where Y¯ yj denotes the j-th random walk starting from y at time 0.
Let
ξ¯(n, x) :=
∑
y∈Zd,1≤j≤Ny
δx(Y¯
y
j (n)). (39)
Fix 0 ≤ q ≤ 1, which will be the trapping probability. The dynamics of X¯ is such that X¯ moves
independently of the traps {Y¯ yj }y∈Zd,1≤j≤Ny , and at each time n ≥ 0, X¯ is killed with probability
1 − (1 − q)ξ¯(n,X¯(n)). Namely, each trap at the time-space lattice site (n, X¯(n)) tries independently to
capture X¯ with probability q. Given a realization of X¯, let σ¯X¯(n) denote the probability that X¯ has
survived till time n. Then analogous to (11), we have
σ¯X¯(n) = Eξ¯
[
(1− q)
∑n
i=0 ξ¯(i,X¯(i))
]
= exp
{
− ν
∑
y∈Zd
w¯q,X¯(n, y)
}
, (40)
where if we let Y¯ denote a random walk with the same jump kernel as Y¯ yj , then
w¯q,X¯(n, y) := 1− EY¯y
[
(1− q)
∑n
i=0 1{Y¯ (i)=X¯(i)}
]
. (41)
The main result we need from Moreau et al [20] is the following discrete time Pascal principle.
Lemma 2.2 [Pascal principle in discrete time [20]]
Let Y¯ be an irreducible symmetric random walk on Zd with PY¯0 (Y¯ (1) = 0) ≥ 1/2. Then for all
q ∈ [0, 1], n ∈ N0 and X¯ : N0 → Zd, we have∑
y∈Zd
w¯q,X¯(n, y) ≥
∑
y∈Zd
w¯q,0(n, y), (42)
and hence σ¯X¯(n) ≤ σ¯0(n), where w¯q,0 and σ¯0 denote w¯q,X¯ and σ¯X¯ with X¯ ≡ 0.
Proof. The argument we present here is extracted from [20]. First note that the assumption Y¯ is
symmetric implies that the Fourier transform f(k) := EY¯0 [e
i〈k,Y¯ (1)〉] is real for all k ∈ [−π, π]d. The
assumption PY¯0 (Y¯ (1) = 0) ≥ 1/2 guarantees that f(k) ∈ [0, 1]. If we let pY¯n (y) denote the n-step
transition probability kernel of Y¯ , then by Fourier inversion, we have
pY¯n (0) ≥ pY¯n (y),
pY¯n (0) ≥ pY¯n+1(0)
for all n ≥ 0, y ∈ Zd. (43)
If we now regard X¯ as a trap, then w¯q,X¯(n, y) can be interpreted as the probability that a random
walk Y¯ starting from y gets trapped by X¯ by time n, where each time Y¯ and X¯ coincide, Y¯ is trapped
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by X¯ with probability q. More precisely, let Zi, i ∈ N0, be i.i.d. Bernoulli random variables with mean
q, where Zi = 1 means that the trap at (i, X¯(i)) is open. Then X¯ is killed at the stopping time
τX¯(Y¯ ) := min{i ≥ 0 : Y¯ (i) = X¯(i), Zi = 1}, (44)
and w¯q,X¯(n, y) = PY¯y (τX¯ ≤ n).
We examine the following auxiliary quantity, where by decomposition with respect to τX¯ , we have
q =
∑
y∈Zd
PY¯y
(
Y¯ (n) = X¯(n), Zn = 1
)
=
n−1∑
k=0
∑
y∈Zd
PY¯y (τX¯ = k)p
Y¯
n−k(X¯(n)− X¯(k)) q +
∑
y∈Zd
PY¯y (τX¯ = n)
≤ q
n−1∑
k=0
∑
y∈Zd
PY¯y (τX¯ = k)p
Y¯
n−k(0) +
∑
y∈Zd
PY¯y (τX¯ = n),
(45)
where in the inequality we used (43). Similarly, when X¯ is replaced by X¯ ≡ 0, we have
q =
∑
y∈Zd
PY¯y
(
Y¯ (n) = 0, Zn = 1
)
= q
n−1∑
k=0
∑
y∈Zd
PY¯y (τ0 = k)p
Y¯
n−k(0) +
∑
y∈Zd
PY¯y (τ0 = n). (46)
Denote
SX¯n :=
∑
y∈Zd
w¯q,X¯(n, y) =
∑
y∈Zd
PY¯y (τX¯ ≤ n),
S0n :=
∑
y∈Zd
w¯q,0(n, y) =
∑
y∈Zd
PY¯y (τ0 ≤ n).
(47)
Note that SX¯0 = S
0
0 = q, and
∑
y∈Zd P
Y¯
y (τX¯ = k) = S
X¯
k −SX¯k−1,
∑
y∈Zd P
Y¯
y (τ0 = k) = S
0
k −S0k−1, where
we set SX¯−1 = S
0
−1 = 0. Together with (45) and (46), this gives
q
n−1∑
k=0
pY¯n−k(0)(S
0
k − S0k−1) + S0n − S0n−1 ≤ q
n−1∑
k=0
pY¯n−k(0)(S
X¯
k − SX¯k−1) + SX¯n − SX¯n−1.
Rearranging terms, we obtain
SX¯n − S0n ≥
(
1− qpY¯1 (0)
)
(SX¯n−1 − S0n−1) + q
n−2∑
k=0
(
pY¯n−k−1(0)− pY¯n−k(0)
)
(SX¯k − S0k). (48)
This sets up an induction bound for SX¯n − S0n. Since SX¯0 − S00 = 0, 1 − qpY¯1 (0) ≥ 0, and pY¯k (0) is
decreasing in k by (43), it follows that SX¯n ≥ S0n for all n ∈ N0, which is precisely (42).
Proof of Proposition 2.1. Integrating out ξ on both sides of (38) as in (11) shows that (38) is
equivalent to ∑
y∈Zd
wγ,X(t, y) ≥
∑
y∈Zd
wγ,0(t, y), (49)
where
wγ,X(t, y) := 1− EYy
[
exp
{
− γ
∫ t
0
δ0(Y (s)−X(s)) ds
}]
. (50)
For n ∈ N, let Y (n)(k) = Y (ktn ) and X(n)(k) = X( tn ) for k ∈ N0. Clearly Y (n) is symmetric, and for
n sufficiently large, PY
(n)
0 (Y
(n)(1) = 0) ≥ 1/2. Therefore we can apply Lemma 2.2 with Y¯ = Y (n),
X¯ = X(n) and q = q(n) = γt/n to obtain∑
y∈Zd
w¯γt/n,X
(n)
(n, y) ≥
∑
y∈Zd
w¯γt/n,0(n, y). (51)
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By (41) and the definition of Y (n) and X(n), we have
w¯γt/n,X
(n)
(n, y) = 1−EY (n)y
[(
1− γt
n
)∑n
k=0 1{Y (n)(k)=X(n)(k)}
]
= 1−EYy
[(
1− γt
n
)∑n
k=0 1{Y (kt/n)=X(kt/n)}
]
.
By the assumption that X is a random walk path which is necessarily piecewise constant with a finite
number of discontinuities, for a.s. all realization of Y , we have
lim
n→∞
(
1− γt
n
)∑n
k=0 1{Y (kt/n)=X(kt/n)}
= exp
{
−γ
∫ t
0
δ0(Y (s)−X(s)) ds
}
.
Therefore by the bounded convergence theorem, limn→∞ w¯γt/n,X
(n)
(n, y) = wγ,X(t, y). By the same
argument, limn→∞ w¯γt/n,0(n, y) = wγ,0(t, y). Next we note that wγt/n,X
(n)
(n, y) is the probability
that Y (n) is trapped by X(n) before time n. Since Y (n) and X(n) are embedded in Y and X, we
have wγt/n,X
(n)
(n, y) ≤ PYy (τX ≤ t) uniformly in n, where τX = inf{s ≥ 0 : Y (s) = X(s)}. Clearly∑
y∈Zd P
Y
y (τX ≤ t) <∞. Similarly wγt/n,0(n, y) ≤ PYy (τ0 ≤ t) uniformly in n and
∑
y∈Zd P
Y
y (τ0 ≤ t) <
∞. Therefore we can send n→∞ and apply the dominated convergence theorem in (51), from which
(49) then follows.
The Pascal principle in Lemma 2.2 and Proposition 2.1 have the following interesting conse-
quence for the range of a symmetric random walk, which we denote by Rt(X) = {y ∈ Zd : X(s) =
y for some 0 ≤ s ≤ t}.
Corollary 2.1 [Increase of expected cardinality of range under perturbation]
Let Y¯ and X¯ be discrete time random walks as in Lemma 2.2. Let Y be a continuous time irreducible
symmetric random walk on Zd with jump rate ρ > 0, and let X : [0, t]→ Zd be piecewise constant with
a finite number of discontinuities. Then for all n ∈ N0, respectively t ≥ 0, we have
EY¯0
[|Rn(Y¯ − X¯)|] ≥ EY¯0 [|Rn(Y )|],
EY0
[|Rt(Y −X)|] ≥ EY0 [|Rt(Y )|], (52)
where | · | denotes the cardinality of the set.
Proof. The first inequality in (52) for discrete time random walks follows from the observation that∑
y∈Zd
PY¯y (τX¯ ≤ n) =
∑
y∈Zd
PY¯0
(
Y¯ (i)− X¯(i) = y for some 0 ≤ i ≤ n) = EY¯0 [|Rn(Y¯ − X¯)|],
∑
y∈Zd
PY¯y (τ0 ≤ n) =
∑
y∈Zd
PY¯0
(
Y¯ (i) = y for some 0 ≤ i ≤ n) = EY¯0 [|Rn(Y¯ )|], (53)
where τX¯ = min{i ≥ 0 : Y¯i = X¯i} and τ0 = min{i ≥ 0 : Y¯i = 0}, which combined with Lemma 2.2 for
q = 1 gives precisely ∑
y∈Zd
PY¯y (τX¯ ≤ n) ≥
∑
y∈Zd
PY¯y (τ0 ≤ n). (54)
The continuous time case follows by similar considerations, where we apply Proposition 2.1 with
γ =∞, or rather γ > 0 with γ ↑ ∞.
3 Quenched and semi-annealed upper bounds
In this section, we prove sub-exponential upper bounds on the quenched survival probability in di-
mensions 1 and 2 (the exponential upper bound in dimensions 3 and higher follows trivially from the
annealed upper bound by Jensen’s inequality and Borel-Cantelli). Although they will be superseded
later by a proof of exponential decay using sophisticated results of Kesten and Sidoravicius [16], the
proof we present here is relatively simple and self-contained. Along the way, we will also prove an
upper bound (Proposition 3.2) on the annealed survival probability of a random walk in a random
field of traps ξ with deterministic initial condition, which we call a semi-annealed bound.
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Proposition 3.1 [Sub-exponential upper bound on Zγt,ξ] There exist constants C1, C2 > 0 de-
pending on γ, κ, ρ, ν > 0 such that a.s. with respect to ξ, we have
lim sup
t→∞
log t
t
logZγt,ξ ≤ −C1, d = 1,
lim sup
t→∞
log log t
t
logZγt,ξ ≤ −C2, d = 2.
(55)
The same bounds hold if we replace Zγt,ξ by u(t, 0) as in Theorem 1.3.
Proof. The proof is based on coarse graining combined with the annealed bound in Theorem 1.1. Let
us focus on dimension d = 1 first. LetX be a random walk as in (2), and letM(t) := sup0≤s≤t |X(s)|∞.
The first step is to note that by basic large deviation estimates for X,
EX0
[
exp
{
− γ
∫ t
0
ξ(s,X(s)) ds
}
1{Mt≥t}
]
≤ PX0 (Mt ≥ t) ≤ e−Ct
for some C > 0 depending only on κ. Therefore to show (55), it suffices to prove that
EX0
[
exp
{
− γ
∫ t
0
ξ(s,X(s)) ds
}
1{Mt<t}
]
≤ e− Ctlog t (56)
for some C > 0 for all t sufficiently large. Since the integrand in the definition of Zγt,ξ is monotone in
t, we may even restrict our attention to t ∈ N.
The second step is to introduce a coarse graining scale Lt := A log t for some A > 0, and partition
the space-time region [−2t, 2t]× [0, t] into blocks of the form Λi,k := [(i− 1)Lt, iLt)× [(k− 1)L2t , kL2t )
for i, k ∈ Z with − 2tLt + 1 ≤ i ≤ 2tLt and 1 ≤ k ≤ tL2t . We say a block
Λi,k is good if
∑
(i−1)Lt≤x<iLt
ξ((k − 1)L2t , x) ≥
νLt
2
.
Since for each s ≥ 0, (ξ(s, x))x∈Z are i.i.d. Poisson distributed with mean ν, by basic large deviation
estimates for Poisson random variables, there exists C > 0 such that for all t > 1,
P(Λi,k is bad) ≤ e−CνLt .
Let Gt(ξ) be the event that all the blocks Λi,k in [−2t, 2t]× [0, t] are good. Then
P(Gct(ξ)) ≤
4t2
L3t
e−CνLt =
4
A3(log t)3tCνA−2
,
which is summable in t ≥ 2, t ∈ N, if A is chosen sufficiently large. Therefore by Borel-Cantelli, a.s.
with respect to ξ, for all t ∈ N sufficiently large, the event Gt(ξ) occurs. To prove (55), it then suffices
to prove
1Gt(ξ)E
X
0
[
exp
{
− γ
∫ t
0
ξ(s,X(s)) ds
}
1{Mt<t}
]
≤ e− Ctlog t (57)
almost surely for all t ∈ N sufficiently large.
The third step is applying an annealing bound. More precisely, to show (57), it suffices to average
over ξ and show that
EξEX0
[
exp
{
− γ
∫ t
0
ξ(s,X(s)) ds
}
1{Mt<t}1Gt(ξ)
]
≤ e− 2Ctlog t (58)
for some C > 0 for all t ∈ N sufficiently large. Indeed, (58) implies that
Pξ
(
1Gt(ξ)E
X
0
[
exp
{
− γ
∫ t
0
ξ(s,X(s)) ds
}
1{Mt<t}
]
> e
− Ct
log t
)
≤ e− Ctlog t ,
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from which (57) then follows by Borel-Cantelli.
To prove (58), let us denote Zk := exp
{ − γ ∫ kL2t
(k−1)L2t
ξ(s,X(s)) ds
}
, and let Fk be the σ-field
generated by (Xs, ξ(s, ·))0≤s≤kL2t . Replacing L2t by t/⌊t/L2t ⌋ if necessary, we may assume without loss
of generality that t/L2t = t/(A log t)
2 ∈ N. Then
EξEX0
[
exp
{
− γ
∫ t
0
ξ(s,X(s)) ds
}
1{Mt<t}1Gt(ξ)
]
= EξEX0
[
1{Mt<t}1Gt(ξ)
t/L2t∏
k=1
Zk
]
= EξEX0
[
1{Mt<t}1Gt(ξ)
t/L2t∏
k=1
Zk
EξEX0 [Zk|Fk−1]
t/L2t∏
k=1
EξEX0 [Zk|Fk−1]
]
. (59)
By Proposition 3.2 below, on the event |X((k− 1)L2t )|∞ < t and Λi,k is good for all − 2tLt +1 ≤ i ≤ 2tLt ,
which is an event in Fk−1, we have
EξEX0 [Zk|Fk−1] = EξEX0
[
exp
{
− γ
∫ kL2t
(k−1)L2t
ξ(s,X(s)) ds
}∣∣∣Fk−1] ≤ e−CLt (60)
for some C > 0 depending on γ, κ, ρ, ν. Substituting this bound into (59) for 1 ≤ k ≤ t/L2t and using
the fact that
∏t/L2t
k=1
Zk
EξEX0 [Zk|Fk−1]
is a martingale then gives the desired bound e−Ct/Lt = e−Ct/(A log t)
for (58).
For dimension d = 2, the proof is similar. We choose Lt = A log t with A sufficiently large. We
partition the space-time region [−2t, 2t]2× [0, t] into blocks of the form Λi,j,k := [(i− 1)Lt, iLt)× [(j−
1)Lt, jLt)×[(k−1)L2t , kL2t ), and we define good blocks and bad blocks as before. Applying Proposition
3.2 below then gives an upper bound of exp
{− C t
L2t
L2t
logLt
}
= exp{− CtlogA+log log t}, analogous to (58).
Lastly we note that the arguments also apply to the solution of the parabolic Anderson model
u(t, 0) = EX0
[
exp
{
− γ
∫ t
0
ξ(t− s,X(s)) ds
}]
.
The only difference lies in passing the result (55) from t ∈ N to t ∈ R, due to the lack of monotonicity
of u(t, 0) in t. This can be easily overcome by the observation that for n− 1 < t < n with n ∈ N,
u(n, 0) ≥ e−κ(n−t)e−γ
∫ n
t ξ(r,0) dru(t, 0),
and the fact that almost surely
∫ i+1
i ξ(r, 0) dr ≤
√
i for all i large by Borel-Cantelli because
∫ 1
0 ξ(r, 0) dr
has finite exponential moments.
The following is a partial analogue of Theorem 1.1 for ξ with deterministic initial conditions.
Proposition 3.2 [Semi-annealed upper bound] Let ξ be defined as in (1) with deterministic
initial condition (ξ(0, x))x∈Zd . For L > 0 and ~i = (i1, · · · , id) ∈ Zd, let BL,~i := [(i1 − 1)L, i1L) ×
· · · × [(id − 1)L, idL). Assume that there exist a > 2 and ν > 0 such that for all ~i ∈ [−3La, 3La]d,∑
x∈B
L,~i
ξ(0, x) ≥ νLd. Then there exist constants Cd > 0, d ≥ 1, such that for all L sufficiently large
and for all x ∈ Zd with |x|∞ ≤ L, we have
EξEXx
[
exp
{
− γ
∫ L2
0
ξ(s,X(s)) ds
}]
≤


e−C1L, d = 1,
e−C2
L2
logL , d = 2,
e−CdL
2
, d ≥ 3.
(61)
The same is true if we replace
∫ L2
0 ξ(s,X(s)) ds by
∫ L2
0 ξ(s,X(L
2 − s)) ds.
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Proof. The basic strategy is to dominate (ξ(L2/2, x))|x|∞<2La from below by i.i.d. Poisson random
variables, which then allows us to apply Theorem 1.1. We proceed as follows.
Let ξ be generated by independent random walks (Y yj )y∈Zd,1≤j≤ξ(0,y) as in (1), and let ξ¯ be gen-
erated by a separate system of independent random walks (Y¯ yj )y∈Zd,1≤j≤ξ¯(0,y), where (ξ¯(0, y))y∈Zd are
i.i.d. Poisson distributed with mean ν¯. Choose any ν¯ ∈ (0, ν). Then by large deviation estimates for
Poisson random variables,
Pξ¯(GcL) := P
ξ¯
( ∑
x∈BL,~i
ξ¯(0, x) ≥
∑
x∈BL,~i
ξ(0, x) for some ~i ∈ [−3La, 3La]d
)
(62)
≤
∑
~i∈[−3La,3La]d
Pξ¯
( ∑
x∈B
L,~i
ξ¯(0, x) ≥ νLd
)
≤ 6dLade−Cν,ν¯Ld .
On the event GL, we will construct a coupling between (Y
y
j )y∈Zd ,1≤j≤ξ(0,y) and (Y¯
y
j )y∈Zd,1≤j≤ξ¯(0,y) as
follows. For each walk Y¯ yj with 1 ≤ j ≤ ξ¯(0, y) and y ∈ BL,~i for some ~i ∈ [−3La, 3La]d, we can match
Y¯ yj with a distinct walk Y
z
k for some z ∈ BL,~i and 1 ≤ k ≤ ξ(0, z), which is possible on the event GL.
Independently for each pair of walks (Y¯ yj , Y
z
k ), we will couple their coordinates as follows: For
1 ≤ i ≤ d, the i-th coordinates of the two walks evolve independently until the first time that their
difference is of even parity. Note that this is the case either at time 0 already or at the first time when
one of the coordinates changes. From then on the i-th coordinates are coupled in such a way that
they always jump at the same time and their jumps are always opposites until the first time when
the two coordinates coincide. From that time onward the two coordinates always perform the same
jumps at the same time. For walks in the ξ and ξ¯ system which have not been paired up, we let them
evolve independently. Note that such a coupling preserves the law of ξ (resp. ξ¯), and each coupled
pair (Y¯ yj , Y
z
k ) is successfully coupled in the sense that Y¯
y
j (L
2/2) = Y zk (L
2/2) if the trajectory of Y¯ yj is
in the event
Eyj :=
{
sup
0≤t≤L2/2
(Y¯ yj (t)−Y¯ yj (0))i ∈ [L/2, L] and inf
0≤t≤L2/2
(Y¯ yj (t)−Y¯ yj (0))i ∈ [−L,−L/2] ∀ 1 ≤ i ≤ d
}
,
because |y − z|∞ ≤ L by our choice of pairing of Y¯ yj and Y zk . Then by our coupling of ξ¯ and ξ, on the
event GL, we have
ξ(L2/2, x) ≥ ζ(x) :=
∑
y∈Zd,
1≤j≤ξ¯(0,y)
1Eyj 1{Y¯ yj (L2/2)=x} for all |x|∞ ≤ 2L
a. (63)
Now observe that, because (ξ¯(0, x))x∈Zd are i.i.d. Poisson with mean ν¯, and (Y¯
y
j )y∈Zd,1≤j≤ξ¯(0,y) are
independent, (ζ(x))x∈Zd are also i.i.d. Poisson distributed with mean α := ν¯Pξ¯(E
y
j ) = ν¯P
ξ¯(E01), which
is bounded away from 0 uniformly in L by the properties of simple symmetric random walks. This
achieves the desired stochastic domination of ξ at time L2/2. Let ζL(t, ·) denote the counting field
of independent random walks as in (1) with initial condition ζL(0, y) = ζ(y)1{|y|∞≤2La}. Then using
(63), uniformly in x ∈ Zd with |x|∞ ≤ L, we have
EξEXx
[
exp
{
− γ
∫ L2
0
ξ(s,X(s)) ds
}]
= Eξ,ξ¯EXx
[
exp
{
− γ
∫ L2
0
ξ(s,X(s)) ds
}]
≤ Pξ¯(GcL) + PXx (|X(L2/2)|∞ > L2) + sup
|x|∞≤L2
EζLEXx
[
exp
{
− γ
∫ L2/2
0
ζL(s,X(s)) ds
}]
≤ 6dLade−Cν,ν¯Ld + e−CL2 + sup
|x|∞≤L2
EζLEXx
[
exp
{
− γ
∫ L2/2
0
ζL(s,X(s)) ds
}]
. (64)
By the same argument as for (11), we have
EζLEXx
[
exp
{
− γ
∫ L2/2
0
ζL(s,X(s)) ds
}]
= EXx
[
exp
{
− α
∑
|y|∞≤2La
(1− vX(L2/2, y))
}]
, (65)
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where
vX(L
2/2, y) = EYy
[
exp
{
− γ
∫ L2/2
0
δ0(Y (s)−X(s)) ds
}]
.
To bound (65), note that by a union bound in combination with Azuma’s inequality we obtain,
sup
|x|∞≤L2
PXx
(
sup
0≤s≤L2/2
|X(s)|∞ > 2L2
) ≤ e−CL2 . (66)
On the complementary event {sup0≤s≤L2/2 |X(s)|∞ ≤ 2L2}, we have
1− vX(L2/2, y) ≤ PYy (τ2L2 ≤ L2/2) ≤ P(PL2/2 ≥ |y|∞ − 2L2),
where τ2L2 := inf{s ≥ 0 : |Y (s)|∞ ≤ 2L2}, and PL2/2 is a Poisson random variable with mean ρL2/2,
which counts the number of jumps of Y before time L2/2. Therefore for L sufficiently large,∑
|y|∞>2La
(1− vX(L2/2, y)) ≤
∑
|y|∞>2La
P(PL2/2 ≥ |y|∞ − 2L2)
≤ C
∞∑
r=2La
P(PL2/2 ≥ r/2) rd−1 ≤ CE[PkL2/2]
∞∑
r=2La
rd−k−1
≤ C(ρL2/2)k(2La)d−k ≤ CL−(a−2)k+ad ≤ 1, (67)
where we have changed the values of the constant C (independent of L) from line to line, and the last
inequality holds for all L large if we choose k large enough. Substituting the bounds (66)–(67) into
(65) then gives the following bound uniformly for x ∈ Zd with |x|∞ ≤ L2:
EζLEXx
[
exp
{
− γ
∫ L2/2
0
ζL(s,X(s)) ds
}]
≤ PXx
(
sup
0≤s≤L2/2
|X(s)|∞ > 2L2
)
+ EXx
[
exp
{
− α
∑
y∈Zd
(1− vX(L2/2, y)) + 1
}]
≤ e−CL2 + eEXx
[
exp
{
− α
∑
y∈Zd
(1− vX(L2/2, y))
}]
,
where by the representation (11), the expectation is precisely the annealed survival probability of a
random walk among a Poisson field of traps with density α, for which the bounds in (4) apply with ν
replaced by α and t by L2/2. Substituting this bound back into (64) then gives (61). The same proof
applies when we reverse the time direction of X in (61).
4 Existence and positivity of the quenched Lyapunov exponent
In this section, we prove Theorems 1.2 and 1.3. In Section 4.1, we state a shape theorem which
implies the existence of the quenched Lyapunov exponent for the quenched survival probability Zγt,ξ.
In Section 4.2, we prove the stated shape theorem for bounded ergodic random fields. In Section 4.3,
we show how to deduce the existence of the quenched Lyapunov exponent for the solution of the
parabolic Anderson model from what we already know for the quenched survival probability. Lastly
in Section 4.4, we prove the positivity of the quenched Lyapunov exponent, which concludes the proof
of Theorems 1.2 and 1.3.
4.1 Shape theorem and the quenched Lyapunov exponent
In this section, we focus exclusively on the quenched survival probability Zγt,ξ. The approach we adopt
in proving the existence of the quenched Lyapunov exponent for Zγt,ξ uses the subadditive ergodic
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theorem and follows ideas used by Varadhan in [25] to prove the quenched large deviation principle
for random walks in random environments.
For s ≥ 0 and x ∈ Zd, let PXx,s and EXx,s denote respectively probability and expectation for a jump
rate κ simple symmetric random walk X, starting from x at time s. For each 0 ≤ s < t and x, y ∈ Zd,
define
e(s, t, x, y, ξ) := EXx,s
[
exp
{
−γ
∫ t
s
ξ(u,X(u)) du
}
1{X(t)=y}
]
,
a(s, t, x, y, ξ) := − log e(s, t, x, y, ξ).
(68)
We call a(s, t, x, y, ξ) the point to point passage function from x to y between times s and t. We will
prove the following shape theorem for a(0, t, 0, y, ξ).
Theorem 4.1 [Shape theorem] There exists a deterministic convex function α : Rd → R, which
we call the shape function, such that Pξ-a.s., for any compact K ⊂ Rd,
lim
t→∞ supy∈tK∩Zd
|t−1a(0, t, 0, y, ξ) − α(y/t)| = 0. (69)
Furthermore, for any M > 0, we can find a compact K ⊂ Rd such that
lim sup
t→∞
1
t
logEX0
[
exp
{
−γ
∫ t
0
ξ(s,X(s)) ds
}
1{X(t)/∈tK}
]
≤ −M. (70)
Remark. Note that (5) in Theorem 1.2 follows easily from Theorem 4.1, which we leave to the reader
as an exercise. In particular, the quenched Lyapunov exponent satisfies
λ˜d,γ,κ,ρ,ν = inf
y∈Rd
α(y) = α(0) = lim
t→∞ t
−1a(0, t, 0, 0, ξ), (71)
where infy∈Rd α(y) = α(0) follows from the convexity and symmetry of α, since ξ is symmetric.
The unboundedness of the random field ξ creates complications for the proof of Theorem 4.1.
Therefore we first replace ξ by ξN := (max{ξ(s, x), N})s≥0,x∈Zd for some large N > 0 and prove a cor-
responding shape theorem, then use almost sure properties of ξ established by Kesten and Sidoravicius
in [15] to control the error caused by the truncation.
Theorem 4.2 [Shape theorem for bounded ergodic potentials] Let ζ := (ζ(s, x))s≥0,x∈Zd be a
real-valued random field which is ergodic with respect to the shift map θr,zζ := (ζ(s+ r, x+ z))s≥0,x∈Zd,
for all r ≥ 0 and z ∈ Zd. Assume further that |ζ(0, 0)| ≤ A a.s. for some A > 0. Then the conclusions
of Theorem 4.1 hold with ξ replaced by ζ.
Remark. Note that Theorem 4.2 can be applied to the occupation field of the exclusion process or the
voter model in an ergodic equilibrium, which in particular implies the existence of the corresponding
quenched Lyapunov exponents.
Before we prove Theorem 4.2 in the next section, let us first show how to deduce Theorem 4.1
from Theorem 4.2, using almost sure bounds on ξ from [15].
Proof of Theorem 4.1. Note that, since ξ is non-negative, (70) follows from elementary large
deviation estimates for the random walk X, if we take K to be a large enough closed ball centered at
the origin, which we fix for the rest of the proof.
By applying Theorem 4.2 to the truncated random field ξN , we have that for each N > 0, there
exists a convex shape function αN : R
d → R such that (69) holds with ξ replaced by ξN and α replaced
by αN . Note that αN is monotonically increasing in N , and its limit α is necessarily convex. To prove
(69), it then suffices to show that, for any ǫ > 0, we can choose N sufficiently large such that Pξ-a.s.,
1
t
sup
y∈tK∩Zd
|a(0, t, 0, y, ξ) − a(0, t, 0, y, ξN )| ≤ ǫ for all t sufficiently large. (72)
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To prove (72), we will need Lemma 15 from [15], which by Borel-Cantelli implies that there exist
positive constants C0, C1, C2, C3, C4 with C0 > 1, such that if Ξl denotes the space of all possible
random walk trajectories π : [0, t] → Zd, which contain exactly l jumps and are contained in the
rectangle [−C1t log t, C1t log t]d, then Pξ-a.s., for all t ∈ N sufficiently large, we have
sup
π∈Ξl
∫ t
0
ξ(s, π(s))1{ξ(s,π(s))≥C2νCdm0 } ds ≤ (t+ l)
∞∑
r=m
C3C
r(d+6)+d
0 e
−C4Cr/40 ∀ m ∈ N, l ≥ 0, (73)
where Am :=
∑∞
r=m C3C
r(d+6)+d
0 e
−C4Cr/40 → 0 as m→∞.
One important consequence of (73) is that
0 < sup
y∈K
α(y) <∞. (74)
Indeed, if lt(X) denotes the number of jumps of X on the time interval [0, t], then
sup
y∈K
α(y) ≤ lim
t→∞−t
−1 log inf
y∈tK∩Zd
EX0
[
exp
{
−γ
∫ t
0
ξ(s,X(s)) ds
}
1{X(t)=y}
]
≤ lim
t→∞−t
−1 log inf
y∈tK∩Zd
EX0
[
exp
{
−γ
∫ t
0
ξ(s,X(s)) ds
}
1{X(t)=y,lt(X)≤2D(K)t,X∈Ξlt(X)}
]
,
where D(K) := supy∈K |y|1. We can then apply (73) and large deviation estimates for random walks
to the above bound to deduce supy∈K α(y) < ∞. The fact that supy∈K α(y) > 0 for a large ball K
again follows from basic large deviation estimates.
By large deviation estimates, we can find B large enough such that
PX0 (lt(X) ≥ Bt or X /∈ Ξlt(X)) ≤ e−2 supy∈K α(y) t for all t sufficiently large. (75)
Let N = C2νC
dm
0 . Then by (73), P
ξ-a.s., uniformly in y ∈ Zd and for all t large, we have
e(0, t, 0, y, ξ) ≥ e−(1+B)AmγtEX0
[
exp
{
−γ
∫ t
0
ξN (s,X(s)) ds
}
1{X(t)=y,lt(X)≤Bt,X∈Ξlt(X)}
]
≥ e−(1+B)Amγt(e(0, t, 0, y, ξN )− e−2 supy∈K α(y) t), (76)
where in the last inequality we applied (75). Since −t−1 log e(t, 0, y, ξN ) → αN (y/t) uniformly for
y ∈ tK ∩ Zd by Theorem 4.2, and supy∈K αN (y) ≤ supy∈K α(y), (76) implies that Pξ-a.s., uniformly
in y ∈ tK ∩ Zd and for all t large, we have
t−1a(0, t, 0, y, ξ) ≤ t−1a(0, t, 0, y, ξN ) + (1 +B)Amγ + o(1).
Since a(0, t, 0, y, ξ) ≥ a(0, t, 0, y, ξN ), and Am can be made arbitrarily small by choosing m sufficiently
large, (72) then follows.
Remark. Theorem 4.1 in fact holds for the catalytic case as well, where we take γ < 0 in (68) and
(70). This implies the existence of the quenched Lyapunov exponent in Theorem 1.2 for the catalytic
case, where we set γ < 0 in the definition of Zγt,ξ. Indeed, Theorem 4.2 still applies to the truncated
field ξN . To control the error caused by the truncation, the following modifications are needed in the
proof of Theorem 4.1. To prove (70), we need to apply (73). More precisely, we need to first consider
trajectories (Xx)0≤s≤t which are not contained in [−C1t log t, C1t log t]d. The contribution from these
trajectories can be shown to decay super-exponentially in t by large deviation estimates and a bound
on ξ given in (2.37) of [15, Lemma 4]. For X which lies inside [−C1t log t, C1t log t]d, we can then use
(73) and large deviations to deduce (70). In contrast to (76), we need to upper bound e(0, t, 0, y, ξ)
in terms of e(0, t, 0, y, ξN ). The proof is essentially the same, except that in place of (75), we need to
show that we can choose B large enough, such that Pξ-a.s.,
sup
y∈tK∩Zd
EX0
[
exp
{
|γ|
∫ t
0
ξ(s,X(s)) ds
}
1{X(t)=y}1{lt(X)≥Bt or X/∈Ξlt(X)}
]
≤ inf
y∈tK∩Zd
PX0 (Xt = y). (77)
This can be proved by appealing to (70), and applying (73) and large deviation estimates.
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4.2 Proof of shape theorem for bounded ergodic potentials
In this section, we prove Theorem 4.2. From now on, let Q+ denote the set of positive rationals, and
let Qd denote the set of points in Rd with rational coordinates. We start with the following auxiliary
result.
Lemma 4.1 There exists a deterministic function α : Qd → [−γA,∞) such that for every y ∈ Qd,
lim
t→∞
ty∈Zd
t−1a(0, t, 0, ty, ζ) = α(y) Pζ − a.s. (78)
Proof. Since we assume y ∈ Qd and ty ∈ Zd in (78), without loss of generality, it suffices to consider
y ∈ Zd and t ∈ N. Note that by the definition of the passage function a in (68), Pζ-a.s.,
a(t1, t3, x1, x3, ζ) ≤ a(t1, t2, x1, x2, ζ) + a(t2, t3, x2, x3, ζ) ∀ t1 < t2 < t3, x1, x2, x3 ∈ Zd. (79)
Together with our assumption on the ergodicity of ζ, this implies that the two-parameter family
a(s, t, sy, ty, ζ), 0 ≤ s ≤ t with s, t ∈ Z, satisfies the conditions of Kingman’s subadditive ergodic
theorem (see e.g. [18]). Therefore, there exists a deterministic constant α(y) such that (78) holds.
The fact that α(y) ≥ −γA follows by bounding ζ from above by the uniform bound A, and α(y) <∞
follows from large deviation bounds for the random walk X.
To extend the definition of α(y) in Lemma 4.1 to y /∈ Qd and to prove the uniform convergence in
(69), we need to establish equicontinuity of t−1a(0, t, 0, ty, ζ) in y, as t → ∞. For that, we first need
a large deviation estimate for the random walk X.
Lemma 4.2 Let X be a jump rate κ simple symmetric random walk on Zd with X(0) = 0. Then for
every t > 0 and x ∈ Zd, we have
PX0 (X(t) = x) =
e−J(
x
t
) t
(2πt)
d
2Πdi=1
(x2i
t2
+ κ
2
d2
)1/4 (1 + o(1)) , (80)
where
J(x) :=
d∑
i=1
κ
d
j
(dxi
κ
)
with j(y) := y sinh−1 y −
√
y2 + 1 + 1,
and the error term o(1) tends to zero as t→∞ uniformly in x ∈ tK ∩ Zd, for any compact K ⊂ Rd.
Proof. Since the coordinates of X are independent, it suffices to consider the case X is a rate κ/d
simple symmetric random walk on Z. Let σ := t/⌈t⌉. Let Zλ1 , · · · , Zλ⌈t⌉ be i.i.d. with
P(Zλ1 = y) = P(X(σ) = y)e
λy−Φ(λ), y ∈ Z,
where
Φ(λ) = logE[eλX(σ)] =
σκ
d
(coshλ− 1).
Note that
E[Zλ1 ] =
dΦ
dλ
(λ) =
σκ
d
sinhλ and Var(Zλ1 ) =
d2Φ
d2λ
(λ) =
σκ
d
coshλ.
We shall set λ = sinh−1(dxκt ) so that E[Z
λ
1 ] = x/⌈t⌉. If we let S⌈t⌉ :=
∑⌈t⌉
i=1 Z
λ
i , then observe that
PX0 (X(t) = x) = P(S⌈t⌉ = x)e
−λx+⌈t⌉Φ(λ) = P(S⌈t⌉ = x)e−
κ
d
j(dx
κt
)t.
Note that S⌈t⌉ − x has mean 0, variance t
√
x2
t2
+ κ
2
d2
, and characteristic function
e⌈t⌉
(
Φ(ik+λ)−Φ(λ)
)
−ikx = eix(sink−k)−t
√
x2
t2
+κ
2
d2
(1−cos k)
.
Applying Fourier inversion then gives (80).
With the help of Lemma 4.2, we can control the modulus of continuity of t−1a(0, t, 0, ty, ζ).
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Lemma 4.3 Let K be any compact subset of Rd. There exists φK : (0,∞)→ (0,∞) with limr↓0 φK(r) =
0, such that for any ǫ > 0, Pζ-a.s., we have
lim sup
t→∞
sup
x,y∈tK∩Zd
‖x−y‖≤ǫt
t−1|a(0, t, 0, x, ζ) − a(0, t, 0, y, ζ)| ≤ φK(ǫ). (81)
Proof. Let K ⊂ Rd be compact. It suffices to consider ǫ ∈ (0, 1/2), which we also fix from now on.
First note that, by Lemma 4.2, Pζ-a.s.,
inf
z∈tK∩Zd
e(0, t, 0, z, ζ) ≥ e−At inf
z∈tK∩Zd
PX0 (Xt = z) ≥ e−(A+1)t−supu∈K J(u) t (82)
for all t sufficiently large.
Also note that for all z ∈ Zd and t > 0,
e(0, t, 0, z, ζ) =
∑
w∈Zd
e(0, (1 − ǫ)t, 0, w, ζ) e((1 − ǫ)t, t, w, z, ζ). (83)
By large deviation estimates, we can choose a ball BR centered at the origin with radius R large
enough and independent of ǫ, such that K ⊂ BR and Pζ-a.s.,
sup
z∈Zd
∑
w∈Zd
w/∈tBR
e(0, (1 − ǫ)t, 0, w, ζ) e((1 − ǫ)t, t, w, z, ζ)
≤ PX0
(
X((1− ǫ)t) /∈ tBR
)
eAt ≤ e−(A+2)t−supu∈K J(u) t
for all t sufficiently large. In view of (82), the dominant contribution in (83) comes from w ∈ tBR∩Zd.
Therefore to prove (81), it suffices to verify
lim sup
t→∞
sup
x,y∈tK∩Zd
‖x−y‖≤ǫt
t−1
∣∣∣∣∣log
∑
w∈tBR∩Zd e(0, (1 − ǫ)t, 0, w, ζ) e((1 − ǫ)t, t, w, y, ζ)∑
w∈tBR∩Zd e(0, (1 − ǫ)t, 0, w, ζ) e((1 − ǫ)t, t, w, x, ζ)
∣∣∣∣∣ ≤ φK(ǫ). (84)
Note that Pζ-a.s., and uniformly in x, y ∈ tK ∩ Zd with ‖x− y‖ ≤ ǫt,∑
w∈tBR∩Zd e(0, (1 − ǫ)t, 0, w, ζ) e((1 − ǫ)t, t, w, y, ζ)∑
w∈tBR∩Zd e(0, (1 − ǫ)t, 0, w, ζ) e((1 − ǫ)t, t, w, x, ζ)
≤ sup
w∈tBR∩Zd
e((1 − ǫ)t, t, w, y, ζ)
e((1 − ǫ)t, t, w, x, ζ) ≤ supw∈tBR∩Zd
PX0 (X(ǫt) = y − w)
PX0 (X(ǫt) = x− w)
e2Aǫt
≤ exp
{
ǫt sup
w∈tBR∩Zd
(
J
(x− w
ǫt
)
− J
(y −w
ǫt
))
+ 3Aǫt
}
≤ exp
{
ǫt sup
u,v∈B2R/ǫ,‖u−v‖≤1
|J(u) − J(v)|+ 3Aǫt
}
for all t sufficiently large, where we applied Lemma 4.2, and B2R/ǫ denotes the ball of radius 2R/ǫ,
centered at the origin. Therefore (84) holds with
φK(ǫ) = 3Aǫ+ ǫ sup
u,v∈B2R/ǫ,‖u−v‖≤1
|J(u)− J(v)|.
It only remains to verify that φK(ǫ) ↓ 0 as ǫ ↓ 0, which is easy to check from the definition of J .
Proof of Theorem 4.2. Because ζ is uniformly bounded, (70) follows by large deviation estimates
for the number of jumps of X up to time t. Lemma 4.3 implies that for each compact K ⊂ Rd, the
function α in Lemma 4.1 satisfies
sup
u,v∈K∩Qd
‖u−v‖≤ǫ
|α(u) − α(v)| ≤ φK(ǫ) for all ǫ > 0. (85)
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This allows us to extend α to a continuous function on Rd.
To prove (69), it suffices to show that for each δ > 0,
lim sup
t→∞
sup
y∈tK∩Zd
|t−1a(0, t, 0, y, ξ) − α(y/t)| ≤ δ. (86)
We can choose an ǫ such that φK(ǫ) < δ/3. We can then find a finite number of points x1, · · · , xm ∈ Qd
which form an ǫ-net in K, and along a subsequence of times of the form tn = nσ with σxi ∈ Zd for all
xi, we have t
−1
n a(0, tn, 0, tnxi)→ α(xi) a.s. The uniform control of modulus of continuity provided by
Lemma 4.3 and (85) then implies (86) along tn. This can be transferred to t→∞ along R using
e(0, t, 0, y, ζ) ≥ e(0, s, 0, y, ζ) e(s, t, y, y, ζ) ≥ e(0, s, 0, y, ζ)e−(κ+γA)(t−s) for s < t.
Lastly, to prove the convexity of α, let x, y ∈ Rd and β ∈ (0, 1). Then Pζ-a.s., we have
a(0, tn, 0, βyn + (1− β)xn, ζ) ≤ a(0, βtn, 0, βyn, ζ) + a(βtn, tn, βyn, βyn + (1− β)xn, ζ),
where we take sequences tn, xn, yn with tn →∞, xn/tn → x, yn/tn → y, and βyn, (1− β)xn ∈ Zd. By
Lemma 4.1, the first term divided by tn converges a.s. to α(βy + (1 − β)x), the second term divided
by βtn converges a.s. to α(y), while the last term divided by (1−β)tn converges in probability to α(x)
by translation invariance. The convexity of α then follows.
4.3 Existence of the quenched Lyapunov exponent for the PAM
Proof of (9) in Theorem 1.3. Since Zγt,ξ is equally distributed with u(t, 0) for each t ≥ 0,
−t−1 log u(t, 0) converges in probability to the quenched Lyapunov exponent λ˜d,γ,κ,ρ,ν. It only re-
mains to verify the almost sure convergence. We will bound the variance of log u(t, 0), which is the
same as that of logZγt,ξ, and then apply Borel-Cantelli.
Assume that t ∈ N. Note that we can write ξ as a sum of i.i.d. random fields (ξi(s, x))s≥0,x∈Zd ,
each of which is defined from a Poisson system of independent random walks with density ν/t, in the
same way as ξ. Then we can perform a martingale decomposition and write
logZγt,ξ − Eξ[logZγt,ξ] =
t∑
i=1
Vi :=
t∑
i=1
(
Eξ[logZγt,ξ|ξ1, · · · , ξi]− Eξ[logZγt,ξ|ξ1, · · · , ξi−1]
)
,
and hence Var(logZγt,ξ) =
∑t
i=1 E
ξ[V 2i ].
For each 1 ≤ i ≤ t, we have
Vi = E
ξi+1,··· ,ξt[ logZγt,ξ − Eξi [logZγt,ξ]]
= Eξi+1,··· ,ξtEξ
′
i

log EX0
[
e−γ
∫ t
0
(∑
1≤j≤t,j 6=i ξj(s,X(s))+ξi(s,X(s))
)
ds]
EX0
[
e−γ
∫ t
0
(∑
1≤j≤t,j 6=i ξj(s,X(s))+ξ
′
i(s,X(s))
)
ds]


= Eξi+1,··· ,ξtEξ
′
i
[
logEX,i
[
e−γ
∫ t
0 ξi(s,X(s)) ds
]− logEX,i[e−γ ∫ t0 ξ′i(s,X(s)) ds]] ,
where ξ′i denotes an independent copy of ξi, and E
X,i denotes expectation with respect to the Gibbs
transform of the random walk path measure PX0 , with Gibbs weight e
−γ ∫ t
0
∑
1≤j≤t,j 6=i ξj(s,X(s)) ds. Then
by Jensen’s inequality,
Eξ[V 2i ] ≤ Eξ,ξ
′
i
[(
logEX,i
[
e−γ
∫ t
0 ξi(s,X(s)) ds
]− logEX,i[e−γ ∫ t0 ξ′i(s,X(s)) ds])2]
≤ 2Eξ,ξ′i
[(
logEX,i
[
e−γ
∫ t
0 ξi(s,X(s)) ds
])2]
+ 2Eξ,ξ
′
i
[(
logEX,i
[
e−γ
∫ t
0 ξ
′
i(s,X(s)) ds
])2]
= 4Eξ
[(
logEX,i
[
e−γ
∫ t
0 ξi(s,X(s)) ds
])2]
≤ 4Eξ
[(
EX,i
[
γ
∫ t
0
ξi(s,X(s)) ds
])2]
≤ 4γ2EξEX,i
[( ∫ t
0
ξi(s,X(s)) ds
)2]
= 4γ2EX,iEξi
[(∫ t
0
ξi(s,X(s)) ds
)2]
,
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where in the third line we used the exchangeability of {ξi, ξ′i}, and in the fourth line we applied Jensen’s
inequality1 to the non-negative convex function − log x on the interval (0, 1].
Note that for any realization of ((X(s))0≤s≤t, we have
Eξi
[( ∫ t
0
ξi(s,X(s)) ds
)2]
= 2
∫∫
0<u<v<t
Eξi [ξi(u,X(u))ξi(v,X(v))] dudv
= 2
∫∫
0<u<v<t
(ν2
t2
∑
y∈Zd
y 6=X(u)
PYy,u(Y (v) = X(v)) +
(ν2
t2
+
ν
t
)
PYX(u),u(Y (v) = X(v))
)
dudv
≤ 2ν2 + 2ν
∫ t
0
PY0,0(Y (s) = 0) ds,
where PYy,s denotes probability for a simple symmetric random walk on Z
d with jump rate ρ, starting
from y at time s, and in the last line we used that PY0,0(Y (s) = y) is maximized at y = 0 for all s ≥ 0.
Combined with the previous bounds, we obtain
Var(log u(t, 0)) = Var(logZγt,ξ) =
t∑
i=1
Eξ[V 2i ] ≤ 8γ2ν2t+ 8γ2νt
∫ t
0
PY0,0(Y (s) = 0) ds ≤ Ct
3
2
for some C > 0, since
∫ t
0 P
Y
0,0(Y (s) = 0) ds is of order
√
t in dimension d = 1, of order log t in d = 2,
and converges in d ≥ 3. Therefore for any ǫ > 0,
Pξ
(∣∣ log u(t, 0) − Eξ[log u(t, 0)]∣∣ ≥ ǫt) ≤ C
ǫ2
√
t
,
which by Borel-Cantelli implies that along the sequence tn = n
3, n ∈ N, we have almost sure conver-
gence of −t−1 log u(t, 0) to the quenched Lyapunov exponent λ˜d,γ,κ,ρ,ν.
To extend the almost sure convergence to t→∞ along R, consider t ∈ [tn, tn+1) for some n ∈ N.
As at the end of the proof of Proposition 3.1, we have
u(t, 0) ≥ e−κ(t−tn)e−γ
∫ t
tn
ξ(s,0) dsu(tn, 0),
u(t, 0) ≤ eκ(tn+1−t)eγ
∫ tn+1
t ξ(s,0) dsu(tn+1, 0).
Note that (tn+1− tn)/tn → 0 as n→∞, and we claim that also t−1n
∫ tn+1
tn
ξ(s, 0) ds→ 0 a.s. as n→∞,
which then implies the desired almost sure convergence of t−1 log u(t, 0) as t → ∞ along R. Indeed,
since
∫ 1
0 ξ(s, 0) ds has finite exponential moments, as can be seen from (15) applied to the case γ < 0
and X ≡ 0, we have exponential tail bounds on ∫ 10 ξ(s, 0) ds, which by Borel-Cantelli implies that a.s.
sup0≤i<m
∫ i+1
i ξ(s, 0) ds ≤ logm for all m ∈ N sufficiently large. The above claim then follows.
4.4 Positivity of the quenched Lyapunov exponent
In this section, we conclude the proof of Theorems 1.2 and 1.3 by showing that the quenched Lyapunov
exponent λ˜d,γ,κ,ρ,ν is positive in all dimensions. The strategy is as follows: Employing a result of
Kesten and Sidoravicius [16, Prop. 8], we deduce that Pξ-a.s. for eventually all integer time points
t, sufficiently many X paths encounter a ξ-particle close-by for of order t many integer time points.
Using the Markov property, we then show that with positive PX0 probability, X moves to a close-by
ξ-particle (which itself stays at its site for some time) within a very short time interval and collects
some local time with this ξ-particle. This then implies the desired exponential decay.
Proof of Theorems 1.2 and 1.3. Since we have shown the quenched Lyapunov exponent λ˜d,γ,κ,ρ,ν
in Theorems 1.2 and 1.3 to be the same, it suffices to consider only Theorem 1.2. Note that the upper
1Note that this is where the proof fails for the γ < 0 case.
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bound on λ˜d,γ,κ,ρ,ν in Theorem 1.2 follows trivially by requiring the walk X to stay at the origin. To
show λ˜d,γ,κ,ρ,ν > 0, we will make the strategy outlined above precise. In compliance with [16] we let
C0 and r > 0 be large integers and for ~i ∈ Zd define the cubes
Qr(~i) :=
d∏
j=1
[ij , ij + C
r
0).
In a slight abuse of common notation, let D([0,∞),Zd) denote the Skorohod space restricted to those
functions that start in 0 at time 0 and have nearest neighbour jumps only. Then set
Jk :=
{
Φ ∈ D([0,∞),Zd) : Φ jumps at most dCr0(κ ∨ 1)k times up to time k
}
.
For integer times t > 0 define
Ξ(t) :=
t⋂
k=⌊t/4⌋
Jk.
Then standard large deviation bounds yield
PX0
(
X ∈ Ξ(t)c) ≤ e−c(t+o(t)), (87)
for some c > 0. In addition, define the cube
Ct := [−dCr0(κ ∨ 1)t, dCr0 (κ ∨ 1)t]d ∩ Zd,
as well as for arbitrary t ∈ N, k ∈ {0, · · · , t}, Φ ∈ Ξ(t) and ǫ ≥ 0 the events
A(t,Φ, k, ǫ) :=
{∃~i ∈ Ct : Φ(k) ∈ Qr(~i) and ∃ y ∈ Qr(~i) : ξ(s, y) ≥ 1∀ s ∈ [k, k + ǫ/ρ]}
and
G(t) :=
⋂
Φ∈Ξ(t)
{ ∑
k∈{⌊t/4⌋,··· ,t−1}
1A(t,Φ,k,ǫ) ≥ ǫt
}
,
which both depend on ξ.
For ǫ small enough, using Borel-Cantelli, it is a consequence of [16, Prop. 8] that Pξ-a.s., G(t) occurs
for eventually all t ∈ N. Indeed, denoting by Ξ(t)|{⌊t/4⌋,··· ,t} the subset of (Zd){⌊t/4⌋,··· ,t} obtained by
restricting each element of Ξ(t) to the domain {⌊t/4⌋, · · · , t}, we estimate
Pξ
(
G(t)c
) ≤ Pξ( ⋃
Φ∈Ξ(t)
{ ∑
k∈{⌊t/4⌋,··· ,t−1}
1A(t,Φ,k,ǫ) ≤ ǫt
})
≤ Pξ
( ⋃
Φ∈Ξ(t)
{ ∑
k∈{⌊t/4⌋,··· ,t−1}
1A(t,Φ,k,0) ≤
t
2
})
+
∣∣Ξ(t)|{⌊t/4⌋,··· ,t}∣∣× max
Φ∈Ξ(t)
Pξ
( ∑
k∈{⌊t/4⌋,··· ,t−1}
1A(t,Φ,k,0) ≥
t
2
,
∑
k∈{⌊t/4⌋,··· ,t−1}
1A(t,Φ,k,ǫ) ≤ ǫt
)
≤ Pξ
( ⋃
Φ∈Ξ(t)
{ ∑
k∈{⌊t/4⌋,··· ,t−1}
1A(t,Φ,k,0) ≤
t
2
})
+
∣∣Ξ(t)|{⌊t/4⌋,··· ,t}∣∣× P(
t/2∑
i=1
pi,ǫ ≤ ǫt
)
, (88)
where in the last step we observed that, given Φ ∈ Ξ(t), by the strong Markov property of ξ applied
successively to the stopping times τi := inf{j ≥ ⌊t/4⌋ :
∑j
k=⌊t/4⌋ 1A(t,Φ,k,0) = i}, we can couple ξ with
a sequence of i.i.d. Bernoulli random variables (pi,ǫ)i∈N with
P(p1,ǫ = 1) = P
ξ
(
Y 01 (s) = 0∀s ∈ [0, ǫ/ρ]
∣∣ ξ(0, 0) ≥ 1),
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such that 1A(t,Φ,τi,ǫ) ≥ pi,ǫ a.s. for all i ∈ N, and hence
∑
k∈{⌊t/4⌋,··· ,t−1} 1A(t,Φ,k,ǫ) ≥
∑t/2
i=1 pi,ǫ on the
event
∑
k∈{⌊t/4⌋,··· ,t−1} 1A(t,Φ,k,0) ≥ t2 . Here pi,ǫ corresponds to the event that given A(t,Φ, τi, 0), a
chosen Y -particle, which is close to Φ at time τi, does not jump on the time interval [τi, τi + ǫ/ρ].
By [16, Prop. 8], the first term in (88) is bounded from above by 1/t2 for t large enough. For the
second term we have
∣∣Ξ(t)|{⌊t/4⌋,··· ,t}∣∣ ≤ eCt for some C > 0 and all t, while large deviations yield that
we can find ǫ > 0 such that
P
( t/2∑
k=1
pk,ǫ ≤ ǫt
)
≤ e−2Ct
for t large enough. From now on we fix such an ǫ. Borel-Cantelli then yields that Pξ-a.s., G(t) holds
for all t ∈ N large enough.
Next observe that by the strong Markov property of X, we can construct a coupling such that on
the event
∑
k∈{⌊t/4⌋,··· ,t−1} 1A(t,X,k,ǫ) ≥ ǫt, the random variable
∫ t
0 ξ(s,X(s)) ds almost surely dominates
the sum of i.i.d. random variables (qi,ǫ)1≤i≤ǫt with
P(q1,ǫ = ǫ/(2ρ)) = α := inf
y,z∈Qr(0)
PXy (X(s) = z ∀s ∈ [ǫ/(2ρ), ǫ/ρ)]) > 0,
P(q1,ǫ = 0) = 1− α;
qi,ǫ corresponds to the event that given τi := inf{j ≥ ⌊t/4⌋ :
∑j
k=⌊t/4⌋ 1A(t,X,k,ǫ) = i}, X finds a
Y -particle in the ξ field which guarantees the event A(t,X, τi, ǫ), and then occupies the same position
as that Y -particle on the time interval [τi + ǫ/(2ρ), τi + ǫ/ρ]. Since P
ξ-a.s., G(t) holds for all t ∈ N
large enough, for such t, we have
EX0
[
exp
{
− γ
∫ t
0
ξ(s,X(s)) ds
}
,Ξ(t)
]
≤ E
[
e−γ
∑ǫt
i=1 qi,ǫ
]
=
(
αe−γǫ/(2ρ) + 1− α)ǫt. (89)
Thus, with (87) and (89) we obtain that Pξ-a.s., for all t ∈ N large,
EX0
[
exp
{
− γ
∫ t
0
ξ(s,X(s)) ds
}]
≤ EX0
[
exp
{
− γ
∫ t
0
ξ(s,X(s)) ds
}
,Ξ(t)
]
+ PX0
(
X ∈ Ξ(t)c)
≤ e−δ(t+o(t))
for some δ > 0. This establishes the desired result along integer t. Since Zγt,ξ is monotone in t, we
deduce that the result holds as stated.
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