ABSTRACT In this paper we address the question of how a protein environment can modulate the absorption spectrum of a chromophore during a molecular dynamics simulation. The effect of the protein is modeled as an external field acting on the unperturbed eigenstates of the chromophore. Using a first-principles method recently developed in our group, we calculated the perturbed electronic energies for each frame and the corresponding wavelength absorption during the simulation. We apply this method to a nanosencond timescale molecular dynamics simulation of the light-harvesting peridinin-chlorophyll-protein complex from Amphidinium carterae, where chlorophyll was selected among the chromophores of the complex for the calculation. The combination of this quantum-classical calculation with the analysis of the large amplitude motions of the protein makes it possible to point out the relationship between the conformational flexibility of the environment and the excitation wavelength of the chromophore. Results support the idea of the existence of a correlation between protein conformational flexibility and chlorophyll electronic transitions induced by light.
INTRODUCTION
Light-harvesting (LH) complexes, which play the important role of enhancing the absorption cross section of the photosynthetic apparatus and of transferring the captured energy efficiently to the reaction center, have been in the last years at the center of a very active interest. The crystallization of several of these antenna complexes and the determination of their structures at high resolution using x-ray or electron diffraction techniques (Hofmann et al., 1996; Matthews et al., 1979; Kuhlbrandt et al., 1994; McDermott et al., 1995; Koepke et al., 1996) have been stimulating for the research in this field. The most recent studies, essentially based on highly sophisticated methodologies (Croce et al., 1999; Jankowiak et al., 2000; Pascal et al., 1999; Salverda et al., 2000; Zucchelli et al., 2002) and high level of electronic structure-based calculations (Ghosh, 1997; Hasegawa et al., 1998; Linnanto and Korppi-Tommola, 2000; Nonomura et al., 1997; Sundholm, 1999) , provided important advances in terms of spectroscopical characterization of the LH complexes, theoretical characterization of the pigment electronic structures, and the implication of the different pigments in the energy transfer mechanism (Alden et al., 1997; Hu et al., 1997; Sundström et al., 1999) . Understanding of the function of the light-harvesting proteins requires also a description of how the protein structure tunes the electronic properties of the pigments, such as the excitedstate energy. In most of the models used so far to treat electronic properties in biosystems, the presence of the protein environment was taken into account just as a static (Sakuma et al., 1997) or averaged perturbation (Siegbahn and Blomberg, 2000) whereas the effects of protein conformational flexibility were not investigated. Only recently the effect of protein dynamics on the chromophore electronic state has been explicitly included in the calculations (Damjanovic et al., 2002) . In this paper the authors perform short classical molecular dynamics (MD) simulations on a LH-II complex to obtain a set of the chromophores configurations to be used in the quantum chemical calculations. In this way the excitation energy was calculated in time, reproducing with a good agreement the experimental data. However, these calculations were mainly focused on the local excitation dynamics of the chromophore rather than on the coupling between electronic properties and protein conformational fluctuations, occurring on longer timescale and involving long-range interactions. The relationship between conformational fluctuations and biological activity in proteins, excluding photochemical processes, has been extensively investigated in the last years, and it was shown that large concerted backbone motions can be involved in the activity of the enzymes (van Aalten et al., 1995a,b; Chillemi et al., 1997; de Groot et al., 1996) . In this paper we address specifically the question of how the protein conformational flexibility affects the electronic properties of a selected chromophore. The occurrence of such a coupling would confirm the relevance of the large amplitude backbone motions in modulating the biological activity of proteins, and more specifically in the system studied, it could suggest possible regulation mechanism for photosynthetic processes. The system we have chosen for this investigation is the water-soluble external antenna complex of the photosynthetic apparatus of dinoflagellate Amphidinium carterae: the peridinin-chlorophyll-protein complex (A-PCP). This complex is a good model system because its crystal structure was determined by x-ray at 2.0 Å resolution (Hofmann et al., 1996) and a significant body of spectroscopic work has been reported on the PCP complex of A. carterae and related species (Koka and Song, 1997; Bautista et al., 1999; Kleima et al., 2000a,b; Carbonera et al., 1999a,b; Akimoto et al., 1996) . This antenna is made of a 32 kD polypeptide that encloses two pigment clusters, related to each other by a twofold pseudosymmetry axis, comprising two chlorophyll a (Chl a) and eight peridinins. The pseudosymmetry axis was recently used in a theoretical investigation of the excitation transfer in the crystal structure of the A-PCP (Damjanovic et al., 2000) . Here the pathways of the excitation transfer process between the peridinins and the chlorophyll was clearly described using only the pigment in the NH2-terminal half of the crystal structure and then extending the conclusions to the COOH-terminal half where the same pigment cluster is present. The A-PCP water solubility, its small dimension, and the possibility of reducing further the system dimension, using the twofold pseudosymmetry axis, are important properties that make this protein suitable for studying the coupling between conformational dynamics and electronic properties. Using a first-principles method, perturbed matrix method (PMM) (Aschi et al., 2001 ), that we recently developed, it is possible to obtain the electronic and hence spectroscopic properties at each configuration generated by a MD computer simulation. Chl a has been selected as the active chromophore because its semirigid structure simplifies the application of the PMM method. Furthermore, whereas in most of the peripheral light-harvesting complexes, for which the crystallographic structure is known, strong interactions are present among the bacteriochlorophylls (BChls), a single Chl a molecule is found in each A-PCP cluster and the electronic coupling information is not needed. The aim of this paper is not to reproduce exactly the absorption spectrum of the chromophore in the protein, which can be affected by the various approximations used in the calculations, but rather to show a correlation, if it exists, between the large concerted (essential) protein internal motions and the electronic properties of an internal chromophore.
METHODS

System definition
A-PCP consists of a trimer of monomers each containing a 312-residue peptide with two molecules of digalactosyldiacylglycerol (DGDG) being an integral part of the structure together with a number of resident water molecules. The NH2-and COOH-terminal halves of the monomer polypeptide form almost identical domains related by a twofold pseudosymmetry axis, each enclosing a pigment cluster. The NH2-and COOHterminal pigment clusters are related by the same local twofold symmetry axis at the apoprotein. Each cluster contains one Chl a and four peridinins (Per1, Per2, Per3, and Per4) surrounding the chlorophyll (see Fig. 1 ). The closest distances between pigments belonging to different clusters are greater than those between pigments within a single cluster. Intracluster edge-to-edge distances between peridinins are in the range 4-11 Å , whereas the distance between the Chl a of the two clusters is 17.4 Å . The interchromophoric distances between units of the trimer are all much larger. The surface of the chlorophyll is covered by the peridinins for one half, by the protein for one third, and the remaining by the fatty acid of the lipids. The closest protein-Chl a contacts occur through a van der Waals interaction of the imidazole rings of two histidine residues, His 66 and His
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, with the NH2-and COOH-terminal chlorophyll rings, respectively (the distances between the N e2 of both histidines and the magnesium atom of the Chl a is 4 Å ). A water molecule, which is on one side hydrogen-bonded to these residues, provides the fifth coordination site.
Classical molecular dynamics
The starting configuration of the A-PCP was obtained from the Protein Data Bank, entry code 1PPR (Hofmann et al., 1996) . The twofold pseudosymmetry axis present in the system allows consideration of only one half of the system in the MD simulation (see Fig. 2 ). Hence the whole simulated subsystem consists of 156 residues, an active center (shown in Fig. 1 ), made of one water-coordinated Chl a and four peridinins, labeled Per1, Per2, Per3, and Per4, and a DGDG molecule. The histidine residues in the vicinity of the FIGURE 1 Active center graphic representation: chlorophyll (in light gray) and peridinins (labeled Per1, Per2, Per3, and Per4).
FIGURE 2 Graphic representation of the simulated system obtained from the x-ray structure of PCP from Amphidinium carterae (Hofmann et al., 1996) . Picture generated using MolScript (Kraulis, 1991) and Raster3D (Merritt and Bacon, 1997) , were simulated according to the GROMACS optimized force field, as neutral with proton in N d1 and N e2 , respectively. All the crystallographic water molecules close to the subsystem considered were included. The simulation was performed in the NVT ensemble, using the GROMACS simulation software packages (van der Spoel et al., 1995) , implemented in a parallel architecture. The canonical ensemble was chosen because of the simplicity and stability of the algorithms, which provide a rigorous statistical mechanical behavior. A modification of the GROMOS87 force field was used with additional terms for aromatic hydrogens (van Gunsteren et al., 1996) and improved carbonoxygen interaction parameters (van Buuren et al., 1993) . For the cofactors (Chl a, Pers, and DGDG), the force field parameters were estimated in the following way: reference bond distances and angles were taken from the crystal structure, and the force constants were taken in the GROMACS library, whereas the atomic charges were calculated ab initio, i.e., with Hartree-Fock self-consistent field (HF/SCF) calculations using a ''split valence'' 6-31G basis set (Ditchfield et al., 1971) . Based on ab initio calculations (see details in the next subsection), we considered a water molecule to be bound to the magnesium atom of the chlorophyll ring in the classical MD simulation. The SHAKE algorithm (Ryckaert et al., 1977) and the roto-translational constraint algorithm (Amadei et al., 2000) were used. The starting structure was immersed in a rectangular box of SPC water molecules (Berendsen et al., 1981) . The simulation was performed with periodic boundary conditions at a temperature of 300 K, which was kept constant with the iso-Gaussian method (Brown and Clarke, 1986) . Nonbonded cutoffs of 1.0 nm and 1.2 nm for Lennard-Jones and Coulomb potentials, respectively, were used. The pair lists were updated every 10 steps. A time step of 1 fs was used to integrate numerically the classical equations of motion. The solvent was relaxed by energy minimization, followed by 15 ps of MD at 300 K while restraining protein atomic positions with a harmonic potential. The system was then minimized without restraints and its temperature brought to 300 K in a stepwise way: 15-ps long MD runs were carried out at 50, 100, 200, and 250 K before the run was started at 300 K, generating a 4.0-ns long trajectory. The structures of the trajectory were collected every 0.1 ps. The classical trajectory obtained was analyzed using the standard analysis such as root mean-square deviation (RMSD) and radius of gyration (RGyr). Moreover, the characterization of the protein internal motion was performed by studying the essential dynamics of the system (Amadei et al., 1993) . The covariance matrix was built from the equilibrated portion of the trajectory, and its diagonalization provided the principal direction of the large-amplitude concerted motions, i.e., the eigenvectors with largest eigenvalues, that characterize the essential subspace of the internal dynamics of a protein.
Quantum chemical calculations
Electronic ground-state calculations of the various pigments in the protein were performed to evaluate the atomic charges to be used in the Coulombic nonbonded interactions of the classical MD force field, via an HF/6-31G Mulliken population analysis (Hehre et al., 1972) . To have a rigid molecular system, for a more straightforward application of PMM, a structurally reduced Chl a (SRChl a) was selected for determining unperturbed electronic eigenstates. More precisely, all the flexible substituents of the ring have been removed and substituted with H atoms. For evaluating the quality of the above calculations, the SRChl a vertical ionization potential (IP) was calculated at an HF/SCF level of theory using two methods: the SCF energy difference between the neutral and the ionized molecule in their electronic ground state (DSCF), and the method based on the Koopmans' theorem, i.e., the energy of the highest energy electron in the molecular orbitals. To estimate the binding energy, D eq , of the water molecule to the magnesium atom of the chlorophyll ring, HF/SCF calculations with a double z-basis set including first polarization functions (3-21G*) Gordon et al., 1982) were carried out for water-coordinated-SRChl a, SRChl a, and water. The estimated binding energy of ;132 kJ/mol allowed us to consider, in the 300 K MD simulation, the water molecule as covalently bound to the Chl a. All these ground-state calculations were done using GAMESS US package (Schmidt et al., 1993) . To evaluate the unperturbed excited states of the SRChl a needed for PMM procedure, we carried out ab initio calculations on the SRChl a ring including the coordinated water. The above calculations of the SRChl a were carried out using the configuration interaction method with only the single excitations (CIS) with a 3-21G basis set for the Mg atom and 4-31G basis set (Gordon, 1980) for the other atoms, the active space consisting of the 10 highest occupied and the 10 lowest unoccupied molecular orbitals. The choice of the basis set was essentially driven by its ability in reproducing the ground to first excited-state energy gap for this system. From these calculations we obtained the unperturbed energies of ground and first 10 excited states. Moreover, at the same level of theory, all the unperturbed electric dipoles of the eigenstates and the transition electric dipoles between them were considered. All the CIS calculations were performed using Gaussian98 package (Frisch et al., 1998) . Note that the limitations of the CIS calculations are basically due to the dimension of the SRChl a atomic basis set used; in any case, given the dimension of the SRChl a system, the use of a significantly larger atomic basis set is computationally not feasible at the present state of the computer power. Moreover, recent computational studies (Linnanto and Korppi-Tommola, 2000) have pointed out the inadequacy of CIS calculations in quantitatively reproducing the entire spectrum of a chlorophyll. However, in our case, the use of the ZINDO approach, shown by the Linnanto study to better behave in reproducing electronic excited states energies, would be inappropriate for the application of PMM (Aschi et al., 2001 ) which explicitly needs the calculation of transition dipole moments that, in this case, revealed to be severely inaccurate when calculated with semiempirical methods.
Mixed calculations
To obtain the electronic properties of the Chl a into the protein environment during the simulation, we modeled the protein perturbation as an electric field, changing according to the protein's motions and acting on the Chl a system. The electric potential felt by the Chl a molecule can be expanded around the chromophore geometrical center. If a first order expansion of the electric potential is used, for an uncharged chromophore, the protein's perturbation reduces simply to the effect of a homogeneous electric field interacting with the dipole operator (we disregard the magnetic interactions). Such a perturbing electric field was assumed to be independent of the chromophore; hence any polarization of the atomic electronic density due to the chromophore interaction and excitation was neglected. It would be possible, in principle, to include these higher order effects, but in this paper where we deal with a large and complex system we disregard them, i.e., we assume that at least the chromophore excitation energy is basically independent of these effects. The electric field acting on the chromophore was approximated using the GROMOS87 atomic charges. Note that the interaction between the Chl a and bulk SPC water molecules was not included in the calculations, as their effect on the electric field acting on the chromophore, calculated as large as 1-10% of the protein electric field, was negligible during the simulation. By the use of the PMM method, given the unperturbed energies, dipoles, and transition dipoles, it is possible to calculate the electronic properties of the perturbed system during the simulation, i.e., for each stored configuration of the MD simulation. The method is based on the matrix expression of the time-independent Schroedinger's equation, that is for a perturbed system:
whereH H ¼H H 0 1Ṽ V, c i is the ith eigenvector of the perturbed Hamiltonian matrixH H, U i is the corresponding Hamiltonian eigenvalue,H H 0 is the unperturbed Hamiltonian matrix, andṼ V is the perturbation energy matrix. By expressing the Hamiltonian matrix and its eigenvectors in the basis set defined by the unperturbed Hamiltonian matrix eigenvectors, the generic element l,l9 of the Hamiltonian matrix is:
where F l 0 is the lth eigenfunction of the unperturbed Hamiltonian operator, U 0 i the corresponding energy eigenvalue, d l,l9 the Kroenecker's delta, andV V the perturbation energy operator. To obtain the eigenvectors and eigenvalues, and hence any needed property, of the perturbed Hamiltonian matrix, we have only to diagonalize the matrixH H. For a system interacting with an external electric field, we can express in general the perturbation operator in Eq.2 in terms of the electric potential V (Spezia et al., 2002) 
with r j the coordinates of the jth charged particle and q j the corresponding charge. Expanding at the second order V around a given position r 0 we have
where k and k9 define the three components of a vector in space and r is the generic position vector. From these equations, defining with q T the total charge, we readily obtain
where
Hence the complete perturbed Hamiltonian matrix is
From the last equations, it is evident that a second order expansion of the electric potential, able to describe electric fields up to linear behavior over the molecular size, requires the knowledge of the total charge and the unperturbed dipoles and quadrupoles. Higher order expansions can be in principle worked out in the same way but would require information on higher order multipoles, which are typically very difficult to obtain. Moreover, it is rather unusual that an applied electric field, at least evaluated from the Coulombic part of a usual molecular force field, is beyond the linear approximation over a molecular size. This was actually verified in our simulation, where the electric field, due to the Coulombic interactions, was for most of the configurations obtained by the MD simulation virtually constant over the chlorophyll. However, it is worth noting that such approximation does not hold in general for short-range atomic interactions, typically described in MD force field by the Lennard-Jones potential, which may modify significantly the electric field over a single atom. However, these interactions can be assumed, as far as the valence excited states are considered, to be basically independent of the Hamiltonian eigenstates, providing only an additive constant for the diagonal elements of the perturbation matrix. Hence the excitation energy may be well evaluated using only the Coulombic interactions. In the present paper, we used the Born-Oppenheimer approximation to describe the chromophore, i.e., its unperturbed eigenfunctions are purely electronic, and we disregard any perturbation effect beyond the dipolar term in Eq. 8. The previous equations could be in principle exact and general only if infinite dimensional matrices and vectors are involved. However, if we focus our attention on the ground and first excited states, the use of a finite dimensional matrix can provide an accurate approximation (Aschi et al., 2001) . To build up the matrixZ Z 1 defined by Eq. 9, we need the chromophore unperturbed eigenstates, i.e., the unperturbed energies of a finite set of eigenstates, and the corresponding electric dipoles and the transition electric dipoles. Provided that the chromophore remains basically rigid during the simulation, it is possible to use the unperturbed states calculated at CIS level of theory at a given reference configuration, and build for each stored configuration of the trajectory a perturbed matrix to be diagonalized. Note that the use of the PMM method is possible also in the presence of flexible molecules, although in this case the unperturbed eigenstates should be calculated over a set of different configurations. From each diagonalization of the perturbed matrix, constructed on the unperturbed ground and first 10 excited states, i.e., an 11 3 11 matrix, we obtained the perturbed eigenvalues and eigenvectors. The difference between the ground and the first excited eigenvalues gives us the energy of the first (vertical) electronic transition and therefore the corresponding wavelength.
RESULTS AND DISCUSSION
Mechanics and dynamics
Stability and equilibration of the simulated system are shown through the behavior of the RMSD with respect to the crystal structure and of the RGyr in function of time (Fig. 3) . The secondary structure was preserved during the simulation (data not shown) as well as the overall folding of the subsystem. The trajectory was considered fully equilibrated after 700 ps and hence the last 3.3 ns were used for equilibrium analysis. The main contribution to the motion of the protein is localized in all the loops connecting the a-helices, as usual in protein dynamics (Ceruso et al., 1999) . The dynamics of the chromophores was also analyzed: in Table 1 the average RMSD of Chl a and Pers with respect to their own crystal structure and the standard deviation of RMSD are shown. It is evident from the very small RMSD and its standard deviation that Chl a is basically a rigid body during the simulation, i.e., the internal motions are very small. The four Pers molecules show two different behaviors: three are very flexible, whereas the fourth is more rigid, as shown in the same table. The most rigid Per is the Per4, i.e., the Per packed between the Chl a and the protein structure. In Fig. 4 , the eigenvalues spectrum and the cumulative fluctuation (inset) of the principal motions of the protein C a atoms are shown. As expected, the first eigenvalues provide a large part of the overall fluctuations. The motion was projected on the first and second eigenvectors separately as well as on the plane of the first two eigenvectors (Fig. 5) . The atomic motions associated with the first two eigenvectors, described in Fig. 6 , correspond to a motion of the loop connecting the two helices N4 (from residue 56 to 70) and N5 (from residue 82 to 97) and a tilting of the helices N2 (from residue 22 to 34), N3 (from residue 37 to 53), and N7 (from residue 119 to 125). The loop motion is the largest in both eigenvectors. In the first eigenvector, the helix N2 has a lager amplitude motion than the helix N7 and the helix N3, whereas in the second eigenvector, the helix N3 has a larger displacement than the helix N2 and the helix N7 has only a small displacement. Note that such large amplitude motions are not probably associated to any unfolding process or instability of the monomer used, as already shown by the stability of the secondary structures and radius of gyration. Panels A and B of the Fig. 5 show the typical large amplitude and slow motion of essential coordinates (Amadei et al., 1993) characterized by a slow diffusive kinetics (Amadei et al., 1999b) . Such a slow diffusion provides probably only a partial sampling of the subspace defined by the first two eigenvectors within the simulation time length (panel C), as the relaxation and convergence for the essential coordinates are typically beyond the nanosecond timescale. However, the convergence of the essential subspace (usually the first 10-20 eigenvectors) is reasonably achieved within a few nanoseconds (Amadei et al., 1999a) . This means that although the single essential eigenvectors are likely to be not the equilibrium ones, i.e., the eigenvectors obtained by a completely converged statistics, the corresponding atomic Projection of C a atom trajectory on the first eigenvector (A), on the second eigenvector (B), and on both the first two eigenvectors (C). collective motions are probably significant as they belong to a good approximation of the equilibrium essential subspace.
Chlorophyll electronic properties and conformational fluctuations CIS calculations were carried out on the minimized crystallographic structure of the SRChl a. By comparing our ab initio results with previous findings, we can observe a rather good agreement. The unperturbed transition molecular electric dipole between ground and first excited state of 1.92 a.u. falls in the range of 1.62-2.09 a.u. reported in Kleima et al. (2000b) . At the same time, the calculated DSCF IP and the Koopmans' theorem IP (5.47 eV and 6.15 eV, respectively) are close to the values reported for Bchl a by Sakuma et al. (1997) , i.e., 5.00 eV and 5.76 eV, respectively. This comparison, although performed between Chl and BChl molecules, ensures a good qualitative description of the electronic wave function studied. Finally, despite the use of a simplified molecular structure, the calculated energy difference between the first excited singlet state and the ground state (617 nm) is comparable to the experimental value of 672 for the Q y transition of Chl a in PCP (Koka and Song, 1997) . To evaluate the effect of the water molecule bound to SRChl a, we first optimized the geometry of the system without water molecule and then we carried out the CIS calculations. We actually found an increase of the ground to the first excited state excitation energy as large as 121 nm probably due to the geometry change induced by the absence of the water molecule as recently remarked in the spectra of retinal proteins (Ren et al., 2001; Hayashi et al., 2001) . Such unperturbed transition dipoles and energies of the ground and first 10 electronic excited states were used to calculate the perturbed energies using the PMM method. The absorption wavelength (l), calculated from the energy difference between the first excited and ground perturbed eigenvalues, was obtained for each configuration of the trajectory. In Fig. 7 A, the transition wavelengths calculated in the simulation (solid line) and the corresponding unperturbed one (dashed line) are reported. The effect of the environment is a blue shift with an average absorption wavelength of 604 nm with a standard deviation of 8 nm. In Fig. 7 B, we report the unnormalized distribution of the perturbed l calculated in the equilibrated trajectory. Note that the distribution is not symmetric and hence the maximum, located between 610 and 611 nm, does not coincide with the average l. Moreover, this dispersion of the l-values is due only to the flexibility of the surrounding protein, as the inhomogeneous and vibronic contributions to the spectral broadening are not taken into account in this kind of calculations. To evaluate the role played respectively by the protein and Per chromophores in the perturbation and transition energy fluctuation (water molecules are too far and DGDG is a basically apolar molecule), we calculated the effect of the field produced only by the Pers. The average absorption wavelength, and its standard deviation and error, were calculated as a function of the position along the first eigenvector. In Fig. 8 (panel A) , we show the absorption (average) l due to the overall electric field (solid line) and due to the Per electric field (dashed line) as a function of the position along the first eigenvector. In panel B, we also show the corresponding l standard deviation, provided by the other coordinates fluctuations. It is evident that only in a well-defined range of the protein first eigenvector coordinate, the Per chromophores have a relevant influence on the absorption spectrum. Consistently, the standard deviation of the wavelength due to the Per electric field shows the same behavior. From a more detailed analysis of the MD simulation, we noted that the above behavior corresponds to a translational motion of the three Pers (Per1, Per2, Per3). The absorption wavelength due to the overall electric field is clearly dependent on the first eigenvector coordinate whereas its standard deviation seems to be rather constant. This shows that the essential motions in the protein are important in modulating the photochemical activity of a chromophore. It is worth noting that the average absorption wavelengths evaluated at each position along the first eigenvector are likely to be not fully converged as the motion of the other essential coordinates is characterized by a slow diffusive kinetics (Amadei et al., 1999a,b) . To reduce the possible effect of the incomplete convergence on the average l, we also evaluated the average l fixing the first two eigenvectors positions. This is likely to provide better converged l-values as they are averaged on faster relaxing coordinates. The results are reported in Fig. 9 , which shows again a clear dependence of the average l on the first two eigenvectors coordinates.
CONCLUSIONS
In this paper, we have investigated the influence of the protein conformational flexibility on the electronic properties of the Chl a chromophore in the light-harvesting complex A-PCP. This antenna complex was never simulated in the nanosecond time range by using MD methodologies. The PMM method was applied to a rigidlike chromophore interacting with a stable classical environment (i.e., we neglected any atomic polarization of the protein), and for each configuration, provided by a classical MD simulation, we obtained the corresponding vertical excitation energy due to the ''dynamical'' perturbation effect of the protein. The combined use of the essential dynamics analysis and PMM clearly showed a coupling between the large concerted motions and the excitation energy, suggesting a possible conformational regulation of the photochemical activity. Although further investigations are needed, e.g., on linear and circular dichroism spectra of the chromophores, we expect this approach to be of great interest in the study of complex biomolecular systems where a ''quantum center'' interacts with a classicallike environment, as in enzymes and proteins with photochemical activity, or redox biological systems. Moreover, the inclusion of higher order effects neglected in this paper, i.e., the environment polarizability and chromophore flexibility, can be in principle achieved using more sophisticated classical force fields and PMM calculations. The effect of the environment, not only on the absorption wavelength but also on the corresponding transition moments, could be important in enhancing the FIGURE 8 Excitation wavelength (l) with the error expectation value (panel A) and the standard deviation of the excitation wavelength (s(l)) (panel B) along the first eigenvector of the protein, taking into account the whole system effect (solid line) and only the Per effect (dashed line). efficiency of the Förster energy transfer process among the chlorophyll chromophores belonging to different clusters in the natural occurring system. It is worth to note that the approach used in this paper can be extended to treat excitonic systems that are often of great interest in biophysicalbiochemical systems. Further calculations on this aspect are among the perspectives of the present work.
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