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Darboux transformation operators that produce multisoliton potentials are analyzed as operators
acting in a Hilbert space. Isometric correspondence between Hilbert spaces of states of a free
particle and a particle moving in a soliton potential is established. It is shown that the Darboux
transformation operator is unbounded but closed and can not realize an isometric mapping between
Hilbert spaces. A quasispectral representation of such an operator in terms of continuum bases is
obtained. Different types of coherent states of a multisoliton potential are introduced. Measures
that realize the resolution of the identity operator in terms of the projectors on the coherent states
vectors are calculated. It is shown that when these states are related with free particle coherent
states by a bounded symmetry operator the measure is defined by ordinary functions and in the
case of a semibounded symmetry operator the measure is defined by a generalized function.
I. INTRODUCTION
The concept of coherent states (CS) is widely used in
different fields of physics and mathematics (see for ex-
ample Refs. [1] - [3]). In particularly, it plays an impor-
tant role in the Berezin quantization scheme [4], in the
analysis of growth of functions holomorphic in a complex
domain [5], in a general theory of phase space quasiprob-
ability distributions [6], and in a quantum state engi-
neering [7]. It is necessary to note that in present no a
unified definition of such states exists in the literature
and different authors mean different things when speak-
ing about them. Nevertheless, a careful analysis (see for
example Ref. [8]) shows that almost all definitions have
some common points that can be taken as a general def-
inition. Following Klauder [8] I mean by coherent states
such states that satisfy the following defining properties:
(1) CS are defined by vectors ψz(x, t) which belong to a
Hilbert space H of the states of a quantum system with
scalar product 〈·|·〉; (2) The parameter z takes continu-
ous values from a domain D of an n-dimensional complex
space; (3) There exists a measure µ = µ(z, z¯) (the bar
over a symbol indicates complex conjugation) that real-
izes the resolution of the identity operator I acting in H
in terms of the projectors on the vectors ψz∫
D
dµ|ψz〉〈ψz | = I ; (1)
(4)CS have to prove the property of a temporal stability.
By temporal stability I mean that the vectors ψz(x, t) re-
main coherent at all times i.e. satisfy the properties 1.-3.
at all times. To satisfy this condition I shall assume that
the functions ψz(x, t) are solutions of the Schro¨dinger
equation
(i∂t − h0)ψz(x, t) = 0
where h0 is the Hamiltonian of a given quantum sys-
tem which in general can depend on time. Operator h0
is supposed to be Hermitian in H and to have a unique
self-adjoint extension. The Eq. (1) should be understood
in a weak sense. This means that it is equivalent to the
following relation
∫
D
dµ〈ψa|ψz〉〈ψz |ψb〉 = 〈ψa|ψb〉
which should hold for all ψa,b from a dense set in H .
Transparent potentials have many remarkable proper-
ties. For instance, a quantum particle prove no reflection
in the scattering process on such a potential. Another re-
markable property is that each level in the discrete spec-
trum of such a potential occupies a preassigned position,
which is controlled by values of the parameters the poten-
tial depend on. The discrete spectrum levels may even
be situated in the middle of the continuous spectrum.
In the latter case we have completely transparent poten-
tials [9]. Transparent potentials find a more significant
application in soliton theory. There is a marvelous vast
literature on this subject. I cite here only a monograph
[10]. Because of their remarkable properties transparent
potentials would find an application in pseudopotential
theories. Recently they have been used to describe relax-
ation processes in Fermi liquid [11].
CS for transparent potentials are very far from being
explored. It may be explained by the fact that up to now
no systematic way is known for their investigation. No
a clear algebraic structure related to these potentials is
known and therefore well known algebraic methods [1]
prove to be a little suitable in this context. No simple
ladder operators for the discrete spectrum eigenfunctions
of transparent potentials are known as well and therefor
we can not use the approach of Ref. [2] for this purpose.
An approach based on the uncertainty relation [12] is not
consistent with the property 3. mentioned above and
therefor it should be rejected.
A conjecture has been advanced recently [13,14] to use
Darboux transformation operator approach for investi-
gating the CS of those system that is related by Darboux
transformation with that for which the CS are known.
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Let us have an exactly soluble Hamiltonian h0 =
−∂2x + V0(x, t) for which the CS ψz(x, t) are known
and we want to obtain the CS for another Hamiltonian
h1 = −∂2x+V1(x, t) related with h0 by the Darboux trans-
formation operator that I shall denote by L. In general
it should be a nonstationary Darboux transformation op-
erator defined by the following intertwining relation [15]
L(i∂t − h0) = (i∂t − h1)L .
If such an operator L is known then solutions of the trans-
formed Schro¨dinger equation (i.e. the Schro¨dinger equa-
tion with the Hamiltonian h1) can easily be obtained
by the action of the operator L on solutions of the ini-
tial Schro¨dinger equation (i.e. the Schro¨dinger equation
with the Hamiltonian h0). It is clear that the func-
tions ϕz(x, t) = Lψz(x, t) will satisfy all the properties
of the CS enumerated above except may be for the prop-
erty 3. One of the main goal of this paper is to prove
that in the case of soliton potentials this property is ful-
filled. I would like to mention that this approach has
been successfully applied to study CS of anharmonic os-
cillator Hamiltonians with equidistant and quasiequidis-
tant spectra [13] and CS of nonstationary soliton poten-
tials [16] that are related with soliton solutions of the
Kadomtsev-Petviashvili equation. With the help of this
approach a classical counterpart of the Darboux transfor-
mation has been formulated and shown that at classical
level this transformation leads to a distortion of a phase
space [17]. CS of a one-soliton potential have been in-
vestigated as well and their supercoherent structure has
been revealed [14]. In this paper I generalize these results
to a multisoliton case.
The paper is organized as follows. In the Section 2
I give well-known results for CS of the free particle in
preparation for their application in the following sections.
In the Section 3 the Darboux transformation operator
from the solutions of the Schro¨dinger equation with zero
potential to the solutions of the same equation with soli-
tons potential is analyzed as an operator acting in the
Hilbert space of the states of a free particle. It is shown
that it can not realize a mapping of Hilbert spaces since
it is not defined in the whole Hilbert space and can not
be extended to the whole Hilbert space. Isomeric oper-
ators expressed in terms of continuous bases similar to
these previously proposed by L.D. Faddeev [18] and an-
alyzed by D.L. Pursey [19] for the case of purely discrete
basis sets are introduced. These operators realize a po-
lar decomposition of Darboux transformation operators.
A quazispectral representation of the Darboux transfor-
mation operator and its inverse in terms of continuous
bases are obtained. In the Section 4. different systems of
CS are introduced for soliton potentials. It is established
that the resolution of the identity operator exists in every
case. Explicit expressions for measures that realize this
equality are found. A brief conclusion brings a paper to
a close.
II. FREE PARTICLE COHERENT STATES
In this section I give a brief overview of well-known
properties of the Hilbert space of states a free particle
(see Ref. [20] and references therein) and corresponding
CS [2] we need for subsequent analysis.
Annihilation a and creation a+ operators
a = (i− t)∂x + ix/2, a+ = (i+ t)∂x − ix/2
form the Heisenberg-Weil subalgebra of the six-
dimensional Schro¨dinger algebra which is a symmetry al-
gebra of the equation with zero potential. Solutions of
the free particle Schro¨dinger equation which are square
integrable over full real axis R = (−∞,+∞) with re-
spect to the Lebesgue measure are the eigenstates of
the symmetry operator K0 = aa
+ + a+a, K0ψn(x, t) =
(2n + 1)ψn(x, t). Their coordinate representation is as
follows
ψn(x, t) = (−i)n(n!2n
√
2pi)−1/2(1 + it)−1/2
× exp
[
−in arctan t+ y22 (it− 1)
]
Hn (y) ,
y =
x√
2 + 2t2
.
Operators a and a+ are the ladder operators for the ba-
sis functions ψn: aψn =
√
nψn−1, a+ψn =
√
n+ 1ψn+1,
and aψ0 = 0.
By L0 I denote the lineal of the functions ψn, n =
0, 1, . . . which is the space of all finite linear combinations
of the functions ψn with the coefficients from the field C.
The operators a and a+ being linear are defined for all
elements from L0 and L0 is invariant with respect to the
action of these operators. Since the momentum operator
px = −i∂x and the initial Hamiltonian h0 are expressed
in terms of a and a+: px = −(a+ a+)/2, h0 = p2x, these
operators are defined in L0 and map this space into itself.
The Hilbert space of the states of the free particle, H ,
is defined as a closure of the lineal L0 with respect to the
measure generated by the scalar product 〈ψa|ψb〉, ψa,b ∈
L0, which is defined by the Lebesgue integral. The func-
tions ψn form an orthonormal basis in H , 〈ψn|ψk〉 = δnk.
It is well-known [21,22] that the operators px and h0 ini-
tially defined on L0 have unique self-adjoint extensions
and consequently they are essentially self-adjoint in H .
The spectrum of h0 and px is purely continuous. They
have common eigenfunctions ψp = ψp(x, t): pxψp = pψp,
h0ψp = p
2ψp, p ∈ R, which do not belong to H but be-
long to a more wide space H− of the linear functionals
over H+, H+ ⊂ H ⊂ H− (so called Gelfand triplet). We
can choose the Hilbert-Schmidt equipment of the spaceH
by letting H+ = K
−1
0 H since K
−1
0 is a Hilbert-Schmidt
operator. We refer a reader to Refs. [23–25] for more
details on the nested Hilbert space. The coordinate rep-
resentation of the functions ψp(x, t) is well-known and I
omit it here.
The functions ψp form an orthonormal and com-
plete (in the sense of generalized functions) basis in H ,
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〈ψp|ψq〉 = δ(p − q). The completeness condition is ex-
pressed symbolically in terms of the projectors onto these
functions as follows∫
dp|ψp〉〈ψp| = I . (2)
I do not indicate the limits of integration in the integrals
along the whole real axis. This equality should be under-
stood in a weak sense. This means that it is equivalent
to ∫
dp〈ψj |ψp〉〈ψp|ψk〉 = δjk , j, k = 0, 1, . . .
where ψk, k = 0, 1, . . . are orthonormal basis functions in
the space H .
The free particle CS may be obtained by applying a
displacement operator in the Heisenberg-Weil group to
the vacuum vector ψ0:
ψz(x, t) = exp(za
+ − z¯a)ψ0(x, t) , z ∈ C .
These vectors are also the eigenvectors of the annihila-
tion operator aψz = zψz. The vectors ψz ∈ H belong to
a more wide set then L0. Their Fourier decomposition in
terms of the basis ψn has the form
ψz = Φ
∑
n anz
nψn , (3)
Φ = Φ(z, z¯) = exp(−zz¯/2) ,
an = (n!)
−1/2, z ∈ C .
The vectors ψz(x, t) satisfy all the properties enumer-
ated in the Introduction. In particular, the measure
dµ = dµ(z, z¯) from the relation (1) is well-known: dµ =
dxdy/pi, z = x + iy and the domain of integration D is
the whole complex plane C. In what follows I will not
indicate the domain of integration in the integrals over
the measures. Integration will be always extended over
the whole complex plane. Finally I give a coordinate
representation of the free particle CS
ψz(x, t) = (2pi)
−1/4(1 + it)−1/2
× exp
[
− 14 (z + z¯)2 +
(x+ 2iz)2(it− 1)
4(1 + t2)
]
.
I use the notation x as the spatial coordinate and as
the real part of a complex number z. I hope that it will
not cause a confusion since these quantities will never
appear in the same formula.
III. DARBOUX TRANSFORMATIONS AND
ISOMETRIC OPERATORS
In this section I give an analysis of Darboux transfor-
mation operator L as an operator defined in the Hilbert
space H . I would like to stress that this operator is un-
bounded and can not be defined over the whole space H .
It has a domain of definition which is a subset of H and
will be specified. Moreover, it domain of values does not
coincide with H . Therefor this operator can not real-
ize shifting between Hilbert spaces contrary to published
assertion [26].
To obtain N -soliton potential I use the Darboux trans-
formation operator approach elaborated in details in Ref.
[10]. The action of this operator on a sufficiently smooth
function is defined by the formula
Lψ =W−1(u1, . . . , uN )W (u1, . . . , uN , ψ)
whereW stands for the usual symbol of a Wronskian. In
the case when the initial potential V0 does not depend on
time, the functions uk = uk(x, t) being solutions of the
initial Schro¨dinger equation may be eigenfunctions of the
initial Hamiltonian as well h0uk = akuk and in general
are not supposed to satisfy any boundary conditions. In
this case the transformation operator L does not depend
on time and transforms solutions of the initial Schro¨din-
ger equation onto solutions of the Schro¨dinger equation
with the potential
V1 = V0 − 2∂2x logW (u1, . . . , uN)
which is independent on time. In this paper we need
not to use time dependent Darboux transformation which
was proposed by V. Matveev and M. Salle (see Ref. [10])
and advanced by V. Bagrov and B. Samsonov [27].
To obtain anN -soliton potential we should take V0 = 0
and specify the transformation functions uk as follows
[10]:
u2k−1 = cosh(a2k−1x+ b2k−1) ,
u2k = sinh(a2kx+ b2k) ,
h0uk = −a2kuk , k = 1, 2, . . . , N ,
a1 < a2 < . . . < aN .
The time dependent phase factors are omitted from these
functions since they do not affect all the results. In gen-
eral the Wronsky determinant contains N ! summands. I
would like to stress that in a special case of soliton po-
tentials this determinant may be substantially simplified
and presented as a sum of 2N−1 hyperbolic cosines [28]
W (u1, . . . , uN) = 2
1−N
2N−1∑
(ε1,...,εN )
ε2ε4 · · · εp
×
N∏
j>i
(εjaj − εiai) cosh[
N∑
l=1
εl(alx+ bl)] ,
where εi = ±1, the value of the subscript p at εp should
be taken equal to N for even N values and to N − 1 for
odd N values, the summation runs over all ordered and
nonidentical sets (ε1, . . . , εN) (the sets (ε1, . . . , εN) and
(−ε1, . . . ,−εN) are declared to be identical).
It can be shown [10] that the potential so obtained is
regular and bounded from below. This implies that the
Hamiltonian h1 = −∂2x + V1 is essentially self-adjoint in
H . It has a mixed spectrum. The position of the discrete
spectrum levels is defined by the values of the parameters
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ak: Ek = −a2k. Corresponding eigenfunctions have the
form [29]
ϕk = NkW
(k)(u1, . . . , uN)/W (u1, . . . , uN) ,
Nk = (
1
2ak
∏N
j=1(j 6=k) |a2k − a2j |)1/2 ,
h1ϕk = −a2kϕk, k = 1, . . . , N
whereW (k)(u1, . . . , uN) is the Wronskian of the functions
u1, . . . , uN except for the function uk and the factor Nk
is introduced to ensure the normalization of the functions
ϕk, 〈ϕk|ϕj〉 = δkj , k, j = 1, . . .N . The continuous spec-
trum corresponds to the semiaxis E > 0. Continuous
spectrum eigenfunctions, ϕp = ϕp(x, t) of the Hamilto-
nian h1 may be obtained with the aid of the operator L:
ϕp = N
−1
p Lψp where the factor N
−1
p such that
N2p = (p
2 + a21) . . . (p
2 + a2N )
is introduced to ensure the normalization of the func-
tions ϕp: 〈ϕp|ϕq〉 = δ(p − q), h1ϕp = p2ϕp. The set
{ϕj , j = 1, . . . , N ; ϕp, p ∈ R} is complete in H .
Since the operator L is linear, the relation Lψp = Npϕp
defines the action of this operator on every ψ of the form
ψ(x, t) =
∫
C(p)ψp(x, t)dp (4)
where C(p) is a finite continuous function over R. The set
of functions of the form (4) is a linear space that I shall
denote by L0p and it is dense (in the sense of generalized
functions) in H . (More precisely it is dense in H− since
these are functionals.) Hence, the action of the operator
L is defined for every element from L0p. The image of
the space L0p, that I shall denote by L1p consists of the
functions
ϕ(x, t) =
∫
C(p)Npϕp(x, t)dp .
The Darboux transformation operator L together with
its Laplace adjoint L+ has remarkable factorization prop-
erties [29,30]
g0 = L
+L = (h0 + a
2
1) . . . (h0 + a
2
N) , (5)
g1 = LL
+ = (h1 + a
2
1) . . . (h1 + a
2
N) . (6)
The functions ψp are eigenfunctions of g0, g0ψp =
N2pψp. This imply that the functions ϕp are eigenfunc-
tions of the operator g1, g1ϕp = N
2
pϕp. The discrete spec-
trum eigefunctions of the operator h1, ϕk, k = 1, . . . , N
belong to the kernel of the operator g1, g1ϕk = 0,
k = 1, . . . , N . This means that the operator g1 is non-
negative in H . Therefor, consider the orthogonal decom-
position of the space H : H = H0 ⊕ H1 where H0 is an
N -dimensional space with the basis ϕk, k = 1, . . . , N .
The functions ϕp, p ∈ R form a basis (in the sense of
generalized functions) in H1. In what follows I shall not
consider the space H0 and restrict the consideration only
by the space H1. The operators h1 and g1 being re-
stricted to this space have only a continuous spectrum
and the operator g1 is strictly positive. I conserve the
same notations for these operators as operators acting
in H1 Taking into account the spectral decomposition of
these operators
h1 =
∫
dpp|ϕp〉〈ϕp| ,
g1 =
∫
dpN2p |ϕp〉〈ϕp|
we can specify their domain of definitions. For the oper-
ator h1 it consists of all ϕ ∈ H1 such that the integral
‖h1ϕ‖2 =
∫
dpp2|〈ϕ|ϕp〉|2
converges and for the operator g1 we should demand the
convergence of the integral
‖g1ϕ‖2 =
∫
dpN4p |〈ϕ|ϕp〉|2 .
It is clear that the operator g1 is defined on L1p and
maps this space into itself. Using this fact and the factor-
ization property (6) we can define the action of the op-
erator L+ onto the functions ϕp, L
+ϕp = N
−1
p L
+Lψp =
Npψp, and extend this operator by linearity on the whole
space L1p.
It is not difficult to see that the following equality
〈Lψp|ϕq〉 = 〈ψp|L+ϕq〉
holds for all ψp ∈ L0p and ϕq ∈ L1p. Nevertheless, this
fact does not mean that L+ is an operator conjugate with
respect to the scalar product to L which domain of defi-
nition is L0p. To find such an operator we have to specify
correctly its domain of definition. I shall not look for this
domain. Instead I shall give a closed extension L¯ of the
operator L and then find its conjugate L¯+.
Once we know the bases ψp and ϕp in H and H1 re-
spectively we can consider isometric operators
U =
∫
dp|ϕp〉〈ψp| ,
U−1 = U+ =
∫
dp|ψp〉〈ϕp| .
Similar operators have been introduced by L.D. Faddeev
[18] and considered by L. Pursey [19] for purely discrete
bases. These operators are bounded and defined for all
elements from H and H1 respectively.
Consider now the following operators
L¯ =
∫
dpNp|ϕp〉〈ψp| , (7)
L¯+ =
∫
dpNp|ψp〉〈ϕp| . (8)
It is not difficult to specify their domains of definition.
For this purpose I use the spectral decompositions of the
operator g0 and its square root
g0 =
∫
dpN2p |ψp〉〈ψp| ,
4
g
1/2
0 =
∫
dpNp|ψp〉〈ψp| . (9)
It follows that
‖L¯ψ‖2 = ‖g1/20 ψ‖2 =
∫
dpN2p |〈ψ|ψp〉|2 .
This means that the domain of definition of L¯ coincides
with that of g
1/2
0 and consists of all ψ ∈ H such that the
integral in the right hand side of this equation converges.
The domain of definition of L¯+ coincides with that of the
operator g
1/2
1 . It is worthwhile to mention that these do-
mains may be described in terms of conditions imposed
on functions that are comprised in these domains (see
for example [31]) since h0 and h1 are operators bounded
from below and essentially self-adjoint.
It is clear from the formulae (7) and (8) that the op-
erator L¯+ is conjugate to L¯ with respect to the scalar
product and their domains of definition are well speci-
fied. Moreover, L¯++ = L¯. This imply [21,22] that the
operator L¯ is closed. The formulae (7) and (8) give qua-
sispectral representation of the closed operators L¯ and
L¯+.
It follows from the formulae (7) and (8) that L¯ψp =
Lψp = Npψp and L¯
+ϕp = L
+ϕp = Npϕp. This means
that L¯ is a closed extension of the operator L and L¯+
is a similar extension of the operator L+ when the do-
mains L0p and L1p are taken as their initial domains of
definitions.
From the spectral decomposition of the operators g
1/2
0
(9) and g
1/2
1 ,
g
1/2
1 =
∫
dpNp|ϕp〉〈ϕp| ,
we obtain the following representations for L¯ and L¯+:
L¯ = Ug
1/2
0 = g
1/2
1 U , L¯
+ = g
1/2
0 U
+ = U+g
1/2
1 .
Such representations are known as polar decompositions
or canonical representations of closed operators (see for
example Refs. [22,32]).
The action of the operator U on the basis ψn gives an
orthonormal basis in H1: ζn = Uψn, 〈ζn|ζk〉 = δnk. The
functions ϕn = g
1/2
1 ζn = L¯ψn = Lψn, hence, form a ba-
sis in H1 equivalent to an orthonormal (so called Riesz
basis, see for example Ref. [33]). The operator U is non-
local and rather complicated. Therefor there is no way
in which simple explicit expressions can be derived for
the functions ζN . The functions ϕn(x, t) = Lψn(x, t) are
much simpler but they are not orthogonal to each other:
〈ϕn|ϕk〉 = Snk. I shall denote by S the infinite matrix
with the entries Snk. The elements of this matrix can
easily be expressed in terms of the elements of another
matrix S0(a) with the entries S0nk(a) = 〈ψn|h0 + a2|ψk〉:
Snk =
[
S0(a1)S
0(a2) . . . S
0(aN )
]
nk
where the use of the factorization property (5) has been
made. Taking into account that h0 is expressed in terms
of the ladder operators a and a+ for the basis func-
tions ψn, h0 =
1
4 (a + a
+)2, we derive the nonzero ele-
ments of the matrix S0(a): S0nn(a) = n/2 + 1/4 + a
2,
S0nn+2(a) =
1
4
√
(n+ 1)(n+ 2). All the other matrix
elements are zero. We see, hence, that the number of
nonzero elements in each row and column of the matrix
S is finite.
Consider now bounded operators
M =
∫
dpN−1p |ϕp〉〈ψp| ,
M+ =
∫
dpN−1p |ψp〉〈ϕp|
defined in H and H1 respectively. It is not difficult to see
that ML¯+ = I is the unit operator in H1 and M
+L¯ = I
is the unit operator in H . Using the spectral resolutions
of the operators g
−1/2
0 and g
−1/2
1
g
−1/2
0 =
∫
dpN−1p |ψp〉〈ψp| ,
g
−1/2
1 =
∫
dpN−1p |ϕp〉〈ϕp|
we derive the polar decompositions of the operators M
and M+:
M = Ug
−1/2
0 = g
−1/2
1 U ,
M+ = g
−1/2
0 U
+ = U+g
−1/2
1 .
It is easily seen that these operators factorise the opera-
tors inverse to g0 and g1: M
+M = g−10 , MM
+ = g−11 .
The functions ηn = g
−1/2
1 ζn = Mψn form another ba-
sis in H1 equivalent to an orthonormal. This basis is
biorthogonal to ϕn, 〈ϕn|ηk〉 = δnk. It follows the repre-
sentation for the elements S−1nk
S−1nk = 〈ηn|ηk〉 = 〈ψn|g−10 |ψk〉
=
∫
dpN−2p 〈ψn|ψp〉〈ψp|ψk〉
As a final remark of this section I would like to notice
the following. The space H1 can be obtained as a closure
of the lineal L1 of all finite linear combinations of the
functions ϕn = Lψn with respect to the norm generated
by the scalar product which is a restriction of the given
scalar product in H to the lineal L1. The set of func-
tions of the form ϕ = L¯ψ when ψ run through the whole
domain of definition of the operator L¯ (i.e. the domain
D√g0 of definition of the operator
√
g0) can not give the
whole space H1. Nevertheless, if we define a new scalar
product in L1, 〈ϕa|ϕb〉1 ≡ 〈Lψa|Lψb〉 = 〈ψa|g0|ψb〉,
ψa,b ∈ L0, ϕa,b ∈ L1 then the closure of L1 with re-
spect to the norm generated by this scalar product will
coincide with the set ϕ = L¯ψ, ψ ∈ D√g0 . This space is
embedded in H1.
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IV. COHERENT STATES OF SOLITON
POTENTIALS
The operator g0 is a symmetry operator for the Schro¨-
dinger equation. Therefor it commutes with the Schro¨-
dinger operator i∂t − h0 when applied to the solutions
of the Schro¨dinger equation. It follows that the operator
U = L¯g
−1/2
0 is an intertwining operator for the Schro¨din-
ger operators U(i∂t − h0) = (i∂t − h1)U and therefor it
is a transformation operator. Hence, being applied to a
solution of the initial Schro¨dinger equation (in our case
the free particle Schro¨dinger equation) it gives a solution
of the transformed equation (in our case the Schro¨dinger
equation with the N -soliton potential). The functions
ζn = Uψn and ζz = Uψz are then solutions of the Schro¨-
dinger equation with soliton potential. The Fourier de-
composition of the function ζz in terms of the basis {ζn}
has the same form as that of the function ψz in terms of
{ψn}
ζz = Φ
∑
n
anζn .
The vectors ζz, z ∈ C satisfy all the conditions formu-
lated for CS in the Introduction because of the isometric
nature of the operator U . The resolution of the identity
operator (1) in the space H1 in terms of the projectors
on ζz takes place with the same measure dµ = dxdy/pi,
z = x+iy. One of the deficiencies of these coherent states
is that no a simple explicit expression for such vectors ex-
ists. This deficiency may be cured by acting to them by
a symmetry operator for the Schro¨dinger equation with
soliton potential.
Consider the vectors
ϕz = g
1/2
1 ζz = L¯ψz = Φ
∑
n
anϕn .
It is not difficult to see that the value 〈ψz |g0|ψz〉 is finite.
This means that ψz belong to the domain of definition
of the operator L¯ and the above equality has a sense.
Moreover, these functions are sufficiently smooth and we
can apply to them directly the differential operator L.
Thus we obtain a coordinate representation of ϕz. For
instance, in the case of the one-soliton potential this rep-
resentation reads
ϕz(x, t) = − 12 (2pi)−1/4(1 + it)−3/2× [x+ 2iz + 2a(1 + it) tanh(ax)]
× exp
[
− (x+ 2iz)
2
4 + 4it
− 14 (z + z¯)2
]
.
We see thus that these functions are much simpler then
ζz and may be analyzed without difficulties. For example
it is easily seen that [14] |ϕz(x, t)|2 = |ϕz(−x,−t)|2. This
property reflects a transparent nature of the one-soliton
potential.
Another system of states may be obtained with the
help of the transformation operator M . Consider the
vectors
ηz = g
−1/2
1 ζz =Mψz = Φ
∑
n
anηn .
The operatorM being inverse to L has an integral nature.
For the case of the one-soliton potential the integration
may be carried out analytically [14]. This yields
ηz(x, t) =
−i
4
√
pi(2pi)−1/4sech(ax)
× exp[− 14 (z + z¯)2 + a2(1 + it)]
×
[
exp(2iaz)erfc
(
a
√
1 + it+
x/2 + iz√
1 + it
)
− exp(−2iaz)erfc
(
a
√
1 + it− x/2 + iz√
1 + it
)]
.
Where the parameter b is taken to be zero.
It is worthwhile to mention that all the states ψz(x, t),
ϕz(x, t), ηz(x, t), and ζz(x, t) can not represent non-
spreading in time wave packets. Nevertheless, we can
interpret them as coherent states since they satisfy all
the properties of such states enumerated in the Intro-
duction. I shall show now that for the vectors ϕz and
ηz there exist measures µϕ = µϕ(z, z¯) and µη = µη(z, z¯)
that realize the resolution of the identity operator in H1
in terms of the projectors on these vectors.
First consider another continuous basis in H1: ηp =
NpMψp, 〈ηp|ηq〉 = δ(p − q), p, q ∈ R. Since {ϕp} and
{ηp} are bases in H1, the resolutions of the identity op-
erator of the type (1) in terms of the vectors ηz and ϕz
are equivalent to the equations
∫
dµη(z, z¯)〈ηp|ηz〉〈ηz |ηq〉 = δ(p− q) ,∫
dµϕ(z, z¯)〈ϕp|ϕz〉〈ϕz |ϕq〉 = δ(p− q) .
Taking into account that the functions ψp are the eigen-
functions of g0 and g
−1
0 , g0ψp = N
2
pψp, g
−1
0 ψp = N
−2
p ψp
we arrive at equations for the measures µη and µϕ
(NpNq)
−1
∫
dµη〈ψp|ψz〉〈ψz |ψq〉 = δ(p− q) , (10)
NpNq
∫
dµϕ〈ψp|ψz〉〈ψz |ψq〉 = δ(p− q) . (11)
Note that the integrals involved in these equations are
time-independent and hence can by calculated at t = 0.
Therefor in what follows I let t = 0 and look for the
measures independent on time.
The momentum representation of the CS ψz is well-
known
〈ψp|ψz〉 = (2/pi)1/4Φψp(z) ,
ψp(z) = exp(−p2 + 2zp− z2/2) , z = x+ iy .
Let us look for the measure µη in the form dµη =
ωη(x)dxdy, z = x + iy. After performing the integra-
tion with respect to y in the Eq. (10) we arrive at an
equation for ωη(x)
(2pi)1/2
∫
dxωη(x)Fp(x) = N
2
p exp(2p
2) ,
6
Fp(x) = exp(4px− 2x2) .
The function N2p is a polynomial in p which is known.
We conclude then that ωη(x) is a polynomial in x whose
coefficients are uniquely defined by the coefficients of the
polynomial N2p . For instance, for the one-soliton poten-
tial we have
ωη(x) = (x
2 + a2 − 1/4)/pi .
This proves that the states ηz may be interpreted as CS.
We note that the states ηz are defined with the help
of the bounded operator g
−1/2
0 . This is the reason for
which the measure µη is expressed in terms of ordinary
(non generalized) functions. An other case takes place
for the states ϕz which are defined by the semibounded
operator g
1/2
1 . I shall show now that the measure µϕ is
expressed in terms of generalized functions.
Let us look for the measure µϕ in the form dµϕ =
dydωϕ(x). The integration in the equation (11) with re-
spect to y leads us to an equation for the measure dωϕ(x)
(2pi)1/2
∫
dωϕ(x)Fp(x) = N
−2
p exp(2p
2) . (12)
First we note that |Fp(x+ iy)| ≤ exp(−dx2 + by2) where
2 ≤ d ≤ b. This means that Fp(x) belongs to a sub-
space of the space S
1/2
1/2 of entire functions F such that
|F (x + iy)| ≤ exp(−dx2 + by2), 0 ≤ d ≤ b [24]. We look
for ωϕ as a functional (i.e. a generalized function) over
S
1/2
1/2 . (We will see that really this is a functional over a
subspace
◦
S
1/2
1/2 ⊂ S
1/2
1/2 .)
As it is known [24] positive definite functionals (we
look for just such a functional) over S
1/2
1/2 are specified by
their Fourier transforms. Let ω˜ϕ be the Fourier trans-
form of the measure ωϕ(x). This means that an inte-
gration of a function F (x) ∈ S1/21/2 with respect to the
measure ωϕ(x) should be replaced by the integration of
the Fourier transform F˜ (t) of this function with respect
to the measure ω˜ϕ. In particularly
∫
dωϕ(x)Fp(x) =
∫
dω˜ϕ(t)F˜p(t) (13)
where F˜p(t) is the Fourier image of the function Fp(x)
which in our case can easily be found
F˜p(t) =
√
pi/2 exp(2p2 + ipt− t2/8) .
As a result the Eq. (12) yields the equation for ω˜ϕ(x)
pi
∫
dω˜ϕ(t) exp(−t2/8 + ipt) = N−2p .
It is an easy exercise to see that ω˜ϕ(t) may be expressed
in terms of elementary functions. For this purpose we
look for ω˜ϕ(t) in the form dω˜ϕ(t) = ρϕ(t)dt and use the
following representation for the function N−2p :
N−2p =
∑N
k=1
Ak
τ + a2k
, τ = p2 ,
Ak =
[
(dN2p/dτ)τ=−a2
k
]−1
.
(14)
After some algebra we obtain a formula for ρϕ(t)
ρϕ(t) = (2pi)
−1∑N
k=1
Ak
ak
exp(t2/8− ak|t|) . (15)
Note that for the function ρϕ(t) of the form (15) there
exist in S
1/2
1/2 such functions F (p) that the integral in the
right hand side of the Eq. (13) diverges. The conver-
gence condition for this integral imposes a restriction on
the decrease of the integrand function F (x) in the left
hand side of the Eq. (13) as |x| → ∞. This function
should satisfy an inequality |F (x)| ≥ exp(−2x2 − Ax)
where A is a nonnegative constant own to every function
F (x) ∈ S1/21/2 . I denote the set of functions satisfying this
condition by
◦
S
1/2
1/2(⊂ S
1/2
1/2) which obviously is a linear
space.
Thus, we have found the measure µϕ in terms of the
generalized function ωϕ(x) over the space
◦
S
1/2
1/2, dµϕ =
dydωϕ(x), z = x + iy which is defined by its Fourier
transform ω˜ϕ. The integrals with respect to this mea-
sure should be calculated as follows∫
dµϕ〈ϕa|ϕz〉〈ϕz |ϕb〉 ≡
∫
dtρ˜ϕ(t)F˜ab(t)
where F˜ab(t) is the Fourier transform of the function
Fab(x) =
∫
dy〈ϕa|ϕz〉〈ϕz |ϕb〉 , z = x+ iy .
Finally I give comments on the calculation of the norms
of the functions ηz and ϕz. The square of the norm of
ηz may be calculated with the aid of the formula (14) for
the function N−2p and the factorization property of the
operator g−10 in terms of the operators M and M
+
〈ηz |ηz〉 = 〈ψz|g−10 |ψz〉 =
∫
dpN−2p |〈ψz |ψp〉|2 .
After some algebra we obtain
〈ηz |ηz〉 =
∑N
k=1 AkFk , z = x+ iy ,
Fk =
√
2pi
ak
exp[2(a2k − x2)]
× Re [exp(4iakx)erfc(ak√2 + i√2x)] .
Similarly, the square of the norm of the function ϕz
coincides with the expectation value of the operator g0
in the state ψz. For instance, for the one-soliton poten-
tial we obtain 〈ϕz |ϕz〉 = 〈ψz |g0|ψz〉 = 1/4 + a2 + x2,
z = x+ iy.
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V. CONCLUSION
A classical particle proves no reflection in the scatter-
ing process on a potential well. For a quantum particle
in general this is not the case. Nevertheless, there exists
a wide class of potentials called transparent potentials
for which the scattering process of the quantum particle
comes in some sense about in a similar way that those
of the classical particle i.e. without reflection. In my
opinion this mysterious phenomena up to now has no
any perspicuous explanation. From a practical point of
view the answer to this question is rather important. If at
quantum level we would be able to force a signal to prop-
agate without reflection we could decrease the output of
the emitted signal. All transparent potentials known at
present have a remarkable property. They are related
with zero potential (free particle) by Darboux transfor-
mations. Up to recent times it was believed that such
potentials have a finite number of discrete spectrum lev-
els. Nevertheless a method based on an infinite chain
of Darboux transformations with the help of which one
can create transparent potentials with infinite number of
discrete spectrum levels has been proposed recently [34].
To understand better the nature of transparent poten-
tials we should investigate them in all details.
As it is well known the quantum theory gives a more
detailed description of the nature then the classical one.
Therefor different quantum systems may correspond to
the same classical system. Furthermore, the quantization
procedure is not unique (canonical quantization, Berezin
quantization, geometric quantization, etc.). In this re-
spect the following question is of interest. What are
common points between two classical systems a quantiza-
tion of which gives the quantum systems that are related
to each other by a Darboux transformation operator? In
particularly, what are common points between the classi-
cal free particle and the particle that moves in a potential
quantization of which gives a transparent potential? The
CS approach make it possible to formulate clear steps in
the direction of obtaining an answer to this question. It
permits one to construct a classical mechanics counter-
part of a given quantum system and analyze properties of
such a system. This approach has been realized recently
for the potential of the form x2+gx−2 [17]. It was estab-
lished that at classical level the Darboux transformation
consists in a distortion of a phase space of the classical
system. Moreover, this distortion is consistent with the
transformation of the Hamilton function in such a way
that the equations of motion remain unchanged.
Up to now no any approach for analysis of CS of trans-
parent potentials has been proposed. In this paper I show
that the Darboux transformation operator approach is
suitable for this purpose. A next step in this direction
would be an analysis of the classical counterpart of the
quantum system that moves in a transparent potential.
ACKNOWLEDGMENTS
It is a pleasure to thank Dr. V.P. Spiridonov for many
helpful discussions. This work was supported in part
by the Russian Fund for Fundamental Research and the
Russian Ministry of Education.
[1] A.M. Perelomov, Generalized Coherent States and Their
Applications, (Springer, Berlin, 1986).
[2] I.A. Malkin and V.I. Man’ko: Dynamical Symmetries and
Coherent States of Quantum Systems, (Nauka, Moscow,
1979).
[3] J.R. Klauder, B.-S. Skagerstam, Coherent States: Ap-
plications in Physics and Mathematical Physics, World
Scientific, Singapore (1985).
[4] F.A. Berezin, The Method of Second Quantization,
(Nauka, Moscow, 1986).
[5] A. Vourdas, J. Phys. A: Math. Gen. 30, 4867 (1997).
[6] C. Brif, A. Mann, J. Phys. A: Math. Gen. 31, L9 (1998).
[7] A. Vourdas, Phys. Rev. A 54, 4544 (1996).
[8] J.R. Klauder, J. Phys. A: Math. Gen. 29, L293 (1996).
[9] A.A. Stahlhofen, Phys. Rev. A51, 934 (1995)
[10] V. Matveev and M. Salle, Darboux Transformations and
Solitons, (Springer, New York, 1991).
[11] J. Vogel, E. Vogel and C. Toepffer, Ann. Phys. (NY) 164,
463 (1985).
[12] M. Nieto and L. Simmons, Phys. Rev. Lett. 41, 207
(1978).
[13] V.G. Bagrov and B.F. Samsonov, JETP 82, 593 (1996);
J. Phys. A: Math. Gen. 29, 1011 (1996).
[14] B.F. Samsonov, Phys. Atom. Nucl. 59, 720 (1996).
[15] V.G. Bagrov and B.F. Samsonov, Phys. Lett. A 210, 60
(1996).
[16] B.F. Samsonov, JETP, 87, 1046 (1998).
[17] B.F.Samsonov, J. Math. Phys. 38, 4492 (1997).
[18] L.D. Faddeev, Uspehi Matematicheskih Nauk 14, 57
(1959).
[19] D.L. Pursey Phys. Rev. D33, 2267 (1986).
[20] W. Miller, Jr. Symmetry and Separation of Variables,
(Addison, London, 1977).
[21] V.I. Smirnov, Advanced Course of Mathematics, 5.,
(Phys.-Math. Publishing State House, Moscow, 1959);
[22] M. Reed and B. Simon, Methods of Modern Mathematical
Physics. 1. Functional Analysis, (Academic, New York,
1972).
[23] I.M. Gel’fand and G.E. Shilov, The generalized functions,
1.- 3, (Phys.-Math. Publishing State House, Moscow,
1957, 1958).
[24] I.M. Gel’fand and N. Ya. Vilenkin, The generalized func-
tions, 4., (Phys.-Math. Publishing State House, Moscow,
1961).
[25] F.A. Berezin and M.A. Shubin, The Schro¨dinger Equa-
tion, (Moscow State University Press, Moscow, 1983).
[26] R. Montemayor, Phys. Rev. A36, 1562 (1987).
8
[27] V.G. Bagrov and B.F. Samsonov, Phys. Part. Nucl. 28,
374 (1997).
[28] B.F. Samsonov and L.A. Shekoyan, Izvestia vuzov Fizika.
(Russ. Phys. J.) No 5, 34 (1998).
[29] V.G. Bagrov and B.F. Samsonov, Theor. Math. Phys.
104, 1051 (1995).
[30] A.A. Andrianov, M.V. Ioffe and V.P. Spiridonov, Phys.
Lett. A174, 273 (1993).
[31] A.G. Kostuchenko and I.S. Sargsyan, Distribution of
eigenvalues, (Nauka, Moscow, 1979).
[32] N. Dunford and J.T. Schwartz, Linear Operators. Part II.
Spectral Theory. Self Adjoint Operators in Hilbert Space,
(Interscience, New York, 1963).
[33] I.Ts. Gohberg, M.G. Krein, Introduction in the The-
ory of Linear Nonselfadjoint Operators, (Nauka, Moscow,
1965).
[34] Shabat A.B. Inverse Problems. 6, 303 (1992); A. De-
gasperis and A. Shabat, Theor. Math. Phys. 100, 230
(1994).
9
