Abstract
Introduction

51
Water distribution system hydraulic models (e. Offline calibration prior to model application is a necessary step to derive a representative 55 model of the system to be simulated (Savic et al. 2009 ). Optimisation based approaches have been 56
widely applied for WDS model calibration, whereby model parameters (e.g. pipe roughness) are 57 adjusted to minimise the difference between observed and predicted model states (e.g. nodal pressures 58 and/or pipe flow rates). Methodological development has focussed primarily on developing more 59 efficient means to identify optimal model parameters (for a review see Savic et al. 2009 ). Despite the 60 fact that there are multiple sources of system uncertainty that affect the quality of model predictions, 61 including model structural, input (e.g. demand), parameter, and measurement uncertainty (Hutton et 
The second right hand term is the prior distribution of model parameters, representing the prior 104 knowledge of the parameter value distribution before obtaining the new data. This prior is combined 105 with the likelihood function, which is the probability of the observed data, given the model 106 parameters. The likelihood function, alongside the parameter sampling procedure, represents a key 107 decision in the calibration procedure. Calibration data were collected from a normal water use field test conducted in June 1994, with an 166 estimated average demand of 14.4 litres/s. Hourly data were collected for a period of 24 hours from 167 28 pressure loggers, and the model therefore calibrated for 24 steady-state loading conditions. 168
Analysis 169
The network is calibrated for 10 grouped Hazen-Williams pipe roughness coefficients, grouped by 170 pipe material/lining and diameter (Table 1) 
where n is the number of observations (672) 
Where n is the number of observations (o) and predictions (p). To derive probabilistic information 195 from the informal likelihood, a proportion of total number of model runs needs to be retained; the 196 associated Likelihoods are then normalised to unity to derive probabilistic information. Given that the, 197 so called, behavioural threshold is subjectively derived, a total of 5 thresholds were used between5000 and 50,000 of the best performing parameter sets -e.g. between the top 0.2% and 2% of 199
simulations. 200
The sensitivity of model performance to each parameter was evaluated using the results from the 201 formal likelihood, and also from the informal likelihood for each behavioural threshold, following the 202 samples taken from the Gaussian distribution (Stedinger et al. 2008 ). These are then assigned to the 213 prediction at each observation point associated with the parameter set, from which the 95% prediction 214 intervals are derived. The Informal Bayesian uncertainty bounds are derived by assigning the 215 probability of a parameter set to its associated prediction at each observation point. The 95% 216 uncertainty intervals are then derived from the computed cumulative density function across the 217 prediction range. 218
Results and Discussion
219
The identified means of the posterior parameter distributions are similar for both the Informal and 220
Formal Bayesian approaches (Table 2) parameter groups to which model performance was most sensitive. In both formal and informal 231 Bayesian calibration, model performance was most sensitive to P1, followed by P4, P2, and to a lesser 232 extent P3 and P5. Model performance is most sensitive to P1 as it is the largest pipe group in the 233 network. Furthermore, the pipes are well distributed relative to the observation locations for this 234 parameter group. P2, P3 and P4, the next most influential pipe groups on model performance, as 235 shown in Figure 1 also contain large numbers of pipes. Parameter groups P5-P10 are less well 236 constrained, in part as a number of these groups have relatively fewer pipes. In the case of P8, which 237 has 43 pipes, these pipes are not distributed in a way to affect the state predictions at the observation 238 locations. In the Formal Bayesian analysis, the error model standard deviation ( ) has the second 239 smallest posterior standard deviation, showing that the choice of error model standard deviation is 240 important in calculating the likelihood of a given parameter set. 241
The four parameters to which the model results are most sensitive, as measured by the difference 242 between prior and posterior distributions, also produce the strongest interactions, as measured by the 243 coefficient of determination between parameter values for the best performing parameter sets, which 244 is shown in Figure 3 . Interactions between P3-P4 and P1-P4 are the strongest, when using both the 245 formal and informal Bayesian likelihoods. The pipes in P4 have the largest diameter, as this group 246 represents the main pipe delivering water to the network. Pipes in group P3 and P1 are then connected 247 to the P4 pipes. Thus, pressure predictions at many of the observation locations therefore reflect a 248 trade-off in the roughness values between P3-P4 and P1-P4, a form of equifinality where similar headloss predictions are produced through different combinations of roughness. Interaction between P2-P3 250 and P1-P3 produce R 2 values of 0.21 and 0.09, respectively, at a behavioural threshold of 5000 in the 251 informal approach. The strength of all interactions reduces with an increase in behavioural threshold. 252
In the formal approach the R 2 value for P2-P3 and P1-P3 is less than 0.05, whilst there is an R 2 value 253 of 0.15 between P2 and P4. This suggests that despite the behavioural threshold not influencing the 254 mean estimates of each parameter (Table 2) , interaction between roughness values is important in 255 achieving optimal predictions (e.g. the best performing models). 256 (Table 2) is 288 adjusted to that of the actual residual distribution, which shows only slight skew (Figure 5a ), the 289 model errors exhibit greater kurtosis and heavier tails than can be represented with a Gaussian 290 distribution (Figure 5a and 5c) . So, despite the 95% uncertainty intervals providing what appears to be 291 an appropriate statistical coverage, this is not the same for other percentiles (Figure 5c ). Furthermore, 292
there is some heteroscedasticity, as the largest residual errors occur at the higher pressure 293 measurements (Figure 5b) . 294
The residual errors also reveal temporal autocorrelation at each observation point (Figure 4) , most 295 notably in Figure 4D . Thus, although the Gaussian assumption does not fully hold, the bounds help 296 identify what appears to be a systematic error at observation location D, which contributes 3.5% to the 297 total of 6.5% of the observations that fall outside of the prediction bounds. In general, the temporal 298 correlation in residuals, and the width of the uncertainty bounds at a given observation point reflects 299 the trade-off in calibrating the model to a number of observation locations, which are notable duringthe night time when demand (and therefore demand uncertainty) is low. These errors may also reflect 301 misspecification of network topology and node elevation. The residuals also show spatially auto-302 correlation, as shown by the variograms produced in Figure 5d for specific times of the day. At 303 smaller spatial lags (notably less than 500m), the variance in the residuals is smaller, suggesting 304 nearby residuals result from the same error. Residual error variance for a given spatial lag is largest at 305 peak demand hours in the morning (hour 8) and evening (hour 19), which is perhaps where errors in 306 specified system demand are largest. The Informal Bayesian approach, however, produced uncertainty bounds that did not adequately 316 bracket the observations. The Formal Bayesian approach produced more realistic 95% uncertainty 317 bounds based on their statistical coverage of the observations. The approach therefore appears more 318 appropriate for pipe roughness calibration of WDS models, as error model parameters are jointly 319 inferred during calibration. An additional benefit of such an approach is that the quantification of 320 uncertainty in future predictions is more robust; information that may then be used in planning 321 decisions (Sumer and Lansey 2009), and also propagated into the application of water quality models 322 
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