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Abstract: Nowadays, data security is becoming an emerging and challenging issue due to the growth
in web-connected devices and significant data generation from information and communication
technology (ICT) platforms. Many existing types of research from industries and academic fields
have presented their methodologies for supporting defense against security threats. However, these
existing approaches have failed to deal with security challenges in next-generation ICT systems due
to the changing behaviors of security threats and zero-day attacks, including advanced persistent
threat (APT), ransomware, and supply chain attacks. The symmetry-adapted machine-learning
approach can support an effective way to deal with the dynamic nature of security attacks by the
extraction and analysis of data to identify hidden patterns of data. It offers the identification of
unknown and new attack patterns by extracting hidden data patterns in next-generation ICT systems.
Therefore, we accepted twelve articles for this Special Issue that explore the deployment of
symmetry-adapted machine learning for information security in various application areas. These areas
include malware classification, intrusion detection systems, image watermarking, color image
watermarking, battlefield target aggregation behavior recognition models, Internet Protocol
(IP) cameras, Internet of Things (IoT) security, service function chains, indoor positioning systems,
and cryptoanalysis.
Keywords: symmetry; intrusion detection system; machine learning; image watermarking;
information security; IoT security; indoor positioning system
1. Introduction
In the current era, information, and communication technology (ICT) supports a large amount
of data to provide intelligent services to next-generation industries. However, this data surge has
also generated data protection challenges and created the problem of catastrophic cyberattacks.
The challenges of data security are rising due to the increasing number of web-connected devices,
including Internet of Things (IoT) devices and smartphones. The International Data Corporation (IDC)
has forecasted that the number of connected IoT devices will reach 41.6 billion and that 79.4 zettabytes
(ZB) of data will be generated by 2025. This statistic demonstrates that data growth will create significant
data security problems in ICT systems. Many next-generation industries, mainly financial companies,
have started investing over 10% of their total ICT budget in preventing and mitigating network and
computer security threats. However, defense attempts against security threats still fail due to a lack of
skilled cyber talent and the existence of low-security policies. Moreover, the changing behaviors of
many security attacks, including ransomware, advanced persistent threat (APT), visualization, data
compression, and supply chain attacks, result in the failure of conventional security mechanisms.
Symmetry-adapted machine-learning has shown encouraging signs of relieving security risks in
ICT systems. It is a subset of artificial intelligence (AI) that relies on the principles of processing future
events by learning from past events or historical data. The autonomous nature of symmetry-adapted
Symmetry 2020, 12, 1044; doi:10.3390/sym12061044 www.mdpi.com/journal/symmetry1
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machine-learning supports effective data processing and analysis for security detection in ICT
systems without the interference of human authority. Many industries, including Amazon,
Facebook, and Google, are developing machine learning-adapted solutions to support security
for smart hardware, distributed computing, and the cloud. Machine learning also enables accurate
product recommendations, dynamic news feeds, and smart search engines in a secure manner.
Various symmetry-adapted machine-learning paradigms, including generative adversarial networks,
continuous learning, one-shot learning, and deep learning have been developed to perform data
processing and analysis tasks in ICT systems. These paradigms can be adapted to detect security
threats, such as software exploits and unknown malware.
This Special Issue, Symmetry-Adapted Machine Learning for Information Security, includes the
development of novel approaches with innovative architectural designs and frameworks for security
attack mitigation in ICT systems by employing various machine learning paradigms. These machine
learning paradigms consist of knowledge models, deep reinforcement learning, singular value
decomposition, shuffled singular value decomposition, convolutional neural networks, and Q-learning.
In the working period of our Special Issue, we received many submissions from many different
countries, which were found to make significant contributions to the main topics of interest for the
Special Issue. However, only twelve high-quality papers were accepted after three rounds of strict
and rigorous review processes. Specifically, the accepted papers focus on various application areas:
malware classification, intrusion detection systems, image watermarking, color image watermarking,
the battlefield target aggregation behavior recognition model, IP cameras, IoT security, service function
chains, indoor positioning systems, and cryptoanalysis.
2. Symmetry-Adapted Machine Learning for Information Security
Symmetry-Adapted Machine Learning for Information Security delivers successfully accepted
submissions [1–12] in this Special Issue of Symmetry. Proposals for several innovative paradigms,
novel architectural designs, and frameworks with symmetry-adapted machine learning are covered in
this particular issue. All the accepted articles deliver recent developments in information security based
on different dimensions: malware classification, intrusion detection systems, image watermarking,
color image watermarking, the battlefield target aggregation behavior recognition model, IP cameras,
IoT security, service function chains, indoor positioning systems, and cryptoanalysis.
Phuc et al. [1] propose a new attack method for the BM123-64 structure based on related-key attacks.
The study addresses the security weaknesses found in ciphers based on data-dependent operations
implemented in lightweight targets and rapid transformation. The study results show related-key
amplified boomerang attacks on a full eight rounds of BM123-64 in distinctive designs with effective
complexity results.
Kang et al. [2] present an indoor location tracking system with enhanced performance by improving
unstable RSSI signals collected from BLE beacons. The error range of results obtained from the RSSI
values was reduced by applying a filtering algorithm based on the average filter. The evaluation
of the proposed tracking method exhibits stable performance at distances less than 7 m. However,
performance degradation occurs when the distance between the beacon and the device exceeds 7 m.
The vast increase in connected devices in today’s networks, and their management, information
security, and complexity, are significant challenges that need to be addressed. Sun et al. [3] propose a
Q-learning framework hybrid module using reinforcement learning to resolve the service chain function
deployment problem in networks. Simulation-based experiment results show that the proposed
algorithm is superior in performance compared to CG and Viterbi when processing service requests.
Sang et al. [4] introduce the flexible job-shop scheduling problem with parallel machines in
each workstation for dynamic manufacturing systems. They propose an algorithm based on the
Genetic Algorithm with two-dimensional chromosomes. Experimental analysis of the algorithm
using meta-heuristic data shows an improvement of the solution by 1.34% for different dimensions of
the problem, such as machine failure and bottleneck machines.
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The widespread implementation of IoT devices has witnessed large-scale attacks affecting personal
information leakage, Denial of Service attacks attacks, and privacy violations. Lee at al. [5] present a
symmetry protocol for the efficient operation of IP cameras in the IoT environment. The authentication
protocol is intended to serve in heterogeneous networks as a lightweight security solution. Performance
analysis demonstrates that the protocol is lighter than existing client-side based authentication
technologies, resulting in a secure and a lower energy-consuming solution.
Khan et al. [6] propose a scalable and hybrid intrusion detection system (IDS) based on a two-stage
ID system using Spark machine learning and a convolutional LSTM network (Conv-LSTM). The first
stage implements an anomaly detection module using Spark. The second stage performs as a misuse
detection module using Conv-LSTM, addressing both global and local latent threat signatures. The IDS
is evaluated using the ISCX-UNB dataset with 97.29% accuracy in identifying network misuses.
Jiang et al. [7] introduces a novel 3D-CNN model to improve the identification accuracy of battlefield
target aggregation operation while maintaining the low computational cost of spatio-temporal depth
neural networks. A 3D convolution two-stream model based on multi-scale feature fusion further
improved the multi-fiber system reducing the computational complexity of the network. Experimental
results show that the 3D-CNN model increases the efficiency of existing CNN networks for aggregate
behavior recognition.
Yu et al. [8] present a robust color image watermarking algorithm for the copyright protection of
color images. The algorithm is based on all phase discrete cosine biorthogonal transform (APDCBT) and
shuffled singular value decomposition (SSVD). The algorithm’s security and robustness are improved
using SSVD and the Fibonacci transform at the watermark pre-processing stage. The experimental
results show that the algorithm is resistant to attacks such as Gaussian noise, salt and pepper noise,
JPEG compression, and scaling attacks.
Kim et al. [9] propose a model using multiple ε-greedy buffers in off-policy deep RL to enhance
research for better generalization. Multiple random ε-greedy buffers are utilized to enhance explorations
towards a near-perfect generalization. Experimental results show compatibility with discrete actions
and continuous control symmetrically, resulting in improved accuracy in real-time online learning for
verifying whether the network is normal or abnormal.
Khanam et al. [10] approach the challenge of proof of ownership of multimedia data exposing
users to significant threats emerging from transmission channel attacks over distributed computing
infrastructures. An efficient blind symmetric image watermarking method using singular value
decomposition (SVD) and fast Walsh–Hadamard transform (FWHT) is discussed for ownership
protection. Simulation-based results demonstrate that the proposed scheme shows high robustness
against attacks with the NC being numerically one compared with existing methods, which give
between 0.7991 and 0.9999.
Sarnovsky et al. [11] propose a hierarchical intrusion detection system (IDS) based on the original
symmetrical combination of machine learning and a knowledge-based approach for the improved
detection of new types of attacks on the network. A severity prediction model is applied, and the
network operator is provided when data is low for a new attack type. The performance of the proposed
knowledge-based hierarchical IDS for both precision and recall is 0.998, and 0.001 for FAR. The IDS
perform better than in existing studies of network intrusion detection systems.
Kwon et al. [12] propose two malware classification methods to protect systems from attacks on
their security. The symmetrical covariance matrix is used in both methods: malware classification
using SimHash (MCSP), and malware classification using SimHash and linear transform (MCSLT).
The performance is measured in terms of accuracy and F- score using a micro-average and a weighted
macro-average. MCSP shows a maximum efficiency of 98.74% and average accuracy at 98.58% for 3-g
smash encoding.
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3. Conclusions
This editorial discussed information security using symmetry-adapted machine learning in
ICT systems. Several mechanisms have been presented for defense against security attacks.
The proposed schemes include various techniques such as malware classification, intrusion detection
systems, image watermarking, and color image watermarking.
Special thanks go to the Editor-in-Chief of Symmetry, as well as to all the editorial teams for their
invaluable support throughout the preparation and publication of this Special Issue. In addition,
we thank the external reviewers for their invaluable help in reviewing the papers.
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Abstract: BM123-64 block cipher, which was proposed by Minh, N.H. and Bac, D.T. in 2014,
was designed for high speed communication applications factors. It was constructed in hybrid
controlled substitution–permutation network (CSPN) models with two types of basic controlled
elements (CE) in distinctive designs. This cipher is based on switchable data-dependent operations
(SDDO) and covers dependent-operations suitable for efficient primitive approaches for cipher
constructions that can generate key schedule in a simple way. The BM123-64 cipher has advantages
including high applicability, flexibility, and portability with different algorithm selection for various
application targets with internet of things (IoT) as well as secure protection against common types
of attacks, for instance, differential attacks and linear attacks. However, in this paper, we propose
methods to possibly exploit the BM123-64 structure using related-key attacks. We have constructed
a high probability related-key differential characteristics (DCs) on a full eight rounds of BM123-64
cipher. The related-key amplified boomerang attack is then proposed on all three different cases
of operation-specific designs with effective results in complexity of data and time consumptions.
This study can be considered as the first cryptographic results on BM123-64 cipher.
Keywords: BM123-64; hybrid controlled substitution–permutation network (CSPN); switchable
data-dependent operations (SDDOs); cryptanalysis; related-key amplified boomerang attack
1. Introduction
The BM123-64 [1] has a 64-bit block size covering 256-bit secret key size and a total of eight
function rounds. This cipher is based on switchable data-dependent operations (SDDO) [2], which is
designed to combine data-dependent operations in functions and new feature of hybrid-controlled
substitution–permutation network (CSPN) models. By this way, BM123-64 is considered as a solution
for a more flexible and suitable approach for appropriate application targets with each specific design.
The cipher has advantages including better suitability, applicability with different algorithm designs for
specific targets, and high reliability of securing against well-known attacks, for instance, linear attacks
and differential attacks.
Although lots of researchers have focused on how to enhance the security of construction designs
using different operations and functions, for instance, DDP (Data-Dependent Permutation) -based
ciphers (such as DDP-64 [3], Cobra-family [3] and SCO (Switchable Controlled Operation) -family [2]),
DDO (Data-Dependent Operation) -based ciphers (such as MD-64 [4], KT-64 [5], CTPO (Controlled
Two-Place Operation) [6] and DDO-64 [7]), and SDDO-based ciphers (such as XO-64 [8] or BMD-128 [9]),
their weaknesses have been recently explored with common related attacks. A simple key schedule
generator for high speed transformation and lightweight targets can lead to an attack possibility for
cryptanalysis using common related-key attack methods.
Related-key amplified boomerang attack [10] is an extension of the related-key boomerang attack
proposed by Biham et al., 2005 [11] and Wagner, 1999 [12]. The idea of this attack is that it explores
Symmetry 2018, 10, 353; doi:10.3390/sym10080353 www.mdpi.com/journal/symmetry5
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two distinctive related-key differentials to construct the related-key boomerang with high probability.
Compared to other attacks, the attack was designed as an adaptive chosen plaintext attack that has
become a popular and effective method to exploit many types of block ciphers. Previous studies
that have applied this attack on various SDDO-based ciphers - such as COCONUT98, IDEA [11],
MARS, Serpent [12], DDO-64 [13], MD-64 [14], BMD-128 [15], XO-64 [16], etc.—showed efficiency and
high probabilities in cryptanalytic results.
In this paper, we propose attack methods on BM123-64 constructions with related-key approach.
By constructing high probability differentials with two related-key boomerangs in distinctive designs,
this attack expects to exploit a full eight rounds of BM123-64 with effective cryptanalytic results.
The proposed attack requires about 267 data complexity, 270 memory bytes, and time complexity of 267
encryptions with Case 1 design. For Case 2 and Case 3 designs of BM-123-64 constructions, 251 data
complexity, 254 memory bytes, and time complexity of 265 are required. This study shows that like
lots of other ciphers designed on data-dependent operations, BM123-64 still has weaknesses and is
insecure against related-key cryptanalysis. The cipher construction should therefore be based on more
secure primitive security approach.
The rest of this paper is organized as follows: The BM123-64 construction is briefly reviewed in
Section 2. In Section 3, the proposed attacks on BM123-64 cipher is discussed, including differential
characteristics (DCs), analysis methods, and security assessments. Finally, in Section 4, conclusions of
the paper are presented.
2. BM123-64 Block Cipher Description
2.1. Preliminaries
This section explains notations used in this paper. With x1 as the most significant bit and xn as the
least significant bit, a cipher X can be assigned as X = (x1, x2, . . . , xn).
The DCs applied to the attack methods include descriptions of differential relation of block
ciphers, such as input, output, and function round key.
- r denotes each function round of block cipher.
- ΔXr denotes input difference value that occurs in each r.
- ΔYr denotes output difference value that occurs in each r.
- ΔUr, ΔQr denote round key difference values that occur in each r.
- ei denotes the data bit changing within each round function, with i value considered as an active
bit; at the ith position, the bit value is “1”, and the remaining bits are “0” in each block data.
for instance, e1,3 = (1, 0, 1, 0, . . . , 0)).
2.2. BM123-64 Construction
BM123-64 [1] is described as a 64-bit SDDO-based block cipher with 256-bit secret key and eight
function rounds in total. Each Crypt(e) round function in the cipher structure does the same operation
from the first round to the final round to generate output ciphertext.
The Crypt(e) of BM123-64 covers three types of fixed permutation functions (I, I1, and I2),
an extension box E, hybrid-controlled substitution–permutation networks CSPNs, and SDDO-based
functions FV/en/m (F16/64, F
−1
16/64, F16/32, F −116/32) based on basic controlling element F2/2.
The process of BM123-64 encryption is described in the algorithm below.
1. 64-bit input plaintext splits into two 32-bit block A and block B.
2. From rounds r = 1 to 7, they have the same operations for each round:
(A, B) = Crypt(0) (A, B, Ur, Qr)
(A, B) = (B, A)
3. In the last round, there is final transformation to output ciphertext:
6
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(A, B) = Crypt(0) (A, B, U8, Q8)
(A, B) = (L ⊕ UFT, R ⊕ QFT)
(A, B) = (A, B).
Figures 1 and 2 illustrate the Crypt(0) round function in detail. Reference [1] contains more
description of the BM123-64 construction.
The SDDO-based functions F16/64, F −116/64 are constructed based on elementary function F2/2,
since F2/2 is described as ((x1, x2), [v, z]/(y1, y2)). For better performance on implementation with the
target of a specific application and expansion of encryption space, the function FV/en/m is designed in
three different operations with three different description of the basic element F2/2.
Case 1: y1 = vzx1 ⊕ vz ⊕ vx1 ⊕ vx2 ⊕ v ⊕ z ⊕ x1 ⊕ 1
y2 = vzx2 ⊕ vz ⊕ vx1 ⊕ vx2 ⊕ zx1 ⊕ x2 ⊕ v ⊕ z ⊕ 1
y3 = vzx1 ⊕ vzx2 ⊕ zx1 ⊕ x1 ⊕ x2.
Case 2: y1 = vzx1 ⊕ vzx2 ⊕ vx1 ⊕ vx2 ⊕ zx1 ⊕ zx2 ⊕ z ⊕ v ⊕ x2
y2 = vzx1 ⊕ vzx2 ⊕ vz ⊕ vx1 ⊕ vx2 ⊕ zx1 ⊕ zx2 ⊕ x1
y3 = vz ⊕ v ⊕ z ⊕ x1 ⊕ x2.
Case 3: y1 = vx2 ⊕ x2 ⊕ x1 ⊕ v ⊕ 1
y2 = vx1 ⊕ x2.
Figure 1. (a) The general structure (left); and (b) round function Crypt(0) (right) of BM123-64.
The three fixed permutations I, I1, and I2 are denoted as follows:
I1 = (1) (2,5) (3,9) (4,13) (5,2) (6) (7,10) (8,14) (9,3) (10,7) (11) (12,15) (13,4) (14,8) (15,12) (16).
I2 = (1) (2,3) (3,2) (4) (5) (6,7) (7,6) (8) (9) (10,11) (11,10) (12) (13) (14,15) (15,14) (16).
I = (1) (2,18) (3) (4,20) (5) (6,22) (7) (8,24) (9) (10,26) (11) (12,28) (13) (14,30) (15) (16,32) (17)
(18,2) (19) (20,4) (21) (22,6) (23) (24,8) (25) (26,10) (27) (28,12) (29) (30,14) (31) (32,16).
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The expansion function E takes a 16-bit input X, since E(X) = (X, X<<<4, X<<<8, X<<<12); it then
outputs 64-bit controlled vector (V, Z) = (V1, V2, V3, V4, Z1, Z2, Z3, Z4).
The hybrid CSPN construction is designed based on the description of permutation function
structure covering eight 4 × 4 S-boxes (S0, S1, S2, S3 and S−10, S−11, S−12, S−13) with SDDO-based
function FV/en/m. Figure 3 presents the CSPN with its S-boxes in structure.
  
(a) (b) 






Figure 3. Controlled substitution–permutation network (CSPN) model in (a) left and (b) right of data
sub-block; (c) different 4 × 4 S-boxes.
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Like other data-dependent ciphers, BM123-64 is constructed with a very simple key schedule for
high-speed transformation target. To generate function keys used in each round, 256-bit secret key
K is divided into eight 32-bit subkeys K = (K1, K2, . . . , K7, K8). The key scheduling is provided with
different parameters as shown in Table 1.
Table 1. Key schedule of BM123-64.
Round Or O1 O2 O3 O4 O5 O6 O7 O8 OFT
Ur K3 K4 K8 K6 K2 K7 K5 K2 K3
Qr K1 K2 K5 K7 K3 K6 K8 K4 K1
e’1 1 1 1 0 0 1 1 0 -
e’2 0 1 1 0 1 1 1 1 -
e’3 0 0 0 1 1 0 0 1 -
e’4 1 0 0 1 0 0 0 0 -
* OFT performs the final transformation.
3. Proposed Attack Methods on BM123-64 Construction
Differential properties of operations in each round function are fundamental features to build
differential characteristics and explore the related-key attack methods. Based on these properties, we can
construct high probability DCs on a full eight rounds of BM123-64 with Crypt(e) function. Furthermore,
the related-key amplified boomerang attacks will be addressed with effective complexity results.
3.1. BM123-64 Crypt(e) Function Properties
The Crypt(e) function in BM123-64 cipher consists of several FV/en/m functions having appropriate
differential properties to construct the high probability DCs.
3.1.1. Differential Properties of F2/2 Function
x1 and x2 are assumed as input parameters, with a pair (v, z) controlled vector of F2/2 function.
Therefore, the controlled element F2/2 can be described as F2/2 (x1, x2, [v, z]). Based on different
distribution applied to different descriptions of F2/2 in BM123-64, we have differential properties for
each case as the following:
Case 1: y1 = vzx1 ⊕ vz ⊕ vx1 ⊕ vx2 ⊕ v ⊕ z ⊕ x1 ⊕ 1
y2 = vzx2 ⊕ vz ⊕ vx1 ⊕ vx2 ⊕ zx1 ⊕ x2 ⊕ v ⊕ z ⊕ 1
Pr [F2/2 (x1, x2, [v, z]) ⊕ F2/2 (x1 ⊕ 1, x2, [v, z]) = (1, 0)] = 2−2.
Case 2: y1 = vzx1 ⊕ vzx2 ⊕ vx1 ⊕ vx2 ⊕ zx1 ⊕ zx2 ⊕ z ⊕ v ⊕ x2
y2 = vzx1 ⊕ vzx2 ⊕ vz ⊕ vx1 ⊕ vx2 ⊕ zx1 ⊕ zx2 ⊕ x1
Pr [F2/2 (x1, x2, [v, z]) ⊕ F2/2 (x1 ⊕ 1, x2, [v, z]) = (1, 0)] = 2−1.
Case 3: y1 = vx2 ⊕ x2 ⊕ x1 ⊕ v ⊕ 1;
y2 = vx1 ⊕ x2
Pr [F2/2 (x1, x2, [v, z]) ⊕ F2/2 (x1 ⊕ 1, x2, [v, z]) = (1, 0)] = 2−1.
For each case of F2/2 description, in order to get the (1, 0) output difference with the (x1 ⊕ 1, 0)
input difference and the (0, 0) controlled vector difference, the probability will be 2−2, 2−1, and 2−1 for
Case 1, Case 2, and Case 3, respectively.
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3.1.2. Differential Properties of F16/64 and F −116/64 Functions
In the same way, we can get the properties of SDDO-based functions F16/64 and F −116/64 using the
properties above. Here, X is the input parameters for F16/64 and F −116/64 and (V, Z) is the controlled
vector. Based on the properties of F2/2, we can get the following:
Case 1: Pr [F16/64 (X, V, Z) ⊕ F16/64 (X ⊕ e16, V, Z) = e16] = 2−8
Pr [F−116/64 (X, V, Z) ⊕ F−116/64 (X ⊕ e16, V, Z) = e16] = 2−8
Case 2: Pr [F16/64 (X, V, Z) ⊕ F16/64 (X ⊕ e16, V, Z) = e16] = 2−4
Pr [F−116/64 (X, V, Z) ⊕ F−116/64 (X ⊕ e16, V, Z) = e16] = 2−4
Case 3: Pr [F16/64 (X, V, Z) ⊕ F16/64 (X ⊕ e16, V, Z) = e16] = 2−4
Pr [F−116/64 (X, V, Z) ⊕ F−116/64 (X ⊕ e16, V, Z) = e16] = 2−4
With the F16/64 and F −116/64 function designs, we can see that there is a total of four active layers
F2/2 within each construction, as shown in Figure 2.
3.2. Related-Key Boomerang of BM123-64
Here, we describe the way to generate related-key differential boomerangs on a full eight rounds
of BM123-64 using the obtained properties in Section 3.1 with the key schedule generator.
We construct two related-key differentials as follows:
The first four rounds of related-key differential E0 = (α → β) holds with chosen input difference
α = (0, 0) and key difference (0, e32) from the first round to the fourth round with output difference
β = (0, 0). The key difference, based on the key schedule generator given in Table 1, is to control
differential propagation and get high probability. The first related-key differential achieves this with
probability p = 2−16, 2−8, and 2−8 for each case of F2/2 description.
The second related-key differential E1 = (γ → δ) = (0, e32) “ (0, e16) covering the last four rounds
with input difference α = (0, e32) and key difference (0, e32) from the fifth round gives output difference
δ = (0, e16) after the final transformation. The second related-key differential obtains probability
q = 2−16, 2−8, and 2−8, respectively. In total, the related-key differential characteristics constructed
on a full eight rounds of BM123-64 designs give us the probability of 2−32 for Case 1, 2−16 for Case 2,
and 2−16 for Case 3. Figure 2 illustrates the DCs propagation of some specific BM123-64 rounds in
Case 2 and Case 3.
The differential amplified boomerang can be explored based on the two related-key
differentials above.
We can take any chosen plaintexts, namely (P, P*, P’, P’*) with input difference α = (0, 0) described
as ΔP = P ⊕ P* = P’ ⊕ P’*, to give respective ciphertexts with output difference β = (0, 0) using
related-keys (K, K*, K’, K’*) defined as ΔK = K ⊕ K* = K’ ⊕ K’* = (0, e16, e32, 0, 0, 0, 0, 0). We can
hold the first four rounds related-key boomerang with probability of 2−16 for Case 1, 2−8 for Case 2,
and 2−8 for Case 3. Furthermore, by pretending an additional round with intermediate differential
values (I, I*, I’, I’*) described as I ⊕ I* = I’ ⊕ I’* = (0, e32) using another related-key differences
ΔK’ = K ⊕ K’ = K* ⊕ K’* = (0, e32, 0, 0, 0, 0, 0, 0), we can build the second related-key boomerang on
the last four rounds of 2−16 probability for Case 1, and 2−8 for both Case 2 and Case 3.
In Table 2, the detailed DCs of a full eight rounds of BM123-64 with corresponding probabilities is
shown. And, Figure 4 illustrates the DCs in Crypt(e) function of BM123-64 with Case 2 and Case 3 at
several rounds.
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Table 2. Related-key DCs of a full eight rounds of BM123-64 in distinctive designs.
Round (r) ΔXr (ΔUr, ΔQr)
Probability
Case 1 Case 2 Case 3
1 α = (0, 0) (0, e32) 2−16 2−8 2−8
2 (e16, 0) (e16, 0) 1 1 1
3 (0, 0) (0, 0) 1 1 1
4 (0, 0) (0, 0) 1 1 1
Output β = (0, 0) 2−16 2−8 2−8
5 (0, e32) = γ (0, e32) 1 1 1
6 (0, 0) (0, 0) 1 1 1
7 (0, 0) (0, 0) 1 1 1
8 (0, 0) (0, e16) 2−16 2−8 2−8
FT (0, e16) (0, 0) 1 1 1
Output (ΔY) δ = (0, e16)






Figure 4. Differential characteristics (DCs) in Crypt(e) function at (a) the first round; (b) the second
round; (c) the fifth round; and (d) the eighth round and final transformation of BM123-64 with Case 2
and Case 3.
See (Appendix A) for more descriptions of DCs with Case 1.
11
Symmetry 2018, 10, 353
3.3. Related-Key Amplified Boomerang Attack on the BM123-64 Designs
With the two obtained differentials, we expect that having m2·2−128 of encrypted quartets for
Case 1 is right. For Case 2 and Case 3, the expected number is m2·2−96 right quartets. Furthermore,
in the case of an ideal cipher, the related-key boomerang differentials applied on a full eight rounds of
BM123-64 with probabilities of 2−128, 2−96, and 2−96 (2−64·p2·q2) for each case, respectively. For the
least expected right quartets number of 8, we take a set of 266 pairs of plaintexts (m2·2−128 = 23) for the
attack process in Case 1 and 250 pairs of plaintexts (m2·2−96 = 23) for the attacks in Case 2 and Case 3.
The attacker follows the below steps for a full related-key attack method on BM123-64:
(1) We pick a set of 266 pairs of plaintexts (Pj, Pj *), (j = 1, . . . , 266), then we expand into another set
of 2131 quartets of plaintexts, denoted as (Pi, Pi *, Pi ’, Pi ’*), (i = 1, . . . , 2131) in Case 1, or 250 pairs
of plaintexts (Pj, Pj *), (j = 1, . . . , 250) and generate 299 quartets of plaintexts (Pi, Pi *, Pi ’, Pi ’*),
(i = 1, . . . , 299) in Case 2 and Case 3, with input difference α = (0, 0). We ask for encryption of
all the quartets (Pi, Pi *, Pi ’, Pi ’*) using the related-keys (K, K*, K’, K’*) difference, described as
two terms of relation: ΔK = K ⊕ K* = K’ ⊕ K’* = (0, e16, e32, 0, 0, 0, 0, 0) and ΔK’ = K ⊕ K’ = K* ⊕
K’* = (0, e32, 0, 0, 0, 0, 0, 0) to output respective quartets of ciphertexts (Ci, Ci *, Ci ’, Ci ’*).
(2) We do XOR with all possible values of Ci and Ci’, Ci *, and Ci’* for each i value, then check
whether the output result is (0, e16) and store all these difference values to apply in the previous
eight rounds.
(3) By this way, at the final transformation, we expect to hold a 64-bit subkey including K1 and K3,
then get the remaining subkeys (K1*, K3*), (K1’, K3’), and (K1’*, K3’*) of the quartets of subkeys.
(a) Similarly, at the eighth round, we ask for decryption of all quartets of ciphertexts values
obtained from Step 2 with subkey quartets of K1 and K3 to hold 64-bit input values (Xj,
Xj*, Xj’, Xj’*) at the left side process of round function.
(b) We do XOR with all possible values of Xj and Xj’, Xj *, and Xj’* for each j value, then check
whether the output result is 0.
(4) After passing Step 3, all values of quartets of two subkeys K1 and K3 are explored. We can do brute
force attacks to obtain the remaining 192-bit subkeys (K2, K4, K5, K6, K7, K8) with all K1 and K3.
4. Results and Discussion
With Case 1, the proposed attack requires 266 pairs of plaintexts and 267 related-key chosen
plaintexts in data complexity, since the related-key DC is 2−32. Furthermore, it needs about
270 (=267 × 8) bytes of memory.
With Case 2 and Case 3, the attack requires 250 pairs of plaintexts and 251 related-key chosen
plaintexts in data complexity, while the related-key DCs are 2−16. The attack takes about 254 (=251 × 8)
bytes of memory.
At Step 1 of the attack, the complexity of time is a unit of 267 encryptions (Case 1), or 251
encryptions (Case 2 and Case 3) of the full eight rounds of BM123-64. Each quartet of ciphertext is
planned to achieve Step 2 of the attack with 2−64 probability. In addition, we will get 267 (=2131 × 2−64)
right quartets of ciphertext (Case 1) or 235 right quartets of ciphertext (=299 × 2−64) (Case 2
and Case 3) that will achieve Step 2. At Step 3 and Step 4, the complexity of time is a unit
of 262 (=264 × 4 × 1/8 × 1/2) and 265 (=264 × 1 × 2) for a full eight rounds of BM123-64
encryptions, respectively. Finally, the results show that all the attacks require total time complexity
of 267 (≈267 + 262 + 265) (Case 1) or 265 (≈251 + 262 + 265) (Case 2 and Case 3) for a full eight rounds
of BM123-64 encryptions on average. In Table 3, a comparison of cryptanalysis results between the
scheme proposed and other data-dependent ciphers in terms of complexity of data and time is given.
At Step 4 of the attack, outputting a wrong quartet of subkey takes 2−64 of probability. With our
cryptanalysis methods, the results shown with the output possibility in case of a wrong key is lower
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than the ideal case. These proposed related-key amplified boomerang attacks can potentially exploit
the BM123-64 constructions at all three specific cases.
Table 3. Cryptanalysis results on constructions based on DDP (Data-Dependent Permutation),
DDO (Data-Dependent Operation), and SDDO (switchable data-dependent operation).
Block Cipher Total Rounds Complexity Data/Time Key Bits Recovery










DDO-64V1 8/8 235.5 RCP/265.5
DDO-64V2 8/8 23 RCP/231
MD-64 8/8 243.1 RCP/295
BMD-128 7/8 279 RCP/2129
KT-64 8/8 245.5 RCP/265.17
XO-64 8/8 244 RCP/265
BM123-64 (Case#1) (*) 8/8 267 RCP/267
BM123-64 (Case#2) (*)
BM123-64 (Case#3) (*) 8/8 2
51 RCP/265
(*) our proposed attack results; RCP denotes the Related-key Chosen Plaintext.
5. Conclusions
This paper proposes effective attacks on one of the recent SDDO-based constructions, BM123-64.
The methods addressed in the study present main issues in security mechanisms of ciphers based on
data-dependent operations that is used in many cipher designs for high speed transformation and
lightweight targets. The simple key schedule generator with basic parameters when changed and
substituted leads to a possibility of exploiting the structure weaknesses by related-key cryptanalysis.
The work presented related-key amplified boomerang attacks on a full eight rounds of BM123-64
in distinctive designs with effective complexity results. This shows that with Case 1, it requires 266
related-key chosen plaintexts and 267 encryptions consumptions, and 250 related-key chosen plaintexts
and 265 encryptions consumptions are required with Case 2 and Case 3. The results of this study can
be applied on many construction designs of these types of ciphers. Along with some new cryptanalysis
techniques like Fr Trust or RARE, our research will further enhance performance and is expected to
develop novel approaches for a wide range of applications and devices in the IoT environment.
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Appendix A
Figure A1 illustrates the differential propagation at several rounds of BM123-64 cipher with
Crypt(e) function in Case 1.
We pick a set of 266 pairs of plaintexts (Pj, Pj *) and expand to 2131 quartets of plaintexts (Pi, Pi*, Pi’,
Pi’*). The SDDO-based FV/en/m function in BM123-64 structure includes F16/64 and F
−1
16/64, which has
four layers with eight F2/2 element function in each. Based on the differential properties mentioned
in Section 3.1, we can construct two related-key boomerangs on a full eight rounds of BM123-64 in
Case 1 with total probability of 2−32. The first four rounds of related-key boomerang holds with the
probability p = 2−16; the last four rounds of related-key boomerang also obtains with the probability
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q = 2−16. It requires about 267 chosen plaintexts in complexity of data as input, and the memory





Figure A1. (a) The differential propagation of F16/64, F −116/64 function and the DCs in Crypt(e) function
at (b) the 1st round and (c) the eighth round and final transformation of BM123-64 with Case 1.
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Abstract: Recently, the rapid development of mobile devices and communication technologies
has dramatically increased the demand for location-based services that provide users with
location-oriented information and services. User location in outdoor spaces is measured with high
accuracy using GPS. However, because the indoor reception of GPS signals is not smooth, this solution
is not viable in indoor spaces. Many on-going studies are exploring new approaches for indoor
location measurement. One popular technique involves using the received signal strength indicator
(RSSI) values from the Bluetooth Low Energy (BLE) beacons to measure the distance between a
mobile device and the beacons and then determining the position of the user in an indoor space
by applying a positioning algorithm such as the trilateration method. However, it remains difficult
to obtain accurate data because RSSI values are unstable owing to the influence of elements in the
surrounding environment such as weather, humidity, physical barriers, and interference from other
signals. In this paper, we propose an indoor location tracking system that improves performance
by correcting unstable RSSI signals received from BLE beacons. We apply a filter algorithm based
on the average filter and the Kalman filter to reduce the error range of results calculated using the
RSSI values.
Keywords: Internet of things (IoT); location-based service (LBS); indoor localization; beacon; received
signal strength indication (RSSI); Kalman filter; average filter
1. Introduction
With the development of information and communication technology due to the Fourth Industrial
Revolution, the time and space restrictions on access to information are disappearing. Any device
with Internet access grant the user access any desired information, regardless of time or place.
Recently, technologies are being developed that predict and provide information that the user needs in
accordance with the current situation or condition of the user before user finds information. As part
of this research, location-based services (LBS) have emerged that provide information based on
user’s location.
An LBS collects user location information through a communication network or Internet of
things (IoT) equipment, and provides users with specific information and services such as traffic,
weather, and nearby landmarks or events, based on the collected location information. Due to factors
such as the evolution of smartphones, the proliferation of high-speed telecommunications network
infrastructure, real-time location tracking services, and increased demand for related products and
services such as location-based advertising and marketing for customers, the LBS market is currently
experiencing rapid growth [1,2]. Recently, the importance of indoor space has been emphasized as
most activities such as business, entertainment, and shopping are performed in the indoor space.
As a result, various types of location-based services provided for indoor space have also started to
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attract attention. The core technology of LBS is localization technology that tracks the user’s location.
There are various kinds of positioning technologies. Among these, Global Navigation Satellite System
(GNSS) such as GPS is generally used as positioning technology of LBS [3].
Although GPS shows good performance in the outdoor space, it is difficult to trace the user’s
location in the indoor space using the GPS because the reception of signals is not smooth in the
indoor spaces. Therefore, various indoor positioning technologies to replace GPS are currently being
researched and developed. One prevalent approach to indoor positioning technology is to install
devices that transmit signals using Bluetooth, sound waves, etc., in an indoor space, and then calculate
user position based on the signals received by their wireless and mobile devices such as Wi-Fi receivers
and smart phones. In contrast, a different method measures user position using hardware that is built
into users’ devices. The former approach is capable of receiving more stable position information,
but comes with costs of additional equipment and the installation process. In the latter method,
although no additional equipment is required and financial cost is reduced, the positioning stability
and accuracy are low. Furthermore, the hardware can quickly consume the user’s device battery
owing to the ongoing calculation processes. Among the indoor positioning techniques, there are
methods using BLE (Bluetooth Low Energy) beacons. To measure a user’s position in an indoor
space using a beacon, a plurality of beacons is installed in the area, and the distance between each
beacon and a mobile device is measured based on the received signal strength indicator (RSSI) of the
beacon. This method locates the user by applying a positioning algorithm, such as the triangulation
method, under the assumption that the calculated distance between each beacon and mobile device is
accurate. However, it is still difficult to accurately determine indoor position using RSSI because the
signal is unstable owing to obstacles in measurement space, the surrounding environment, weather,
humidity, and other signals. Thus, to achieve accurate indoor positioning, it is necessary to compensate
for unstable RSSI. In this paper, we propose an improved indoor positioning system that measures
user’s position in indoor space. For this purpose, we applied the appropriate filter algorithm based
on the extended Kalman filter (EKF) to the unstable RSSI value to reduce the error range of the
computed distance.
The contributions of this work are as follow.
1. We reduced the error range of RSSI by applying filter algorithm based on EKF and average filter.
2. We construct a system with enhanced security by applying ephemeral ID technology when
identifying beacon.
This paper is organized in six sections. Section 2 reviews the related work and Section 3 describes
the indoor positioning method using beacons. Section 4 presents the indoor positioning system,
Section 5 shows the application of the filter algorithm and finally, the conclusions and future lines of
work are presented in Section 6.
2. Related Work
2.1. Performance Improvement of Indoor Positioning System
Due to the increasing demand of indoor LBS, many researches on indoor localization technology
have been conducted. Many of the proposed approaches utilize beacons for indoor location tracking.
Inoue et al. [4] proposed a positioning system for an indoor pedestrian navigation service that
used mobile phones and BLE beacons in a server-free environment. Multiple beacons were installed at
various points in the room and mobile devices collected RSSI broadcast by the beacons. After receiving
the signal data from a beacon, the relative position of the user was estimated based on analysis that
used the probability inference algorithm.
Lin et al. [5] proposed a mobile-based indoor location system that uses mobile applications
as an iBeacon solution based on BLE technology to improve the efficiency of the emergency room.
They collected the RSSI of the surrounding beacons and calibrated the RSSI by applying an average
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filter. Then, they repeatedly applied the average filter to RSSI, which was repeated many times,
and found the nearest beacon and used it for the calculation.
Rida et al. [6] proposed an indoor positioning system based on the RSSIs of BLE technology.
They installed a beacon on the ceiling of the indoor space and calculated the location of the user in the
indoor space by applying a dilatation algorithm that is easy for any hardware to implement because of
the algorithm’s low complexity.
Momose et al. [7] proposed an indoor positioning system that improved the accuracy of beacon
distance measurement by applying a particle filter based on the space’s floor plan. By using the
proximity of BLE beacons as well as acceleration and geomagnetic sensors to design algorithms.
Pelant et al. [8] created a Ray-Launching based simulation model to study the performance of
BLE technology in indoor localization, where RSS fingerprinting map was created based on theoretical
and measurements results; their results show that accuracy highly depends on the number of sectors
in the environment and on the number of beacons considered.
Luo et al. [9] proposed a method of arranging robots in an indoor space using Wi-Fi and
radio-frequency identification (RFID) fingerprinting. They collected Wi-Fi and RFID signals at multiple
points in the room. The fingerprint of Wi-Fi was initially used to place educational robots (Erobs) in
large areas and then direct the robot to a location close to the target location. The RFID fingerprint
would then be used to direct the Erob to the target location.
Dong et al. [10] proposed a solution combining feature clustering and a wireless sensor network
to increase the efficiency of robot position recognition in indoor spaces. They also integrated robotic
position recognition with wireless sensor networks to improve robustness.
2.2. Google’s Eddystone
Eddystone is an open-source beacon format published by Google, and has open-source protocol
specifications and development tools, making it easy to extend and operate on a variety of platforms.
Eddystone supports four frames. The first is the UID Frame. UID frame broadcasts a unique ID
of the beacon. UID frame consists of 10 Byte namespace and instance of 6 Bytes. The namespace is
used to distinguish groups of beacons, and the instance is used to identify each beacon in the same
group [11].
The second is URL frame. URL frame is a frame that allows the user to directly use the existing
contents in the physical web by advertising the URL. URL frame broadcasts a URL using a compressed
encoding format in order to fit more within the limited advertisement packet. Once decoded, the URL
can be used by any client with access to the internet [12].
The third is the TLM frame. TLM frame is a frame that transmits data that can monitor the beacon
status, such as the beacon sensor, the battery, and the transmission status. TLM frame must be paired
with a frame providing an identifier of UID or URL type because the packet does not contain a beacon
identifier [13].
The last is the EID (ephemeral id) frame. The EID broadcasts a temporary identifier that changes
periodically at a rate determined when it first registers with the web service. An EID can be resolved
by a registered service, but appears to be randomly changed to other observers who are not registered.
This frame type is used for security and privacy enhancement [14].
To generate an EID that can only be identified by registered users, three data are required. The first
is identity key. The identity key is the value shared by beacon and the server resolving the ephemeral
identity key. The second is rotation period exponent scalar. This value is a value that determines the
period in which the temporary ID changes. This value has a value between 0 and 15. When this value
is K, a new temporary ID is generated every 2ˆK s. The last is a 32-bit beacon-specific timestamp value.
Figure 1 shows the EID generation process. beacon and server each have a public key and a
private key pair. First, when an EID registration request comes in, the server returns its public key,
along with its supported rotation period exponents range. Then, beacon computes the ECDH shared
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secret by multiplying its secret key and server’s public key. Then, the shared secret is encrypted with
the HKDF-256 algorithm, and the upper 16 bytes are cut out to generate the identity key.
Figure 1. Eddystone-EID generate process.
Then, the process of generating the temporary key using the identity key and finally the process
of generating the EID are performed. Temporary key is generated by encrypting the data configured as
Table 1 with AES-128 algorithm using the identity key as the encryption key. Then, the same procedure
is repeated for the data as shown in Table 2, using the temporary key as the encryption key. EID is
completed by taking the upper 8 bytes of the encryption result [15].
Table 1. Structure of data for temporary key generation.
Byte Offset Description
Byte 0–10 Padding (0 × 00)
Byte 11 Salt (0 × ff)
Byte 12–13 Padding (0 × 00)
Byte 14–15 Top 16 bit of time counter
Table 2. Structure of data for EID Generation.
Byte Offset Description
Byte 0–10 Padding
Byte 11 Rotation period exponent
Byte 12–15 Time counter 32 bit
3. Indoor Positioning Method Using Beacon
This section will describe how to measure the position in a room using beacons. To measure
indoor location using beacons, a positioning algorithm, such as the trilateration method, is used.
This means that three or more beacons must be installed in the measurement space.
As shown in Figure 2, the interior space can be represented on a two-dimensional plane. To apply
trilateration, the location of each beacon and mobile device is indicated using (x, y) coordinates. Let the
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position coordinates of each beacon be (x1, y1), (x2, y2), (x3, y3) and the position of the mobile device
be (a, b). At this time, the following set of equations is established:
(x1 − a)2 + (y1 − b)2 = d12
(x2 − a)2 + (y2 − b)2 = d22
(x3 − a)2 + (y3 − b)2 = d32.
(1)
If all the values of the beacon position coordinates, (x1, y1), (x2, y2), (x3, y3), and the distances
d1, d2, and d3 between the mobile device and the beacon are known, then, the mobile device position
(a, b) can be obtained. Because the location coordinates of the beacon are known in advance and the
distance between the beacon and the mobile device can be measured using the RSSI, the position of the
mobile device in an indoor space can be determined and indicated on a two-dimensional plane [16].
 
Figure 2. Indoor location measurement using trilateration.
The values of d1, d2 and d3, which are the distance between the beacons and the mobile device,
must be accurate to determine the correct position of the mobile device in the indoor space using the
trilateration method. The formula for calculating the distance between a beacon and the terminal using




where Tx power is the intensity at which a beacon transmits a signal and N is a correction constant with
a value associated with propagation loss. Because the Tx power and N value are constant, the value of
the distance d calculated according to the RSSI changes. The RSSI is irregularly measured because the
RSSI is affected by the environment of the measurement space. If a distance value is incorrect because
of unstable RSSI, the scenarios depicted in Figures 3–5 occur.
In the event of an unstable RSSI, the circles of reception generated by the RSSI signals from each
beacon do not meet. Without circle contact, the position of the mobile device cannot be calculated [17].
Figure 4 depicts the situation where only two of the three circles generated by the RSSI measured
from each beacon are encountered. In this case, because two points of contact are generated in the
circle, two locations of mobile devices can be calculated. However, the exact location of the mobile
21
Symmetry 2018, 10, 622
device cannot be obtained without the orientation provided by the third signal because it may appear
that the mobile device is outside of the overlap when it actually may be inside the triangle [17].
Figure 5 illustrates the case where all three circles generated by the RSSI measured from each
beacon overlap; however, they fail to meet at a single, specific point. The calculated distance differs
from the actual distance, because although the three generated circles overlap, they are not seen at a
single point but rather may be encountered at three points. In some cases, a circle may be encountered
outside the triangle. Thus, the exact location of a mobile device cannot be determined.
 
Figure 3. Three circles in trilateration do not overlap.
 
Figure 4. Two circles overlap between two intersecting points.
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Figure 5. Three circles do not intersect at a single point as required for trilateration.
4. Proposed Indoor Localization System
The proposed indoor positioning system consists of three major components. First, a data
acquisition module collects the beacon RSSI values received by mobile devices from those mobile
devices. The data is then corrected by the filter algorithm and a data processing module applies a
positioning algorithm to the filtered results. The third major component, the data management module,
stores and manages data processing results in a database. Figure 6 illustrates the structure of the
proposed system.
Figure 6. Configuration of proposed indoor positioning system.
4.1. Data Acquisition Module
The data collection module collects various data from the user’s mobile device. The user’s
mobile device runs an application that collects data from a beacon using Bluetooth communication
and sends it to the data acquisition module of the indoor positioning system. The data acquisition
module communicates with the mobile device through the mobile application and receives the message
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authentication code (MAC) value of the device, the identifier of the beacon, the Tx power, and the RSSI.
The identifier of the beacon is collected to identify the user’s absolute location in the indoor space.
In this system, Eddystone EID frame is used as an identifier to distinguish beacons belonging
to the system. The EID frame is composed of 8 bytes and the data configuration to transmit in actual
communication is as shown in Table 3. The 0th byte is the area that defines the frame type and its EID
is set to 0 × 30. The first byte is the Tx power. Next, the temporary ID for identifying the beacon is
composed of 8 bytes [14].
Table 3. Eddystone-EID structure.
Byte Offset Description
Byte 0 Frame Type (EID = 0 × 30)
Byte 1 Tx Power
Byte 2–9 8 Byte Ephemeral Identifier
4.2. Data Processing Module
The data processing module preprocesses the data to reduce the error range using a filtering
algorithm to correct the RSSI data received from the data acquisition module. This module uses the
RSSI data and Tx power data of the beacons collected by communicating with the mobile devices in the
collection module to calculate the distance between each beacon and the mobile device, and then uses
those distances to calculate the position of the user in the indoor space. The data calibration process
used in this module is explained in Section 5.
4.3. Data Management Module
The data management module specifies the location of a user’s mobile device and manages
various data required by the indoor positioning system after the data processing module has analyzed
the data collected by the acquisition module.
Information about the computed location is stored in the local database of the indoor positioning
system. To manage the beacons in the system, beacon identifiers and information about the actual
location where each beacon is located in the indoor space are also stored in the system database, as are
the distance data measured from each beacon in the indoor space. Additionally, several tables for
aggregation are defined and to further facilitate data management. In the data management module,
the Eddystone Configuration GATT Service can be used to communicate with the beacons to set Tx
power, signal interval, and so on [18].
5. Application and Measurement Results of Filter Algorithm
5.1. Apply Filter Algorithm
When an RSSI broadcast by a beacon near a mobile device is collected by an application running
on the mobile device, the data processing module of the positioning system corrects the value by
applying a filter algorithm. The application of the filter algorithm is divided into two steps. The first is
the application of the average filter. As explained previously, because RSSI is highly influenced by
ambient noise, new results are obtained for every measurement even if measurements have already
been performed at the same position. To solve this problem, after collecting the RSSI several times,









In Equation (3), x represents data, that is, RSSI, and k indicates the measurement time. The value of
the k-th data is calculated by weighting the measured value at the k-th measurement and the calculated
values before that. The following is the application of the Kalman Filter. Kalman filter is applied to the
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corrected value once using the average filter, and the correction process is repeated. A Kalman filter is
a recursive filter that tracks the state of a dynamic system that contains noise. The operation of the
Kalman filter is shown Figure 7. [19] The application of the Kalman filter consists of a state prediction
step and a two-part measurement update step. The data are corrected while continuously repeating
this process.
Figure 7. The process of tracking the state of a Kalman filter.
When new data are received, the state prediction step predicts the state of the new data based on
the previously estimated state. The measurement update step calculates the current state of the data
by determining which are more reliable based on the state of the data predicted in the state prediction
step and actual measured data [20].
5.2. RSSI Correction Result
This section discussed the results of calibrating the RSSI by applying a filter algorithm. For the
experiment, we installed a beacon in a specific space, received the RSSI on the mobile device, and then
used it to calculate the distance between the beacon and the mobile device. To reduce the influence of
other factors on the comparison of the result, other factors such as the Tx power of the beacon and
the advertise interval were set equal to a predetermined value before performing the measurement.
The performance was analyzed by comparing measurement results obtained without applying the
filter algorithm with those obtained using the filter algorithm.
Figure 8 shows the results of RSSI measurements taken at a distance of 2 m from a single beacon for
several seconds. Figure 8a shows the raw data, and Figure 8b shows the corrected data. As observed
in the graphs, irregular data were recorded for each measurement even if the RSSI data without
the algorithm had been measured at the same position. Conversely, it was confirmed that the data
corrected by applying the filter algorithm were stable and constant compared to the raw data.
Figures 9–11 show the results of distance measurements at various distances. The distances were
measured using RSSI at distances of 4 m, 7 m and 11 m, respectively, and then plotted as a graph.
Compared with the raw data, the corrected data has a more stable and has an error value within 10%.
However, it has been confirmed that the measurement distance is less accurate at a distance of 11 m
or more.
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Figure 8. RSSI measurement results: (a) Raw data; (b) Corrected data.
 
Figure 9. Distance measurement result (4 m).
Figure 10. Distance measurement result (7 m).
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Figure 11. Distance measurement result (11 m).
5.3. Indoor Localization
This section describes the calculation of the position coordinates and analyzes the performance of
the proposed indoor positioning system. Figure 12 depicts the experimental setup of the measurement
space environment. There are many beacons spaced 8 m apart in the indoor space where the
measurement takes place. The process began when a user’s mobile device received a beacon
broadcasting signal. If three or more signals were received at the same time, three nearby values were
selected, and the distances from the corresponding beacons were measured. After applying the filter
algorithm and calculating the distance from each beacon, the position coordinates of the mobile device
were determined using the trilateration method.
Figure 12. Indoor positioning environment.
Figure 13 shows the result of coordinate the smart device in the experimental space. The experimental
space is 8 m × 8 m and beacons are installed at each corner. In order to analyze the performance, several
measurements were made from specific locations to several devices and the result were analyzed.
As observed Figure 13, the result of using raw data is unstable. Thus, coordinates are recorded at
different position every time and are different from the actual position.
In contrast, the data that applied the filter algorithm was self-reinforcing and confirmed that the
coordinates were measured at a certain position. We confirmed that the measured position differs by
about 1m from the actual position.
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Figure 13. positioning results: (a) Raw data; (b) Corrected data.
6. Conclusions
In this paper, we propose an indoor positioning system that corrects unstable RSSI and improves
the accuracy of location measurement by using filter algorithm based on average filter and EKF.
In identifying beacon’s identifier, we used ephemeral ID to improve security. We used Google’s
Eddystone-EID frame to generate ephemeral ID. We calculate the distance between the beacon and the
device using the filter algorithm applied data at various distance and compared the results with the
raw data. And we used the data to coordinate the position of the device and analyze the results. As a
result, we confirmed that our method can achieve stable performance at distances of less than 7 m.
However, performance degrades in a space where the distance between the beacon and the device
exceeds 7 m. In the future, we will study algorithms that can achieve good performance even when
the distance between the beacon and the device is farther. We intend to develop an indoor positioning
system with good performance in a wider space even with a small number of beacons.
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Abstract: As the size and service requirements of today’s networks gradually increase, large numbers
of proprietary devices are deployed, which leads to network complexity, information security crises
and makes network service and service provider management increasingly difficult. Network
function virtualization (NFV) technology is one solution to this problem. NFV separates network
functions from hardware and deploys them as software on a common server. NFV can be used
to improve service flexibility and isolate the services provided for each user, thus guaranteeing
the security of user data. Therefore, the use of NFV technology includes many problems worth
studying. For example, when there is a free choice of network path, one problem is how to choose
a service function chain (SFC) that both meets the requirements and offers the service provider
maximum profit. Most existing solutions are heuristic algorithms with high time efficiency, or integer
linear programming (ILP) algorithms with high accuracy. It’s necessary to design an algorithm that
symmetrically considers both time efficiency and accuracy. In this paper, we propose the Q-learning
Framework Hybrid Module algorithm (QLFHM), which includes reinforcement learning to solve
this SFC deployment problem in dynamic networks. The reinforcement learning module in QLFHM
is responsible for the output of alternative paths, while the load balancing module in QLFHM is
responsible for picking the optimal solution from them. The results of a comparison simulation
experiment on a dynamic network topology show that the proposed algorithm can output the
approximate optimal solution in a relatively short time while also considering the network load
balance. Thus, it achieves the goal of maximizing the benefit to the service provider.
Keywords: network function virtualization; service function chain; reinforcement learning; load
balancing; security
1. Introduction
Currently, most networks use a large number of dedicated hardware devices that provide features
such as firewalls and network address translation (NAT). The various services provided by service
providers usually require specialized hardware devices. As the network grows in size and emerging
industries such as big data [1,2] and cloud computing [3–5] are expanding rapidly, starting a new
service requires deploying a variety of dedicated hardware devices, making it extremely difficult
to design a private protocol and protect the security of user data. Because users share resources on
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dedicated hardware devices, hackers can take advantage of certain security vulnerabilities in some
devices and easily obtain data of users. Nevertheless, as service requirements continue to increase,
service providers must regularly expand their physical infrastructure, leading to high infrastructure
and operating costs [6,7].
Based on network service requirements, service providers have begun to pay attention to network
function virtualization (NFV) technology [8]. Unlike previous dedicated hardware devices, NFV
converts network service functions into software, and provides services through a common server
device. Although using the same servers, NFV technology isolates the resources and functions on the
computer and then allocates them to users, which ensures the privacy and security of user data. Using
NFV, service providers can respond quickly to service needs and traffic changes by managing software
to distribute services. Moreover, by centralizing resource management, service providers can reduce
infrastructure and operating costs [9].
Using NFV technology, we can use virtual network functions (VNFs) [10] to represent network
services deployed on continuous network topology nodes to form a service function chain (SFC) [11].
This approach reduces hardware costs and operating expenses but needs to be robust for IT and
bandwidth resources [12]. However, the development of NFV also introduces challenges. For example,
as user demand grows, the SFC that provides services to the user may need to be adjusted frequently to
ensure service continuity, for example, when the user moves. In this case, preserving continuity requires
changing the SFC in the network topology to suit the user’s requests [13]. However, an intelligent
approach to building and adjusting SFCs to reduce labor costs is worth investigating.
For an SFC, when a service ends, the best deployment for a new request may change [14]. Static
SFC deployment causes unnecessary resource consumption and wastes many idle resources. Therefore,
dynamic SFC deployment is more suitable for research; we must balance the consumption of various
resources in real time.
Reinforcement learning (RL) [15] is an area of machine learning that focuses on determining how
software agents should act in an environment to maximize some of the concepts of cumulative rewards.
This problem is broad and applicable to many fields [16–20].
RL is also used to study the existence of optimal solutions and accurate algorithm calculation
to adapt to and explore unknown environmental models without requiring training data support.
In some cases, RL can be used to yield limited-equilibrium decisions. RL refers to an agent in an
environment that involves many states. Through RL, each agent learns appropriate actions by receiving
rewards for actions taken to achieve its purpose. The states that exist in an environment may or may
not help the agent achieve the goal. As agents experience each state while attempting to achieve their
goals, they are rewarded by the environment. When an agent consistently fails to reach the target state,
it cannot gain the reward. Thus, agents iterate through many trials and errors and eventually learn the
most appropriate action for each state.
However, there are many researches related to reinforcement learning, such as stochastic learning
automata [21,22], Q-learning [23], deep Q network [24], and Generative Adversarial Networks [25].
After our comparison, we found that Q-learning is most suitable for the problems studied in this paper.
In this study, we use an RL algorithm called Q-learning. The rewards and strategies are recorded
in a matrix. The goal of the training phase is to make the strategy that preserves the matrix (Q matrix)
converge. The matrix has been proven to converge for continuous decision problems in environments
that meet the requirements of RL. During use, the state transition strategy is provided directly by the
Q matrix containing the policy.
The reasons why we use Q-learning are as follows. First of all, because a common problem of
machine learning is it is time consuming in training; the Q-learning training stage is easy to understand,
and the structure of the storage strategy is easy to be modified, so it can be optimized. Secondly, the
problem that Q-learning can solve is more similar to the problem in this paper, which helps to give
play to the advantages of the algorithm. Therefore, the use of the Q-learning algorithm can greatly
reduce the training time and computational complexity.
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To optimize the deployment of SFCs in a dynamic network, we integrated RL into the problem
and designed a new deployment decision algorithm. This paper studies the problem of deploying
SFCs in a multiserver dynamic network. Unlike the data center network [26,27], the nodes of the
multi-server network have fewer resources and the SFC deployment is more difficult. Due to the
characteristics of dynamic networks, new SFCs may need to be deployed at any time, and some
services should be cancelled. To accomplish these tasks, we propose a real-time online deployment
decision algorithm called QLFHM. After learning the entire topology and the use of virtual resources,
the algorithm uses the RL module and the load balancing module to output an SFC immediately.
We compared our proposed algorithm with other algorithms in a simulation experiment and evaluated
it repeatedly. The simulation results show that the algorithm achieves good performance with regard
to decision time, load balancing, deployment success rate and deployment profit.
The rest of this paper is organized as follows. Section 2 provides an overview of the current work
related to the field. In Section 3, we describe the problem models we want to solve, including network
models, user requests, and dynamic deployment adjustments. To solve these problems, we propose
our algorithm model in Section 4. We present a comparison with other algorithms in Section 5. Finally,
Section 6 summarizes the paper.
2. Related Work
In NFV networks, network functions are implemented as VNFs in software form. The characteristics
of VNFs allow them to be deployed flexibly and ensure the security of users. Therefore, key consideration
needs to be given to the placement of VNFs to meet service requirements, quality of service, and the
interests of service providers. This type of problem is called the VNF Placement (VNF-P) problem and
has been proven to be a non-deterministic polynomial-time hard (NP-hard) problem [28]. Consequently,
it is often difficult to find the optimal solution of a VNF-P problem.
The study of deployment problems is divided into static deployment problems and dynamic
deployment problems. The difference is that during static deployment, the SFC in the network is
always there; in contrast, during dynamic deployment it will be withdrawn after some period.
In a static problem, deployment is the equivalent of an offline decision: all the requirements are
considered when choosing the deployment. Because the SFC being deployed is not retracted after
placement, the main consideration is how to arrange more SFCs, which is also the main evaluation
criterion. For example, the BSVR algorithm proposed by Li et al. [29] mainly considers load balancing
and the number of accepted SFCs. In addition, unlike us, they set up a consistent type of VNF that can
be shared by multiple SFCs.
Here, we study the dynamic problem, which is closer to the real network situation [30]. In a
dynamic situation, an SFC will be withdrawn after some deployment period, making the network
more fluid.
Facing those problems, the methods are similar. To obtain the optimal solution of the VNF-P
problem, mathematical programming methods such as integer linear programming (ILP) and mixed
ILP (MILP) are the most popular approach [31]. The next most popular approaches involve heuristic
algorithms [32] or a combination of heuristic algorithms and ILP. Although there are different
optimization approaches to VNF-P problems, the limitations of these approaches are generally similar
and include bandwidth resources, IT resources, link delay, VNF deployment, and cost and profit
considerations [33–35].
For example, Bari et al. [28] approximately expressed the VNF-P problem as an ILP model
and solved it with a heuristic algorithm that attempted to minimize operating expense (OPEX)
and maximize network utilization. Gupta et al. [33] tried to minimize bandwidth consumption.
Luizelli et al. [31] also developed an ILP model that seeks to minimize both the end-to-end delay and
the resource overhang ratio. J. Liu et al. [14] proposed the column generation (CG) model algorithm
based on ILP and attempted to maximize the service provider’s profit and the request acceptance ratio.
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Some of the papers mentioned above have reported that the execution times for solving these two
mathematical models increase exponentially with the size of the network. After solving the model
with optimization software or a precision algorithm, they immediately proposed a corresponding
heuristic algorithm.
Although the execution times of heuristic algorithms is much lower than that of ILP, most existing
heuristic algorithms provide only near-optimal solutions. However, considering the time savings,
heuristic algorithms form the main approach to solving VNF-P problems.
Some recent solutions to the VNF-P problem have applied machine learning techniques.
Kim et al. [36] constructed the entire problem as an RL model. Although the results of this approach
may not differ much from the optimal solution, using it in complex network situations results in
extremely long training times.
We also tried to avoid the shortcoming of too long training time while using intensive learning.
Given the tradeoff between the accuracy of the ILP algorithm and the time efficiency of the heuristic
algorithm, this paper proposes a QLFHM algorithm that combines RL and heuristic algorithms.
After comparing QLFHM with benchmark algorithms, we conclude that the QLFHM algorithm not
only guarantees an approximately optimal solution but also guarantees the time efficiency when
dynamically deploying a SFC.
3. Problem Description
We studied the problem of deploying an SFC across multiple servers in a dynamic network. Our
goal is to make the service provider most profitable while providing security guaranteed services.
We consider a scenario in which multiple input requests need to be deployed from the source
server to the target server over an appropriate link. The link must support the VNFs included in the
request. Due to the limited capacity of all servers and links, consideration should be given to the
distribution of SFCs to be deployed for the request that will allow more SFCs to be deployed.
We describe the problem model in the next sections, including the research motivation, network
model, request model and dynamic SFC deployment.
3.1. Research Motivation
Given a network with multiple servers, and each server supports the deployment of VNFs, but
IT resources are limited. Link bandwidth resources are also limited. Requests dynamically switch
between active and offline states. Thus, effectively determining how to deploy the SFCs can maximize
the request acceptance ratio and the service provider’s profit and minimize the computation time,
while satisfying all the constraints.
3.2. Network Model
The network can be seen as a graph G = (V, E), where V denotes the set of nodes, and E is the
set of links between nodes. Each e ∈ E represents a physical link between two network nodes; we use
Be ∈ N to show a link’s bandwidth capacity. Each v ∈ V is a network server, which functions as both
the users’ access point and a switch; each server also has an IT resource capacity; we use Iv ∈ N to
denote the IT resources of v. T represents the set of all the VNFs. We use Tv ∈ T to denote the set
of VNFs that can be deployed at each v. All servers can offer NFV services; however, some servers
only support partial services. We assume that bandwidth resources and node computing resources are
limited. We use a Boolean variable pj,v to represent the state in which the j-th VNF vn fj is deployed on
v ∈ V. A pj,v value of 1 denotes deployable and a value of 0 denotes undeployable:
pj,v =
{
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3.3. Request Model
RE is used to represent all incoming requests. Each request i ∈ RE is represented by the following
variables: si, di, Pi, ri. Here, si ∈ V refers to the client’s access node, di ∈ V is the data provider node
required by the user, Pi ∈ T is a vector that includes the required VNFs sequence on the request SFC,
and ri ∈ R+ refers to the unit compensation paid after the successful deployment of the request, which
is related to the number of VNFs represented by num_vn f si. We use ω to represent the unit value.




∗ num_vn f si ∗ ω. (2)
The profit gained after successful deployment of the SFC of user i is represented by pro f iti, and li
represents the chain length of a successfully deployed SFC: the number of nodes in the SFC:
pro f iti = ri − li ∗ ω. (3)
A successfully deployed s f ci should match the starting point si and destination di, select an
appropriate chain, and arrange the VNFs sequence sequentially on the chain nodes. The link length li





xi is a Boolean variable that indicates whether the request of user i is successfully deployed.
If its SFC is online, xi is 1; otherwise, xi is 0. Node_SFCi represents all the nodes in s f ci. Node_vNFsi
represents the nodes that can deploy VNFs in s f ci. Link_SFCi represents all the links in the s f ci. zi,j,π
is a Boolean variable that equals 1 if user i uses the path π ∈ Link_SFCi and the next node that deploys
VNFs of its node-deployed j-th VNF is node deployed—the (j + 1)-th VNF—and 0 otherwise.
Equation (5) ensures that the nodes deploying VNFs do not include the user access node si or the
service access node di:
Node_vNFsi = Node_SFCi − (si + di). (5)
Equations (6) and (7) ensure that when the s f ci is online, the Pi is deployed in the s f ci in sequence:
∩
v∈Node_vNFsi
pj,v = xi, ∀vn fj ∈ Pi ∀i ∈ RE (6)
∩
π∈Link_SFCi
zi,j,π = xi , ∀vn fj ∈ Pi ∀i ∈ RE. (7)
3.4. Dynamic SFC Deployment
We assume that during the arrival of a dynamic request scenario, the service provider will provide
service for the new request and will cancel the service function of a previous SFC at the end of the
service request time. The arrival time of requests occurs at a certain time interval. Therefore, at every
moment, the service provider addresses two types of user requests. These mainly affect the service
provider’s operation expenses and involve checking whether a new request is available and whether
there a chain of online services exists that need to be cancelled.
The goal of dynamic deployment is to maximize service provider profits. The IT resources
and bandwidth capacity exist as the deployment constraint condition; however, they affect only the
deployment ability and not the operation cost.
Node_vNFs_puti represents the node set that deployed VNFs for s f ci. I_maxv represents the
maximum IT capacity of node v. I_usej means the IT capacity needed by j-th VNF. Link_vNFs_puti is
the set of links that belong to s f ci. B_maxe denotes the maximum bandwidth capacity of link e, and
B_usei is the bandwidth capacity needed by the s f ci.
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For every v ∈ V:
∑
i∈RE
Iuse j ∗ pj,v ∗ xi ≤ I_maxv , i f v ∈ Node_vNFs_puti, ∀vn fj ∈ Pi, (8)
and for every e ∈ E:
∑
i∈RE
B_usei ∗ xi ≤ B_maxe , i f e ∈ LinkvNFsputi (9)
Equations (8) and (9) ensure that the user will not use more bandwidth and IT resources than the
total capacity available during any service time.
It should be noted, however, that some requests may be blocked because their long deployment
chains result in no profits. The Boolean variable yi indicates whether the request of user i has been




pro f iti ∗ yi. (10)
We depict the dynamic SFC deployment and revocation process in Figure 1. At each moment, the
situations represented by Figure 1a,b may occur in the network.
Figure 1. (a) Service function chain (SFC) deployment; (b) SFC revocation; SFC deployment and
revocation.
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In Figure 1a, after the SFC is generated for a request, the SFC will be deployed to the corresponding
path when sufficient resources are available. The path’s bandwidth resources will be consumed,
assuming a unit is consumed. The IT resources of the server deploying VNF will also be consumed,
assuming a unit is consumed, but the user access node and the data provider node do not consume
IT resources.
In Figure 1b, after the service time of an SFC expires, the SFC will be dropped from the network.
The path’s bandwidth resources and the IT resources of the server that deployed the VNF will also be
recovered, if they used units.
To maximize profits, service providers should first attempt make the SFC shorter while meeting
the demand. For the overall network, IT resources and bandwidth resources must be balanced properly,
which means that SFCs should be distributed as widely as possible, rather than crowding them together,
which can create problems. In this way, at any given time, we will have more nodes and paths to
choose from to form new SFCs.
4. Q-Learning Framework Hybrid Module Algorithm
In this section, we use the Q-learning framework hybrid module algorithm (QLFHM) to address
dynamic SFC deployment. First, to reduce the problem complexity, we divide the solution process into
two parts: we use the RL module to output several of the shortest paths that meet certain requirements.
The load balancing module obtains multiple routing outputs from the previous module and finally
obtains the solution of the problem. The goal of hierarchical processing is to reduce the training
and learning times and achieve an efficient output scheme. The architecture of QLFHM is shown in
Figure 2.
Figure 2. Q-learning Framework Hybrid Module.
4.1. Preliminaries
Problems that can be solved by Q learning generally conform to the Markov decision-making
process (MDP) and have no aftereffect. That is to say, the next state of the system is only related to the
current state information and is unrelated to the earlier state. Unlike the Markov chain and Markov
models, the MDP considers actions, that is, the next state of the system is related not only to the current
state, but also to the current action taken. The dynamic process of MDP is shown in Figure 3:
Figure 3. Dynamic process of the Markov decision-making process (MDP).
The return value r is based on state s and action a, each combination of s and a has its own value
of return, then MDP can also be represented as the following Figure 4:
In relation to the problem in this paper, it conforms to the Markov decision making process, but
the difference is that the times of decision making for the problem in this paper is limited. Therefore,
after our study, we combine the Q-learning with this problem and optimize the Q-learning algorithm
for this problem. In this way, we can not only take advantage of the reinforcement learning, but also
avoid its defects, which can provide new ideas for dynamic SFC deployment.
A key point of the algorithm proposed in this paper is that it improves the Q matrix and changes
the original two-dimensional matrix into a five-dimensional matrix. The five subscripts are now_h,
now_node, action_node, end_node, h. The subscript now_h refers to the number of hops that have been
visited in the current state; now_node is the node in which the agent is in the current state; action_node
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is the next available node set; end_node is the node that this SFC will eventually reach; and h is the
minimum number of hops that can meet the deployment requirements.
Figure 4. Diagram of r with a and s.
As shown in Figure 5, after the agent responds to the environmental state, the environmental
state changes and returns r. The Q matrix is updated with r. The agent will repeat the above behavior
until the Q matrix converges. The Q-learning algorithm is shown in Equation (11):







)− Q(s, a)). (11)
Figure 5. Reinforcement learning training stage.
The values stored in Q are the recommended values for the next action in each state. The higher a
recommended value is, the more it is worth performing. The recommended values are formed during
the training phase of the Q matrix.
In Equation (11), Q is a matrix that stores the recommended values of the executable actions in
the current state. Depending on these values, the agent can decide which action to take next. In the Q
matrix, the subscript s refers to the state, a to the action, s′ to the future state, a′ to the future action,
and r is the reward value, which comes from the reward matrix R. Here, α and γ are the studied ratio
between 0 and 1.
In R, we set the value of the element to 1000, which has same now_node and end_node in the
subscript. This value represents the reward given when completing the pathfinding task.
For Q [now_h, now_node, action_node, end_node, h], Specifically, when the four subscripts now_h,
now_node, end_node, and h, which represent states, are determined, the subscripts of action_node are
iterated. The maximum value is selected and its subscript action_node is executed. The advantages of
this approach are that (1) it makes the state more observable, and (2) it divides the states into several
independent parts that are conducive to parallel programming techniques.
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The recommended values stored in Q are determined by Equation (11), which is a simplified
version of Equation (12).









Some of the parameters and variables used in the QLFHM algorithm are described in Table 1:
Table 1. Parameters and variables in the Q-learning Framework Hybrid Module algorithm (QLFHM)
algorithm.
Parameters and Variables Definition
G Information about network topology
V A list of nodes in a network topology
Vi Node adjacent to node i
hmax The maximum number of hops allowed by the model
hmin The minimum number of hops allowed by the model
Q A 5-dimensional matrix with 5 subscripts {now_h, now_node, action_node, end_node, h}that store recommended action values
R A 5-dimensional matrix with 5 subscripts {now_h, now_node, action_node, end_node, h}that store action reward values
h The number of hops in the current state
RE User request list, including start and stop nodes, VNF requirements, arrival time, andrequest online duration
PA Path list that matches the start and stop nodes
CA Path list that satisfies the start and stop nodes and the VNFs requirements
ONL The online SFC list
4.2. Reinforcement Learning Module
In this section, we propose the RL module, which is responsible for outputting alternative paths
based on the network topology. The content is divided into two parts: a training stage and a decision
stage. In the first part, we first provide the original Q-learning training algorithm and then provide the
optimized training algorithm for this problem. Both algorithms have advantages and disadvantages.
In the second part, we will propose the algorithm used in the decision stage.
4.2.1. Original Q-Learning Training Algorithm
In the training phase, training data are not required; this phase automatically generates the RL
model according to the basic network topology information.
Algorithm 1 adopts the standard Q-learning training method, that is, iterative trial and error.
The rewards attained during the repeated attempts finally cause the Q matrix to converge. The variable
u is added for the greedy algorithm that enables the agent to improve the explored path in most cases,
while making it possible to explore new paths.
The advantages of using the Q-learning algorithm in this paper are as follows: (1) we can observe
and understand the decision-making process, and the use of the Q matrix is more intuitive and
comprehensible; (2) we can quickly convert this algorithm to a deep Q-learning algorithm, which uses
a neural network (DQN) to replace the Q matrix for decision making; and (3) Q-learning is conducive
to the improvement of the algorithm proposed in this paper and is suitable for solving the problems in
this paper.
The algorithm based on Q-learning obtained satisfactory results, but it also faces some problems.
For example, in the face of complex situations or too-large networks, the training period will be
excessive. Consequently, an improved version is presented in Algorithm 2, which is optimized for
our problem.
39
Symmetry 2018, 10, 646
Algorithm 1. Original Q-learning Training Algorithm
1: initialize the Q matrix with all zero elements;
2: initialize the R matrix;
3: initialize hmin and hmax;
4: h = 0;
5: While True do
6: randomly generate v1 ∈ V;//as the now_node
7: randomly generate v3 ∈ V;//as the end_node
8: For h < hmax do:
9: randomly generate u ∈ [0, 1];
10: If u ≤ 0.8 then:
11: choose the v2 ∈ Vv1 with the maximum recommended value from Q;
12: End If
13: If u > 0.8 then:
14: randomly choose a v2 ∈ Vv1;
15: End If
16: v1 = v2;
17: If v2 = v3 then:








26: If the Q matrix has basically converged, then:
27: Break;//return the Q matrix that can be used
28: End If
29: End While
4.2.2. Optimized Q-Learning Training Algorithm
Algorithm 2 is an improved version of the Q-learning algorithm based on our problem.
It abandons the trial-and-error learning mode of the original algorithm and adopts a method similar to
neural diffusion, which results in a hundredfold reduction in training time.
In the Q matrix, we did not list the state with one index as in the original algorithm of Q-learning;
instead, we divided the state into four indexes. The advantages of this approach are as follows:
Algorithm 2 normally executes on a single computer; however, when greater efficiency is required, the
algorithm can begin working in a distributed operation starting on line 5. Because the four indexes
make some states independent, we can use distributed computing to reduce the execution time. And
the main functions in Algorithm 2 are described in Algorithm 3.
Algorithm 2. Optimized Q-learning Training Algorithm
1: initialize the Q matrix with all zero elements;
2: initialize the R matrix;
3: initialize hmin and hmax;
4: h = 0;
5: For each node v ∈ V do //as the end_node
6: chain = [v]
7: Find_way (Q, R, G, hmin, hmax, h, chain)
8: End For
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Algorithm 3. Find_way (Q, R, G, hmin, hmax, h, chain)
1: v0 = chain [0];
2: h = h ++;
3: chain_tmp = chain;
4: While h ≤ hmax do
5: For each node v2 ∈ Vv0 do
6: If v2 is not in chain_tmp then
7: chain_tmp = v2 + chain_tmp;
8: Find_way (Q, R, G, hmin, hmax, h, chain);
9: If h ≥ hmin then
10: For i in chain_tmp do
11: Write the link to the Q matrix,











4.2.3. Complexity Analysis of Original and Optimized Q-Learning Training Algorithm
In this section, we give the time complexity of the original and optimized Q-learning
training algorithm.
We use ite to represent the number of iterations of the original Q-learning training algorithm in
the trial and error training process, which is a very large number and also the reason for the long
training time.
The time complexity of original Q-learning training algorithm is
T = O(ite ∗ hmax). (13)






where hmax is less than 13; and n represents the number of nodes in the topology.
However, ite is not a constant, which will increase significantly with the increase of n and hmax.
And Equation (14) shows the worst case of a full-connected-network. Therefore, for the problem solved
in this paper, the optimized algorithm will consume much less time.
4.2.4. Q-Learning Decision Algorithm
After the Q matrix has largely converged, the training phase terminates. During the decision
phase, we use the Q matrix to output multiple alternative paths CA that meet the input requirements.
These paths are then sent to the load balancing module, which makes a final selection. The whole
process is described in Algorithm 4.
It is worth mentioning that even in the decision stage, the Q matrix is not necessarily permanently
static; it can be adjusted based on the actual situation to support supplementary learning for new paths
or nodes or the removal of expired paths and nodes.
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Algorithm 4. Q-learning decision-making process
1: read the trained matrix Q
2: read the user request list RE
3: For every re in RE do
4: Select some optional paths PA from Q;
5: For every pa in PA do
6: If the pa can deploy the required VNFs then
7: add pa to the candidate list CA;
8: End If
9: End For
10: If the candidate list CA is empty then
11: deployment for this re failed;
12: continue;
13: End If
14: Send the candidate list CA to the load balancing module;
15: End For
4.3. Load Balancing Module
The load balancing module adopts a scoring system. It scores each SFC output from the previous
module, and the optimal choice will be deployed.
First, consider the link weight weightlink ∈ [0, 1] and the node weightnode ∈ [0, 1], which represent
a proportion that focuses on the link or node. When no special requirement exists, we set the weights
to 0.5, 0.5:
weightnode + weightlink = 1. (15)
Next, we consider the weights of specific nodes weightnode v ∈ N and specific links weightlink e ∈
N is considered. To urge the SFC to go through a node or link, we increase its weight, which increases
the probability that the SFC will traverse that node or link. When no special requirement exists, the
weights remain unchanged.
Finally, the link bandwidth resources Be and node computing resources Iv are combined with
the weights mentioned above to obtain the final score. The higher the score is, the more the path
represented is worth deploying. The score is calculated by Equation (16):
score = weightlink ∗ [ ∑
e∈SFC
(weightlink e ∗ Be)]+weightnode∗[ ∑
v∈SFC
(weightnode v ∗ Iv)]. (16)
Using Equation (16), we can construct Algorithm 5, which takes the output of the RL module as
input and outputs the final decision results.
Algorithm 5. The load balancing scoring process
1: read the information from G
2: read the candidate list CA
3: For every pa in CA do
4: calculate the score of pa using Equation (15);
5: End For
6: take the path with the highest score from the candidate list CA;
7: record the start time tstart−re, and record the end time tend−re
8: add re to the online SFC list ONL;
9: change the resource residuals in the topology;
10: If any re in ONL reaches tend−re then
11: return the related resources in the topology;
12: End If
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Due to the flexibility of the independent scoring system, it can be customized for problems that
involve required traversal nodes as well as nodes that need to be bypassed. By further adjusting
parameters and structures, this algorithm can also be used to solve the problems related to virtual
machine consolidation and dynamic application sizing [37].
Dividing the SFC dynamic network deployment problem into two parts reduces the scale of the
problem and improves the execution efficiency. First, the improved Q-learning training algorithm
results in a training time that is one hundred times smaller. In addition, the independent scoring
system is highly flexible and can be customized for specific problems.
5. Performance Evaluation and Discussion
In this section, we compare the QLFHM algorithm with two other algorithms to evaluate the
performance of the proposed dynamic SFC deployment method. We first describe the simulation
environment and then provide several performance metrics used for comparisons in the simulation.
Finally, we describe the main simulation results.
5.1. Simulation Environment
The simulation uses the US network topology, which has 24 nodes and 43 edges. Here, we
assume that the server and switch are combined, which means that all nodes have local servers but
not necessarily all VNFs. The server’s IT resource capacity is 4 units, and the bandwidth capacity of
each physical link is 3 units. Note that each VNF occupies 1 unit of IT resources, and each traversed
link occupies only 1 unit of bandwidth resources. The online time of each request follows a uniform
distribution, and the arrival time is subject to a Poisson distribution.
Some servers can support 5 VNF types, but not all servers support all VNF types. For each VNF
type, the IT resources of each VNF consume one unit, and each unit can serve one user. Assume
that the number of VNFs per user requested in SFC is normally distributed from [2–4]. To compare
the proposed algorithm with existing algorithms, we implement the algorithm in [14], which has a
high success rate due to its use of ILP. Although the algorithm is optimized for time, it still requires
considerable time; thus, it is not shown on the time comparison graph. We also implement the
algorithm in [28], which has good execution efficiency.
5.2. Performance Metrics
We used the following metrics in the simulation to evaluate the performance of our proposed
algorithm. For the dynamic network with limited resources, we selected three sets of data for analysis:
the request acceptance ratio, the average service provider profit, and the calculation time per request.
(1) Request acceptance ratio: This value is the ratio of incoming service requests that have been
successfully deployed on the network to all incoming request. Ratio A is defined as
A =
Numbersuccess f ully deployed SFC
Numberinput service requests
. (17)
(2) Average service provider profit: This value is the total profit earned by the service provider







∗ num_vn f si − li
)
∗ ω ∗ yi. (18)
(3) Calculation time per request: This value reflects the decision time required before each SFC
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5.3. Simulation Results and Analysis
We divide the experiment into two parts and present and analyze the results separately.
The first part involves comparing and analyzing the performances of the QLFHM algorithm and
the other two selected benchmark algorithms in the simulated network. The second part compares and
discusses some parameters that can affect the performance of the QLFHM algorithm and demonstrate
its flexibility and modular capabilities.
We obtained each data point by averaging the results of multiple simulations. We executed the
simulations on an Ubuntu virtual machine running on a computer with a 3.7 GHz Intel Core i3-4170
and 4 GB of RAM. The algorithm models were coded in Python.
5.3.1. Performance Comparison in a Dynamic Network
This section provides comparison results from simulating the algorithm proposed in this paper
and the two other selected algorithms [14,28] on an SFC dynamic deployment problem. Three sets of
data were selected for analysis: the request acceptance ratio, service provider average profit, and the
calculation time required for each request.
Figure 6 shows a comparison of the request acceptance ratio achieved by the three algorithms.
As Figure 4 shows, when the number of requests is less than 400, the request acceptance ratio is
unstable due to insufficient data. However, the QLFHM and CG algorithms always achieve better
results than does the Viterbi algorithm. The request acceptance ratio of the CG algorithm is slightly
different because more than one optimal path exists in some cases, and the two algorithms use different
path selection strategies. After the algorithms select different paths, the overall situation will also
differ, resulting in some overall differences. After the number of requests exceeds 400, the request
acceptance ratio of the three algorithms tends to become stable; at that point, the request acceptance
ratio of the QLFHM algorithm is roughly the same as that of the CG algorithm using ILP. This result
demonstrates that the deployment success ratio of the QLFHM algorithm is higher than that of the
Viterbi algorithm and is close to the optimal solution at any request scale.
Figure 6. Comparison of the request acceptance ratio.
Figure 7 shows a comparison of the profits of the service providers achieved by the three
algorithms. There is almost no profit difference between the QLFHM and CG algorithms. However, as
the number of requests increases, the profit difference between the QLFHM algorithm and the Viterbi
algorithm gradually increases. Because the CG algorithm uses ILP, its deployment scheme is close
to optimal. The QLFHM algorithm obtains results not much different from CG, indicating that the
44
Symmetry 2018, 10, 646
deployment scheme of the QLFHM algorithm is close to optimal. We are confident that under larger
numbers of requests, the profit obtained using the QLFHM algorithm will never be less than that
obtained by the other two algorithms.
Figure 7. Comparison of service provider average profit.
In Figure 8, we compare the average operation time of only two algorithms. We know from [14]
that the operation time of the CG algorithm is much longer than that of the other two; therefore, the
CG algorithm’s performances are not included in the figure. Figure 8 shows that the average operation
time of the QLFHM algorithm is approximately 6 times less than that of the Viterbi algorithm. This
result indicates that among the three algorithms, the QLFHM algorithm yields the fastest result.
Figure 8. Comparison of computation time per request.
By comparison, we can draw the following conclusion. Under the condition that the output
deployment scheme is close to the optimal solution, the Q algorithm provides a result faster than does
the general heuristic algorithm. The request acceptance ratio and the service provider average profit
values indicate that the algorithm considers the global network insofar as possible—that is, it better
guarantees the load balance.
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5.3.2. Effects of the Use Ratio λ
We know that the Q matrix stores several link strategies between any two points in the topology.
However, in the actual output process, scoring all the links may not be the best option. Here, we test
the proportion of the use of the RL output, which we call the use ratio λ.
There are three parameters x1, x2, x3 associated with λ in step 4 of Algorithm 4. The parameter
x1 represents the ratio of the recommended value of the next action in a state. For example, if x1 is set
to 0.6, alternative paths can be added if their recommended value is greater than 0.6 multiplied by the
maximum recommended value. The parameter x2 limits the number of paths to find. For example,
when x2 is set to 100, the algorithm will stop looking after finding 100 candidate paths. The parameter
x3 represents the longest length of a single path, depending on the number of VNFs required.
To perform a comparison, we divide λ into three scenarios: low λ, balanced λ and high λ. The use
ratio design is listed in Table 2.
Table 2. The design of the use ratio λ .
Use Ratio λlow λbalanced λhigh
x1 0.79 0.6 0.4
x2 100 100 100
x3 7 7 7
After completing this analysis, we selected the balanced parameter (which is the λ parameter used
in the previous section). We used the same three metrics (request acceptance ratio, service provider
average profit, and computation time per request) for analysis.
From Figure 9, we can see the acceptance ratio for requests in the three λ states. When the number
of requests is less than 400, the acceptance ratio of the three λ states is not particularly stable; of these,
the fluctuations of λhigh and λlow are high, while the fluctuation of λbalanced is much higher than the
other two λ states. When the request number is greater than 400, the acceptance ratio of all three λ
states tends to be stable, but the acceptance ratio of λbalanced is approximately 10% higher than those
of the other two states. This is because when the λ state is λhigh, some longer paths may obtain high
scores; thus, they will be selected for deployment, occupy more bandwidth resources, and affect other
SFC deployments. When the λ state is λlow, the number of options for participation is insufficient, and
the optimal choice cannot be found.
Figure 9. Comparison of the request acceptance ratio among different λ states.
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In Figure 10, we compare the service provider’s profits in the three λ states. The profit difference
among the three states is not obvious when the number of requests is low; however, as the number
of requests increases, the profit margins in the λhigh and λlow states remain close and their slopes are
approximately the same. In contrast, the profit of λbalanced increases at a greater slope, increasing the
gap between its profits and those of the other λ states. This result is related to the deployment success
rate and the length of the deployed SFCs. We are confident that when the λ state is λbalanced, the profit
obtained by using this algorithm will be larger than the profits obtainable using the other two states of λ.
Figure 10. Comparison of service provider average profit among different λ states.
Figure 11 shows a comparison of operation times under the three λ states. The average operation
time in the λlow and λbalanced states is largely stable, while some fluctuation occurs in the λhigh
state. The value of λ determines the number of candidate paths that participate in the score stage;
consequently, the operation time is proportional to the value of λ. However, as shown, we found
that the average operation time of the λbalanced value is closer to the λlow state and better matches the
desired time efficiency.
Figure 11. Comparison of computation time per request among different λ states.
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After conducting this comparison, we think that the λbalanced setting is better than the λhigh or
λlow settings. These results suggest that in some cases, the local optimum is not the global optimum.
On one hand, the λbalanced setting helps to reduce the output time. On the other hand, it can reduce
the operational overhead of the service provider. Overall, the setting represents a tradeoff between
reducing execution time and achieving an optimal solution.
5.3.3. Comparison of Training Time
In this sub-section, we show a comparison of operation time between original and optimized
Q-learning training algorithm. We change hmax to make the path we need to find longer, and the
number of paths increases, which is the same as the case when the network topology keeps getting
bigger. Taking the convergence of Q matrix as the termination time, the comparison results are shown
in Figure 12.
Figure 12. comparison of the operation time between Original and Optimized Q-learning Training
Algorithm.
From Figure 12 we can see that the operation time is not at an order of magnitude, and the gap
grows larger and larger with the increase of hmax. This is because the times of trial and error training
iterations of the RL is very large. Take hmax as 7 for example, there are 10,000 iterations in 5 s, and
2,252,000 iterations are needed to make the Q matrix to converge. When hmax is larger, it is more
difficult to achieve the convergence of Q matrix.
From the comparison results, it can be seen that in any practical situation, the optimized algorithm
can produce a convergent Q matrix within 1 min. This not only solves the problem of reducing the
training time, but also solves the problem of judging whether the Q matrix converges.
The entire simulation comparison shows that compared with the benchmark algorithms, the
QLFHM algorithm proposed in this paper has excellent performance and can make decisions based
on requests in a very short time while maximizing the service provider’s profits. Moreover, the three
adjustable parameters not only increase the algorithm’s flexibility but also leave room for improvement.
6. Conclusions
This study investigated SFC deployment in a dynamic network. We designed an effective
algorithm (QLFHM) to solve this problem. In the QLFHM algorithm, we consider the network load
balance and make corresponding countermeasures to reflect the real-time changes in a dynamic
network. The algorithm first reads the network topology information and then learns the topology
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routing scheme through the RL module. Then, it uses the load balancing module to select the optimal
solution from several candidate schemes output by the RL module. The improved learning algorithm
improves the efficiency of addressing this specific type of problem; it not only capitalizes on the
decision-making advantages of RL but also avoids a lengthy training process. Finally, we conducted
extensive simulation experiments in a simulated network environment to evaluate the performance
of our proposed algorithm. The experimental results show that the performance of the proposed
QLFHM algorithm is superior to that of the benchmark algorithms CG and Viterbi when processing
service requests. We are confident that while QLFHM algorithm ensures the security of user data, its
performance advantages are reflected by the decision time, load balancing, deployment success rate
and deployment profit when deploying SFCs.
In future work, we will further carry out other related researches such as the migration of virtual
machines for the deployed VNFs [38], the energy-saving operation of servers in the network [39], and
the decentralization of resource allocation controllers [40] to extend our current study.
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Abstract: In a real manufacturing environment, the set of tasks that should be scheduled is changing
over the time, which means that scheduling problems are dynamic. Also, in order to adapt the
manufacturing systems with fluctuations, such as machine failure and create bottleneck machines,
various flexibilities are considered in this system. For the first time, in this research, we consider
the operational flexibility and flexibility due to Parallel Machines (PM) with non-uniform speed
in Dynamic Job Shop (DJS) and in the field of Flexible Dynamic Job-Shop with Parallel Machines
(FDJSPM) model. After modeling the problem, an algorithm based on the principles of Genetic
Algorithm (GA) with dynamic two-dimensional chromosomes is proposed. The results of proposed
algorithm and comparison with meta-heuristic data in the literature indicate the improvement of
solutions by 1.34 percent for different dimensions of the problem.
Keywords: Dynamic job-shop; Parallel Machines; Maximum flow-time of components; Genetic
Algorithm
1. Introduction
Scheduling (assigning resources to tasks) is one of the most important decisions in the optimal
utilization of facilities and equipment. Research in this area can be divided into two parts—static
environments and dynamic environments. Most of the methods discussed in the literature can solve
the static scheduling but do not consider dynamic events, such as different times of new orders, staff
reductions, and machine failure. In the scheduling problems, if the set of tasks don’t change over
time, then the manufacturing system is static. In contrast, if new a task is added to the set of tasks
during the time, this system is a dynamic manufacturing system [1,2]. In other words, in a dynamic
manufacturing system, all tasks are available (at zero time) simultaneously. But, in an actual Sequence
of operations, the runtime of tasks needs to be considered. In practice, scheduling problems are
dynamic and the main reason for that is that some of the mentioned parameters change over the
time. Therefore, the dynamic nature of a scheduling problem should be considered to solve practical
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problems [3,4]. It has been proved that solving static models is easier than dynamic models and wide
reviews have been done on them [5].
Current research, consider the flexibility of operation and flexibility due to parallel machines in
addition to considering the dynamic manufacturing environment (due to the non-zero entry time of
tasks to the workshop).
In general, in classic manufacturing models, there is only one processing route for each task,
which leads to the lack of flexibility in such production systems. In such environments, production
flexibility is a key competitive weapon, and having this capability becomes a competitive advantage
that causes to able them to quickly respond to unpredictable changes.
For example, having some flexibility in an industrial production context for powerful
manufacturing systems leads to being adaptable to fluctuations, such as machine failure and
bottlenecking of machine creation. And then each machine can produce several products [6,7].
Today, most manufacturing systems keep several versions of each machine at each workstation
(flexibility due to parallel machines) to solve the bottleneck problem (due to long processing times for
some components or due to machine failure) and to increase production and improve performance.
Some operations can be processed not only on one station but also on a set of stations available
in the workshop (flexibility due to operation). These conditions add another complexity to this
problem, so finding an approximately optimal solution for these problems is very complicated and
difficult [8–12].
In the literature, these problems are known as flexible scheduling problems. In a comprehensive
survey that was conducted in 2000, the dimensions of this flexibility were expanded to 15 [13].
In this paper, Flexible Dynamic Job-Shop with Parallel Machines (FDJSPM) in manufacturing
environments has been studied. There are n components and m workstations in which each component
needs a certain set of operations (O) and the sequence of movement between workstations is different
for each component. In this study, we consider a dynamic workshop in order to be more relevant for
actual manufacturing environments. Each component enters the workshop at time r (a random and
non-zero time). To avoid bottlenecks and increase production rates, each workstation can process more
than one component (due to operation flexibility). Each workstation M includes L parallel machines
with non-uniform speeds and can process the assigned tasks (because of the flexibility of parallel
machines with uniform speeds).
The aim of this paper is to model the problem and then solve the problem of minimizing the
workflow (Fmax) by considering the dynamics generated in the workshop, i.e., operation flexibility
and the flexibility of the parallel machines with non-uniform speed. In this study, for the first time, we
consider the operational flexibility and the flexibility due to parallel machines with non-uniform speed
for a dynamic job shop.
Accordingly, the FDJSPM problem splits into two subproblems: allocation and sequencing of
operations. The allocation subproblem is caused by the flexibility generated in job-shop production,
and increases the complexity of the problem.
This paper consists of 7 sections. The introduction and research necessity are investigated in this
section. The literature on the subject and related work in the field of flexible, dynamic, and static
manufacturing systems are presented in Section 2. The problem definition and the mathematical model
are introduced in Section 3. The proposed approach is defined in Section 4. Numerical experiments
and experimental results are presented in Sections 5 and 6, respectively. Results of the research and
future work are presented in Section 7. The following, literature review and research background in
the field of “job-shop”, “flexible job-shop” and “scheduling by parallel machines with uniform and
non-uniform speeds” are presented.
2. Related Work
Classic Job-Shop Scheduling (JS) and Dynamic Job-Shop Scheduling (DJS) are the most important
production management problems and one of the most difficult combinatorial optimization problems.
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Generally, research done on scheduling in dynamic environments has been based on either queuing
theory or rolling time horizon. In the first case, the scheduling problem is considered as a queuing
system and new orders go on devices after arrival and they are processed based on their prioritization.
Analytical methods for solving this problem are based on queuing theory [1]. Due to the
complexity of the problem, the above-mentioned analytical methods can solve the problems with one
machine. The rolling time horizon technique is an efficient way to provide schedules for dynamic
problems in which the dynamic scheduling problem is split into several static scheduling problems
and in each stage, each problem is solved statically. This method was applied to solve medium-term
scheduling problems [1]. Then, it was used to investigate the scheduling problem and significant
results were presented in this field [14]. Later, researchers used general solutions to use this method in
backward scheduling [15]. Recently, scheduling problems in dynamic and uncertain environments
have been investigated by using RTH methods and their performances evaluated in different situations.
In the JS problem, the route of tasks is fixed and it isn’t necessary to have the same route for all
tasks. In this problem, we assume that there is one processing route for each task, which leads to the
lack of flexibility in manufacturing systems.
Flexible Job Shop Scheduling (FJS) is an extension of JS, in which each operation can be processed
by a set of machines. According to the definition, FJS includes two subproblems: routing (assign the
machine to the operation) and scheduling (sequencing the operations) [16].
FJSPM is an extension of FJS and parallel machines. In each step of FJS, there is only one machine.
In FJSPM, there is more than one machine at least in one step, and in each step, a set of parallel
machines are placed together and each of them can process the operation assigned to that step.
Thus, we can choose a different route to process the operations. In fact, a new kind of flexibility is
defined for JS which has not been considered in the literature. The main idea of this flexibility is to
increase the production, address the bottleneck problem, and use it as a competitive advantage in the
economic environment.
In 1998 [17], mixed three-stage JS with a particular structure; one machine in step 1 and 3 and
two machines in step 2, was investigated with the aim of minimizing the maximum completion time
(Cmax). In the same year, a Taboo Search Algorithm (TS) was also presented for FJSPM in order to
reduce the Cmax [18].
In 1999 [19] a study proposed a multi-objective algorithm to solve the flexible process. They
formulated the machine loading problem as a two-criteria integer program and proposed two different
meta-heuristic models, one of which is based on theory and the other is based on the GA. In the same
year, a hybrid genetic-based algorithm was proposed to minimize the Cmax in FJS [20]. After that,
in 2001, a polynomial algorithm with/without considering interruption was proposed for FJS [21].
In 2002, for the first time, FJS was investigated in a multi-purpose case [22], and the proposed algorithm
was a hybrid of fuzzy logic and evolutionary algorithms. The flexibility of the problem was limited
only to the operational flexibility. Fuzzy logic is used to search the target space in order to find the
Pareto solutions.
In the same year, a GA was proposed for the same FJS problem in the supply chain to reduce the
Cmax [23]. They assume the existence of external sources, machine replacement for each operation,
and sequences of multiple operations for each component.
In 2003 [24], a symbiotic evolutionary algorithm (an evolutionary algorithm) which is based on
artificial intelligence was proposed. Some researchers tried to solve the FJS problem by using heuristic
methods and fuzzy logic [25]. In 2004, the flexibility in JS was limited to the operation flexibility [26].
The aim of this research was to reduce the latency and TS was used to solve the problem. In 2004,
a GA was proposed for the problem that researchers had discussed in 2002 [27]. In this study, at first,
the allocation subproblem is solved by the priority rule SPT and then, based on the most important
step of finding the best answer (selecting an appropriate representation of the chromosomes step),
a GA with chromosome representation based on the base operations is proposed. Computational
results show the effectiveness of the algorithm in dealing with large problems.
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The simulated annealing algorithm (SA) is proposed for Multi-Stage Job Shop with Parallel
Machines (MSJSPM) with the aim of minimizing the total current time [28]. Also, problems studied
in previous years [22] were investigated in this year [29] and a hybrid hierarchy method was
proposed for that problem. In this method, Particle Swarm Optimization (PSO) is used for solving the
routing subproblem, and SA is used for solving the sequence of operations. In 2004, a new method
was proposed for economic scheduling of multi-products with a general cycle in FJS [30] and a
multi-objective and efficient practical hierarchy method was proposed for FJS [31]. This method is a
hybrid of PSO and SA. Then, a new algorithm based on the Artificial Immune System (AIS) for FJS
with turning back was proposed [32].
In 2006, FJS with uniform parallel machines, with the aim of minimizing the Cmax, was studied [33].
They developed a set of meta-heuristic algorithms and showed that for a large number of tasks, a vector
addition based meta-heuristic is optimal. Researchers used three kinds of flexibility; totally (FJSP-100),
average (FJSP-50), and partial (FJSP-20) [3]. They said that C% flexibility means all operations of
different tasks can be processed by C% of available machines in JS [1]. In 2007, overreliance of
evolutionary algorithms on recombination mechanisms and random selection was the most important
limitation of evolutionary algorithms [34].
In order to overcome these limitations and obtain efficient solutions for FJSP, they tried to take
advantage of the interaction between learning and evolution, and then they presented their GA,
named Hybrid Genetic Algorithm (HGA). Their algorithm was a hybrid of the evolutionary algorithm,
learning pattern, and population generation. A simple distribution rule used for population generation
and K-nearest neighborhood were used for the learning pattern. A combination of the Bottleneck
transmission method and a GA was used for FJS with three objectives in 2007 [35]. They utilized the
chromosome display method in [27] which uses 2 vectors instead of 1 vector for machine assignment
and sequence of operations. Also, they utilized the global search capability of GA and the local
search capability of the Bottleneck transmission method to solve the problem. In [30,31], the authors
examined scheduling in flexible flow lines with sequence-dependent setup times to minimize the
makespan. This type of manufacturing environment is found in industries, such as printed circuit
board and automobile manufacture. An integer program that incorporates these aspects of the problem
is formulated and discussed. Because of the difficulty in solving the IP directly, several heuristics are
developed, based on greedy methods, flow line methods, the Insertion Heuristic for the Traveling
Salesman Problem (TSP), and the Random Keys GA.
Generally, the results of a comprehensive study on the fields of “job shop”, “flexible job shop”,
and “job-shop scheduling with uniform/non-uniform parallel machine”, show that in most sequences,
all tasks are assumed to be available simultaneously. But, in real manufacturing environments, the set
of tasks which must be scheduled vary over time. This fact shows the dynamicity of the job-shop
problem. In addition, being adaptable to fluctuations, such as machine failure and bottlenecks of
machine creation, is very important for such systems.
These adaptations are generated by considering base flexibilities. In such a way, manufacturing
systems could use them as competitive advantages in addition to overcoming such fluctuations.
Therefore, by reviewing the literature and identify existing gaps, we investigate the FDJSPM.
For the first time, in this research, we consider “operational flexibility” and “flexibility due to
parallel machines with non-uniform speed” in the field of the dynamic JS model. In the following,
we model the problem with the aim of minimizing the flow time (Fmax).
3. Problem Definition and Mathematical Model
In this section, we will present the variables and introduce the FDJSPM problem, then present an
integer programming model, and finally prove the NP-hard feature of the problem.
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3.1. Problem Definition
The FDJSPM problem is defined as follow: there are m processing steps (workstations) for
n tasks (component) in JS where each task needs a set of operations. The Ith component enters
the dynamic job-shop at a non-zero time (ri). The Jth component consists of a chain of operations,
{oi, 1, oi, 2, . . . , oi, ni} which, without losing the generality, we can assume is the same as the order of
processing tasks in JS. The order of movement between workstations is different for various tasks
(the main feature of manufacturing tasks). The number of operations needed for task completion is
smaller or equal to the number of processing steps. In each step of processing, Mk, we need lk versions
of parallel machines with various speeds. Each of them can process the assigned operations to that
step. In a flexible workstation, this parameter (lk) is larger than 1. Each operation can be processed by
at least one workstation, and because of the operational flexibility, there is at least one operation which
can be processed on more than on a workstation.
The time needed to process the operation Oi,j on a machine with Sk,pm = 1 in the kth step is equal to
Ppm,j,k, if this operation is processed on a machine with Sk,pm > 1 the time may be reduced to Pi,j,k/Sk,pm.
The aim of this paper is to reduce the maximum flow time of components (Fmax).
According to the definition, the FDJSPM problem is decomposed into two sub-problems:
assignment subproblem (assign tasks to flexible workstations) and sequencing operations (Sequencing
operations among the tasks in the waiting queue of each workstation). The assignment subproblem
is further decomposed into two subproblems: workstation assignment and machine assignment.
The assignment subproblem is caused by the operational flexibility and parallel machines in JS which
increase the complexity of the problem. The aim of this paper is to minimize the Fmax by considering
the following assumptions:
1. At a given time, each machine can process only one operation.
2. JS is dynamic and tasks enter to JS at a non-zero time.
3. At a given time, each task can be processed by only on one machine.
4. All machines are available at time 0 and never break down.
5. Interrupting the operation is not allowed and the processing time of each task is definite
and known.
6. Available depot is allowed and its capacity is infinite.
7. Preparation time between operations is negligible. It’s either a part of the processing time or the
transportation time and can be ignored.
Some of the above assumptions are unrealistic in practice and are considered for simplifying
the model.
3.2. Sets, Parameters, and Variables Definition
n: The number of entered tasks to the JS at the non-zero time
ni: The number of operations of ith component
ri: Entered the time of ith component to the JS
m: The number of processing steps (workstations)
k: Index of steps (workstations) k = 1, . . . , m
Mk: kth step of processing
Mk,r: rth parallel machine of kth step
Oi,j: ith operation of jth task
Sti,j: Step in which operation oi,j will be processed
lk: The number of parallel machines in kth step
lmax: Maximum of lk
pm: Index of parallel machines in workstations; pm=1, . . . , lk
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Sk,r: Speed of Mk,r
Pi,j: Time units to process the operation oi,j on a machine with unit speed
A: An optional big number
Fmax: Maximum flow time
ci,j: Earliest finish time of oi,j
















If op,q be processed before oi,j on Mk,pm this variable is 1, otherwise it is 0.
3.3. Mathematical Models
3.3.1. Objective Function
Minimization of flow time
F = {Max{Ci| i = 1, . . . , N}−ri} (1)
3.3.2. Constraints of the Problem
Ft(i,j+1)k,pm − Ft
i,j




k,pm ) ≥ Pi,j+1,k/Sk,pm

















k,pm + L × (1 − R
(i,j)(p,q)
k,pm ) ≥ X
(p,q)
k,pm × Pp,q,k/Sk,pm










k,pm = 1 1 ≤ i ≤ n; 1 ≤ j ≤ ni (5)
X(i,j)k,pm ≤ a
(i,j)
k 1 ≤ i ≤ n; 1 ≤ j ≤ ni; 1 ≤ k ≤ m; 1 ≤ pm ≤ lk′ (6)
Ft(i,1)k,pm ≤ A X
(i,1)








Ft(i,ni)k,pm 1 ≤ i ≤ n; (8)
Ft(i,j)k,pm ≤ L × X
(i,j)
k,pm × Pi,1,k/Sk,pm + ri ; 1 ≤ i ≤ n; ∀i; 1 ≤ j ≤ ni; 1 ≤ k ≤ m; 1 ≤ pm ≤ lk′ (9)
3.4. Model Description
In order for scheduling to be feasible, it’s necessary to assign each operation to the right
recourses [1]. Equation (2) ensures that operations don’t have any interference. In other words,
these Equations lead to process operations in an appropriate order.
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Since two operations cannot be processed on one machine at the same time, a valid schedule must
consider resource limitations to solve the problem [1]. Equations (3) and (4) ensure that operations on
one processor don’t have interference.
All models presented for JS have at least 2 similar limitations. All JS problems have constraints 1,
2, and 3 in common. The innovation of this paper is as follows:
(a) Equations (5) and (6) ensure each operation of each task is assigned to one machine. In other
words, Equation (5) ensures that each task must be processed only on one machine and be
processed just one time. These equations are generated due to the flexibility of parallel machines
in workstations. Beside these equations, Equation (7) explain that if in step K, Oi,j isn’t assigned
to each machine, its completion time on all machines must be 0. These equations are generated
due to the flexibility considered in JS.
(b) On the other hand, because the objective function (Fmax) is based on the completion (finish) time,
Equation (8) computes the maximum finish time. Equation (9) is considered to study the dynamic
property of the problem due to differences in the arrival time of jobs in the workshop.
We used lingo software to evaluate the proposed model and we solved the small and average
FDJSPM problem with this model. The results confirm the validity of the proposed model to solve the
FDJSPM problem.
3.5. NP-Hard Problem
The complexity of a combinatorial problem is the amount of time spent to solve that problem.
The FDJSPM problem is an extension of the FDJSP problem but with flexibility due to parallel machines
in a dynamic manufacturing environment. So, its complexity and hardness are the same as for the
FDJSP problem. If operational flexibility is considered in these problems, the complexity of finding
the optimal approximate solutions is increased [1]. Since FDJSP with operational flexibility is strongly
NP-hard [8], this problem, with respect to parallel machines in a dynamic manufacturing environment,
will also be strongly NP-hard.
3.6. Problem-Solving Approach
For solving such scheduling problems, we need an efficient method. This method must be able
to consider the complexities arising from the exponential increase in the solution space to find a
proper solution.
In this paper, we utilize the capability of a GA to design an efficient method to solve the
problem. In the following section, the structure of the proposed GA for solving the FDJSPM problem
is introduced and then parameters and the efficiency of the proposed algorithm based on numerical
experiments are shown.
4. The Proposed Algorithm
Since the FDJSPM problem is categorized as a NP-hard problem, there is no algorithm to find an
efficient solution in a reasonable time for large or medium size problems. If an algorithm is able to
find a proper solution, it needs a long time. In this section, a GA is proposed which is able to find a
solution in a reasonable time. Figure 1 shows the general procedure of the proposed GA.
The main components of GA are: chromosome representation, initial population generation,
fitness function, crossover and mutation operator, and selection method. The parameters of the GA,
including the population size, number of generations, probability of crossover (pc), and probability of
mutation (pm), must be predefined [22].
4.1. Chromosome Representation (Problem Encoding)
The first step in JS or any optimization problem using GA is to represent the solutions in the form
of chromosomes [36].
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One of the capabilities of using the GA is to design the solutions corresponding to chromosomes
(schedules). If chromosome design and classic operations are applied efficiently, one can avoid
generating inefficient chromosomes, and it is not necessary to use the penalty or repairing strategy.
In the literature on the use of genetic algorithms to solve problems, many criteria have been defined
to design chromosomes. Among them, criteria such as least amount of space and time due to the
computational complexity of the problem also avoid generating inefficient chromosomes [1].
The FDJSPM problem is decomposed to two subproblems: “allocation” and “sequencing the
operations”. The proposed GA is designed in such a way that it is able to solve these two sub-problems
seamlessly and simultaneously.
For this purpose, a two-dimensional dynamic chromosome with respect to the dynamicity of
entering tasks to the system is presented (Figure 1). In this representation, chromosome length is equal
to all the operations for scheduling (nTOP) and its width is equal to 3. So, each solution is presented as
a two-dimensional array.
This method is similar to the method used in 2002, in which the allocation sub-problem was
decomposed into two distinct sub-problems: workstation allocation and machine allocation.
In this representation, the first row of the chromosome shows the workstation processing the
desired operation and the second row is the number of the machine that will process this operation.
The third row contains the priority assigned to each operation. Each element in the third row is always
a number between 1 and nTOP and the priority of two chromosomes cannot be the same. Thus,
the obtained solution is always justified. In general, we can say that the first two rows indicate the
allocation and the third row indicates the sequence of operations.
In order to understand the encoding system, consider an example containing 4 jobs and
3 workstations. A flexible manufacturing system with parallel machines is designed in such a way
that each job has 3 operations and each workstation has 3, 2, 2 uniform parallel machines, respectively.
Also, the manufacturing system is completely flexible. The chromosome corresponding to the solution
contains 3 rows of length 12 and is encoded as in Figure 1. Chromosome representation is as follow:
The sequence is based on field operations, and the processing operation is the first of a string
assigned to Station.
According to Figures 1 and 2, it is clear that each chromosome is logically divided into several parts.
The number of segments of each chromosome is equal to the number of jobs. Plans for subdivisions
of each job are in the same range and in the first row. In the next row of chromosomes, the overall
arrangement of chromosomes is determined.
In this way, various mutation and crossover operators can be designed. Separating different
aspects of the scheduling will make searching in solution space easier.
Figure 1. Chromosome representation in the proposed genetic algorithm (GA).
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Figure 2. Chromosome representation according to the obtained solution.
4.2. Initial Population
After determining the method of converting solutions to chromosomes, an initial chromosome
must be produced. How to produce the initial population is a key step in determining the quality of
the solutions in any local search method, such as a GA. Random generation of the initial population
results in retention of the diversity of chromosomes in the initial population, reduces the possibility of
premature convergence, and falls in local optima [35].
In the proposed GA, in order to avoid premature convergence, no heuristic method is used to
produce the initial population. Thus, rows 1 and 2 are filled out by allocating a flexible workstation
randomly and row 3 is filled out with a random combination of numbers 1 to nTOP.
4.3. Crossover Operation
The proposed GA uses two positions based on crossover and RMX crossover with the rate
of Pc. Position-based crossover can be applied to the machine allocation row (rows 1 and 2 of
the chromosome) and RMX crossover can be applied to the sequence of operations (row 3 of the
chromosome). In position-based crossover, some genes are selected randomly from the first parent (P1)
and are exactly copied in the child chromosome (O1). To complete the remaining genes, we use the
second parent (P2) and copy the non-repetitive genes to the same positions in O1.
RMX crossover is applied on the sequence of operations (row 3 of chromosomes). This method
was proposed by Goldberg and Langley. In fact, it is the same as 2-point crossover in the literature
which is extended for special cases. In this method, two chromosomes P1 and P2 must be cut at a
random position. This position is called the “mapping point”. Genes between these two mapping
points are exchanged between P1 and P2. Now, to create the third row of O1, we must permutate the
genes of P1 and P2 in O1 and O2 until there is no inconsistency in terms of non-identical sequence
numbers. These genes are obtained by one-to-one correspondence obtained from the exchange of
genes between the two cut points.
4.4. Mutation Operation
In general, mutation not only creates unplanned random changes, but also provides a wider
search space and can prevent premature convergence. For this reason, in the proposed algorithm,
the permutation operation is applied to each parent chromosome separately after applying the
crossover operation. In this manner, for each element of a string, the possibility of mutation is
tested. If this test is successful, that chromosome will be mutated.
In the proposed GA, because of the special structure of the problem and the proposed chromosome,
a heuristic mutation operation based on linear inversion (a heuristic rule) is proposed. This operation
works with two different mutation rates. So, for allocation, the sub-problem uses heuristic mutation
with rate Pm1, and for the sequencing operation, the sub-problem uses linear inversion with rate Pm2.
In this manner, if the testing result on a chromosome is positive, a gene from that chromosome is
selected randomly and its workstation allocation field is changed to another number, which represents
a flexible workstation.
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To better understand the mutation operator, an example is given in this section. The chromosome
selected for mutation is the chromosome of Figure 2. In this chromosome, the machine allocation
and operational sequencing rows are mutated. It is assumed that O32 is mutated on the basis of the
probability of mutation Pm1 and further, based on the probability of the mutation Pm2, the order
of execution Job3 is completely changed. The result of the jump operator is shown in Figure 3.
The mutated sections are underlined.
Figure 3. Mutation example.
4.5. Selection Method
The proposed GA uses developed sampling space. This space is defined as follow: if the initial
population size is α and after applying crossover and mutation operations β children are produced,
the sampling spec size will be α + β. The sampling method to produce the next generation will be
elitism and the rolled-wheel selection method.
We use the elitism method to produce good solutions and increase the chance of achieving the
optimal solution [28]. Based on the elitism method, μ + Pop − Size a number of chromosomes are
selected and transferred to the next generation without any preconditions.
If the values of consecutive chromosomes are equal, these chromosomes aren’t selected, and the
next chromosomes will be tested. In GA, the λ numbers of the best chromosomes of each generation
are placed directly in the next generation. The aims of this method are:
(1) In general, some chromosomes in each generation have the highest degree of fitness. These
chromosomes have the best genes and, due to having the best fitness, can produce better
chromosomes for subsequent generations.
(2) This method increases the likelihood of the best parents moving to the next generation.
4.6. Fitness Function
The fitness function computes the effectiveness of selected solutions or created schedules. Our
aim is to reduce the maximum flow time (Fmax), so a low fitness is assigned to solutions which have
the highest Fmax. Here, the fitness function of the ith chromosome is f (i) = 1 Fmax(i) and Fmax(i) is the
maximum flow time in chromosome ith.
An example of editing the response sequence is shown in Figure 4 for calculating fitness.
Figure 4. How to edit the sequence of operations.
4.7. Strategy for Dealing with Restrictions
The other issue in the GA is to deal with problem’s restrictions, because genetic operators used in
the algorithm may generate unjustified chromosomes. There is a corrective strategy in our algorithm
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to deal with these restrictions. In this strategy, an unjustified chromosome is transformed to a justified
chromosome instead of being removed (Figure 3).
4.8. Termination of Genetic Algorithm
The algorithm of Figure 5 will terminate after max-gen repetitions.
Figure 5. Procedure of the proposed genetic algorithm.
5. Numerical Experiments
5.1. Comparison Method
Since the FDJSPM problem has not yet been considered, there is no similar algorithm to compare
the proposed method with. So, in order to show the superiority of the proposed algorithm, we use
the Random Keys Genetic Algorithm (RKGA) algorithm which was proposed in 2004 for the FSPM
problem [37,38]. RKGA is a meta-heuristic algorithm which is designed for the FSPM problem with
flexibility due to parallel machines with uniform speeds and the flexibility of operations in workstations.
For this reason, the problem solved by this algorithm has the highest similarity to the FDJSPM problem.
We can use it easily and without losing the generality. So, we consider the JSPM problem as a special
case of the FDJSPM problem.
The developers of the RKGA algorithm used a hierarchical approach to solve their problem and
decompose their problem into two sub-problems; allocation (task allocation to flexible workstations)
and sequencing (sequence of processing). they then decomposed the allocation sub-problem into two
sub-problems: workstation allocation and machine allocation. The allocation sub-problem is generated
because of the flexibility of operations and parallel machines.
In studies conducted in 2004, for task scheduling, the RKGA method was used in the first step and
then SPT Cyclic Heuristic (SPTCH) contributions and the Johnson rule were used for assigning tasks
to machines in such a way that each task was allocated to a machine which can process the allocated
task at the earliest time. In fact, in this algorithm, the first tasks are scheduled by RKGA, and then
contributions are used to schedule the following operations [38]. We also use this equivalent concept
for the FDJSPM problem. It means that the first operations of tasks are scheduled by RKGA and the
following contributions are used to schedule the later operations [39].
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5.2. Generate Random Problems
To generate random problems, 6 parameters are identified as Table 1. For the first five parameters,
the RKGA algorithm is used [37,38] and U (1, 3) is considered as the processing speed of machines.
In general, all combinations of this level will be tested. Some other restrictions are introduced
below. For machine distribution agents, it is necessary that at least one machine stage is different from
the others. Also, the maximum number of machines in a stage must be lower than the number of tasks.
At least one stage must have a number of parallel machines larger than 1. So, with 10 machines at each
stage and 6 jobs removed, 6 compound machines and 6 jobs can be added at any stage. Ten datasets
for each test scenario were generated.
Table 1. Level of agents to perform the GA.
Factors Factors Levels
Number of tasks 100-30 6
Distribution machines Constant Variable Constant Variable
Number of machines 10-2 U(1, 4)–U(1, 10) 6-2 U(1, 4)–U(1, 6)
Number of steps 8-4-2
Processing time U(50, 70)–U (20, 100)
Speed processing machines U (1, 3)
5.3. Design of Experiments
Algorithms (both proposed algorithm and RKGA algorithm) are coded in C++ language and were
run on a computer with a Pentium IV CPU, 3 GHz, and 1GB of RAM and in Borland C++ 5.02. Each
algorithm (proposed GA and RKGA) runs with 720 sets of information.
5.4. Setting Parameters
Different parameter values have a significant impact on the quality of the obtained solutions by
the GA.
Here we only use the parameter setting procedure to set three parameters (pm), (pc), (μ′). For this
purpose, one set is selected from each scenario (there are 10 data sets in each scenario). In total,
72 datasets are selected randomly, and then in the parameter setting procedure, the GA will be run
on 72 datasets by creating new parameters. The average fitness is calculated for each run. First,
we consider the following parameter values:
The percent of selection of the best chromosome for the next generation (μ′): 5%, 10%, 15%,
20%, 25%.
Probability of crossover (pc): 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9
Probability of mutation (pm): 0.005, 0.01, 0.015, 0.02, 0.025
Number of initial population (pop-size): 100
Number of generations (Max-gen): 125
In the parameter setting procedure, at first, we change the value of one parameter in its defined
domain, then fix the other parameters in their minimum value, and finally define the best for the
changeable parameter based on their fitness, and then we change the other parameter in the next stage
by fixing this value for the mentioned parameter. Of course, in addition to these fixed parameters, other
parameters are kept at their minimum values and, as for the previous stage, the best value is selected
for changeable parameters. This procedure is repeated until all parameters are fixed. Computational
results show the best-obtained values for (μ′) as 20%, 0.7 and (pm)w (pc), 0.02 respectively. (Table 2).
Table 2. Values of GA parameters after setting.
pm pc μ
′
Number of Generations Size of Initial Population Parameter
0.02 0.7 20% 125 100 Value
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6. Computational Results
In this section, the performance of the proposed GA algorithm for the FDJSPM problem with the
aim of reducing the maximum flow time will be compared to RKGA. The comparison was performed
for 216 scenarios and was run 10 times as shown in Table 3.
Table 3. Comparison of the proposed GA and the RKGA.
Magnitude of the Problem Small Medium Large
Number of Jobs 6 30 100




40/36 73/93 172/6 95/62 91/85 122/6 204 139/47 283/9 307/1 362/7 317/89
Average
Fmax




39/74 74/95 169/86 94/85 93/35 118/01 202/02 137/79 278/12 307/98 365/29 314/13
Average
Fmax





1%/54 −1/38% 1%/56 0%/57 %−1/63 3%/73 0%/96 1%/02 2%/02 %−0/28 1%/76 1%/17
Average
Fmax





58 29 63 50/0 23 66 51 46/7 62 41 53 52/0
** Average
Fmax
12 7 18 13/3 10 19 13 14/0 18 15 16 16/3
Solving Time Improvement
(s)
−0/4 −0/75 −3/1714 −1/4 −7/6567 −7/6774 −33/258 −14/5 −0/65605 −11/0858 −89/6802 −33/8
*: The lowest Fmax in 70 runs of scenarios based on the number of stages. The values are not identical with RKGA.
**: The lowest value of average on Fmax in 21 runs of scenarios based on the number of stages. Their values are
not identical with RKGA. Note: Negative numbers show the superiority of RKGA method against the proposed
GA algorithm.
A main index named “the average minimization of the maximum flow time of tasks” is used to
compare these methods and other auxiliary indexes, such as “the minimum value of minimization of
the maximum flow time of tasks during different runs”, “average time to solve each scenario”, and
“the fold improvement in objective function” and different size of problem (small, medium, and large)
are used. The results of this comparison, according to Tables 4 and 5, are as follow:
1. According to the “the minimum value of the minimization of the maximum flow time of tasks”
index, and for 10 runs of each of the 72 scenarios of different sizes (small, medium, large),
the proposed GA has an average improvement of 0.57%, 1.02%, and 1.17%, and an overall
improvement of 0.92% above RKGA.
2. “Average objective function” for 10 runs on 72 datasets seems the best criterion for evaluating
these algorithms. As seen in Table 3, according to this criterion for small, medium, and large size
problems, the proposed algorithm has 1.17%, 1.35%, and 1.49% average improvement and an
overall improvement of 1.34% higher than RKGA.
3. According to the “improvement of objective function” index for small, medium, and large size
problems, the proposed algorithm has 50, 46.7, and 52-fold improvement, respectively, and on
average has a 49.6-foldimprovement over RKGA.
4. According to “average objective function” index for small, medium, and large size problems,
the proposed algorithm has an average improvement of 40, 42, and 49-fold from 72 runs,
respectively, and, overall, has an average improvement of 49.6% above RKGA.
5. According to “average time for solving the problem”, the proposed algorithm has no significant
improvement for small problems, but for medium and large problems, it has an average increase
of 14.5% and 33.8%, respectively, and has worse performance than RKGA.
“Average difference between GA and RKGA” is a suitable criterion to show the performance of
the proposed algorithm. For this index, there are 1.17%, 1.35%, and 1.49% improvements (for small,
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medium, and large problems) for the proposed algorithm. This result shows with increasing the size
of the problem, the proposed algorithm has greater improvement than RKGA.
Finally, the results show that the proposed GA requires more time to solve the problem,
but with respect to the improvements obtained from minimum and average on the objective function,
this increased time is justified. Therefore, according to the numerical results, the effectiveness of the
proposed algorithm against the RKGA is confirmed.
Figure 6 shows the Average Fmax comparison for the two algorithms.
Figure 6. Average Fmax Comparison.
Table 4. Average solving time of the proposed GA and RKGA.
RKGA Small Dimension Medium Dimension Large Dimension Sum
The total number of smaller improvements of Fmax 150 140 156 446
Total percent of the improvement of Fmax 20%/83 19%/44 21%/67 20%/65
GA (proposed) Small Size Medium Size Large Size Addition
Total numbers of improvement on Fmax 40 42 49 131
Total percent of the improvement on Fmax 55%/56 58%/33 68%/06 60%/65
Table 5. Improvement and percent of improvement between the proposed GA and RKGA.
Size of Problems Small Medium Large
Number of Tasks 6 30 100
Number of Stages 2 4 8 Average 2 4 8 Average 2 4 8 Average
RKGA method 025/0 028/0 035/0 029/0 201/0 248/0 233/0 227/0 602/1 551/1 745/1 633/1
Proposed genetic
algorithm 035/0 049/0 146/0 077/0 735/0 152/2 982/7 623/3 653/2 745/18 237/158 88/59
Investigating the results obtained from the proposed algorithm and comparing it with the RKGA
method shows that the proposed method is slightly better than the previous one. For big problems,
this gap is slightly higher. The main reason for this result is the use of intelligent intersection operators
and mutants that can search the response space more effectively than RKGA.
7. Conclusions
In this paper, the flexible job-shop scheduling problem with parallel machines (with non-uniform
speed) in each workstation for dynamic manufacturing systems (because time entrance of tasks is
variable) is introduced. Then, a mixed integer nonlinear programming model is presented. Then, Fmax
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as an objective function is investigated, with the aim of the efficient utilization of machines by reducing
the time that recourses are used for, thus increasing the rate and speed of the manufacturing process,
which is the most important goal in the manufacturing supply chain. We utilize the capability of a
GA to solve the time and scheduling problems. Due to the dynamicity of manufacturing, dynamic
two-dimensional chromosomes are provided. Chromosomes and genetic operators are designed
in such a way that there is minimal dealing with constraints and unjustified chromosomes. In the
proposed GA, the initial population is generated randomly and doesn’t have any information about
the problem. This maintains the diversity of the population and reduces the possibility of premature
convergence. Also, the influence of strong chromosomes is reduced and premature convergence
to the local optimum is avoided by preventing the entrance of duplicate chromosomes into the
next generation. After setting our proposed genetic parameters, its performance was compared to
the RKGA method and it was observed that our genetic algorithm requires more time to solve the
problem than the RKGA method. However, this time allows improvements in the minimum and
average value of the objective function. Computational results show improvements of 1.17%, 1.35%
and 1.49, and 1.34% on average, for small, medium, and large problems. Thus, according to the
numerical experiments, the efficiency of the proposed algorithm is confirmed as greater than for RKGA.
Increasing the efficiency of proposed algorithm and reducing the execution time are considered as
future goals. On the other hand, in actual manufacturing issues, decision makers are often faced with
multiple objectives. Selecting the right combination of objectives and investigating the problem in
a multi-objective case and in a stochastic environment is essential. As future work, our algorithm
could be integrated with other methods. For example, using a local search algorithm can improve the
performance of the GA.
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Abstract: The rapid development of Internet technology and the spread of various smart devices
have enabled the creation of a convenient environment used by people all around the world.
It has become increasingly popular, with the technology known as the Internet of Things
(IoT). However, both the development and proliferation of IoT technology have caused various
problems such as personal information leakage and privacy violations due to attacks by hackers.
Furthermore, countless devices are connected to the network in the sense that all things are connected
to the Internet, and network attacks that have thus far been exploited in the existing PC environment
are now also occurring frequently in the IoT environment. In fact, there have been many security
incidents such as DDoS attacks involving the hacking of IP cameras, which are typical IoT devices,
leakages of personal information and the monitoring of numerous persons without their consent.
While attacks in the existing Internet environment were PC-based, we have confirmed that various
smart devices used in the IoT environment—such as IP cameras and tablets—can be utilized
and exploited for attacks on the network. Even though it is necessary to apply security solutions to
IoT devices in order to prevent potential problems in the IoT environment, it is difficult to install
and execute security solutions due to the inherent features of small devices with limited memory
space and computational power in this aforementioned IoT environment, and it is also difficult to
protect certificates and encryption keys due to easy physical access. Accordingly, this paper examines
potential security threats in the IoT environment and proposes a security design and the development
of an intelligent security framework designed to prevent them. The results of the performance
evaluation of this study confirm that the proposed protocol is able to cope with various security
threats in the network. Furthermore, from the perspective of energy efficiency, it was also possible to
confirm that the proposed protocol is superior to other cryptographic protocols. Thus, it is expected
to be effective if applied to the IoT environment.
Keywords: IP camera; IP camera security; NVR security; video security
1. Introduction
As Internet technology has developed rapidly, and its penetration rate has increased
greatly in recent years, the Internet environment now has a closer relationship with humans,
and technology related with the so-called Internet of Things (IoT) is becoming increasingly widespread.
However, as IoT technology develops and demand for it increases, various types of security incidents
are taking place due to exploitation of the growing number of security vulnerabilities.
As the meaning of the IoT implies, the more devices that are connected to the network, the greater
the number of network-based security attacks. Furthermore, the application of existing security
Symmetry 2019, 11, 361; doi:10.3390/sym11030361 www.mdpi.com/journal/symmetry71
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solutions such as vaccines and firewalls—hitherto applied to PCs, servers and networks—to the IoT
environment, has raised awareness of several limitations. Consequently, there is a growing need
for device security that fits the IoT environment. As an example of a major security incident,
numerous IoT devices were infected and exploited by a large-scale DDoS attack on the Internet
domain service provider Dyn, which for several hours made it impossible to access dozens of popular
websites such as The New York Times, Twitter, Netflix, and Amazon. The DDoS attack is not a new
type of attack, but it is one that has been used most frequently to exploit and abuse the existing PC
environment by attacking and infecting PCs beforehand and then exploiting them. By examining
cases of such attacks, it was possible to confirm that smart devices used in the IoT environment,
including DVRs, tablets, CCTVs (Closed Circuit Televisions) and other everyday smart devices, can be
used for network attacks [1,2]. In addition, IoT devices connected to Internet Explorer can be hacked
and exploited for attacks. A recent example of this attack was identified by Imperva, a company
dedicated to security [3]. The attack was found to be a traditional HTTP flaw attack used in attacks
on the Internet environment of existing PCs, which aimed to overload resources on the cloud service.
However, what is particularly noteworthy about this attack is that it came from an IP camera rather
than a traditional computer botnet. Imperva explained that this attack made up to 20,000 requests per
second by exploiting about 900 CCTV cameras, using the embedded version of Linux and the BusyBox
toolkit [4,5]. The attackers exploited the software vulnerabilities and the social engineering methods
used to infect computers for attacks in the existing environment, but this attack was performed in
an environment that could be attacked easily by accessing the Internet through Telnet and SSL [6].
Also, to attack the IoT devices, “root” and “admin”, and “admin” and “password” were mainly used
as the ID and password combinations, respectively. These combinations could be used to exploit
the fact that the product default values had not been changed. In order to prevent the problems
that can occur in the IoT environment, it is necessary to apply a security solution to the devices,
but the situation is not easy to handle. In the IoT environment, it is difficult to install and execute
security solutions due to the features of small devices with limited memory space and computational
power, and it is also difficult to protect certificates and encryption keys due to easy physical access [7].
Therefore, in this paper, we discuss the trends and security problems of IP cameras used in the above
cases in the IoT environment, and propose a secure method of communication by configuring the NVR
network security design system.
2. Related Works
2.1. Internet of Things
The “Internet of Things” refers to intelligent technologies and services that can connect
innumerable devices scattered widely across different areas to a single network to facilitate
the exchange of information through communication. The technological concept that enables
autonomous communication between humans and objects, as well as between objects, through human
intervention, and provides services by analyzing the surrounding environment, is considered to be
the leading technology of the digital revolution.
Since Kevin Ashton, the founder of the MIT Auto-ID Center, proposed both the concept of the IOT
and the term itself in 1999, it has been undergoing continuous development and it now easy to
encounter the IoT as many devices and services which have been developed accordingly.
Currently there is a wide range of IT products that use the IoT in the market. The IP camera
field, which is the environment proposed in this paper, and many IoT services and devices are under
development with a view to applying IOT technology in the fields of crime and disaster prevention.
Objects must be able to communicate with each other in such an environment, and machine-to-machine
communication is the base technology that supports such interaction.
However, most IoT services and devices currently operate only within the domain of the same
manufacturer or service. Therefore, a standardized mode is essential to establish machine-to-machine
72
Symmetry 2019, 11, 361
communication, especially secured communication, between objects that are made by different
manufacturers and used in different business domains. Moreover, the existing method of communication
requires SSL and RSA security protocols, which were developed for the existing network environment,
and these may not be efficient in an environment such as the IP camera network, which has certain battery
and storage limitations. Therefore, this paper proposes a protocol that is both stable and more energy
efficient than existing security protocols, and hence is applicable to the IP camera environment.
2.2. IP Camera Trends
As the term Closed-Circuit Television implies, existing CCTV systems have their own closed
configurations for the purpose of security. Therefore, it is common to install CCTV cameras in
a specific area to monitor captured images at predetermined locations, and to store and retrieve
them when necessary. On the other hand, the development of information technology (IT) has led
to the emergence of IP cameras, which have the advantage of being open, scalable and flexible,
unlike conventional CCTVs, by utilizing the concept of transmitting images based on the networks.
Because they are linked to the Internet via a network connection, IP cameras have a great feature in
that they can be used anytime and anywhere, provided that the Internet is available [8]. This feature is
advantageous in that the installation and configuration of a network is both simple and inexpensive
in the present era, and in many cases networks have been installed and configured in most places,
so that it is relatively easy to use IP cameras for everyday purposes at no additional cost. In addition,
while conventional analog CCTV cameras capture video only, the latest IP cameras are equipped
with functions for compressing and transmitting video and audio at the same time, and most IP
cameras also support voice recording and transmission. This not only makes it possible to expand
from conventional simple video surveillance to the communication function, but also makes it possible
to utilize them for security surveillance using voice [9].
If one looks at the types of IP cameras currently being released, they are very different
from conventional CCTV cameras. First, they typically come in special shapes such as the box,
dome, bullet, and flat rectangular types. Furthermore, they can be classified into fixed pan & tilt,
zoom and high-speed dome types according to camera module movement, and into vandal-proof,
weather-proof and waterproof types according to their proofing function. In addition, they
usually feature an infrared (IR) light emitting diode (LED), which is either fitted on the front of
the camera or attached separately for operation in nighttime and low-light environments. In addition,
WDR (Wide Dynamic Range), is also becoming more common. In the early stage of transition from
CCTVs to IP cameras, the terminology was not yet established, so the term IP camera was used along
with web camera and network camera. In this paper, the target device is also referred to as a “network
camera”, but in recent years this has almost been unified with the term “IP camera”, while “web
camera” specifically indicates a product composed only of a camera module connected to a PC via
a USB [10].
2.3. IP Camera Market Trends
The global video surveillance market was worth $17.2 billion in 2017, and is expected to grow
at an average annual rate of 7.2% to reach $22.7 billion by 2021. Both economic growth and demand
for security in emerging countries are expected to continue rising as a key driving force in the growth
of the global video surveillance market. The most direct cause is related to attacks by global terrorism
and the resulting increase in civilian deaths. Since 2012, the number of people killed by terrorism has
steadily increased in the international community. In 2015, the number of terrorist attacks worldwide
came to 11,770 and the death toll reached 28,320, representing increases of 14.5% and 26.0% respectively
compared to 2012. To prevent these problems, demand for video surveillance systems by governments
in each country is increasing, and governments and intelligence agencies are increasingly deploying
such systems to curb criminal activity and control hostile situations.
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This trend is also associated with the development of IoT technology, which is making system
installation and management much easier. IoT-based connection devices are being applied to video
surveillance systems, and the number of connected devices in the world is expected to increase sharply
from 8.7 billion in 2012 to 22.9 billion in 2016. As the numbers of IoT-connected devices and IoT
access control solutions are increasing explosively, the related video surveillance market is expanding
accordingly [11].
In addition, the world’s urban population increased from 3.94 billion in 2012 to 4.02 billion
in 2016, and this increase has led to a greater need for advanced safety products and services to ensure
a safer urban life, prevent crime and promote disaster and incident preparedness. Also, as the urban
population increases, the need for high-tech safety products is being widely emphasized. As a result,
the demand for associated services is increasing and improvements in the quality and performance of
safety products and services are rapidly progressing [12].
We can explain the cause of this increase in terms of the social environment as well as technology.
The number of Internet users worldwide is expected to increase to 3.48 billion in 2016, up 42.0% from
the 2.45 billion recorded in 2012. The increase in the number of users of wired and wireless Internet
is also expected to facilitate the increasing demand for IP cameras. The improved accessibility of
computers and mobile devices to wired and wireless networks has increased the Internet usage rate
and the number of Internet users, and this increase is a key factor in the rising demand for IP cameras.
Worldwide per capita GDP in 2016 was $10,337, up 5.7% from $9781 in 2012, and economic growth
in both developed and developing countries is driving investment in video surveillance products
and services. The growth of global GDP has resulted in an increase of consumer purchasing power for
video surveillance products and services, and an increase in demand for security and safety related
products and services, and is leading to the growth of worldwide video surveillance markets [13].
2.4. Cases of IP Camera Security
The growth of the IP camera market has not only had a positive impact in such areas
as anti-terrorism, crime prevention, disaster and incident monitoring, but also a negative impact.
Over the past several years, malicious attacks on IP cameras have caused plenty of problems.
Austrian security researchers have identified more than 80 backdoors to Sony’s IP cameras, while Israeli
security experts have found vulnerabilities in IP camera models. SEC Consult, an Austrian security
company, has found two different kinds of backdoors in Sony’s IPELA Engine IP cameras. According to
this company, it is possible to remotely control “primana” and “debug” via Telnet, so their users are
recommended to update the firmware through the SNC Toolbox to fix the vulnerabilities.
In addition, Cybereason purchased twelve types of IP cameras from eBay and Amazon, and found
that all the passwords for the purchased devices were “888888”, which made it difficult to defend their
firewalls against attackers. It was a vulnerable situation, in which the companies that made such IP
cameras had not updated the firmware.
Security vulnerability has also been detected in SWANN’s cameras, which showed that they can
intercept messages sent from OzVision’s computer server to the Swann camera app with a free tool
commonly used in the security industry. The Swann Camera app is used to view images taken by
the camera on a smartphone. The intercepted message includes a serial number for each camera given
by the factory. By changing the serial number, a research group composed of five European security
consultants was able to acquire the images from other cameras. The researchers succeeded in acquiring
the images simply by inserting the serial number of the camera they had purchased. During this
process, they did not have to enter the ID or password of another user account. They also found
a way to identify the serial number used by Swann’s camera. Figure 1 is a program action screen that
changes the actual serial number. Theoretically, it is possible to steal images quickly from any account,
causing a major problem with personal image information leakage.
There was also a case in which a DDoS attack used IP cameras. On 21 October 2016, the DNS
service provider Dyn was subjected to a massive Distributed Denial of Service (DDoS) attack,
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which resulted in the simultaneous paralysis or delay of seventy-six sites including Twitter, Netflix,
and The New York Times (NYT).
According to the Bryan Krebs blog (Krebs on Security) analysis, it was confirmed that the cause
of the DDoS attack was a vulnerable IoT device (i.e., a device whose factory default ID/PW was not
reset), infected with the Mirai malicious code, which executed the DDoS attack initiated by hackers.
Most IoT devices are connected online with a weak factory default ID/PW configuration, making them
vulnerable to attacks. Therefore, the number of attempts to infect malicious code targeting such devices
has been increasing every year, making security measures essential. Moreover, the Mirai malicious
codes used in the abovementioned example of large-scale DDoS attacks have been made public,
thus enabling anyone to make a malicious code easily, by simply changing the source codes. As a result,
we are faced with the possibility not only of large-scale DDoS attacks, but also an Internet crisis in
which IoT devices are exploited by new malicious codes capable of using the source codes [14,15].
The manufacturers of IoT equipment (IP cameras, Internet routers, set-top boxes, etc.) use various
CPUs (ARM, MIPS, PowerPC, SuperH, etc.) and adopt the Linux operating system, which is suitable
for such a CPU environment. Based on the Linux operating system, the source codes are made to
be executable in various CPU environments through cross-compilation. On this account, almost all
IoT equipment is subject to attacks. We can confirm that the malicious codes actually found had
the same functionality, but were designed to run in various CPU environments such as ARM, MIPS,
and PowerPC [16].
 
Figure 1. Picture of the serial number change program.
2.5. Network Attack Methods
2.5.1. DDoS
The Distributed Denial of Service attack is a method of performing multiple DOS attacks in
parallel. It consists of creating a Denial-of-Service situation to prevent users from using a given
service by generating heavy traffic that cannot be accommodated in the operating servers and network
equipment of the company providing the service. The main characteristic of the DDoS attack is that
the principal objective is to stop a system service for a certain period of time in order to prevent it
from being provided to users, rather than hacking, information leakage or taking control of the server
systems to acquire the highest privileged account [17,18].
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The target servers attacked by an attacker are not damaged by the deletion, modification,
leakage or destruction of data, but there may arise file system or other damage due to the system attack.
This implies that if used in combination with other types or methods of attack, it can be a pre-work of
system paralysis for effective intrusion. It is difficult to trace the cause of a DDoS attack and the attacker.
In the case of a DoS attack, there are many ways to falsify the attack sources, and for a distributed DoS
attack, even if it is possible to track an attack host, it is still difficult to find out when the host was
occupied or what unexpected route was used for the takeover, and to keep track of them, and so on.
2.5.2. Sniffing and Spoofing
Sniffer was originally a registered trademark of Network Associate, but is now used as a general
term, like PC or Kleenex. It is a tapping device that eavesdrops on traffic flows within the computer
network. In the case of a sniffing attack, it has become a very threatening type of attack for companies,
such as web hosting service providers and IDC centers connected in the same network. If an attack
on a single system succeeds, the attacker will be able to intercept the entire data flow on the network
through the system and thereby acquire sensitive information, such as user IDs and passwords [19].
In the case of the Ethernet, all hosts in the local network share the same communication line,
which means that any computer on the same network can observe every different computer’s
traffic. However, if one’s computer allows all traffic passing through the Ethernet, it must deal
with irrelevant and unnecessary traffic, which is inefficient and results in poor network performance.
Therefore, an Ethernet interface should have a filtering function that ignores irrelevant traffic that does
not include the user’s own MAC address, thus processing only traffic that has the user’s own MAC
address. Nevertheless, the user can set a function to observe all traffic on the Ethernet interface. This is
called the promiscuous mode. The sniffer will set the Ethernet interface to the promiscuous mode
and thus be able to eavesdrop on all traffic going through the local network.
Spoofing is a method of hacking used by malicious attackers who build a fake website and induce
users to visit it, and thereby obtain the system privileges of users who access the real website and steal
their information by exploiting the structural flaws of the Internet Protocol (TCP/IP). ARP Spoofing
is an attack scheme that exploits flaws in the ARP protocol to cheat its MAC address as the MAC
addresses of other users. By exploiting the vulnerability of ARP Request Broadcasting, attackers can
obtain accurate information about all Host IP-MAC address mappings on the network [20,21].
2.6. DVR and NVR
The DVR (Digital Video Recorder) is a device that converts image data input from an analog
camera into high-quality digital images using a capture board and stores them on a hard disk. The DVR
converts recorded images into digital images and stores them on the hard disk semi-permanently,
allowing users to search them according to their recorded data condition (event, date, etc.). It is
also a multifunctional digital recording and monitoring device equipped with an image transmission
function that can search recorded images and monitor screens in real time using LAN, MODEM,
ADSL, etc. at a remote place from a long distance [22,23].
The NVR (Network Video Recorder) is a system that receives and stores video data from
the cameras, videos, and servers installed on a network. It has both networking and the ability to store
received video data in real time, and to decode and output them to a monitor [24,25]. The number of
connected cameras can be limited according to the resolution of the received image. The NVR performs
recording and playback simultaneously. Video data recorded on a single device can be remotely
viewed by several authorized operators scattered throughout the network. They are independent
and do not affect each other. In addition, it is easy to expand the number of NVR units, and even if you
have plenty of NVR units throughout the system, you only have to connect it to the network to add
one more NVR. In this paper, we propose a security system that is based on the NVR system [26,27].
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3. Contents of the Proposed System
This chapter presents a design method of a control center to cope with security threats and to
operate IP cameras effectively. As they are connected to the network, IP cameras combined
with the NVR system described above are vulnerable to various security threats such as user
authentication and access security threats that can occur in the network. IP cameras are currently
being used not only in numerous homes and offices, but also in disaster, incident and crime prevention.
ID/PW authentication can be taken easily by indiscriminate insertion attacks. As such, this paper
proposes a secure authentication protocol using the user code, random data, and the real-time request
time value from the standpoint of IP camera users and the control center.
In this paper, the procedure is divided into the following three steps: First, the user registers
an IP camera. In order to utilize an IP camera, its ID/PW-based registration procedure for user
registration is performed in the control center. During this process, a transfer process is performed for
the serial number and random value of the product as well as the polynomial expression to be used in
the authentication process later on. The second step involves a procedure for viewing the images stored
in the control center to be performed. After proceeding to the authentication of the user, the control
center and the IP camera, viewing is allowed if the user is judged to be suitable. The third step consists
of the real-time monitoring of IP cameras. The user is proved to be a legitimate user to connect an IP
camera and receives video images in real time. The proposed protocol applies the group key method
between the devices, the control center and the users, to enable secure communication. In addition,
the proposed protocol is designed in such a way that the more IoT devices (including IP cameras)
are connected to the network, the more reliable the authentication procedure becomes. Thus, a strong
authentication system is constructed to reflect the current tendency to use multiple IoT devices.
The proposed entire protocol procedure is as shown in Figure 2, Table 1 is the meaning of Notation
where Protocol is used.
Figure 2. Protocol composition diagram.
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Table 1. Proposed Notation.
Notation Meaning
Ek(plaintext) Encrypt a using key k
Dk(ciphertext) Encrypt ciphertext using key k
R Random Number
ID Identification for authentication
PW Password for authentication
f (k) Polynomial for secret sharing
SN Serial Number
lj(x) Formula for secret combinations
3.1. Internal Connection Protocol
This paper proposes a method of distributing keys and allowing the restoration of a key to retrieve
an image only if a certain number of keys are in agreement when an image viewing request is sent
internally. In the process of exchanging keys, the group key is used, and it is renewed periodically so
as to secure it.
3.2. Registration Procedure
This step is a user registration procedure, and the detailed structure is shown in Figure 3.
• The user sends a joint request for registration to the control center.
• The control center sends a response message to the user, and the user proceeds to the membership
subscription process based on the ID/PW, generates a random value, and transmits them together.
• The control center stores the user’s subscription information in the database and finishes.
• The user sends a connection request to the IP camera through the network to register the desired
IP camera.
• The IP camera requests the user’s information, and the user transmits the ID/PW and the random
value generated in the control center registration procedure in response to the request.
• The IP camera sends a request to the control center for the product to confirm the validity of
the user.
• The control center determines the suitability of the user (i.e., the process of requesting the user
to provide the serial number of the associated IP camera and the receipt of the response to
the request), and sends the polynomial to the user for authentication later. The polynomial key
distribution method is presented in Section 3.2.2.
• Finalizing the registration procedure of the user and the IP camera.
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Figure 3. Registration Process Protocol.
3.2.1. Overview of Image Viewing
• The user transmits an image viewing request message.
• In this study, the user is allowed to view an image when more than an n number of devices,
user and control center information, are collected. Each device determines the suitability
of the user request and then transmits the polynomial information owned by the device to
the operation server if it is determined to be appropriate.
• If a certain number of polynomial key values are collected, the operation server allows access to
the image.
3.2.2. Polynomial Key Distribution and Transmission Method
The key distribution method uses k − 1 order polynomials. This paper gives an example of
the simplest structure based on the three following elements: user, control center, and IP camera.
Therefore, the protocol is configured by setting n to 3 and k to 2.
• The control center selects the k-1th order polynomial f (k) with the constant s.
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• The control center decides the value of j and transmits f (j). In this paper, j is designated as 1 for user,
2 for control center, and 3 for IP camera, and these are encrypted using the group key transmitting.
• When the control center sends the key to the operation server, they encrypt it using the group key
and transmit it.
• The control center decrypts the original key using the Lagrange polynomial if k or more
distribution keys are collected.
3.2.3. Exchange of Keys to Secure Safety
An attacker may take a cipher text sent from the control center and use it as it is. In this paper,
it is designed to prevent situations in which a cipher text is used as it is by using it after generating
and using random values in the encryption process, and designed to mutually authenticate each other.
3.3. Video Image Monitoring
This step is a monitoring process step and the detailed structure is shown in Figure 4.
• In order to monitor a video image, the user requests to connect to the IP camera,
encrypts the ID/PW and the polynomial key value using the group key, and then transmits them.
• The IP camera requests the polynomial key value of the received login information from the control
center and nearby devices according to the level of security requirement.
• If the polynomial key value is confirmed to be suitable, an image is transmitted to the user in
real time.
When the user ends the session, the polynomial key value is discarded, and the polynomial key
value is updated according to a predetermined period.
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Figure 4. Monitoring process protocol.
4. Performance Evaluation
4.1. Security Evaluation
IoT environment inherits existing security threats and weaknesses of existing information
and communication networks. Therefore, the performance evaluation will evaluate the safety of
the proposed protocol on the security threats and additional security threats of existing information
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networks. The following is the result of evaluating the safety of the security threats that can occur in
the information communication network.
In addition, as a result of security strength analysis, it satisfies all the security requirements
defined in the OneM2M standard among the existing IoT environment standard documents, and is
expected to be immediately applicable to the IoT environment.
4.1.1. Mutual Authentication
In this paper, we performed the ID/PW registration procedure using the encryption method to join
the control center. In this process, it exchanges random values, which are later used to update the key
and authentication values. In the control center, a polynomial f(k) is transmitted to the user and the
IoT Device respectively for the subsequent authentication process. After the initial authentication,
mutual authentication can be carried out by performing the verification procedure using the polynomial
value. In the direct authentication process of users and IP cameras, the authentication center can
perform the role of an authentication center, thus enabling secure authentication.
4.1.2. Reuse Attack
The reuse attack is a method of attack in which an unauthorized attacker can steal a message sent
between each node and reuse it. To address this problem, even if a message is stolen, it is possible to
authenticate it so as to prevent an attacker from using the previous transmission value by exchanging
random numbers continuously. Also, in this paper, since the time stamp is assumed to be transmitted
during the authentication procedure, it is possible to verify information sent the previous time.
4.1.3. Message Forgery Attack
This is a method of attack in which an unauthorized attacker seizes a message sent between each
node and sends a forged message to the receiver for a desired purpose. This study confirms that data
transmission is safe from message forgery attacks unless the attacker steals the key, since cipher text is
generated through an encryption key before it is transmitted.
4.1.4. Sniffing
This method of attack consists in “sniffing” transmitted messages. This study confirms that
it is safe from sniffing attacks because the messages between the nodes are transmitted only after
applying the encryption using the inter-node secret key, which is continuously updated. Even if
sniffing attempts are made in order to peek into a message, it is safe because the sniffer will only be
able to see the cipher text.
4.1.5. Spoofing
This is a method of attack in which an attacker deceives the other party by changing
the information that may reveal them on the network without permission. This study confirms
that it is safe against spoofing attacks because the nodes have already been mutually authenticated,
and the attackers will not be able to get the secret key between the nodes that have been initially shared.
4.1.6. Side-Channel Attack
This is a method of attacking through ancillary constituents such as processing time, energy usage,
and electromagnetic waves. This study confirms that it is safe against side-channel attacks because it
always transmits the same size message regardless of the volume of the transmitted data.
4.2. Performance Evaluation
For the performance analysis, we sequentially configured the IoT devices numbering
between 3 and 40 and placed them randomly in an area measuring 45 × 45 m. We then positioned
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the control center in a specific location with consideration to the placement of the devices. All of
the IoT devices were situated within 70 m of the control center. To confirm the efficiency regardless of
the random distribution of the devices, we tested them more than 20 times under the same conditions.
The following table shows the average values, while Table 2 shows the test environment in detail.
Figures 5 and 6 are simulations that compare and analyze the energy consumption of protocols in
the server and client areas, respectively. Energy consumption varies depending on where the server
and client are set up and is the average for more than 20 test results.
For simulated device performance, clients were based on Raspberry PI b+. In addition, for servers,
PC with sufficient computational power is defined, and detailed performance is shown in Table 3.
Tables 4 and 5 represent the detailed values of the simulation results.
Table 2. Assessment Environment.
Simulation Initial Settings
Number of Device 3~40
Placement Area 45 m × 45 m
Control Center Location X = 60 m, y = 30
Device Initial Energy 1.0
ETX, ERX 50 nanoJ
Packet Size 6000 bit
Table 3. Simulation Environment.
Sortation Client Server
Process ARM1176JZF-S 700 MHz Single Core 3.5 GHz Intel Core i5-4690
Memory 512 MB 16 GB
storage medium Micro SD Card, 8 GB SSD 512 GB
Table 4. Compare Rates According to the Number of IoT Device (Server). (Unit: ms).
Number ECC RSA SSL Kerberos Proposed
3 18.74498 30.77373 59.15496 0.09947 26.85049
5 31.24164 51.28955 98.59160 0.165781 44.75081
10 68.731608 112.83701 216.90153 0.364719 98.451782
20 137.46322 225.67402 433.80306 0.72944 196.90356
30 203.69549 334.40787 642.81727 1.08089 291.77528
40 281.17476 461.60595 887.32445 1.49203 402.75729
Table 5. Compare Rates According to the Number of IoT Device (Client). (Unit: ms).
Number ECC RSA SSL Kerberos Proposed
3 12.99786 25.59363 59.44896 1.17664 0.09490
5 21.66311 42.65605 99.08161 1.96106 0.15816
10 48.95862 96.40267 223.92443 4.43201 0.35744
20 93.58461 184.27414 428.03254 8.47179 0.68325
30 134.31125 264.46751 614.30596 12.15859 0.98059
40 181.97008 358.31082 832.28549 16.47293 1.32854
In the proposed protocol, the clients perform only simple hash computation for the energy
efficiency of devices with various hardware computing capabilities in the IoT environment,
and the authentication protocol is proposed so that the computation is concentrated in the control
center, such as encryption, decryption and polynomial computation. This feature is expected to be
applicable not only to simple IP cameras but also to ultra-light devices which cannot be installed
with encryption modules in the heterogeneous IoT environment, which is a limitation of lightweight
security technology in the existing IoT and smart home environments.
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This paper’s performance analysis confirms that the proposed authentication framework is lighter
than the previously well-known security authentication technology. It also confirms that it has been
significantly improved in terms of security and energy efficiency due to its low energy consumption
compared to the existing authentication technology. In conclusion, it is confirmed that the proposed
authentication protocol is superior in terms of performance compared to the security schemes for
which the existing documents are designed.
 
Figure 5. Energy performance evaluation(Server).
Figure 6. Energy performance evaluation(Client).
5. Conclusions
In the proposed protocol, concerning the energy efficiency of devices in IoT environments
with various hardware computing abilities, only a simple hash operation was performed for the clients,
while for the encryption and decryption of polynomials, the authentication protocol was proposed in
order to allow the calculation to be concentrated in the control center. In addition to simple IP cameras,
in a heterogeneous IoT environment, which is the limiting point of lightweight security technologies in
existing IoT and smart home environments, it is expected to be utilized on all ultra-lightweight devices
that cannot be equipped with encryption module.
For the authentication framework proposed through the performance analysis it was confirmed
that it was lighter than the well-known security authentication technology on the client side, and in
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terms of devices, it can be seen that the energy consumption is significantly improved in terms of
security and energy efficiency compared to the existing authentication technology.
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Abstract: With the rapid advancements of ubiquitous information and communication technologies,
a large number of trustworthy online systems and services have been deployed. However, cybersecurity
threats are still mounting. An intrusion detection (ID) system can play a significant role in detecting
such security threats. Thus, developing an intelligent and accurate ID system is a non-trivial research
problem. Existing ID systems that are typically used in traditional network intrusion detection system
often fail and cannot detect many known and new security threats, largely because those approaches
are based on classical machine learning methods that provide less focus on accurate feature selection
and classification. Consequently, many known signatures from the attack traffic remain unidentifiable
and become latent. Furthermore, since a massive network infrastructure can produce large-scale data,
these approaches often fail to handle them flexibly, hence are not scalable. To address these issues
and improve the accuracy and scalability, we propose a scalable and hybrid IDS, which is based on
Spark ML and the convolutional-LSTM (Conv-LSTM) network. This IDS is a two-stage ID system:
the first stage employs the anomaly detection module, which is based on Spark ML. The second stage
acts as a misuse detection module, which is based on the Conv-LSTM network, such that both global
and local latent threat signatures can be addressed. Evaluations of several baseline models in the
ISCX-UNB dataset show that our hybrid IDS can identify network misuses accurately in 97.29% of
cases and outperforms state-of-the-art approaches during 10-fold cross-validation tests.
Keywords: intrusion detection system; deep learning; Spark ML; CNN; LSTM; Conv-LSTM
1. Introduction
Information and communication technologies now impact every aspect of society and people’s
lives, so attacks on ICT systems are increasing. Therefore, ICT systems need tangible, incorporated
security solutions. The essential components of ICT security are confidentiality, integrity, and
availability (CIA). Any activity trying to compromise CIA or avoid the security components of ICT
is known as a network intrusion [1]. An intrusion detection system (IDS) is used for detecting such
attacks. John et al. [2] published one of the first efforts on intrusion detection (ID) with a focus on
computer security threat monitoring and surveillance. IDS is a kind of security management system
utilized to observe network intrusions and nowadays is increasingly used in security systems [1,3]. An
IDS typically monitors all inbound and outbound packets of a specific network to find out whether a
packet shows signs of intrusion. A robust IDS can recognize the properties of maximum intrusion
actions and automatically reply to them by sending warnings.
There are three main categories of IDS according to dynamic detection methods; the first is the
misuse detection technique, which is known as a signature-based system (SBS). The second is the
Symmetry 2019, 11, 583; doi:10.3390/sym11040583 www.mdpi.com/journal/symmetry87
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anomaly detection technique, which is known as an anomaly-based system. The third is based on a
stateful protocol analysis detection approach [1,4]. The SBS depends on the pattern-matching method,
comprising a signature database of identified attacks, and attempts to match these signatures with the
examined data. When a match is found the alarm is raised, which is why an SBS is also known as a
knowledge-based system. The misuse attack detection technique achieves maximum accuracy and
minimum false alarm rate, but it cannot detect unknown attacks, while the behavior-based system is
known as ABS and detects an attack by comparing abnormal behavior to normal behavior. Stateful
protocol detection approaches compare the detected actions and recognize the unconventionality of
the state of the protocol, and take advantage of both signature and anomaly-based attack detection
approaches. In general, IDS is categorized into three types according to its architecture: Host intrusion
detection system (HIDS), Network intrusion detection system (NIDS), and a hybrid approach [5,6].
A type of IDS in which a host computer plays a dynamic role in which application software
is installed and useful for the monitoring and evaluation of system behavior is called a host-based
intrusion detection system. In a HIDS event log files play a key role in intrusion detection [5,7]. Unlike
HIDS, which evaluates every host individually, NIDS evaluates the flow of packets over the network.
This kind of IDS has advantages over HIDS, which can evaluate the entire of the network with the
single system, so NIDS is better in terms of computation time and the installation cost of application
software on all hosts, but the foremost weakness of NIDS is its vulnerability to distribution.
A hybrid IDS, however, combines NIDS and HIDS with high flexibility and improved security
mechanisms. A hybrid IDS joins the spatial sensors to address attacks that happen at a specific point or
over the complete network. IDS can be classified into two main categories according to its deployment
architecture: distributed and non-distributed architecture. The first kind of deployment architecture
contains various ID subsystems over an extensive network, all of which communicate with each other,
and is known as distributed deployment architecture; non-distributed IDS can be installed only at a
single position, for example, the open-source system Snort [8]. As mentioned above, anomaly and
misuse intrusion detection techniques have their limitations, but in our hybrid approach we combine
the two techniques to overcome their disadvantages and propose a novel classical technique joining
the benefits of the two techniques to achieve improved performance over traditional methods.
There are numerous conventional techniques for ID, for example access control mechanisms,
firewalls, and encryption. These attack detection techniques have a few limitations, particularly when
the systems are facing a large number of attacks like denial of service (DOS) attacks, and the systems can
get a higher value of false positive and negative detection rates. In several recent studies, researchers
have used machine learning (ML) techniques for intrusion detection with the ambition of improving
the attack detection rates as compared to conventional attack detection techniques.
In our research, we first studied state-of-the-art approaches for IDS that apply ML techniques for
ID. Then we proposed a novel approach to enhance performance in the ID domain [9]. However, simple
ML techniques suffer from several limitations, while security attacks are on the increase. Upgraded
learning techniques are required, particularly in features extraction and the analysis of intrusions.
Hinton et al. [10] briefly explain that deep learning has achieved great success in various fields like NLP,
image processing, weather prediction, etc. The techniques involved in DL have a nonlinear structure
that shows a better learning capability for the analysis of composite data. The rapid progress in the
parallel computing field in the last few years has also delivered a substantial hardware foundation for
DL techniques.
Research has shown that a hybrid approach consisting of CNN and LSTM (aka, the Conv-LSTM
network) shows a very powerful response and leads to high confidence in solving research problems
such as video classification [11], sentiment [12], emotion recognition [13]; and in anomalous incident
detection from a video [14]. Thus, to enhance the learning capability and detection performance of
IDS, we propose a deep learning-based IDS system. In particular, we propose an improved version
of IDS, which is based on Spark ML and the Conv-LSTM network. While Spark ML-based classic
machine learning models help identify anomalous network traffics, the Conv-LSTM network helps
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identify network misuses such that both global and local latent threat signatures can be addressed.
As mentioned above, ABS and SBS both have a few limitations, but if we combine the two systems
we can mitigate their drawbacks. We proposed a novel IDS joining the benefits of the two systems to
improve performance as compared to traditional systems. The key contributions of this research can
be summarized as follows:
• We proposed an attack detection method employing IDS, which is based on Spark ML and the
Conv-LSTM network. It is a novel hybrid approach, which combines both deep and shallow
learning approaches to exploit their strengths and overcome analytical overheads.
• We evaluated our IDS on the ISCX-UNB dataset and analyzed the packet capture file (pcap) with
Spark; earlier researchers did not consider or evaluate raw packet datasets.
• We compare our hybrid IDS with state-of-the-art IDS systems based on conventional ML.
The simulation results demonstrate that our IDS can identify network misuses accurately in 97.29%
of cases and outperforms state-of-the-art approaches during 10-fold cross-validation tests.
• Our proposed IDS not only outperforms existing approaches but can also achieve mass scalability
while meaningfully reducing the training time, overall giving a higher degree of accuracy with a
low probability of false alarms.
The rest of this article is structured as follows: background on IDS and related works are discussed
in Section 2. The proposed IDS framework with architectural and implementation details is covered
in Section 3. Experimental results are demonstrated in Section 4, with a comparative analysis with
existing approaches. Section 5 summarizes the research and provides some possible outlooks before
concluding the paper.
2. Related Work
In the last three decades, numerous anomaly detection approaches have been proposed to develop
effective NIDS, aiming at good predictive accuracy to perceive attacks and upgrading the network
packet traffic’s speed. These approaches vary from a simple statistical learning system to classic
machine learning methods and recent deep learning-based approaches. Most of these approaches
attempted to extract a pattern from the network so that attack traffic can be discriminated from
regular traffic.
Existing ID systems are largely based on supervised learning methods, e.g., Support vector
machines (SVM) [15–17], K-nearest neighbor (KNN) [18], Random forest (RF) [19,20], etc. However,
these approaches produce many false alarms and have a low detection rate for attacks in IDS.
Kim et al. [21] proposed a hybrid IDS framework that integrates anomaly attack detection with
misuse attack detection using the C4.decision tree (DT) classification algorithm and SVM algorithm,
respectively. They evaluated their hybrid IDS on the NSL-KDD dataset. Panda et al. [22] applied
the Naive Bayes (NB) algorithm for anomaly detection, which is tested on the KDD Cup dataset and
found to outperform many existing IDS in terms of the low false alarm rate and low computation
time with low cost. Zaman et al. [23] used an enhanced algorithm called Support Vector Decision
Function (ESVDF). Their IDS was evaluated on the DARPA dataset and found to outperform other
conventional techniques.
Researchers also proposed other parallel and hybrid classification approaches by amalgamating
the Self-Organization Map (SOM) and the C4.classifier [24]. In this approach, the SOM-based part was
envisioned to regular model behavior, and any fluctuation from that usual behavior is identified as
an intrusion. The C4.classifier-based part is used for misuse detection. This approach can be used
to categorize those intrusion type data into the corresponding attack category, and the final decision
was made by the module known as a decision support system (DSS). The DSS was evaluated from
every module by adding output and achieved maximum attack detection accuracy 99.8% on the KDD
dataset along with a false alarm rate of 12.5% on the same dataset.
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Albeit, the above approaches have shown good accuracy at detecting security threats to a certain
degree, but it is essential to make some improvements, such as refining the accuracy and decreasing the
number of false alarms [25–30]. Consequently, deep learning-based techniques are emerging, with the
neural network (NN) [31] being at the core of these approaches as it provides very powerful responses
not only for cybersecurity but also for other domains such as natural language processing (NLP),
computer vision, and speech recognition [2,32]. Table 1 summarizes some related works.
Broadly, two fundamental characteristics account for DL-based approaches achieving tremendous
success and effectiveness in these research areas: (i) hierarchical feature representations and learning
capability; (ii) the ability to handle very high-dimensional data to extract valuable patterns. Previous
approaches use shallow as well as deep learning techniques [32]. Gao et al. [33] proposed a restricted
Boltzmann machine (RBM)-based deep belief network (DBN) to effectively learn data and identify
unusual traffic from well-known datasets such as the KDD 99 dataset. Moradi et al. [34] generalized the
ability of a multilayer perceptron (MLP) network analogous to layers in an attack, which is evaluated
on the KDD 99 dataset. In the literature [2,35–37], LSTM-based deep learning approaches are proposed
for feature selection and classification, which are evaluated on the KDD dataset.
These approaches are found to be very effective compared to the ML counterparts; researchers
also proposed several ideas by combining ML- and DL-based approaches, aiming to develop robust
IDS. For example, Mukkamala et al. [38] used a combined approach for classifying the connection
records of the KDD 99 dataset, which is based on a support vector machine (SVM) and artificial neural
network (ANN). While ANN learns the patterns of the data, the SVM is used for the classification.
Javaid et al. [39] proposed a NIDS based on self-taught learning (STL). They applied their technique on
the NSL-KDD dataset, and it outperformed previous approaches. Faraoun et al. [40] used multi-layered
neural network backpropagation with K-means clustering for intrusion detection and experimented
on the KDD 99 dataset.
On the other hand, the evolution of intrusion detection systems for the Internet of Things (IoT)
is also an emerging research problem because the network traffic in real-time IoT-enabled devices is
more pervasive and they are vulnerable to newer cybersecurity attacks [41]. Thus, researchers have
focused on practical aspects such as mitigating the interference imposed by intruders in passive RFID
networks [42].
Table 1. Overview of the state-of-the-art approaches.
Reference Approach Accuracy Dataset
Yin et al. [15] RNN IDS 90% NSL-KDD
Reddy et al. [17] SVM 99.95% KDD99
B. Inger et al. [31] ANN 99.67% KDD99
Tsiropoulou et al. [42] IMRA game theory 90.0% Passive RFID
N. Gao et al. [33] DBN 93.49% NSL-KDD
Ghanem et al. [43] Metaheuristic 96.4% NSL-KDD
Sabhnani et al. [44] MLP 97.0% KDD99
Ying Chung et al. [45] SSO 93.0% KDD99
Kakavand et al. [25] Ada boost + DT 97.0% ISCX 2012
Kumar et al. [26] PCA 94.05% ISCX 2012
Yassin et al. [27] AMGA2-NB 98.8% ISCX 2012
Tan et al. [29] MCA + EMD 90.12% ISCX 2012
Sallay et al. [30] PLL + NGL 95.30% ISCX 2012
Note: The KDD 99 dataset contains 41 features of normal or attack types (denial of service (DOS), the user to root
(U2R), remote to local (R2L), and probing attack). The NSL-KDD dataset is an improved version of the KDD 99
dataset. The ISCX 2012 dataset contains network traffic for seven days under practical and systematic circumstances.
Existing IDS systems that are typically used in traditional network intrusion detection system
often fail and cannot detect many known and new security threats, largely because those approaches are
based on classical ML methods that provide less focus on accurate feature selection and classification.
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Consequently, many known signatures from the attack traffic remain unidentifiable and become
latent. With the fast development in the field of big data and computing power, DL techniques have
blossomed and been used extensively in several fields, which is why network traffic is being generated
at an unprecedented scale. This imposes a great challenge to existing IDS systems because these
approaches are not only unscalable but also often inefficient. To address these issues and improve the
accuracy and scalability, we propose a scalable and hybrid IDS, which is based on Spark ML and the
convolutional-LSTM (Conv-LSTM) network.
3. Materials and Methods
In this section, we discuss the overall architecture of the proposed approach. First, we give an
overview of the architecture, which will be followed by dataset preparation. Finally, we discuss the
implementation details.
3.1. Architecture of the Proposed Hybrid IDS
As shown in Figure 1, our proposed IDS system comprises of two learning stages: (i) Stage 1 is
employed for anomaly detection, which is based on classic ML algorithms from the Spark ML, (ii) Stage
2 is for misuse detection, which is based on the Conv-LSTM network. To deploy such an IDS in a
real-life scenario, we further incorporate the alarm module. Overall, our IDS based on this two-stage
learning system will be capable of more accurate anomaly and misuse detection.
Figure 1. An overview of the proposed ID model.
3.2. Datasets
Since selecting the appropriate dataset to test a robust IDS system plays an important role, we
describe and prepare the dataset before we discuss the implementation details of our proposed approach.
3.2.1. Description of the Dataset
Even though there are several benchmark ID datasets publicly available, several of them contain
old-fashioned, undevitrified, inflexible, and irreproducible intrusions. To reduce these deficiencies and
produce more contemporary traffic patterns, the ISCX-UNB dataset was produced by the Canadian
Institute for Cybersecurity [46]. It includes several kinds of datasets to evaluate anomaly-based
methods. The ISCX-IDS 2012 dataset shows realistic network behavior and comprises various intrusion
scenarios. Moreover, it is shared as an entire network capture with all interior traces to evaluate
payloads for deep data packet analysis.
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The ISCX-IDS 2012 ID dataset contains both normal and malicious network traffic activity of
seven days. The dataset was produced by profiles including abstract representations of the actions and
behaviors of traffic in the network. For example, communication between the source and destination
host over HTTP protocol can be denoted by packets sent and received, termination point properties,
and other analogous characteristics. This representation builds a single profile. These profiles create
real network traffic for HTTP, SSH, SMTP, POP3, IMAP, and FTP protocols [46].
The ISCX-IDS 2012 includes two different profiles to create network traffic behavior and scenarios.
The profile that originates the anomalous or multi-stage states of attacks is known as the α profile, while
the β profile characterizes features and the mathematical dissemination of the process. For instance,
the β profile can contain packet size distributions in the payload specific patterns, the request of time
distribution of protocol, while the α profile is constructed depending on prior attack and contains
sophisticated intrusions for the individual day. There are four attack scenarios in the entire dataset
according to the α profile:
• Infiltrating the network from inside
• HTTP denial of service
• Distributed denial of service using an IRC botnet
• Brute force SSH.
The complete ISCX-IDS 2012 data are summarized in Table 2. As can be seen in Table 2, every
attack scenario was applied for only a single day and two days contained only regular traffic. Also,
the authors of [30] explain the diversity of the regular network behavior and the complexity of the
attack scenarios.
Table 2. Summary of the ISCX-IDS 2012 dataset (daily traffic).
Days Date Description Size (GB)
Friday 11 June 2010 Normal, hence no malicious activity 16.1
Saturday 12 June 2010 Infiltrating the network from inside and normalactivity 4.22
Sunday 13 June 2010 Infiltrating the network from inside and normalactivity 3.95
Monday 14 June 2010 HTTP denial of service and normal activity 6.85
Tuesday 15 June 2010 Distributed denial of service using an IRC Botnet 23.04
Wednesday 16 June 2010 Normal, hence no malicious activity 17.6
Thursday 17 June 2010 Brute force SSH and normal activity 12.3
3.2.2. Feature Engineering and Data Preparation
As shown in Figure 1, the dump from the network traffic was initially prepared and preprocessed.
The ISCX ID 2012 dataset was analyzed; after preprocessing, data were collected over seven days with
the practical and systematic conditions reflecting network packet traffic and intrusions. Explicitly,
the dataset is labeled for regular and malicious flows for a total of 2,381,532, and 68,792 records in each
respective class. The attacks observed on the original network traffic dataset were separated into two
classes, normal and malicious/abnormal.
Additionally, a variety of multi-stage attack situations were performed to produce attack traces
(e.g., infiltration from the inside, HTTP, DoS, DDoS via an Internet Relay Chat (IRC) botnet, and brute
force Secure Shell (SSH)). The training and test dataset distributions utilized in this study are presented
in Table 3. Sections 3.3.1 and 3.3.2 give further details.
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Table 3. Distribution of ISCX-IDS 2012 training and testing dataset.
Dataset/Network Flows #Feature Training Testing
ISCX-UNB Saturday 8 85,222 1353 45,889 1353
ISCX-UNB Monday 8 108,945 2451 58,664 1320
ISCX-UNB Tuesday 8 347,308 24,295 187,012 13,083
ISCX-UNB Wednesday 8 339,470 0 182,793 0
ISCX-UNB Thursday 8 255,054 3381 137,338 1822
Note: For both set: left—Benign, right—Malicious.
The essential idea was to test the consistency of the proposed novel hybrid algorithm against
unknown or anomaly attack via the misuse technique. Table 4 describes detail organizations of datasets
for stage-2 Conv-LSTM (Misuse) classification level for training and testing the network.
Table 4. Distribution of the data for the second stage classifier.
Input #Features Attack Category
Training set 8 HTTP DoS, DDoS, and Botnet
Test set 8 Brute force SSH, HTTP DoS, DDoS, Botnet, and Brute force SSH
3.3. Implementation Details
Since the network traffic contains both malicious and normal traffic signatures, Spark ML-based
classifiers are trained to categorize the data into malicious and normal classes in stage 1. However,
the Conv-LSTM network-based stage deals with malicious traffic to achieve a higher degree of ID
accuracy and a low false alarm rate (FAR).
3.3.1. Stage 1: The Anomaly Detection Module
In this stage, we used the Spark ML implementation of the SVM, DT, RF, and Gradient Boosting
tree (GBT) classifiers to classify attack traffic (i.e., malicious versus normal traffic). We split the training
set into two subsets: 80% for the training and 20% for the testing. The classifiers were trained on
the training set to learn normal vs. malicious traffic, in a binary classification setting. Then the
trained classifiers are evaluated on the test set. While training these algorithms, we performed 10-fold
cross-validation and grid search for the hyperparameter tuning. In each case, the best performing
model was selected to evaluate the test set.
3.3.2. Stage 2: Misuse Detection and Classification Module
In this module, Conv-LSTM, used for detecting misused attacks, aims to further categorize the
malicious data from stages into corresponding classification strategies, i.e., Scan, R2L, DoS, and HTTP.
In LSTM the DL-based misuse attack detection technique first trained the malicious traffic to generate
a model that stated the baseline profile for malicious traffic only. A schematic representation of the
Conv-LSTM network is shown in Figure 2. Intuitively, an end-to-end CNN has two components: (i) a
feature extractor and (ii) a classifier. The feature extractor comprises two layers called convolution and
pooling layers. The extracted output, which is known as the features map, becomes the input to the
second component for the classification. In this way, CNN learns the local features very well. However,
the downside is that it misses the long-range interdependency of important features. Therefore,
to capture the local as well as the global features more robustly, we introduced LSTM layers [47–49]
after the CNN layers. In this way, we managed to address the vanishing and exploding gradient
problems efficiently, which enhances the ability to ensure longer dependencies and learn efficiently
from variable extent sequences [50,51].
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Figure 2. A schematic representation of the Conv-LSTM network, which starts by measuring attack,
traffic and passing that data to both the CNN and LSTM layers before getting a flattened vector, which
was fed through dense and Softmax layers for predicting the malicious traffic.
In the Conv-LSTM network, the input is initially processed by CNN, and then the output of CNN
is passed through the LSTM layers to generate sequences at each time step, which helps us model
both short-term and long-term temporal features [51]. Then the sequence vector is passed through
a fully connected layer before feeding it into a Softmax layer for the probability distribution over
the classes. In this stage, the test set is used as one of the inputs to the trained model to test if the
behavior of trained traffic is normal or malicious. The attack traffic predicted by the classic models is
also combined with the test set.
Then, similarly, we randomly split the dataset into training (80%) and test sets (20%) for testing.
Also, 10% of the sample from the training set was used for the validation. During the training
phase, first-order gradient-based optimization techniques such as Adam, AdaGrad, RMSprop, and
AdaMax, with varying learning rates, were used to optimize the binary cross-entropy loss of the
predicted network packet vs. the actual network packet, optimized with different combination of
hyperparameters from grid search and 10-fold cross-validation to train each model on a batch size of
128. Also, we assessed the performance by adding Gaussian noise layers followed by Conv and LSTM
layers to improve the model generalization and reduce overfitting.
3.4. The Alarm Module
When misuse is detected, the alarm module not only raises the alert but also compares it with
normal traffic. The purpose of the alarm module is to interpret events’ results on both the stage 1 and
stage 2 modules. It is the last module of the proposed hybrid ID architecture that reports the ID activity
to the administrator or end user.
4. Experimental Results
To show the effectiveness of our proposed hybrid approach on the ISCX ID 2012 ID dataset,
we performed several experiments. We discuss the results both quantitatively and qualitatively.
4.1. Experimental Setup
The initial stage is implemented in Scala based on Spark ML. Conv-LSTM, on the other hand,
was implemented in Python using Keras. Experiments were performed on a PC having a core i7
processor and 32 GB of RAM running 64-bit Ubuntu 14.04 OS. The software stack comprised of Apache
Spark v2.3.0, Java (JDK) 1.8, Scala 2.11.8, and Keras. Eighty percent of the data was used for the
training with 10-fold cross-validation and we evaluated the trained model based on the 20% held-over
data. The Conv-LSTM is implemented in Keras and trained on an Nvidia TitanX GPU with CUDA and
cuDNN, enabled to make the overall pipeline faster.
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4.2. Performance Metrics
Once the models are trained, we evaluated them on the held-over test set. Then we computed
the confusion matrix to compute the performance metrics. The elements of the confusion matrix
help represent the predicted and expected/actual classification. The outcome of classifying is two
classes: correct and incorrect. There are four fundamental situations that we considered to compute
the confusion matrix:
• True positive (TP) measures the proportion of actual positives that are correctly identified.
We specify this with x.
• False negative (FN) signifies the wrong predictions. More specifically, it identifies instances that
are malicious but that the model incorrectly predicts as normal. We specify this with y.
• False positive (FP) signifies an incorrect prediction of positive, when in reality, the detected attack
is normal. We specify this with z.
• True negative (TN) measures the proportion of actual negatives that are correctly identified
attacks. We specify this with t.
Now, based on the above metrics x, y, z, and t, we have the confusion matrix in the intrusion
detection setting as shown in Table 5.





From these conditions of the confusion matrix, we can calculate the performance of an IDS using
the detection rate (DR) or true positive rate (TPR) and the false alarm rate (FAR), which are the two
most fundamental general parameters for evaluating IDS. While DR or TPR means the ratio of intrusion
instances identified by the ID model, FAR signifies the proportion of misclassified regular instances:
TPR = DR = TP/(TP + FN) = x/(x + y) (1)
FAR = FP/(TN + FP) = z/(t + z). (2)
When DR increases, FAR decreases. We then calculate our approach efficiency E and evaluate the
hybrid IDS approach as follows:
E = DR/FAR. (3)
4.3. Evaluation of the IDS System
Table 6 shows the performance of different classifiers at each stage. Only the results based on the
best hyperparameters produced through an empirical random search are reported here. As shown in
the table, classic model SVM performed quite poorly, giving an accuracy of only 68% in the F1-score.
Tree-based classifiers managed to boost the performance significantly, showing accuracies of up to 89%.
Table 6. Performance of the classifiers at each stage.
Classifier Precision Recall F1-Score FAR DR Stage
SVM 0.6835 0.6515 0.6786 15.27 0.65 1
DT 0.7930 0.8012 0.7965 11.29 0.82 1
GBT 0.8529 0.8632 0.8612 8.13 0.85 1
RF 0.8919 0.8875 0.8845 5.72 0.89 1
Conv-LSTM 0.9725 0.9750 0.9729 0.71 0.97 2
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However, the most significant boost that we experienced is with the Conv-LSTM network, which
manages to accurately detect misuse in up to 97% of cases. The superior feature extraction of CNN and
long-term dependencies between non-linear features is the reason behind this significant performance
improvement. Implementation details are given in Supplementary Materials.
4.4. Overall Analysis
Table 7 compares our results with existing solutions for the ISCX-UNB dataset. This dataset
was generated much later than the DARPA and KDD dataset family, so there are relatively fewer
corresponding experimental results available [29]. Based on the available evaluation results for the
compared methods, the best results for each study have been selected in relation to the accuracy and
the false alarm rate.
Table 7. Comparison of our approach with existing solutions on the ISCX-UNB dataset.
Reference Approach Accuracy (DR) False Alarm Rate
Kakavand et al. [25] PCA 97.0 1.2
Kumar et al. [26] AMGA2-NB 94.5 7.0
Tan et al. [29] MCA + EMD 90.12 7.92
Sally et al. [30] PLL + NGL 95.31 0.80
Our approach Spark ML + Conv-LSTM 97.29 0.71
It can be observed that our proposed system performs better both in relation to the accuracy
and the false alarm rate associated with advanced techniques, mainly because of the efficient feature
selection technique we used and the implementation of a suitable Spark ML and Conv-LSTM approach.
It is worth noting that these comparisons are for reference only as many researchers have used different
proportions of traffic types and dataset distributions, preprocessing techniques, and sampling methods.
Therefore, a straightforward comparison of some metrics, such as training and testing time, is
usually not considered appropriate, although our hybrid approach achieved improved performance in
terms of all the performance metrics and outperformed other approaches. Nevertheless, we state that
one can achieve a remarkable level of security against intrusion attacks using the hybrid technique,
which is simple, fast, vigorous, and highly appropriate for real-time applications as well.
5. Conclusions and Outlook
In this paper, a hybrid IDS is proposed, implemented, and evaluated on the well-known ISCX-UNB
dataset. The presented IDS is largely based on Spark ML and the Conv-LSTM network, which is
particularly useful for the cybersecurity research. Our proposed IDS, which is a two-stage learning
platform, shows good predictive accuracy at each stage, which is not only the case for the classification
algorithms such as DT, RF, GBT, and SVM but also for the Conv-LSTM network, giving 97.29%
predictive accuracy.
The proposed hybrid IDS based on the Conv-LSTM network integrated the power of both
CNN and the LSTM network, which can be thought of as an efficient approach having both AB
(Anomaly-based) and SB (Signature-based) classification approaches. The modular and hierarchical
structure of our IDS not only performs better than state-of-the-art IDS approaches in terms of DR and
accuracy for intrusion detection but also reduces the computational complexity.
However, one possible downside of our approach is that we have tested our IDS on only a single
dataset. It is important to test it on a more recent dataset since the signature of the attack traffic often
changes. In the future, we intend to: (i) extend our work so that anomaly and network misuses can
be detected on real-time streaming data, and (ii) focus on exploring DL as an attribute extraction
tool to learn competent data illustrations in case of other anomaly recognition problems in a more
recent dataset.
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Supplementary Materials: The source codes of the implementation are available on GitHub at https://github.
com/rezacsedu/Intrusion-Detection-Spark-Deep-Learning.
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Abbreviations
RNN Recurrent Neural Network
Conv-LSTM Convolutional-Long short-term memory
IDS Intrusion detection system
DL Deep learning
ICT Information and communication technology
CIA Confidentiality, integrity, and availability
SBS Signature-based system
HIDS Host intrusion detection system
NIDS Network intrusion detection system
DoS Denial of service
U2R User to root




SVM Support vector machine
GBT Gradient Boosting tree
DBN Deep belief network
DSS Decision support system
DT Decision tree
SSO Simplified swarm optimization
NB Naive Bayes
ESVDF Enhanced Support Vector Decision Function
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Abstract: In this paper, our goal is to improve the recognition accuracy of battlefield target aggregation
behavior while maintaining the low computational cost of spatio-temporal depth neural networks.
To this end, we propose a novel 3D-CNN (3D Convolutional Neural Networks) model, which
extends the idea of multi-scale feature fusion to the spatio-temporal domain, and enhances the
feature extraction ability of the network by combining feature maps of different convolutional
layers. In order to reduce the computational complexity of the network, we further improved the
multi-fiber network, and finally established an architecture—3D convolution Two-Stream model
based on multi-scale feature fusion. Extensive experimental results on the simulation data show
that our network significantly boosts the efficiency of existing convolutional neural networks in
the aggregation behavior recognition, achieving the most advanced performance on the dataset
constructed in this paper.
Keywords: machine vision; aggregation behavior; convolutional neural network; video;
action recognition
1. Introduction
Battlefield target aggregation behavior is a common group behavior in the joint operations
environment, which is usually a precursor to important operational events such as force adjustment,
battle assembly, and sudden attack. To grasp the battlefield initiative, it is important to identify the
aggregation behavior of enemy targets. The intelligence video records the different behaviors of the
battlefield targets, and effectively identifying the aggregate behavior in the video is the main purpose
of this paper.
For the time being, the identification of battlefield aggregation behavior requires a manual
interpretation, which is inefficient in battlefield environments. It is an inevi trend for intelligent
battlefield development to introduce intelligent recognition algorithms to identify the aggregation
behavior. For behavior recognition, intelligent algorithms based on deep learning are the research
hotspots. In particular, 3D Convolutional Neural Networks (3D-CNN), which show significant results
in behavior recognition, provide a technical basis for battlefield target aggregation behavior recognition.
Unfortunately, the traditional 3D-CNN model has certain drawbacks for the battlefield target
aggregation behavior: (1) Compared with the human behavior in the video, the proportion of the target
is uncertain in the intelligence video. The existing 3D-CNN network lacks the interaction of multi-scale
features. The loss of spatial information in the down-sampling process has a great influence on the
detection rate of aggregated behavior; (2) The duration of the aggregation behavior is uncertain, and
the down-sampling in the temporal dimension will cause the loss of timing information, which will
indirectly affect the final recognition accuracy; (3) Traditional 3D-CNN are computationally expensive.
Therefore, the network structure is difficult to flexibly expand, and it is also difficult to cope with
large-scale identification tasks.
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Our article does not consider the disturbances of complex environmental factors (such as complex
weather, etc.), and only focuses on solving aggregation behavior recognition problems with deep
learning networks.
We have improved the traditional 3D-CNN. On the one hand, we construct a multi-scale feature
fusion 3D-CNN model, which combines multi-scale spatio-temporal data of different convolutional
layers to promote the interaction between multi-scale information. This model effectively reduces the
information loss caused by the network down-sampling. The model proposed in this paper effectively
solves the problem that the size of the battlefield target is different and that the aggregation behavior
duration is uncertain, which effectively improves the final recognition accuracy. On the other hand,
this paper uses the improved spatio-temporal multi-fiber network as the backbone network, which
slices a complex neural network into an ensemble of lightweight networks or fibers. Our network
effectively overcomes the huge computational problem of 3D-CNN. At the same time, the depth of the
network is deepened, and the nonlinear expression ability of the neural network is increased.
The rest of the paper is organized as follows. In Section 2, related work is discussed. We present
our method in Section 3 and the dataset in Section 4. We report the experimental results in Section 5.
The conclusion is in Section 6.
2. Related Work
At present, human behavior recognition is a research hotspot in the field of intelligent video
analysis. Battlefield target aggregation behavior recognition and human behavior recognition are
in the same field of behavior recognition but are not identical. The main reason for this is that
single-frame information, which contributes a lot to the human behavior recognition, contributes less to
the aggregation behavior recognition. Therefore, multi-frame information must be processed in order
to enhance the recognition effect of aggregation behavior. In recent years, researchers have proposed a
number of methods for video behavior recognition, which are mainly divided into traditional feature
extraction methods [1–3] and the method based on deep learning [4,5].
The early traditional methods based themselves on the description of spatio-temporal interest
points to extract the features in the video. Wang proposed a dense trajectory method [6], which extracts
local features along trajectories guided by an optical flow. This method achieves a state-of-the-art
level in the traditional method. However, the extraction process of the traditional underlying features
is independent of the specific tasks, and the wrong feature selection will bring great difficulties to
the identification. In addition, due to the cumbersome feature calculation, the traditional method is
gradually replaced by deep learning.
With the wide application of deep learning in the image field, the video behavior recognition
method based on deep learning has gradually become a new hotspot in the field of behavior recognition.
The two-stream architecture [7] uses RGB (Red-Green-Blue) frames and optical flows between adjacent
frames as two separate inputs of the network, and fuses their output classification scores as the final
prediction. Wang [8] constructs a long-term domain structure based on a two-stream architecture.
First, multiple video segments are extracted by sparse sampling, and then a two-stream convolution
network is established on each segment. Finally, the output results of all the networks are combined
for the prediction classification. Many works follow a two-stream architecture and extend this
architecture [9–11]. RNN (Recursive Neural Network) is excellent in capturing the timing information.
Inspired by it, Donahue [12] combines CNN (Convolutional Neural Networks) and RNN to propose
a long-term recursive convolutional neural network. More recently, with the increasing computing
capability of modern GPUs, 3D-CNN has drawn more and more attention. Varol [13] designed a
long-term convolutional network by extending the length of input of the 3D convolutional network,
and studied the influence of different inputs on the recognition results. Carreira [14] introduced
the two-stream idea into 3D-CNN, innovatively used ImageNet to pre-train 2D-CNN, and then
replicated the parameters of the 2D convolution kernel in the time dimension to form a 3D convolution
kernel. The recognition accuracy was significantly improved. Although 3D-CNN can learn the
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motion characteristics from the original frame end-to-end, the network parameters and calculation
amount are huge, so the experimental training and testing need to occupy huge resources. Qiu [15]
proposed Pseudo-3D (P3D), which decomposes a 3D convolution of 3 × 3 × 3 into a 2D convolution
of 1 × 3 × 3, followed by a 1D convolution of 3 × 1 × 1. In addition, S3D [16] and R(2+1)D [17] also
applied a similar architecture. Multi-fiber networks [18], which use multi-frame RGB as the input,
greatly reduce the computational complexity on the basis of ensuring a recognition accuracy. FPN [19]
combines down-top, top-down and lateral connections with using high and low semantic features,
which improves the recognition accuracy.
Traditional 3D networks lack the use of multi-scale information, which affects the recognition
accuracy of the network. The traditional two-stream model uses 2D-CNN to process images, which is
better than the single-stream model but lacks the ability to extract temporal information. In view of
the above problems, this paper combines the advantages of 3D-CNN and the two-stream network
structure to construct a 3D convolution. The two-stream model is based on multi-scale feature fusion.
The experimental results show that the model has a high efficiency and accuracy.
3. The Proposed Method
Battlefield target aggregation is a kind of behavior which can be regarded as the process of the
combat units gathering from the starting position to the target, with obvious temporal and spatial
characteristics. In this paper, we have proposed a new ConvNet called 3D convolution Two-Stream
model based on multi-scale feature fusion. As shown in Figure 1, the 3D ConvNets based on multi-scale
feature fusion (M3D) extracts the features of RGB sequences and optical flow sequences respectively,
and obtains recognition results by averaging the output of the two networks.
Figure 1. Two-Stream M3D (3D convolution Two-Stream model based on multi-scale feature fusion).
M3D (3D ConvNets based on multi-scale feature fusion) extracts the features of RGB (Red-Green-Blue)
sequences and optical flow sequences respectively, and gets the recognition results by averaging the
output of the two networks.
The RGB network is a deep learning network that performs behavior recognition by extracting
the spatio-temporal information of multi-frame RGB images.
The input of the optical flow network is a sequence of optical flow images that contains motion
information. Although RGB images can provide rich exterior information, they are likely to cause
background interference. Optical flow images can shield background interference, which helps the
network understand the motion information of the target. Therefore, the optical flow network can
effectively pay attention to the motion information in the video. The backbone network of this paper
adopts a modular design, and the main body is composed of multi-fiber modules.
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3.1. Multi-Fiber Unit (MF Unit)
In order to reduce the computational cost and increase the depth of the network, we use the
improved spatio-temporal multi-fiber network as the backbone network. The calculation amount of
the network is closely related to the number of connections between the two layers. The traditional
conventional unit uses two convolutional layers to learn features, which is straightforward but
computationally expensive. The total number of connections between these two layers can be
computed as:
C = (Min ×Mmid + Mmid ×Mout), (1)
where C represents the connections, Min represents the number of input channels, Mmid represents the
number of middle channels and Mout represents the number of output channels.
Equation (1) indicates that the number of network connections is the quadratic of the network width.
The spatio-temporal multi-fiber convolution network is modular in design, with the multi-fiber
unit splitting a single path into N parallel paths, each path being isolated from the other paths.
As shown in Equation (2), the total width of the unit remains the same, but the number of connections
is reduced to the original 1/N. In this paper, we set N = 16.










(Min ×Mmid + Mmid ×Mout)
N
(2)
The multiplexer can share information between N paths. The first 1 × 1 × 1 convolutional layer is
responsible for merging the features and reducing the number of channels, and the second 1 × 1 × 1
convolution layer distributes the feature map to each channel. The parameters within the multiplexer
are randomly initialized and automatically adjusted by end-to-end backpropagation. The multi-fiber
module and multiplexer are shown in Figure 2.
Figure 2. Multi-fiber unit and multiplexer. The multiplexer module was incorporated to facilitate the
information flow between the fibers.
3.1.1. 3D ConvNets Based on Multi-Scale Feature Fusion (M3D)
As shown in Figure 3, 3D ConvNets based on multi-scale feature fusion (M3D) consists of
a mainstream network and two tributary networks. The input size of the mainstream network
is 16 × 224 pixels × 224 pixels. The network settings are shown in Table 1. We carry out the
spatio-temporal down-sampling in Conv5_1, Conv3_1 and Conv4_1 with stride (2, 2, 2). In Conv1 and
MaxPool, the down-sampling of the spatio was carried out, and the stride is (1, 2, 2). The output of
Conv5_3 is the averaged spatio-temporal pooling, and results in all kinds of recognition probabilities
through the fully connected layer.
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Figure 3. Network architecture details for M3D. The input of the first branch is the output of Conv5_3
and Conv4_6. The input of the second branch is the output of the first branch convolution module and
the output of Conv3_4. The classification probability of the three-way network is averaged to obtain
the final recognition probability. In the first branch network, in order to splice the output feature maps
of Conv5_3 and Conv4_6, we use the up-sampling layer to up-sample the feature map of Conv5_3
from 4 × 7 × 7 to 8 × 14 × 14. The spliced feature map is sent to the convolution module to extract the
features, and after the pooling layer the full connection layer obtains the classification probability of
the branch. In the second branch network, with the first branch network feature map, we up-sample
the spatio-temporal resolution by a factor of 2 (using nearest neighbor up-sampling for simplicity).
The up-sampled map is then merged with the feature map of Conv3_4. The spliced feature map is sent
to the convolution module to extract the features and results in the classification probability after the
fully connected layer. Finally, the classification probability of the three-way network is averaged to
obtain the final recognition probability.
Table 1. Mainstream network settings. When the input is an optical flow frame, the number of
input channels of the network is 2. When the input is an RGB image, the network input channel is 3.
The stride is denoted by “(temporal stride, height stride, and width stride)”.
Layer Repeat Channel Stride Output Size
Input 3(RGB)/2(Flow) 16 × 224 × 224
Conv1 1 16 (1, 2, 2) 16 × 112 × 112
MaxPool 16 (1, 2, 2) 16 × 56 × 56
Conv2_X


















2 × 7 × 72 (1, 1, 1)
AvgPooling 1 × 1 × 1
FC 2
In the process of multi-scale feature map fusion, it must be ensured that the multi-scale feature can
retain the original information after fusion and maintain the validity of the fusion feature. In view of




where xa ∈ Pt×h×w and xb ∈ P′t×h×w represent the two-layer feature map that is to be fused. y ∈ P′′ t×h×w
represents the merged feature map, t represents the number of frames, and h, w represent the height
and width, respectively, of the corresponding feature map.
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Concatenation. Cascading the feature maps of two 3D convolutional layers. This can be
represented as Equation (4):
⎧⎪⎪⎨⎪⎪⎩ y
cat
i, j,2k = x
a
i, j,k
ycati, j,2k+1 = x
b
i, j,k
1 ≤ i ≤ h; 1 ≤ j ≤ w; 1 ≤ k ≤ t, (4)
where (i, j, k) represents a coordinate point in the feature map.
Sum. Adding the elements of the same coordinate point in the two feature maps. This can be
represented as Equation (5):
ysumi, j,k = x
a
i, j,k + x
b
i, j,k (5)
Maximum. Take the larger of the same coordinate points in the two feature maps. This can be
represented as Equation (6):
ymaxi, j,k = max{xai, j,k, xbi, j,k} (6)
Average. Calculate the mean of the same coordinate points in the two feature maps. This can be
represented as Equation (7):
yavei, j,k = (x
a
i, j,k + x
b
i, j,k)/2 (7)
It is worth noting that the three methods of sum, maximum and average do not change the
number of channels. Although the cascade fusion increases the number of channels of the feature map,
the information volume of each channel is not compressed. Therefore, the cascading fusion is more
conducive to retaining the original information.
4. Building Dataset
4.1. Data Collection
Due to the particularity of battlefield target aggregation behavior, intelligence videos are difficult
to obtain. Our article does not consider the disturbances of complex environmental factors (such as
complex weather, etc.). Therefore, we collected video data on a satellite simulation platform and built
the dataset based on the video data. Behavioral simulation data needs to ensure a visual similarity and
behavioral similarity as much as possible. In terms of visual similarity, based on the acquisition of the
static images in the open network, Figure 4 shows that the simulated data set has a visual similarity
with the real data. In terms of behavioral similarity, the aggregate behavior can be seen as the behavior
of groups moving to a certain area. From the perspective of space, the aggregation behavior shows a
relative position change in the battlefield space; from the perspective of time, the aggregation behavior
is a time series of the density of the combat unit from low to high. The warships are not affected by the
terrain, so the trajectory of each target in the gathering behavior is roughly a straight line. Therefore,
the data of our simulation has a certain authenticity.
Figure 4. (a) Simulation data. (b) Real data. Visually speaking, the background and the shape of the
object are similar.
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The purpose of this paper is to solve the binary classification problem of behavior. The dataset
is divided into two categories: aggregation and others. The aggregate classes include behaviors
such as dual-target aggregation and multi-target aggregation. Other classes include actions such
as target static and target travel. The aggregate behavior class is the positive samples of model
training. Other behavioral classes are negative samples of model training. In reality, in addition to
the aggregation behavior, most of the behaviors captured in the video are target static, no target, and
target travel (no aggregation trend), so the dataset constructed in this paper is representative. Part of
the RGB training samples is shown in Figure 5.
 
Figure 5. Dataset RGB sample. The above pictures show a few frames extracted from a video clip.
According to the actual speed of 20 times, 1000 segments of the video are collected. Each video
lasts for 30 to 40 seconds. The resolution of each video is 720 pixels × 480 pixels, and the frame
rate is 25 fps. Our dataset consists of 500 aggregation behavior video and 500 other behavior videos.
Each category is randomly divided into five splits, each containing 100 videos. The data set is shown
in Table 2.
Table 2. Experimental dataset. The dataset consists of 500 aggregation behavior videos and 500 other
behavior videos. Each category is randomly divided into five splits, each containing 100 videos.
Category Split1 Split2 Split3 Split4 Split5
Aggregation 100 100 100 100 100
Others 100 100 100 100 100
4.2. Optical Flow Video
The optical flow can characterize the motion of the object. Using the optical flow data as the
training data is beneficial to improving the recognition rate. On the one hand, the optical flow data can
shield the interference of the complex background; on the other hand, the optical flow graph contains
enough motion information, which can make the network more comprehensively learn aggregation
behavior characteristics. The partial optical flow samples are shown in Figure 6.
Figure 6. Dataset optical flow sample. The optical flow image is obtained by calculating the optical
flow between two frames of the RGB images.
4.3. Data Enhancement
When training deep networks, it is easy to over-fit due to insufficient labeling samples [20].
Data enhancement can effectively avoid over-fitting. This article uses two enhancement strategies
for data. (1) In the video, we extract multiple times with different frames as the first frame, and the
sampling interval is 30 frames. The extracted segments have 16 frames, and there is an overlap between
the extracted segments; (2) Corner cropping. First, we scale the image size to 256 pixels × 256 pixels,
and then crop from the center and 4 diagonal regions into 5 sub-images of 224 pixels × 224 pixels.
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The experimental results show that the data enhancement improves the generalization ability of
the network and improves the recognition accuracy.
5. Experimental Section and Analysis
5.1. Experimental Setup and Training Strategy
We tested our methods in the Ubuntu16.04 environment. The details are shown in Table 3.
Table 3. Experimental configuration.
Operating System Ubuntu16.04
CPU Intel Core I9-7940X




The training optimization of the RGB network and optical flow network is based on
Back-propagation (BP). Our models are optimized with a vanilla synchronous SGD algorithm with
the momentum of 0.9. The networks are trained with an initial learning rate of 0.1, which decays
step-wisely with a factor of 0.1. The batch size of the dataset is 16, which is to say that the network has
16 segments per iteration, and the network reaches a steady state when iterating 6000 times. The optical
flow is calculated by TVL1 of the OpenCV algorithm.
5.2. Multi-Scale Network Comparison Test
As shown in Figure 7, we compare the accuracy rates in different fusion methods. The fusion
methods include Concatenation, Sum, Max, and Ave. The experimental results show that the fusion of
concatenation has the highest recognition accuracy.
  
(a) (b) 
Figure 7. (a) Accuracy of optical flow branches under different fusion strategies. (b) Accuracy of RGB
branches under different fusion strategies. We compared the accuracy rates in different fusion methods.
The experimental result is the average of the results of 5-fold cross-validation tests. Concatenation
works best because the concatenation method does not merge the channels and can retain the original
information of the feature map.
The two-stream convolutional network in this paper is divided into the RGB network and optical
flow network. The network input is 16 frames of the RGB sequence or 16 frames of the optical
stream sequence. In order to verify the advantages of this network framework in identifying accuracy
and computational complexity, we tested the identification results of the networks in the dataset
constructed in this paper. We use FLOPs (floating-point multiplication-adds) to measure the amount
of computation.
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The experimental comparison method is the I3D [14] network (including the RGB tributary and
optical stream tributaries) and MF-Net [18]. The experimental results are shown in Table 4 and Figure 8.
The M3D proposed in this paper achieves a 94.4% and 96.1% accuracy, respectively, when the input is
the RGB sequence or the optical flow sequence. Comparing the three networks, the recognition results
of the proposed algorithm are improved to different degrees than I3D and MF-Net. The experimental
results show that: (1) Introducing multi-scale feature fusion into the 3D-CNN can effectively improve
the accuracy of the network recognition. (2) The use of multi-fiber modules can greatly reduce the
parameter amount and calculation expenses while ensuring the recognition accuracy.
Table 4. Branch network comparison on the dataset constructed in this paper. Test1–5 represents the
results of the first to fifth cross-validation tests.
Method Test1 Test2 Test3 Test4 Test5 Average
RGB I3D 94.5% 90.5% 91.5% 92.5% 93% 92.4%
Flow I3D 95% 92% 93% 94.5% 95% 93.9%
RGB MF-Net 90% 89.5% 88.5% 91% 89% 89.6%
Flow MF-Net 91.5% 90.5% 90.5% 92.5% 90% 91%
RGB M3D (Ours) 96% 92.5% 94% 95% 94.5% 94.4%
Flow M3D (Ours) 97% 94% 95.5% 97.5% 96.5% 96.1%
Figure 8. Efficiency comparison between different 3D convolutional networks on the dataset
constructed in this paper. The computational complexity is measured using FLOPs, i.e., floating-point
multiplication-adds. The area of each circle is proportional to the total parameter number of the model.
FLOPs for computing the optical flow are not considered.
5.3. Test of Two-Stream Network
In this section, the experimental results obtained by the M3D(RGB) and the M3D(Flow) are
weighted and fused according to different weights, and then the optimal distribution ratio is selected.
The results are shown in Table 5, where the distribution ratio =M3D(RGB): M3D(Flow).
Table 5. The accuracy of the Two-Stream network at different weight ratios, where the distribution
ratio =M3D(RGB): M3D(Flow). Test1–5 represents the results of the first to fifth cross-validation tests.
Distribution Ratio Test1 Test2 Test3 Test4 Test5 Average
3:7 97% 94.5% 95.5% 97.5% 96.5% 96.2%
4:6 97% 95.5% 96% 98% 97% 96.7%
5:5 98% 96.5% 96% 98.5% 97.5% 97.3%
6:4 96.5% 94% 95.5% 97% 96.5% 95.9%
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As shown in Table 5, when the distribution ratio is 5:5, the Two-Stream network of this paper
achieves the best recognition rate. The recognition accuracy on the dataset constructed in this paper
reached 97.3%.
5.4. Comparison of Various Methods
Table 6 shows the video action recognition results of different models trained on the dataset
established in this paper. It can be seen that: (1) From the perspective of the network structure, the
algorithm combines different size feature maps, which is not available in other networks. The fusion
of a multi-scale feature map compensates for the risk of the video information loss; (2) From the
experimental results, compared with the traditional single-channel input network such as C3D [14], the
accuracy of the two-stream M3D is improved by 13.3%. The main reason for this is that the multi-scale
feature fusion strategy can more effectively extract spatio-temporal information. Compared with the
LSTM+CNN [14], the accuracy of the Two-Stream M3D is improved by 17%. The main reason is
that the LSTM (Long Short-Term Memory) on features from the last layers of ConvNets can model a
high-level variation, but may not be able to capture fine low-level motion. Because CNN loses many
fine-grained underlying features during down-sampling, these underlying features may be critical for
a proper motion recognition. That is to say, the feature map outputted by CNN loses the information of
smaller targets. If this feature map is input into LSTM for a timing analysis, the recognition result will
be greatly affected. Compared with the two-stream network, the Two-Stream M3D proposed in this
paper effectively improves the recognition accuracy, which is 1.6% and 5.1% higher than Two-Stream
I3D and Two-Stream MF-Net, respectively. Figure 9 shows that the proposed model achieves a good
trade-off between computational complexity and accuracy.
Table 6. Action recognition accuracy on the dataset constructed in this paper. Test1–5 represents the
results of the first to fifth cross-validation tests. In the input, R means the input is RGB, R+OF means
the input is RGB and Optical Flow. The Two-Stream M3D outperforms C3D by 13.3%, LSTM+CNN by
17%, Two-Stream I3D by 1.6%, and Two-Stream MF-Net by 5.1%.
Method Inputs Params Test1 Test2 Test3 Test4 Test5 Average
LSTM+CNN R 9M 82.5% 81% 77% 82% 79% 80.3%
C3D R 79M 83% 84% 82.5% 85% 85.5% 84%
Two-Stream I3D R+OF 23.4M 96% 94% 95% 97% 96.5% 95.7%
Two-Stream MF-Net R+OF 16.9M 92.5% 92% 91.5% 94% 91% 92.2%
Two-Stream M3D R+OF 20.9M 98% 96.5% 96% 98.5% 97.5% 97.3%
Figure 9. Efficiency comparison between different methods. The computational complexity is measured
using FLOPs, i.e., floating-point multiplication-adds. The area of each circle is proportional to the total
parameter number of the model. FLOPs for the computing optical flow are not considered.
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6. Conclusions
This paper was aimed at the problem of battlefield target aggregation behavior recognition based
on intelligence videos: (1) This paper proposes the M3D model, which effectively reduces the impact
of network down-sampling on the network recognition accuracy by combining different scale feature
maps. The algorithm can effectively deal with the problem that the target of aggregation behavior is
small and that the duration is uncertain; (2) Thanks to the multi-fiber module, our algorithm achieves
a good trade-off between computational complexity and accuracy. On the established aggregation
behavior dataset, the algorithm of this paper is experimentally verified and compared with several
advanced algorithms. The results of multiple experiments show that the proposed algorithm can
effectively improve the accuracy of the aggregation behavior recognition.
We have not yet verified the algorithm in a complex environment. Under realistic conditions,
complex environmental factors will increase the difficulty of recognition of the algorithm. When the
cloud is occluded or the visibility is low, the recognition fails because the target cannot be observed.
For the ocean target, when the sea surface has a severe diffuse reflection, the optical flow images
extracted by the traditional optical flow method will have a large noise, which is not conducive to the
algorithm’s recognition of the behavior. In future work, in view of the feature extraction advantages
of traditional algorithms in complex environments, we will start with a combination of traditional
methods and deep learning to explore a more robust recognition algorithm.
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Abstract: With the wide application of color images, watermarking for the copyright protection
of color images has become a research hotspot. In this paper, a robust color image watermarking
algorithm based on all phase discrete cosine biorthogonal transform (APDCBT) and shuffled singular
value decomposition (SSVD) is proposed. The host image is transformed by the 8 × 8 APDCBT
to obtain the direct current (DC) coefficient matrix, and then, the singular value decomposition
(SVD) is performed on the DC matrix to embed the watermark. The SSVD and Fibonacci transform
are mainly used at the watermark preprocessing stage to improve the security and robustness
of the algorithm. The watermarks are color images, and a color quick response (QR) code with
error correction mechanism is introduced to be a watermark to further improve the robustness.
The watermark embedding and extraction processes are symmetrical. The experimental results show
that the algorithm can effectively resist common image processing attacks, such as JPEG compression,
Gaussian noise, salt and pepper noise, average filter, median filter, Gaussian filter, sharpening, scaling
attacks, and a certain degree of rotation attacks. Compared with the color image watermarking
algorithms considered in this paper, the proposed algorithm has better performance in robustness
and imperceptibility.
Keywords: color image watermarking; copyright protection; robustness; all phase discrete
cosine biorthogonal transform (APDCBT); shuffled singular value decomposition (SSVD);
Fibonacci transform
1. Introduction
With the rapid development of the information age, digital images, as important information
carriers, have been widely spread on the network. Images are easy to copy and spread in large
quantities, which brings convenience to people, but also makes piracy and infringement more and more
serious. In recent years, endless piracy and infringement incidents have emerged, seriously affecting
the legitimate rights and interests of copyright owners and disrupting the normal market order and
social public order. Improving the level of copyright protection and information security for digital
images has become a research hotspot. Techniques for copyright protection include cryptography [1],
steganography [2], digital fingerprinting [3], and digital watermarking [4]. Among them, digital
watermarking is the most commonly used copyright protection technology for digital products due to
its good concealment, robustness, and stability. Until now, digital watermarking has been applied to the
copyright protection of texts [5], images [6–8], audios [9], videos [10–12], and so on, especially images.
Since the advent of color displays, black-and-white displays have been rapidly replaced. With the
rise of this technology, color images have replaced black-and-white images and gray images. As a
result, the watermarking technology for copyright protection of color images has gradually developed.
Depending on the difference of the embedding locations, image watermarking can be divided into
two categories: watermarking in the spatial domain [13–15] and watermarking in the transform
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domain [16–28]. Chou and Wu [13] embedded the color watermark image into the color host images
uniformly by modifying the quantization indices of color pixels. This algorithm cannot effectively
resist various attacks. Su et al. [14] calculated the approximate maximum eigenvalue of the Schur
decomposition in the spatial domain to embed the watermark without true Schur decomposition.
Su et al. [15] embedded the watermark into the direct current (DC) coefficient of two-dimensional (2D)
discrete Fourier transform (DFT) obtained in the spatial domain. These two algorithms have both the
advantages of the spatial domain and frequency domain.
Watermarking algorithms in the spatial domain are easy to implement but have poor robustness,
while watermarking algorithms in the transform domain are robust and have wide application range.
Barni et al. [16] embedded the watermark by changing all discrete cosine transform (DCT) coefficients
of each color channel. A threshold was used in this algorithm to minimize the difference of extracted
watermark information. Liu [17] extended the perceptual model used in gray images to the color images,
and estimated the noise attack threshold of each wavelet coefficient in the luminance and chrominance
of the color image to meet the requirements of imperceptibility and robustness. Patvardhan et al. [18]
took the quick response (QR) code as the carrier of watermark information, and combined discrete
wavelet transform (DWT) and singular value decomposition (SVD) to embed the watermark into the
luminance component of host images. Roy and Pal [19] proposed a color multiple watermarking
method based on DCT and repetition code. Two watermarks were embedded into green and blue
components, respectively. The computational complexity of this algorithm is high. Based on the
local invariant significant bit-plane histogram, Niu et al. [20] presented a new robust color image
watermarking algorithm, which embedded the watermark into the affine invariant local feature regions.
Its limitation is that it has lower watermark capacity. In addition, it cannot be used effectively in
real-time applications. Liu et al. [21] proposed a robust hybrid color image watermarking algorithm by
fusing a local KAZE feature-based watermarking scheme with a conventional watermarking scheme
based on integer wavelet transform (IWT). Its watermark capacity is limited. Chang et al. [22] converted
the color host image into the YIQ color space, and embedded two binary watermarks into the DCT
domain of the quadrature chrominance component. The imperceptibility of this algorithm is relatively
poor. Lakrissi et al. [23] proposed a novel dynamic color image watermarking algorithm combining
the DWT with SVD. The watermark was randomly embedded into LL sub-bands based on the human
visual system (HVS) to choose an adaptive scaling factor. Li et al. [24] proposed a novel color image
watermarking scheme based on the quaternion Hadamard transform (QHT) and Schur decomposition.
Rosales-Roldan et al. [25] used SVD, DWT, and DCT to transform the luminance component of host
images and embedded the watermark using the quantization index modulation (QIM). Roy and
Pal [26] embedded the watermark into the luminance component of host images based on DWT and
SVD. Vaidya and Mouli [27] used multiple decompositions, including DWT, contourlet transform
(CT), Schur decomposition, and SVD, to embed the watermark into the luminance component of the
host image. Mohammad and Gholamhossein [28] adopted the teaching-learning-based optimization
(TLBO) method to automatically determine the embedding parameters and suitable locations for
inserting the watermark. Laur et al. [29] proposed a non-blind color image watermarking scheme
based on DWT, chirp Z-transform (CZT), QR decomposition, SVD, and entropy, which embedded the
watermark into low entropy parts of all three RGB components. Cedillo-Hernandez et al. [30] proposed
a robust-encoded color image watermarking algorithm using the image normalization procedure and
DCT transform. To improve the security of the algorithm, a convolutional encoder was used to encode
the watermark. All of these algorithms used gray or binary images as the watermark.
With the development of color image watermarking algorithms, color images have gradually
been implemented as watermarks [31–33]. Su et al. [31] performed two-level DCT on the color
host image and embedded the color watermark into DC coefficients and alternating current (AC)
coefficients. Su and Chen [32] proposed an improved dual color image watermarking scheme based on
the Schur decomposition, using the features obtained by the Schur decomposition to embed or extract
the watermark images. Pandey et al. [33] embedded the singular values of the watermark into the
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luminance component of host images using variable scaling factors. This algorithm has high payload
capacity, while it is also a non-blind watermarking algorithm. Jia et al. [34] proposed a color image
watermarking algorithm based on DWT and QR decomposition, using the features obtained by QR
decomposition to embed the watermark. Taking color images as watermarks poses more challenges to
the watermark capacity and the imperceptibility of the algorithm.
In this paper, a robust color image watermarking algorithm based on all phase discrete cosine
biorthogonal transform (APDCBT) and shuffled singular value decomposition (SSVD) is proposed.
The better low-frequency energy accumulation characteristics of the APDCBT and the stability of
SSVD are combined to ensure the robustness of the algorithm. Firstly, the host image is divided into
nonoverlapping 8 × 8 blocks, and the APDCBT is performed to obtain the DC coefficient matrix.
Then, SVD is performed on the DC matrix to embed the watermark. The SSVD is mainly used at the
watermark preprocessing stage to improve the security and robustness of the algorithm.
The main contributions of the proposed algorithm are as follows. (1) The APDCBT transform
is introduced into the color image watermarking algorithm, and its better low-frequency energy
accumulation characteristic is used to find the watermark embedding locations. (2) Fibonacci transform
with larger key space is used to improve the security of the algorithm. (3) The watermarks for
embedding are color images, not gray or binary images. Additionally, the color QR code with error
correction mechanism is introduced to be a watermark, which can further improve the robustness of
the algorithm. (4) The proposed algorithm has high robustness to common image processing attacks,
such as JPEG compression, Gaussian noise, salt and pepper noise, average filter, median filter, Gaussian
filter, sharpening, and scaling attacks.
The rest of this paper is organized as follows. Preliminary concepts are provided in Section 2,
including the concepts and characteristics of APDCBT, SSVD, Fibonacci transform, and QR code.
Section 3 details the proposed algorithm, including the preprocessing, embedding, and extraction
of the watermark. The experimental results and discussions are presented in Section 4. Finally,
the conclusions and future work are discussed in Section 5.
2. Preliminary Concepts
To improve the robustness of the algorithm, the advantages of the APDCBT and SSVD are
combined to determine the appropriate locations for watermark embedding. To improve the security
of the algorithm, the Fibonacci transform is adopted to scramble the watermark image. In addition,
the QR code is introduced to further improve the robustness of the algorithm. This section mainly
introduces the concepts and characteristics of these three transforms and the QR code.
2.1. APDCBT
The APDCBT was proposed to solve the serious block artifacts caused by DCT at low bit rates
in image compression [35]. Compared with DCT, the APDCBT has better low-frequency energy
accumulation and high-frequency energy attenuation characteristics. Due to these characteristics, the
APDCBT has been applied in many fields, such as image compression and digital watermarking [36].








N − i) cos i jπN − csc jπN sin i jπN
]
, i = 0, 1, · · · , N − 1, j = 1, 2, · · · , N − 1 , (1)
where N is the size of the image block X. Performing the APDCBT on X can be presented as Equation (2):
A = BXBT, (2)
where A is the transform coefficient matrix and B is the transform matrix of APDCBT.
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2.2. SSVD
The SSVD [37] was developed on the basis of the standard SVD. Different from the SVD, SSVD
adds a scrambling process, which can be expressed as Y = Ŝ {X}, where X is the input image, Y is the
scrambled image, and Ŝ is the shuffled operator. In other words, SSVD scrambles the input image
first, and then performs standard SVD on the scrambled image Y. The scrambling method used in the
proposed algorithm is the Fibonacci transform, which will be introduced in Section 2.3.
SVD is a type of matrix decomposition that can be applied to any matrix. By performing SVD
on a complex matrix, three smaller and simpler submatrices can be obtained, which can describe
the important characteristics of the complex matrix. For a matrix Y, its SVD can be expressed as
Equation (3):
Y = USVT, (3)
where U and V are orthogonal matrices and S is a diagonal matrix. The matrix S contains the singular
values of matrix Y, which can represent the main information of matrix Y and has high stability. Due to
this characteristic, SVD is widely used in the watermarking field.
2.3. Fibonacci Transform
Matrix transform is one of the most commonly used image scrambling methods. For an image F














where (x, y) is the coordinate of image F and (x′, y′) is the coordinate after the transform. The Fibonacci
transform is periodic, and its transform periods for images with different sizes are shown in Table 1.
When the images are the same size, the period of Fibonacci transform is twice as long as an Arnold
transform [38]. Therefore, the Fibonacci transform can provide more key space and improve the
security of watermarking algorithms.
Table 1. The periods of the Fibonacci transform for images with different sizes.
Size of Image 4 × 4 8 × 8 16 × 16 32 × 32 64 × 64 128 × 128 256 × 256
Period 6 12 24 48 96 192 384
2.4. QR Code
The QR code is a two-dimensional bar code that can be read quickly. Compared with the traditional
bar code, the QR code can store more data information. Due to this characteristic, QR codes have been
widely used in the information identification of intelligent devices. The size of QR codes can range
from 21 × 21 to 177 × 177, mainly including data area, alignment pattern, timing pattern, finder pattern,
quit zone, dark module, and separator. Since QR codes have four levels of error correction capability
and its maximum fault tolerance can reach 30%, it can still be read correctly even if it is damaged.
In addition, QR codes also have strong bending resistance.
Due to the error correction algorithm of the QR code, it can ensure the security of the information
to be hidden. In watermarking algorithms, embedding the hidden information into the QR code and
using the generated QR code as the watermark can improve the robustness of the algorithm. Even if
the extracted QR code image is destroyed, the hidden information can still be decoded.
3. Proposed Color Image Watermarking Algorithm
In this section, the specific steps of the proposed color image watermarking algorithm are explained.
The algorithm consists of three parts: watermark preprocessing, watermark embedding, and watermark
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extraction. The APDCBT is introduced into the color image watermarking algorithm, and its better
low-frequency energy accumulation characteristic is used to find the watermark embedding locations,
which is the main contribution of the proposed algorithm. In addition, the Fibonacci transform and the
QR code are used to improve the security and the robustness of the proposed algorithm, which are also
the contributions of the proposed algorithm. The frameworks of watermark embedding and watermark
extraction are shown in Figure 1, and the specific steps are explained in the following subsections.
Original host 
color image
R, G, B components
8 × 8 APDCBT
DC coefficient matrices 
MR, MG, MB
SVD




R, G, B components
Fibonacci transform
SVD
W = U × S
WR, WG, WB








R, G, B components
8 × 8 APDCBT
DC coefficient matrices 
* * *
R G B, ,M M M
SVD
= − =( ) , { , , }/* *C C CW S S C R G B
= × =T , { , , },
*
F C C CW W V C R G B
Inverse Fibonacci transform
Reconstructed R, G, B 
components
Reconstructed color 
watermark image  
(b) 
Figure 1. The frameworks of the proposed color image watermarking algorithm: (a) Watermark
embedding; (b) Watermark extraction. APDCBT: all phase discrete cosine biorthogonal transform;
SVD: singular value decomposition; DC: direct current.
3.1. Watermark Preprocessing
The watermark preprocessing is performed to improve the security of the watermarking algorithm.
SSVD is used to preprocess the watermark image. Here, the Fibonacci transform is used to scramble
the color watermark image, and the scrambling process is shown in Figure 2.
The specific watermark preprocessing process is presented below.
Step 1: Divide the color watermark image W of size 64 × 64 into RW, GW, and BW components.
Step 2: Apply the Fibonacci transform to scramble the three color components.
Step 3: Perform SVD on the scrambled components, as shown in Equation (5):
Cs = UCsSCsVTCs, C = {R, G, B}, (5)
where Cs are the three scrambled color components, UCs and VCs are orthogonal matrices for Cs, and
SCs are singular value matrices for Cs.
Step 4: Generate embedded watermark using Equation (6):
WC = UCsSCs, C = {R, G, B}, (6)
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where WC, namely WR, WG, and WB, are the generated watermarks for embedding.
To more comprehensively illustrate the watermark preprocessing process, its pseudocode is














Figure 2. The scrambling process of a color watermark image using the Fibonacci transform.
Algorithm 1. Watermark Preprocessing Algorithm
Variable Declaration:
SDUW: color watermark image
W: read the watermark image
RW, GW, and BW: three components of the color watermark image
Rs, Gs, and Bs: three scrambled components using Fibonacci transform
URs, VRs, UGs, VGs, UBs, and VBs: orthogonal matrices for Rs, Gs, and Bs
SRs, SGs, and SBs: singular value matrices for Rs, Gs, and Bs
WR, WG, and WB: three watermark components for embedding
Watermark Preprocessing Procedure:
Start Procedure:
1: Read the color watermark image
W ← SDUW.png (color watermark image of size 64 × 64);
RW ←W (:, :, 1); GW ←W (:, :, 2); BW ←W (:, :, 3);
2: Scramble the three color components of the watermark image
Rs ← Fibonacci transform (RW); Gs ← Fibonacci transform (GW); Bs ← Fibonacci transform (BW);
3: Perform SVD on each scrambled color components
[URs, SRs, VRs]← SVD (Rs); [UGs, SGs, VGs]← SVD (Gs); [UBs, SBs, VBs]← SVD (Bs);
4: Obtain watermark for embedding
WR = URs × SRs; WG = UGs × SGs; WB = UBs × SBs;
End Procedure
3.2. Watermark Embedding
The watermark embedding process is shown in Figure 1a, and the detailed steps are given below.
Step 1: Divide the color host image I of size 512 × 512 into R, G, and B components.
Step 2: Divide each component into nonoverlapping 8 × 8 blocks, and apply the APDCBT to each
block to obtain the DC coefficient, and then the DC coefficient matrices MC can be obtained, where
C = {R, G, B}.
Step 3: Perform SVD on MC to obtain singular value matrices SC, where C = {R, G, B}.
Step 4: Use Algorithm 1 to preprocess the color watermark image and obtain WC, where
C = {R, G, B}.
Step 5: Embed WC into SC according to Equation (7):
118
Symmetry 2019, 11, 1227
SCW = SC + α×WC, SCW = UCWSCW1VTCW, C = {R, G, B}, (7)
where α is the embedding strength of the watermark, and SCW are three singular value matrices with
the embedded watermark. UCW and VCW are orthogonal matrices for SCW, and SCW1 are the singular
value matrices for SCW. Save UCW, VCW, and SC for watermark extraction process.
Step 6: Apply the inverse SVD to SCW1, then the watermarked M∗C can be obtained.
Step 7: After performing the inverse APDCBT, three watermarked color components can be
obtained. Use the concatenate (cat) operator to stack them, and then the watermarked color image I∗
can be obtained.
To more comprehensively illustrate the watermark embedding process, its pseudocode is shown
in Algorithm 2.
Algorithm 2. Watermark Embedding Algorithm
Variable Declaration:
Lena: color host image
I: read the color host image
R, G, and B: three color components of the host image
MC: three DC coefficient matrices obtained by APDCBT, where C = {R, G, B}
UC and VC: orthogonal matrices for MC
SC: singular value matrices for MC
WC: three preprocessed color components of the watermark image, where C = {R, G, B}
α: scaling factor
SCW: three singular value matrices with the embedded watermark
UCW and VCW: the orthogonal matrices for SCW
SCW1: the singular value matrices for SCW
M∗C: watermarked DC coefficient matrices




1: Read the color host image
I← Lena.ppm (color host image of size 512 × 512);
R← I (:, :, 1); G← I (:, :, 2); B← I (:, :, 3);
2: Perform 8 × 8 APDCBT to three color components
MC ← APDCBT (C) //C = {R, G, B}
3: Perform SVD on MC
[UC, SC, VC]← SVD (MC)
4: Watermark Embedding
SCW = SC + α ×WC
[UCW, SCW1, VCW]← SVD (MC)
M∗C ← UCSCW1VTC
5: Perform the inverse APDCBT




I∗ ← cat (3, R*, G*, B*)
End Procedure
3.3. Watermark Extraction
The watermark extraction process is shown in Figure 1b, and the detailed steps are given below.









Step 2: Divide each component into nonoverlapping 8 × 8 blocks, and apply the APDCBT to each
block to obtain the DC coefficient matrices M
′
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Step 3: Perform SVD on M
′
C to obtain singular value matrices S
′



























C are orthogonal matrices for M
′
C.
Step 4: The embedded watermark W
′





















Step 5: Obtain the three color components C
′















Step 6: Apply inverse Fibonacci transform on C
′
W to obtain the reconstructed color components C
′
WR.
Step 7: Reconstruct the final watermark image W
′
by using the concatenate operator to stack the
three color components C
′







To more comprehensively illustrate the watermark extraction process, its pseudocode is shown in
Algorithm 3.
































CW1: singular value matrices for M
′
C
SC: saved singular value matrices for MC of host image
UCW and VCW: saved orthogonal matrices for SCW in watermark embedding process
S
′







W: three reconstructed color components of watermark image
C
′
WR: three inverse scrambled color components of watermark image
W
′
: reconstructed watermark image
Watermark Embedding Procedure:
Start Procedure:
1: Read the suspicious color image
I
′ ← Suspicious image.ppm
R
′ ← I′ (:, :, 1); G′ ← I′ (:, :, 2); B′ ← I′ (:, :, 3);
2: Perform 8 × 8 APDCBT to three color components
M
′




















































6: Reconstruct the final watermark image
W
′ ← cat (3, R′WR, G′WR, B′WR)
End Procedure
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4. Experimental Results and Analysis
In this section, to evaluate the performance of the proposed algorithm, several experiments are
performed using MATLAB R2014a on an Intel Core i5-4590 3.30 GHz CPU. All 24-bit color images of
size 512 × 512 in the CVG-UGR image database [39] are prepared as host images. In this paper, six color
images, including “Lena”, “Baboon”, “Airplane”, “Sailboat”, “House”, and “Peppers”, are selected to
illustrate the experimental results, which are shown in Figure 3. In addition, three 24-bit color images
of size 64 × 64 are used as the watermarks, which are shown in Figure 4. Among them, Figure 4a is the
school badge of Shandong University; Figure 4b is the English abbreviation of Shandong University
(Weihai) drawn with Microsoft Visio 2010; and Figure 4c is a color QR code containing a personal
website [40] generated by a QR code generator. The imperceptibility and robustness of the proposed




















Figure 4. The color watermark images: (a) Logo; (b) SDUW; (c) QR code.
4.1. Evaluation Indexes
In general, peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) [41] are used to
evaluate the imperceptibility of watermarking algorithms, while the normalized correlation coefficient
(NCC) is used to evaluate the robustness of watermarking algorithms [31]. The definition of PSNR is
shown as Equation (11):




where the mean square error (MSE) can be defined as Equation (12):
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[ f (m, n) − fw(m, n)]2, (12)
where f and fw are the original host and watermarked images of size M×N, respectively. In this paper,
the PSNR of color images is calculated by averaging the PSNRs of R, G, and B components (PSNRR,




(PSNRR + PSNRG + PSNRB), (13)
where PSNRc is the PSNR value of color images. The definition of SSIM is shown as Equation (14):
SSIM( f , fw) =









where f and fw are the original host and watermarked images, respectively. μ f and μ fw represent the
mean values of f and fw, respectively; σ f and σ fw are the variances of f and fw, respectively; σ f fw is
the covariance between f and fw; and C1 and C2 are two constants to maintain the stability. Usually,
the larger the PSNR and SSIM are, the better the imperceptibility is.


























where W and W
′
are the original color watermark image and extracted watermark image of size
M×N, respectively. The NCC values range from 0 to 1, and the larger the NCC is, the stronger the
robustness is.
4.2. Imperceptibility
Imperceptibility means that the watermark embedded into the image cannot be perceived
by the human eyes, that is, the embedded watermark cannot affect the visual quality of the image.
The embedding strength of the watermark plays an important role in the performance of a watermarking
algorithm. The selection of it must take the imperceptibility and robustness of the watermark into
account. Here, taking “Lena” as the host image, the changes of PSNR, SSIM, and NCC with the
embedding strength α are shown in Figure 5.
(a) (b) (c) 












































Figure 5. The changes of peak signal-to-noise ratio (PSNR), structural similarity index (SSIM), and
normalized correlation coefficient (NCC) with the embedding strength α: (a) PSNR; (b) SSIM; (c) NCC.
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To show the imperceptibility of the algorithm more comprehensively, taking “Baboon”, “Airplane”,
“Sailboat”, “House”, and “Peppers” as objects, the change of the imperceptibility with the embedding
strength is tested, and the test results are shown in Table 2.















1 55.90 1.0000 0.9992 55.49 1.0000 0.9993 56.88 1.0000 0.9980
3 47.88 0.9998 1.0000 48.25 0.9998 1.0000 49.20 0.9998 1.0000
5 44.84 0.9992 1.0000 46.53 0.9995 1.0000 46.78 0.9995 1.0000
7 42.91 0.9982 1.0000 45.97 0.9988 1.0000 45.80 0.9989 1.0000
Airplane
1 55.69 0.9997 0.9979 55.20 0.9998 0.9986 56.63 0.9998 0.9965
3 47.17 0.9979 1.0000 47.15 0.9984 1.0000 48.32 0.9984 1.0000
5 43.63 0.9942 1.0000 44.34 0.9955 1.0000 45.15 0.9960 1.0000
7 41.43 0.9877 1.0000 43.11 0.9914 1.0000 43.40 0.9922 1.0000
Sailboat
1 55.98 0.9999 0.9995 55.46 0.9999 0.9998 56.85 0.9999 0.9992
3 48.09 0.9993 1.0000 48.18 0.9994 1.0000 49.09 0.9995 1.0000
5 45.43 0.9979 1.0000 46.52 0.9986 1.0000 46.62 0.9985 1.0000
7 44.10 0.9960 1.0000 46.56 0.9973 1.0000 45.78 0.9970 1.0000
House
1 55.78 0.9997 0.9991 55.29 0.9998 0.9995 56.71 0.9998 0.9975
3 47.49 0.9972 1.0000 47.57 0.9984 1.0000 48.60 0.9985 1.0000
5 44.25 0.9934 1.0000 45.22 0.9963 1.0000 45.73 0.9965 1.0000
7 42.33 0.9879 1.0000 44.45 0.9932 1.0000 44.36 0.9936 1.0000
Peppers
1 56.13 0.9826 0.9984 55.79 0.9844 0.9990 57.16 0.9843 0.9977
3 48.80 0.9729 1.0000 49.70 0.9793 1.0000 50.36 0.9775 1.0000
5 46.34 0.9685 1.0000 48.89 0.9808 1.0000 49.07 0.9777 1.0000
7 44.13 0.9662 1.0000 46.06 0.9824 1.0000 46.21 0.9806 1.0000
As can be seen from Figure 5 and Table 2, under the same conditions, the imperceptibility of the
watermark using a QR code is better than the other two types of watermarks, which shows that QR
code can be used as the carrier of watermark information to achieve the watermark embedding. When
the embedding strength α equals 5, most PSNR values are larger than 44 dB and most SSIM values are
larger than 0.99, while all the NCC values equal 1. Therefore, the embedding strength in the proposed
algorithm is set to 5. Taking “Lena” and “Baboon” as objects, the subjective effects of the watermarked
images and the extracted watermark images when without performing any attacks on host images are
shown in Table 3.
From Table 3, we can see that the watermarked images have no trace of watermark embedding,
and the watermarks can be completely extracted. To compare the proposed algorithm with other three
robust image watermarking algorithms, the PSNR, SSIM, NCC, and the watermark capacity of them
are listed in Table 4.
From Table 4, we can see that the watermarks in algorithm [18] are gray images, while
algorithms [31,34] and the proposed algorithm embed color watermark images into color host
images. Although the PSNR of the proposed algorithm is less than algorithm [18] and larger than
algorithms [31,34], the SSIM and NCC of the proposed algorithm are both better than those of the other
three algorithms.
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Table 3. The subjective effects of the proposed algorithm with three color watermark images.




























Table 4. Comparisons of the PSNR, SSIM, NCC, and the watermark capacity among different color
image watermarking algorithms.
Algorithms Patvardhan et al. [18] Su et al. [31] Jia et al. [34] Proposed
Host images 512 × 512 × 3 512 × 512 × 3 512 × 512 × 3 512 × 512 × 3
Watermark images gray color color color
PSNR (dB) 52.13 46.07 41.45 49.03
SSIM 0.9975 0.9913 0.9842 0.9992
NCC 0.9962 0.9999 1.0000 1.0000
Capacity 128 × 128 64 × 64 × 3 32 × 32 × 3 64 × 64 × 3
4.3. Robustness
Robustness means that the watermark image can still be extracted from the watermarked image
after suffering various attacks. In the storage and transmission processes, it is inevitable for color
images to undergo various attacks. To test the robustness of the proposed algorithm, various common
image processing attacks and geometric attacks are performed on the watermarked color images,
including JPEG compression, Gaussian noise, salt and pepper noise, average filter, median filter,
Gaussian filter, sharpening, rotation, and scaling attacks. Taking “Lena”, “Baboon”, and “Sailboat”
as objects, when “SDUW” is used as the watermark, the results of extracted watermarks and the
NCC values under various attacks are shown in Table 5; when “QR code” is used as the watermark,
the results of extracted watermarks and the NCC values under various attacks are shown in Table 6.
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Table 5. The results of extracted watermarks (SDUW) and the NCC values under various attacks.
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Table 6. The results of extracted watermarks (QR code) and the NCC values under various attacks.
Attacks Parameter Lena Baboon Sailboat
JPEG
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It can be seen from Tables 5 and 6 that the proposed algorithm has high robustness to JPEG
compression, noise, filtering, sharpening, and scaling attacks. Although the proposed algorithm can
resist a small degree of rotation attacks, it will fail when the rotation angle increases. In the actual
image transmission process, images are usually affected by more than one attack. Most color image
watermarking algorithms did not consider the robustness when multiple attacks are combined. In this
paper, to more comprehensively prove the effectiveness of the proposed algorithm, taking “Lena” as
the host image and “QR code” as the watermark, the robustness of the proposed algorithm is compared
with algorithms [18,31,34]. In addition, hybrid attacks, which include two or three kinds of attacks,
are also considered. The comparison results are shown in Table 7.
Table 7. Comparisons of the NCC values of the watermarks extracted by different robust color image
watermarking algorithms.
Attacks Patvardhan et al. [18] Su et al. [31] Jia et al. [34] Proposed
Gaussian noise (0.02) 0.8104 0.8300 0.8848 0.9966
Salt and Pepper noise (0.02) 0.9335 0.9024 0.9676 0.9986
Average filter (3 × 3) 0.9910 0.8662 0.9485 0.9996
Median filter (3 × 3) 0.9958 0.8697 0.9622 0.9999
Gaussian filter (3 × 3) 0.9960 0.9449 0.9602 1.0000
JPEG (30) 0.9953 0.8437 0.8831 0.9997
Sharpening (0.2) 0.7964 0.8406 0.8943 0.9955
Rotation (5◦) 0.9940 0.9666 0.8709 0.9886
Scaling (2) 0.9961 0.9901 0.9997 1.0000
Gaussian noise (0.02) + Average filter (3 × 3) 0.9951 0.8406 0.8724 0.9964
Salt and Pepper noise (0.05) +Median filter (5 × 5) 0.9937 0.8453 0.9202 0.9995
Gaussian noise (0.02) + JPEG (30) 0.8157 0.8394 0.8785 0.9963
Salt and Pepper noise (0.05) + JPEG (50) 0.8402 0.8432 0.8923 0.9934
Average filter (3 × 3) + JPEG (30) 0.9910 0.8413 0.8801 0.9995
Median filter (3 × 3) + JPEG (70) 0.9950 0.8405 0.9062 0.9999
Gaussian noise (0.02) + Scaling (0.5) 0.9907 0.8389 0.8821 0.9967
Salt and Pepper noise (0.05) + Scaling (2) 0.9639 0.8580 0.9668 0.9938
Average filter (5 × 5) + Scaling (0.5) 0.9883 0.8366 0.9002 0.9977
Median filter (5 × 5) + Scaling (2) 0.9917 0.8826 0.9260 0.9996
JPEG (30) + Scaling (0.5) 0.9895 0.8424 0.8822 0.9998
JPEG (50) + Sharpening (0.2) 0.9394 0.8462 0.8801 0.9969
JPEG (70) + Rotation (5◦) 0.9964 0.8326 0.8677 0.9885
Scaling (2) + Sharpening (0.2) 0.9275 0.8306 0.9000 0.9959
Gaussian noise (0.02) +Median filter (3 × 3) +
Sharpening (0.2) 0.8190 0.8320 0.8777 0.9925
Salt and Pepper noise (0.05) + Average filter (3 × 3) +
Scaling (0.5) 0.9889 0.8306 0.8849 0.9936
Average filter (5 × 5) + Scaling (0.5) + JPEG (30) 0.9883 0.8402 0.8771 0.9980
Scaling (2) + Rotation (2◦) + Gaussian filter (3 × 3) 0.9957 0.8339 0.9496 0.9960
As can be seen from Table 7, for JEPG compression, noise, filtering, sharpening, scaling, and most
hybrid attacks, the NCC values of the proposed algorithm are higher than the other three algorithms,
which means that the proposed algorithm is more robust than the other three algorithms. However,
when the watermarked image is attacked by rotation attacks, the robustness of the proposed algorithm
is slightly weaker than algorithm [18]. In general, SVD-based watermarking algorithms have stronger
robustness than DCT-based watermarking algorithms, and the comparison results in Table 7 are no
exception. When suffering noise attacks, sharpening attacks, and some hybrid attacks, the robustness
of the proposed algorithm is much better than the other three algorithms.
4.4. Real-Time Analysis
To compare the real-time performance of the four algorithms, we take “Lena”, “Baboon”,
“Airplane”, “Sailboat”, “House”, and “Peppers” as objects to test the average execution time for
watermark embedding and extraction. The test results are given in Table 8, including embedding time,
extraction time, and total time. All values in Table 8 are obtained by averaging the execution time of
six objects, and the execution time of each object is obtained by averaging 10 test results.
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Table 8. Comparisons of the embedding time, extraction time, and total time among different
algorithms (second).
Algorithms Embedding Time Extraction Time Total Time
Patvardhan et al. [18] 1.4668 0.6477 2.1145
Su et al. [31] 5.0233 2.2093 7.2326
Jia et al. [34] 1.9622 0.4170 2.3792
Proposed 1.1560 0.3880 1.5440
From Table 8, we can see that the embedding time, extraction time, and total time of the proposed
algorithm are all shorter than those of the other three algorithms. The execution time of reference [31]
is the longest, and the execution time of reference [18] is similar to that of reference [34]. As for
reference [31], its watermark preprocessing and embedding processes prolong the total execution
time. In conclusion, the real-time performance of the proposed algorithm is better than the other
three algorithms.
5. Conclusions
In this paper, a double color image watermarking algorithm is proposed. The main contributions
are as follows. (1) The APDCBT transform is introduced into the color image watermarking algorithm.
The better low-frequency energy accumulation characteristics of the APDCBT and the stability of
SSVD are combined to ensure the robustness of the algorithm. (2) The Fibonacci transform with
larger key space is used to improve the security of the algorithm. (3) The watermarks for embedding
are color images, not gray or binary images. Additionally, the color QR code with error correction
mechanism is introduced to be a watermark, which can further improve the robustness of the algorithm.
The experimental results show that the algorithm can effectively resist common image processing
attacks, such as JPEG compression, Gaussian noise, salt and pepper noise, average filter, median filter,
Gaussian filter, sharpening, and scaling attacks, while its robustness to rotation attacks is relatively
weak. In the future, we will consider how to improve the resistance of the algorithm to high-intensity
rotation attacks.
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Abstract: In terms of deep reinforcement learning (RL), exploration is highly significant in achieving
better generalization. In benchmark studies, ε-greedy random actions have been used to encourage
exploration and prevent over-fitting, thereby improving generalization. Deep RL with random
ε-greedy policies, such as deep Q-networks (DQNs), can demonstrate efficient exploration behavior.
A random ε-greedy policy exploits additional replay buffers in an environment of sparse and binary
rewards, such as in the real-time online detection of network securities by verifying whether the
network is “normal or anomalous.” Prior studies have illustrated that a prioritized replay memory
attributed to a complex temporal difference error provides superior theoretical results. However,
another implementation illustrated that in certain environments, the prioritized replay memory is
not superior to the randomly-selected buffers of random ε-greedy policy. Moreover, a key challenge
of hindsight experience replay inspires our objective by using additional buffers corresponding
to each different goal. Therefore, we attempt to exploit multiple random ε-greedy buffers to
enhance explorations for a more near-perfect generalization with one original goal in off-policy
RL. We demonstrate the benefit of off-policy learning from our method through an experimental
comparison of DQN and a deep deterministic policy gradient in terms of discrete action, as well as
continuous control for complete symmetric environments.
Keywords: deep Q-network (DQN); reinforcement learning (RL); explorations; deep deterministic
policy gradient (DDPG); random ε-greedy buffers
1. Introduction
Deep reinforcement learning (RL) [1] has been applied in challenging domains, such as games and
robotics. A combination of RL and nonlinear function approximates, such as deep neural networks,
helps in automating decision making and control issues. However, it can also be challenging in
terms of stability and convergence [2] in real-time online learning, such as in the detection of network
security through the verification of whether the network is “normal or anomalous” [3–7]. Moreover,
its widespread adaptation in the real world, such as with robotic arms, is difficult because of sample
complexity and heavy dependence on certain hyper-parameters, such as exploration constants [3–7].
A significant challenge in robotics is the engineering of a carefully shaped reward function. However,
the necessity of reward function engineering restricts the general applicability of RL in the real world.
Recent remarkable research on hindsight experience replay (HER) [8] provides additional replay buffers
with the original goal and a subset of other goals without any domain knowledge. HER improves the
sample-efficient setting and learns the possible multi-goals, even in an environment of sparse rewards.
Off-policy algorithms in RL [1], such as deep Q-networks (DQNs) [9,10], reuse the past experience
with random ε-greedy actions in replay buffers for efficient exploration behaviors. Andrychowicz
et al. [8] found that a DQN combined with HER resolves some tasks more easily than that without
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HER. An experience comprises a tuple, such as state, action, reward, or new state, and each agent of
DQN can exploit a batch of experiences to update the Q-value function via temporal differencing (TD)
learning [9,10]. The experience replay (ER) buffer discards old memories at each step by sampling the
buffer randomly and updating the DQN agent. It aids in breaking temporal relations and increasing
data usage [11,12].
The present study is inspired by the quantification of generalization in RL [11], which investigates
the impact of injecting stochastic methods on generalization by random ε-greedy actions overriding
the agent’s preferred actions. A random ε-greedy action has been used to encourage exploration and
prevent excessive over-fitting [11]. There has been research on the exploration diversities of stability
and convergence. A prioritized replay memory [13] has been used in a DQN for replaying important
transitions more frequently and learning more efficiently. HER [8] makes possible sample-efficient
learning with additional replay buffers. A parameter space in noise [14] in a neural network leads to a
more abundant set of exploratory behaviors through noise injection in the action space in deep RL.
However, some empirical implementations show that in certain environments, adding parameter space
noise [14] may not improve ε-greedy random actions by OpenReivew.net [15]. A prioritized replay
memory attributed to a complex TD error might provide better theoretical results. The TD errors might
create a balance issue between variance and bias, because TD attributes can be computed at every
n-time step [11,12]. Moreover, some studies have only partially succeeded in combining drop-out,
L2 regularization, and ε-greedy random actions. Thus, training with only ε-greedy random actions
can vastly improve generalization and exploration [11,12].
This paper proposes multiple ε-greedy experience buffers in off-policy deep RL [1] for enhancing
explorations for a more near-perfect generalization for the original goal. We consider strengthening
the advantages of exploring model-free, deep RL, and demonstrate that the off-policy method
benefits through the experimental comparison of DQN [9,10] and DDPG [16], which is actually based
on on-policy, and represents a trade-off between policy optimization [2,16] and Q-learning [9,10].
The proposed deep RL model is compatible with the discrete action as well as continuous control,
symmetrically. Therefore, we can expect better prediction accuracy in real-time online learning, such
as detecting network intrusions by verifying whether the network is “normal or anomalous” [3–7].
The concept of our proposed multiple ε-buffers is extremely simple. After experiencing some episodes,
we store them in the replay buffers R1 and R2. Note that we can replay one trajectory with only one
goal, assuming that we exploit an off-policy RL like DQN [9,10] and DDPG [16]. When the procedure
passes through multiple ε-buffers, the trade-off between policy optimization and Q-learning can be
solid and strong due to the deep neural network in DQN [9,10] or DDPG [16].
2. Background
RL comprises an agent with an environment that is described by a set of states, S, a set of actions,
A, a distribution of initial states, p(s0), a reward function, r: S × A → R, transition probabilities,
p(st+1|st,at), and a discount factor, γ ∈ [0,1] [1]. Deterministic policy maps from states to actions
are given as π: S → A. At each time step, t, the agent selects an action attributed to the current
state: at = π(st), and takes the reward, rt = r(st,at) [1]. The new state of the environment is sampled
from the distribution p(|st,at). A discounted cumulative reward is a return, Rt =
∑
Tγt’−trt’, where
T is the time step at which the agent’s simulation terminates [1]. The goal here is to maximize its
expected return Es0[R0|s0]. The action value function, named Q-function, is defined as Qπ(st,at) =
E[Rt|st,at]. An optimal policy is denoted by the following equation, called the Bellman equation,
Q*(s,a) = Es’~p(|s,a) [r + γmaxa’Q*(s’,a’)|s,a], (1), this equation converges at the Q-function as an optimal
action value [1]. The Bellman equation is to be used as a function approximation for estimating the
Q-function, Q(s,a;θ) ≈ Q*(s,a), as an action value [1]. This can be a linear-function approximation, but it
is sometimes even a nonlinear-function approximation, such as with a deep neural network [9,10].
Therefore, we attempt to exploit a deep neural network as a function approximation. We refer to a deep
neural network approximation with weights θ as the Q-function [9,10]. A Q-function network can be
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trained by minimizing a sequence of loss functions, Li(θi), which changes at i per iteration [1,9,10].
Li(θi) = Es,a~p(|s,a)[(yi − Q(s,a;θi))2], (2), where yi = Es’∼p(|s,a) [r + γmaxa’Q*(s’,a’;θi−1)|s,a] is the target
for i per iteration. The loss function can be differentiated with regard to the weights, depending on the
gradient [1,9,10]. ∇θiLi(θi) = Es,a~p(|s,a);s’~ε[r + γmaxa’Q(s’,a’;θi−1) − Q(s,a;θi))∇θiQ(s,a;θi)], (3), [1,9,10].
Optimizing the loss function by using the stochastic gradient descent is computationally intricate.
Q-learning as a function approximation becomes possible [17,18], and is model-free, which indicates
the RL model and off-policy. This implies that it learns about greedy strategy a =maxaQ(s,a;θ) while
obeying an exploration selected by ε-greedy with a probability of 1 − ε and a random action with
a probability of ε for exploration and exploitation [17,18]. DQN is a well-known, model-free RL
algorithm attributed to discrete action spaces. In DQN [9,10], we construct a deep neural network, Q,
which approximates Q∗ and is greedy-defined as πQ(s) = argmaxa∈AQ(s,a) [9,10]. It is a ε-greedy policy
with probability ε and takes the action πQ(s) with probability 1 − ε. Each episode uses the ε-greedy
policy following Q as an approximation of the deep neural network. The tuples (st, at, rt, st+1) are stored
in the replay buffer, and each new episode is configured to neural network training [9,10]. The deep
neural network is trained using the gradient descent of random episodes on loss L, encouraging Q to
follow the Bellman equation [9,10]. The tuples are sampled from the replay buffer of random episodes.
The target network yt is computed by a separate neural network that changes more slowly than the
main deep neural network in order to optimize a stable process. The weights of the target network are
set to the current weights of the main deep neural network. The DQN algorithm [9,10] is presented in
Algorithm 1.
Algorithm 1 Deep Q-learning with Experience Replay
Initialize replay memory D to capacity N
Initialize action-value function Q with random weights
for episode = 1, M do
Initialize sequence s1 = {x1} and preprocessed sequenced φ1 = φ (s1)
for t = 1, T do
With probability ε, select a random action αt
Otherwise select αt =maxαQ*(φ(st),α;θ)
Execute action αt in emulator and observe reward rt and image xt+1
Set st+1 = st, αt, xt+1 and preprocess φt+1 = φ(st+1)
Store transition (φt, αt, rt, φt+1) in D
Sample random mini-batch of transitions (φj, αj, rj, φj+1) from D
Set yj = rj for terminal φj+1
Or yj = rj + γmaxα’Q *(φj+1,α’;θ) for non-terminal φj+1
Perform a gradient descent step on (yj − Q(φj, αj |θ))2
end for
end for
A deep deterministic policy gradient (DDPG) [16] is a well-known, model-free RL algorithm
attributed to continuous action spaces [2,16]. In a DDPG, we construct two neural networks: a target
policy as an actor, π: S→ A, and an action-value-function approximation as a critic, Q: S × A→ R.
The critic approximates Qπ, which is the action-value function of the actor [16]. Each episode uses
a noisy policy of the target, πb(s) = π(s) + (0,1) [16]. The critic is trained in the same way as the
Q-function in a DQN [9,10]. The target network yt is computed using the output of the actor, i.e.,
yt = rt + γQ(st+1, π(st+1)), and the actor’s deep neural network is trained using the gradient descent of
random episodes on the loss La = −EsQ(s,π(s)) [2,16] and sampled from the replay buffer of random
episodes. The gradient of La is computed by both the critic and actor through back-propagation [2,16].
The algorithm of a DDPG [16] is shown in Algorithm 2.
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Algorithm 2 Deep Deterministic Policy Gradient
Randomly initialize critic Q(s, a|θQ) and actor μ(s|θμ) with weights θQ and θμ
Initialize target Q’ and μ’ with weights θQ’← θQ, θμ’ ← θμ
Initialize replay memory R
for episode = 1, M do
Initialize a random process N for action exploration
Receive initial observation state s1
for t = 1, T do
Select action αt = μ(st|θμ) + t according to the current policy and exploration noise
Execute action αt and observe reward rt and new state st+1
Store transition (st, αt, rt, st+1) in R
Sample random mini-batch of transitions (sj, αj, rj, sj+1) from R
Set yj = rj + γQ’(sj+1, μ’(sj+1|θμ’)|θQ’)
Update critic by minimizing the loss: L = 1n Σj(yj − Q(sj, αj|θQ))2
Update the actor policy using the sampled policy gradient:






3. Multiple Random ε-Buffers
3.1. Proposed Off-Policy Algorithm
We propose multiple random ε-greedy buffers in a DQN [9,10] for discrete action spaces and
DDPG [2,16] for continuous action spaces. The idea of our proposed multiple ε-buffers is to store
experienced episodes in the replay buffers R1 and R2. For better exploration, the agent evaluates a
target policy π(a|s) to compute Vπ (s) or Qπ(s,a) while following a behavior policy μ(a|s), where {s1, a1,
r2, . . . sT} ~ μ. The agent learns about multiple policies while following one policy. This means that it
can learn about the optimal policy and follow the exploratory policy. The target policy π is greedy
with respect to Q(s,a), such as π(st+1) = argmaxa’Q(st+1,a’), while the behavior policy μ is ε-greedy
with respect to Q(s,a), such as μ(st+1) = Rt+1 + maxa’γQ(st+1,a’). When an agent follows a greedy
policy, convergence changes rapidly. However, because of a lack of exploration, the agent reaches
local optimization. Many other challenges address this global–local dilemma [2,9,10,16]. A remarkable
recent work, HER [8], provides additional replay buffers with the original goal and a subset of other
goals without any complicated reward function. The off-policy algorithms in RL, such as DQN [9,10]
or DDPG [2,16], reuse the past experience with random ε-greedy actions in replay buffers for better
exploration. The ER buffers discard old memories at each step by sampling the buffer randomly to
update the DQN agent. Therefore, ER helps to break temporal relations and increase data usage [11,12].
Our study is inspired by quantifying generalization in RL [11], which provides a random ε-greedy
action that has been used to encourage exploration and prevent excessive over-fitting. A prioritized replay
memory [13] has been exploited in a DQN to replay important transitions. A parameter space in the
noise [14] of a neural network leads to a more abundant set of exploratory behaviors. These recent studies
have shown how HER [8] can improve random ε-greedy actions. Therefore, we consider enhancing
multiple random ε-greedy experience buffers in deep RL for more near-perfect explorations for the
original goal. We demonstrate the off-policy learning benefit from our method through an experimental
comparison of DQN [9,10] and DDPG [2,16] in high-dimensional discrete action environments as well
as continuous control tasks. Our idea is that after experiencing some episodes, we store them in the
replay buffers R1 and R2. We can replay one trajectory with only one goal, assuming that we exploit an
off-policy RL like DQN [9,10] and DDPG [2,16]. While the procedure passes through multiple random
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ε-buffers, the balance between variance and bias of the policy can be solid and strong due to the training
of the deep neural network.
Without using a complicated shaping reward and knowledge environment, we attempt to achieve a
near-perfect global optimal goal. This idea is also used in the HER [8] and ODE model [12]. We attempt
to achieve better exploration, which can balance computational speed and global optimization. If we use
both a target policy and an alternative policy, we can attain the previously achieved global optimization.
Subsequently, we consider the computational speed while maintaining generalization. HER [8] stores
each transition in the replay buffer not only with the original goal, but also with a subset of other goals.
However, we increase the number of replay buffers, which are a minimum of two. Therefore, we can
replay each trajectory with two or more buffers, assuming that we use an off-policy RL algorithm,
such as DQN [9,10] or DDPG [2,16], for a complete symmetric environment. Similar to HER [8],
our proposed model can learn with extremely sparse rewards, and performs better in our experiments.
These results indicate the practical challenges with reward shaping, such as HER [8]. Moreover, we can
acquire the results of the effects of memory size from ODEs [12]. The selection of memory size does
not have any effect on learning behavior; there is a trade-off between an over-fitting and the weight
update [12]. If the memory size is smaller, the process of learning is probably over-fitted. Similarly,
if the memory is bigger, the over-fitting effect is alleviated. However, it is not easy to deal with the
balance between over-fitting and weight update [11,12]. With prioritized replay [13], if the memory
size is small, especially if the mini-batch is small, then the trade-off between the over-fitting and weight
update is more consequential. Therefore, we consider enhancing the characteristic feature of model-free
RL, i.e., increasing the number of random ε-buffers. In terms of policy optimization, the policy πθ(s,a)
is explicit, and for performance optimization, the agent follows the policy πθ(s,a) directly. Therefore,
we call it on-policy optimization. However, Q-learning is based on off-policy, because it can learn about
an optimal policy with respect to Q(s,a), such as π(st+1) = argmaxa’Q(st+1,a’), and follow an exploratory
policy [1]. Policy optimization [2,16] is more stable than Q-learning [9,10]; however, Q-learning [9,10]
is more sample-efficient than policy optimization [2,16]. Therefore, we follow the lead to strengthen
the advances in model-free RL. DDPG [16] is actually based on on-policy [1]. However, it can create a
good trade-off between policy optimization [2,16] and Q-learning [9,10]. Algorithms 3 and 4 display
the DQN and DDPG algorithm, respectively, with multiple random ε-buffers.
Algorithm 3 Deep Q-learning with multiple random ε-buffers
Initialize replay memory R1 and R2
Initialize Q-function with random weights
for episode = 1, M do
Initialize sequence s1 and φ1 = φ (s1)
for t = 1, T do
With probability ε, select a random action αt
Or select αt =maxαQ *((st), α;θ)
Execute action αt in emulator and observe reward rt
Set st+1 = st, αt and φt+1 = φ (st+1)
Store transition (φt, αt, rt, φt+1) in R1
//standard experience buffer
Store transition (φt, αt, rt, φt+1) in R2
//second experience buffer
Sample random mini-batch of transitions (φj, αj, rj, φj+1) from either R1 or R2
Set yj = rj
Or yj = rj + γmaxα’Q*(φj+1, α’|θ)
Perform a gradient descent step on (yj − Q(φj, αj|θ))2
end for
Sample random mini-batch of transitions from either R1 or R2
end for
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Algorithm 4 Deep Deterministic Policy Gradient with multiple random ε-buffers
Initialize critic Q(s, a|θQ) and actor μ(s|θμ) with weights θQ and θμ
Initialize target Q’ and μ’ with weights θQ’← θQ, θμ’ ← θμ
Initialize replay memory R1 and R2
for episode = 1, M do
Initialize observation s1 and a random process N for action exploration
for t = 1, T do
Select action αt = μ(st|θμ) + t by the current policy and exploration noise
Execute action αt and observe reward rt and new state st+1
Store transition (st, αt, rt, st+1) in R1
//standard experience buffer
Store transition (st, αt, rt, st+1) in R2
//second experience buffer
Sample a random mini-batch of transitions (sj, αj, rj, sj+1) from either R1 or R2
Set yj = rj + γQ’(sj+1, μ’(sj+1|θμ’)|θ Q’)
Update critic by minimizing the loss: L = 1n Σj(yj − Q(sj, αj|θQ))2
Update the actor by the sampled policy gradient:
∇θμI≈ 1n Σj∇αQ(s,α|θQ)|s = sj, α = α μ(sj)∇θμμ(s|θμ)|sj
Update the target:
θ Q’← τθQ+(1−τ) θ Q’
θ μ’← τθμ+(1−τ) θ μ’
end for
Sample a random mini-batch of transitions from either R1 or R2
end for
3.2. Algorithm Description
3.2.1. DQN with Multiple Random ε-Buffers
1. Initialize replay memories of both R1 and R2 and Q(s,a), and initiate the process from a random
state, s.
2. Initialize the sequence with the start state, s.
3. The agent learns the policy maxαQ*((st,a);θ) with greed and follows another policy with probability ε.
4. For exploration, an experience composed of a tuple, such as (state s, action a, reward r, new state
s’), is in both R1 and R2.
5. Sample a random mini-batch of transitions from either R1 or R2.
6. The weights for performing the gradient descent (rj + γmaxα’Q*(φj+1, α’|) − Q(φj, αj|θ)) for a
target DQN with multiple random ε-buffers.
7. Steps 3–6 are repeated for training.
8. For the next episode, sample a random mini-batch of transitions from either R1 or R2.
9. Steps 2–8 are repeated for training.
3.2.2. DDPG with Multiple Random ε-Buffers
1. Initialize critic deep network Q(s, a|θQ) and actor deep network μ(s|θμ).
2. Initialize replay memories in both R1 and R2.
3. The agent selects the action according to the current policy, αt = μ(st|θμ) + t.
4. For exploration, an experience composed of a tuple, such as (state s, action a, reward r, new state
s’), is in both R1 and R2.
5. A mini-batch of transitions is randomly sampled from either R1 or R2.
6. The critic network is updated by the loss function L = 1/n
∑
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7. The actor network is updated by the policy gradient descent ∇θμI ≈ 1/n∑j∇αQ(s|θQ)|s = sj, α = α
μ(sj) ∇θμμ(s|θμ)|sj for a target DDPG with multiple random ε-buffers.
8. Update the target network θQ’ ← τθQ + (1 − τ) θQ’ and θμ’ ← τθμ + (1 − τ) θμ’.
9. Steps 3–8 are repeated for training.
10. For the next episode, a mini-batch of transitions is randomly sampled from either R1 or R2.
11. Steps 2–10 are repeated for training.
4. Evaluation and Results
We consider OpenAI Gym [19] for our proposed algorithms, i.e., DQN and DDPG with multiple
random ε-buffers. To enhance multiple random ε-greedy experience buffers, we exploit classic control
environments in OpenAI Gym, such as CartPole-v0 [20,21], MountainCar-v0 [22,23], and Pendulum-
v0 [24,25]. With similar approaches [9,10], we exploit a method, known as experience replay. Moreover,
in our proposed method, Q-learning stores past experiences at each time step, et = (st, at, rt, st+1),
in multiple random ε-buffers, R1 and R2. Our emulators from OpenAI Gym [19] can apply mini-batch
updates into R1 and R2. After the multiple random experience replay memories, the agent’s actions of
the emulator follow ε-greedy policy. In terms of DQN with multiple random ε-buffers, for enhanced
exploration, we also follow the theory of the target Q-network of breakthrough research in [9,10].
The Q-learning agent calculates the TD error with the current estimated Q-value [9,10]. The optimized
action-value function follows a significant identity, known as the Bellman equation [9,10]. In accordance
with this equation, the TD target is the reward based on an action in the state plus the discounted highest
Q-value for the next state [9,10]. In terms of DDPG with multiple random ε-buffers, for enhanced
exploration, we also follow the theory of the critic and actor networks in [2,16]. Because the Q-learning of
DDPG can exploit the deterministic policy, argmaxaQ, our proposed method can follow the off-policy [1].
For DQN with multiple random ε-buffers, we exploit CartPole-V0 [20,21] and MountainCar-V0 [22,23].
In CartPole-V0 [20,21], a pole is attached with an unactuated joint to a cart moving along a frictionless
track. It is controlled by forcing +1 or −1 to the cart. The pole starts upright, and the goal is to prevent
it from falling over. A + 1 reward is given to every time step in which the pole remains upright.
The episode stops when the pole is more than 15◦ from the vertical direction or the cart moves more
than 2.4 units from the center. In our simulation, CartPole-V0 defines “solving” as if the average
reward is more than 490 or equal to 500 over 10 consecutive runs. The agent of CartPole-V0 receives
−100 reward if it falls over prior to the max-length of the episode [21]. In MountainCar-V0, a car
is on a one-dimensional track, positioned between two mountains, with the goal of driving up the
mountain on the right. The engine of the car is not strong enough to scale the mountain in a single pass.
Therefore, the only way to succeed is to drive back-and-forth to reach the other side of the mountain.
MountainCar-V0 defines “solving” as obtaining an average reward of −110 over 100 consecutive
trails [23]. In Pendulum-V0, the inverted pendulum starts from a random position, and the goal is to
swing it upwards so that it stays upright. Pendulum-V0 is an unsolved environment, which means
that it does not have a special reward threshold at which it is considered solved [24,25].
Our proposed DQN and DDPG with multiple random ε-buffers were implemented using
TensorFlow [26] and Keras [27] in OpenAI Gym [19].
4.1. CartPole-V0
For DQN with multiple random ε-buffers, we follow similar previous studies [21]. In Figure 1a,
there is a CartPole-V0 [20] by OpenAI Gym [19]. Thus, GAMMA = 0.95, LEARNING − RATE = 0.001,
MEMORY − SIZE = 10,000, BATCH − SIZE = 64, EXPLORATION −MAXIMUM = 1.0, EXPLORATION
−MININUM = 0.01, and EXPLORATION − DECAY = 0.995 are the same as with the previous DQN
studies [21] because of a fairness comparison.
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Figure 1. (a) CartPole-V0 [20], (b) MountainCar-V0 [22], and (c) Pendulum-V0 [24].
In the Cart-Pole-V0 environment, there are four observations and two discrete actions; see Figure 2.
Furthermore, there are three episode terminations: the pole angle is more than −12◦ or + 12◦, the cart
position is more than −2.4 or + 2.4, and the episode length is greater than 200 [20].
Figure 2. (a) The environment of CartPole-V0 and (b) the actions taken by the agent of CartPole-V0 [20].
However, the requirements from the implementation research can be considered in order to
obtain better solutions [21]. Q-learning receives −100 as the reward when it falls before the maximum
length of the episode is reached. Moreover, if the average reward is more than 490 or equal to 500
over 10 consecutive runs, Q-learning is terminated, even before it attains the maximum length of the
episode [21].
Figures 3–5 display most of the results for the average, worst, and best cases, respectively. A DQN
with multiple random ε-buffers can yield better results than one random buffer. In each of the average,
worst, and best cases, our proposed method reaches the maximum reward earlier than DQN with one
random buffer. Therefore, we can simulate identical results in real-time online for information security
in Big Data. If our proposed method is used in training in real-time online in deep RL, as in a recent
study [3–7], we acquire better results. Moreover, we can attempt a different deep neural network and
hyper-parameter settings to demonstrate that our proposed model can enhance the exploration without
specific domain information. We are convinced that we can enhance the behavior policy. Therefore, our
proposed method can advance the exploration performance of ε-greedy, because multiple mini-batches
do not follow a local minimum [9,10].
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Figure 3. An average result between DQN with random buffers and DQN with multiple random
ε-buffers in CartPole-V0.
 
Figure 4. One of the best results between DQN with random buffers and DQN with multiple random
ε-buffers in CartPole-V0.
4.2. MountainCar-V0
For DQN with multiple random ε-buffers, we follow similar previous studies [23]. Figure 5b
shows a MountainCar-V0 [22] in OpenAI Gym [19]. Thus, GAMMA = 0.95, LEARNING − RATE
= 0.001, MEMORY − SIZE = 100,000, BATCH − SIZE = 64, EXPLORATION − MAXIMUM = 1.0,
EXPLORATION −MININUM = 0.01, and EXPLORATION − DECAY = 0.995 are the same as with
previous DQN studies [23] because of a fairness comparison. In the MountainCar-V0 environment,
there are two observations and three discrete actions, in Figure 6. Additionally, there are two episode
terminations: when it reaches 0.5 position of the flag or if 200 iterations are reached. A penalty of 1 unit
is applied for each move, including doing nothing. Our method limits the maximum number of times
to 10,000 and 60 episodes by following the previous implementation of “Car has reached the goal” in
each round [23].
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Figure 5. One of the worst results between DQN with random buffers and DQN with multiple random
ε-buffers in CartPole-V0.
Figure 6. (a) The environment of MountainCar-V0 and (b) the actions taken by the agent of MountainCar-
V0 [22].
Figures 7–9 display the maximum results for the number of rounds, from approximately 100 to
300. A DQN with multiple random ε-buffers can yield better results compared to when one random
buffer is used. In each case, for around 100, 200 and 300 rounds, our proposed method shows that the
number of “Car has reached the goal” [23] is higher than that obtained by DQN with one random buffer.
We guarantee similar results for deep learning car simulations online, such as real-time learning with a
normal neural network. Moreover, we can expect a real-time system with live training for real-time
safeties. Similarly, for the experiment on Cart-Pole, we exploit the behavior policy to implement better
exploration with multiple random ε-buffers so as not to follow a local minimum [9,10].
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Figure 7. Maximum number of rounds, i.e., around 100, between DQN with random buffers and DQN
with multiple random ε-buffers in MountainCar-V0.
 
Figure 8. Maximum number of rounds, i.e., around 200, between DQN with random buffers and DQN
with multiple random ε-buffers in MountainCar-V0.
4.3. Pendulum-V0
For DDPG with multiple random ε-buffers, we follow similar previous studies [25]. Figure 5c
shows a Pendulum-V0 [24] by OpenAI Gym [19]. Thus, LEARNING − RATE = 0.001, MEMORY −
SIZE = 2000, BATCH − SIZE = 32, EXPLORATION −MAXIMUM = 1.0, EXPLORATION −MINIMUM
= 0.01, and EXPLORATION − DECAY = 1/2000 are the same as with the previous DQN studies [25]
because of a fairness comparison. In the pendulum environment, there are three observations and one
discrete action; see Figure 10. Additionally, there is a precise equation for the reward: −(θ2 + 0.1 ×
θ2 + 0.001 × action2), where θ is normalized between −π and +π. Therefore, the lowest cost is −(π2 +
0.1 × 82 + 0.001 × 22) = −16.2736044 and the highest cost is θ [25]. The goal is to remain at zero angle
(vertical) with the least rotational velocity and least effort. There are no episode terminations, adding a
maximum number of steps [24,25].
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Figure 9. The maximum number of rounds, i.e., around 300, between DQN with random buffers and
DQN with multiple random ε-buffers in MountainCar-V0.
Figure 10. (a) The environment of MountainCar-V0 and (b) the actions taken by the agent of Pendulum-
V0 [24].
Figures 11–13 exhibit the maximum results for the number of rounds, ranging from approximately
100–300. A DDPG with multiple random ε-buffers can yield a small improvement compared to that
with one random buffer. In each case, for around 100, 200 and 300 rounds, our proposed method
shows higher rewards than DDPG [16] with one random buffer. However, unlike the results of
CartPole-V0 [20] and MountainCar-V0 [22], DDPG with multiple random ε-buffers cannot obtain a
significant result compared with the cases of DQN. We consider this from the viewpoint of the on-policy.
Fundamentally, a DDPG is based on the on-policy. Moreover, there is an issue about interpolating
between policy optimization [2,16] and Q-learning [9,10]. The multiple random ε-buffers are actually
based on Q-learning.
To train an agent, there are two major algorithms in model-free RL: policy optimization and
Q-learning, which can follow the Bellman equation. A Q-learning agent selects an action to maximize
the Q-value function based on the data at some point in the environment, regardless of the policy, known
as the off-policy. Therefore, explorations on sample efficiency are extremely important to maximize
the objective Q-value function. The representative algorithm in the off-policy is DQN. However, in
terms of policy optimization, for better performance, an agent follows the recent deterministic policy
and exploits a gradient ascent of the deterministic policy, thereby optimizing the parameters for the
deterministic policy, known as the on-policy. Therefore, the update of the deterministic policy is
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extremely important for the exploration of the sample data. DDPG trains the agent by developing both
the deterministic policy and the Q-value function. However, it is difficult to obtain both principled
policy optimization and efficient Q-learning. That is why we cannot achieve better results in terms
of DDPG. Therefore, we developed “Tradeoff Policy Optimization and Q-Learning” based on “Data
vs. Policy” for better DDPG results. Thus, superior results can be obtained if we exploit a policy
optimization method, based on the on-policy. This is another issue for future research.
 
Figure 11. Maximum number of rounds, i.e., around 100, between DDPG with random buffers and
DQN with multiple random ε-buffers in MountainCar-V0.
 
Figure 12. Maximum number of rounds, i.e., around 200, between DDPG with random buffers and
DQN with multiple random ε-buffers in MountainCar-V0.
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Figure 13. Maximum number of rounds, i.e., around 300, between DDPG with random buffers and
DQN with multiple random ε-buffers in MountainCar-V0.
5. Conclusions
We proposed multiple ε-greedy experience buffers in off-policy deep RL to enhance the exploration
for superior and near-perfect generalization. We considered strengthening the advantages of
explorations of model-free deep RL. We exploited multiple random ε-buffers for one original goal,
and emulated the environment of OpenAI Gym to achieve better results in environments such
as CartPole-V0, MountCar-V0, and Pendulum-V0. Our results demonstrated that the off-policy
method was beneficial through an experimental comparison of DQN and DDPG based on on-policy.
The proposed model is compatible with discrete actions as well as continuous control, symmetrically.
Therefore, we can expect better prediction accuracy in real-time online learning, as in the detection
of network intrusions through the verification of whether the network is “normal or anomalous.”
Although our results are superior to those obtained by normal DQN with one random buffer, there is still
scope for improvement, particularly for balancing policy optimization and Q-learning. The multiple
random ε-buffers are fundamentally based on Q-learning. Therefore, the trade-offs between policy
optimization and Q-learning should be solid and strong. Because of the deep neural network in RL,
better results can be acquired in terms of DDPG, which is based on the on-policy of policy optimization.
However, we can obtain better results if we develop another method based on policy optimization
beyond the multiple random ε-buffers. The comparisons conducted in this study reveal that our model
displays improvements in terms of exploration over the deep RL algorithms with Q-learning systems.
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Abstract: Proof of ownership on multimedia data exposes users to significant threats due to a myriad
of transmission channel attacks over distributed computing infrastructures. In order to address this
problem, in this paper, an efficient blind symmetric image watermarking method using singular value
decomposition (SVD) and the fast Walsh-Hadamard transform (FWHT) is proposed for ownership
protection. Initially, Gaussian mapping is used to scramble the watermark image and secure the
system against unauthorized detection. Then, FWHT with coefficient ordering is applied to the cover
image. To make the embedding process robust and secure against severe attacks, two unique keys are
generated from the singular values of the FWHT blocks of the cover image, which are kept by the
owner only. Finally, the generated keys are used to extract the watermark and verify the ownership.
The simulation result demonstrates that our proposed scheme is highly robust against numerous
attacks. Furthermore, comparative analysis corroborates its superiority among other state-of-the-art
methods. The NC of the proposed method is numerically one, and the PSNR resides from 49.78 to
52.64. In contrast, the NC of the state-of-the-art methods varies from 0.7991 to 0.9999, while the PSNR
exists in the range between 39.4428 and 54.2599.
Keywords: fast Walsh–Hadamard transform; Gaussian mapping; singular value decomposition;
coefficient ordering; key mapping
1. Introduction
The flow of multimedia data increases manifold with the recent infrastructural development
of computer networks. Accordingly, the proof of ownership issue for multimedia data has come to
the surface as an impending challenge. In a bid to negotiate with this problem, the watermarking
approach might be used as an indispensable tool. Since multimedia data often suffer from different
types of transmission channel attacks, the technique should be immune to such maladies. Hence, the
watermarking approach is used for hiding the digital information during transmission. The watermark
is typically used to prove the ownership of such host signals. Several algorithms have been proposed
in the literature to create robust and imperceptible watermarks. In general, watermarking methods
can be divided into three main categories: (i) blind methods [1–13], (ii) semi-blind methods [14–17] (iii)
non-blind methods [18–24]. A blind watermarking framework for high dynamic range images (HDRIs)
is proposed in [1]. In this method, the artificial bee colony algorithm is employed to select the best
block for the embedding watermark. Then, the watermark is inserted in the first level approximation
sub-band of the discrete wavelet transform (DWT) of each selected block. This method provides
good quality watermarked images, although it is not robust against geometric attacks such as rotation
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and scaling. In [2], a new blind error diffusion-based halftone visual watermarking method called
content aware double-sided embedding error diffusion (CaDEED) is introduced. By adopting the
problem formulation of CaDEED, the optimization problem is solved in order to achieve an optimal
solution. Although it shows good results for imperceptibility and robustness, the performance of
this system is highly dependent on the content of the host image and watermark. A blind integer
wavelet-based watermarking scheme for inserting the compressed version of the binary watermark
is presented in [3]. The peak signal-to-noise ratio (PSNR) result of this method is quite satisfactory.
However, the robustness against compression attacks is not significant. The authors in [4] proposed
a blind geometrically invariant image watermarking method by employing connected objects and
a gravity center. This framework has proven resistant against geometrical attacks, such as rotation
and scaling. However, it has low robustness against other regular noise attacks such as Gaussian or
speckle noise. Furthermore, a contrast-adaptive strategy as a removal solution for visible watermarks
is presented in [5] where a sub-sampling technique is adopted to propose such a blind system.
The imperceptibility results of this method are very good. However, it shows low robustness against
some attacks. In addition to this, a blind watermarking scheme based on singular value decomposition
(SVD) is introduced in [6]. Initially, they analyzed the orthogonal matrix U via SVD. This work
utilizes the concept of finding a strong similarity correlation existing between the second-row first
column element and the third-row first column element. At the final stage, the color watermark is
embedded by slightly modifying the value of the second-row first column element and the third-row
first column element of the U matrix. The technique performs well against various attacks, although it
demonstrates very poor performance under median filtering of the watermarked image. Furthermore,
the authors in [7] proposed a robust watermarking scheme using discrete cosine transform (DCT)
and SVD for lossless copyright protection. Its imperceptibility result is significantly good. However,
its robustness result against cropping attacks is quite low. A blind simple watermarking algorithm
for image authentication is presented using fractional wavelet packet transform (FRWPT) and SVD
in [8]. The proposed algorithm performs the embedding operation on singular values of the host
image. To improve the fidelity, the perceptual quality of the watermarked images is exhibited.
Although this method is highly secured, it shows low robustness against various attacks for some
watermarked images. For estimation of the original coefficients, a blind watermarking method is
placed in [9]; the authors used a trained SVR there. Additionally, the particle swarm optimization
(PSO) is further utilized to optimize the proposed scheme. It provides high imperceptibility; however,
it could not show excellent robustness against several attacks. A blind self-synchronized watermarking
method in the cepstrum domain is suggested in [10]. This method does not provide a good trade-off
between imperceptibility and robustness. Furthermore, a blind scheme is proposed in [11] in a bid
to obtain minimal image distortion. This method provides high-quality watermarked images, albeit
low robustness against various attacks. In [12], hamming codes are used to embed the authentication
information in a cover image. The watermark extraction process of this method is blind and provides
satisfactory results in imperceptibility. However, the robustness result against various attacks is not
reported there. The authors of [13] suggested a blind watermarking algorithm based on lower-upper
(LU) decomposition. The watermark is embedded into the first-column second-row element and
the first-column third-row element of the lower triangular matrix obtained from LU decomposition.
It provides good quality watermarked images despite the low robustness against compression attacks.
A semi-blind self-reference image watermarking method using discrete cosine transform (DCT) and
singular value decomposition (SVD) is proposed in [14]. Initially, essential blocks are fetched by
using a threshold on the number of edges in each block. Using these essential blocks, a reference
image is created and then transformed into the DCT and SVD domain. Embedding the watermark is
done by modifying singular values of the host image using singular values of the watermark image.
This method yields good quality watermarked images. However, it shows low robustness against the
scaling operation. To embed the watermark, the concepts of vector quantization (VQ) and association
rules in data mining are employed in [15]. The approach is semi-blind, which hides the association
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rules of the watermark instead of the whole watermark. This method shows good robustness against
various attacks with poor performance on imperceptibility. In addition, a reference watermarking
scheme with semi-blind is proposed in [16] based on DWT and SVD for copyright protection and
authenticity. The method has high imperceptibility showing the low robustness against cropping and
rotation attacks. An image watermarking method using DWT, all phase discrete cosine bi-orthogonal
transform (APDCBT), and SVD is proposed in [17]. This method shows high imperceptibility; however,
it provides low robustness against combined cropping and compression attacks. A non-blind image
watermarking algorithm based on the Hadamard transform is proposed in [18]. In this method,
the breadth first search (BFS) technique is used to embed the watermark. Notably, it shows good
performance in imperceptibility. However, it has the limitation of relatively poor performance against
compression attacks. The authors in [19] introduced a non-blind robust watermarking technique
using DCT and a normalization procedure. They used image normalization for calculating the affine
transform parameters so that the watermark embedding and detection processes can be performed in
the original coordinate system. However, this method shows low robustness against some attacks.
In [20], a non-blind digital watermarking algorithm using wavelet-based contourlet transform (WBCT)
is presented. To select the position for inserting the watermark, the texture information of the image
is used. It has good robustness against numerous attacks, albeit low robustness against filtering
attacks. Moreover, the imperceptibility result of this method is not reported there. A non-blind
hybrid image watermarking scheme based on DWT and SVD is proposed in [21]. In this approach,
the watermark is embedded to the elements of singular values of the cover image of DWT sub-bands.
The imperceptibility result of this method is quite high, having low the robustness against cropping
attacks. A non-blind SVD-based digital watermarking scheme for ownership protection is proposed
in [22]. In this method, a meaningful text message is used rather than using a randomly generated
Gaussian sequence. However, the robustness of this method against attacks is low. A non-blind image
watermarking using DCT and DWT is proposed in [23]. The DCT coefficients of the watermark image
are embedded into four DWT bands of the color components of the host image. The imperceptibility
result of this method is quite satisfactory. However, the robustness against rotation attacks is a little
low. A non-blind color image watermarking method using SVD and QR code is suggested in [24]. This
method shows good results in imperceptibility; the robustness result against poison and speckle noise
attack is not reported.
From the above studies, we can conclude that some methods have low robustness, whereas
some methods have less imperceptible or less secured. Further, some methods are non-blind and
semi-blind. To overcome these limitations, an SVD-based blind symmetric image watermarking
method using fast Walsh–Hadamard transform (FWHT) with key mapping and coefficient ordering
for ownership protection is proposed in this paper. In symmetric watermarking, the same keys are
used for embedding and detecting the watermark. The major contributions of this research work
are subjected:
• A blind image watermarking method is proposed that is highly robust and secured against
numerous attacks while providing good quality watermarked images;
• To safeguard the unauthorized detection, the Gaussian mapping is used to scramble the watermark;
• To facilitate authentic and errorless extraction of the watermark image by generating the keys
from the singular values the FWHT blocks of the cover image;
• It provides a good trade-off among robustness, security, and imperceptibility.
Simulation results indicated that our proposed method is highly robust against numerous attacks.
The normalized correlation (NC) of the proposed method is numerically one, whereas the NC of the
recent methods [13,23,24] vary from 0.7991 to 0.9999. The peak signal-to-noise ratio (PSNR) of the
proposed method varies from 49.78 to 52.64, whereas the PSNR of the recent methods [13,23,24] vary
from 39.4428 to 54.2599. In other words, the proposed method outperforms state-of-the-art methods in
terms of robustness, security, and imperceptibility.
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The rest of the paper is organized as follows. Section 2 introduces the background information,
whereas the proposed watermarking method is illustrated in Section 3. Section 4 provides the
experimental results. Finally, the paper is concluded in Section 5 with future remarks.
2. Background Information
2.1. Singular Value Decomposition
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UM,1 · · · UM,M
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λ1 0 · · · 0





0 0 · · · λM
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v1,1 · · · v1,M




vM,1 · · · vM,M
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(1)
where U and V are M ×M orthogonal matrices, and D is a singular diagonal matrix with diagonal
elements λ1, λ2, λ3, . . . , λM,. These diagonal elements are unique for image data. Therefore, these
values are used to generate unique keys for the errorless and authentic extraction of the watermarks.
2.2. Fast Walsh-Hadamard Transform
General Hadamard transform is performed by a Hadamard matrix H with the size 4× 4 defined
in Equation (2). It is an orthogonal square matrix with only +1 and −1 values. Furthermore, it has a
unique sequence that is counted on the basis of the changes of the values in a row.
H=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (2)
The Hadamard transform concentrates most of the energy into the upper left corner of the
transformed matrix. The direct current (DC) and alternating current (AC) coefficients of the transform
matrix are arranged in zigzag order from low-frequency components to high-frequency components.
In this study, the low-frequency components are used for embedding the watermark, since they are
less sensitive to noise. Additionally, the Hadamard matrix has a different form called Walsh matrix W,
which is defined in Equation (3).
W =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1
1 1 −1 −1
1 −1 −1 1
1 −1 1 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3)
In this proposed method, fast Walsh–Hadamard transform (FWHT) is utilized, which is a technique




x(i, j), 1 ≤ i ≤M, 1 ≤ j ≤M} be the original host image and W ={
w(k, l), 1 ≤ k ≤ N, 1 ≤ l ≤ N} be the watermark image to be embedded into the original image.
3.1. Watermark Preprocessing
It is essential to preprocess the watermark for enhancing its security. Preprocessing includes
the scrambling of the watermark image. In this proposed method, we utilize Gaussian mapping to
scramble the watermark. To implement the Gaussian mapping on the watermark, the following steps
are performed:
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Step 1. The watermark image W is reshaped into a one-dimensional sequence Q = {q(r), 1 ≤ r ≤ N ×N}.
Step 2. Initially, a reference pattern P =
{
p(r), 1 ≤ r ≤ N ×N} is generated using a Gaussian map,






where a, b, and p(1) are predefined constants and are used as key k3, as shown in Figure 1.
Step 3. Then, the binary reference pattern Z =
{




1 i f p(r) > T
0 otherwise
(5)
where T is a predefined threshold.
Step 4. Finally, the watermark sequence q(r) is scrambled with z(r) using Equation (6):
u(r) = z(r) ⊕ q(r), 1 ≤ r ≤ N ×N (6)
where ⊕ denotes the bitwise XOR operation.
Figure 1. Proposed embedding algorithm.
3.2. Watermark Embedding Process
The proposed watermark embedding process is shown in Figure 1. The pseudo code of the
watermark embedding process is presented in Algorithm 1. The embedding process is described in the
following steps:
Step 1. The original host image X is first divided into three channels Xred, Xgreen, and Xblue , where
Xred, Xgreen, and Xblue represent the red, green, and blue channels of the original image,
respectively. Then, the mean of the pixel values of each channel is calculated using Equation (7).
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where μ(Xred), μ(Xgreen), and μ(Xblue), indicate the mean of the pixel values of the red, green,
and blue channels, respectively. After that, the channel with minimum mean Xmin is selected,
which is either Xred, Xgreen, or Xblue.
Step 2. The selected channel Xmin is further divided into m × m non-overlapping blocks, H =
{Hi; 1 ≤ i ≤ n}, where i is the block number and m is the length of the row and column of
each block.
Step 3. FWHT is applied in each block Hi to obtain the transformed block Ri, where Ri contains the
FWHT coefficients.
Step 4. Among all the n blocks, each set of four consecutive blocks Ri, Ri+1, Ri+2, and Ri+3 is selected
to embed a watermark bit. The main idea of the embedding process is to sort the coefficients




, where {i : i + 3} indicates {i, i + 1, i + 2, i + 3} of each
set of selected blocks Ri, Ri+1, Ri+2, and Ri+3 except the DC value. If the watermark bit is 1, the




are sorted in descending order; otherwise, they
are sorted in ascending order. The concept of embedding the watermark bit in ascending and
descending order with a block size of 4 × 4 where, m = 4, is shown in Figure 2.
(a) (b) 
Figure 2. (a) Sorting in ascending order to embed 0 bits and (b) sorting in descending order to embed
1 bit.
In this step, two keys k1 and k2 are also used in order to make the watermarking method more
secured. The key k1 is generated from the singular values of each block Hi of the selected channel of
host image. The key k2 is generated from key k1, which is used to authenticate key k1 in the watermark























; mapping key k1 and k2, when u(r) = 1
(8)
where asc and desc represent sorting the data in ascending order and descending order, respectively.
The process of mapping the keys k1 and k2 are described in the next section.
Mapping key k1 and k2: In this section, the process of mapping keys k1 and k2 is explained,
which is defined in Equation (8). This step is introduced to strengthen the proposed algorithm under
severe attack. To map the keys initially, SVD is applied in each block Hi to generate the necessary
information. To perform the operation, the following steps are used:
(1) Each block Hi of the selected channel is decomposed into three matrices: Ui, Di, and Vi using
Equation (9).
Hi = UiDiVTi (9)
where λi1, λi2, . . . . . . . . . . . . , λim are the singular values of the matrix Di of each block Hi. These
singular values are unique for each block Hi. The keys k1 and k2 are calculated using these
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singular values. Thus, unauthorized people could not map the keys without the host image to
prove fake ownership. To do this, initially, a null key k1 is defined. Then, k1 is generated using

















, u(r) = 1 (10)
where i indicates the block number, j =
{
1 ≤ j ≤m} indicates the singular values of each block,
asc and desc represent sorting the data in ascending order and descending order, respectively,
and append indicates the concatenation operation. The singular values are sorted according to the
watermark bit 0 or 1.
(2) Finally, k1 is converted into a one-dimensional sequence of length L = n×m, where n is the total
number of blocks and m is the total number of singular values in each block.
(3) To generate key k2, define a null key k2 with length S, where S = n/m. Then, k2 is generated from
key k1 using the following Equation (11):
k2 = append(k2,μ (k1h:h+t)) where 1 ≤ h ≤ L (11)
where μ is the mean of consecutive t values of key k1 and the length of key k2 is (n/m)+ 1. Although
the first key can be generated by the owner only, the second key is generated to authenticate the
first key in the extraction process.




Step 6. Finally, three watermarked channels X′red, X
′
green, and X′blue are combined to generate the
watermarked image X′.
Algorithm 1: Watermark Insertion
Variable Declaration:
X: Host image
μ: Mean intensity value of each channel of host image (Lena)
Xmin: Channel with minimum mean
Hi: Non-overlapping blocks of Xmin (size 4 × 4)
FWHT, SVD: Transformation and decomposition used in the algorithm
Ri: FWHT transformed block of Hi
C(Ri:i+3): Three coefficients of first row (except DC value) of the consecutive transformed block
C(R′i:i+3): Coefficients in ascending or descending order
W: Watermark image
u: Scrambled watermark sequence
Watermark Embedding Procedure:
1. Watermark preprocess: scramble W to obtain u using Gaussian mapping
2. Read the host image and calculate μ of each channel (Red, Green, Blue)
X.bmp (host image with size of 256 × 256)
W.bmp (watermark image with size of 32 × 32)
3. Select channel Xmin and divide it into 4 × 4 Hi blocks























; mapping key k1 and k2, when u(r) = 1
asc: ascending order, desc: descending order, 1 ≤ r ≤ 32× 32
// Use SVD to map keys k1 and k2
6. Perform inverse FWHT and combine the channels to get the Watermarked Image
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3.3. Watermark Detection Process
The watermark extraction process has two main phases: (1) modify the degree of
ascendant/descendant of the attacked watermarked image with key k1, and (2) authenticate key k1 with
key k2. In addition, the pseudo code of the watermark detection process is presented in Algorithm 2.
The overall process is described below and shown in Figure 3:
Step 1. The attacked watermarked image X∗ is first divided into three channels, {X∗red, X
∗
green, and X∗blue}.
Then, the mean value of the pixels of the red, green, and blue channels represented by
μ(X∗red), μ(X
∗
green), and μ(X∗blue) are calculated. Thereafter that, the channel with minimum
mean X∗min is selected for extracting the watermark.
Step 2. The selected channel X∗min is further divided into m × m non-overlapping blocks H∗i , where i is
the block number.




Step 4. The degree of ascendant/descendant denoted by dof is calculated for four consecutive
transformed blocks {R∗i , R∗i+1, R∗i+2, R∗i+3}. Therefore, dof (asc) represents the number of times




of each transformed block except
for the DC value are in ascending order. Similarly, the dof (desc) represents the number of times




of each transformed block except
the DC value are in descending order.
Figure 3. Proposed extraction algorithm.
Later, do f is modified with key k1. This phase assists the system to resist when the noise attack
is severe. Initially, the do f ′ of the first t values of key k1 is calculated to extract the first watermark
bit using Equations (12) and (13). Thus, consecutive t values of the key are considered each time for
extracting a one-bit watermark. We found another two matrices, do f ′(asc) and do f ′(desc), with Lt = N2
values, where L is the length of key k1, with 1 ≤ h ≤ L.
do f ′(asc) = do f ′(asc) + 1; i f k1h > k1h+1 (12)
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do f ′(desc) = do f ′(desc) + 1; f k1h < k1h+1 (13)
Finally, we modify the do f with do f ′ by a simple addition operation, as shown in Equations (14)
and (15), and found two matrices, do fh(asc) and do fh(desc).
do fh(asc) = do f (asc) + do f ′(asc) (14)
do fh(desc) = do f (desc) + do f ′(desc) (15)
Authenticate k1 with k2: This operation is carried out to authenticate key k1 using k2. For this
purpose, the average of the consecutive t values of k1 is calculated and compared with one value of k2.
This operation is represented using Equations (16) and (17) given below:
i f (μ(k1h:h+t)) = k2h; k1← k2 (16)
i f (μ(k1h:h+t))! = k2h; !k1← k2 (17)
where k1← k2 means k1 is authenticated by k2 and !k1← k2 means k1 is not authenticated by k2. If k1
is authenticated, then the watermark would be extracted accordingly.
Step 5. The hidden binary sequence is found using the following rule:
If do fh(asc) > do fh(desc) and k1← k2
then u(r) = 0
else If do fh(asc) > do fh(desc) and k1← k2
then u(r) = 1
Step 6. The binary watermark sequence q*(r) is extracted with key k3 using the following equation:
q∗(r) = z(r) ⊕ u(r), 1 ≤ r ≤ N ×N. (18)
Finally, the watermark image W* is found by arranging the watermark sequence q*(r) into the
N×N matrix.
Algorithm 2: Watermark Extraction
Variable Declaration:
X∗: Attacked watermarked image
μ: Mean intensity value of each channel of X∗
X∗min: Channel with minimum mean
H∗i : Non-overlapping blocks of X
∗
min (size 4 × 4)
FWHT: Transformations used in the algorithm







: Three coefficients of first row (except DC value) of four consecutive transformed block
W: Watermark image
u: Scrambled watermark sequence





block except the DC value are in ascending/descending order.
Watermark Extraction Procedure:
1. Read X∗ and calculate μ of each channel (Red, Green, Blue)
2. Select channel X∗min and divide into 4 × 4 H∗i blocks





Symmetry 2020, 12, 52
(a) Modifying dof (asc/desc) into dof ′(asc/desc) with key k1
do f ′(asc) = do f ′(asc) + 1; i f k1h > k1h+1
do f ′(desc) = do f ′(desc) + 1; f k1h < k1h+1
where L is the length of key k1, with 1 ≤ h ≤ L and then calculate
do fh(asc) = do f (asc) + do f
′(asc)
do fh(desc) = do f (desc) + do f
′(desc)
(b) Authenticate key k1 with key k2
i f (μ(k1h:h+t)) = k2h; k1← k2
i f (μ(k1h:h+t))! = k2h; !k1← k2
where k1← k2 means k1 is authenticated by k2 and !k1← k2 means k1 is not authenticated by k2.
// Consecutive t values of the key are considered each time for extracting a one-bit watermark, where Lt = N
2
and μ(k1h:h+t) means mean of these t values
(c) Watermark extraction
If do fh(asc) > do fh(desc) and k1← k2
then u(r) = 0
else If do fh(asc) > do fh(desc) and k1← k2
then u(r) = 1
where, 1 ≤ r ≤ 32× 32
(d) Re-scramble u to get W
4. Experimental Results and Discussions
In this section, the performance of our proposed method is evaluated in terms of imperceptibility
and robustness. The proposed method used various images, including Lena, Peppers, Baboon, and
Fruit, with the size 256 × 256 as host images shown in Figure 4. The size of the binary watermark image
is 32 × 32, as shown in Figure 5. It performs well for all the host images in term of imperceptibility and
robustness. In this study, the selected values for m and t are 4 and 16, respectively, as the size of each
block Hi is 4 × 4. Therefore, the total number blocks is 4096. Thus, the length of the key k1 is 16384.
The main reason for selecting a smaller value for m to embed the watermark bit is that sorting larger





Figure 4. The host images: (a) Lena, (b) Peppers, (c) Baboon, and (d) Fruit.
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Figure 5. Watermark images: (a) original, (b) scrambled with a = 10, b = 0.05, and y0 = 20, and (c)
scrambled with a = 30, b = 0.01, and y0 = 10.
Imperceptibility test: The imperceptibility of the watermarked images can be evaluated in terms
of the peak signal-to-noise ratio (PSNR), as given in Equation (19).












where X and X’ are the original and watermarked images, respectively. Higher values of PSNR indicate
the better quality of the watermarked image. Figure 4 shows the original and scrambled images with
different values of a, b, and y0.
To test the imperceptibility of the proposed framework, the PSNR values are calculated and
compared with those values of the existing methods, as shown in Table 1. From this table, it is observed
that the PSNR of the proposed method varies from 49.78 to 52.64, whereas the PSNR of the recent
methods [13,23,24] varies from 47.1961 to 47.1836, 54.2577 to 54.2599, and 39.4428 to 40.8216. Therefore,
it is evident that the PSNRs of the recent methods [23,24] are quite high, whereas the PSNRs of the
recent method [13] are low compared to all other methods. In other word, the PSNR of the proposed
method is higher than that of the methods reported in [13]. However, it is slightly lower than that of
the method reported in [24]. This comparison justifies that the suggested method outperforms the
other recent techniques. Since in each 4 × 4 block, only three AC values are shuffled, and the DC value
remains in its position, low image degradation took place. However, low image degradation results in
high imperceptibility.
Security analysis: For a secured watermarking method, how it performs against various attacks
is very important. The proposed method utilizes a Gaussian map to enhance the security. To encrypt
the watermark image, some predefined constants are used such as a, b, and p(1), which are considered
as secret key k3. If the selected value for a, b, and p(1) are wrong, in that case, the watermark will not
be extracted properly. Further, in order to make the watermarking method more secured, the two keys
k1 and k2 are used. The key k1 is generated from the singular values of each block Hi of the selected
channel of host image. Moreover, it is observed that these singular values are floating point numbers,
and it is not possible to find out these singular values without the host image. Therefore, it is not
possible to generate key k1 without the host image. The key k2 is generated from key k1, which is used
to authenticate the key k1 in the watermark extraction process. Therefore, it is not possible to generate
the key k2 without k1. These keys (k1, k2, k3) are used in the watermark detection process to extract
the embedded watermark. The correct watermark can be extracted when all the keys (k1, k2, and k3)
are correct. In other words, if any one of the keys is wrong, then the watermark will not be extracted
correctly. This phenomenon is illustrated in Figure 6. Moreover, the size of each block Hi of the selected
channel of the host image is 4 × 4; therefore, the total number of blocks in each host image is 4096.
Thus, the length of the key k1 is 4096 × 4 = 16,384, and the length of the key k2 is (4096/4) + 1 = 1025,
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which are quite long, indicating that the key space is large enough. As the key k1, k2, and k3 are floating
point numbers, therefore, the value of these keys cannot be determined. Hence, the probability of
extracting the right watermark is near to 0. Therefore, the attacker cannot detect the correct watermark
without the right key, which enhances the security of the proposed watermarking method.
Table 1. Comparison between the proposed and recent methods in terms of peak signal-to-noise ratio
(PSNR).









Key Case 1 Case 2 Case 3 Case 4 
Key k1  ×   
Key k2   ×  
Key k3    × 
Extracted watermark 
    
Figure 6. The extracted watermark with right and different wrong keys.
Robustness test: To measure the robustness of the proposed algorithm, the normalized correlation
(NC) is calculated between the original watermark image and the extracted watermark image. The NC





l=1 w(k, l) ·w∗(k, l)√∑N
k=1
∑N





∗(k, l) ·w∗(k, l)
(20)
where W and W* are the original watermark and extracted watermark, respectively.
Now, the main fact is to consider the different types of noise attacks on the watermarked image.
The results are illustrated in such a way as to identify the effect of keys on the NC values. Figures 7–9
show the effect of keys in a pictorial way, including the PSNR and NC values.
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Furthermore, Tables 2 and 3 show an overview of the NC values of the proposed scheme with
keys and without keys, respectively. Notably, the NC values shown in Table 2 reflect better results than
Table 3. This is because severe noise attacks affect the degree of ascendant/descendant (dof ). This dof is
derived without key k1 and is vulnerable to noise attack until it is modified with do f ′, as defined in
Equations (14) and (15). Since the keys make the system effectively resistant against noise, Table 3
shows better results in terms of NC. Further, the extracted watermarks from four different watermarked
images under Gaussian noise with tolerance 0.1 are shown in Figure 7. The extracted watermark using
only dof (without key) for the “Fruit” cover image provides lower NC values than the others. Since the
color variation in this host image is not very high, dof (without keys) is more vulnerable under additive
noise attack. This is also applicable for other attacks, such as adjustment and sharpening, as shown
in Figure 8. This problem is overcome in the proposed framework with the concept of key mapping.
In spite of the high noise attack, extracting the watermark using dofk (with keys) could reconstruct
the watermark image successfully with a unity of NC values, as shown in Figures 7–9. We observed
that the NC of the proposed method against various attacks is numerically one. It is because the keys
(k1, k2 and k3) that contain the necessary information of the watermark are not affected by various
attacks. Hence, this proposed technique ensures high robustness.
Table 2. NC values after applying various noise attacks (with keys).
No Attack Type Lena Peppers Baboon Fruit
1 Gaussian (0.01) 1.0 1.0 1.0 1.0
2 Speckle (0.01) 1.0 1.0 1.0 1.0
3 Adjustment 1.0 1.0 1.0 1.0
4 Cropping (50%) 1.0 1.0 1.0 1.0
5 Sharpening (tol = 0.1) 1.0 1.0 1.0 1.0
6 Rotation (400) 1.0 1.0 1.0 1.0
7 Wiener filtering 1.0 1.0 1.0 1.0
8 Poison noise 1.0 1.0 1.0 1.0
9 Salt and pepper noise (0.01) 1.0 1.0 1.0 1.0
10 Median filtering 1.0 1.0 1.0 1.0
11 Compression (quality factor = 50%) 1.0 1.0 1.0 1.0
Table 3. NC values after applying various noise attacks (without keys).
No Attack Type Lena Peppers Baboon Fruit
1 Gaussian (0.1) 0.9997 0.9823 1.0 0.9351
2 Speckle (0.01) 0.8835 0.9292 0.9068 0.9349
3 Adjustment 0.9543 0.7544 0.9014 0.6137
4 Cropping (50%) 0.7919 0.7821 0.7912 0.7866
5 Sharpening (tol = 0.1) 0.9578 0.9335 0.9241 0.8594
6 Rotation (400) 0.5160 0.5132 0.5194 0.5193
7 Wiener filtering 0.6753 0.6785 0.6884 0.6771
8 Poison noise 0.9950 0.9963 0.9992 0.9990
9 Salt and pepper noise (0.01) 0.9945 0.9931 0.9956 0.9944
10 Median filtering 0.9762 0.9541 0.9896 0.9459
11 Compression (quality factor = 50%) 0.5775 0.5936 0.5912 0.5676
Table 4 shows a comparative analysis between the proposed and several recent state-of-the-art
methods [13,23,24] for NC against different attacks. From this table, it is observed that the NC of the
proposed method is numerically one against various attacks using keys, in contrast to state-of-the-art
methods whose NC vary from 0.7991 to 0.9999. It should be mentioned that Ahmed et al. [23] shows low
robustness against rotation and salt and pepper noise attack, and Su et al. [13] shows low robustness
against median filtering and JPEG compression attack. In all other cases, these two methods show
good robustness. Moreover, Patvardhar et al. [24] shows good robustness against various attacks.
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Table 4. A comparative analysis between the proposed and several recent methods in terms of NC.
No Attack Type Ahmed et al. [23] Patvardhar et al. [24] Su et al. [13] Proposed
1 Gaussian noise (0.1) 0.9625 0.9885 0.9131 1.0
2 Speckle noise (0.01) 0.9601 – – 1.0
3 Contrast Adjustment – 0.9491 – 1.0
4 Cropping (50%) – 0.9947 0.9604 1.0
5 Sharpening 0.9388 – 0.9999 1.0
6 Rotation (25◦) 0.7991 0.9989 – 1.0
7 Poison noise 0.9884 – – 1.0
8 Salt and pepper noise (0.01) 0.9117 0.9807 0.9902 1.0
9 Median filtering 0.9908 0.9989 0.8814 1.0
10 JPEG compression (qualityfactor = 20%) 0.9784 0.9895 0.8469 1.0
In other words, this proposed algorithm with its unique key approach is much more robust
than any other existing method. In addition, our method utilizes the key mapping concept with
singular values of the host image. This concept improves the performance of the proposed method
against severe noise attack. This approach also ensures ownership with high robustness. Furthermore,
Gaussian mapping enhances the security of the watermark. Finally, coefficient ordering in the smaller
block provides high imperceptibility. The concatenation of smaller blocks into the larger block provides
high robustness against noise attack. In a nutshell, it can be concluded that our proposed method
outperforms recent state-of-the-art methods in terms of robustness, security, and imperceptibility.
5. Conclusions
This paper presented an image watermarking scheme using FWHT, SVD, key mapping,
and coefficient ordering. FWHT is chosen because of its low computational complexity. To enhance
the robustness of the proposed method against severe attacks, key mapping is introduced using SVD.
It is used because unique keys are generated from the singular values of the FWHT blocks of the cover
image. Furthermore, Gaussian mapping is used to scramble the watermark. This makes the system
secured against unauthorized detection. Thus, the proposed method ensures high robustness as well
as high security against numerous attacks. Experimental results indicated that the proposed scheme
shows better results than the recent methods in terms of robustness and security. Moreover, it yielded
high-quality watermarked images. The NC value of the proposed method is numerically one, while
the PSNR of it lies between 49.78 and 52.64. In contrast, the recent state-of-the-art methods show that
the NC varies from 0.7991 to 0.9999, while the PSNR resides between 39.4428 and 54.2599. These results
verified that the proposed method could be effectively utilized for image copyright protection and
proof of ownership. We will extend the proposed method for video watermarking in the future.
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Abstract: Intrusion detection systems (IDS) present a critical component of network infrastructures.
Machine learning models are widely used in the IDS to learn the patterns in the network data and to
detect the possible attacks in the network traffic. Ensemble models combining a variety of different
machine learning models proved to be efficient in this domain. On the other hand, knowledge
models have been explicitly designed for the description of the attacks and used in ontology-based
IDS. In this paper, we propose a hierarchical IDS based on the original symmetrical combination of
machine learning approach with knowledge-based approach to support detection of existing types
and severity of new types of network attacks. Multi-stage hierarchical prediction consists of the
predictive models able to distinguish the normal connections from the attacks and then to predict
the attack classes and concrete attack types. The knowledge model enables to navigate through the
attack taxonomy and to select the appropriate model to perform a prediction on the selected level.
Designed IDS was evaluated on a widely used KDD 99 dataset and compared to similar approaches.
Keywords: intrusion detection; machine learning; classification; knowledge modelling
1. Introduction
With the increasing extent, diversity and added value of information and communication systems
(ICT) usage, especially in today’s networked world, the number and types of security attacks increase
also (see, e.g., [1]). Companies, as well as public institutions, invest constantly growing parts of their
ICT budgets on their network and computer security. In order to efficiently cope with this situation,
research in the ICT security-related domain is very much needed.
We can observe two main approaches to IDS in the research literature. One focuses more on
machine learning approaches with the aim to achieve the best possible prediction of attacks, or even
specific attack types. The other one (knowledge-based approach) is more user-centric and tries to
model the necessary background knowledge in the network security domain. This article presents a
particular and specific contribution to the mentioned challenges in terms of knowledge-based IDS
design, implementation and experimental evaluation. The main motivation is to get the best out of
both worlds, i.e., extremely good performance in terms of prediction accuracy and false alarm rates,
on one hand, and proper coverage of the relevant context as well as the provision of proper additional
information to the network operators, on the other. We build on the current state-of-the-art in the
two prominent areas in IDS, contributing to ICT security-threat prevention, i.e., machine learning and
knowledge-based approaches. We are looking for symmetry in using both of these principal approaches,
which means that both of them are equally important and mutually contribute to addressing intrusion
detection and prevention challenges.
The rest of this paper is organized as follows. Related work is presented in the following Section 2.
Main building blocks of this symmetry-following strategy are outlined in Section 3.1, followed by
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the detailed description of the two main building blocks, namely the knowledge model (described in
Section 3.2) and machine learning approaches (Section 3.3). The mutual cooperation of the two main
building blocks of our solution is presented in Section 3.4.
Section 4 presents the experimental evaluation of the proposed symmetry-following system for
intrusion detection. We start with the introduction of performance metrics used (Section 4.1) in the
subsequent experiments. Experimental evaluation is divided into three parts. We first present the
performance of the two main prediction models of our hierarchical IDS in Section 4.2.1, continue with
the explanation of the interplay between our knowledge model and prediction models in Section 4.2.2
and performance of a specific prediction model targeted for seldom new attack types in Section 4.2.3.
Finally, Section 5 summarizes the main findings from our experiments and highlights the advantages
of the proposed solution, which brings the symmetry-following strategy.
2. Related Work
In recent years, the use of machine learning methods in network intrusion detection domain
became a widely studied area of research. With several publicly available datasets, numerous different
approaches emerged to tackle the problem of detection of network attacks. Currently, popular methods
used in the intrusion detection domain are neural networks models. As they usually gain better
performance than traditional machine learning models, they became popular methods in this area,
although their explanatory capacity is often very limited. Numerous different approaches are used,
including both shallow and deep learning methods [2], or a combination of both [3].
Standalone data analytics and machine learning methods are often combined into more advanced
hybrid approaches, combining various methods including the use of hierarchical and layered
models [4–7] and anomaly detection models [8,9] or enhancing the machine learning models with
knowledge-based approaches [10,11]. The overall motivation of those approaches is usually aimed
to provide the capability of detection of rare attacks without sacrificing the detection accuracy of the
frequent ones and, on the other hand, minimizing the false alarm rate in such attacks. Ahmin et al. [12]
proposed a hierarchical model combining tree and rule-based concepts and used three models (REP
Tree, JRip, Forest PA), where the outputs of the two models are used as the inputs to the third
one, creating a hierarchical model consisting of three classifiers, predicting either normal or attack
connections and attack types. The approach was evaluated on the CICIDS 2017 dataset and achieved
an accuracy of 96.65%, while keeping detection rate at 94,47%. Compared to other models on the
same dataset, this approach gained superior accuracy performance, while still keeping reasonable
training and evaluation time. In Reference [13], a layered-approach with multi-classifiers is presented.
To improve the classification of minority attacks, authors used a combination of Naive Bayes and
NBTree models on the NSL-KDD dataset. The IDS uses four layers, the top two for detection of major
attacks (e.g., DoS, Probe) and the other two layers for minority attack classes (U2R, R2L). The model
uses different reduced feature sets for each attack prediction; authors kept only a subset of relevant
features for each attack class using domain knowledge and continuous experiments with the models.
Evaluation proved an improvement in classification in minor classes compared to standard approaches,
gaining overall accuracy of 99.05%. In Reference [14], Gain Ratio was used to select the features for each
layer of the layered model consisting of trees, Naive Bayes and Perceptron models. In Reference [15],
a similar goal was achieved using Conditional Random Fields approach. Recently, Zhou et al. [16]
presented the ensemble model consisting of C4.5, Random Forest and PA Forest, where the decisions
are based on the average of probabilities rule (voting based on average of probabilities). The ensemble
model uses feature selection by applying a hybrid approach of combination of correlation-based feature
selection and biologically inspired bat algorithm. The model was tested on KDD 99, CICIDS 2017 and
NSL-KDD datasets, achieving superior performance compared to other similar models (accuracy of
99,9% on KDD, 96,8% on CICIDS 2017 and 99,1% on NSL-KDD).
In the area of knowledge models for intrusion detection systems, there have been ontologies
explicitly designed for the description of the network attacks [10,17,18], more specifically targeted
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to specific issues related to the domain, e.g., vulnerabilities [19] or, on the other hand, covering
a broader range, e.g., entire cybersecurity [20]. Such ontologies were in the past used to develop
the ontology-based IDS. In Reference [21], authors present the DAML+OIL attack ontology and
corresponding detection system applied on the KDD 99 data. The ontology includes high-level
domain concepts (e.g., Attack, Host, Component, etc.) and defines the basic relations between the
protocols (Components) and attacks, organized in the taxonomy. Abdoli et al. [22] use the ontology
to capture the semantic relations between the attacks in distributed IDS and improve the detection
using such knowledge. Authors studied the attack scenarios and their effects and identified the
attack relationships, which were incorporated into the ontology. Ontology was evaluated on KDD 99
dataset, focusing on the DoS attack classes, recognizing 99.9% of DoS attacks in the testing data. In
distributed IDS, ontologies were also used to support cooperative detection [23]. In Reference [24],
ontology-based, situation-aware intrusion detection system is presented. The approach is based on the
integration of various heterogeneous data sources used to create the semantically rich knowledge base.
Reasoner processes the streams from the sources, extracts the knowledge and uses the ontology to
infer the possibility of an attack. More recently, OWL-S attack ontology was used in IDS to detect the
protocol-specific attacks [25], which was evaluated on the KDD 99 dataset. In Reference [26], authors
describe the usage of the ontology in semantic intrusion detection system for malware detection.
The approach presented in this paper combines both studied areas—hybrid hierarchical classifiers
with knowledge-based approaches. Hierarchical classification is based on the taxonomy of the attack
classes and uses various classification models to handle the prediction on a specific level of the target
attribute. To predict the particular class of attack, we used an ensemble model with weighted voting
for particular classes to achieve more robust classification even in minority classes. The entire process
is guided by the ontology, which is used to navigate through the attack taxonomy and retrieve the
corresponding model to perform the prediction and domain-specific knowledge related to the severity
of the attacks, which could complement the predictions.
3. Hierarchical Intrusion Detection
3.1. The Overall Architecture of the Proposed System
The main objective of the proposed approach is to combine the multi-layered hierarchical model
approach of using various predictive models to detect the intrusions on different levels of the attack
type taxonomy and combine it with the knowledge obtained from the domain-specific knowledge
contained in the ontology. Scheme depicted in Figure 1 outlines how the knowledge model is used in
the prediction.
Hierarchical classification can be divided into two separate phases.
1. Normal/Attack separation—the first phase is a binary classification task. The classifier used in
this phase is used to distinguish normal traffic and attacks. If a connection is labelled as a normal
one, then an alarm is not raised. Otherwise, the suspicious connection is processed by a set of
models to determine the class of attack during the phase 2.
2. Attack class and type prediction—this phase is guided by the taxonomy of the attacks from the
knowledge model. The system hierarchically processes the taxonomy and selects the appropriate
model to classify the instance on a particular level of a class hierarchy.
3. When a class of attack is predicted, ontology is queried for all relevant sub-types of the attack
type and to retrieve the suitable model to predict the particular sub-type. Knowledge model
can also be used to extract specific domain-related information as a new attribute, which could
be used either to improve the classifier’s performance or to provide context, domain-specific
information which could complement the predictive model.
More in-detail description of the predictive models and their evaluation will be provided in the
following sub-sections.
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Figure 1. The overall architecture of the proposed intrusion detection system.
3.2. Network Intrusion Knowledge Model
The central part of the knowledge model is the attack taxonomy. Figure 2 illustrates the overall
taxonomy of the network attack included KDD 99 dataset, which is one of the (still) most frequently
used data collections in the selected domain [27,28]. Attacks are divided into four groups (DOS, R2L,
U2R, Probe), each of them including specific attack types.
Figure 2. Taxonomy of the target attribute in KDD 99 dataset.
Besides the taxonomy, the knowledge model also covers the domain-specific knowledge from
the network intrusion field. Basic concepts and relations were extracted from the already existing
security domain models and standards [29]. As the objective of the knowledge model was to use it in
the data analytical tasks, the concepts and properties had to be able to be mapped to the data used
in the process. Moreover, concepts related to the classification models had to be included, to create
the relation between the particular classifier and its usability on the specific level of target attribute
hierarchy. Figure 3 visualizes the top-level concepts and relations between them.
• Connection class represents particular connections, whether normal ones or attacks. The class
forms a class hierarchy when a sub-class Attacks represents the attack. Attack sub-classes
(TypeOfAttack) represent the classes of the attacks (e.g., DoS, r2l, etc.); concrete attacks types are
modelled as a sub-class of the ConcreteAttack type classes (e.g., back, land, etc.).
• Effect class covers all possible effects that an attack affects (e.g., slowing down of the server
response, gaining root access for the user, service outage, etc.)
• Mechanism class and its sub-classes describe all possible mechanisms of particular attacks (e.g.,
poor environment maintenance, incorrect configuration of the components, etc.)
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• Flag characterizes the normal or error states of the specific connections (e.g., service not responding,
denied the connection, etc.)
• Protocol represents the protocols used in the connection (e.g., TCP, UDP, etc.)
• Service concept describes service types related to the connection (e.g., http, telnet, etc.)
• Severity describes how severe the possible attack type effects could be (low, medium and high).
• Targets define the possible targets of the particular attack type (e.g., user, network, data, etc.).
• Models concept covers the classification models used to predict the given target attribute
Ontology was implemented in OWL (Web Ontology Language). Particular ontology instances
represent the particular connections (e.g., connection records from the data). Trained and serialized
classification models are instantiated as the instances of the Model class. The models could be accessed
using their URI property, which contains the URI of the stored serialized model in the system.
Figure 3. Knowledge model for the network intrusion detection domain.
3.3. Machine learning Models for Detection of the Network Attacks on KDD 99 Dataset
To evaluate the proposed approach, we used the KDD Cup 1999 competition dataset 1999 [30],
a commonly used network intrusion detection data collection. Dataset consists of the device logs in a
LAN network collected over nine weeks. We used the 10% sample subset of the dataset, which consisted
of 494,021 records. Each record represents a connection and is labelled as a normal one, or as an attack
(exactly one attack type assigned). The target attribute (attack type) can be organized in a concept
hierarchy, which is specified in the knowledge model (see Figure 2). There are 24 different attack types
present in the dataset, and each attack type belongs to one of the four attack classes. The target attribute
is heavily imbalanced, Table 1. summarizes the number of records of attack types and attack classes.
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Table 1. Attack types and classes.
































Each connection is described using a set of features: basic features of the connection, content
features and traffic features (overall 32 features). The first group describes the protocol type, duration
of the connection, service on the destination of the attack and other features relevant to the standard
TCP connection description. Content features are attributes that could be linked to the domain-specific
knowledge. Traffic features describe the two-second time window attributes, e.g., a number of
connections to the same host in such window. During the pre-processing, we mostly focused on
feature selection. According to the work of Zhou and Cheng in [16], we selected only the most
relevant attributes: service, src_bytes, dst_bytes, logged_in, num_file_creations, srv_count, serror_rate,
rerror_rate, srv_diff_host_rate, dst_host_count, dst_host_diff_srv_rate, dst_host_srv_diff_host_rate.
To illustrate the proposed approach on the KDD 99 network intrusion dataset, Figure 4 depicts the
structure of the prediction models used on different levels of the target attribute class hierarchy. During
the first phase, an attack detection model is used for prediction on the top-level of the class hierarchy, e.g.,
to distinguish between the attack connections from the normal ones. The classifier was trained on
all instances of the dataset and target attribute was transformed to a binary one reflecting the class
hierarchy. The main goal of the classifier is to reliably predict the normal connections and separate
them from the attack ones.
If the model detects an attack connection, the ensemble model is used to predict one of the four
types of the attack. In this case, we used an ensemble of classifiers with a weighted voting scheme,
trained on all attack instances in the dataset. The main reason to use such an approach was the effect
of class imbalance on this level. Standard machine learning models were able to gain good accuracy,
achieved mostly by good performance on the dominant class (in this case DoS attacks). However,
the models struggled to predict minor classes such as U2R.
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Figure 4. Different models used for predictions on different levels of target attribute class hierarchy.
Some standard classifiers performed very well when predicting the specific classes but failed
(or produced significant errors) on the other ones. For example, when training a decision tree model
on the attack connections, the model performed very well when classifying the DoS and R2L classes,
on the other hand, missed an almost significant amount of the Probing attacks and was not able to
detect the U2R attacks at all. That leads us to the idea of complementing such classifier with a set
of other models, able to reliably predict the other classes. To perform a final prediction, weighted
voting could be implemented, based on the classification performance in prediction of a particular
class. The weighting scheme is depicted in Table 2.
Table 2. Weighting scheme used in the ensemble model.
Weighting Scheme Class 1 Class 2 Class 3 Class 4
model 1 w1,1 w1,2 w1,3 w1,4
model 2 w2,1 w2,2 w2,3 w2,4
model 3 w3,1 w3,2 w3,3 w3,4
... ... ... ... ...
After the prediction of the attack class, particular models were employed to predict the concrete
type of the specific attack class. Four different models were trained, each for prediction of the particular
attack types for each attack class. The models were trained using only instances of particular attack
class records from the dataset. This proved to be difficult on minority class (U2R), as the dataset
contains very few records of that type.
Then, when an attack class is predicted, a set of models are dedicated to predicting the concrete
attack type (e.g., DoS model to predict the concrete type of DoS attack, when such attack is detected by
the IDS). There are four different models trained, each dedicated to prediction of each attack class’ types.
All models were trained in the Python environment using standard packages such as scikit-learn
in Python. Predictive models are then serialized using native or supporting tools (e.g., Pickle in Python).
Serialized models URI (Uniform Resource Identifier) was then passed to the knowledge model.
3.4. Use of Knowledge Model in Multi-Stage Intrusion Detection
Implemented semantic model is used in the hierarchical classification mostly to navigate through
the target class taxonomy and to select the appropriate model to perform a prediction on the chosen
level. The detection system is implemented in Python and communicates with the ontology using
RDFlib package, which enables to specify the SPARQL queries and retrieve the results as a Python
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object. When predicting the unknown connection, the system checks the ontology taxonomy and starts
from the top level. Using SPARQL query, it checks the top level of the class hierarchy and retrieves
the corresponding model for given prediction type using the hasTargetAttribute property (e.g., attack
detection). As the classification models are serialized and stored, they can be identified and retrieved
using their URIs. Once a classifier is retrieved, it is deserialized in the system and used to predict the
given unknown example. Once the prediction is performed, the system checks the prediction and
queries the ontology to see if there is a classifier able to process the record further (e.g., to predict the
type of the attack) and retrieves the corresponding classifier.
As the prediction of concrete sub-type of the attacks could be in some cases tricky (minority
classes), we considered a retrieval of the information from the ontology, which could be beneficial
without predicting a correct attack type. Moreover, in the network intrusion domain, new attacks
(attacks, that were not present in the training data) can appear when using the models. In such a case,
the system is able to predict the attack class and use domain-specific information from the knowledge
model to enhance the prediction with domain-specific knowledge, e.g., severity of the detected attack.
Besides using the class hierarchy, we experimented by using the domain-specific knowledge from
the ontology to improve the detection system. We decided we can leverage the expert information
about the possible effects of the given attacks and their severity. If the model is not reliable enough to
predict the concrete attack sub-type, the system can be used to provide at least information on how
severe the attack would be. Using the Effect class and hasSeverity property, we were able to retrieve
the severity values of the particular attacks and enhance the dataset with this newly acquired attribute.
We experimented then with the training of the classifiers able to predict the severity of the attacks,
which could serve as a supporting source of information, complementing the attack type prediction or
providing the severity information.
4. Experimental Evaluation
4.1. Performance Metrics
To evaluate the performance of the designed approach, we used metrics commonly employed in
classification tasks such as precision and recall. To evaluate the prediction of the particular classes,
we used the confusion matrix. The matrix is essential, as it precisely depicts both, correctly and
incorrectly classified records. Especially in case of not balanced target classes, we could estimate the
classification errors. When predicting the network attacks on the first level of target taxonomy, we used












• TP (True Positive): when predicted network attack is in fact an attack,
• TN (True Negative): when predicted normal record is in fact normal record,
• FN (False Negative): when predicted normal record is in fact an attack,
• FP (False Positive): when predicted network attack is in fact a normal record.
From the perspective of the performance evaluation of the entire network intrusion detection,
we decided to evaluate the models also from the perspective of missed attacks and raised false alarms.
To evaluate such aspects, F-measure combining both, precision and recall metrics can be used, as well
as FAR (False Alarm Rate), which is the total number of incorrectly identified attacks (FP) divided by
the total number of normal records (TN + FP).
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Precision and recall metrics could be directly used to evaluate the first level of hierarchical
classification, as the target attribute was a binary one. In the following stages, we computed the
precision and recall metrics for each target attribute value and to measure the overall precision and
recall; we used macro-averaging. This was more important, as it was crucial to precisely see the
number of false alarms and missed attacks to correctly estimate the model quality. Then, we used a
multi-class confusion matrix to estimate the overall classifier performance.
4.2. Performance Evaluation
4.2.1. Model Training and Evaluation
For the attack detection model, we used a classifier based on decision trees. Dataset consisted of
all dataset records; target attribute was transformed to a binary one, labelling the normal and attack
connections. We split the dataset in a 70/30 training/testing ratio. The classifier was trained without
limitation of maximum depth of the tree and used gini as a splitting criterion. The testing data were
not used in the training of any of the models (ensemble and attack type models) and were also used to
evaluate the whole system. Attack detection model was evaluated on the testing set, and the model
gained accuracy of 0.9997; confusion matrix is depicted in Table 3.
Table 3. Results of the decision tree classifier for attack prediction (attack detection model).
Attack Detection Model Normal Attack Precision Recall
Normal 29,095 11
0.999 0.999Attack 35 119,066
An ensemble classification model was trained using the attack records from the dataset (97277 normal
records were removed from training). In the ensemble model, we used Naive Bayes and Decision
Tree classifiers as the base models. We chose the different tree and Naive Bayes models in order to
have models that correctly cover all attack classes in the dataset. When training tree-based models,
experiments proved, that such models were performing reasonably on Probe, DoS and R2L attacks.
On the other hand, U2R (minor class) class produced either many false alarms, or the models were not
able to detect the U2R attacks at all. Therefore, separate one-vs-all models were trained to detect just
the U2R attacks. Ensemble model was then able to leverage both classifier types—tree-based model to
detect the R2L, Probe and DoS attacks and one-vs-all model to detect the U2R attacks. The training
set consisted only of attack connections (396743 records) and the models were trained and evaluated
on such data using the 70/30 training/testing split and evaluated their performance on the particular
classes. Class accuracies were then used to set the weights of the ensemble model created of these base
classifiers. Then, we evaluated the overall ensemble model on the testing set of the KDD 99 dataset
(we did not use the records used in training). Table 4 depicts the confusion matrix of the ensemble
model performance when classifying the attack records.
Table 4. Confusion matrix of the ensemble model for attack type prediction (ensemble classification
model).
Ensemble Model Probe U2R DoS R2L Precision Recall
Probe 1279 0 1 0 0.992 0.992
U2R 0 15 0 0 1 0.882
DoS 6 0 117,385 0 0.999 0.999
R2L 4 2 0 331 0.982 1
On the lowest level of the target attribute hierarchy, four classifiers were employed, each for
selection of particular subsets of the attacks. We used tree-based classifiers, and each model was trained
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on the dataset consisting of records of particular attack class. Table 5 summarizes the performance of
the models.
Table 5. Performance metrics of particular models used to predict the particular kind of the specific
attack types.
Probe U2R DoS R2L
Overall accuracy 0.991 0.937 0.999 0.989
Precision 0.989 0.927 0.999 0.879
Recall 0.989 0.875 0.999 0.833
4.2.2. Overall Approach Performance
When all particular models in the presented hierarchical detection system were trained, the overall
approach was evaluated on the testing subset of KDD 99 dataset. The testing set consisted of records,
previously not used during the training of the models, sampled from the KDD 99 dataset. Serialized
models were stored and instantiated in the ontology, which was used to navigate in the target attribute
hierarchy. For each test record, attack detection model was applied to decide, if the record is an attack
or not. To retrieve the attack detection model instance from the ontology, SPARQL query was used.
If a record was labelled as an attack, ontology was used to retrieve class taxonomy. Target attribute
was specified according to the class hierarchy, and the particular model able to predict the attack types
on that level was retrieved and used. Examples of used SPARQL queries are summarized in Table 6.








Retrieve the classifier able to predict the attack at the Connection level (decide if the






Select the model for prediction of the attack type
The detection system was evaluated using the same metrics as used in the particular model’s
evaluation. Table 7. summarizes the system performance—we used the system to predict the type of
the attack—and compares the results with other similar approaches [16]. Table 8 presents the confusion
matrix of the system and summarizes the precision and recall of particular classes.
Table 7. Performance of the detection system to classify the attack classes.
Classifier Accuracy Precision F-measure FAR
C4.5 0.969 0.947 0.970 0.005
Random Forests 0.964 0.998 0.986 0.025
ForestPA 0.975 0.998 0.998 0.002
Ensemble model 0.976 0.998 0.998 0.001
Our approach 0.998 0.998 0.998 0.001
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Table 8. Performance of the detection system to classify the attack classes.
Ensemble Model Probe U2R DoS R2L Normal Precision Recall
Probe 1176 0 5 0 7 0.998 0.999
U2R 0 15 0 0 5 0.750 0.937
DoS 4 0 117,547 0 1 0.999 0.999
R2L 3 1 0 346 7 0.969 0.997
Normal 1 0 3 1 48,454 0.999 0.999
4.2.3. Attack Severity Prediction
To demonstrate the usefulness of the ontology, supplementary information related to the attack
detection can be provided. For example, in case that the prediction of the concrete attacks is not
accurate enough, class prediction can be enhanced by providing the additional aspects of the attack,
such as attack severity. Ontology can be used to predict the attack class and the possible severity of the
attack. Severity information can be instantiated in the ontology in Severity concept and extracted to
data records as a newly created feature. Therefore, we can train a classification model to predict the
severity value of the predicted attack. Table 9 describes the severity values of the attack types.
Table 9. The severity of the attacks.























We used the Severity attribute as the target attribute and trained the Random Forest model to
predict the severity level of predicted attack type (predicted by the ensemble model). To train the
severity predictor, we used the 10% KDD 99 dataset, split in 70/30 train/test ratio. Table 10. summarizes
the prediction of severity types for particular attack classes and evaluation of the accuracy of severity
prediction. We ran the severity prediction model as a complementary model to ensemble classifier
predicting the attack classes. For each attack class, the severity of the attack was predicted. Confusion
table summarizes the severity attribute predictions for particular attack types from the testing set and
precision and recall metrics of the severity model. Both, precision and recall are in this case very high.
This is the result of a newly created target attribute (Severity level), which has three different values,
and particular attacks are well separated within the categories specified by those values. Therefore,
177
Symmetry 2020, 12, 203
standard classifiers perform very well in prediction of such attribute, and the number of missed
predictions is minimal.
Table 10. Confusion matrix of the ensemble model for attack severity prediction.
High Low Medium Precision Recall
DoS 117,695 0 0
0.999
Probe 443 0 779 0.999
R2L 0 346 6
U2R 0 0 20
5. Discussion and Future Work
The presented approach described the IDS based on a combination of hierarchical ensemble model
and knowledge model in the form of an ontology. Both hierarchical and ensemble approaches are
relatively popular models used to tackle with the network intrusion detection; the IDS presented in
this paper combines both approaches. Hierarchical aspect is considered when the system performs
the prediction on a different level of the target attribute generalization. An ensemble model is then
employed to detect the attack type to maintain the performance of prediction in major and also minor
classes. The ontology then serves to automatically navigate through the target attribute and to select the
proper model on the specific level of target generalization. The results proved that the achieved results
are comparable to the current state-of-the-art approaches when it comes to performance evaluation
using standard metrics. Integration with the knowledge model could be beneficial, as it enables
to automate the navigation through the target attribute taxonomy and selection of the appropriate
predictive model.
On the other hand, the complexity of the hierarchical and ensemble approach is higher when
it comes to training. As each of the models are trained separately, the requirements on training
resources and training time are significantly higher than in other compared models. This limitation
could be significant when such an approach is expected to be deployed in a real-world environment
on dynamic, ever-changing data streams. From this perspective, a very interesting aspect in case of
network intrusion detection is the ability to detect the new attacks that are not present in the training set.
In real-world scenarios, this corresponds to a specific type of the concept drift (when a new class value
appears). To remove this limitation of the standard approaches, either concept drift detection methods
or periodic re-training of the models should be employed. Especially in case of ensemble models, early
detection of such phenomena is crucial to update the predictive models as soon as possible, so as to not
miss any newly appearing attacks. In case of complex ensemble models, the re-training of the partial
models could be non-trivial. Moreover, in case of domain knowledge, model is involved (as in the
presented IDS model), the update of the model structure is necessary (e.g., addition of the new attack
type into the taxonomy).
What could be an also interesting area of research in this field is the deeper integration of the
domain-specific knowledge with prediction. The main issue of standard predictive models used in
intrusion detection is that the predictions depend on the context of particular events and commonly,
such context considers only previous events and their properties. In real-world applications (such as
IDS), this context should be expanded with the other, domain knowledge. Predictions then should be
the result of information describing the particular event, information about the previous events and
information obtained from the domain knowledge model. In this case, the expanded context could be
represented by the new, derived features or by the specific expert rules. Such domain expert rules
could be used to cover the detection of very rare events (e.g., rare attacks), which could be difficult to
extract from the historical data due to a significantly low number of examples. To support such context
representation, the knowledge model has to be expanded with more domain concepts and properties,
expanding the range of knowledge covered by the ontology.
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6. Conclusions
In this paper, we proposed an original symmetrical combination of the knowledge-based approach
and machine learning techniques to build a hierarchical intrusion detection system able to support
detection of existing types and severity of new types of network attacks. Implemented knowledge
model is used in the hierarchical classification mostly to navigate through the target class taxonomy
and to select the appropriate model to perform a prediction on the selected level. In case of rare attack
types, where the number of available training data is too low, severity prediction model is applied,
and the network operator is provided, with information available in the knowledge model about the
most probable class of attacks.
The performance of the proposed knowledge-based hierarchical IDS is 0,998 in terms of precision
as well as recall and 0,001 in terms of FAR, which outperforms other state-of-the-art approaches
presented in Section 2. Moreover, the proposed system is also able to partially cover emerging types of
attacks in terms of their predicted severity and additional information stored in the knowledge model.
As a result, our knowledge-based approach leads to efficient and information-rich decision support
for network operators. In the future work, we plan to extend our approach to make it more dynamic
in terms of learning new types of attacks and deciding on the right moments when the available
prediction models need to be retrained.
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Abstract: Malware is any malicious program that can attack the security of other computer systems
for various purposes. The threat of malware has significantly increased in recent years. To protect
our computer systems, we need to analyze an executable file to decide whether it is malicious or
not. In this paper, we propose two malware classification methods: malware classification using
Simhash and PCA (MCSP), and malware classification using Simhash and linear transform (MCSLT).
PCA uses the symmetrical covariance matrix. The former method combines Simhash encoding and
PCA, and the latter combines Simhash encoding and linear transform layer. To verify the performance
of our methods, we compared them with basic malware classification using Simhash and CNN
(MCSC) using tanh and relu activation. We used a highly imbalanced dataset with 10,736 samples.
As a result, our MCSP method showed the best performance with a maximum accuracy of 98.74%
and an average accuracy of 98.59%. It showed an average F1 score of 99.2%. In addition, the MCSLT
method showed better performance than MCSC in accuracy and F1 score.
Keywords: malware detection; deep learning; CNN; PCA; dimension reduction; linear transform;
Simhash encoding; LSH; symmetrical covariance matrix
1. Introduction
Malware is any malicious program that threatens other computer security systems by hacking or
stealing personal information for various purposes. There are several methods to check whether a file
is malicious or not: static analysis and dynamic analysis [1]. Static analysis is a method that analyzes
signature-based information to find a possible defect in an executable file. Such methods primarily rely
on pre-processing for pattern recognition because they do not need to run an executable file. On the
other hand, dynamic analysis works with behavioral-based information about an executable file to
find flaws by executing it in a virtual environment.
Nowadays, both analyses have been combined with deep learning techniques, which has yielded
many novel approaches for detecting malware. In particular, static analysis and deep learning techniques
do well together [2–4]. In this case, there are three main approaches. The first one uses an executable
file as input data for the RNN network [2]. In that paper, the author proposed the RNN network
method for classification. The opcode patterns were used as features and a two-stage RNN network
using LSTM (long short-term memory) cell was used as a classifier. This resulted in an area under the
curve (AUC) of over 0.99 and average AUC of 0.987, respectively. N network. Since the length of every
executable file varies, the image file varies. However, because the CNN network takes data of a fixed
length, we need to make them the same size. To solve this problem, cropping and hashing methods
are used [3,4]. For cropping, Nataraj et al. used the binary code of the executable files [3]. The binary
code is mapped to the 8-bit vector, which is the greyscale. As the size of the binary code was different
for each file, the size of the image is also different. Thus it needs to be cropped to a fixed size so the
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image can be used for the CNN classifier. For hashing, Ni et al. used opcode sequences extracted from
the executable files [4]. To make the different lengths of opcode sequences a fixed length of vector,
they applied a hashing method to the opcode sequence. Because all opcodes of the executable file
are mapped to the fixed size of the hash table, this results in the fixed length although the number
of opcodes within file is different. We can use them as a (1-dimensional) vector for the PCA or an
image (2-dimensional) for the CNN classifier. In the case of latter, we have to reshape them. The third
approach is a synthetic way of simultaneously combining the RNN and CNN networks [5]. In that
paper, the author used the RNN network to extract features from malicious code and converted the
features into an image for training the CNN network.
The main contributions of this paper are: (1) we propose a malware classification method that uses
Simhash and PCA (MCSP), which combines Simhash encoding and PCA; (2) we propose a malware
classification method that uses Simhash and linear transform (MCSLT), which combines Simhash
encoding and linear transform layer. The role of the linear transform layer in MCSLT is to mimic the
effect of PCA; (3) we analyzed the cumulative variance according to the N-gram opcode sequence and
found the number of principal components; and (4) the performance of the proposed methods were
measured and obtained the best results among the compared methods.
The organization of this paper is as follows. In Section 2, we discuss the related work: malware
classification using Simhash and CNN (MCSC), n-gram MCSC and PCA. In Section 3, we present
and discuss the results of the Simhash encoding and PCA analysis. We present our experimental
data, environmental setting and results on the performance of the used methods in Section 4. Finally,
we summarize and conclude our overall research in Section 5.
2. Background
2.1. Static, Dynamic and Hybrid Approaches
Static analysis is an approach that analyzes executable files without running them. This method
uses the characteristics of the files, such as the string signature, byte sequence n-grams and opcode
or opcode distribution, etc. Its advantage is that it is simple to construct and implement because we
only need to extract features. However, this method is vulnerable to obfuscation (hiding the original
algorithm and data structures) because it does not run the program.
Dynamic analysis methods analyze the behavioral characteristics of executable files while running
them. Since a file must be executed to detect malware, it needs a virtual environment such as a
simulator or sandbox, etc. It monitors behaviors such as the API call or sign for tainting other files.
The advantage of this approach is that it is good for obfuscation. As many malicious programmers
now use tricks against detection, this method is of interest because it detects malware based on what
execution files actually do. However, it is time-consuming and needs virtual environments.
Nowadays, hybrid approaches, where both static and dynamic methods are combined, have
become a subject of intensive research. That is, static and dynamic features are used for detecting
malware. In [6], the author used the hybrid method to train their classifier with static and dynamic
features. For the static feature, they extracted the opcode sequences using IDA Pro and trained their
model with them. For the dynamic feature, they traced each file with IDA Pro using the “tracing”
feature. After getting actual mnemonic opcodes, they extracted API calls in them. During training,
they trained the model with the opcode sequence and scored it with API calls.
2.2. Simhash, N-Gram, MCSC Image and N-Gram MCSC
Simhash encoding is a local sensitive hash algorithm proposed by Charinikar (2002) and is mainly
used for sequence similarity [7]. That is, similar words will have similar hash values.
The N-gram is a method that groups a given sentence or data as sequences of continuous
combinations [8]. The size of the combination is defined according to N. When grouping data has
N = 1, it is called a “unigram”, N = 2 is a “bigram” and N = 3 is a “trigram”. N-gram is not only used in
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natural language processing but also used effectively in malware detection. In [9], the author proposed
multi-level big data mining using natural language processing (NLP) and machine learning (ML)
techniques for detecting Ransom-ware attacks. N-gram and TF-IDF methods were used for making
features and the result is dependent on different sizes of N with an accuracy of 98.59% obtained when
N = 3.
The MCSC [4] is an algorithm for malware classification, which converts the executable file into
an image and uses it as input data for the CNN network. We refer to this image an MCSC image.
The overall procedure is shown in Figure 1.
Figure 1. The overall procedure of malware classification using Simhash and CNN (MCSC) algorithm.
The MCSC method has three phases: feature extraction, visualization, and classification. In feature
extraction, all opcodes are extracted from the code section in the ASM file, which is made by a
disassembler. In the visualization phase, Simhash encoding is undertaken using the opcode sequence.
After encoding, the executable file is represented as a fixed length of binary code. Then, the binary
code is reshaped into the pre-defined size and interpolated with bilinear interpolation, and the CNN
classifier uses it for training.
The original MCSC used several techniques in the step of feature extraction and used SHA-768
simhash encoding, three convolution layers, 2 × 2 filters and 2 max-pooling layers in the classification
step. We only used the same classifier of the MCSC method and interpolation techniques except
major-block selection. The detailed parameters of the classifier of MCSC are shown in Table 1 because
we are concerned with the performance of the classifier. There are three reasons why we used the
SHA-768 in our model. First, it showed the best performance in previous MCSC research. Second,
we want to compare its performance with our methods using a simple technique (PCA). Lastly,
the SHA-768 is composed of SHA-512 and SHA-256, so we can anticipate the effect for the different
scales of encoding.
The N-gram MCSC is a method that combines the N-gram and MCSC images [10]. It applies
the N-gram method to the original opcode sequence (1-gram) to make an N-gram opcode sequence.
We call this the N-gram MCSC image. The N-gram for the opcode sequence reinforces the semantic
meaning of the chunked opcode sequence.
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Table 1. Detailed parameters for the classification in Figure 1.
Layer (Type) Output Shape Param # Remarks
Conv2d [−1, 32, 31, 31] 160
Tanh [−1, 32, 31, 31] 0
Conv2d [−1, 32, 30, 30] 4128
Tanh [−1, 32, 30, 30] 0
MaxPool2d [−1, 32, 15, 15] 0
Dropout2d [−1, 32, 15, 15] 0
Conv2d [−1, 32, 14, 14] 4128
Tanh [−1, 32, 14, 14] 0
MaxPool2d [−1, 32, 7, 7] 0
Dropout2d [−1, 32, 7, 7] 0
Linear [−1, 512] 803,328 |
Tanh [−1, 512] 0 |
Linear [−1, 256] 131,328 | FC classifier
Tanh [−1, 256] 0 |
Linear [−1, 9] 2313 |
2.3. Principal Component Analysis (PCA)
PCA is a method for analyzing given data to find principal components through the distribution
of the data, where the principal components are the direction vectors with sequentially high variances
for the symmetrical covariance matrix of the data [11]. For example, suppose we have two or
three-dimensional data. We can find a line that minimizes the distance from each point of the data to
one straight line. This line is called as the first principle component of the data. Repeating the same
system, we can find the second principle components which are the orthogonal vectors to each other,
and each dimension is not correlated. We can obtain two principle components for two-dimensional
data and three components for three-dimensional data. PCA can be used for many applications as
it applies to many fields. The most popular applications of PCA are dimensionality reduction and
exploratory data analysis [12]. Dimension reduction is used to reduce the dimensions of a given dataset
to a certain size. For dimensionality reduction, we obtain all the principal components of the given
data through PCA, and then the data is projected with the number of principal components that we
desire. The number of components is the reduced dimension for the data. Avoiding the curse of
dimensionality is one of the main advantages of dimension reduction. Exploratory data analysis is used
to understand high-dimensional data using PCA. After finding the principle components, we can see
the degree to which the first principal component can explain the data or how many components are
needed to represent the dataset in the 90% variances. Also, we are able to visualize high-dimensional
data in two or three dimensions.
3. Proposed Methods
3.1. Experimental Dataset
For the classification experiment, we used the Microsoft Challenge dataset [13], which has 9 classes
and a total of 10,868 ASM files. With the exception of the files with no opcode after feature extraction,
we used 10,736 of these files. Table 2 shows the distribution of malware files. It is highly imbalanced,
with the main class being the Kelihos_ver3 virus with almost 3000 files, and a minor class being the
Simda virus with 39 files [14].
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Table 2. The distribution of malware files.








Obfuscator.ACY 1179 Any kind of obfuscated malware
Gatak 1013 Backdoor
In our dataset, there is Obfuscator.ACY category, which consists of any kind of obfuscated malware
such as polymorphism or metamorphism to avoid detection systems. We cannot know what exact
techniques are used. If the model can detect properly, we can say that the model is not vulnerable
to countermeasures.
In our research, we experimented with Simhash (SHA-768) encoding according to the N-gram
opcode sequence. The number of different opcode combinations is used to make N-gram Simhash
encoding. This means that the size of the vocabulary dictionary is different. The vocabulary size of
the N-gram is shown in Table 3. In the case of the 1-gram, the size of the vocabulary dictionary is
231 words (it is the number of different opcodes).
Table 3. The size of the vocabulary dictionary of N-gram.





3.2. Method 1: Malware Classification Using Simhah Encoding and PCA (MCSP)
Before proposing our methods, we did a principal component analysis (PCA) analysis for Simhash
encoding according to N-gram. We analyzed the variance explained by PCA of each Simhash encoding
because different vocabulary size is mapped to the constant size (768). The results of the PCA analysis
are shown in Table 4 and Figure 2.
In Figure 2, we visualized the cumulative variance according to the number of axes and marked
the point for 95% explained variance of the N-gram. As shown in Table 4, the number of PCA axes
for 95% explained variance of the 1-gram, 2-gram 3-gram and the 4-gram were 141, 316, 441 and 510,
respectively. This indicated that we can reduce each of them by maintaining the 95 % variance of the
768-dimensional Simhash encoding. The number of PCA axes for 90% explained variance for the
1-gram, 2-gram 3-gram and the 4-gram were 53, 162, 278 and 358, respectively.
Table 4. The number of principal component analysis (PCA) axis for explained variance against the
total variance.
The Number of PCA Axis\N-Gram 1-Gram 2-Gram 3-Gram 4-Gram
The number of PCA axis for 95% explained variance 141 316 441 510
The number of PCA axis for 90% explained variance 53 162 278 358
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Figure 2. The graph of cumulative variances according to the number of axes.
Based on the above results, we propose a malware classification method using Simhash encoding
and PCA (MCSP). The overall procedure of the MCSP method is shown in Figure 3.
Figure 3. The overall procedure of the malware classification using Simhash and PCA (MCSP) method.
As shown in Figure 3, the MCSP method includes three steps: extraction, Simhash encoding,
and PCA classification. In the extraction step, the opcodes sequence is extracted from an asm file.
In the Simhash encoding step, the extracted opcode is encoded through Simhash (SHA-768). It is
a multi-hash with SHA-512 and SHA-256 [15]. In the PCA classification step, the 768-dimensional
Simhash encoding is reduced to 512-dimensional sequences by using the PCA algorithm. The reason
for reducing Simhash encoding to 512 dimensions is to ensure that the total variance in the reduced
data exceeds at least 95% variance. After that, the transformed sequence is used as an input feature for
a fully connected (FC) classifier.
3.3. Method 2: Malware Classification Using Simhash Encoding and Linear Transformation Layer (MCSLT)
We propose another method for malware classification by using Simhash encoding and linear
transform layer (MCSLT). It mimics the role of PCA by using a neural network with two layers, which
are layers without an activation function. This transforming layer is known as the linear transform
(LT) layer. The overall procedure of the MCSLT method is shown in Figure 4.
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As can be seen in Figure 4, MCSLT works in three steps: extraction, Simhash encoding and
LT classification. The first two steps are the same as the MCSP method. The Simhash encoding is
used as the input for the LT layer. We think the first layer of LT reveals another coordinate system
and the second layer of LT reduces the dimension. The intention is to let the model learn another
coordinate system and reduce the dimension automatically. That is, LT layers are used to find a linear
transformation similar to the PCA. The output of the LT layer is used as input features for the same FC
layer as the MCSP method.
Figure 4. The overall procedure of the malware classification using Simhash and linear transform
(MCSLT) method.
4. Experimental Results
We split the dataset into train and test datasets at a proportion of 8:2. Our hardware setting was
Intel i7-7600 k, 64 GB memory and 2 Nvidia GeForce GTX 1080 Ti. We implemented the proposed
methods with Python 3.6 and Pytorch 1.1.0 in the Jupyter Notebook environment, but we only used
1 gpu for these experiments.
The used Simhash encoding was a multi-hashing method: SHA-768. The SHA-768 consists of
SHA-512 and SHA-256. After encoding the N-gram opcode sequence with the SHA-512 and the
SHA-256, we combined the outputs. It is the binary sequence of 768 sizes.
To compare the performance of the proposed methods, we used the fully connected (FC) classifier.
The overall procedure is shown in Figure 5.
Figure 5. The overall procedure of the fully connected (FC) classifier.
The FC classifier is a simple classifier that uses Simhash encoding as an input feature for the FC
layer. The FC layer consists of three dense layers that are 512, 256 and 9 sequentially. Each layer used
the relu activation function. This is different to the original MCSC, which used the tanh function for
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activation, which is symmetric with respect to the original and its derivation is also symmetric. It is
only used to measure the basic performance of Simhash encoding.
In the case of MCSC, it reshaped the Simhash encoding into a 32 × 24 image. Then, bi-linear
interpolation was applied to make 32 × 32 square images. The interpolated image is used as input data
for the CNN structure as shown in Figure 1. The neural network of MCSC consists of 3 convolutional
layers using a 2 × 2 filter, tangent hyperbolic activation function and 2 max-pooling layers. This flattens
the output of convolution layers and uses the fully connected layers.
In our experiment, we used the basic MCSC method. That is, we did not use any optimization
technique in the original study. We also used the two versions of the MCSC method. The first is
tanhMCSC, which uses the tanh activation function in the FC classifier and the second is the reluMCSC,
which uses the relu activation function in the FC classifier.
The number of parameters for all of the compared methods, is shown in Table 5. The number of
parameters for the classifier layers was calculated like this: 133,641 = (512 + 1) × 256 + (256 + 1) × 9.
In the case of the FC classifier, we need additional parameters: that is 393,728 = (768 + 1) × 512.
Therefore, the total number of parameters is 527,369 as shown in Table 5. The total number of MCSC,
MCSP and MCSLT’ parameters are 945,385, 396,297 and 1,477,641, respectively. As a result, MCSP has
the fewest parameters with a total of 396,297. However, MCSLT has 1.5 and 2.8 times more parameters
than MCSC and FC classifier.












The total number of parameters 527,369 945,385 396,297 1,477,641
For hyper-parameters of the convolutional neural networks, we assumed the batch size was 64,
the epoch was 500, the learning rate was 0.005 and the loss function was cross-entropy. For other
models, we used the same batch size, epoch, loss function but the learning rate was 0.0001.
In order to compare the accuracy of the compared methods, we conducted the experiments
30 times for each method. Therefore, we can use a parametric test that is based on the normality of data.
The accuracy boxplot for all of the compared methods is shown in Figure 6. In addition, the average
and maximum accuracy for them is shown in Table 6.
Figure 6. The accuracy boxplot of all compared methods.
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Table 6. The accuracy for all compared methods.
N-Gram\Methods FC Classifier tanhMCSC reluMCSC MCSP MCSLT
1-gram
Mean 94.73 94.40 94.48 95.13 94.95
Max 95.07 94.65 94.79 95.30 95.16
Std 0.0020 0.0012 0.0017 0.0007 0.0011
2-gram
Mean 97.47 97.53 97.60 98.16 97.95
Max 97.86 98.04 97.91 98.42 98.28
Std 0.0018 0.0018 0.0014 0.0007 0.0017
3-gram
Mean 97.21 97.80 97.80 98.60 98.04
Max 97.22 98.09 98.00 98.74 98.46
Std 0.0031 0.0014 0.0016 0.0008 0.0019
4-gram
Mean 96.71 97.46 97.60 98.47 97.85
Max 97.63 97.81 97.81 98.56 98.23
Std 0.0033 0.0018 0.0014 0.0005 0.0020
According to Table 6, the FC classifier showed an average accuracy of 94.73%, 97.47%, 97.21%
and 96.71% for 1-gram, 2-gram, 3-gram and 4-gram Simhash encoding, respectively. The tanhMCSC
showed 94.40%, 97.53%, 97.80% and 97.46%, respectively. The reluMCSC showed 94.48%, 97.60%,
97.80% and 97.60%, respectively. The MCSP showed 95.13%, 98.16%, 98.60% and 98.47%, and he
MCSLT showed 94.95%, 97.95%, 98.04% and 97.85%, respectively.
To examine whether the compared methods were statistically different, we calculated the analysis of
variance (ANOVA), except for the FC classifier [16]. There was a significant difference (p value < 0.000)
in the 1-gram and 2-gram Simhash encoding. In the post-hoc analysis, we used the Scheffe method
with a 95% confidence level. As a result, we found three groups: tanhMCSC and reluMCSC, MCSLT,
MCSP (in the order of their performance). There was a significant difference (p value < 0.000) for
the 3-gram, which resulted in four groups being identified: reluMCSC, tanhMCSC, MCSLT, MCSP.
There was a significant difference (p value < 0.000) for the 4-gram and four groups were identified:
tanhMCSC, reluMCSC, MCSLT, MCSP.
With regard to accuracy, the MCSP method showed the best performance in spite using 2.4 times
fewer parameters than the MCSC method and 3.7 times fewer parameters than MCSLT. In the case of
MCSLT, it performed better than MCSCs for all N-grams. However, it used 1.6 times more parameters
than the MCSC method.
We considered the problem of multi-class classification as several binary classification problems
for each malware family. So, Precision, Recall and F1 score are common evaluation methods in
classification problems. In multi-class classification, there are macro- and micro-average methods [17].
For example, suppose there are k classes, then, micro-averaging for Precision is calculated by the
following formula.
PREmicro =
TP1 + . . .+ TPk
TP1 + . . .+ TPk + FP1 + . . .+ FPk
(1)
Macro-averaging for Precision is calculated by the following formula.
PREmacro =
PRE1 + . . .+ PREk
k
(2)
The F1 score is calculated by the following formula.
F1 =
2 ∗ Precision ∗Reall
Precision + Reall
(3)
In addition to accuracy, we measured the F1 score by using micro-averaging to evaluate the results
for 30 run times. These are shown in Figure 7 and Table 7. We found the scores by using the function
sklearn.merics.precision_ recall_fscore_support ( . . . , . . . , average = ’micro’). In this case, all metrics
(Precision, Recall and F1 score) are the same. Therefore, we can also regard the results shown in
Figure 7 and Table 7 as Precision or Recall.
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Figure 7. Average F1 score using micro-averaging for all compared methods.

















tanhMCSC 0.8193 0.9539 0.9999 0.9924 0.8524 0.9005 1 0.9159 0.9868 0.9357 0.9357
reluMCSC 0.8417 0.9574 1 0.9924 0.8571 0.9084 1 0.9185 0.9859 0.9372 0.9694
MCSP 0.8213 0.9699 1 0.9981 0.8571 0.918 1 0.9281 0.9948 0.9431 0.9696
MCSLT 0.8146 0.9676 1 0.9936 0.8571 0.9126 1 0.9328 0.9924 0.9412 0.9685
2-gram
tanhMCSC 0.9556 0.9814 1 0.9962 0.8095 0.9267 1 0.9425 0.9826 0.9549 0.9549
reluMCSC 0.9565 0.981 1 0.9951 0.8429 0.9336 1 0.9432 0.9832 0.9595 0.9779
MCSP 0.963 0.9868 1 1 0.9333 0.9397 1 0.9555 0.9948 0.9748 0.9869
MCSLT 0.9611 0.9834 1 0.9951 0.9476 0.932 0.9982 0.957 0.989 0.9737 0.9861
3-gram
tanhMCSC 0.9643 0.9767 0.9984 0.9788 0.7143 0.9724 0.9958 0.953 0.979 0.9481 0.9481
reluMCSC 0.9608 0.9731 0.9988 0.9742 0.7333 0.9756 0.9970 0.9503 0.9782 0.9490 0.9719
MCSP 0.9717 0.9897 1 1 0.9857 0.9795 0.9848 0.9592 0.9892 0.9844 0.9920
MCSLT 0.9603 0.9842 0.9997 0.9898 0.7524 0.9749 0.9873 0.9536 0.9844 0.9541 0.9745
4-gram
tanhMCSC 0.9647 0.9782 0.9971 0.9697 0.7762 0.9231 0.9855 0.9583 0.9763 0.9477 0.9477
reluMCSC 0.9592 0.9784 0.9988 0.9723 0.9000 0.9260 0.9891 0.9667 0.9763 0.963 0.9802
MCSP 0.9779 0.9886 1 0.9886 0.6857 0.9797 0.9945 0.9595 0.9796 0.9505 0.9716
MCSLT 0.9658 0.9844 0.998 0.9784 0.7429 0.9562 0.9909 0.9525 0.978 0.9497 0.9718
For the 1-gram, the average micro F1 score of the tanhMCSC method were 81.93%, 95.39%,
99.99%, 99.24%, 85.24%, 90.05% 100%, 91.59% and 91.85% according to malware classes ranging from
Ramnit through to Gatak. The mean F1 score of the tanhMCSC method was 93.57%. For the 1-gram
Simhash encoding, the mean F1 score for the four compared methods were 93.57%, 93.72%, 94.31%,
and 94.12%, respectively. In Table 7, we added the last column (shaded column), which shows the
weighted macro F1 score. We found this score by using the function sklearn.merics.f1_score( . . . , . . . ,
average = ’weighted’). We plotted the values of the last two columns in Table 7, the mean F1 score and
the mean weighted F1 score, according to N-gram for the compared methods in Figure 8.
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Figure 8. Mean (Precision, Recall, F1) score (a) and mean weighted macro score (b) for compared methods.
Our data is highly imbalanced, therefore, the weighted macro F1 score seemed to be the right
metric to evaluate. Our MCSP and MCSLT showed better performance than the tanhMCSC method
for all N-gram Simhash encoding. Our methods performed better than the reluMCSC method for the
1-gram, 2-gram and 3-gram. However, they showed a lesser performance for the 4-gram.
From the viewpoint of the weighted macro F1 score, MCSP showed the best performance with a
value of 99.2% for the 3-gram. The MCSLT model showed the best performance with a value of 98.61%
for the 2-gram, although, this value is less than the MCSP method. In the case of reluMCSC, the model
showed the best performance with a value of 98.02% for the 4-gram.
5. Conclusions
In this paper, we proposed two malware classification methods known as the MCSP and MCSLT
methods. The MCSP method classifies malware using Simhash encoding and PCA. It encoded the
opcode sequences of ASM files to Simhash encoding and applied the PCA method to them. The MCSLT
method applies the LT layer to Simhash encoding. The LT layer consists of two fully connected layers
that mimic the linear transformation, which is similar to PCA.
The Microsoft Challenge public dataset was used to evaluate the performance of tanhMCSC,
reluMCSC and the two proposed methods. With regard to the number of parameters for each model,
our MCSP model is efficient because it has a simple structure compared to MCSCs that use CNN
and it has fewer parameters than them. However, our MCSLT model has 1.6 times more parameters
than MCSCs.
With regard to performance, we measured accuracy and F1 score using a micro-average and
weighted macro-average. We conducted 30 experiments for Simhash encodings that are derived from
the 1-gram, 2-gram, 3-gram and 4-gram opcode sequences. As a result of the experiments, the MCSP
had the best maximum accuracy of 98.74% and an average accuracy of 98.58% for the 3-gram Simhash
encoding. From the viewpoint of the F1 score using the weighted macro-average, the MCSP and
MCSLT showed better performance than the tanhMCSC method for all N-gram Simhash encoding.
Our proposed methods showed better performance than the reluMCSC method for the 1-gram, 2-gram
and 3-gram. However, they showed less performance for the 4-gram.
The strengths of this paper are that we tackled a subject of current intensive research, the algorithms
are very simple, and our methods have computational advantages compared to the existing methods.
However, the main limitation of the study is that we did not use the label information for data.
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