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A new parallel algorithm for the solution of linear systems, based upon the 
Monte Carlo approach, is shown. The method allows one to obtain the solution of 
a linear system with parallel cost growing as the logarithm of the size of the 
coefficient matrix, and with “probabilistic” error bounded in terms of the Che- 
byshev inequality. 0 1989 Academic PESS, hc. 
1. INTRODUCTION 
In this paper we show new methods, based on the Monte Carlo ap- 
proach, for solving linear systems which can be efficiently implemented in 
a parallel computational environment. 
Throughout the paper, we shall assume that the following parallel 
model is used: 
(i) any number of processors can be used at any time; 
(ii) each processor may perform one of the arithmetic or logical 
operations; 
(iii) each operation takes one unit of time (one time step); 
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(iv) no time is required to communicate data among processors; 
(v) there are no memory or data alignment penalties. 
It is worth reporting that such assumptions are popular in the current 
literature. 
Recently several authors have investigated the problem of devising 
efficient parallel algorithms for the solution of linear systems, as well as 
for matrix inversion (see, for example, Csanky, 1976; Pan and Reif, 1985). 
The time bound attained by the above-mentioned methods is 0(log2 n), 
where n is the size of the matrix. It turns out that there is still a gap 
between the trivial logarithmic lower bound and the upper bounds. 
In (Pan and Reif, 1985) the time cost 0(log2 n) is obtained by assuming 
that the condition number of the coefficient matrix is upper bounded by a 
power of n and is under the conditions of applicability of Newton’s 
method. 
In this paper, we give a first look at the application of Monte Carlo 
methods (see Shreider, 1966, for the features of Monte Carlo methods) to 
the parallel solution of linear systems (as well as to matrix inversion). We 
need assumptions analogous to those used in (Pan and Reif, 1985) to attain 
the time bound O(log n) by a probabilistic algorithm (see the proposition 
of Section 4). 
In the following, 
(IA]/ denotes the norm of the matrix A, induced by the infinite vector 
norm ))*I/ (the use of different norms will be explicitly reported), 
p(A) denotes the spectral radius of the matrix A, (a, a) denotes a scalar 
product between vectors, sign(z) denotes the sign of a real number z, [zl 
denotes the upper integer part of a real number z, E(X) denotes the mean 
value of a random variable X, V(X) denotes the variance of a random 
variable X, Cov(X) denotes the covariance of a random variable X. 
The paper is organized as follows: In Section 2, one basic Monte Carlo 
algorithm based on the notion of Markov chains is illustrated, which is 
essentially taken from (Forsythe and Leibler, 1950). Section 3 concerns 
the parallel computation derived by the Monte Carlo algorithm presented 
in Section 2. Section 4 analyzes the time cost, as well as the number of 
processors, of the parallel solution of linear systems, with respect to the 
size of the problem. In Section 5, we extend the results of the previous 
sections. 
2. BASIC MONTE CARLOMETHODS 
Let B = (b,) be an n x n matrix with real entries, and q = (qi) be a real 
n-vector. In this section, we show a Monte Carlo algorithm for the com- 
putation of one entry of %I B’q, for fixed r. 
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Let 
xR = i B’q, 
i=O 
and, componentwise, 
Assume that 
(2.1) 
bij = hjpij, O(piji 1, i,j= 1,2,. . . ,n, 
qi = giPi3 ospicc 1, $Pij+Pi= l, i= 1,2,. . . ,n. 
j=l 
Equality (2.1) can now be rewritten as 
'", = C C fmi,J;li, . * . .h.~i,girPmilPjlj2 . . . Pi,~,j,. 
rsR i,i>,..i, 
(2.2) 
We are now able to describe a stochastic method for the evaluation of 
x”, by means of (2.2). Let X0, XI, . . . , XR be a finite Markov chain with 
states 1,2,. . . , II + 1, transition probabilities 
I Pkl ifkrnandE<n, 
P(Xj+ l = 11X; = k) = I Pk ifl=n+ landksn, 1 ifI=k=n+l, 
!o ifk=n+ l,andlSn, 
and initial distribution concentrated in m, i.e., P(Xt, = m) = 1. The struc- 
ture of the above-described Markov chain is illustrated in Fig. 2.1. 
The(R+l)-uplem,i,,iz,. . . ,ir,n+l,. . . ,n+l,ij=nfl,j= 
1 3 * * * 7 r, denotes a trajectory of the Markov chain, and P(m, i,, 
i2, - i n+l,. . .‘, * * 9 r, n + 1) denotes the probability of the trajectory. 
From the Markov property (see Pan and Reif, 1985), we have 
P(m, il, i2, . i n+ 1,. . . ,n+ I)= 
Pmi, Piliz . - . Pi,-,i,P;,, r < R, 
* . 7 I.9 
Pmil Piliz . * * PiReliR7 r = R. 
(2.3) 
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FIG. 2.1. The Markov chain. 
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Let R be the set of all trajectories. Let F be the a-algebra of all subsets of 
R, and let P be the probability on (a, F) defined by (2.3). Let 4:: R * R 
be the random variable defined as 
d&m, 6, i2, . . . , i,, 12 + 1, . . . , n + 1) 
.L,A,t, a . . A,-,lgi, 
= 1 fmi,A,i* * . . hRm,iRqiR 
if r < R, (2 4) 
if r = R. 
It is easy to see that E(+i) = x”,. Indeed, by definition of expectation, 
along with (2.3) and (2.4), we have 
E($R,) = 2 2 P(m, il, i2, . . . , ir, n + 1, . . . , n + 1) 
ER iliz...ir 
4&m, 4, i2, . . . ,i,,n+ 1,. . . ,n+ 1) 
+ 2 P(m, i,, i2, . . . , i&j&m, il, i2, . . . , id 
ili*...i,q 
by (2.2). 
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The arguments discussed above suggest an algorithm-described in 
Section 3-for the approximated computation of x”,. 
3. A PARALLEL ALGORITHM FOR THE SOLUTION OF LINEAR SYSTEMS 
In this section we present a parallel algorithm for the solution of linear 
systems, based on the Monte Carlo method described in Section 2, under 
the assumption [IBll < 1. Such an assumption will be relaxed in Section 5, 
where we will discuss the case [[B/I = 1. 
In the following, we shall choose 
Pij = Ibijl, Jj = SigIl(bij), i,j= 1,. . . ,n 
and, consequently, 
Pi = 1 -  i Pij, gi = 4ilPi7 i=l,. . . ,n. 
j=l 
Note that the assumption I~B[/ < 1 implies pi # 0, i = 1, . . . , n. 
Moreover, it follows from (2.4) that 
I4Rml 5 l~ll~u - 11m7 
so that 
W#J!$ = E((4R,)2) - b%t~“m)>~ 5 llql12/(1 
We now present the parallel algorithm. 
ALGORITHM 
Stage 1. Compute P (pij), F = (Ai), i, j = 1, 2, . . , n; 
Stage 2. Compute the matrix Q = (qi,), where 
qij = i Pikt r,j= 1,2,. . . ,n; 
k=l 
Stage 3. Compute pi = 1 - q,., i = 1, . . . , n; 
Stage 4. Compute gi = qi/pi, i = 1, . . . , n; 
Stage 5. Compute N trajectories w,, . . . , wN: 
for each wi: 
- llm2~ 
5.1. Produce, independently, numbers Xij, i = 1, . , n, j = 1, . . . , R, randomly 
chosen in [O, 11; 
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FIG. 3.1. Computation graph of the parallel algorithm for the computation of all the 
partial sums qij, j = 1, , n, on n processors [case n = 161. 
5.2. Determine integers h,, for which qih,, 5 x,, 5 qih,,+, , i, j = 1, . , n, i.e., a matrix 
H = (/I,~), and consequently, a trajectory j,,, j,, , j,, where 
j, = m; 
j, = L. ,,-I.1 
Stage 6. Compute $“,(w,), i = 1, . , N; 
Stage 7. Compute xl = (zp, &(wJ)/N. 
We turn now to the evaluation of the parallel cost of the algorithm, 
together with the number of processors sufficient to perform the computa- 
tion. Stage 1 can be carried out in a straightforward way, with unitary 
time cost on 2n2 processors. Stage 2 can be performed in 2rlog n1 time 
steps on n2 processors, by using the well-known algorithm (Brent and 
Kung, 1981) described in Fig. 3.1. Stages 3 and 4 can be carried out in one 
time step each, on n processors. Stage 5 computes in parallel N trajecto- 
ries. Each trajectory can be computed in time [log nl on nR processors, 
since step 5.1 requires constant time on nR processors, and step 5.2 can 
be performed by using a binary search algorithm with running time [log n1 
on nR processors, and then the indexes ji are available in matrix H. 
Therefore the overall number of processors is nNR. Stage 6 consists of 
the product of at most R factors, so that [log Rl time steps suffice on NR 
processors. Finally, Stage 7 can be performed in time [log NJ f 1 on N - 
1 on processors. This results in a global time cost of the algorithm of 
2rlog n1 + [log R-j + [log NJ + O(l), 
on max{2n2, nNR} processors. 
In the next section, we will compare the quantities N, R, and the size IZ 
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of the problem, and we will attain the time bound O(log n) for the Monte 
Carlo algorithm described above. 
4. PARALLELCOSTOFAMONTECARLOLINEARSYSTEMS SOLVER 
In this section, we will evaluate the cost of computing an approximated 
solution f of the linear system Ax = 4, satisfying 
where eps is a positive constant, “a priori” fixed. 
In the following, we will make the choice eps = 2-df’, where d is the 
number of arithmetic digits, i.e., eps equal to the computer relative preci- 
sion. Let A be an n x 12 matrix, and assume 
A=I-B, where l/Bll < 1. (4.2) 
Note that a matrix A of the form (4.2) can be obtained by transformations 
of more general matrices, as occurs, for example, when constructing 
iterative methods. Moreover let 4 be an n-vector. The linear system Ax = 
4 can be rewritten as 
x = Bx + q. (4.3) 
In this section, we derive the parallel cost of applying the algorithm of 
the previous section to the solution of (4.3). It is now worth recalling the 
Chebyshev inequality (Shreider, 1966). Let Y be a random variable, with 
E(Y) = p, and V(Y) = &. Let Yi, i = 1, . . . , N, be N independent 
random variables with the same distribution as Y. Let PN = (x:, Yi)/N. 
We have 
P{I,sbN - /.&I > h} < 02/h2N, A > 0. (4.4) 
If we apply inequality (4.4) and relation (3.1) to evaluate the behavior of 
the algorithm, we obtain 
p( /x~ - ($, 4i(wi))/NI > A] < 22 qf”‘N(l - llBll)2* (4.5) 
Let f = x:r $R,(oi)lN. We have 
IIX - fll~ll~ll 5 Ilf - xRl14141 + llXR - 4lM* 
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Then we will impose 
Since I(xR - x/J I j/~JJ~+‘llxI(, then R can be chosen according to I(BII~+’ 5 
2-d, i.e., R 2 d/log l//B/I - 1. If we now assume /JB[( I 1 - l/B(nk), then we 
can choose R = R(&) in order to satisfy (4.7). 
Note that (4.6) can only be satisfied in terms of the Chebychev inequal- 
ity. Given 6 > 0, we look for N > 1 such that 
where f = EEt 4R,(wi)/N. We have 
P(lln - XRJJlllXlJ > 2-d) = P Q (JR, - xR,ll(lxJ( > 2-d) 
5 $, mm - d$ll~ll > 2-d>. 
Therefore it is sufficient to choose N such that 
P(IR, - xR,IIJ(xJI > 2-d) < 6/n, for any m. 
From (4.5) with A = 2-d[[~(I, we have 
22dllql12N1 - 11~11)211~112 < a/n, 
i.e., 
iv ’ 22dllqllw - llm*lI~Il*. 
Note that ~~q~~/~~x~~ 5 2, since ))q(l I (JA(I IIxII, and [/A(( I 2. Therefore one 
can choose 
recalling the assumption on (IB([. 
The above-described inequalities and the results of the previous sec- 
tions allow one to derive the following proposition. 
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PROPOSITION. Let B be an n X n matrix satisfying llB[l 5 1 - 1/8(nk), 
and let q be an n-vector. Given a positive constant 6, an approximate 
solution f of the linear system x = Bx + q can be obtained in time O(log n) 
on O(n3+3k) processors by the Monte Carlo method, corresponding to the 
algorithm of Section 3, for which ~(11~ - x/IIIxII 5 2-d} > 1 - 6, where 
2-d+’ is the machine precision. 
COROLLARY. Zf ljB/l 5 h < 1, then O(n3) processors are sufjcient to 
compute in O(log n) the approximation solution i, as in the previous 
proposition. 
5. EXTENSIONS AND FURTHERRESULTS 
In this section, we present two different methods to handle the case 
IlBll = 1. 
The first method is based on the following lemma. 
LEMMA. Let x’ be the solution of the linear system 
x’ = tBx’ + q, 
for each 0 < t < 1. Given E > 0, the inequality 
lb’ - 4l4l~ll < & 
holds if 
t > 1 - c/(1 + &)/A-‘[\. 
Proof. Recall the resolvent identity 
(I - tB)-’ - (I - B)-’ = (I - tB)-‘(t - l)B(Z 
It follows that 
x’ - x = (Z - tB)-‘(t - 1)Bx 
and also that 
B)-’ 
(5.1) 
ll(Z - tB>-‘(I 5 ll(Z - B)-‘11 + (1 - t)ll(Z - tB)-‘11 I(BI( (I(Z - B)-‘11 
from which 
ll(Z - tB)-‘11 5 [IA-‘/l/(1 - (1 - t>/A-‘\I). (5.2) 
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From (5.1) and (5.2), we have 
11.x’ - x~(I(~x(~ 5 -1 + l/(1 - (1 - t)l(A-‘II). 
The conclusion follows by a standard manipulation. n 
Thus, if we assume that (/A-*([ = O(nk), it is possible to choose a value of 
t < 1 such that 
(i) llxf - ~~~/~~x~~ 5 2-d; 
(ii) the matrix tB satisfies the assumptions of the proposition of (5.3) 
Section 4, and, in particular, lltB[l 5 1 - l/6(&). 
It turns out that it is sufficient to compute an approximation of xt using 
the method of the previous sections, and the proposition of Section 4 
holds in this case, too. 
The second method consists of an algorithm for the computation of all 
powers (Bhq), separately. It works under slightly different assumptions, 
namely, 
IlBll = 1, r(B) 5 1 - IlO( and B symmetric. 
In this case, the value of R can be obtained in terms of the spectral matrix 
norm, instead of the usual ~~~~~, and the asymtotic bounds are equivalent to 
the ones obtained in the rest of the paper. 
In order to evaluate one power (Bhq)m, we define the following stochas- 
tic process. 
Assumethatbij=~jPij,OIPijIl,i,j=1,2,. . . ,n,Zy=iP;j=l,i= 
1,2,. . . , n. Let X0, Xi, . . . , & be a finite Markov chain with states 1, 
2 * . 7 n, transition probabilities P(Xi+i = IlXi = k) = pkl, and initial 
d&=ibution concentrated in m. The (h + I)-uple m, il, i2, . . . , ih denotes 
a trajectory of the Markov chain, and P(m, i,, i2, . . . , id = pmi,pi,h . . . 
ph-,i* is its probability. On the space s1 of all trajectories, we define the 
random variable CL&: fi + R as 
It is easy to see that E(&) = (Bhq),,,. This leads to an algorithm analogous 
to the one described in Sections 3 and 4. 
Finally, a more general algorithm well suited for parallel implementa- 
tion, as well as the previous ones, can be derived by the following obser- 
vations. 
Let X be an n-dimensional random variable with density 
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g(X) = ce-wky.x), 
where A = AT is positive definite, and c = vdet(A)l(27r)“. We have 
Cov(X) = A-‘, 
and 
(A-‘)ij = I,. XiXjCe-“2(m*X)dX 
for randomly chosen x! in a sufficiently large region of FP. 
A similar algorithm is described in (Shreider, 1966). 
Such an algorithm applies to positive definite matrices. This is not a loss 
of generality, since, given a nonsingular matrix B, we have 
B-l = (BTB)-‘BT, 
and therefore B-l can be computed in time O(log n), starting from the 
inverse of the positive definite matrix BTB. 
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