Ž 1. Introduction. When studying some process or development e.g., a . biological, chemical or physical process , we usually see a typical pattern which is common to different subjects or units, and yet there are variations in Ž . both amplitude and phase or timing between curves. One example is growth of humans or animals, where growth evolves at different intensities and at different paces in different individuals. Another example is speech signals, where the same words are spoken with varying loudness and varying speed. Classical statistical approaches such as repeated measure analysis of variance or principal component analysis deal exclusively with amplitude varia-Ž . tion, and methods to deal with both are scarce. In Kneip and Gasser 1992 , ''structural analysis'' was proposed to align or shift curves to a common average time scale before applying further statistics such as averaging curves. Estimating ''structural average curves'' proved to be successful to study human growth for variables which have been inaccessible because of their w small size and relatively large residual variation Gasser, Kneip, Binding, Ž . Prader and Molinari 1991 and Gasser, Kneip, Zieger, Molinari, Prader and Ž .x Largo 1994 . However, the step leading to individual shift functions for the alignment of curves is somewhat delicate and time-consuming.
In the engineering literature, a different approach, called dynamic time w warping, was developed to align two signals with different dynamics Parsons Ž . Ž . Ž .x 1986 , Rabiner and Schmidt 1980 , Qi 1992 . This method has been mainly applied to speech analysis and speech recognition. We will give details in the next section and sketch here how time warping works. Suppose that two Ä Ž . 4 Ä Ž . 4 sequences f i , i s 1, . . . , M and g j , j s 1, . . . , N characterize two signals f and g, respectively. We want to find the best match between f and g by some alignment w, based on minimizing a cost function. The classical cost function is given by 2 inf f i y g j .
Here w s i, j is a warping path connecting 1, 1 and M, N in a twodimensional square lattice and satisfying monotonicity and connectedness. ÄŽ Ž . Ž .. This means that both coordinates of the parametrized path w s i k , j k : Ž . Ž . Ž . Ž . 4 k s 1, . . . , K ; i 1 s j 1 s 1, i K s M, j K s N have to be nondecreasing, and that they can only increase by 0 or 1 when going from k to k q 1. Obviously this is a minimization problem which can be solved efficiently by using dynamic programming. What controls the warping result is the cost function. How a sample of functions can be aligned by dynamic time warping to some average time scale, however, needs some further thoughts.
We now describe briefly the methods proposed in the statistical literature to analyze samples of functions. Suppose the observed data y fit the model 
Ž
. When all subjects have the same number of measurements n s n , the i resulting multivariate data matrix can be analyzed by principal component Ž . analysis, as suggested by Rao 1958 . In this way, m functions are reduced to a small number of ''elementary'' functions. This approach does not take into account the inherent smoothness of the functions f ; and, more crucially, it i does not account for ''dynamic variability'' but only for amplitude variability. The first drawback was eliminated in the proposal by Rice and Silverman Ž . w 1991 , incorporating a penalized smoothing approach into PCA see also the Ž .x related paper by Ramsay and Dalzell 1991 
Ž . The structural analysis suggested by Kneip and Gasser 1992 , leading in particular to a structural average curve, proceeds as follows.ˆŽ
2. Individual structural points are identified from f , f andror f . Roughly Figure 1 shows the alignment of the velocities of two growth curves of Ž . Ž . Ž . shoulder width boys by steps 2 ᎐ 3 and by dynamic time warping. The Ž . Ž . structural points used in steps 2 ᎐ 3 are simply extremes and inflection points. Dynamic time warping is introduced in the next section. Both methods produce rather good results in this example.
Ž . Ž . A delicate step is 2 , and to a lesser extent 3 ; it is not easy to define features which are common to most curves and to determine them unequivocally from noisy data, such that they have an equivalent meaning. Dynamic time warping, which addresses a similar problem, does not need such prerequisites. The method is fully nonparametric. It is thus of interest to establish whether and when dynamic time warping leads to meaningful shift functions. This problem is dealt with here mainly in the context of aligning one function with respect to another. The possible extension to m functions is discussed but not treated exhaustively.
Section 2 is devoted to an introduction into dynamic time warping and to some improvements. First, a variational problem in continuous time is formulated in order to obtain smooth shift functions instead of a warping path. Secondly, new cost functions are introduced to offer an improvement. At the end of Section 2, we present approaches for aligning m curves to their common time scale so that a structural average curve can be computed. A theoretical analysis of this method is beyond the scope of this paper. In Section 3, various classes of models are introduced and it is shown that dynamic time warping identifies the correct shift functions in these classes. Asymptotic properties for the estimators of shift functions are derived in Ž . Section 4 with proofs in the Appendix . Simulations with a small number of replications are presented in Section 5.
Dynamic time warping.
Dynamic time warping has been designed for aligning one curve with respect to another, and it is well documented in Ž . the engineering literature. The article by Sakoe and Chiba 1978 reference for basic ideas, and we present this approach in Section 2.1. A new cost function is introduced there. In Section 2.2, we deal with the problem of aligning m regression functions.
Aligning two regression functions.
In speech recognition, a word or a sentence can be expressed as a sequence of features by feature extraction methods. This feature vector, rather than the original audio signal, is then further analyzed. The recognition process consists of comparing the recorded word with words in a template set. If its feature sequence matches closely to Ž . the feature sequence of a word in the template set, then the word or speech is recognized. For this comparison, the time-axis fluctuations between the given word and a template have to be eliminated. The template for a word might be what we call a structural average here and it is obtained by averaging samples spoken by many people.
We describe briefly the version of dynamic time warping given in Sakoe Ž .. and Chiba 1978 . Let F F s f 1 , . . . , f M and G G s g 1 , . . . , g N be two feature vectors. Whether the two speech patterns are of the same category is similar to asking whether there is a mapping w of the form
such that the discrepancy
is small enough. The warping path w has to satisfy several side conditions.
v Slope contraint: neither too steep nor too gentle a gradient should be allowed.
Ž .
Ž . In 4 , the function d и, и is a distance measure and r is a nonnegative w Ž . x weighting function usually one takes r k ' 1 . The length K of the warping path w is determined by the warping process. Note that this cost function is symmetric in F F and G G.
The time-normalized distance between the speech patterns F F and G is defined as the solution of the following minimization problem: In principle a cost function could be any functional of the two input sequences and a warping path, depending on the purpose of the application. The cost functions used in speech recognition and pattern classification are Ž varieties of the classical quadratic cost function see Table 1 
The first term is just the classical cost function. Since the second term tends Ž . to make the warping path longer, a penalty is needed. A version of P w Ž . given in Roberts, Lawrence, Eisen and Hoirch 1987 is the following. Write
Roberts, Lawrence, Eisen and Hoirch
With the penalty term added, the cost function is no longer a convex function. The third line of Table 1 is the cost function proposed in this paper. Details are given below. Our cost function is inspired by Sobolev norms and by the 5 5 Ž . least squares principle. The normalization with the sup-norm и in 6 is intended to reduce the differences in amplitudes of the curves when estimating the shift functions. This should prevent us from explaining amplitude variability between curves in terms of dynamic variability. There are other cost functions used in speech analysis. For example, a cost function defined in terms of the linear predictive coding features sets of signals is used in Hohne, Ž . Coker, Levinson and Rabiner 1983 .
For our purpose, where aligning maxima, minima, and inflection points of curves is important, we incorporate derivatives of functions into the cost function. Apart from heuristics, theoretical and simulation analysis lends Ž support to this idea. Incorporating higher order derivatives the second . derivative in particular is possible in principle, but problems of estimating higher order derivatives from noisy data might arise. Now, we give details of the new cost function. Define a functional F of the functions f, f Ј, g, g Ј, u and a real variable ␣ by
Here f Ј is the derivative of f and f Ј is the supremum norm of f Ј. Then the cost function is defined by
The function serves as a penalty function which plays a role similar to the Ž . Ž . side conditions i ᎐ v . It is specified as follows. Let M ) ␦ ) 0 be constants and define to be a convex function satisfying the following conditions:
w Myr , M .
Ž . for a constant c. Here I t is the indicator function of a set A.

A
The best warping or shift function between two functions f and g is given by the solution of the following variational problem
Ž . The cost function 7 is motivated not only by the least squares principle. For two important classes of models, true shift functions can be recovered by using the cost function; compare Section 3. Simulations in Section 5 also show its usefulness.
Ž . It is easy to verify via Euler's equation that if the optimal solution u of 8 Ž . Ž . satisfies ␦ q r -uЈ t -M y r, t g 0, 1 , then any extrema of g is aligned to a stationary point of f where f Ј s 0.
Ž . Note that we do not require u 0 s 0. This flexibility allows us to study Ž . certain models in more detail Section 3 . In applications one usually has Ž . u 0 s 0. This is the case in speech recognition, where the start and end points of words or sentences are detected before time warping. It is also the Ž . case when growth curves are analyzed. The case u 0 / 0 arises, for example, when one signal has not been observed from the beginning.
The warping path in a discrete setting is in parametrized curve form
. . , K , while the warping function u in our continuous setting is not. The reason is that the warping path in a discrete setting is not a one-to-one mapping. Note that the parametric form makes the variational problem symmetric in the two functions being matched. Since we require that the shift function is in C 1 and that the optimal shift function is strictly increasing, no parametrization in curve form is needed.
Ž . The variational problem 8 can be solved as follows. For a given ␣, use dynamic programming to find an optimal u corresponding to this ␣. Then the w x Ž . minimization in a can be restricted to 0, 1 see the proof of Lemma 4.1 and can be done, say, by grid search.
Ž .
Aligning m regression functions.
We now go back to model 1 of m regression functions and present a method for aligning all curves to their average time scale based on aligning one function to another. Once this is done, further statistical analysis such as structural averaging is then straightforward.
Dynamic time warping produces a relative shift function between two curves. To align a sample of curves to a common time scale, we need a reference curve. Then all curves can be aligned to this reference curve, and hence the average timing can be computed. It is assumed in this subsection that all curves are observed continuously and are noise free. In applications a further preliminary step of smoothing the data is required.
The principle is simple. Let f be the chosen reference curve. Warp each e Ž . curve f , i s 1, . . . , m, to f and denote the warping function by h t ,
is the average timing with respect to f . Since each h is strictly increasing, e i the function h is strictly increasing and it has an inverse h y1 . Now it is clear that
is the correct shift function to transform f to the average time scale. A i Ä 4 structural average of f : i s 1, . . . , m is then computed as
The reference curve should be close to the typical pattern of the sample curves and should have more or less the same features as most sample curves. A consideration in choosing a reference curve is the trade-off between accuracy and computational effort. Several possibilities are given here.
1. In principle one could choose a curve randomly from the sample as reference curve, following the arguments given above. This is computationally attractive even when m is large, but the statistical quality may suffer if an atypical curve were selected. This would inevitably make it more difficult to estimate the warping function well. 2. Take each f , i s 1, . . . , m, as reference curve. Warp every other curve to f i i Ž and compute the total cost i.e., the sum of the cost for warping f to f ,
. j / i . Now choose f to be the curve corresponding to the maximum total e cost. The main problem with this procedure is that it can require prohibitive computing time if m is large. Note that one would need to solve Ž . Ž . the variational problem 8 m m y 1 r2 times.
3. An iterative method can be used. First take f t s 1rm Ý f t , the
cross-sectional average. Then compute a structural average based on f . In e the following steps, take the structural average computed in the previous step as the reference curve of the next step and iterate. Computation is not a problem since a few iterations are enough. This proposal shows good statistical properties if the relative shifts among curves are small. If the shifts are large, then the cross-sectional average might be too atypical to start with, since structure gets lost. Ä 4 4. For large m, one could select a random sample of size k from f . Assume i k s 2 j . Partition this selected sample into 2 jy1 pairs and compute a structural average for each pair by a single warping. Now we have 2 jy1 structural averages. Partition this group into 2 jy2 pairs and compute a structural average for each pair. Repeat this procedure till only one structural average is left. Take this one as the reference curve f . e Ž . Ž . Now the question arises as to which of proposals 1 ᎐ 4 should be used in Ž . practice. Our suggestion is the following. If m is small, 2 should be the choice. If m is large but one has confidence that the relative shifts among Ž . sample curves are small and that no outlier should be in the sample, 3 would be a good choice. Finally, if m is large and no prior information about Ž . the quality of the sample is available, 4 is recommended. Another possibility Ž . Ž . Ä 4 would be to combine 2 and 4 : select a random sample of size k from f i Ž . and perform 2 on this subsample to compute a reference curve. As mentioned before, analysis of the methods proposed in this subsection is not considered in this paper.
3. Alignment for some semiparametric models. It has become clear that dynamic time warping effects a nonparametric technique for the alignment of regression functions. The questions is now whether dynamic time warping achieves its goal when some parametric or semiparametric model is assumed to be known. In the following we study some semiparametric models. Most of these models have been studied in recent years in the statistical literature. We want to investigate whether dynamic time warping identifies the right alignment in the absence of noise. Let us postulate a Ž . functional model of the following form for the regression model 1 :
Here s is some prespecified function with individual parameters g R d .
i
When data for many functions are available, and when some general structure for s can be postulated, the semiparametric problem of estimating in i the presence of the infinite-dimensional nuisance parameter s can be successw Ž .x fully treated Kneip and Gasser 1988 , and no specific form for s needs to be specified. In the context of this paper, it is interesting that most of the semiparametric classes of models considered so far have amplitude and shift variation as the basic structure. In the simplest case this variation is modeled Ž . linearly, leading to the so-called shape-invariant model SIM : 
.
Thus, the newly introduced cost function is able to identify linear shifts within SIM correctly. To appreciate this, note that using other cost functions in Table 1 will not lead to correct shift functions within this simple model. Ž .
where u g C 1 is strictly increasing and a is a real and positive parameter.
i i
Despite the great generality allowed for shifts, this model is still identifiable. The optimal shift function from f to f can be obtained by dynamic time
Ž . warping with cost function 7 as
Ž .
j i
Thus, shift functions can only be extracted in relative terms with respect to Ž . some function chosen as reference f in this example . Again, other cost i functions in Table 1 are not successful for extracting the correct shift function.
An interesting generalization emerges when replacing the individual factor Ž . ␣ by some parametric function a t, ␤ :
Here ␣ is an a priori known function with individual parameter
and d is an unknown constant. Possibly, this quite general semiparametric i model is also identifiable when requiring proper conditions for ␤ , g , and d .
In any case, recovering the shift function between two such functions would Ž . require a more complicated cost function than 7 . It is plausible that a Ž . back-fitting procedureᎏsuch as the one used in Kneip and Gasser 1988 Ž . function 7 yields reasonable results even for this model.
Ž .
With the new cost function 7 , shift functions can be fully recovered by Ž . Ž . dynamic time warping in models SIM and NLSM if data are noise free. This seems to us an important achievement, since dynamic time warping is a relatively easy, automatic method. It can be attributed to the inclusion of derivatives in the cost function. For noisy data, some nonparametric function fitting method like kernel estimators or local polynomial fitting allows the estimation of the function itself and of its derivatives as a preliminary step. The problem of estimating derivatives from noisy data might have prevented their earlier use in a cost function.
Estimation and asymptotics.
In practice, a regression function f is Ä 4 unobservable and has to be estimated from noisy data y , . . . , y , where 1 n Ž . y s f t q . We use convolution-type kernel smoothing to estimate deriva- methods like local polynomial fitting or smoothing splines can be employed here instead of kernel smoothing. It would not change the convergence rates given in Theorem 4.1 below, since we assume a fixed design. For any two functions f and g, the optimal shift function between f and g is then estimated by the solution ofˆ1
Obviously some theoretical and practical questions need to be addressed. Ž . Does the variational problem 8 have a solution? Is a solution unique? How does dynamic time warping perform with noisy data? We address these questions in this section. As stated before, the analysis focuses on the Ž . alignment of two functions. First we prove the existence of a solution to 8 . proof is given in the Appendix. Since f, g, f Ј, g Ј are continuous, thiŝˆˆŽ . lemma shows that 8 has a solution if one replaces f, g, f Ј, g Ј by f, g, f Ј, g Ј.Ž . It is easy to see that 8 has many solutions in some cases. Ž . Note that even though 8 has many solutions in each of these cases, the alignment is unique. That is, In data analysis, parametric linear function fitting is the approach most often used. Here, as in other problems in nonparametric function fitting, a linear regression function becomes a degenerate case. However, it is more a theoretical than a practical problem, since linear or almost linear functions can easily be spotted in an exploratory analysis. If both f and g are linear Ž . ral to replace g Ј u in 6 by g Ј u uЈ. When both f and g are linear, the Ž . Ž Ž .. 2 second term of 6 becomes 1 y uЈ t . The theoretical analysis will not change much if this replacement is made, but computation becomes difficult mainly because of the need to find a way of computing uЈ in order that it is Ž . still possible to solve the problem 8 by using dynamic programming.
Some notation is needed for statistical analysis. Let
Recall that ␣ s 0, 1 correspond to models where true shift functions can bê
Ž . recovered Section 3 . Below and in the remainder of this paper, let f t s kˆk d frdt and similarly for the derivatives of kernels and other estimators. We have the following theorem.
Ž . i f, g g C R and the optimal shift function u between f and g satisfies Ž .
Then the following conclusions hold:
Ž . Ž .
with N a multinormal distribution and
The proof is given in the Appendix. It shows that dynamic time warping performs reasonably well with noisy data, though the convergence rate is not y1 r7 y1r5 Ž . very fast n for ␣ / 1 and n for ␣ s 1 . We point out that these results on bias and variance hold for any cost function with three continuous Frechet derivatives. This will be clear from the proof. We make some remarkś about this theorem.
Ž .
y1
REMARKS. a Condition i is not a restriction since ␦ , r and M can be as small as one wants.
Ž . 5 5 b It would be nice to have a convergence rate for u y u . As a result of Ž . the nonuniqueness of solutions 8 , it could, however, be complicated to show 5 5 just that there exists an optimal solution u such that u y u ª 0.ˆ Ž .
Ž . c Since u, ␣ is an optimal solution, the second variation of the cost Ž . Ž . Ž . Since A t is continuous in t, condition ii implies that A t is positive Ž . definite in a neighborhood of t. This makes the solution of 8 unique in a neighborhood of t, and therefore makes it possible to prove the pointwise result given in this theorem.
Ž . Ž . d One can check condition ii for some interesting models. SIM is an easy example while the proof for NLSM is not so easy.
wŽ . e In the structural analysis proposed by Kneip and Gasser 1992 , x Theorem 3, page 1289 , the estimated shift function from noisy data con-Ž y1 r5 . verges to the true shift function at a rate of O n . Here the rate 5 y1r7
'nb s O n when ␣ F 1 is slower because the second derivative of g iŝ 1 Ž . Ž . involved when solving 8 see the proof given in the Appendix .
Ž
. 5. Simulations. We undertook a small scale simulation 100 runs to evaluate the practical performance of dynamic time warping. Both the classical and our new cost function are evaluated. The evaluation is performed for the basic problem of warping one function to a second one. The assumption Ž . u 0 s 0, which is natural and useful in many applications, is not made in this section.
Ž . The base function or shape function is shown in Figure 3 We consider the model
where a and d are constants while h is a strictly increasing shift function.
The base function s has 8 extremes, denoted by , j s 1, . . . , 8. Let s Under optimal shifting of the second function to the first one, the extreme should be shifted to for j g K ' K l K . Let be the image of
under dynamic time warping for j g K. We use
as an error measurement for aligning extremes. This choice is made for the 5 5 following reasons. First, the norm u y u , with u and u estimated and truê2 shift functions, respectively, is not very sensitive and thus not appropriate as Ž . criterion a different standardization might, however, help . One could also 5 Ž . Ž Ž ..5 compute the difference f и y f u и , but this is often not informative 2 1 2 enough about the appropriate alignment.
5.1. Shape-invariant model. In this simulation we consider the shapeinvariant model; that is, the shift functions are t y b i h t s .
Ž . i c i
For 100 runs, first 200 sample curves are generated and grouped into 100 pairs. Then we apply dynamic time warping with a prespecified cost function to warp one curve in a pair to the other and compute the warping error by Ž .
15 . The bandwidth for kernel smoothing was chosen data adaptively via a w Ž .x plug-in rule Gasser, Kneip and Kohler 1991 . The parameters in the samplë curves are generated as follows:
. The sample size for each curve is 100. We happen to take s in this and subsequent subsections, but there is no special reason for doing so. Table 2 gives the results of 100 runs. Let , i s 1, . . . , 100, be the error A typical run with s s 0.2 is shown in Figure 4 . The error of aligning extremes using the classical cost function is 3.33e y 3, and the error using the new cost function is 1.66 e y 4. The true shift function is linear for the SIM model. The results are visually appealing, and even more so for the new cost function.
5.2. Nonlinear shift model. We consider a nonlinear shift model for the simulation. The shift function is modeled by
The parameters a , d are generated as in the last simulation, while ␣ , ␤ , ␥
are generated as follows:
Thus we have strictly increasing shift functions. The simulation is done as follows. First 100 shift functions are generated and the data for 100 curves are formed as y s f t q N 0, .
Ž . i j i i j
Each curve is sampled at 100 points. After kernel smoothing, each curve is Ž . aligned to the shape function s t and the error is computed. Finally, we i Ä 4 compute the sample mean and variance of . The results from 100 runs are i given in the Table 3. A typical run with s s 0.2 is shown in Figure 5 . The error of aligning extremes using the classical cost function is 1.2 e y 4, and the error using the new cost function is 2.55e y 5. Evidently, dynamic time warping with the classical cost function has difficulty in aligning the signals properly. This is not due to noise but to the more complicated shift function. The new cost Ž . function 7 performs much better. Figure 5 top left graphics .
As expected, the performance of warping depends mainly on the amount of true shiftsᎏthe difference between true shift functions and the identity Ž . function see the simulation in Section 5.1 . The noise level does not affect the Ž . warping results very much see the simulation in Section 5.2 since data are smoothed before warping.
Ž . Ž . Compared to the structural analysis as described in steps 1 ᎐ 4 in the introduction, the advantage of dynamic time warping is that it automatically aligns structural points of two functions. It needs thus less a priori knowledge and less manpower, but structural analysis could still be preferable in difficult situations.
APPENDIX A
Proofs.
w x A.1. Proof of Lemma 4.1. First note that we can restrict ␣ g 0, 1 , 
Ž . and similar statistics with f t replaced by g u t . Note that f t iŝ Ž . different from f Ј t . To treat bias and variance asymptotically, we need only to take care of these basic statistics. The bias of the linear functional is simply the linear combination of the bias of those basic statistics, available in the literature. To deal with the variance we note that the dominating terms
. are those involving second derivatives: f t y f Љ t and g Ј u t ŷ Ž Ž .. g Љ u t . All other terms can be neglected as far as asymptotic variance is concerned. Therefore the main issue is to develop such a representation, which will be the first thing to do. 4 Ž . Some more notation is needed. Since, f, g g C , C f, f Ј, g, g Ј, u , ␣ has Ž . three continuous Frechet derivatives with respect to u, ␣ . Denote thesé derivatives by DC, D 2 C and D 3 C, respectively. That is,
. 1 1
and D 3 C is defined in the same way.ˆˆЈ Ž . Ž . Ž . Since u, ␣ is the minimizer of C f, f Ј g, g , u, ␣ , for any u , ␣ witĥˆˆˆ1 1 1 w x u g C 0, 1 ,
.ˆw Ž . 
