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Report
This thesis deals with the exact solution of large-scale minimum bisection problems via a semidef-
inite relaxation in a branch-and-cut framework. After reviewing known results on the underlying
bisection cut polytope a study of new facet-defining inequalities is presented. They are derived
from the known knapsack tree inequalities. We investigate strengthenings based on the new clus-
ter weight polytope and present polynomial separation algorithms for special cases. The dual of
the semidefinite relaxation of the minimum bisection problem is tackled in its equivalent form as
an eigenvalue optimisation problem with the spectral bundle method. Implementational details
regarding primal heuristics, branching rules, so-called support extensions for cutting planes and
warm start are presented. We conclude with a computational study in which we show that our ap-
proach is competetive to state-of-the-art implementations using linear programming or semidefinite
programming relaxations.
MSC 2000
Semidefinite programming (90C22), Combinatorial optimisation (90C27), Programming involv-
ing graphs and networks (90C35), Polyhedral combinatorics, branch-and-bound, branch-and-cut
(90C57)
Keywords
combinatorial optimisation, minimum bisection problem, bisection cut polytope, bisection knap-
sack walk inequalities, cluster weight polytope, branch-and-cut, semidefinite programming, spectral
bundle method
i
Contents
Introduction xi
Acknowledgements xv
1 Graph Partitioning Problems 1
1.1 The Minimum Bisection Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Related Graph Partitioning Problems . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Applications of Graph Partitioning Problems . . . . . . . . . . . . . . . . . . . . . 3
1.3.1 VLSI Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.2 Compiler Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.3 Parallel Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Solution Approaches for Graph Partitioning Problems . . . . . . . . . . . . . . . . 6
1.4.1 Geometric Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4.2 Combinatorial Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4.3 Spectral Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4.4 Multilevel Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4.5 Combinatorial Optimisation Techniques . . . . . . . . . . . . . . . . . . . . 8
2 Polyhedral Studies 13
2.1 Terminology and Concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 The Polytopes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 A Binary Programming Formulation of (MB) . . . . . . . . . . . . . . . . . . . . . 18
2.4 Known Valid Inequalities for (MB) . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 Minimum Root Strengthening of Truncated Knapsack Tree Inequalities . . . . . . 27
2.6 The Bisection Knapsack Walk Inequalities . . . . . . . . . . . . . . . . . . . . . . . 29
2.6.1 The Even Bisection Knapsack Walk Inequalities . . . . . . . . . . . . . . . 29
2.6.2 The Odd Bisection Knapsack Walk Inequalities . . . . . . . . . . . . . . . . 31
2.7 Relation Between Odd Cycle Inequalities and Bisection Knapsack Walk Inequalities 33
2.8 Capacity Reduced Bisection Knapsack Walk Inequalities and the Cluster Weight
Polytope for Stars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.9 Further Inequalities Specialised to (MB) by the Use of Complemented Variables . . 52
2.9.1 Complementarity Tree Inequalities . . . . . . . . . . . . . . . . . . . . . . . 52
2.9.2 Complementarity Cycles with Trees Inequalities . . . . . . . . . . . . . . . . 53
2.10 Separation Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.10.1 Separation of Inequalities for the Knapsack Polytope . . . . . . . . . . . . . 55
2.10.2 Separation of Bisection Knapsack Walk Inequalities . . . . . . . . . . . . . 59
2.10.3 Separation of Knapsack Tree Inequalities . . . . . . . . . . . . . . . . . . . 64
2.10.4 Separation of Capacity Reduced Bisection Knapsack Walk Inequalities . . . 64
2.10.5 Separation of Odd Cycle Inequalities . . . . . . . . . . . . . . . . . . . . . . 69
2.10.6 Separation of Complementarity Tree Inequalities . . . . . . . . . . . . . . . 70
2.10.7 Separation of Cycles with Trees Inequalities and Cycle with Tails Inequalities 70
2.10.8 Separation of Complementarity Cycles with Trees Inequalities . . . . . . . . 71
iii
3 Semidefinite Programming and Solution Methods 73
3.1 Semidefinite Programming Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.1.1 The Cone of Positive Semidefinite Matrices . . . . . . . . . . . . . . . . . . 74
3.1.2 Semidefinite Programs and Duality Theory . . . . . . . . . . . . . . . . . . 77
3.2 An SDP Relaxation for (MB) and an Equivalent Eigenvalue Optimisation Problem 81
3.2.1 Derivation of an SDP Relaxation for (MB) . . . . . . . . . . . . . . . . . . 81
3.2.2 Relation to other SDP Relaxations for Graph Partitioning Problems . . . . 83
3.2.3 Transformation into an Eigenvalue Optimisation Problem . . . . . . . . . . 84
3.3 Solution Methods for SDPs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.3.1 Primal-dual Path-following Interior Point Methods . . . . . . . . . . . . . . 85
3.3.2 Low-rank Semidefinite Programming . . . . . . . . . . . . . . . . . . . . . . 88
3.3.3 Gradient-based Log-barrier Algorithm . . . . . . . . . . . . . . . . . . . . . 89
3.3.4 The Bundle Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.4 The Spectral Bundle Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.4.1 On the Maximum Eigenvalue Function . . . . . . . . . . . . . . . . . . . . . 94
3.4.2 Details of the Spectral Bundle Method . . . . . . . . . . . . . . . . . . . . . 96
4 Implementation of a Branch-and-Cut Approach 105
4.1 Overview of the Branch-and-Cut Approach . . . . . . . . . . . . . . . . . . . . . . 105
4.1.1 The Branch-and-Cut Framework SCIP . . . . . . . . . . . . . . . . . . . . . 105
4.1.2 SDP Solver Plugin in SCIP . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.1.3 External Solver as an Interface to the Spectral Bundle Method . . . . . . . 109
4.2 Primal Heuristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.2.1 Constructing Partitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.2.2 Deriving Bisections from Partitions . . . . . . . . . . . . . . . . . . . . . . . 115
4.2.3 Improving Bisections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.2.4 Further Schemes for Improvement . . . . . . . . . . . . . . . . . . . . . . . 119
4.3 Separation of Cutting Planes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.3.1 Separated Inequalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.3.2 When to Delete and Separate . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.3.3 Providing Approximate Solutions for Separation . . . . . . . . . . . . . . . 123
4.3.4 Extending the Support for Separation . . . . . . . . . . . . . . . . . . . . . 123
4.3.5 Cut Pool for the SDP Relaxation . . . . . . . . . . . . . . . . . . . . . . . . 126
4.4 Branching Rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.4.1 Branching Rule Most Feasible (MF) . . . . . . . . . . . . . . . . . . . . . . 127
4.4.2 Branching Rule Most Parallel (MP) . . . . . . . . . . . . . . . . . . . . . . 128
4.4.3 Branching Rule Most Infeasible (MI) . . . . . . . . . . . . . . . . . . . . . . 128
4.4.4 Branching Rule Most Orthogonal (MO) . . . . . . . . . . . . . . . . . . . . 128
4.4.5 Branching Rule Most Orthogonal Elaborate (MOEL) . . . . . . . . . . . . 129
4.4.6 Branching Rule Random Infeasible (RA) . . . . . . . . . . . . . . . . . . . . 130
4.4.7 Notes on Strong Branching and Pseudo Cost Branching . . . . . . . . . . . 130
4.5 Early Branching to Prevent Tailing-off . . . . . . . . . . . . . . . . . . . . . . . . . 131
4.6 Possible Problem Reduction through Fixed Variables after Branching . . . . . . . . 133
4.6.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.6.2 An Equivalent Problem on a Smaller Graph . . . . . . . . . . . . . . . . . . 134
4.7 Node Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.8 Warm Start after Problem Changes . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.9 Scaling for Warm Start after Branching . . . . . . . . . . . . . . . . . . . . . . . . 140
4.9.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
4.9.2 Exclusive Scaling of New Branching Constraints (NC) . . . . . . . . . . . . 141
4.9.3 Additional Scaling by a Spectral Analysis at the Current Point (SACP) . . 141
4.9.4 Additional Scaling by a Spectral Analysis at a Potential Trial Point (SATP) 144
4.9.5 Additional Scaling by a Primal Analysis (PA) . . . . . . . . . . . . . . . . . 144
4.9.6 A Note on the Case of Several Newly Fixed Variables . . . . . . . . . . . . 145
iv
5 Computational Results 147
5.1 Test Problems and Computational Environment . . . . . . . . . . . . . . . . . . . 147
5.1.1 Random Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.1.2 Johnson Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
5.1.3 Ferreira Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
5.1.4 KKT Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.1.5 Computational Environment and Relevance of Computation Times . . . . . 149
5.2 Evaluation of Methods and Parameters . . . . . . . . . . . . . . . . . . . . . . . . . 150
5.2.1 Parameters for the Spectral Bundle Method . . . . . . . . . . . . . . . . . . 150
5.2.2 Performance of Primal heuristics . . . . . . . . . . . . . . . . . . . . . . . . 150
5.2.3 Performance of Cutting Planes and Support Extensions . . . . . . . . . . . 152
5.2.4 Branching Rules, Shrinking and Warm Start . . . . . . . . . . . . . . . . . 160
5.2.5 Scaling for Warm Start after Branching . . . . . . . . . . . . . . . . . . . . 161
5.3 Final Computations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
5.3.1 Comparison LP and SDP with Branch-and-Cut . . . . . . . . . . . . . . . . 162
5.3.2 Comparison to Previous Results for the KKT Graphs . . . . . . . . . . . . 166
5.3.3 Comparison to Previous Results for the Johnson Graphs . . . . . . . . . . . 167
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
Theses 171
A Notation 175
B Graph Theoretic Terminology 179
C Detailed Computational Results 181
Bibliography 213
v
List of Algorithms
1 Spectral bundle method with bounds . . . . . . . . . . . . . . . . . . . . . . . . . . 103
2 Initial heuristic Rounding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
3 Initial heuristic Goemans-Williamson . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4 Initial heuristic SumPi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5 Heuristic Bisection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6 Improve heuristic Swap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7 Improve heuristic Move . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
8 Improve heuristic Fiduccia-Mattheyses . . . . . . . . . . . . . . . . . . . . . . . . . 120
vi
List of Figures
1.1 An optimal bisection with 567 cut edges for graph kkt skwz02 and τ = 0.05 . . . . 2
1.2 Two layouts of the same circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 A finite element mesh and its corresponding dependency graph . . . . . . . . . . . 5
2.1 Minimum root strengthening of knapsack tree inequalities . . . . . . . . . . . . . . 28
2.2 Graph for the counter example of Example 61 . . . . . . . . . . . . . . . . . . . . . 35
2.3 Graph for Example 64 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.4 Examples of cluster weight polytopes . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5 Graphs for Example 85 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.6 Graphs for Example 87 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.7 Graph for Example 91 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.8 Shortest path in auxiliary graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.9 Shortest path in auxiliary graph that indicates cycle in walk . . . . . . . . . . . . . 64
2.10 How a star is grown / Solution of a matching problem . . . . . . . . . . . . . . . . 67
2.11 K|V¯ | for matching problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.12 Multigraph for constrained matching problem . . . . . . . . . . . . . . . . . . . . . 69
3.1 Example situation for proximal bundle method . . . . . . . . . . . . . . . . . . . . 91
4.1 Main solving loop in SCIP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.2 Main administrative algorithm of SDP solver plugin . . . . . . . . . . . . . . . . . 108
4.3 Main loop in external SDP solver . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.4 Node separation by a random hyperplane . . . . . . . . . . . . . . . . . . . . . . . 113
4.5 Implicit fixing of not yet fixed edges I . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.6 Implicit fixing of not yet fixed edges II . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.7 Possible contradictions in downward translation of relaxed solutions . . . . . . . . 135
4.8 Extensive example for shrinking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.1 An optimal equipartition with 7 cut edges for graph mesh.274.469 . . . . . . . . . 149
5.2 Best known bisection with 49 cut edges for graph kkt plnt01 and τ = 0.05 . . . . . 151
5.3 Optimal bisection with 6 cut edges for graph kkt plnt01 and τ = 0.1 . . . . . . . . 152
5.4 Dual bounds in root relaxation of taq1021.2253 with τ = 0.05 . . . . . . . . . . . . 156
5.5 Dual bounds in root relaxation of G124,5 and τ = 0 . . . . . . . . . . . . . . . . . . 157
5.6 An optimal equipartition with 1 cut edge for graph U1000,5 . . . . . . . . . . . . . . 169
vii
List of Tables
4.1 Improved computation times due to early branching . . . . . . . . . . . . . . . . . 132
5.1 Parameters for the spectral bundle method . . . . . . . . . . . . . . . . . . . . . . 150
5.2 Performance of inequalities comp, ctree and cycle without support extensions . . . 155
5.3 Performance of inequalities bkw, kt and oc without support extensions . . . . . . . 155
5.4 Performance of support extensions (SP), (MD) and (TKS) . . . . . . . . . . . . . 156
5.5 Performance of extensions (λ2-max) and (RD-3) . . . . . . . . . . . . . . . . . . . 159
5.6 Performance of SDP and LP in root node . . . . . . . . . . . . . . . . . . . . . . . 159
5.7 Time savings of branching rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
5.8 Total run times of branching rule (MOEL) . . . . . . . . . . . . . . . . . . . . . . . 161
5.9 LP settings for branch-and-cut . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
5.10 Performance of SDP and LP with branch-and-cut . . . . . . . . . . . . . . . . . . . 165
5.11 Performance of different SDP settings for branching . . . . . . . . . . . . . . . . . 165
5.12 Comparison on KKT graphs (5 hours time limit) . . . . . . . . . . . . . . . . . . . 166
5.13 Comparison on KKT graphs (no time limit) . . . . . . . . . . . . . . . . . . . . . . 167
5.14 Comparison on Johnson graphs (36 hours time limit) . . . . . . . . . . . . . . . . . 169
C.1 Results for primal heuristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
C.2 Results for branching rules, no shrinking, no warm start . . . . . . . . . . . . . . . 183
C.3 Results for branching rules, no shrinking, warm start . . . . . . . . . . . . . . . . . 183
C.4 Results for branching rules, shrinking, no warm start . . . . . . . . . . . . . . . . . 184
C.5 Results for branching rules, shrinking, warm start . . . . . . . . . . . . . . . . . . . 184
C.6 Results for scaling rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
C.7 Results in root for graph kkt lowt02 . . . . . . . . . . . . . . . . . . . . . . . . . . 186
C.8 Results in root for graph kkt putt01 . . . . . . . . . . . . . . . . . . . . . . . . . . 186
C.9 Results in root for graph kkt capt09 . . . . . . . . . . . . . . . . . . . . . . . . . . 186
C.10 Results in root for graph kkt skwz02 . . . . . . . . . . . . . . . . . . . . . . . . . . 187
C.11 Results in root for graph kkt orb11 . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
C.12 Results in root for graph kkt plnt01 . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
C.13 Results in root for graph kkt heat02 . . . . . . . . . . . . . . . . . . . . . . . . . . 188
C.14 Results in root for graph taq170.424 . . . . . . . . . . . . . . . . . . . . . . . . . . 188
C.15 Results in root for graph taq228.692 . . . . . . . . . . . . . . . . . . . . . . . . . . 188
C.16 Results in root for graph taq278.396 . . . . . . . . . . . . . . . . . . . . . . . . . . 189
C.17 Results in root for graph taq334.3763 . . . . . . . . . . . . . . . . . . . . . . . . . 189
C.18 Results in root for graph taq1021.2253 . . . . . . . . . . . . . . . . . . . . . . . . . 189
C.19 Results in root for graph taq1021.5480 . . . . . . . . . . . . . . . . . . . . . . . . . 190
C.20 Results in root for graph diw166.504 . . . . . . . . . . . . . . . . . . . . . . . . . . 190
C.21 Results in root for graph diw681.1494 . . . . . . . . . . . . . . . . . . . . . . . . . 190
C.22 Results in root for graph diw681.3103 . . . . . . . . . . . . . . . . . . . . . . . . . 191
C.23 Results in root for graph diw681.6402 . . . . . . . . . . . . . . . . . . . . . . . . . 191
C.24 Results in root for graph dmxa1755.3686 . . . . . . . . . . . . . . . . . . . . . . . 191
C.25 Results in root for graph dmxa1755.10867 . . . . . . . . . . . . . . . . . . . . . . . 192
C.26 Results in root for graph gap2669.6182 . . . . . . . . . . . . . . . . . . . . . . . . 192
viii
C.27 Results in root for graph gap2669.24859 . . . . . . . . . . . . . . . . . . . . . . . . 192
C.28 Results in root for graph alue6112.16896 . . . . . . . . . . . . . . . . . . . . . . . 193
C.29 Results in root for graph alut2292.6329 . . . . . . . . . . . . . . . . . . . . . . . . 193
C.30 Results in root for graph alut2292.494500 . . . . . . . . . . . . . . . . . . . . . . . 193
C.31 Results in root for graph G124,2.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
C.32 Results in root for graph G124,5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
C.33 Results in root for graph G124,10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
C.34 Results in root for graph G124,20 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
C.35 Results in root for graph G250,2.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
C.36 Results in root for graph G250,5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
C.37 Results in root for graph G250,10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
C.38 Results in root for graph G250,20 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
C.39 Results in root for graph G500,2.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
C.40 Results in root for graph G500,5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
C.41 Results in root for graph G500,10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
C.42 Results in root for graph G500,20 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
C.43 Results in root for graph G1000,2.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
C.44 Results in root for graph G1000,5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
C.45 Results in root for graph G1000,10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
C.46 Results in root for graph G1000,20 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
C.47 Overview of separated inequalities in root SDP relaxation . . . . . . . . . . . . . . 200
C.48 Overview of separated inequalities in root LP relaxation . . . . . . . . . . . . . . . 201
C.49 Results on finite element mesh graphs (Ferreira et al.), 5 hours . . . . . . . . . . . 202
C.50 Results on compiler design graphs (Mehrotra et al.), 5 hours . . . . . . . . . . . . . 203
C.51 Results on small VLSI design graphs (Ferreira et al.), 5 hours . . . . . . . . . . . . 204
C.52 Results on large VLSI design graphs (Ferreira et al.), 5 hours . . . . . . . . . . . . 205
C.53 Results on large VLSI design graphs (Ferreira et al.), 5 hours . . . . . . . . . . . . 206
C.54 Results on KKT smaller graphs (Boeing), 5 hours . . . . . . . . . . . . . . . . . . . 207
C.55 Results on larger KKT graphs (Boeing), 5 hours . . . . . . . . . . . . . . . . . . . 208
C.56 Results on smaller pureley random Johnson graphs, 5 hours . . . . . . . . . . . . . 209
C.57 Results on larger pureley random Johnson graphs, 5 hours . . . . . . . . . . . . . . 210
C.58 Results on purely random Johnson graphs (mrmv 0.1, 36 hours) . . . . . . . . . . 211
C.59 Results on purely random Johnson graphs (mrmv 0.2, 36 hours) . . . . . . . . . . 211
C.60 Results on geometric random Johnson graphs (mrmv 0.1, 36 hours) . . . . . . . . . 212
ix
Introduction
In recent years, there have been two successful approaches for the exact solution of difficult graph
partitioning problems. On the one hand, polyhedral cutting planes have been used in branch-
and-bound methods to strengthen linear programming based relaxations. On the other hand,
stronger semidefinite programming relaxations have been developed and used to achieve remarkable
approximation results. For the exact solution of real life problem instances, which are usually large
in scale, linear programming based methods have been dominating. Semidefinite branch-and-cut
approaches have not been applicable in a routine manner on graphs with more than some hundred
nodes, in particular, because they could not use the sparsity of graphs efficiently in their (internal)
solution algorithms, the most popular being interior point methods. Furthermore, they were not
particularly well qualified in case of problem changes due to the addition of cutting planes.
However, as recent studies have shown, the spectral bundle method is very well suited to com-
pute semidefinite relaxations of graph partitioning problems for large and sparse graphs. Moreover,
it is also able to handle structured dense constraints, like those that occur in semidefinite relaxations
of capacitated graph partitioning problems, and it can cope with a large number of constraints
like cutting planes. This motivated us to incorporate this method as the solver of a semidefinite
relaxation in the existing branch-and-cut framework SCIP, which also contains linear programming
solvers for polyhedral relaxations. Our hope was to gain some ground back from the dominant
linear programming approaches, when sparse large-scale graphs are considered. In order to make
the problem precise, we concentrated on the bisection case.
Note that our focus on semidefinite relaxations of graph partitioning problems and, in partic-
ular, on a semidefinite relaxation for the minimum bisection problem with one dense, but struc-
tured linear matrix constraint, is only a restriction at first sight. Actually, many combinatorial
programming problems can be formulated as quadratically or linearly constrained quadratic 0-1
programming problems. Furthermore, it is known that semidefinite relaxations with linear matrix
constraints can be constructed in a routine manner for these 0-1 programming problems. There-
fore, a successful application of branch-and-cut with sparse large-scale semidefinite relaxations
including structured dense linear matrix constraints opens the door to solve a more general range
of optimisation problems exactly. In this sense, success or failure of our approach may have further
reaching implications.
Our research was conducted together with the linear programming experts Marzena Fu¨genschuh
and Alexander Martin from Darmstadt University of Technology. In a joint three year project,
called “Semidefinite and polyhedral relaxations for graph partitioning problems”, which was sup-
ported by the German Research Foundation, both workgroups studied the bisection cut polytope
xi
and shared ideas. Nevertheless, distinguishable new polyhedral results could be obtained by both
groups individually. All these results were then applied to LP in Darmstadt and SDP in Chemnitz
using SCIP as the unifying branch-and-cut framework. Thus, a fair comparison between LP and
SDP is possible. On the SDP side, several more issues regarding techniques and implementation
had to be considered in order to integrate the relaxation into the branch-and-cut framework and to
make it competitive with the LP approach. At this point, we want to highlight primal heuristics,
branching rules and so-called support extensions for cutting planes.
Let us now give an overview of the contents of this thesis. Chapter 1 introduces the minimum
bisection problem and related graph partitioning problems. We describe a selection of applications
and heuristic as well as exact solution approaches. For the latter, we provide an overview of results
published in recent years.
Chapter 2 presents a polyhedral study of the bisection cut polytope. After reviewing known
valid inequalities, we mainly concentrate on the new bisection knapsack walk inequalities. They are
derived as specialisations of the known knapsack tree inequalities of the more general clustering
problem to the minimum bisection problem. We investigate the relation of bisection knapsack
walk inequalities to the known odd cycle inequalities. This insight will help to prove a result on
the form of the most violated bisection knapsack walk inequality on the subgraph induced by the
node set of a star if all possible odd cycle inequalities on that subgraph are fulfilled. In case of
identical node weights, we can establish the polynomial complexity of the exact separation problem
of bisection knapsack walk inequalities. Furthermore, we describe possible ways to strengthen
bisection knapsack walk inequalities and give examples of resulting facets of the bisection cut
polytope. One strengthening is based on the newly defined cluster weight polytope, for which
we give the full description in a restricted, but useful case. With some additional conditions, we
can also show the polynomial complexity of the exact separation problem of these strengthened
bisection knapsack walk inequalities. Finally, the chapter reviews the remaining inequalities that
we use in our branch-and-cut approach and examines their separation problems.
Chapter 3 starts with a brief introduction to semidefinite programming theory. Afterwards, we
derive a known primal-dual pair of semidefinite programming relaxations for the minimum bisection
problem and transform the dual into an equivalent eigenvalue optimisation problem. Then, we
review solution methods for semidefinite programs and consider their suitability as solvers for our
semidefinite relaxations. Finally, we explain the spectral bundle method, which will be the solver
of our choice.
Chapter 4 describes our branch-and-cut approach from point of view of implementation. After a
brief overview of the branch-and-cut framework SCIP, we concentrate on issues that were important
for a successful integration of the SDP relaxation and the spectral bundle method as its solver.
These issues are generation of primal feasible solutions, questions regarding separation of cutting
planes and, in particular, support extensions, the development of branching rules, criteria to detect
tailing-off, transformation of the problem into an equivalent problem of smaller dimension after
branching, node selection rules, and methods to speed up warm start after branching.
Chapter 5 presents the computational study of our approach. After an introduction to our test
instances, we first evaluate our different solution methods for the issues that we have considered in
Chapter 4 and explain our final choices of methods and parameters. We will also present results of
an extensive comparison of the performance of different combinations of cutting planes and support
xii
extensions in the SDP root relaxation with that of cutting planes in the LP root relaxation. The
LP relaxation was solved with settings suggested by our project partners. Finally, we compare the
SDP based branch-and-cut approach to the LP based branch-and-cut approach as well as to recent
computational studies from the literature that also use SDP relaxations and branch-and-cut. We
will show that our approach is competitive and particularly suited for sparse large-scale problems.
For the convenience of the reader, we have collected notations and graph theoretic terminology
used in this thesis in Appendices A and B, respectively. Detailed tables of our computational
results are collected in Appendix C and will be discussed in Chapter 5.
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Chapter 1
Graph Partitioning Problems
This chapter serves as an introduction to graph partitioning. The main problem of our interest,
the minimum bisection problem, is formally defined in Section 1.1. Its relatives are described in
Section 1.2. Popular applications and solution approaches are reviewed in Sections 1.3 and 1.4.
An introduction to graph theoretic terminology can be found in Appendix B while our notation is
summarised in Appendix A.
1.1 The Minimum Bisection Problem
The main combinatorial optimisation problem that we deal with in this thesis is the minimum
bisection problem, a well-known problem from graph theory. For its definition, we need to know
the notions of partition, cluster, cut, bisection and bisection cut.
Definition 1. Let G = (V,E) be an undirected graph with vertex set V = {1, . . . , n} and edge set
E ⊆ {{i, j} : i, j ∈ V, i < j}.
• A partition of V is a collection of disjoint subsets of V whose union is V . The sets forming
the partition are also called clusters.
• For S ⊆ V , we call the edge set δ(S) := {{i, j} ∈ E : i ∈ S, j ∈ V \ S} a cut in G.
• For given vertex weights fv ∈ N0 (v ∈ V ) and a constant capacity F ∈ N0, a partition of V
into clusters S and V \ S with weights
f(S) :=
∑
v∈S
fv ≤ F and f(V \ S) :=
∑
v∈V \S
≤ F, (1.1)
is called a bisection. The associated cut is denoted by δF (S) and is called a bisection cut.
Note that the two capacity constraints (1.1) can be expressed equivalently as one constraint on
the absolute value of the difference of the two cluster weights as follows:
|f(S)− f(V \ S)| ≤ 2F − f(V ) . (1.2)
1
We call this the bisection constraint. The cluster capacity F will usually be given by
F =
⌈
f(V ) + τf(V )
2
⌉
(1.3)
for a parameter τ ∈ R+. We are now able to define the minimum bisection problem.
Definition 2. Given G = (V,E), F ∈ N0, fv ∈ N0 (v ∈ V ), and edge costs w{i,j} ∈ R+
({i, j} ∈ E), the minimum bisection problem (MB) is to find a bisection cut δF (S) so that the
total cost of edges w(δF (S)) is minimal.
The minimum bisection problem in its decision version is known to be NP-complete [52]. An
instance of the minimum bisection problem and an optimal solution is illustrated in Figure 1.1.
All graph drawings of the kind given in Figure 1.1 that appear in this thesis were produced with
the graph drawing software AGD [81].
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Figure 1.1: An optimal bisection with 567 cut edges for graph kkt skwz02, |V | = 2117, |E| = 14001,
fv = 1 for all v ∈ V , we = 1 for all e ∈ E and τ = 0.05.
1.2 Related Graph Partitioning Problems
The minimum bisection problem is related to several other graph partitioning problems. The first
to be considered is the minimum equipartitioning problem:
2
Definition 3 (v. [31]). Given G = (V,E), fv = 1 (v ∈ V ), w{i,j} ∈ R+ ({i, j} ∈ E), and
F =
⌈
1
2f(V )
⌉
, the minimum equipartitioning problem (ME) is to find a bisection cut δF (S) so
that the total cost of edges w(δF (S)) is minimal.
This problem is sometimes also called the minimum equicut problem. Neglecting the capacity
restriction (or choosing F ≥ f(V )) leads to the maximum cut problem:
Definition 4 (v., e.g., [13]). Given G = (V,E), fv ∈ N0 (v ∈ V ), and w{i,j} ∈ R+ ({i, j} ∈ E),
the maximum cut problem (MC) is to find a cut δ(S) so that the total cost of edges w(δ(S)) is
maximal.
To define a generalisation of the minimum bisection problem, we need the notion of multicuts:
Definition 5 (v. [36, 42]). Let G = (V,E) be an undirected graph with vertex set V = {1, . . . , n}
and edge set E ⊆ {{i, j} : i, j ∈ V, i < j}.
• A partition of V into K ∈ N clusters Sk for k = 1, . . . ,K is called a K-partition and the
edge set δ(S1, . . . , SK) := {{i, j} ∈ E : ∃k ∈ {1, . . . ,K} : i ∈ Sk, j /∈ Sk} is called a multicut
in G.
• For given vertex weights fv ∈ N0 (v ∈ V ) and a constant F ∈ N0, a K-partition of V
with f(Sk) ≤ F for k = 1, . . . ,K is called a (K,F )-partition, and the associated multicut is
denoted by δF (S1, . . . , SK) and is called a (K,F )-multicut.
Similarly to the clusters of a bisection, not all clusters of the (K,F )-partition have to be
nonempty. A (K,F )-partition is also sometimes called cluster partition. Let us now define the
minimum node capacitated graph partitioning problem or clustering problem.
Definition 6 (v. [36, 42]). Given G = (V,E), fv ∈ N0 (v ∈ V ), w{i,j} ∈ R+ ({i, j} ∈ E)
and F ∈ N0, the minimum node capacitated graph partitioning problem (MNCGP) is to find a
(K,F )-multicut δF (S1, . . . , SK) so that the total cost of edges w(δ
F (S1, . . . , SK)) is minimal.
1.3 Applications of Graph Partitioning Problems
Graph partitioning problems have numerous applications. A complete study is beyond the scope
of this thesis, so we will restrict ourselves to describe a selection of some motivating examples.
1.3.1 VLSI Design
One application of (MB) can be found in the solution of placement (or layout) problems occurring
in VLSI circuit design. An in-depth treatment was given by Lengauer [91], while recent surveys
include Markov and Roy [94] and Markov and Papa [95].
In the layout problem, several thousand small transistors must be placed on a chip. Each
transistor has to be connected to a specified set of other transistors by means of wires. This can
be modelled using graphs or hypergraphs, which are a generalisation of graphs, where edges can
connect more than two vertices. There are several objectives that should be accomplished by the
layout, for instance, a small total area, a small maximum wire length or a small number of wire
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crossings. Often, a small total area has highest priority, since, in the production process, a small
area increases the percentage of chips that are actually working properly. This is due to statistical
phenomena, like dust, which cause malfunctions of chips. Usually, the layout of the chip has a
grid structure, that means, we can draw it so that transistors (vertices) are placed on integral
coordinates, wires (edges) are routed horizontally or vertically and wires are only allowed to bend
on integral coordinates. Figure 1.2 shows two layouts of the same circuit. Obviously, the total area
of the circuit depends on the actual placement of the vertices. It is beneficial to place adjacent
vertices close to each other.
1
4
2
3 2
31
4
Figure 1.2: Two layouts of the same circuit
Graph partitioning routines, and in particular those for (MB), are used to recursively decompose
the placement problem, i.e. its graph representation, into smaller placement problems until a size
is reached that can be solved efficiently. The small problems are created so that the number
of connections between them is kept small. The particular importance of graph partitioning in
VLSI design is emphasised by the following curiosity: High quality solutions of graph partitioning
problems are so valuable that techniques like watermarking are developed to secure the authors’
intellectual property rights [111].
1.3.2 Compiler Design
An application of (MNCGP) in compiler design is considered by Johnson, Mehrotra and Nemhauser
in [78]. A compiler consists of several modules. Each module contains procedures and has a certain
memory requirement. The modules must be joined in clusters with a restricted storage capacity so
that any single cluster can be completely loaded into the computers memory. While communication
between different clusters is expensive due to memory swapping, communication within a cluster
is negligible. It is the task to form clusters so that the amount of communication between them is
minimised, i.e., to solve (MNCGP), where the modules are the vertices and each pair of modules
forms an edge with edge weight defined by the communication costs.
1.3.3 Parallel Computing
In the field of parallel computing, the computational load of processors has to be balanced in order
to keep the total amount of interprocessor communication on a low level [74]. Modelled as a graph
partitioning problem, the vertices represent different computational tasks and the vertex weights
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account for the computation times. Each cluster (processor) has a capacity restriction in order
to ensure that the tasks are distributed among all processors. An edge between two vertices is
inserted if one of the two tasks requires information from the other. The edge weight stands for
the amount of data transmitted between two tasks.
An example are computations on finite element meshes as the one given in Figure 1.3. Compu-
tations have to be performed for each triangle. Neighbouring triangles with a common edge have
to exchange data. These dependencies are visualised in a dependency graph, which should be cut
into so many clusters as there are processors, while all clusters should have roughly the same size.
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Figure 1.3: A finite element mesh and its corresponding dependency graph
Another example is motivated by sparse matrix vector multiplications y = Ax. Let A ∈
R
km×km be a symmetric matrix. We split the task between l = 1, . . . , k processors so that processor
l stores rows (l− 1)m+ 1, . . . , (l− 1)m+m of the matrix A and the corresponding m rows of the
vector x. If a processor then computes the product
∑n
j=1 Aijxj for the ith row, it will need data
in form of xj from another processor if Aij 6= 0 for some row j is not stored on this processor.
In order to make the computations as efficient as possible, we try to minimise the number of row
pairs {i, j} with Aij 6= 0 that are actually stored on different processors. This can be accomplished
by permuting the rows and columns of A and the rows of x and y so that the permuted A has the
least possible number of entries in the off-diagonal blocks of size m×m. The following reordering
illustrates this for a 4× 4 symmetric matrix, which should be distributed onto two processors.
1 2 3 4
1
2
3
4


∗ ∗
∗ ∗
∗ ∗
∗ ∗


=⇒
1 3 2 4
1
3
2
4


∗ ∗
∗ ∗
∗ ∗
∗ ∗


Without the permutation four communications were necessary between the two processors, an
optimal permutation needs none. The required permutation can be determined by a graph parti-
tioning problem. We just define the graph so that it has km vertices of unit weight, and an edge
of unit weight between two vertices i and j if Aij is nonzero. Then, we solve (MNCGP) with k
clusters each having capacity m. Both examples given above were inspired by [41].
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1.4 Solution Approaches for Graph Partitioning Problems
All graph partitioning problems defined in Sections 1.1 and 1.2 are NP-complete. Therefore, many
solution approaches concentrate on finding good partitions without attempting to prove optimality.
In fact, the latter endeavour makes a substantial difference, when it comes to sizes of instances that
can be solved in reasonable time. While, as we will see later, users of exact solution procedures can
count themselves lucky if sparse instances with some thousand vertices are solved to optimality
after several hours, they can apply heuristic solution approaches successfully to sparse graphs with
up to half a million vertices in a fraction of the time needed by exact approaches [1]. Moreover,
some of the heuristic methods lend themselves easily to parallelisation, so that instances with
up to 0.5 · 109 vertices can be solved in a couple of minutes on machines that have thousands
of processors [84]. However, exact methods or methods that supply bounds on the best possible
solution are needed if the quality of a heuristically derived solution shall be evaluated.
In the following, we will describe a selection of solution approaches for (MNCGP) and (MB).
Note that a particularly popular approach to solve (MNCGP) in case K = 2p for some p ∈ N,
p ≥ 2, is to apply recursive bisection, i.e., to compute an initial bisection, then subdivide the graph
with respect to the clusters, compute one bisection with reduced capacity constraint on each of
the subgraphs, subdivide the resulting clusters and so on. Simon and Teng investigated how good
recursive bisection works. They showed that it may produce a solution that is far off from the
optimum in the worst case. This is due to the greedy nature of the approach and the lack of
global information. All the same, they were able to show that for some important graph classes
from practical applications like finite element meshes recursive bisection achieves results within a
constant factor of the optimal solution in the expected case [119].
Due to the wealth of available literature on the topic, we will refrain from giving all possi-
ble citations, but point out to the interested reader that there are three recent surveys given by
Elsner [41], Fja¨llstro¨m [48], and Karypis, Kumar, and Schloegel [84]. Following [84], graph parti-
tioning techniques can be divided into five classes (although mixed versions exist as well): geometric
techniques, combinatorial techniques, spectral techniques, multilevel methods and combinatorial
optimisation techniques.
1.4.1 Geometric Techniques
Geometric techniques are applicable if coordinate information on the vertices is given. For instance,
Recursive coordinate bisection recursively divides the domain of the problem by straight lines so
that the resulting subdomains are balanced with respect to the bisection constraint. Other methods
include Space-filling curve techniques that first construct a short continuous curve containing all
vertices and consecutively fill the clusters by traversing the curve. The assumption for geometric
techniques is that vertices that are situated near each other with respect to their coordinates are
also well connected by edges of the graph. This is certainly true for graph instances from finite
element meshes.
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1.4.2 Combinatorial Techniques
Combinatorial techniques join vertices in clusters if they are highly connected. An example is Lev-
elised nested dissection, which starts with a single vertex and grows one cluster, via breadth first
search, until it reaches half of the total weight. Combinatorial techniques also include improvement
schemes like the Kernighan-Lin algorithm [86] and the Fiduccia-Mattheyses algorithm [47], which
swap vertex pairs or move single vertices between the two clusters, respectively. These methods
can be seen as local search algorithms. More elaborate versions allow to move larger subsets of the
clusters than just pairs or single vertices in order to enlarge the search space; see, e.g., [39]. We
will treat improvement schemes more closely in Section 4.2.3.
1.4.3 Spectral Techniques
Spectral techniques use the relation between the connectivity of the graphG and the second smallest
eigenvalue λ2 of its Laplace matrix L = Diag(Ae)−A, where A is the adjacency matrix of G (here
we only consider the unweighted case, an extension to vertex weights is possible; see, e.g., [41]).
It can be shown that L is positive semidefinite with its smallest eigenvalue equal to zero. G is
connected if and only if the second smallest eigenvalue of L is positive. These results can be
found, e.g., in [44]. The eigenvalue λ2(L) is often called the algebraic connectivity of G. An
associated eigenvector u, called Fiedler vector, provides some measure of connectivity of vertices
(when they are associated with the entries of the vector). More precisely, for a connected graph G
and its Fiedler vector u, for all nonnegative real r the subgraph induced by {v ∈ V : uv ≥ −r} or
{v ∈ V : uv ≤ r} is connected (compare Theorem 3.3 in [45]).
Thus, given an r ∈ R with r ∈ [minv∈V uv,maxv∈V uv] we can always find a partition of V into
two clusters so that at least one of them is connected, which is much more than a random partition
would guarantee. Moreover, if the median mu of the elements of u is nonzero, then we can choose
r = −mu and the partition can be arranged so that it is a bisection: set S := {v ∈ V : uv < mu},
V \S := {v ∈ V : uv > mu} and distribute vertices v with uv = mu so that the bisection constraint
is fulfilled. The connectedness of at least one of the subgraphs induced by the resulting S and V \S
can be seen by considering a small change of the value of r = −mu towards zero. A different, more
formal motivation of the algorithm using a discrete optimisation model for (MB) can, for instance,
be found in [41]. It is sufficient to compute the eigenvector only approximately, for instance by
the Lanczos algorithm, until the decision required by the algorithm can be made. There are also
more sophisticated algorithms that use more than just one eigenvector; see, e.g., Hendrickson and
Leland [74].
1.4.4 Multilevel Methods
According to [1] the current state-of-the-art in graph partitioning algorithms are given byMultilevel
methods. They employ the so-called multilevel paradigm, which consists of three phases: graph
coarsening, initial partitioning and multilevel refinement. In the first phase, a series of graphs is
constructed by collapsing vertices. Once a sufficiently small graph is obtained, an initial partition
can be computed efficiently. It is then refined, for instance, by the improvement schemes mentioned
above. Afterwards, the partition is mapped to the next bigger graph and refined again. Once the
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original graph is reached, a partition has been achieved. The coarsening scheme often employs
matching techniques. If this matching chooses edges with large weights, then these are hidden in
the coarsened graph and cannot be selected by the initial partition. This may be one reason for
the good performance of multilevel methods. A second reason could be that refinement procedures
like Kernighan-Lin or Fiduccia-Mattheyses, when used on coarsened graphs, can implicitly move
several original vertices at once, because they are identified by just one vertex in the coarsened
graph. There are public domain libraries available implementing multilevel recursive bisection
methods. One of them is MeTiS [83], which we will employ in our branch-and-cut approach to
compute primal feasible solutions and to judge the quality of our own methods.
1.4.5 Combinatorial Optimisation Techniques
Let us finally consider techniques based on Combinatorial optimisation that actually try to find a
proven optimal partition. The first idea that comes to mind is complete enumeration of all possible
partitions. This is only feasible for small problem instances, since the number of partitions increases
exponentially if the number of vertices is increased.
Therefore, implicit complete enumeration, known as branch-and-bound, is used. Branch-and-
bound recursively splits the original problem into subproblems via binary decisions on problem
variables. For instance, in the case of (MB), a certain edge is cut in one subproblem and in its
counterpart the edge is not cut. The resulting hierarchy is often viewed as a binary tree with
the original problem forming its root node. In its full extent, it has |V | levels, ∑|V |−1i=0 2i nodes
and 2|V |−1 leaves. Once all subproblems corresponding to the 2|V |−1 leaves have been solved, the
original problem is solved. Admittedly, this would correspond to complete enumeration. Thus,
in order to avoid to have to consider every subproblem, one tries to prune branches of the tree
by proving that there cannot be subproblems in the branch with a better objective value than
the currently best known solution. This is usually done by bounding the possible solutions in the
branch. In case of a minimisation problem like (MB), one would have to establish a lower bound
for all problems in the branch that is larger than the currently best known objective value.
Exact solution approaches differ mainly in the way that lower bounds are computed. One
possibility is to look at a dual of the current (primal) problem. Any feasible solution for the
dual will provide a lower bound on the primal objective value. Another popular approach is to
relax the original problem to achieve a more tractable problem. In this case, optimal solutions
to the relaxation serve as lower bounds for the optimal value of the current problem, and also
for the original problem. Furthermore, a dual of the relaxation may be computable, and again
any feasible solution serves as a lower bound for the current problem and the original problem.
Moreover, any method that strengthens the relaxations to achieve better lower bounds, like cutting
plane methods, can be used. In the case that cutting planes are used in every node, branch-and-
bound is also known as branch-and-cut. Finally, upper bounds, i.e., feasible (but possibly non
optimal) solutions to the original problem, are usually derived heuristically from feasible solutions
of the relaxations.
While the idea of branch-and-bound is around since almost fifty years, its specialisation as
branch-and-cut was first used in the Eighties by Padberg and Rinaldi in order to solve large
traveling salesman problems [108]. If cutting planes are only applied in the root relaxation, then
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the approach is also called cut-and-branch. It was first used by Crowder and Padberg [34].
We will end this Section by reviewing recent exact solution approaches to graph partitioning
problems.
• In 1989, Barahona, Ju¨nger and Reinelt [14] used a linear programming relaxation of the
maximum cut problem. Their initial relaxation consisted of the box constraints and they
achieved a formulation of the maximum cut problem by separating odd cycle inequalities.
Within a branch-and-bound approach, they were able to solve problems on dense graphs
with up to 30 nodes and on sparse graphs with up to 100 nodes. In 2004, their approach was
enhanced by Ju¨nger, Liers, Reinelt and Rinaldi [80] to solve the maximum cut problem on
large sparse toroidal grid graphs arising from applications in physics.
• Johnson, Mehrotra and Nemhauser [78] considered a version of (MNCGP) with applications
in compiler design in 1993. They employed column generation for solving a linear program-
ming relaxation of exponential size in order to achieve a lower bound.
• In 1997, Brunetta, Conforti and Rinaldi [25] used a branch-and-cut approach to solve equipar-
tition instances on complete graphs with up to 100 nodes. They used triangle inequalities,
clique inequalities, cycle inequalities and matching constraints to improve the linear relax-
ation.
• Ferreira, Martin, de Souza, Weismantel and Wolsey [43] applied branch-and-bound to a
linear programming relaxation of (MNCGP) in 1998. Polyhedral cutting planes were used
to tighten the relaxations. They were able to solve some sparse instances with up to 300
nodes to optimality. They observed that the quality of the bounds for (MNCGP) with four
clusters, when approached by recursive bisection or solved directly, depends on the type of
the graph. In case of instances from finite element meshes, recursive bisection and the direct
approach achieved bounds of the same quality, but recursive bisection was much faster. In
case of VLSI problems, the direct approach was superior with respect to the quality of the
bound. We will specialise polyhedral cutting planes presented by Ferreira et al. to (MB) and
include them in our branch-and-cut framework.
• In 1998, Helmberg and Rendl [64] were the first to use a branch-and-cut approach on a
semidefinite relaxation of the maximum cut problem. They employed interior point methods
to compute the relaxation and added triangle inequalities, clique inequalities and hypermetric
inequalities. They could solve instances of up to 100 nodes without using any special structure
or sparsity of the graph.
• Karisch and Rendl [82] used semidefinite programming relaxations with additional polyhedral
cutting planes to compute bounds for the equipartition problem (with possibly more than
two clusters) in 1998. The relaxations were solved using interior point methods. Although
no branch-and-bound scheme was applied they could show that semidefinite programming
relaxations yield promising bounds.
• In 2000, Clausen, Karisch and Rendl [30] investigated (MB) with the additional restriction
that both clusters need to have prescribed (possibly different) sizes. They called this problem
9
the graph bisection problem and used interior point methods to compute a semidefinite
programming relaxation, which they tightened by polyhedral cutting planes to achieve a
lower bound. Apart from the more restrictive bisection constraint, their relaxation is the
same as the one we will use (see Section 3.2). The bound was originally derived by Poljak and
Rendl [110] for the graph bisection problem and shown to be equivalent to some eigenvalue
based bound on graph bisection given by Boppana [26]. Clausen et al. used this bound in a
branch-and-bound framework to solve instances with up to 90 vertices to optimality and to
achieve tight bounds for larger instances.
• Sensen [118] presented a branch-and-bound approach using lower bounds based on multi-
commodity flows in 2003. He was able to solve sparse random bisection instances with edge
probability 0.05 with up to 80 nodes to optimality within reasonable computation times.
Problems on random regular graphs with up to 90 nodes and on random planar graphs with
up to 150 nodes were solvable exactly. He evaluated his approach to be more efficient than
those by Ferreira et al. and Clausen et al. presented above on sparse or structured graphs.
Sensen was was also able to solve problems on some large sparse and structured graphs with
up to 1000 to optimality. The problems were taken from the literature and were so far
unsolved.
• In 2003, Muramatsu and Suzuki [102] reported on experiments with second order cone relax-
ations of the maximum cut problem in a branch-and-cut approach using triangle inequalities.
They compared their relaxation to a basic semidefinite programming relaxation without any
additional triangle inequalities and were able to outperform it on sparse graphs with up to
150 nodes.
• In 2004, Helmberg [71] used the same semidefinite programming relaxation as ours to compute
lower bounds and upper bounds on large sparse graphs with up to 20000 nodes using the
spectral bundle method. The polyhedral odd cycle inequalities were used to strengthen the
relaxation. We will take his approach a step further, when we include it in a branch-and-
bound framework and experiment with further types of inequalities.
• In 2006, Fischer, Gruber, Rendl and Sotirov computed relaxations of the maximum cut
problem and the k-equipartition problem, which were tightened by triangle inequalities. Di-
mensions of problem instances solved reached up to n = 2000 and m = 27000 in case of
maximum cut and n = 500 and m = 83000 for k-equipartition. The practical limits of the
approach are clearly given by the necessity to solve a semidefinite programme with an n× n
matrix variable for the function evaluation (compare Section 3.3.4).
• In 2006, Billionnet, Elloumi and Plateau [19, 20] proposed a convex quadratic reformulation
of the graph bisection problem with fixed cluster capacities. The resulting quadratic integer
problems with convex quadratic objective function and linear constraints were solved by
CPLEX 9 using its internal branch-and-bound implementation. Billionnet et al. applied
their approach to graphs with different densities and up to 100 nodes. The obtained lower
bounds were within 20% of the optimal solution and improved to 3% for higher densities.
They also observed that, independently from the graph size, the minimum equipartitioning
problem was the most difficult to solve.
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• The most recent approach using semidefinite programming was given by Rendl, Rinaldi and
Wiegele [113, 125] in 2006. They used the equivalence of a certain maximum cut problem to
the equipartitioning problem to solve instances with up to 250 nodes to optimality. Maximum
cut instances could be solved in a routine way for up to 100 nodes and, in case of special
structure or sparsity, for up to 300 nodes. They employed the dynamic bundle method of
Fischer et al. to solve a semidefinite relaxation of the maximum-cut problem in a branch-
and-bound framework. The relaxations were tightened by the triangle inequalities.
• Our project partner, Marzena Fu¨genschuh [49], gives the most recent branch-and-cut ap-
proach using a linear programming relaxation on sparse minimum bisection instances. The
linear programs are solved with CPLEX 9. Both her and our approach use the same cutting
planes in the same branch-and-cut framework. Thus, fair comparability is guaranteed.
To the best of our knowledge, there have been no attempts yet to use the spectral bundle method
in a branch-and-cut setting.
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Chapter 2
Polyhedral Studies
In this chapter, we display results regarding the polytope associated with the minimum bisection
problem. They are based on joint work with Marzena Fu¨genschuh, Christoph Helmberg and
Alexander Martin [9].
Section 2.1 will introduce basic terminology and concepts used in this chapter. It also explains
a generic cutting plane approach for the solution of combinatorial optimisation problems. Sec-
tion 2.2 will formally define the polytopes that we are interested in and investigate their relations.
Section 2.3 gives a binary programming formulation for (MB). In Section 2.4, we will explain the
major combinatorial ideas behind known valid inequalities for the polytope associated with (MB).
We are going to consider especially those inequalities that we use in our branch-and-cut approach
or that form the basis of newly developed inequalities. For the sake of completeness, Section 2.5
explains a method for strengthening of knapsack tree inequalities that was developed by Marzena
Fu¨genschuh in our joint project. In Section 2.6, we introduce the new bisection knapsack walk
inequalities as generalisations of knapsack tree inequalities. The bisection knapsack walk inequali-
ties use the special structure of (MB) to complement variables. Section 2.7 discusses the relations
of these inequalities to the known odd cycle inequalities. Section 2.8 presents an approach for
strengthening bisection knapsack walk inequalities. It turns out that this strengthening uses valid
inequalities of the new cluster weight polytope, for which we will give the complete description in
a restricted, but useful case. Section 2.9 will briefly describe further inequalities that we use in our
branch-and-cut approach. They also use the complementation of variables and were developed by
Marzena Fu¨genschuh. Finally, Section 2.10 will deal with the separation problems associated with
the inequalities used in our computational study.
2.1 Terminology and Concepts
This section introduces definitions and results from polyhedral theory as far as we need them in
this thesis. A thorough introduction to polyhedral theory can be found, e.g., in [104]. Let us first
recapitulate some basic definitions.
Definition 7. Vectors x1, . . . , xk ∈ Rn are called linearly independent if there is no nonzero vector
λ ∈ Rk so that λ1x1 + . . .+ λkxk = 0. Vectors x1, . . . , xk ∈ Rn are called affinely independent if
the k − 1 vectors x2 − x1, . . . , xk − x1 are linearly independent.
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Definition 8. The maximum number of linearly independent rows (columns) of a matrix A is
called the rank of A and denoted by rank(A).
Definition 9. A set A ⊆ Rn is convex if for any two points x, y ∈ A the set {z = x + λ(y − x) :
λ ∈ [0, 1]} is entirely contained in A.
Definition 10. A point x ∈ Rn is called a convex combination of a finite set of points {x1, . . . , xk}
if there exists a vector λ ∈ Rk+ so that x =
∑k
i=1 λix
i and
∑k
i=1 λi = 1.
Definition 11. The convex hull of a set S ⊆ Rn is the set of all convex combinations of finitely
many points in S and will be denoted by conv(S).
Definition 12. A nonempty set C ⊆ Rn is a convex cone if x, y ∈ C implies µ(x + y) ∈ C for
all µ ∈ R+, i.e., C is closed under nonnegative multiplication and addition. The cone generated
by a set S of vectors is cone(S) =
{
λ1s
1 + . . .+ λks
k : k ∈ N, λ1, . . . , λk ≥ 0, s1, . . . , sk ∈ S
}
. In
particular, this is the smallest cone containing S. A convex cone C is pointed if C ∩ (−C) = {0}.
Definition 13. For two discrete sets A and B with A ⊆ B, the incidence vector or characteristic
vector of A with respect to B is a vector χA ∈ {0, 1}|B| with
χAa =
{
1 if a ∈ A,
0 if a ∈ B \A .
Polyhedra can be looked at in different ways. We will start with a first definition and work
our way through to another equivalent representation. On the way, we will learn about valid
inequalities and facets.
Definition 14. A polyhedron P ⊆ Rn is the set of points satisfying a finite number of linear
inequalities, i.e., P = {x ∈ Rn : Ax ≤ b}, where A is the system matrix and b the right-hand side
of the linear inequality system. A bounded polyhedron is called a polytope.
It will be of importance to know about the dimension of a polyhedron.
Definition 15. The dimension of a polyhedron P ⊆ Rn is k if the maximal number of affinely
independent points in P is k + 1. It will be denoted by dim(P ). If dim(P ) = n, then P is called
full-dimensional.
Given a polyhedron, for instance, but not necessarily, via a system of linear inequalities like in
Definition 14, one often likes to know, which inequalities are needed to fully describe the polyhe-
dron. A first step towards answering this question are valid inequalities.
Definition 16. An inequality πTx ≤ π0 is called a valid inequality for the polyhedron P if πTx ≤
π0 for all x ∈ P . If there are points x ∈ P so that πTx = π0, the valid inequality is said to support
P . One also often says that the inequality is tight for these points or that these points define roots
of the inequality.
In general, there are infinitely many valid inequalities for a polyhedron. Clearly, the more
useful ones are the supporting inequalities. The hyperplane corresponding to a valid inequality
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that does not support the polyhedron can be shifted towards the polyhedron by decreasing the
right-hand side of the inequality until it becomes a supporting inequality. However, in general this
is not enough to single out those inequalities that are necessary to fully describe the polyhedron.
A more thorough investigation of the supporting inequalities is needed.
Definition 17. A set F ⊆ Rn defines a face of the polytope P if F = {x ∈ P : πTx = π0} for a
valid inequality πTx ≤ π0 of P . We also say that the inequality πTx ≤ π0 represents, defines or
induces the face F . Again, we frequently call the points contained in the face roots of the face. A
face F is called a facet of P if dim(F ) = dim(P )− 1.
It can be shown that those inequalities that define facets of P are necessary to describe P
(one inequality for each facet) and all inequalities that induce faces of P of lower dimension than
dim(P ) − 1 are not required for the description of P . If P is full-dimensional, the facets are also
sufficient to describe P . Otherwise, we additionally need those equalities that restrict P to an
affine subspace.
For a full-dimensional polyhedron P , the geometric interpretation is the following: Once we
have shifted a valid inequality of P to become a supporting inequality, it will single out a face of P .
If this face is a facet, we have found an inequality that is (up to multiplication with a nonnegative
scalar) unique and that is necessary in the description of P . If the face is not yet a facet, then
we can tilt the corresponding hyperplane so that it still contains the face, but eventually gets hold
of more points of the polytope and in this way meets a face of higher dimension. The described
shifting and tilting of the hyperplane towards the polyhedron is usually called strengthening of the
inequality.
Above we had promised a different view of polyhedra and polytopes. To this end, we need the
notion of extreme points and extreme rays:
Definition 18. Assume rank(A) = n. A point x of a polyhedron P = {x : Ax ≤ b} is called an
extreme point or vertex of P if there do not exist x1, x2 ∈ P , x1 6= x2, so that x = 12x1 + 12x2. A
vector r ∈ Rn is called a ray of a nonempty polyhedron P if 0 6= r ∈ P0 := {v ∈ Rn : Av ≤ 0}. A
ray r of P is an extreme ray if there do not exist rays r1, r2 ∈ P0 with r1 6= λr2 for any λ ∈ R1+
so that r = 12r
1 + 12r
2.
It can be shown that the extreme points of a polyhedron correspond to its faces of dimension
zero. Rays are directions in which one can move from any point of the polyhedron with an arbitrary
nonnegative step length without leaving the polyhedron. Polytopes have no rays, because they are
bounded. The following result is due to Minkowski and Weyl.
Theorem 19 ([104]). A set P ⊆ Rn is a polyhedron if and only if there are finite sets S,R ∈ Rn
so that P = conv(S) + cone(R).
If, in addition, R = ∅, the polyhedron P is a polytope. Thus, a polytope can also be defined
as the convex hull of a finite set of points S. This will be the case for all polytopes that we study
within this chapter. In our case, the points of the set S will correspond to so-called characteristic
vectors of individual solutions of a certain combinatorial problem at hand.
We can now explain an approach for solving combinatorial problems, known as cutting plane
approach. Often, a first step is the formulation of the combinatorial optimisation problem as a
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binary programme (or more general an integer programme), i.e., a linear programme, where all
variables are restricted to the values 0 or 1.
(BP) max {cx : x ∈ P ∩ {0, 1}n} . (2.1)
The binary restrictions x ∈ {0, 1}n model the fact that one is only interested in solutions corre-
sponding to characteristic vectors, while the linear constraints x ∈ P take care of excluding those
characteristic vectors from the feasible set that do not obey the combinatorial restrictions of the
problem. In general, binary programming is NP-complete [104], i.e., unless P = NP , there is no
algorithm requiring polynomial time and storage space to solve (BP) for P .
The feasible solutions of (BP) describe a discrete set S in Rn. Its convex hull conv(S) is a
polytope. Suppose that it is possible to determine the set I of linear inequalities that are needed
to completely describe conv(S). We could solve the combinatorial problem by maximising the
linear objective of (BP) in Rn subject to linear inequalities in I. Thus, we would have to solve a
linear programme that is a relaxation of (BP). If there are only polynomially many inequalities in I
and we can store them in polynomial space, the whole approach is in P , since linear programming
is in P , which was shown by means of the ellipsoid algorithm (see, e.g., [60]).
In case there are exponentially many inequalities in I, we could start by solving the linear
programme x∗ = max{cTx : x ∈ [0, 1]n}. Then, we need to determine an inequality of I that is
violated by x∗, a problem usually called the exact separation problem (see Definition 92). We add
this inequality, which is also called a cutting plane, to the linear programme and solve it again. We
iterate the two steps of solving the linear programme and separating maximally violated inequalities
until there is no violated inequality left in I. At this point, we have found an optimal solution of
(BP). Using the ellipsoid method, Gro¨tschel, Lova´sz and Schrijver showed that a similar approach
is in P if the separation problem is in P . The result is known as the equivalence of optimisation
and separation [60].
An example, for which such an approach leads to a polynomial solution algorithm, is the
maximum cut problem for graphs that do not have a K5-minor, where K5 is the complete graph
on five nodes. It was shown that in this case conv(S) is completely described by the so-called
odd cycle inequalities and that they are separable in polynomial time [11, 38] (see Section 2.10.5).
Thus, the maximum cut problem on graphs without K5-minor is in P . The maximum cut problem
on general graphs, however, is NP-complete. Unless P = NP , this implies that there cannot be
a polynomial time separation oracle for all facet-defining inequalities of the polytope associated to
the maximum cut problem. Thus, it is highly unlikely that a general combinatorial optimisation
problem can be solved in polynomial time using the cutting plane approach. Still, this approach
has proved useful in practice also for NP-complete problems.
2.2 The Polytopes
We are now able to formally define the polytopes of our interest and discuss their interrelation.
As before, we assume that a simple undirected graph G = (V,E) with V = {1, . . . , n}, E ⊆
{{i, j} : i, j ∈ V, i < j}, vertex weights fv ∈ N0 for all v ∈ V and a cluster capacity F ∈ N0 is
given. Feasible solutions to all partitioning problems that we have defined in Sections 1.1 and 1.2
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consist of a subset of the edge set, namely a cut or a multicut. Therefore, they can be expressed
with incidence vectors or characteristic vectors. It is now straightforward to define the polytopes
associated with the partitioning problems.
Definition 20. The polytope associated with the minimum bisection problem on the graph G =
(V,E) with vertex weights fv ∈ N0 for v ∈ V and cluster capacity F ∈ N0 is
PB(G, f, F ) := conv
{
y ∈ R|E| : y = χδF (S), δF (S) a bisection cut in G
}
(2.2)
and is called the bisection cut polytope.
Definition 21. The polytope associated with the minimum equipartitioning problem on the graph
G = (V,E) with vertex weights fv = 1 for v ∈ V and cluster capacity F =
⌈
1
2f(V )
⌉
is
PE(G, f, F ) := conv
{
y ∈ R|E| : y = χδF (S), δF (S) a bisection cut in G
}
(2.3)
and is called the equipartition polytope or equicut polytope.
Definition 22. The polytope associated with the maximum cut problem on the graph G = (V,E)
is
PC(G) := conv
{
y ∈ R|E| : y = χδ(S), δ(S) a cut in G
}
(2.4)
and is called the cut polytope.
Definition 23. The polytope associated with the minimum node capacitated graph partitioning
problem on the graph G = (V,E) with vertex weights fv ∈ N0 for v ∈ V , cluster capacity F ∈ N0
and number of clusters K is
PKM (G, f, F ) := conv
{
y ∈ R|E| : y = χδF (S1,...,SK), δF (S1, . . . , SK) a (K,F)-multicut in G
}
(2.5)
and is called the (K,F )-partition polytope.
We will write PB, PE, PC and P
K
M without arguments if they are clear from the context. The
relations between these four polytopes can be summarised as follows:
Proposition 24. Let FB ∈ N0, FE =
⌈
1
2f(V )
⌉
and FM ∈ N0 be the cluster capacities of (MB),
(ME) and (MNCGP), respectively. Then we have:
1. PB = ∅ if FB < 12f(V ) and PKM = ∅ if FM < 1K f(V ). Furthermore, PE 6= ∅ and PC 6= ∅ for
all instances of the associated problems if |E| > 0.
2. PB ⊆ PC, and if F ≥ f(V ), then PB = PC.
3. Let fv = 1 for all v ∈ V . If FE ≥ FB , then PE ⊇ PB. If FE ≤ FB , then PE ⊆ PB.
4. Let FB = FM . Then PB = P
K
M if K = 2 and PB ⊆ PKM if K ≥ 2.
Proof. Note that cuts and multicuts of G = (V,E) are encoded as characteristic vectors of
dimension |E|, therefore, PB, PC, PE and PKM live in conv
({0, 1}|E|), and the dimension is at most
|E|.
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ad 1: (MNCGP)for K ≥ 2 has no feasible solution if the total capacity of the K clusters is less
than f(V ). This is the case for FM <
1
K
f(V ), thus, PKM = ∅. (MB) is equivalent to (MNCGP)for
K = 2, so the result for PB follows from the result for P
K
M . FE is chosen so that there is always
a feasible bisection of the node set and a corresponding bisection cut. Finally, (MC) is always
feasible, because there is no capacity restriction at all.
ad 2: PC is the convex hull of all cuts of G. If FB ≥ f(V ), the capacity restriction of (MB)
does not exclude any cut of G, thus, PB = PC. If G is the complete graph and FB < f(V ), the
empty cut is not feasible for (MB). This proves that PB ⊂ PC is possible.
ad 3: Let fv = 1 for all v ∈ V . Then (MB) and (ME) are equivalent for FE = FB , thus,
PE = PB. For FE > FB (FE < FB), the capacity restriction of (MB) is more (less) restrictive than
the one of (ME), so it may exclude feasible cuts for (ME) ((MB)) from the solution set of (MB)
((ME)). Thus, PE ⊇ PB (PE ⊆ PB).
ad 4: Let FB = FM . If K = 2, (MB) and (MNCGP) are equivalent, since only those multicuts
that are also cuts are feasible for (MNCGP), thus, PB = P
K
M . If K > 2, (K,FM )-multicuts that
partition V into more than two nonempty clusters are feasible for (MNCGP), but not for (MB),
thus, PB ⊆ PKM . 
Finally, we define the knapsack polytope, which plays a fundamental role in some of the in-
equalities that are already known or will be derived for PB.
Definition 25 (v. [124]). For a graph G = (V,E) with vertex weights fv ∈ N0 for v ∈ V and a
cluster capacity F ∈ N0,
PK(G, f, F ) := conv
{
x ∈ {0, 1}|V | :
∑
v∈V
fvxv ≤ F
}
(2.6)
is called the knapsack polytope.
We will write PK without arguments if they are clear from the context.
2.3 A Binary Programming Formulation of (MB)
We will follow the concept of formulating a combinatorial problem as an integer or binary pro-
gramme (as outlined in Section 2.1). The binary programming formulation for (MB) given below
is based on a binary programming formulation for (MNCGP), which can be found in [42]. We
introduce variables zki for each node i ∈ V and each cluster k = 1, 2 and variables yij for each edge
ij ∈ E. zki is set to 1 if node i is in cluster k and 0 otherwise. Variable yij is set to 1 if edge ij is
in the cut, i.e., i and j are not in the same cluster, and 0 otherwise. Then (MB) can be written as
(MB1)
min
∑
e∈E
weye
s.t. z1i + z
2
i = 1 ∀i ∈ V∑
i∈V
fiz
k
i ≤ F k = 1, 2
yij ≥ z1i − z1j
yij ≥ z1j − z1i
}
∀ij ∈ E
yij ∈ {0, 1} ∀ij ∈ E
zki ∈ {0, 1} ∀i ∈ V, k = 1, 2 .
(2.7)
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The first constraints ensure that each node i is packed into exactly one cluster k. The second
constraints enforce the capacity restriction on each cluster k. The third and fourth constraints
transmit for each edge ij ∈ E the values of variables z1i and z1j to the edge variable yij in the sense
that yij = 1 iff z
1
i 6= z1j . The fifth and sixth constraints are the binary restrictions on the variables.
Noting that the variables zki do not appear in the objective function we can consider the model
(MB2)
min
∑
e∈E
weye
s.t. y ∈ YMB1 ,
(2.8)
where YMB1 ⊆ R|E| is the projection onto the y-space of the feasible region of model (MB1).
Since any feasible solutions y of formulations (MB1) and (MB2) correspond to incidence vectors of
bisection cuts, we have PB = conv(YMB2).
2.4 Known Valid Inequalities for (MB)
To the best of our knowledge, there are no publications on valid inequalities of PB entirely devoted
to PB except [9, 49]. However, due to the already explained relations of (MB) to other graph
partitioning problems, the inequalities valid for those problems are also valid for (MB), and there
is a wealth of literature treating those.
First, we want to consider the dimension of the polytope PB. Ferreira et al. [42] give the
following result for the polytope associated with the more general (MNCGP).
Proposition 26 (v. Corollary 4.2 in [42]). Consider the problem (MNCGP) with K ≥ 2, F ≥ 2,
|V | ≤ KF − 2 on the graph G = (V,E) with fv = 1 for all v ∈ V . Then the associated polytope is
full-dimensional.
In our case, K = 2, and we assume F ≥ 2 for |V | ≥ 3 and F ∈ N. Furthermore, for a sensibly
posed problem F ≥ |V |2 . Thus, if F ≥ |V |2 + 1, we conclude from Proposition 26 that PB is full-
dimensional, i.e., dim (PB) = |E|. For integral F , the restriction F ≥ |V |2 + 1 is equivalent to
F ≥
⌈
|V |
2
⌉
+ 1. In the remaining case F =
⌈
|V |
2
⌉
, (MB) is the equipartition problem considered
by Conforti, Rao and Sassano [31], and PB is equivalent to the equipartition polytope, for which
there are the following two results.
Proposition 27 (v. Lemma 3.6 in [31]). The equipartition polytope for G = (V,E) with |V | odd
and fv = 1 for all v ∈ V is full-dimensional if and only if G is not the complete graph.
Proposition 28 (v. Lemma 3.7 in [31]). The equipartition polytope for G = (V,E) with |V | even
and fv = 1 for all v ∈ V has dimension |E| − q, where q counts the number of bipartite connected
components in the complementary graph G¯ of G.
Before we treat the known or newly developed inequalities used in our branch-and-cut approach
in more detail, we want to look at the combinatorial background used to derive the remaining ones
and recapitulate known results on facets. Due to the complexity of the investigations, most of
these results were “only” derived for problems with fv = 1 for all v ∈ V .
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As a bisection cut has two properties, namely being a cut and fulfilling the capacity restriction
on the two clusters, the combinatorial ideas behind valid inequalities for PB are also twofold. On
the one hand, one tries to cut off binary points in conv
({0, 1}|E|) that do not correspond to cuts,
on the other hand, binary points that cannot fulfil the capacity restriction.
Let us at first consider the issue of cut definition. We have shown that the cut polytope PC
contains PB, thus, all inequalities valid for PC are also valid for PB. A class of valid inequalities for
PC, which are closely connected to the new bisection knapsack walk inequalities for PB presented
later, are the odd cycle inequalities [13].
Proposition 29 (Odd cycle inequalities [13]). For a cycle C ⊆ E of G = (V,E) and a subset
U ⊆ C with |U | odd, the odd cycle inequality
∑
e∈C\U
ye −
∑
e∈U
ye ≥ 1− |U | . (2.9)
is valid for PC and hence for PB. If |C| = 3, the odd cycle inequality is called triangle inequality.
Barahona showed that the odd cycle inequalities completely describe the cut polytope on graphs
that do not contain a K5-minor [11, 38]. Moreover, Barahona and Mahjoub gave a polynomial
algorithm to separate odd cycle inequalities (see Section 2.10.5). We know that the maximum cut
problem, in its decision version, is an NP-complete problem [52], thus, by the already mentioned
equivalence of optimisation and separation, there must be more valid inequalities defining facets of
PC. Indeed, there are. An extensive overview of valid and often facet defining inequalities is given
by Deza and Laurent in [38], including gap inequalities, negative type inequalities, hypermetric
inequalities, clique inequalities, triangle inequalities, clique-web inequalities, suspended tree inequal-
ities, path-block-cycle inequalities, circulant inequalities, and parachute inequalities. Before we can
display a selection of these, we need to learn about a remarkable property of the cut polytope for
the complete graph K|V |, denoted by PC
(
K|V |
)
.
Proposition 30 ([38]). Given w ∈ R(|V |2 ), w0 ∈ R and a cut δ(S) in K|V |, let wδ(S) ∈ R(
|V |
2 ) be
defined via w
δ(S)
ij :=
{
−wij if ij ∈ δ(S)
wij if ij /∈ δ(S)
. Then the following two assertions are equivalent.
1. The inequality wT y ≤ w0 is valid or facet inducing for PC
(
K|V |
)
, respectively.
2. The inequality
(
wδ(S)
)T
y ≤ w0 − wTχδ(S) is valid or facet inducing for PC
(
K|V |
)
, respec-
tively.
The transformation, which is applied to the inequality wT y ≤ w0, is called switching by the cut
δ(S). Furthermore, we need to know a related polyhedron, called the cut cone.
Definition 31. Let δ(S) denote the cut defined by S ⊆ V in the complete graph K|V |. Then we
define the cone generated by all cuts in K|V | as
CC
(
K|V |
)
:=


∑
S⊆V
λSχ
δ(S) : λS ∈ R+

 (2.10)
and call it the cut cone.
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The cut cone CC
(
K|V |
)
and the cut polytope PC
(
K|V |
)
on the complete graph K|V | have the
following relation.
Proposition 32 ([38]). Suppose that
CC
(
K|V |
)
=
{
y ∈ R(|V |2 ) : wTi y ≤ 0 for i = 1, . . . ,m
}
. (2.11)
Then
PC
(
K|V |
)
=
{
y ∈ R(|V |2 ) : (wδ(S)i )T y ≤ −wTi χδ(S) for i = 1, . . . ,m ∧ S ⊆ V
}
. (2.12)
The consequence of this result is that in order to describe all facets of PC
(
K|V |
)
, one “only”
has to state all facets of CC
(
K|V |
)
. Let us look at a simple example:
Example 33. Consider the complete graph on three nodes K3. It is easy to see that the cut cone
CC (K3) is completely described by the triangle inequalities
−y12 − y13 + y23 ≤ 0
−y12 + y13 − y23 ≤ 0
+y12 − y13 − y23 ≤ 0 .
(2.13)
Each of these facets contains three of the four different possible cuts in K3, e.g. −y12−y13+y23 ≤ 0
is tight for (0, 0, 0)T , (0, 1, 1)T and (1, 0, 1)T . If we switch one of the inequalities by (0, 0, 0)T ,
we do not change it, whereas a switch by one of the nonzero roots results in one of the other two
inequalities. Finally, a switch by the remaining cut that is not a root of the inequality, e.g. (1, 1, 0)T
for −y12 − y13 + y23 ≤ 0, results in a fourth inequality
+y12 + y13 + y23 ≤ 2 (2.14)
which is not valid for the cone CC (K3), but facet inducing for the polytope PC (K3). This behaviour
is in fact true in general. The cut cone, as any other cone, only has homogeneous facets. Switching
such a facet by a cut corresponding to one of its roots results in another facet of the cut cone.
However, switching by a cut not corresponding to a root results in a nonhomogeneous inequality,
which defines a facet of the cut polytope.
Now, we are prepared to turn to an extensive class of valid inequalities for CC
(
K|V |
)
and
PC
(
K|V |
)
.
Proposition 34 (Gap inequalities [38]). For b ∈ Z|V |, let the so-called gap of b be defined as
γ(b) := minS⊆V |b(S)− b(V \ S)|. Then the gap inequality
∑
1≤i<j≤|V |
bibjyij ≤ 1
4
(
b(V )2 − γ(b)2) (2.15)
is valid for CC
(
K|V |
)
.
Note that γ(b) ≤ b(V ), γ(b) = 1 if b(V ) = 1, and γ(b) = 0 if b(V ) = 0. For γ(b) ≥ 2,
the gap inequalities are difficult to study, and, following [38], the question, whether there are
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inequalities among them that define facets of the cut polytope, is still open. In case b(V ) = 1, the
gap inequalities are called hypermetric inequalities, and for b(V ) = 0, they are known as negative
type inequalities [38]. Both inequalities have a right-hand side of zero, i.e., they actually differ
in the signs of the left-hand side coefficients. Negative type inequalities never define facets of
CC(K|V |), because they are implied by the hypermetric inequalities. There are, on the other hand,
several subclasses of hypermetric inequalities that have been shown to define facets of CC(K|V |).
Among them, there are all pure hypermetric inequalities that are hypermetric inequalities with
the restriction of bv ∈ {−1, 0, 1} for all v ∈ V . They have an odd number of nonzero entries1 in
b and are also a subclass of the clique inequalities2. The facet result for these hypermetric clique
inequalities is a consequence of the work of Barahona, Gro¨tschel and Mahjoub in [12]. Note that
pure hypermetric inequalities with three nonzero entries in b are the triangle inequalities.
The complexity of the separation of general hypermetric inequalities (and, therefore, also for
gap inequalities) is not fully investigated, yet partial results indicate that the problem is hard [38].
In contrast to that, negative type inequalities can be separated in polynomial time, because the
negative type cone on K|V | is in one-to-one correspondence to the positive semidefinite cone of
dimension |V | − 1 using the so-called covariance mapping ξ(y) = X defined by Xii := yi|V | for
i = 1, . . . , |V | − 1 and by Xij := 12 (yi|V | + yj|V | − yij) for i 6= j = 1, . . . , |V | − 1 (see [38] for details
on the mapping). Thus, separation of the negative type inequalities amounts to check a matrix for
positive semidefiniteness, which can be done in polynomial time (see, e.g., [65]). The separation of
triangle inequalities is in P , in fact, complete enumeration only amounts to check (|V |3 ) different
inequalities.
Let us now consider the second criterion for a feasible binary point, namely the capacity re-
striction. Many of the valid inequalities for (MB) are build on a subgraph G¯ =
(
V¯ , E¯
)
with the
node set V¯ forming a cover or minimal cover.
Definition 35. For G = (V,E) with node weights fv ∈ N0 for all v ∈ V , a subset V¯ ⊆ V forms a
cover if f
(
V¯
)
> F , and a minimal cover if f
(
V¯ \ v) ≤ F for all v ∈ V¯ .
The idea is to search for a subgraph connecting all nodes of the cover and to conclude that
at least one of its edges has to be cut, because not all nodes of the cover can be packed into one
cluster. The resulting inequalities differ in the choice of the subgraph and in the inference of how
many edges have to be cut by analysing the connectedness of the chosen subgraph.
Definition 36. A graph is k-connected if at least k edges have to be removed to disconnect it.
The most general 1-edge connected graph is a tree, so a cover on a tree forces us to cut at least
one edge.
Proposition 37 (Tree inequality [31]). If the subgraph G¯ =
(
V¯ , E¯
)
is a tree and V¯ is a cover,
then the tree inequality ∑
e∈E¯
ye ≥ 1 (2.16)
is valid for PB.
1Otherwise, b(V ) 6= 1, so they would not be hypermetric.
2The number of nonzero entries in b is equal to the size of the clique. There are also clique inequalities defined
on cliques of even cardinality, but they are not hypermetric and do not define facets.
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The separation problem of tree inequalities is NP-hard [36]. Heuristic separation routines for
the tree inequalities have to consider two contradicting objectives: On the one hand, the left-hand
side of the equation shall be smaller than one, on the other hand, the nodes of the tree shall form
a cover. So, the first objective prefers small trees, while the second objective seeks large trees.
Starting from an initial tree that does not yet give rise to a violated tree inequality, further nodes
are included in a greedy way, while balancing these two objectives. Readers interested in details
of the heuristics should consult [36, 43].
It can be shown that a graph is 2-edge connected if and only if it has an ear-decomposition
(see, e.g., Theorem 15.17 in [117]).
Definition 38 (v., e.g., [42]). For a graph G = (V,E), a decomposition is called ear-decomposition
if G = G[C] ∪ P1 ∪ . . . ∪ Pr for a cycle C and paths P1, . . . , Pr so that the end nodes of each path
Pi+1, i = 1, . . . , r − 1, belong to G[C] ∪ P1 ∪ . . . ∪ Pi, but the inner nodes of Pi+1 do not.
Proposition 39 (Cycle with ear inequality [42]). If the subgraph G¯ =
(
V¯ , E¯
)
has an ear-
decomposition and V¯ is a cover, then the cycle with ear inequality
∑
e∈E¯
ye ≥ 2 (2.17)
is valid for PB.
The historically older cycle inequality of [32] is a special case of the cycle with ear inequality
as well as of the cycle with tails inequality based on a cycle with tails decomposition.
Definition 40. For a connected graph G = (V,E), a decomposition is called cycle with tails
decomposition if G = G[C]∪P1 ∪ . . .∪Pr for a cycle C and paths P1, . . . , Pr so that one end node
of each path Pi, i = 1, . . . , r, belongs to G[C], all other nodes of Pi do not belong to G[C] and any
two paths Pi and Pj, i 6= j, i, j ∈ {1, . . . , r}, have at most the node in common that connects them
to G[C].
Proposition 41 (Cycle with tails inequality [42]). Let a subgraph G¯ =
(
V¯ , E¯
)
have a cycle with
tails decomposition, where C¯ denotes the cycle. If V¯ is a cover, then the cycle with tails inequality
∑
e∈C¯
ye + 2
∑
e∈E¯\C¯
ye ≥ 2 (2.18)
is valid for PB.
Fu¨genschuh discovered a possible strengthening of the inequality: If there are tails with a
common end node on the subgraph induced by the cycle so that we have to cut at least one of
them, because their mutual node set already forms a cover, and it is also not sufficient to cut in
only one of them but nowhere else in the decomposition, then the right-hand side can be increased
to four. She also gives examples of strengthened cycle with tails inequalities defining facets of
PB [49].
Similarly to the separation problem of tree inequalities, the separation problem of cycle inequal-
ities is NP-hard [36]. This suggests that the separation problems for cycle with ear inequalities
and cycle with tails inequalities are NP-hard as well. We refer again to [36, 43] for details on
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heuristic separation routines for cycle (with ear) inequalities. A heuristic for the separation of
strengthened cycle with tail inequalities (see Section 2.9) is described by Fu¨genschuh in [49].
Another inequality using a cover as the underlying node set is the star inequality. In the
literature, several inequalities called star inequalities are mentioned. For the equipartition polytope
with an odd number of nodes and node weights fv = 1 for all v ∈ V , Conforti et al. [31] assume
that a node r is adjacent to all other nodes of G and they define the star inequalities so that they
ensure that at least
⌊
1
2 |V |
⌋
and at most
⌊
1
2 |V |
⌋
+ 1 nodes are separated from r by the cut. One
can say equivalently that the cluster containing r should be packed with at most
⌊
1
2 |V |
⌋
+ 1 and
at least
⌊
1
2 |V |
⌋
nodes.
Proposition 42 (Star inequalities for equicut [31]). If for G = (V,E), with fv = 1 for all v ∈ V
and |V | odd, a node r ∈ V is adjacent to all nodes v ∈ V \ {r}, then the star inequalities
∑
v∈V \{r}
yrv ≥
⌊
1
2
|V |
⌋
(2.19)
and ∑
v∈V \{r}
yrv ≤
⌊
1
2
|V |
⌋
+ 1 (2.20)
are valid for PE.
Conforti et al. show that for |V | odd, the star inequalities define facets of the equipartition
polytope PE if and only if the complementary graph of the subgraph of G induced by V \ {r} has
no connected bipartite component (v. Theorems 4.4 and 4.5 in [31]).
For |V | even, the right-hand side of (2.20) would have to be set to ⌊12 |V |⌋, implying∑
v∈V \{r} yrv =
1
2 |V |, thus, the equipartition polytope cannot be full-dimensional. This is con-
firmed by Proposition 28, since node r forms a connected bipartite component in the complemen-
tary graph G¯ of G.
Ferreira et al. [42] apply the star inequalities to (MNCGP) with fv = 1 for all v ∈ V and
present them as a strengthening of the tree inequality given above.
Proposition 43 (Star inequalities for equal weighted (MNCGP) [42]). If for G = (V,E), with
fv = 1 for all v ∈ V , the subgraph G¯ =
(
V¯ , E¯
)
connecting the nodes of a cover V¯ ⊆ V is a star,
then the star inequality ∑
e∈E¯
ye ≥
∣∣V¯ ∣∣− F (2.21)
is valid for PKM .
Note that there is no analogous inequality to (2.20), since it would not be valid for (MNCGP)
with more than two clusters. Ferreira et al. look closer at the case of (MNCGP) with the number
K of clusters equal to |V |. They show that in this case the star inequality (2.21) defines a facet of
the polytope associated with (MNCGP) if
∣∣V¯ ∣∣ ≥ F + 2, or if ∣∣V¯ ∣∣ = F + 1 and (only if) there is no
triangle in G containing the centre node of the star (v. Proposition 5.1 in [42]).
Let us use the same combinatorial idea to write down star inequalities for (MB) with general
node weights fv.
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Definition 44 (Star inequalities for (MB)). If for G = (V,E), with fv ∈ N0 for all v ∈ V , the
subgraph G¯ =
(
V¯ , E¯
)
forms a star with centre node r, and if V¯ ⊆ V is a cover, we define the star
inequalities ∑
v∈V¯ \{r}
fvyrv ≥ f
(
V¯
)− F (2.22)
and ∑
v∈V¯ \{r}
fvyrv ≤ F . (2.23)
Proposition 45. The star inequalities (2.22) and (2.23) are valid for the polytope PB.
We do not prove Proposition 45 here, because the star inequality (2.22) is a special case of
the odd bisection knapsack walk inequality and the star inequality (2.23) is a special case of the
knapsack tree inequality and the even bisection knapsack walk inequality. These more general
inequalities will be introduced later.
The propositions above should give the reader an idea of the resulting inequalities using covers
as the underlying node sets. The constructions of the connecting edge sets can become much more
involved, but the basic idea described above is common to all of them, so we will only summarise,
but not formally define the resulting inequalities:
• De Souza presented the suspended tree inequalities for the equicut polytope on the complete
graph with an odd number of nodes [36, 37]. They are constructed on a subgraph forming a
tree and an additional node connected to some nodes of the tree, so that the tree nodes and
the additional node form a cover. Conditions on facet definition are given.
• Ferreira et al. strengthened the cycle with ear inequalities by looking at nondegenerate ear-
decompositions, i.e., the two end nodes of each path are distinct, and using an associated
set of additional chords connecting such end nodes [42]. The strengthened cycle with ear
inequalities define facets for PB(K|V |) if V¯ is a minimal cover. Ferreira et al. also observe that
suspended tree inequalities are a special case of the strengthened cycle with ear inequalities.
Furthermore, they give separation heuristics in [43].
• Finally, de Souza introduced the so-called path block cycle inequalities for the equicut polytope
with an odd number of nodes and the cut polytope [36, 37]. They represent a rather involved
generalisation of the cycle inequalities. Necessary conditions for path block cycle facets of the
equicut polytope as well as of the cut polytope were also given. The separation problem of
path block cycle inequalities is believed to be hard. For this reason, de Souza gave a heuristic
procedure to solve it [36]. Later, Ferreira et al. applied the path block cycle inequalities to
the (K,F )-partition polytope [42].
The inequalities that we have shown so far did not employ specific node weights. This is
different for the knapsack tree inequality, which we will specialise and improve in the remainder of
this chapter. First, we recall its definition for (MNCGP) from [42] and prove its validity for (MB).
Definition 46 (Knapsack tree inequality [42]). Let
∑
v∈V
avxv ≤ a0 (2.24)
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be a valid inequality for the knapsack polytope PK with av ≥ 0 for all v ∈ V . For a fixed node
r ∈ V and a subtree (T,ET ) of G rooted at r, we define the knapsack tree inequality
∑
v∈T
av
(
1−
∑
e∈Prv
ye
)
≤ a0, (2.25)
where, for each v ∈ T , the edge set of the path joining node v to root r in (T,ET ) is denoted by
Prv.
If (T,ET ) is a star rooted at r, i.e., ET = {{r, t} : t ∈ T, t 6= r}, then we call the inequal-
ity (2.25) knapsack star inequality.
In general, there is an exponential number of these knapsack tree inequalities, since for each
combination of a valid knapsack inequality with a choice of a rooted tree, there is one knapsack
tree inequality.
Proposition 47. [42] The knapsack tree inequality (2.25) is valid for the polytope PB.
We will also not prove this proposition, because the knapsack star inequality is a special case
of the bisection knapsack walk inequality, which we will introduce later.
It will be useful to write the inequality (2.25) in the form
∑
e∈ET
( ∑
v:e∈Prv
av
)
ye ≥
∑
v∈T
av − a0 . (2.26)
The term on the right-hand side may be interpreted as the excess if all vertices v ∈ T are packed
into the cluster containing the root node r, while we are only allowed to pack a total weight of a0.
The left-hand side has to compensate for this, i.e., it has to force some edges into the cut so that not
all vertices are placed into the same cluster as the current root. The rewritten form (2.25) makes it
easy to see the equivalence of the knapsack star inequality (with av = fv for all v ∈ V and a0 = F )
and the star inequality (2.22). Furthermore, we can use reformulation (2.25) to apply a folklore
approach to strengthen coefficients in general binary programs. The resulting inequality (2.30) will
be called truncated knapsack tree inequality.
Lemma 48. Let S ∈ {0, 1}|E|, P = conv(S) and
∑
e∈E
αeye ≥ α0 (2.27)
an inequality valid for P . Define
α˜e := min
{
αe,max
{
0, α0 −
∑
e∈E:αe<0
αe
}}
. (2.28)
Then the strengthened inequality ∑
e∈E
α˜eye ≥ α0 (2.29)
is valid for P , too.
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Proof. Let y¯ ∈ P ∩ {0, 1}|E|. If ye = 0 for all e ∈ {e : α˜e 6= αe}, then y also satisfies (2.29).
Otherwise, ye¯ = 1 for at least one α˜e¯ 6= αe¯. Then
∑
e∈E
α˜eye − α0 =
∑
e∈E:α˜e≥0
α˜eye +
∑
e∈E:α˜e<0
α˜eye − α0
≥ α˜e¯ −
(
α0 −
∑
e∈E:αe<0
αe
)
= max
{
0, α0 −
∑
e∈E:αe<0
αe
}
−
(
α0 −
∑
e∈E:αe<0
αe
)
≥ 0 .
Remark 49. Note that Lemma 48 applied to the reformulated knapsack tree inequality (2.26) for
(MB) yields ∑
e∈ET
min
{ ∑
v:e∈Prv
av,
∑
v∈T
av − a0
}
ye ≥
∑
v∈T
av − a0. (2.30)
which is the same as the first case proposed in Proposition 3.12 of [42] applied to the knapsack tree
inequality for (MNCGP). For (MNCGP), those authors also proposed a second case of strengthen-
ing, namely (in our notation) to reduce αe to a0. However, for any well posed (MB), this second
case will never apply; we always have α0 =
∑
v∈T av − a0 ≤ a0, since a0 ≥ 12
∑
v∈V av.
2.5 Minimum Root Strengthening of Truncated Knapsack
Tree Inequalities
In this section, we summarise a result for truncated knapsack tree inequalities presented by Arm-
bruster, Fu¨genschuh, Helmberg and Martin in [9, 49]. It shows that given a truncated knapsack
tree inequality (2.30), a potentially stronger truncated knapsack tree inequality on the same tree
can be derived by moving the root node on the tree. This procedure is called minimum root
strengthening. Using this strengthening, we will be able to identify the strongest truncated knap-
sack tree inequalities on a given tree with respect to a given y ∈ PB and a given valid inequality
for the knapsack polytope.
Let a knapsack tree inequality in the form (2.26) be defined on a tree (T,ET ) rooted at some
node r. The replacement of r by another node r¯ from T changes the paths Prv to Pr¯v for all nodes
v ∈ T . Subsequently the coefficients of the edge variables ye for e ∈ ET may change. We will
demonstrate this by the following example.
Example 50. Let the graph of Figure 2.1 be given. Consider the knapsack inequality
∑
v∈V zv ≤ 4,
i.e., av = 1 for all v ∈ V and a0 = 4. Choose the root node r = 3 as in the upper graphs. The
knapsack tree inequality (2.26) is
y13 + y23 + 5y34 + 4y45 + 3y56 + y67 + y68 ≥ 8− 4 = 4 .
Observe that the coefficient of each edge variable counts the number of nodes whose paths use
this edge (compare the upper left graph to see the paths and the upper right graph to see the edge
coefficients). Now, consider choosing root node r¯ = 4, instead of r = 3, as in the lower graphs.
27
We see that the paths, as well as the edge coefficients, change. The new knapsack tree inequality is
y13 + y23 + 3y34 + 4y45 + 3y56 + y67 + y68 ≥ 4 .
It is stronger than the one for root node r = 3, because the right-hand side remained unchanged
and one coefficient of the left-hand could be reduced. In fact, moving the root along an edge only
effects the coefficient of this edge, while all other edge coefficients remain unchanged.
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Figure 2.1: Minimum root strengthening of knapsack tree inequalities
It can be shown that the strongest inequality is achieved if r corresponds to a sort of equilibrium
with respect to the cumulated node weights on the paths to r. The result was derived for knapsack
tree inequalities in their truncated form (2.30). To emphasise that the coefficients in (2.30) depend
on the root node r, we introduce the notation
α0 :=
∑
v∈T
av − a0, αre := min{
∑
v:e∈Prv
av, α0}, e ∈ ET , (2.31)
and consider (2.30) in the form ∑
e∈ET
αreye ≥ α0. (2.32)
Note that a change of the root of (T,ET ) leaves the right-hand side of (2.32) untouched, since
this operation does not eliminate any node of (T,ET ). The following theorem of [9] shows how to
select r so that the best possible reduction of the coefficients and, therefore, the strongest truncated
knapsack tree inequality for a given tree can be achieved.
Theorem 51. [9] Let (T,ET ) be a tree in G. The strongest truncated knapsack tree inequality
defined on (T,ET ), using a fixed valid inequality for the knapsack polytope PK, is obtained for a
root r ∈ R := Argminv∈T
∑
e∈ET α
v
e . That means, if r ∈ R, then
∑
e∈ET
αseye ≥
∑
e∈ET
αreye ≥ α0 (2.33)
holds for all s ∈ T and all y ∈ PB. In particular,
∑
e∈ET
αreye =
∑
e∈ET
αseye (2.34)
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holds for all r, s ∈ R and all y ∈ PB.
For the proof of Theorem 51, we refer to [9]. The elements of the set R are called minimal
roots of a given tree (T,ET ). Theorem 51 shows that all minimal roots of (T,ET ) deliver the same
truncated knapsack tree inequality. So, it is sufficient to identify one minimal root. The minimum
root strengthening starts with a given knapsack tree inequality for some root node r and checks
all adjacent nodes whether they yield a stronger inequality or not. If a neighbour s of r yields a
stronger inequality, then s becomes the new root node, and all adjacent nodes of s are checked.
Otherwise, the strongest knapsack tree inequality on the tree has been found.
For the sake of completeness, we mention that the assumption on r to be a minimal root is one
ingredient for a proof of necessary and sufficient conditions for truncated knapsack tree facets of
PB(G) in case that G = (V,E) is a tree with fv = 1 for all V . For details, we refer to [9, 49].
2.6 The Bisection Knapsack Walk Inequalities
In this section, we present new valid inequalities for the bisection cut polytope. For their intro-
duction, we have to define the notion of a multiset of edges and associated operations.
Definition 52. We define a multiset of edges M as a subset of the edge set E of a graph G with
an associated multiplicity function mM : E → N.
• We say that e ∈ E is an element of a multiset of edges A and denote this by e ∈ A if
mA(e) > 0.
• We say that a multiset of edges A is a subset of a multiset of edges B and denote this relation
by A ⊆ B if mA(e) ≤ mB(e) for all e ∈ E.
• We say that two multisets of edges A and B are equal and denote this by A = B if mA(e) =
mB(e) for all e ∈ E. Otherwise, A and B are not equal and we denote this by A 6= B.
• The union of two multisets of edges A and B is the multiset of edges A ∪B := {e ∈ E : e ∈
A ∨ e ∈ B} with mA∪B(e) := mA(e) +mB(e).
• The difference of two multisets of edges A and B is the multiset of edges A \ B := {e ∈ A :
mA\B > 0}, where mA\B(e) := max{mA(e)−mB(e), 0}.
• The cardinality of a multiset of edges A is defined as |A| :=∑e∈AmA(e).
Note that the edge set of a walk is a multiset if the walk uses at least one edge twice.
2.6.1 The Even Bisection Knapsack Walk Inequalities
In this section, we exploit the special structure of (MB) in order to derive an improved version of the
knapsack tree inequality. Note that in the case of (MNCGP) with K > 2, a path {v0, e1, v1, e2, v2}
with ye1 = ye2 = 1 does not imply any relation between nodes v0 and v2, while in the (MB) case
where K = 2, it follows from ye1 = ye2 = 1 that v0 and v2 belong to the same cluster.
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More generally, whenever there is a walk between two nodes of the graph with an even number
of edges in the cut, we know in the case of (MB) that the two end nodes of the walk have to be in
the same cluster. Therefore, we may replace the indicator term
1−
∑
e∈Prv
ye
of the knapsack tree inequality (2.25) by
1−
∑
e∈Prv\Hv
mPrv\Hv (e)ye −
∑
e∈Hv
mHv (e) (1− ye) , (2.35)
where both Prv and Hv are multisets of edges, and Hv ⊆ Prv has even cardinality. So, if y = χδ(S)
for a cut δ(S) and Prv is a multiset of edges of a walk from r to v in G with Hv = {e ∈ Prv : ye = 1}
and mPrv (e) = mHv (e) for all e ∈ Prv, then expression (2.35) is equal to one, indicating that r
and v belong to the same cluster. If, however, Hv 6= {e ∈ Prv : ye = 1} or mPrv (e) 6= mHv (e), the
value of (2.35) is less than or equal to zero. We make this more precise in the following Lemma.
Lemma 53. Let a specified root node r ∈ V be given. Consider an arbitrarily chosen walk in G
with start node r and end node v. Denote the multiset of edges of this walk by Prv, and choose a
multiset of edges Hv ⊆ Prv with even cardinality. Let {S1, S2} be a partition of V with r ∈ S1.
Then, for y = χδ(S1),
1−
∑
e∈Prv\Hv
mPrv\Hv (e)ye −
∑
e∈Hv
mHv (e) (1− ye) ≤ z1v , (2.36)
where z1 = χS1V .
Proof. Relation (2.36) is true if v ∈ S1, because ye ≥ 0 and 1 − ye ≥ 0 for all e ∈ E and z1v = 1.
If v /∈ S1, then
∑
e∈Prv :ye=1mPrv (e) must be odd, because otherwise r and v would be together in
S1. By definition, Hv is of even cardinality, i.e.,
∑
e∈Hv mHv (e) is even. This yields∣∣∣∣∣∣
∑
e∈Prv :ye=1
mPrv (e)−
∑
e∈Hv
mHv (e)
∣∣∣∣∣∣ ≥ 1 .
Hence it follows that either there is an e ∈ Prv with ye = 1 and mPrv (e) > mHv (e), or there is an
e ∈ Prv with ye = 0 and mHv (e) > 0. In the first case, the left-hand side of (2.36) is smaller or
equal to 1 − (mPrv (e) −mHv (e))ye ≤ 0 = z1v. In the second case, the left-hand side of (2.36) is
smaller or equal to 1−mHv (e)(1− ye) ≤ 0 = z1v. 
We are now ready to sum up all the evaluation terms.
Definition 54 (Even bisection knapsack walk inequality). Let
∑
v∈V
avxv ≤ a0 (2.37)
be a valid inequality for the knapsack polytope PK with av ≥ 0 for all v ∈ V . For a subset V ′ ⊆ V ,
a fixed root node r ∈ V ′, multisets of edges Prv of walks from r to each v ∈ V ′, and multisets of
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edges Hv ⊆ Prv with |Hv| even, the even bisection knapsack walk inequality reads
∑
v∈V ′
av

1− ∑
e∈Prv\Hv
mPrv\Hv (e)ye −
∑
e∈Hv
mHv (e) (1− ye)

 ≤ a0 . (2.38)
In case of paths instead of walks, ordinary edge sets Prv and Hv suffice.
Now, Lemma 53 directly implies
Proposition 55. The even bisection knapsack walk inequality (2.38) is valid for the polytope PB.
Proof. Let S1, S2 be a valid partition of V with f(S1) ≤ F and f(S2) ≤ F , i.e., χδ(S1) is an
integral point in PB. The inequality
∑
v∈V avx ≤ a0 with av ≥ 0 for all v ∈ V is valid for the
knapsack polytopes associated to the two clusters, i.e.,
∑
v∈V avz
k
v ≤ a0 for k ∈ {1, 2}. W.l.o.g.,
let r ∈ S1. We have to show that y = χδ(S1) satisfies inequality (2.38). Since V ′ ⊆ V , av ≥ 0 and
z1v ≥ 0 for all v ∈ V , it suffices to show for v ∈ V ′ that
1−
∑
e∈Prv\Hv
mPrv\Hv (e)ye −
∑
e∈Hv
mHv (e) (1− ye) ≤ z1v . (2.39)
However, this is exactly the result of Lemma 53. 
Note that knapsack tree inequalities are a special case of the even bisection knapsack walk
inequalities, where the walks are actually paths and form a tree, all nodes on these walks are
contained in V ′ and the (multi)sets of edges Hv are chosen as the empty set for all v ∈ V ′.
Again, we may rewrite the even bisection knapsack walk inequality in order to pronounce its
strength in forcing cut variables to increase as
∑
e∈E
(∑
v∈V ′
(
mPrv (e)− 2mHv(e)
)
av
)
ye ≥ a(V ′)− a0 −
∑
v∈V ′
av|Hv| . (2.40)
As before, the term on the right-hand side is the excess, when packing all vertices into the same
set as the root r. The left-hand side compensates for this by forcing some edges into the cut or
out of the cut so that the inequality is fulfilled. Note that there can be negative coefficients on
the left-hand side as well as on the right-hand side. We can use again Lemma 48 to strengthen
the inequality (2.40). We will call the resulting inequality truncated even bisection knapsack walk
inequality.
2.6.2 The Odd Bisection Knapsack Walk Inequalities
Let us now present another valid inequality for PB, which is related to the even bisection knapsack
walk inequality. For this purpose, we observe that, similar to Lemma 53, the possible value of z1v
can be bounded from above using walks from a root r to v and an odd sized multiset of edges Uv.
Lemma 56. Let a specified root node r ∈ V be given. Consider an arbitrarily chosen walk in G
with start node r and end node v. Denote the multiset of edges of this walk by Prv and choose
a multiset of edges Uv ⊆ Prv with odd cardinality. Let {S1, S2} be a partition of V with r ∈ S1.
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Then, for y = χδ(S1),
∑
e∈Prv\Uv
mPrv\Uv (e)ye +
∑
e∈Uv
mUv (e)(1− ye) ≥ z1v , (2.41)
where z1 = χS1V .
Proof. (2.41) is true if v /∈ S1, because z1v = 0, ye ≥ 0 and 1 − ye ≥ 0 for all e ∈ Prv. If v ∈ S1,
i.e. z1v = 1, we have to show that one of the summands on the left-hand side of (2.41) must be
greater or equal to one. Since r and v are in the same cluster,
∑
e∈Prv :ye=1mPrv (e) must be even.
By definition, Uv is of odd cardinality, i.e.,
∑
e∈Uv mUv(e) is odd. This yields∣∣∣∣∣∣
∑
e∈Prv :ye=1
mPrv (e)−
∑
e∈Uv
mUv (e)
∣∣∣∣∣∣ ≥ 1 .
Thus, either there is an e ∈ Prv with ye = 1 and mPrv (e) > mUv (e), or there is an e ∈ Prv
with ye = 0 and mUv (e) > 0. In the first case, the left-hand side of (2.41) is greater or equal to
(mPrv (e)−mUv (e))ye ≥ 1 = z1v. In the second case, the left-hand side of (2.41) is greater or equal
to mUv (e)(1− ye) ≤ 0 = z1v . 
We are now able to define an inequality closely related to the even bisection knapsack walk
inequality.
Definition 57 (Odd bisection knapsack walk inequality). Let
∑
v∈V
avxv ≤ a0 (2.42)
be a valid inequality for the knapsack polytope PK with av ≥ 0 for all v ∈ V . For a subset V ′ ⊆ V ,
a fixed root node r ∈ V ′, multisets of edges Prv ⊆ E of walks from r to each v ∈ V ′, and multisets
of edges Uv ⊆ Prv with |Uv| odd, the odd bisection knapsack walk inequality reads
ar +
∑
v∈V ′\{r}
av

 ∑
e∈Prv\Uv
mPrv\Uv (e)ye +
∑
e∈Uv
mUv (e)(1− ye)

 ≥ a(V ′)− a0 . (2.43)
In case of paths instead of walks, ordinary edge sets Prv and Uv suffice.
Proposition 58. The odd bisection knapsack walk inequality (2.43) is valid for the polytope PB.
Proof. We know that a valid inequality
∑
v∈V avxv ≤ a0 for the underlying knapsack polytope
applies to both clusters S1 and S2, i.e.,
∑
v∈V ′ avz
k
v ≤ a0 for k = 1, 2. Thus, we are allowed to
pack nodes of a subset V ′ with total weight of at most a0 into one cluster. This requires us to pack
nodes with a total weight of at least a(V ′)− a0 into the other cluster. Thus, we know that for all
V ′ ⊆ V the inequality ∑
v∈V ′
avz
k
v ≥ a(V ′)− a0 (2.44)
must be satisfied by all packings zk ∈ {0, 1}|V |, for k = 1, 2, corresponding to bisection cuts.
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W.l.o.g., we assume r ∈ S1. Thus, z1r = 1, and we conclude that
ar +
∑
v∈V ′\{r}
av

 ∑
e∈Prv\Uv
mPrv\Uv (e)ye +
∑
e∈Uv
mUv (e)(1 − ye)

 ≥ a(V ′)− a0,
since
∑
e∈Prv\Uv mPrv\Uv (e)ye +
∑
e∈Uv mUv(e)(1 − ye) ≥ z1v for all v ∈ V ′ \ {r} by Lemma 56. 
As before, we rewrite the odd bisection knapsack walk inequality as
∑
e∈E
(∑
v∈V ′
(
mPrv (e)− 2mHv (e)
)
av
)
ye ≥ a(V ′)− ar − a0 −
∑
v∈V ′\{r}
av|Uv| (2.45)
to be able to apply the strengthening of Lemma 48 to yield the so-called truncated odd bisection
knapsack walk inequality.
Due to the similarities between even bisection knapsack walk inequalities and odd bisection
knapsack walk inequalities, one may wonder whether only one class is needed in the description
of PB. It could for instance be the case that the even bisection knapsack walk inequalities imply
odd bisection knapsack walk inequalities or vice versa. That this is not true can be seen in the
following simple example, in which inequalities of both kinds define distinct facets of PB.
Example 59. Consider the star on four nodes G = ({1, 2, 3, 4}, {12, 13, 14}) with node weights
f1 = 0 and f2 = f3 = f4 = 1. If we choose the cluster capacity F = 2, bisection cuts are
(1, 0, 0)T , (0, 1, 0)T , (0, 0, 1)T , (1, 1, 0)T , (1, 0, 1)T and (0, 0, 1)T . The even bisection knapsack walk
inequality with root node r = 1, edge set P1v = {1v} of the path from 1 to v and subset Hv = ∅ for
v = 1, . . . , 4 reads y12 + y13 + y14 ≥ 1 and defines a facet of PB. The odd bisection knapsack walk
inequality with root node r = 1, edge set P1v = {1v} of the path from 1 to v and subset Uv = {1v}
for v = 2, 3, 4 is y12 + y13 + y14 ≤ 2 and defines a facet of PB, too. Note that in this example
the even bisection knapsack walk inequality and the odd bisection knapsack walk inequality coincide
with the star inequalities (2.22) and (2.23), respectively. Together with the trivial facet-defining
inequalities 0 ≤ y1v ≤ 1 for v = 2, 3, 4, both inequalities completely describe PB for this instance.
2.7 Relation Between Odd Cycle Inequalities and Bisection
Knapsack Walk Inequalities
In order to exhibit the tight relation of odd cycle inequalities to the even bisection knapsack walk
inequalities in case that all walks are paths, consider the key relation (2.36) of Lemma 53 that we
used in the proof of Proposition 55. If {r, v} ∈ E, r ∈ S1, and y = χδ(S1), then z1v = z1r − yrv =
1− yrv. In this case, (2.36) reads
1−
∑
e∈Prv\Hv
ye −
∑
e∈Hv
(1− ye) ≤ 1− yrv = z1v . (2.46)
If Prv is the edge set of a path, then (2.46) is equivalent to the odd cycle inequality (2.9) written
as ∑
e∈(Prv∪{r,v})\(Hv∪{r,v})
ye −
∑
e∈Hv∪{r,v}
ye ≥ 1− |Hv ∪ {r, v}| (2.47)
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with the cycle C = Prv ∪ {r, v} and odd set U = Hv ∪ {r, v}. Since the odd cycle inequalities are
valid for all y ∈ PB, an alternative way to show that (2.36) holds for an edge set Prv of a path is
to use the odd cycle inequality to bound z1v as in (2.46) from below and to insert this relation into
the valid knapsack inequality
∑
v∈V avz
1
v ≤ a0. Note that this shows directly that (2.36) is valid
for an edge set Prv of a path in case rv ∈ E. Since the variable yrv is not contained in (2.36), it
is also valid for an edge set Prv of a path if we project out the edge rv, thus, taking care of the
case rv /∈ E.
Analogously, we can rewrite relation (2.41) that we used in the proof of validity of the odd
bisection knapsack walk inequality by means of z1v = 1− yrv as
∑
e∈Prv\Uv
ye +
∑
e∈Uv
(1− ye) ≥ 1− yrv, (2.48)
which for an edge set Prv of a path is equivalent to the odd cycle inequality
∑
e∈Uv (1− ye)+ yrv+∑
e∈Prv\Uv ye ≥ 1 with odd set Uv. This means that (2.41) for the edge set Prv of a path could be
derived starting with an odd cycle inequality, too.
The observations above lead us to an assertion on the strength of bisection knapsack walk
inequalities on a subgraph induced by the node set of a star if all odd cycle inequalities are
fulfilled.
Proposition 60. Suppose, (V ′, EV ′) is a star contained in G with centre r ∈ V ′, and let∑
v∈V avxv ≤ a0 be a valid inequality for the knapsack polytope PK with av ≥ 0. Let y ∈ {0, 1}|E|
satisfy all odd cycle inequalities on the subgraph (V ′, E[V ′]) of G induced by V ′. Then the strongest
even bisection knapsack walk inequality on V ′ rooted at r is the knapsack star inequality
ar +
∑
v∈V ′\{r}
av (1− yrv) ≤ a0 (2.49)
and the strongest odd bisection knapsack walk inequality on V ′ rooted at r is the inequality
ar +
∑
v∈V ′\{r}
av(1− yrv) ≥ a (V ′)− a0 . (2.50)
Proof. Let an arbitrary even bisection knapsack walk inequality rooted at r first be given only
via edge sets Prv of paths and subsets Hv. Then, use (2.46) to see that
ar +
∑
v∈V ′\{r}
av

1− ∑
e∈Prv\Hv
ye −
∑
e∈Hv
(1− ye)

 ≤ ar + ∑
v∈V ′\{r}
av (1− yrv) ≤ a0 (2.51)
holds, which proves that (2.49) is the strongest even bisection knapsack walk inequality on paths
on V ′.
We will now show that the use of walks instead of paths does not increase the left-hand side
of the above relation. Suppose that a cycle is formed by some edges of the multiset of edges Prv.
Denote the multiset of edges of the cycle as C. Since a cycle contains any edge only once, we
have mC(e) = 1 for all e ∈ C. Define a subset of C as the multiset of edges HC := {e ∈ C} with
mHC (e) := min{1,mH(e)}. In fact, C and HC are ordinary edge sets. Now, there are two possible
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cases:
1. If |HC | is odd, the odd cycle inequality
∑
e∈C\HC ye +
∑
e∈HC (1− ye) ≥ 1, which is fulfilled
by any y ∈ PB, shows that the walk contributes at most zero to the left-hand side of (2.51).
In this case, we can remove the walk by removing v from V ′ and may even increase the
left-hand side of (2.51).
2. If |HC | is even, the cycle can be left out of Prv and Hv, while increasing the left-hand side
of (2.51) by av
(∑
e∈C\HC ye +
∑
e∈HC (1 − ye)
)
. In this case, we find a shorter walk with
no smaller left-hand side of (2.51).
If, after case 2, the shortened walk does not include another cycle, we are done. Otherwise, we
analyse the remaining cycles in Prv as described above.
Analogously, we can use (2.48) to see that (2.50) is the strongest odd bisection knapsack walk
inequality on paths on V ′, and again, the use of walks instead of paths only weakens any odd
bisection knapsack walk inequality. 
Influenced by Proposition 60, one might now be tempted to expect that in the presence of all
odd cycle inequalities, the strongest even bisection knapsack walk inequalities are always obtained
by taking Prv as the shortest path (with respect to number of edges) in G connecting r to v,
regardless whether G is spanned by a star centred at r or not. This is not true, as the following
example shows.
Example 61. Let G be the cycle on five nodes as given in Figure 2.2. The solution y =
(y12, y23, y34, y45, y15)
T
= (0.5, 0.5, 0, 0, 0)
T
fulfils all odd cycle inequalities, because it is a con-
vex combination of the two cuts (0, 0, 0, 0, 0)
T
and (1, 1, 0, 0, 0)
T
. Now, look at the even bisection
knapsack walk inequalities with V ′ = {1, 3} and r = 1. The shorter path P s13 from root node 1 to
node 3 uses the edge set {{1, 2} , {2, 3}} with Hs3 = ∅ or Hs3 = {{1, 2} , {2, 3}}; the longer path P l13
uses the edge set {{3, 4} , {4, 5} , {1, 5}} with H l3 = ∅, H l3 = {{3, 4} , {4, 5}}, H l3 = {{3, 4} , {1, 5}}
or H l3 = {{4, 5} , {1, 5}}. For the shorter path of the two possible even bisection knapsack walk
inequalities, the left-hand side value is a3 ·0, whereas the best possible even bisection knapsack walk
inequality on the longer path uses H l3 = ∅ and yields left-hand side value a3 · 1.
2
45
1 3
0.5 0.5
0.0
0.0 0.0
Figure 2.2: Graph for the counter example of Example 61
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2.8 Capacity Reduced Bisection Knapsack Walk Inequali-
ties and the Cluster Weight Polytope for Stars
To motivate another strengthening for bisection knapsack walk inequalities, consider the case of
a disconnected graph with two components, one of them being a single edge {u, v}, the other
connected one being V ′ = V \ {u, v}. Even though one cannot include the edge {u, v} directly in a
bisection knapsack walk inequality rooted at some r ∈ V ′, one can at least improve the inequality
if yuv = 1. In this case, u and v belong to different clusters, and, therefore, the capacity F of
both clusters can be reduced by min {fu, fv}. Since F is the right-hand side of the inequality∑
v∈V fvxv ≤ F used to define the knapsack polytope PK, this reduction may help to derive
stronger bisection knapsack walk inequalities. For instance, one can look at a given valid inequality∑
v∈V avxv ≤ a0 for the original knapsack polytope with capacity F , and, in case yuv = 1, we
are allowed to reduce the right-hand side a0 by min {au, av}, thus, also improving the bisection
knapsack walk inequalities.
To generalise this idea, we define for G¯ ⊆ G with V¯ ⊆ V , E¯ ⊆ E[V¯ ] and a ∈ R|V¯ |+ a function
βG¯ : {0, 1}|E¯| → R with
βG¯(y) = inf
{
a(S), a
(
V¯ \ S) : S ⊆ V¯ ,max{a(S), a(V¯ \ S)} ≤ a0, y = χδG¯(S)} (2.52)
and a function β¯G¯ : {0, 1}|E¯| → R with
β¯G¯(y) = sup
{
a(S), a
(
V¯ \ S) : S ⊆ V¯ ,max{a(S), a(V¯ \ S)} ≤ a0, y = χδG¯(S)} . (2.53)
Now, we look at the convex envelope βˇG¯ : R
|E¯| → R of βG¯(y), i.e.,
βˇG¯(y) = sup
{
α(y) : α : R|E¯| → R, α(x) ≤ βG¯(x) ∀x ∈ {0, 1}|E¯|, α convex
}
, (2.54)
and the concave envelope βˆG¯ : R
|E¯| → R of β¯G¯(y), i.e.,
βˆG¯(y) = inf
{
α(y) : α : R|E¯| → R, α(x) ≥ β¯G¯(x) ∀x ∈ {0, 1}|E¯|, α concave
}
. (2.55)
Notice that βˇG¯ and βˆG¯ are piecewise linear functions on their domain. Furthermore, since βG¯(y)+
β¯G¯(y) = a(V¯ ) for all y = χ
δG¯(S) with S ⊆ V¯ and max{a(S), a(V¯ \ S)} ≤ a0, we get
βˆG¯(y)−
1
2
a
(
V¯
)
=
1
2
a
(
V¯
)− βˇG¯(y) . (2.56)
We will see that given an even bisection knapsack walk inequality (2.38) on some V ′ ⊆ V and
V¯ ⊆ V \ V ′, subtracting any affine minorant of βˇG¯, i.e.,
cˇ0 +
∑
e∈E¯
cˇeye ≤ βˇG¯(y), (2.57)
on the right-hand side of (2.38) yields again a valid inequality for PB. This inequality will be
stronger than the original inequality with respect to a given y ∈ {0, 1}|E| if the minorant is
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positive for the projection yE¯ of this y onto E¯. Furthermore, the same affine minorants can be
added to the right-hand side of the odd bisection knapsack walk inequality (2.43) to yield again
a valid inequality for PB. For convenience, the next proposition states these results for several
disjoint subsets V¯ .
Proposition 62. Let ∑
v∈V
avxv ≤ a0 (2.58)
with av ≥ 0 for all v ∈ V be a valid inequality for the knapsack polytope PK. Choose a nonempty
V ′ ⊆ V and subgraphs (V¯l, E¯l) = G¯l ⊂ G with V¯l∩V ′ = ∅, E¯l ⊆ E[V¯l] for l = 1, . . . , L and pairwise
disjoint sets V¯l. Find for each l an affine minorant cˇ
l
0 +
∑
e∈E¯l cˇeye for the convex envelope βˇG¯l
so that (2.57) holds for all yE¯l that are projections of y ∈ PB onto E¯l. Then the capacity reduced
even bisection knapsack walk inequality
∑
v∈V ′
av

1− ∑
e∈Prv\Hv
mPrv\Hv (e)ye −
∑
e∈Hv
mHv (e) (1− ye)

 ≤ a0− L∑
l=1

cˇl0 + ∑
e∈E¯l
cˇeye

 (2.59)
and the capacity reduced odd bisection knapsack walk inequality
ar+
∑
v∈V ′\{r}
av

 ∑
e∈Prv\Uv
mPrv\Uv (e)ye +
∑
e∈Uv
mUv (e)(1− ye)

 ≥ a(V ′)−a0+ L∑
l=1

cˇl0 + ∑
e∈E¯l
cˇeye


(2.60)
are valid for PB.
Proof. Let y ∈ PB so that y = χδ(S1) with S1 ⊆ V , S2 = V \ S1, i.e., f(S1) ≤ F and f(S2) ≤ F .
W.l.o.g., let r ∈ S1. Recall z1 = χS1V . Then for all l = 1, . . . , L
cˇl0 +
∑
e∈E¯l
cˇeye ≤ βˇG¯l(yE¯l) = min


∑
v∈V¯l∩S1
av,
∑
v∈V¯l∩S2
av

 ≤
∑
v∈V¯l∩S1
avz
1
v =
∑
v∈V¯l
avz
1
v .
Furthermore, by Lemma 53, for v ∈ V ′
1−
∑
e∈Prv\Hv
mPrv\Hv (e)ye −
∑
e∈Hv
mHv (e) (1− ye) ≤ z1v .
Thus,
∑
v∈V ′
av

1− ∑
e∈Prv\Hv
mPrv\Hv (e)ye −
∑
e∈Hv
mHv (e) (1− ye)

+ L∑
l=1

cˇl0 + ∑
e∈E¯l
cˇeye

 ≤
≤
∑
v∈V ′
avz
1
v +
L∑
l=1
∑
v∈V¯l
avz
1
v
≤
∑
v∈V
avz
1
v ≤ a0
which proves that (2.59) is valid for PB.
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Lemma 56 shows for v ∈ V ′ \ {r}
∑
e∈Prv\Uv
mPrv\Uv (e)ye +
∑
e∈Uv
mUv (e)(1− ye) ≥ z1v .
By (2.56), an affine minorant cˇl0+
∑
e∈E¯l cˇeye of βˇG¯l yields a linear majorant a
(
V¯l
)−cˇl0−∑e∈E¯l cˇeye
of βˆG¯l , i.e.,
a
(
V¯l
)− cˇl0 − ∑
e∈E¯l
cˇeye ≥ βˆG¯l(yE¯l) . (2.61)
This implies for all l = 1, . . . , L
a
(
V¯l
)− cˇl0 − ∑
e∈E¯l
cˇeye ≥ βˆG¯l(yE¯l) = max


∑
v∈V¯l∩S1
av,
∑
v∈V¯l∩S2
av

 ≥
∑
v∈V¯l∩S1
avz
1
v =
∑
v∈V¯l
avz
1
v .
Thus,
ar +
∑
v∈V ′\{r}
av

 ∑
e∈Prv\Uv
mPrv\Uv (e)ye +
∑
e∈Uv
mUv (e)(1− ye)

+ L∑
l=1

a (V¯l)− cˇl0 − ∑
e∈E¯l
cˇeye

 ≥
≥ ar +
∑
v∈V ′\{r}
avz
1
v +
L∑
l=1
∑
v∈V¯l
avz
1
v
≥ a(V ′) +
L∑
l=1
a
(
V¯l
)− a0,
where the last inequality is relation (2.44) applied to V ′∪ V¯1 ∪ . . .∪ V¯L ⊆ V . The summands a
(
V¯l
)
for l = 1, . . . , L on the left-hand side and right-hand side cancel and adding
∑L
l=1
(
cˇl0 +
∑
e∈E¯l cˇeye
)
proves the validity of (2.60) for PB. 
Remark 63. Note that it is possible that the inequalities (2.59) and (2.60) can be further strength-
ened using the strengthening of Lemma 48, in which case we speak of truncated capacity reduced
even and odd bisection knapsack walk inequalities.
Example 64. For the graph G displayed in Figure 2.3 with fv = 1 for all v ∈ V , we computed all
facets of PB using the computer programme Polymake, written by Gawrilow and Joswig [53, 54, 55].
Overall, there are 74 facets. Among these are 14 trivial facets, no truncated knapsack tree facets,
only 2 even bisection knapsack walk facets, 19 truncated even bisection knapsack walk facets, 16
capacity reduced even bisection knapsack walk facets (some of them truncated), 4 capacity reduced
odd bisection knapsack walk facets and 19 facets, for which we are not yet able to recognise a
construction rule. Here, we want to give a first simple example for a capacity reduced even bisection
knapsack walk inequality. Three more involved examples will follow at the end of this section. We
use the knapsack inequality
∑
v∈V zv ≤ 4 in all three examples, thus, av = 1 for all v ∈ V :
• For V ′ = {1, 3, 4, 5}, root node r = 3 and even sets Hv = ∅ for all v ∈ V ′, the even
bisection knapsack walk inequality is 1 + (1 − y13) + (1 − y34) + (1 − y34 − y45) ≤ 4. We
choose G¯ =
(
V¯ , E¯
)
with V¯ = {6, 7} and E¯ = {67}. We will see that the unique best
minorant for βˇG¯ is y67, thus, the even bisection knapsack walk inequality can be strengthened
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to 1 + (1 − y13) + (1 − y34) + (1 − y34 − y45) ≤ 4 − y67. Now, rewrite this inequality to
y13 + 2y34 + y45 − y67 ≥ 0 to see that we can use Lemma 48 to reduce the coefficient of y34
to 1 in order to find the facet y13 + y34 + y45 − y67 ≥ 0 of PB.
∑
i∈V zi ≤ 4
82
F = 4, fi = 1 ∀i ∈ V
y68
43
1 V ′y13
y34 y45
5
y56
y23
y67
V¯1
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6
Figure 2.3: Graph for Example 64
To find inequalities (2.57) to apply in Proposition 62, we take a closer look at the lower envelope
defined in (2.54). In certain cases, e.g., for the case of G¯ =
(
V¯ , E¯
)
being a star with a
(
V¯
) ≤ a0,
we are able to give a full description of βˇG¯ by giving a complete description of the cluster weight
polytope defined below. For stars G¯, this will provide the tightest improvement possible in (2.59)
and (2.60).
Definition 65. Let a graph G = (V,E) with nonnegative node weights av ∈ R for all v ∈ V be
given. For a set S ⊆ V , we define the following point in R|E|+1
h(S) =
(
a(S)
χδ(S)
)
. (2.62)
With respect to a given nonnegative a0 ∈ R, we define
PCW(V,E, a, a0) = conv {h(S) : S ⊆ V, a(S) ≤ a0, a(V \ S) ≤ a0} (2.63)
and call this set the cluster weight polytope.
We will write PCW without arguments if they are clear from the context.
Example 66. Examples of cluster weight polytopes corresponding to a star on three nodes with
different node weights are given in Figure 2.4. In each case, we assume a(V ) ≤ a0.
Proposition 67. Let G¯ be a subgraph of G. Then valid inequalities for PCW
(
G¯
)
of the form
y0 +
∑
e∈E¯ γeye ≥ γ0 are minorants of βˇG¯ and the facet-defining inequalities of PCW
(
G¯
)
of this
form are supporting minorants of βˇG¯.
Proof. Let S ⊆ V¯ be the smaller cluster, i.e., a(S) ≤ a(V¯ \ S) and let y = χδG¯(S). Then
βˇG¯(y) = a(S) and y is an extreme point of the domain of βˇG¯. Therefore,
(
βˇG¯(y), y
T
)T
= h(S) and
any such point lies on a “lower” facet of the polytope PCW
(
G¯
)
, because yT cannot be the convex
combination of incidence vectors of other cuts. 
For a star G¯ =
(
V¯ , E¯
)
, we are able to exhibit facets of PCW
(
G¯
)
, which in certain problems
enable us to strengthen even and odd bisection knapsack walk inequalities of PB to facet-defining
inequalities of PB (see Example 85 at the end of this section).
Let us first look at a symmetry of PCW for general graphs G = (V,E), a property that we will
later use frequently to cut down our efforts in the proofs.
39
12 3
y12 y13
1 1 1
0 1
1
3
1
y12
y13
a
2
12 3
y12 y13
1 2 1
0 1
1
3
y12
y13
4
1
a
2
12 3
y12 y13
1 3 1
0 1
1
3
y12
y13
4
1
5
a
2
12 3
y12 y13
1 1 0
0
1
1
y12
y13
1
a
2
12 3
y12 y13
2 1 1
0 1
1
y12
y13
4
3
1
a
2
Figure 2.4: Examples of cluster weight polytopes for a(V ) ≤ a0
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Proposition 68. PCW is symmetric to the hyperplane{
y ∈ R|E| : 2y0 = a(V )
}
.
Proof. Observe that for any point h(S) used in the definition of PCW the point h(V \ S) is
contained in PCW, too. Since χ
δ(S) = χδ(V \S), we have for all those pairs (h(S), h(V \ S))
(
1
2a(V )
χδ(S)
)
− h(S) = h(V \ S)−
(
1
2a(V )
χδ(S)
)
.

Note that this symmetry is analogous to the symmetry (2.56). Another useful result for a star
G = (V,E) is the following:
Lemma 69. Let G = (V,E) be a star with centre r ∈ V , av ≥ 0 for all v ∈ V and av′ = a(V \ {v′})
for at least one v′ ∈ V \ {r}. Then a(S) = a(V \ S) for all S ⊆ V with v′ ∈ S and r ∈ V \ S if
and only if av′ = ar and av = 0 for all v ∈ V \ {v′, r}.
Proof. The sufficiency is obvious. We will show necessity: Suppose a(S) = a(V \ S) for all
S ⊆ V with v′ ∈ S and r ∈ V \ S. Then, in particular, this is true for V \ S = {r}, i.e.,
ar = a(V \ {r}) = av′ + a(V \ {v′, r}) = a(V \ {v′}) + a(V \ {v′, r}) = ar + 2a(V \ {v′, r}). Thus,
av = 0 for all v ∈ V \ {v′, r} and av′ = ar. 
In the remaining part of the section, we will look into PCW for starsG = (V,E) with centre node
r ∈ V and the constraint∑v∈V avxv ≤ a0. First, we determine the dimension of the polytope.
Proposition 70. For a star G = (V,E) with centre r ∈ V and a(V ) ≤ a0, the polytope PCW has
full dimension |E|+ 1 = |V | for a 6= 0|E| and dimension |E| for a = 0|E|.
Proof. Since G is a star, and, by assumption, a(V ) ≤ a0, the 1 + |E| points h(∅) and h({v}) for
all v ∈ V \ {r} are contained in PCW and are affinely independent. Thus, the dimension of PCW is
at least |E|. If a 6= 0|E|, then h(V ) is affinely independent from all points listed previously, thus,
PCW is full-dimensional with dimension |E| + 1. For a = 0|E|, all points lie on the hyperplane
y0 = 0. 
For G = (V,E) a star with centre r ∈ V , weights av = 0 for all v ∈ V and a0 ≥ 0, it can
easily be worked out that PCW is completely described by the equality y0 = 0 and the inequalities
0 ≤ yrv ≤ 1 for all v ∈ V \ {r}.3 So, from now on, we assume av > 0 for at least one v ∈ V . Let
us first state trivial valid inequalities and facets of PCW.
Proposition 71. For a star G = (V,E) with centre r ∈ V , a 6= 0|E| and a(V ) ≤ a0, the trivial
inequalities
yrv ≥ 0 ∀ v ∈ V \ {r}
yrv ≤ 1 ∀ v ∈ V \ {r}
(2.64)
are facet-inducing for PCW except for one particular case: if there is exactly one v
′ ∈ V \ {r} with
av′ = ar =
1
2a(V ), then yrv′ ≤ 1 does not induce a facet.
3If a = 0|E|, the inequalities 0 ≤ ye ≤ 1 for all e ∈ E and the equality y0 = 0 describe the convex hull of
the points
`
0, yT
´T
with y ∈ {0, 1}|E|. These are exactly the points used to define PCW. Thus, the inequalities
completely describe PCW and 0 ≤ ye and ye ≤ 1 are facet-inducing inequalities.
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Proof. The validity of the inequalities yrv′ ≥ 0 and yrv′ ≤ 1 for all v′ ∈ V \ {r} follows from the
definition of PCW. In general, to prove that a valid inequality defines a facet of PCW, we have to
find dim(PCW) affinely independent points of PCW that fulfil it with equality.
We know from Proposition 70 that dim(PCW) = |V | if a 6= 0|E|. For yrv′ ≥ 0, we choose the
|V | points h(∅), h(V ) and h({v}) for all v ∈ V \ {r, v′}. For yrv′ ≤ 1, the accumulation of affinely
independent points on the inequality is a bit more involved: If av′ 6= a(V \ {v′}), we can choose the
|V | points h({v′}), h(V \ {v′}) and h({v′, v}) for all v ∈ V \ {r} with v 6= v′. If av′ = a(V \ {v′}),
we look at two cases:
• ar 6= av′ : Then there is a v˜ ∈ V \ {r, v′} with av˜ > 0. Furthermore, since av′ = a(V \ {v′}),
we have av′ =
1
2a(V ). Together with av˜ > 0, this implies a({v′, v˜}) 6= a(V \ {v′, v˜}), i.e.,
h({v′, v˜}) 6= h(V \ {v′, v˜}). Thus, we can choose the |V | points h({v′}), h({v′, v}) for all
v ∈ V \ {r, v′} and h(V \ {v′, v˜}).
• ar = av′ : The set of points contained in the definition of PCW that fulfil yrv′ = 1 is
{h(S), h(V \ S) : S ⊆ V, v′ ∈ S, r ∈ V \ S}. Lemma 69 implies for every pair (h(S), h(V \S))
in this set that a(S) = a(V \ S). Since a(S) + a(V \ S) = a(V ), we get a(S) = 12a(V ) for
all S with y = χδ(S) and yrv = 1. Thus, all vertices of PCW fulfilling yrv = 1 live in the
hyperplane {y ∈ R|E|+1 : y0 = 12a(V )}. Therefore, yrv ≤ 1 cannot induce a facet of PCW. 
Our remaining considerations will be split into two all-embracing and mutually exclusive cases:
a(V \ {r}) > ar and a(V \ {r}) ≤ ar. Let us start with the more complex case a(V \ {r}) > ar
and look into nontrivial facets of PCW.
Proposition 72. Let G = (V,E) be a star with centre r ∈ V , a 6= 0|E|, a(V ) ≤ a0 and a(V \ {r}) >
ar. We call a triple (Vp, v¯, Vn) feasible if it fulfils V = {r, v¯} ∪˙ Vp ∪˙ Vn and a(Vp) ≤ 12a(V ) <
a(Vp) + av¯. For all feasible triples (Vp, v¯, Vn), the inequalities
y0 +
∑
v∈Vp
avyrv + (a(V )− 2a(Vp)− av¯) yrv¯ −
∑
v∈Vn
avyrv ≤ a(V ) (2.65)
y0 −
∑
v∈Vp
avyrv − (a(V )− 2a(Vp)− av¯) yrv¯ +
∑
v∈Vn
avyrv ≥ 0 (2.66)
are facet-inducing for PCW.
Note that it is possible that either Vp or Vn of feasible triples (Vp, v¯, Vn) might be empty, but
for a(V \ {r}) > ar there always is the special element v¯.
Proof of Proposition 72. To cut down our efforts in this proof and the ones to follow, observe
that for each feasible triple (Vp, v¯, Vn) the corresponding pair of inequalities (2.65) and (2.66) is
symmetric to the hyperplane {
y ∈ R|E| : 2y0 = a(V )
}
.
To see this, subtract the equation 2y0 = a(V ) from (2.65) which yields (2.66).
Thus, it suffices to show that (2.65) is valid and facet-defining. Furthermore, to show the
validity of (2.65) it is sufficient to only look at the “upper” points defining PCW, i.e., if, w.l.o.g.,
S ⊆ V so that a(S) ≥ a(V \S), then we only need to check validity of (2.65) for h(S) =
(
a(S)
χδ(S)
)
.
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Consider an arbitrary S ⊆ V so that a(S) ≥ a(V \ S). Let V 1 = {v ∈ V : rv ∈ δ(S)}. Recall
that a(S) + a(V \ S) = a(V ). We discern the following four cases:
1. v¯ ∈ V 1 = S: For
(
a(S)
χδ(S)
)
, the left-hand side of (2.65) equals
a(V 1) + a(Vp ∩ V 1) + a(V )− 2a(Vp)− av¯ − a(Vn ∩ V 1) =
2a(Vp ∩ V 1) + a(V )− 2a(Vp) =
a(V )− 2a(Vp \ V 1) ≤ a(V ),
where the first equality uses a(V 1) = a(Vp ∩V 1)+ av¯+ a(Vn ∩V 1), and the inequality is due
to a(Vp \ V 1) ≥ 0.
2. v¯ /∈ V 1 = S: For
(
a(S)
χδ(S)
)
, the left-hand side of (2.65) equals
a(V 1) + a(Vp ∩ V 1)− a(Vn ∩ V 1) = 2a(Vp ∩ V 1) ≤ 2a(Vp) ≤ a(V ),
where the equality uses a(V 1) = a(Vp ∩ V 1) + a(Vn ∩ V 1), and the last inequality is due to
a(Vp) ≤ 12a(V ) by the definition of Vp.
3. v¯ ∈ V 1 = V \ S: For
(
a(S)
χδ(S)
)
, the left-hand side of (2.65) equals
a(V )− a(V 1) + a(Vp ∩ V 1) + a(V )− 2a(Vp)− av¯ − a(Vn ∩ V 1) =
2a(V )− 2a(Vp)− 2av¯ − 2a(Vn ∩ V 1) <
2a(V )− a(V )− 2a(Vn ∩ V 1) ≤ a(V ),
where the first equality uses a(V 1) = a(Vp ∩ V 1) + av¯ + a(Vn ∩ V 1), the strict inequality is
due to a(Vp) + av¯ >
1
2a(V ) by the definition of Vp and v¯, and the inequality holds, since
a(Vn ∩ V 1) ≥ 0.
4. v¯ /∈ V 1 = V \ S: For
(
a(S)
χδ(S)
)
, the left-hand side of (2.65) equals
a(V )− a(V 1) + a(Vp ∩ V 1)− a(Vn ∩ V 1) = a(V )− 2a(Vn ∩ V 1) ≤ a(V ),
where the first equality uses a(V 1) = a(Vp ∩ V 1) + a(Vn ∩ V 1), and the inequality is due
a(Vn ∩ V 1) ≥ 0.
In order to show that (2.65) is also facet-defining, let Vp = {vp1 , . . . , vp|Vp|} and Vn = {vn1 , . . . , vn|Vn|}.
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Then the |V | points
h(V )
h(V \ {vp1})
. . .
h(V \ {vp1 , . . . , vp|Vp|})
h({vp1 , . . . , vp|Vp|, v¯})
h({vp1 , . . . , vp|Vp|, v¯, vn1 })
. . .
h({vp1 , . . . , vp|Vp|, v¯, vn1 , . . . , vn|Vn|})
fulfil the inequality (2.65) with equality and are affinely independent, thus, (2.65) is a facet-inducing
inequality. 
We define
Y :=
{
y ∈ R|E|+1 : y fulfils (2.64), (2.65) and (2.66)
}
. (2.67)
Observation 73. Y is symmetric to the hyperplane
{
y ∈ R|E|+1 : y0 = 12a(V )
}
. In particular, a
point y ∈ Y can be tight for inequalities (2.65) and (2.66) iff y0 = 12a(V ).
Proposition 74. For a star G = (V,E) with centre r ∈ V , a 6= 0|E|, a(V ) ≤ a0 and a(V \ {r}) >
ar, we have Y ⊇ PCW.
Proof. Use Propositions 71 and 72. 
Our goal is to show Y = PCW, whenever a(V \ {r}) > ar (Theorem 78). The following
Lemmas 75 and 76 will pave the way for Proposition 77, which yields Y ⊆ PCW. In particular,
Lemma 75 shows how we can determine those inequalities of (2.65) that are fulfilled with equality
for a given point
(
y0
y
)
∈ Y . Lemma 76 builds on Lemma 75 and tells us that in all those tight
inequalities the sum of coefficients of edges rv with identical yrv is constant.
Lemma 75. For a star G = (V,E) with centre r ∈ V , a 6= 0|E|, a(V ) ≤ a0 and a(V \ {r}) >
ar, let
(
y0
y
)
∈ Y fulfil at least one inequality of (2.65) with equality. Then every feasible
triple (Vp, v¯, Vn) with yrv¯ ≤ yrv for all v ∈ Vp and yrv¯ ≥ yrv for all v ∈ Vn determines a tight
inequality (2.65) for
(
y0
y
)
and no other triples yield tight inequalities of (2.65).
Proof. Observe that the coefficients γrv corresponding to variables yrv of the inequalities of (2.65)
fulfil for all v ∈ V \ {r}
−av ≤ γv ≤ av . (2.68)
Furthermore, for each feasible triple (Vp, v¯, Vn), i.e., for each inequality of (2.65) we have
∑
v∈V \{r}
γv = a(Vp) + a(V )− 2a(Vp)− av¯ − a(Vn) = ar . (2.69)
Now, look at
(
y0
y
)
∈ Y , which fulfils by assumption at least one inequality of (2.65) with
equality, and try to determine a triple (Vp, v¯, Vn) among all feasible triples (Vp, v¯, Vn) that restricts
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y0 via y0+
∑
v∈Vp avyrv+(a(V )−2a(Vp)−av¯)yrv¯−
∑
v∈Vn avyrv ≤ a(V ) as much as possible. This
problem is equivalent to finding a feasible triple that maximises
∑
v∈Vp avyrv + (a(V )− 2a(Vp)−
av¯)yrv¯ −
∑
v∈Vn avyrv for the given y. A relaxation of this maximisation problem is the following
problem
max
∑
v∈V \{r}
yrvγv
s.t.
∑
v∈V \{r}
γv ≤ ar
−av ≤ γv ≤ av ∀v ∈ V \ {r} .
(2.70)
Using the variable substitution γv = γ˜v − av reveals that problem (2.70) is equivalent to the
continuous bounded knapsack problem (see Sections 3.2 and 3.3.1 in [96])
max
∑
v∈V \{r}
yrvγ˜v −
∑
v∈V \{r}
yrvav
s.t.
∑
v∈V \{r}
γ˜v ≤ a(V )
0 ≤ γ˜v ≤ 2av ∀v ∈ V \ {r} .
(2.71)
Using the usual knapsack terminology, we can say that an optimal solution to problem (2.70) can be
found by sorting the items v with respect to nonincreasing profit-to-weight ratios yrv/1, w.l.o.g. let
this ordering be 1, 2, . . . , |V |−1, and using this ordering to pack the knapsack in the following way:
Let v¯ be so that a({1, . . . , v¯−1}) ≤ 12a(V ) < a({1, . . . , v¯}) and set γ˜v = 2av for all v = 1, . . . , v¯−1
with 2a({1, . . . , v¯−1}) ≤ a(V ) and 2a({1, . . . , v¯−1})+2av¯ > a(V ), γ˜v¯ = a(V )−2a({1, . . . , v¯−1}),
and γ˜v = 0 for all v = v¯ + 1, . . . , |V | − 1. The item v¯ is called the critical item. Note that if one v¯
can be chosen as the critical item, then so can all v 6= v¯ with yrv = yrv¯.
Now, we can resubstitute γ˜v = γv + av and obtain the optimal solution of problem (2.70):
γv = av for all v = 1, . . . , v¯ − 1, γv¯ = a(V ) − 2a({1, . . . , v¯ − 1}) − av¯, and γv = −av for all
v = v¯ + 1, . . . , |V | − 1. Finally, we observe that the determined triple (Vp = {1, . . . , v¯ − 1}, v¯, Vn =
{v¯ + 1, . . . , |V | − 1}) is feasible and that the ordering of the yrv in fact implies yrv¯ ≤ yrv for all
v ∈ Vp and yrv¯ ≥ yrv for all v ∈ Vn. 
Lemma 76. Consider
(
y0
y
)
∈ Y , for which at least two inequalities of (2.65) are tight, and
denote for each v ∈ V by γ1v and γ2v the coefficient of yrv in an arbitrary pair of these tight
inequalities. Then we have for each vˆ ∈ V \ {r}, i.e. for every specific value yrvˆ of y,
∑
v∈V \{r}:yrv=yrvˆ
γ1v =
∑
v∈V \{r}:yrv=yrvˆ
γ2v .
Proof. Denote by
(
V 1p , v¯
1, V 1n
)
and
(
V 2p , v¯
2, V 2n
)
the triples of the two inequalities that are tight
for
(
y0
y
)
∈ Y . We know from Lemma 75 that yrv ≥ yrv¯1 for v ∈ V 1p , yrv¯1 ≥ yrv for v ∈ V 1n ,
yrv ≥ yrv¯2 for v ∈ V 2p , and yrv¯2 ≥ yrv for v ∈ V 2n . Furthermore, from the proof4 of Lemma 75 we
know yrv¯1 = yrv¯2 .
4In the proof of Lemma 75, the problem of determining tight triples was transformed into the continuous knapsack
problem (2.71), and we had noted that for all so-called critical items v¯ the corresponding yrv are equal.
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If yrvˆ > yrv¯1 , then for all v ∈ V \ {r} with yrv = yrvˆ we have v ∈ V 1p as well as v ∈ V 2p , i.e.,
γ1v = av = γ
2
v . Thus,
∑
v∈V \{r}:yrv=yrvˆ
γ1v =
∑
v∈V \{r}:yrv=yrvˆ
av =
∑
v∈V \{r}:yrv=yrvˆ
γ2v . (2.72)
Analogously, if yrv¯1 > yrvˆ, then for all v ∈ V \ {r} with yrv = yrvˆ we have v ∈ V 1n as well as
v ∈ V 2n , thus, ∑
v∈V \{r}:yrv=yrvˆ
γ1v =
∑
v∈V \{r}:yrv=yrvˆ
−av =
∑
v∈V \{r}:yrv=yrvˆ
γ2v . (2.73)
Finally, let yrvˆ = yrv¯1 . By (2.72) and (2.73), we can write (2.65) for the triples
(
V 1p , v¯
1, V 1n
)
and
(
V 2p , v¯
2, V 2n
)
as
y0 +
∑
v ∈ V \ {r} :
yrv > yrvˆ
avyrv +
∑
v ∈ V \ {r} :
yrv = yrvˆ
γ1vyrv +
∑
v ∈ V \ {r} :
yrvˆ > yrv
−avyrv = a(V )
and
y0 +
∑
v ∈ V \ {r} :
yrv > yrvˆ
avyrv +
∑
v ∈ V \ {r} :
yrv = yrvˆ
γ2vyrv +
∑
v ∈ V \ {r} :
yrvˆ > yrv
−avyrv = a(V ) .
Thus, ∑
v∈V \{r}:yrv=yrvˆ
γ1v =
∑
v∈V \{r}:yrv=yrvˆ
γ2v .

Proposition 77. For a star G = (V,E) with root r ∈ V , a 6= 0|E|, a(V ) ≤ a0 and a(V \ {r}) > ar,
we have Y ⊆ PCW.
Proof. Note that in this proof we will denote the |E|-dimensional unit vector with 1 in coordinate
rvˆ by ervˆ.
We will prove that all extreme points of Y are contained in PCW. To this end, we will show that
there are no extreme points of Y with fractional coordinates yrv for v ∈ V \ {r} by showing that
every such point is a strict convex combination of two other points of Y . Having established this,
it remains to prove that all points in Y with binary coordinates yrv for v ∈ V \ {r} are contained
in PCW.
Choose an arbitrary point
(
y0
y
)
∈ Y with y fractional in at least one yrvˆ for vˆ ∈ V \ {r}.
Note that, whenever we have av = 0 for a node v ∈ V \ {r}, then yrv gets coefficient 0 in all
inequalities of (2.65) and (2.66), i.e., v can be put in any feasible Vp and Vn, but it can never
be v¯. This has two implications. First, in case avˆ = 0 the points
(
y0
y
)
−
(
0
yrvˆervˆ
)
and(
y0
y
)
+
(
0
(1 − yrvˆ)ervˆ
)
are contained in Y and
(
y0
y
)
is a strict convex combination of
them. The second implication is that for any choice of feasible triples (Vp, v¯, Vn), which just differ
in the locations of nodes v with av = 0, the resulting inequalities in (2.65) and (2.66) are the same.
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Therefore, in order to make the notation simple, we will assume in the sequel that av > 0 for all
v ∈ V \ {r}.
If the point
(
y0
y
)
∈ Y does not fulfil at least one inequality of (2.65) or (2.66) with equality,
then for some ǫ > 0 the points
(
y0 + ǫ
y
)
and
(
y0 − ǫ
y
)
are contained in Y and
(
y0
y
)
is a
strict convex combination of them. Thus, we can assume that
(
y0
y
)
fulfils, w.l.o.g., at least one
inequality of type (2.65) with equality.
Case 1: Let us first assume that
(
y0
y
)
fulfils inequalities of type (2.65) and (2.66) with
equality. In this case, Observation 73 shows 2y0 = a(V ). Thus,
∑
v∈Vp
avyrv + (a(V )− 2a(Vp)− av¯) yrv¯ −
∑
v∈Vn
avyrv =
1
2
a(V ) . (2.74)
By definition of Vp, we have a(Vp) ≤ 12a(V ). First, suppose a(Vp) = 12a(V ). Then a(V )− 2a(Vp)−
av¯ = −av¯. So, in order to fulfil (2.74), we need yrv = 1 for all v ∈ Vp, yrv¯ = 0 and yrv = 0 for all
v ∈ Vn. This contradicts our assumption of yrvˆ ∈ (0, 1) for at least one vˆ ∈ V \ {r}. Now, suppose
a(Vp) <
1
2a(V ). Then a(V )−2a(Vp)−av¯ = a(V )−a(Vp)− (a(Vp) + av¯) < a(V )−a(Vp)− 12a(V ) =
1
2a(V ) − a(Vp). So, in this case, (2.74) can never be true, because even setting yrv = 1 for
all v ∈ Vp, yrv¯ = 1 and yrv = 0 for all v ∈ Vn does yield a left-hand side value smaller than
a(Vp) +
1
2a(V )− a(Vp) = 12a(V ).
Case 2: It remains to look at the case that
(
y0
y
)
fulfils exclusively inequalities of (2.65)
or (2.66) with equality. By the symmetry of Y , it suffices to look only at inequalities (2.65).
Lemma 75 allows us to determine all feasible triples (Vp, v¯, Vn), for which the corresponding in-
equality (2.65) is active, i.e., for which we have y0 +
∑
v∈Vp avyrv + (a(V )− 2a(Vp)− av¯) yrv¯ −∑
v∈Vn avyrv = a(V ). Moreover, Lemma 76 tells us for all vˆ ∈ V \{r} that Γ(vˆ) :=
∑
v∈V :yrv=yrvˆ γv
is equal in all those inequalities. Now, look at an arbitrary vˆ ∈ V \ {r} with yrvˆ ∈ (0, 1). We will
determine a direction δ, the maximal step size ǫ+ > 0 in positive direction and the maximal step
size ǫ− > 0 in negative direction that we can move from
(
y0
y
)
into the direction δ, while still
staying in Y . This will prove that
(
y0
y
)
cannot be an extreme point of Y .
Let
δ =
(
−Γ(vˆ)
0|E|
)
+
∑
v ∈ V \ {r} :
yrv = yrvˆ
(
0
erv
)
and set
ǫ+ = min{1, yrv : yrv > yrvˆ, v ∈ V \ {r}} − yrvˆ
and
ǫ− = yrvˆ −min{0, yrv : yrv < yrvˆ, v ∈ V \ {r}} .
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Then for t ∈ (−ǫ−, ǫ+), the points
(
y0
y
)
+ tδ are contained in Y . Note that the direction
describes a straight line that lies in the intersection of the active inequalities. Lemma 75 insures
that in the given interval no other inequality becomes tight, because the order of the elements yrv
is preserved. Thus, we have shown that there is no vertex of Y with fractional coordinates yrv for
some v ∈ V \ {r}.
Let us finally show that if
(
y0
y
)
∈ Y with y ∈ {0, 1}|E| is a vertex of Y , then it is in fact
one of the points used to define PCW, i.e., it is contained in PCW. If
(
y0
y
)
is a vertex of Y ,
then it fulfils at least one inequality of (2.65) or (2.66) with equality. Let this w.l.o.g. be one of
the inequalities (2.65). We can determine it using Lemma 75. Let (Vp, v¯, Vn) be its triple. Let
V 1 = {v ∈ V \ {r} : yrv = 1}, i.e., y = χδ(V 1) = χδ(V \V 1). We discern two cases:
1. a(V 1) ≤ 12a(V ). Then V 1 ⊆ Vp, yrv¯ = 0 and Vn ∩ V 1 = ∅. Therefore, as (2.65) is tight for
y and (Vp, v¯, Vn), y0 = a(V ) − a(Vp ∩ V 1) = a(V ) − a(V 1) = a(V \ V 1), thus,
(
y0
y
)
=
h
(
V \ V 1) ∈ PCW.
2. a(V 1) > 12a(V ). Then Vp ∩ V 1 = Vp, yrv¯ = 1 and (V 1 \ (Vp ∪ {v¯})) ⊆ Vn. Thus, y0 =
a(V )− a(Vp)− (a(V )− 2a(Vp)− av¯) + a(Vn ∩ V 1) = a(Vp) + av¯ + a(Vn ∩ V 1) = a(V 1), i.e.,(
y0
y
)
= h(V ) ∈ PCW. 
Theorem 78. For a star G = (V,E) with root r ∈ V , a 6= 0|E|, a(V ) ≤ a0 and a(V \ {r}) > ar,
we have Y = PCW.
Proof. Use Propositions 74 and 77. 
Let us now deal with the somewhat easier case a(V \ {r}) ≤ ar and let us first look again at
the nontrivial facets.
Proposition 79. For a star G = (V,E) with root r ∈ V , a 6= 0|E| , a(V ) ≤ a0 and a(V \ {r}) ≤ ar,
the inequalities
y0 +
∑
v∈V \{r}
avyev ≤ a(V ) (2.75)
y0 −
∑
v∈V \{r}
avyev ≥ 0 (2.76)
are facet-inducing for PCW.
Proof. We start again by observing the symmetry of the inequalities (2.75) and (2.76) to the
hyperplane {
y ∈ R|E| : 2y0 = a(V )
}
.
To see this, subtract the equation 2y0 = a(V ) from inequality (2.75) to yield inequality (2.76).
Thus, we only have to prove the validity and facet-induction of the inequality (2.75) or (2.76).
We choose (2.75).
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Take an S ⊆ V with a(S) ≥ a(V \ S). Then h(S) =
(
a(S)
χδ(S)
)
is one of the points defining
PCW. We see that V \ S = {v ∈ V : rv ∈ δ(S)}. Now, plug h(S) into the left-hand side of (2.75)
to get
a(S) + a(V \ S) = a(V ) . (2.77)
The point h(V \S) =
(
a(V \ S)
χδ(V \S)
)
can also not violate (2.75), since a(V \S) ≤ a(S), thus, (2.75)
is valid for PCW.
In order to show that (2.75) is facet-inducing, let v1, . . . , v|V |−1 be an arbitrary ordering of the
nodes in V \ {r}. Then, by (2.77), the dim(PCW) = |V | points
h(V )
h(V \ {v1})
. . .
h
(
V \ {v1, . . . , v|V |−1}
)
fulfil the inequality (2.75) with equality and are affinely independent. 
We define
Y r :=
{
y ∈ R|E|+1 : y fulfils (2.64), (2.75) and (2.76)
}
. (2.78)
Proposition 80. For a star G = (V,E) with root r ∈ V , a 6= 0|E|, a(V ) ≤ a0 and a(V \ {r}) ≤ ar,
we have Y r ⊇ PCW.
Proof. Use Propositions 71 and 79. 
Proposition 81. For a star G = (V,E) with root r ∈ V , a 6= 0|E|, a(V ) ≤ a0 and a(V \ {r}) ≤ ar,
we have Y r ⊆ PCW.
Proof. This proof is similar to the one of Proposition 77. Again, we show that all vertices of Y r
are contained in PCW.
First, we prove that all possible vertices
(
y0, y
T
)T
of Y r have a binary vector y. Suppose
that the vertex
(
y0, y
T
)T
has at least one fractional coordinate. If
(
y0, y
T
)T
does not fulfil either
inequality (2.75) or inequality (2.76) with equality, then there exists ǫ > 0 so that
(
y0 + ǫ, y
T
)T ∈
PCW and
(
y0 − ǫ, yT
)T ∈ PCW, and (y0, yT )T is a convex combination of those two points, i.e., it
cannot be a vertex of PCW.
If
(
y0, y
T
)T
fulfils both (2.75) and (2.76) with equality, then with the help of a(V \ {r}) ≤ ar,
i.e., a(V \ {r}) ≤ 12a(V ), it is straightforward to deduce, in a similar fashion as in Case 1 in the
proof of Proposition 77, that yrv ∈ {0, 1} for all v ∈ V \ {r}. This contradicts our assumption of
the existence of at least one fractional coordinate of y.
Thus, vertices with fractional coordinates can only lie on either one of the inequalities (2.75)
and (2.76). By the symmetry of Y r, it suffices to look only at points on the inequality (2.75). This
time, the choice of the straight line segment is a bit easier, because we do not have to ensure that it
lies in the intersection of several hyperplanes. Thus, for a fractional yrvˆ, we can simply use the step
lengths ǫ+ = 1− yrvˆ and ǫ− = yrvˆ and the direction δ =
(
−avˆ
0|E|
)
+
(
0
ervˆ
)
, where ervˆ denotes
the |E|-dimensional unit vector with a 1 in coordinate rvˆ, to ensure that (y0, yT )T + tδ ∈ Y r for
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all t ∈ (−ǫ−, ǫ+). Therefore, we have shown again that all possible vertices of Y r must have binary
coordinates yrv for all v ∈ V \ {r}.
The final step is to show that by plugging a binary y into (2.75), and by requiring that
(
y0, y
T
)T
fulfils the inequality with equality, there is only one possible value left for y0, namely a(S) for
y = χδ(S) with r ∈ S, thus, (y0, yT )T = h(S) ∈ PCW. 
Theorem 82. For a star G = (V,E) with root r ∈ V , a 6= 0|E|, a(V ) ≤ a0 and a(V \ {r}) ≤ ar,
we have Y r = PCW.
Proof. Use Propositions 80 and 81. 
Remark 83. Note that in all assertions of this section, we have assumed a(V ) ≤ a0. This
assumption guarantees that every S ⊆ V contributes its point h(S) to PCW. If we reduce a0 below
a(V ), the facial structure of PCW becomes much more complicated, because suddenly the whole
complexity of the knapsack polytope PK comes into play. So far, a complete description of PCW
with a(V ) > a0 seems out of reach.
There is an alternative proof of the Theorems 78 and 82 presented in [9, 49]. We would like
to describe it briefly and highlight similarities and differences to the proofs presented above. The
proofs of facet-definition of the given inequalities are essentially the same as in this thesis. The
differences occur in the reasoning that the given facets suffice to describe PCW completely. We
observe that, in general, there are only three classes of possible facets of PCW:
y0 +
∑
v∈V \{r}
γvyrv ≤ γ0 (2.79)
∑
v∈V \{r}
γvyrv ≤ γ0 (2.80)
−y0 +
∑
v∈V \{r}
γvyrv ≤ γ0 (2.81)
First, we observe that the projection of PCW onto the space R
|E| is the |E|-dimensional hypercube,
thus, all facets (2.79) are given by Proposition 71. The second, more involved, step is to examine
possible coefficients of the facets (2.79) and (2.81). Since the inequalities (2.79) and (2.81) exhibit
the same symmetry as PCW, only one of them has to be treated, e.g., the inequality (2.79). One
can show the following result:
Lemma 84 (v. Lemmas 41 and 42 of [9]). For an arbitrary facet-defining inequality of PCW of the
form (2.79), we have for all v ∈ V \ {r}
γ0 = a(V )
−av ≤ γv ≤ av,
and ∑
v∈V \{r}
γv ≤ ar .
The rather technical proof uses standard polyhedral arguments and will not be repeated here.
Lemma 84 allows to show that for any given y ∈ [0, 1]|E|, the coordinate y0 of points
(
y0, y
T
)T ∈
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PCW is most restricted by one of the constraints (2.65) or (2.75) depending on whether ar < a(V \r)
or ar ≥ a(V \ r). This then means that all facets (2.79) of PCW are given by (2.65) or (2.75). To
prove this property, we look at the programme
min a(V )−
∑
v∈V \{r}
yrvγv
s.t.
∑
v∈V \{r}
γv ≤ ar
−av ≤ γv ≤ av ∀v ∈ V \ {r} .
(2.82)
Setting γ˜v = γv + av, the problem (2.82) turns out to be equivalent to the continuous bounded
knapsack problem (see Sections 3.2 and 3.3.1 in [96])
max
∑
v∈V \{r}
yrvγ˜v −
∑
v∈V \{r}
yrvav
s.t.
∑
v∈V \{r}
γ˜v ≤ a(V )
0 ≤ γ˜v ≤ 2av ∀v ∈ V \ {r} .
(2.83)
An optimal solution can be found by sorting the items v with respect to nonincreasing profit-
to-weight ratios yrv/1, w.l.o.g., let this ordering be 1, 2, . . . , |V | − 1, and packing the knapsack as
follows: γ˜v = 2av for all v = 1, . . . , v¯−1 with 2a({1, . . . , v¯−1}) ≤ a(V ) and 2a({1, . . . , v¯−1})+2av¯ >
a(V ), γ˜v¯ = a(V ) − 2a({1, . . . , v¯ − 1}), and γ˜v = 0 for all v = v¯ + 1, . . . , |V | − 1. The item v¯ is
called the critical item. Note that if one v¯ can be chosen as the critical item, then so can all v 6= v¯
with yrv = yrv¯. Re-substituting γ˜v = γv + av, we obtain the optimal solution of problem (2.82):
γv = av for all v = 1, . . . , v¯−1 with a({1, . . . , v¯−1}) ≤ 12a(V ) and a({1, . . . , v¯−1})+av¯ > 12a(V ),
γv¯ = a(V ) − 2a({1, . . . , v¯ − 1}) − av¯, and γv = −av for all v = v¯ + 1, . . . , |V | − 1. We observe
that (Vp = {1, . . . , v¯ − 1}, v¯, Vn = {v¯ + 1, . . . , |V | − 1}) is a feasible triple. It is now easy to see
that the determined solutions of γv for all v ∈ V and γ0 = a(V ) correspond to the facet-inducing
inequalities (2.65) or (2.75) if a(V \ {r}) > ar or a(V \ {r}) ≤ ar, respectively.
Example 85. We continue Example 64. For the choice of the subgraphs G¯l; compare Figure 2.5.
• The even bisection knapsack walk inequality on V ′ = {1, 2, 3} with root node r = 3 and even
sets Hv = ∅ for all v ∈ V ′ is 1+(1−y13)+(1−y23) ≤ 4. With G¯1 and G¯2 so that V¯1 = {4, 5},
V¯2 = {6, 7}, E¯1 = {45} and E¯2 = {67}, the capacity reduced even bisection knapsack walk
inequality reads 1 + (1− y13) + (1− y23) ≤ 4− y45 − y67 and is a facet of PB.
• For V ′ = {1, 2, 3, 4}, r = 3 and even sets Hv = ∅ for all v ∈ V ′, the even bisection knapsack
walk inequality is 1 + (1 − y13) + (1 − y23) + (1 − y34) ≤ 4. Proposition 72 establishes
that for G¯ with V¯ = {5, 6, 7, 8} and E¯ = {56, 67, 68}, one of the best minorant for βˇG¯ is
y56 + y67 − y68. Thus, the resulting capacity reduced even bisection knapsack walk inequality
reads 1 + (1− y13) + (1− y23) + (1− y34) ≤ 4− y56 − y67 + y68. It is a facet of PB.
• For V ′ = {1, 2, 3, 4}, root r = 3 and odd sets U1 = {13}, U2 = {23}, U3 = ∅ and U4 = {34},
the odd bisection knapsack walk inequality is 1+(1−y13)+(1−y23)+(1−y34) ≥ 0. If we use
again the minorant y56+y67−y68 for βˇG¯ with G¯ with V¯ = {5, 6, 7, 8} and E¯ = {56, 67, 68}, we
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find the capacity reduced odd bisection knapsack walk facet 1+(1−y13)+(1−y23)+(1−y34) ≥
y56 + y67 − y68 of PB.
∑
i∈V zi ≤ 4
6
7
V¯2
1
3V ′
V¯1
5
y45
y67y13
y68
8
y56
2
y23
y34
F = 4, fi = 1 ∀i ∈ V
4
F = 4, fi = 1 ∀i ∈ V
∑
i∈V zi ≤ 4
6
7
V¯1
8
5
1 y13
3
y23
V ′
2
y68
y56y45
4
y34
y67
Figure 2.5: Graphs for Example 85
2.9 Further Inequalities Specialised to (MB) by the Use of
Complemented Variables
Complementation of variables can also be applied to specialise other known inequalities besides the
knapsack tree inequalities. In Section 2.4, we have reviewed the tree inequalities, cycle inequalities
and cycle with tail inequalities. Their common drawback is that they ask for a large support in
order to collect a node set large enough to form a cover. In her PhD-thesis, Fu¨genschuh applied
the complementation of variables in order to derive related inequalities valid only for PB [49]. Since
we also used these inequalities in our branch-and-cut approach, we briefly review them here.
2.9.1 Complementarity Tree Inequalities
As already noted above, the tree inequalities usually ask for large trees. Furthermore, they are
only effective if many of the solution variables are close to zero. Thus, if some edge values are
large, e.g., fixed to one due to branching, the solution is very likely to fulfil any conceivable tree
inequality. Using the path argument introduced in Section 2.6, we can decide (or estimate) for
a given cut (or solution of the relaxation), which nodes are in the same cluster and which are in
different clusters. Thus, we can estimate the total weight of the two clusters. This idea is used in
the proof of the complementarity tree inequality that is given in [49].
Proposition 86 (Complementarity tree inequality [49]). Let T = (VT , ET ) be a tree in G = (V,E)
and let M be the edge set of a possibly empty matching on V \ VT . In VT , choose a possibly empty
set CS = {s1, . . . , sk} of nonadjacent nodes and let Si be the set of all edges in ET incident to si.
Thus, (VSi , Si) form stars with centre nodes si ∈ VT and Si ∩ Sj = ∅ for i 6= j. Set S =
⋃k
i=1 Si.
If ∑
v∈VT \CS
fv +
∑
{v,w}∈M
min{fv, fw} > F, (2.84)
then the complementarity tree inequality
∑
e∈ET \S
ye +
∑
e∈S∪M
(1− ye) ≥ 1 (2.85)
is valid for PB.
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The support of the complementarity tree inequality can thus be divided into three different
components. The first one is a collection of subtrees of the tree (VT , ET ). All edge variables of
these subtrees are not complemented. So, if we use edges with small solution values for these
subtrees, they will span the cluster that shall form the cover in order to force an edge to be cut.
The second component is a collection of stars that are edgewise disjoint and whose main purpose
is to connect the subtrees. All edge variables of stars are complemented. Hence, in order to
find a violated inequality, we should include edges with large solution values in the stars. The
final component is the matching that is edgewise and nodewise disjoint to the subtree and star
components. All its edge variables are also complemented. Its main purpose is to increase the
weight of the cluster to finally form a cover, because it chooses edges that are most likely cut and,
therefore, add their two incident nodes to different clusters. This idea is similar to our approach
of strengthening bisection knapsack walk inequalities as described in Section 2.8. Since its edge
variables are complemented, the matching should prefer edges with large solution values.
Example 87. To give two examples of complementarity tree inequalities, we use again the graph
from Example 64. For the choice of the subtrees, stars and matchings; compare Figure 2.6.
• We use the whole tree for the support of the inequality and split it into two subtrees with
edge sets {13, 23, 34} and {67, 68} (thick linestyle), and a star with centre node 5 and edge
set {45, 56} (dashed linestyle). The matching is empty. The resulting complementarity tree
inequality reads y13 + y23 + y34 + (1− y45) + (1 − y56) + y67 + y68 ≥ 1.
• This time, we employ one subtree with edge set {13, 23} (thick linestyle), and a matching with
edge set {45, 67} (dashed linestyle). The complementarity tree inequality reads y13 + y23 +
(1− y45) + (1− y67) ≥ 1.
1 y13
3
y232
y34
4 5 6
7
8
y45 y56
y67
y68
F = 4, fi = 1 ∀i ∈ V
1 y13
3
y232
y34
4 5 6
7
8
y45 y56
y67
y68
F = 4, fi = 1 ∀i ∈ V
Figure 2.6: Graphs for Example 87
2.9.2 Complementarity Cycles with Trees Inequalities
To introduce the inequalities of this section, we first need to define a decomposition similar to the
cycle with tails decomposition.
Definition 88 ([49]). Let G be a connected graph. Consider a decomposition G consisting of
cycles Ci = (VCi , ECi), i = 1, . . . , k, and trees Tj = (VTj , ETj ), j = 1, . . . , t. Construct a graph
H by introducing a node for each element of G and an edge if the two corresponding elements of
G share one and only one node in G. If H is a tree, then we say that G has a cycles with trees
decomposition G.
Note that a cycle with tails decomposition is a cycles with trees decomposition, but an ear-
decomposition is no cycles with trees decomposition. Using the cycles with trees decomposition as
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a generalisation of the cycle with tails decomposition, Fu¨genschuh derives a generalisation of the
class of cycle with tails inequalities.
Proposition 89 (Cycles with trees inequality [49]). Let a subgraph G¯ =
(
V¯ , E¯
)
have a cycles with
trees decomposition with EC = EC1 ∪ . . . ∪ ECk and ET = ET1 ∪ . . . ∪ ETt . If V¯ is a cover, then
the cycles with trees inequality ∑
e∈EC
ye + 2
∑
e∈ET
ye ≥ 2 (2.86)
is valid for PB.
With the same motivation as for the complementarity tree inequalities, Fu¨genschuh applies
complementation of variables, but this time also to the cycle variables so that on each cycle an
even subset of its edge variables are complemented. The idea is that given a cut on a cycles with
trees decomposition of a subgraph, it is straightforward to uniquely determine the two resulting
contributions of weights to the two clusters made by the subgraph. If one of these contributions
is already heavy enough to form a cover on its own, we are done. Otherwise, we cut edges that
are not part of the cycles with trees decomposition, knowing that at least the weight of the lighter
incident node will be added to the larger contribution.
Proposition 90 (Complementarity cycles with trees inequality [49]). Let a subgraph G¯ =
(
V¯ , E¯
)
of G have a cycles with trees decomposition with EC = EC1 ∪ . . .∪ECk and ET = ET1 ∪ . . .∪ETt .
Let D be a possibly empty subset of E¯ so that |D ∩ ECi | is even for all i = 1, . . . , k, i.e., D is a
cut in G¯. Let M be a possibly empty matching on E
(
V \ V¯ ). Denote by (V¯1, V¯2) the partition of
G¯ defined by the cut D. If
max


∑
v∈V¯1
fv,
∑
v∈V¯2
fv

+
∑
{v,w}∈M
min{fv, fw} > F, (2.87)
then the complementarity cycles with trees inequality
∑
e∈(D∩ET )∪M
2(1− ye) +
∑
e∈ET \D
2ye +
∑
e∈D∩EC
(1− ye) +
∑
e∈EC\D
ye ≥ 2 (2.88)
is valid for PB.
Note that the complementarity tree inequalities are a subclass of the complementarity cycles
with trees inequalities.
Example 91. For an example of a complementarity cycles with trees inequalities, we use the graph
given in Figure 2.7. The cycles with trees decomposition shall be given on the graph connecting
nodes 1, . . . , 8. The cut set D shall be chosen as {13, 23, 45, 67, 78} (dashed linestyle). It partitions
the cycles with trees decomposition into two node sets, one of total weight five and one of total
weight three. To achieve a cover, we set the matching M to {90} and, thereby, adding a node of
weight one to each cluster. Then the complementarity cycle with trees inequality reads y12 + (1 −
y13) + (1 − y23) + 2y34 + 2(1− y45) + 2y56 + (1− y67) + y68 + (1− y78) + 2(1− y90) ≥ 2.
In [49], Fu¨genschuh gives examples of complementarity cycles with trees inequalities defining
facets of PB.
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1 y13
3
y232
y34
6
7
8
y56
y67
y68
4 5
y45
9 0
y90
y78y12
F = 5, fi = 1 ∀i ∈ V
Figure 2.7: Graph for Example 91
2.10 Separation Problems
In this section, we will describe the separation problems and procedures for the inequalities that
we use in our branch-and-cut approach. In general, the exact separation problem can be defined
as follows:
Definition 92 (Exact separation problem). Given a class F of valid inequalities for a polytope
P ⊂ Rn and a point x ∈ Rn, a solution to the exact separation problem consists of an inequality
of F that is violated by x, or the assertion that x fulfils all inequalities of F .
2.10.1 Separation of Inequalities for the Knapsack Polytope
We have seen that knapsack tree inequalities, as well as bisection knapsack walk inequalities, make
use of nontrivial transformations of valid inequalities for the knapsack polytope PK into valid
inequalities for the bisection cut polytope PB. Of course, it is intuitively clear that strong valid
inequalities for PK should be used in order to obtain strong knapsack tree or bisection knapsack
walk inequalities. Since the focus of our study did not lie on the polyhedral structure of PK, this
section shall only display known results. A recent survey by Kellerer, Pferschy and Pisinger can
be found in [85].
The simplest valid inequalities for PK, apart from the trivial inequalities 0 ≤ xv ≤ 1 for all
v ∈ V , are derived from covers (see Definition 35).
Proposition 93 (Cover inequality [10, 61, 126]). If V¯ ⊆ V is a (minimal) cover, the (minimal)
cover inequality ∑
v∈V¯
xv ≤
∣∣V¯ ∣∣− 1 (2.89)
is valid for PK.
While minimal cover inequalities define facets of the knapsack polytope

x ∈ {0, 1}|V¯ | :
∑
v∈V¯
fvxv ≤ F

 ,
they do not need to be facet-defining for PK associated with V .
The separation problem of cover inequalities can be formulated as a binary programming prob-
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lem [128]: Let x¯ ∈ [0, 1]|V | be the point to separated. Then we have to solve the problem
min
∑
v∈V
(1 − x¯v)zv
s.t.
∑
v∈V
fvzv > F
z ∈ {0, 1}|V | .
(2.90)
If its optimal objective value is less than one, its optimal solution z∗ yields the violated cover
inequality ∑
v∈V
z∗vxv ≤
∑
v∈V
z∗v − 1,
i.e., a value of z∗v = 1 indicates that v is contained in the cover V¯ . As there is no polynomial
algorithm known to solve this problem, usually dynamic programming or heuristics are used to
separate cover inequalities.
After the separation of cover inequalities, one can attempt to strengthen them.
Proposition 94 (Extended cover inequality [128]). If V¯ ⊆ V is a cover, the extended cover
inequality ∑
v∈V¯ ∪{w:fw≥fv∀v∈V¯ }
xv ≤
∣∣V¯ ∣∣− 1 (2.91)
is valid for PK.
Necessary and sufficient conditions for extended cover facets of PK were investigated in [10,
61, 126]. A general concept that strengthens cover inequalities, and under certain circumstances
even leads to facet-defining inequalities, is described for instance by Wolsey in [128]. It is called
lifting and was, according to Wolsey, initially presented by Gomory [59], and later extended by
Padberg [105, 106] and Wolsey [127]:
Given a valid cover inequality
∑
v∈V¯ xv ≤
∣∣V¯ ∣∣− 1, we seek the largest αj for j ∈ V˜ := V \ V¯ so
that
∑
v∈V¯ xv +
∑
v∈V˜ αvxv ≤
∣∣V¯ ∣∣− 1 is still valid for PK. Fix an arbitrary sequence of the nodes
in V˜ . W.l.o.g. let 1, . . . ,
∣∣∣V˜ ∣∣∣ be this sequence. Assume that the values αv have been obtained for
v = 1, . . . , t − 1 <
∣∣∣V˜ ∣∣∣. Then the largest possible value of αt is max{0, ∣∣V¯ ∣∣ − 1 − κt}, where κt is
the optimal objective value of the knapsack problem
max
t−1∑
v=1
αvxv +
∑
v∈V¯
xv
s.t.
t−1∑
v=1
fvxv +
∑
v∈V¯
fvxv ≤ F − ft
x ∈ {0, 1}|V¯ |+t−1 .
(2.92)
Different lifting sequences may result in different inequalities. However, it can be shown that any
lifting sequence yields a facet of PK if we start with a minimal cover inequality. Zemel showed that
the sequential lifting problem starting from a minimal cover V¯ can be solved in O(|V¯ ||V |) time
using dynamic programming techniques [129]. He used the following trick: Instead of dynamically
computing for every feasible combination of items and weights with weight less than or equal to
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F −ft the maximal reachable cost value and picking the combination that maximises this value, he
computed for every feasible combination of items and costs with costs less than or equal to
∣∣V¯ ∣∣−1
the minimal possible weight and picked from the feasible knapsacks the one with maximal costs.
This improves the computation time of the dynamic programme if
∣∣V¯ ∣∣− 1 is significantly smaller
than F − ft, thus, there are much less columns in the dynamic programme. Furthermore, Zemel
saved time by computing all rows corresponding to variables with nonzero coefficients only once,
when the first variable is lifted. For the remaining variables, he only updated the last row in case
the preceeding variable was lifted into the inequality with a nonzero coefficient.
The idea of a cover can be extended to so-called (1,k)-configurations.
Definition 95. A set V ′ ∪ {v¯} with ∅ 6= V ′ ⊂ V , v¯ ∈ V \ V ′ is called a (1,k)-configuration if∑
v∈V ′ fv ≤ F and K ∪ {v¯} is a minimal cover for all K ⊂ V ′ with |K| = k.
Proposition 96 ((1,k)-configuration inequality [107]). Let V ′∪{v¯} be a given (1,k)-configuration.
Then for any set R ⊆ V ′ with |R| ≥ k, the (1,k)-configuration inequality corresponding to V ′∪{v¯}
and R
(|R| − k + 1)xv¯ +
∑
v∈R
xv ≤ |R| (2.93)
is valid for PK.
Note that |R| − k + 1 can also be seen as the lifting coefficient of xv¯ for
∑
v∈R xv ≤ R. For
k = |V ′|, the (1,k)-configuration inequality is equivalent to the minimal cover inequality. Padberg
showed that (1,k)-configuration inequalities define facets of

x ∈ {0, 1}|V ′|+1 :
∑
v∈V ′∪{v¯}
fvxv ≤ F

 ,
and that together with the knapsack inequality and the trivial inequalities they are sufficient
to describe this polytope [107]. Using the lifting procedure described above, (1,k)-configuration
inequalities can be extended to facets of PK.
Weismantel remarks in [124] that most polyhedral studies of PK build on minimal covers [10,
61, 126] and (1,k)-configurations [107]. He notices that computational experiments have shown
that, even if sequential lifting and complementing of variables are used, inequalities building on
covers and (1,k)-configurations are often not sufficient for giving good bounds on the optimal value
of a knapsack problem, because the individual weights of the items are not properly reflected. This
means that facet-defining inequalities for PK may not be found. In order to partially overcome
this problem, he introduces weight inequalities that use the individual node weights.
Proposition 97. (Weight inequalities [123, 124]) For T ⊆ V with f(T ) < F , define r := F−f(T ).
For V ′ := {v ∈ V : fv > r} 6= ∅, the weight inequality with respect to T
∑
v∈T
fvxv +
∑
v∈V ′
(fv − r)xv ≤ f(T ) (2.94)
is valid for PK.
The set T is called the starting set. It is hard to give necessary and sufficient conditions for
weight inequalities to be facet-defining for PK if the weights are allowed to take arbitrary values in
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[1, F ]. Nevertheless, an important subclass of weight inequalities, the so-called 1-weight inequalities
with fv = 1 for all v ∈ T , can be shown to be necessary to describe PK if the node weights are
either one or within
[⌊
F
2
⌋
+ 1, F
]
. Additionally, one needs the trivial inequalities xv ≥ 0 for all
v ∈ V , the cover inequality ∑
v∈V :fv≥⌊F2 ⌋+1 xv ≤ 1 and the knapsack inequality
∑
v∈V fvxv ≤ F
to completely describe PK in this case. Furthermore, Weismantel introduces a generalisation of the
weight inequalities, the so-called weight reduction inequalities, and shows that they are separable
in pseudo-polynomial time. Moreover, he describes another extension of weight inequalities, the
so-called extended weight inequalities, which can be shown to contain cover and (1,k)-configuration
inequalities as subclasses [124].
At the end of this section, we discuss a special situation that will be important to us: If all
weights fv are equal to one and F ≤ f(V ), then the only nontrivial facet of PK is the knapsack
inequality itself. For the sake of completeness, we prove this result.
Lemma 98. The knapsack polytope PK for identical node weights fv = 1 for all v ∈ V and
F < f(v) is completely described by the trivial inequalities 0 ≤ xv ≤ 1 for all v ∈ V and the
knapsack inequality
∑
v∈V xv ≤ F .
Proof. The inequalities are trivially valid, so they do not cut off any point of PK. To prove that
they suffice to describe PK, we are going to show that the maximisation of any linear objective
over the feasible set described by these inequalities always has an optimal solution contained in
PK. Look at the primal programme
(P)
max
∑
v∈V
cvxv
s.t.
∑
v∈V
xv ≤ F
xv ≤ 1 ∀ v ∈ V
xv ≥ 0 ∀ v ∈ V .
(2.95)
Its dual is
(D)
min Fy0 +
∑
v∈V
yv
s.t. y0 + yv ≥ cv ∀v ∈ V
y0 ≥ 0
yv ≥ 0 ∀ v ∈ V .
(2.96)
An optimal primal solution can be found as follows: Sort the nodes v with respect to nonincreasing
cv. W.l.o.g. let v = 1, . . . , |V | be that order. Starting with v = 1, set x∗v = 1 as long as cv > 0 and∑v
i=1 xi ≤ F . As soon as cv ≤ 0 or
∑v
i=1 xi > F , set x
∗
v = 0. Let v¯ be the node with xv¯ = 1 and
xv¯+1 = 0. It must exist, because F < f(V ). Obviously, x
∗ ∈ PK and its corresponding objective
function value in (P) is
∑v¯
v=1 cv. The optimality of x
∗ can be shown by giving a complementary
dual solution y∗ with the same objective function value. Set y∗0 = max{0, cv¯+1}, y∗v = 0 if x∗v = 0
and y∗v = max{0, cv − y∗0} if x∗v = 1. This solution is dual feasible, complementary to x∗ and its
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objective function value in (D) is
Fy∗0 +
v¯∑
v=1
y∗v = F max{0, cv¯+1}+
|V |∑
v=1
max{0, cv −max{0, cv¯+1}}
=


Fcv¯+1 +
v¯∑
v=1
(cv − cv¯+1) if cv¯+1 > 0
F · 0 +
v¯∑
v=1
(cv − 0) if cv¯+1 ≤ 0
=
v¯∑
v=1
cv,
where we use
∑v¯
v=1 cv¯+1 = Fcv¯+1 if cv¯+1 > 0, because
∑v¯
v=1 x
∗
v = F . 
We will use this result later to substantiate complexity results for the separation of bisection
knapsack walk inequalities.
2.10.2 Separation of Bisection Knapsack Walk Inequalities
Remember that even and odd bisection knapsack walk inequalities (2.38) and (2.43) are specified
by a knapsack inequality on the nodes, a set of nodes V ′, a root node r ∈ V ′, walks from r to v
for all v ∈ V ′ with multisets of edges Prv and subsets Hv ⊆ Prv, |Hv| even, and Uv ⊆ Prv, |Uv|
odd, respectively, which specify which edge variable should appear in complemented form 1− ye.
It turns out that given y¯ ∈ [0, 1]|E| and r ∈ V , we can find in polynomial time, and independent of
the knapsack inequality, an optimal V ′ and for all v ∈ V ′ optimal multisets of edges Prv, Hv and
Uv so that for all possible knapsack inequalities, the resulting even and odd bisection knapsack
walk inequalities are most violated among all even and odd bisection knapsack walk inequalities
sharing r as their root. Our method is similar to the polynomial time separation algorithm for odd
cycle inequalities given in [13] (see Section 2.10.5).
Let a fixed y¯ ∈ [0, 1]|E| be given. We construct a weighted auxiliary graph having twice the
number of nodes and four times the number of edges as G as follows:
Definition 99 (Weighted auxiliary graph). For G = (V,E) and a fixed y¯ ∈ [0, 1]|E|, let v¯ denote
the copy of v ∈ V and V¯ = {v¯ : v ∈ V }. Then the weighted auxiliary graph is G˜ =
(
V˜ = V ∪ V¯ , E˜
)
with edge set
E˜ = {{v, w}, {v¯, w}, {v, w¯}, {v¯, w¯} : {v, w} ∈ E}
and edge weights ωvw = ωv¯w¯ = y¯vw and ωv¯w = ωvw¯ = 1− y¯vw for {v, w} ∈ E.
The following proposition shows how we determine multisets of edges of optimal walks and even
or odd subsets.
Proposition 100. For G = (V,E) and y¯ ∈ R|E|, let G˜ =
(
V˜ , E˜
)
with ω ∈ R|E˜| be the weighted
auxiliary graph of Definition 99.
• For r, v ∈ V , r 6= v, let P ′∗rv be the edge set of a shortest path from r to v in G˜ with respect to
edge weights ω. Construct the multiset of edges P ∗rv for the walk from r to v in G and subset
H∗v ⊆ P ∗rv of even cardinality as follows:
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For each edge {i, j} ∈ P ′∗rv and
{
i¯, j¯
} ∈ P ′∗rv, include one copy of edge {i, j} ∈ E in P ∗rv, and,
for each side crossing edge
{
i¯, j
} ∈ P ′∗rv and {i, j¯} ∈ P ′∗rv, include one copy of edge {i, j} ∈ E
in P ∗rv and in H
∗
v .
Then
1−
∑
e∈P∗rv\H∗v
mP∗rv\H∗v (e)y¯e −
∑
e∈H∗v
mH∗v (e) (1− y¯e) =
= max
Prv ,Hv

1−
∑
e∈Prv\Hv
mPrv\Hv (e)y¯e −
∑
e∈Hv
mHv (e) (1− y¯e)


with Prv, Hv conforming with Definition 54.
• For r, v ∈ V , r 6= v, let P ′∗rv be the edge set of a shortest path from r to v¯ in G˜ with respect to
edge weights ω. Construct the multiset of edges P ∗rv for the walk from r to v in G and subset
U∗v ⊆ P ∗rv of odd cardinality as follows:
For each edge {i, j} ∈ P ′∗rv and
{
i¯, j¯
} ∈ P ′∗rv, include one copy of edge {i, j} ∈ E in P ∗rv, and,
for each side crossing edge
{
i¯, j
} ∈ P ′∗rv and {i, j¯} ∈ P ′∗rv, include one copy of edge {i, j} ∈ E
in P ∗rv and in U
∗
v .
Then ∑
e∈P∗rv\U∗v
mP∗rv(e)\U∗v y¯e +
∑
e∈U∗v
mU∗v (e) (1− y¯e) =
= min
Prv ,Uv


∑
e∈Prv\Uv
mPrv\Uv (e)y¯e +
∑
e∈Uv
mUv (e) (1− y¯e)


with Prv, Uv conforming with Definition 57.
Proof. Let us start with the even subsets Hv. First, observe that every walk from r to v in G
with multiset of edges Prv and an associated even subset Hv ⊆ Prv can be translated into a walk
from r to v in G˜ with multiset of edges P ′rv and vice versa. This correspondence is unique as far
as the following two properties are concerned:
• For each edge {i, j} ∈ E, the multiplicity mPrv ({i, j}) in Prv is the same as the sum of
multiplicities mP ′rv ({i, j}) +mP ′rv (
{
i, j¯
}
) +mP ′rv (
{
i¯, j
}
) +mP ′rv (
{
i¯, j¯
}
) of the corresponding
edges {i, j},{i, j¯},{i¯, j} and {i¯, j¯} in E˜ with respect to P ′rv.
• For each edge {i, j} ∈ E, the multiplicity mHv ({i, j}) in Hv is the same as the sum of multi-
plicities mP ′rv (
{
i, j¯
}
)+mP ′rv (
{
i¯, j
}
) of the two corresponding side crossing edges
{
i, j¯
}
,
{
i¯, j
}
in E˜ with respect to P ′rv.
Thus,
∑
e∈Prv\Hv
mPrv\Hv (e)y¯e +
∑
e∈Hv
mHv (e)(1− y¯e) =
∑
e∈P ′rv
e={i,j}∈E˜∨
e={i¯,j¯}∈E˜
mP ′rv (e)ωe +
∑
e∈P ′rv
e={i¯,j}∈E˜∨
e={i,j¯}∈E˜
mP ′rv (e)ωe .
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Therefore,
max
Prv ,Hv

−
∑
e∈Prv\Hv
mPrv\Hv (e)y¯e −
∑
e∈Hv
mHv (e) (1− y¯e)

 =
= − min
Prv ,Hv


∑
e∈Prv\Hv
mPrv\Hv (e)y¯e +
∑
e∈Hv
mHv (e) (1− y¯e)


= −min
P ′rv


∑
e∈P ′rv
e={i,j}∈E˜∨
e={i¯,j¯}∈E˜
mP ′rv (e)ωe +
∑
e∈P ′rv
e={i¯,j}∈E˜∨
e={i,j¯}∈E˜
mP ′rv (e)ωe


= −
∑
e∈P ′∗rv
e={i,j}∈E˜∨
e={i¯,j¯}∈E˜
mP ′∗rv (e)ωe −
∑
e∈P ′∗rv
e={i¯,j}∈E˜∨
e={i,j¯}∈E˜
mP ′∗rv (e)ωe
= −
∑
e∈P∗rv\H∗v
mP∗rv\H∗v (e)y¯e −
∑
e∈H∗v
mH∗v (e) (1− y¯e) .
Second, since ω ≥ 0, there cannot be a walk from r to v in G˜ which is shorter than the shortest
path from r to v in G˜, so searching for a shortest path with edge set P ′∗rv is sufficient.
Let us now turn to the odd subsets Uv. Every walk from r to v in G with multiset of edges
Prv and an associated odd subset Uv ⊆ Prv can be translated into a walk from r to v¯ in G˜ with
multiset of edges P ′rv¯ and vice versa. Again, this correspondence is unique as far as the following
two properties are concerned:
• For each edge {i, j} ∈ E, the multiplicity mPrv ({i, j}) in Prv is the same as the sum of
multiplicities mP ′rv ({i, j}) +mP ′rv (
{
i, j¯
}
) +mP ′rv (
{
i¯, j
}
) +mP ′rv (
{
i¯, j¯
}
) of the corresponding
edges {i, j},{i, j¯},{i¯, j} and {i¯, j¯} in E˜ with respect to P ′rv.
• For each edge {i, j} ∈ E, the multiplicity mUv ({i, j}) in Uv is the same as the sum of multi-
plicities mP ′rv (
{
i, j¯
}
)+mP ′rv (
{
i¯, j
}
) of the two corresponding side crossing edges
{
i, j¯
}
,
{
i¯, j
}
in E˜ with respect to P ′rv.
Therefore,
∑
e∈Prv\Uv
mPrv\Uv (e)y¯e +
∑
e∈Uv
mUv (e)(1 − y¯e) =
∑
e∈P ′rv¯
e={v,w}∈E˜∨
e={v¯,w¯}∈E˜
mP ′rv¯ (e)ωe +
∑
e∈P ′rv¯
e={v¯,w}∈E˜∨
e={v,w¯}∈E˜
mP ′rv¯ (e)ωe .
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Thus,
min
Prv ,Uv


∑
e∈Prv\Uv
mPrv\Uv (e)y¯e +
∑
e∈Uv
mUv(e) (1− y¯e)

 =
= min
P ′rv¯


∑
e∈P ′rv¯
e={i,j}∈E˜∨
e={i¯,j¯}∈E˜
mP ′rv¯ (e)ωe +
∑
e∈P ′rv¯
e={i¯,j}∈E˜∨
e={i,j¯}∈E˜
mP ′rv¯ (e)ωe


=
∑
e∈P ′∗rv¯
e={i,j}∈E˜∨
e={i¯,j¯}∈E˜
mP ′∗rv¯ (e)ωe +
∑
e∈P ′∗rv¯
e={i¯,j}∈E˜∨
e={i,j¯}∈E˜
mP ′∗rv¯ (e)ωe
=
∑
e∈P∗rv\U∗v
mP∗rv\U∗v (e)y¯e +
∑
e∈U∗v
mU∗v (e) (1− y¯e) .
Again, due to ω ≥ 0, there cannot be a walk from r to v¯ in G˜ which is shorter than the shortest
path from r to v¯ in G˜, so searching for a shortest path edge set P ′∗rv¯ is sufficient. 
Thus, for each root node r an optimal choice of walks to all nodes v ∈ V with multisets of edges
P ∗rv and subsetsH
∗
v with even cardinality for the even bisection knapsack walk inequality (2.38) that
is independent of the choice of the knapsack inequality, can be determined by computing a shortest
path tree in G˜. The optimal set V ′ is formed by all nodes v ∈ V with 1−∑e∈P∗rv\H∗v mP∗rv\H∗v (e)y¯e−∑
e∈H∗v mH∗v (e) (1− y¯e) > 0. Inclusion of other nodes would not pay off, because it does not
increase the left-hand side of the bisection knapsack walk inequality. Additionally, we know that
zv ≥ 0 for all v ∈ V . Therefore, we can set
z˜v = max

0, 1−
∑
e∈P∗rv\H∗v
mP∗rv\H∗v (e)y¯e −
∑
e∈H∗v
mH∗v (e) (1− y¯e)


from which we know by Lemma 53 that it bounds z¯v that corresponds to y¯ ∈ PB from below.
Then, we can invoke any knapsack separation procedure to separate z˜ from the knapsack polytope
PK.
In case of the odd bisection knapsack walk inequality, we also check for each node v ∈ V
whether it pays off to include it in V ′ or not. Inclusion of v will be beneficial if
∑
e∈P∗rv\U∗v y¯e +∑
e∈U∗v (1− y¯e) ≤ 1, since then the increase of the left-hand side of (2.43) is not as large as that of
its right-hand side. We can again define a vector
z˜v = min

1,
∑
e∈P∗rv\U∗v
mP∗rv\U∗v (e)y¯e +
∑
e∈U∗v
mU∗v (e) (1− y¯e)


that we can try to separate from the knapsack polytope PK.
Example 101. If we apply our procedure to the example graph that is given in Figure 2.8 with
node weights f1 = 1, f2 = 2, f3 = 3 and cluster capacity F = 3, we obtain the auxiliary graph and
the shortest path tree to root node 1 as displayed. The multisets of edges of the corresponding walks
in the original graph are P ∗11 = ∅, P ∗12 = {{1, 2}}, P ∗13 = {{1, 2}, {2, 3}}, and the subsets of even
cardinality are H∗1 = ∅, H∗2 = ∅, H∗3 = {{1, 2}, {2, 3}}. We define z˜ as z˜1 = 1, z˜2 = 1− 0.9 = 0.1
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and z˜3 = 1 − 0.1 − 0.1 = 0.8. Separating z˜ from conv
{
z ∈ {0, 1}3 : z1 + 2z2 + 3z3 ≤ 3
}
, we find,
e.g., the violated knapsack inequality 1z1 + 2z2 + 3z3 ≤ 3 and set up the violated even bisection
knapsack walk inequality 1+2(1−y12)+3(1− (1−y12)− (1−y23)) ≤ 3. In order to check, whether
the strengthening given by Lemma 48 can be applied, we write the inequality in its equivalent
form (2.40) as −y12−3y23 ≥ −3. Since all coefficients are already negative, they cannot be reduced
any further.
Solution
1
2
3
y23 = 0.9
y12 = 0.9
Auxiliary graph
1
2
3
1¯
2¯
3¯
0.1
0.1
0.9
0.9
0.9
0.9
Shortest path tree   
2¯
∈ H3
1
2
3
∈ H3
/∈ H2
Figure 2.8: Shortest path in auxiliary graph
The following example shows that walks in G that include cycles are possible and that they
indicate violated odd cycle inequalities if the walks and even or odd subsets are chosen optimally
as described above. One can separate these odd cycle inequalities instead of the bisection knapsack
walk inequality.
Example 102. Consider the graph given in Figure 2.9 with node weights f1 = 1, f2 = 2, f3 = 3,
f3 = 4 and cluster capacity F = 5. Using the valid knapsack inequality z1 + 2z2 + 3z3 + 4z4 ≤ 5,
we derive the even bisection knapsack walk inequality 1+ 2(1− (1− y12)− y23− y34 − (1− y24)) +
3(1− (1− y12)− y23− y34− (1− y24)− y23) + 4(1− (1− y12)− (1− y24)) ≤ 5. It can be simplified
to 9y12 − 8y23 + 9y24 − 5y34 ≤ 13 and cuts off the solution (1.0, 0.0, 0.5, 0.0)T .
Note that the shortest paths to nodes 2 and 3 imply the walks with multisets of edges P12 =
{{1, 2}, {2, 3}, {3, 4}, {2, 4}} and P13 = {{1, 2}, {2, 3}, {3, 4}, {2, 4}, {2, 3}}, which both include the
cycle {{2, 3}, {3, 4}, {2, 4}}. The shortest path search has included the cycle, because two necessary
criteria were satisfied. First, the sub-path that implied the cycle had a total length smaller than
one. This indicates a violated odd cycle inequality on the included cycle. In fact, such paths are
the ones the separation algorithm of Barahona et al. searches for (see Section 2.10.5). In case of
P ′∗12 and P
′∗
13, the violated odd cycle inequality reads y23+ y34+(1− y24) ≥ 1. Second, the inclusion
of the cycle, and especially the one complemented edge, made it possible to complement another
edge on the walk outside the cycle.
Observe that for identical node weights fv = 1 for all v ∈ V and F < f(V ), Lemma 98 tells
us that only one nontrivial facet-defining inequality for the knapsack polytope exists, namely the
capacity inequality that defines the knapsack polytope. So, in this case, the exact separation of
bisection knapsack walk inequalities (2.38) requires only to determine for all possible root nodes
r the multisets of edges Prv of walks from r to v and subsets Hv for all v ∈ V . Proposition 100
shows that we can do this in such a way that the resulting even and odd bisection knapsack
walk inequalities are the ones that are most violated among all even and odd bisection knapsack
walk inequalities, respectively, based on the same knapsack inequality. Thus, in this case, we
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Solution
3
4
1
2
y23 = 0.0
y12 = 1.0
y34 = 0.0
y24 = 0.5
Auxiliary graph
1
2
1¯
2¯
1.0 1.0
0.0
0.0
0.5
0.0
0.0
0.5
4 4¯
3 3¯
1.0
0.0
1.0
0.5
Shortest path tree
2 2¯
4 4¯
3 3¯
1
∈ H4
∈ H2,3,4
/∈ H2,3
/∈ H2,3
∈ H2,3
/∈ H3
Figure 2.9: Shortest path in auxiliary graph that indicates cycle in walk
can separate bisection knapsack walk inequalities exactly. Moreover, the whole procedure is of
polynomial time complexity, because we only need to compute |V | shortest path trees (one for
each root node).
Corollary 103. The exact separation of bisection knapsack walk inequalities is possible in poly-
nomial time if fv = 1 for all v ∈ V .
Note that we do not expect our separation procedure to find the best truncated bisection
knapsack walk inequality. We also do not know how to separate truncated bisection knapsack walk
inequalities exactly, even if fv = 1 for all v ∈ V , apart from using complete enumeration of all
underlying walks and even subsets.
2.10.3 Separation of Knapsack Tree Inequalities
Restricting the shortest path computations (described in Proposition 100) in the separation pro-
cedure of even bisection knapsack walk inequalities to the original part of the doubled graph G˜,
i.e. to G, allows us to separate only knapsack tree inequalities. This is in accordance with the
separation procedure for knapsack tree inequalities described in [43]. The problem of exact sep-
aration of knapsack tree inequalities still hinges on the exact separation of knapsack inequalities.
Yet, again, for fv = 1 for all v ∈ V , the exact separation of knapsack inequalities is possible (see
our corresponding observation for bisection knapsack walk inequalities in Corollary 103). In this
case, we only have to compute the shortest path trees for all possible root nodes in V . We end up
with the strongest knapsack tree inequality with respect to the solution to be separated.
Again, it is not known how to solve the exact separation problem of truncated knapsack tree
inequalities, even if fv = 1 for all v ∈ V apart from complete enumeration of all underlying trees.
Also, the minimum root strengthening of Section 2.5 does not offer a key for this, since it only acts
on a specified tree.
2.10.4 Separation of Capacity Reduced Bisection Knapsack Walk In-
equalities
The complexity of separation problems of capacity reduced bisection knapsack walk inequali-
ties (2.59) and (2.60) depends largely on the choice of the capacity reducing subgraphs
(
V¯l, E¯l
)
.
64
Even if the node weights fv are identical for all v ∈ V , which is a prerequisite for the exact sepa-
ration of bisection knapsack walk inequalities in polynomial time (see Corollary 103), the allowed
structure and number of the subgraphs
(
V¯l, E¯l
)
can make the separation problems more complex.
We will demonstrate this in this section by discussing two settings for identical node weights that
can be solved under mild restrictions in polynomial time and by mentioning one more complex
problem, for which no polynomial time algorithm is known.
We shall restrict ourselves to problems with fv = 1 for all v ∈ V and F < f(V ). Thus, there is
only one nontrivial facet of the knapsack polytope, namely
∑
v∈V xv ≤ F , i.e., av = 1 for all v ∈ V
and a0 = F (see Lemma 98). Furthermore, we shall only consider inequalities (2.59) and (2.60),
for which the capacity reducing subgraphs
(
V¯l, E¯l
)
form stars with f
(
V¯l
) ≤ F for all l = 1, . . . , L.
We look at three cases:
1.
∣∣E¯l∣∣ ≥ 1, L = 1,
2.
∣∣E¯l∣∣ = 1, L ≥ 1,
3.
∣∣E¯l∣∣ ≥ 1, L ≥ 1.
Let us first rewrite the capacity reduced even bisection knapsack walk inequality (2.59) as
∑
v∈V ′

1− ∑
e∈Prv\Hv
ye −
∑
e∈Hv
(1− ye)

+ L∑
l=1

cˇl0 + ∑
e∈E¯l
cˇeye

 ≤ F (2.97)
and the capacity reduced odd bisection knapsack walk inequality (2.60) as
∑
v∈V ′\{r}

1− ∑
e∈Prv\Uv
ye −
∑
e∈Uv
(1− ye)

+ L∑
l=1

cˇl0 + ∑
e∈E¯l
cˇeye

 ≤ F . (2.98)
In order to separate a solution y¯ ∈ R|E¯| of the relaxation by inequalities (2.97) or (2.98) with
a fixed root node r, one has to decide for each node v in V whether to include it in the bisection
knapsack walk node set V ′ or in some capacity reducing star
(
V¯l, E¯l
)
or to neglect it completely.
If we include v in V ′ of (2.97), we know its maximal possible contribution to the left-hand side,
namely
σHv := max

0, 1−
∑
e∈P∗rv\H∗v
mP∗rv\H∗v (e)y¯e −
∑
e∈H∗v
mH∗v (e) (1− y¯e)

 (2.99)
for an optimally chosen walk with a multiset of edges P ∗rv and a subset H
∗
v (see Proposition 100).
It only pays to include v in some star
(
V¯l, E¯l
)
if the contribution of v to the left-hand side exceeds
σHv . Similarly, for (2.98), node v in V
′ adds
σUv := max

0, 1−
∑
e∈P∗rv\U∗v
mP∗rv\U∗v (e)y¯e −
∑
e∈U∗v
mU∗v (e) (1− y¯e)

 (2.100)
to the left-hand for an optimally chosen walk with multiset of edges P ∗rv and subset U
∗
v . Again, it
only pays to include v in some star
(
V¯l, E¯l
)
if the contribution of v on the left-hand side exceeds
σUv .
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The contribution of v in a star
(
V¯l, E¯l
)
depends on how v is used in the star, i.e., on the actual
choice of minorant for βˇG¯l . We already know from Proposition 67 that the best candidates for such
inequalities are the ones inducing the “lower” facets of the polytope PCW
(
V¯l, E¯l
)
. Propositions 72
and 79 tell us how these “lower” facets look like if f
(
V¯l
) ≤ F , while Theorems 78 and 82 and
Remark 83 ensure us that we know all of them.
Specialised to the case fv = 1 for all v ∈ V¯l, these inequalities read
y0 ≥ β¯l(y) (2.101)
with affine minorants
β¯l(y) =
∑
v∈V¯ p
l
yev +
(∣∣V¯l∣∣− 2 ∣∣V¯ pl ∣∣− 1) yev¯ − ∑
v∈V¯ n
l
yev ∀
(
V¯ pl , v¯, V¯
n
l
)
:
V¯l = {s, v¯} ∪˙ V¯ pl ∪˙ V¯ nl ,
∣∣V¯ pl ∣∣ =
⌊
1
2
∣∣V¯l∣∣
⌋
.
(2.102)
We see that in any such function, regardless of the cardinality of V¯l, there is always one more
coefficient +1 than coefficients−1. The number of nodes of the star only influences the total number
of nonzero coefficients, namely, for
∣∣V¯l∣∣ even, there are ⌊12 ∣∣V¯l∣∣⌋ coefficients +1 and ⌊12 ∣∣V¯l∣∣⌋ − 1
coefficients −1, and, for ∣∣V¯l∣∣ odd, there are ⌊12 ∣∣V¯l∣∣⌋ coefficients +1, ⌊12 ∣∣V¯l∣∣⌋ − 1 coefficients −1
and one coefficient 0. So, for any function of a star with an odd number of nodes (even number
of edges), there is an identical function in the sets of functions of the stars with one node (edge)
less. This means that we only have to consider stars with an even number of nodes (odd number
of edges).
To sum up, we can say that in order to find the most violated inequality (2.97) with respect to
y¯ and a fixed root node r, we have to maximise its left-hand side, i.e., we have to choose V ′ and
the stars
(
V¯l, E¯l
)
with
∣∣V¯l∣∣ even so that we maximise
∑
v∈V ′

1− ∑
e∈Prv\Hv
y¯e −
∑
e∈Hv
(1− y¯e)

+ L∑
l=1

∑
v∈V¯ p
l
y¯ev −
∑
v∈V¯l\{V¯ pl ∪{sl}}
y¯ev

 . (2.103)
Likewise, in order to find the strongest inequality (2.98) for y¯ and r, we choose V ′ and the stars(
V¯l, E¯l
)
so that we maximise
∑
v∈V ′\{r}

1− ∑
e∈Prv\Uv
y¯e −
∑
e∈Uv
(1− y¯e)

+ L∑
l=1

∑
v∈V¯ p
l
y¯ev −
∑
v∈V¯l\{V¯ pl ∪{sl}}
y¯ev

 . (2.104)
In the following, we will only prove the case of the capacity reduced even bisection knapsack
walk inequality. This will be indicated by an index H whenever it will be necessary, e.g. for the
values σHv . The case of the capacity reduced odd bisection knapsack walk inequality can be treated
in exactly the same way by using the index U instead of H .
Let us first deal with the case
∣∣E¯l∣∣ ≥ 1, L = 1, i.e., we are allowed to use only one star in G of
total size
∣∣V¯l∣∣ ≤ F .
Proposition 104. Let a star G = (V,E) with fv = 1 for all v ∈ V and a capacity restriction F ∈ Z
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with F ∈ [ 12 |V |, |V |] be given. Furthermore, let |δ({v})| ≤ F − 1 for all v ∈ V . Then the exact
separation problems of capacity reduced even and odd bisection knapsack walk inequalities (2.59)
and (2.60) with L = 1 can be solved in polynomial time.
Proof. We fix a root r for the bisection knapsack walk part and a centre s ∈ V \ {r} for the
star. By deciding in favour of a star centred at s, we loose σHs in the capacity reduced even
bisection knapsack walk inequality (compare (2.99)). Adding nodes to the star is in one to one
correspondence to adding their edges. Adding the first edge {s, v} for some v ∈ V yields the
amortised value ysv − σHv . As discussed above, it only pays to consider stars with
∣∣V¯l∣∣ even.
Extending an even star to the next larger even star by adding two nodes always adds one positive
and one negative coefficient for the corresponding edge variables. So, enlarging the star amounts to
adding two nodes i and j with amortised gain of |ysi − ysj |−σHi −σHj in each step (see Figure 2.10).
Thus, the best star centred at s is constructed by selecting disjoint pairs of nodes i and j (both
adjacent to s in G), with i, j ∈ V \ {r}, each with gain
ωij :=
{
yij − σHj if j ∈ V \ {r, s}, i = s,
|ysi − ysj | − σHi − σHj if i, j ∈ V \ {r, s}, i 6= j
so that the sum of their gains is maximised. This is a maximum weighted matching problem on
the complete graph K|V¯l| with edge weights ωij as defined above (see Figure 2.11). It can be
solved in polynomial time (see e.g. [117] for a survey). In this problem, we may remove all edges
with ωij ≤ 0. If the optimal matching is not empty, then there is always an optimal matching
containing an edge {s, i} for some i ∈ V , because for i, j ∈ V \ {r, s} with {i, j} in the matching
we have 0 < |ysi − ysj | − σHi − σHj ≤ max
{
ysi − σHi , ysj − σHj
}
. Once the optimal matching is
determined, a matched edge {s, j} indicates s, j ∈ V¯l and j ∈ V¯ pl , while a matched edge {i, j}
with i 6= s 6= j tells us i, j ∈ V¯l, and i ∈ V¯ pl if ysi ≥ ysj and j ∈ V¯ pl if ysi < ysj . Finally, set
V ′ = {r} ∪ {v ∈ V : σHv ≥ 0, v /∈ V¯1}.
Thus, to sum up, we can determine a capacity reduced even bisection knapsack walk inequal-
ity (2.59) with one star of total node weight f
(
V¯l
) ≤ F that is most violated with respect to y¯,
by first computing in polynomial time for all root nodes r the values σHv (r) for all v ∈ V , and
afterwards solving in polynomial time for each pair of root node r and star centre node s, r 6= s,
the maximum weighted matching problem described above (see [117] for a survey on matching al-
gorithms). The prerequisite |δ({v})| ≤ F − 1 for all v ∈ V ensures that all possible stars in G have
at most F nodes. Therefore, if additionally fv = 1 for all v ∈ V , the exact separation problem for
capacity reduced bisection knapsack walk inequalities with one star of total node weight at most
F is of polynomial time complexity. 
ω56 = |y15 − y16| − σH5 − σH6
ω34 = |y13 − y14| − σH3 − σH4
ω12 = y12 − σH2
−σH1
Figure 2.10: How a star is grown / Solution of a matching problem
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ω26
ωs2
ω23
ωs3
ωs6
ωs4
ω34
ωs5
ω45
ω56
ωsi = ysi − σHi
ωij = |ysi − ysj| − σHi − σHj
−σHs
Figure 2.11: K|V¯ | for matching problem
Remark 105. If we dismiss the restriction |δ({v})| ≤ F − 1 for all v ∈ V in Proposition 104,
then there may be stars with total node weight greater than F . In this case, the inequalities (2.66)
are not sufficient anymore to describe the “lower” side of the cluster weight polytope PCW on the
star (compare Remark 83), i.e., there are y¯ ∈ [0, 1]|E¯l|, for which none of the inequalities (2.66)
gives the best affine minorant for βˇ(V¯l,E¯l)(y¯). While the separation procedure described above may
still be used and yields valid inequalities, stronger capacity reduced even and odd bisection knapsack
walk inequalities (2.59) and (2.60) may exist than the ones separated with this procedure.
Remark 106. We see no straightforward way to extend the separation procedure given in the
proof of Proposition 104 to the case of arbitrary node weights fv for all v ∈ V . Even if we ensure
that there is no star in G with total weight greater than F , different node weights destroy the
symmetric appearance of the minorants (2.66) that enabled us to encode the separation problem in
the maximum weighted matching problem. This becomes evident, when we look at the coefficient of
the special element v¯ that crucially depends on the choice of the node set V¯p.
Let us now look at the case
∣∣E¯l∣∣ = 1, L ≥ 1, i.e., we are allowed to add several stars, but each
of them only consists of one edge e. Thus, for any well posed (MB), the restriction f
(
V¯l
) ≤ F
should not be a problem here.
Proposition 107. Let a star G = (V,E) with fv = 1 for all v ∈ V and a capacity restriction
F ∈ Z with F ∈ [ 12 |V |, |V |] be given. Then the exact separation problem of capacity reduced even
and odd bisection knapsack walk inequalities (2.59) and (2.60) with
∣∣E¯l∣∣ = 1 for all l = 1, . . . , L
can be solved in polynomial time.
Proof. By Proposition 79, the best affine minorant for βˇ(V¯l,E¯l)(y¯) is simply ye with e ∈ E¯l. Then
the exact separation problem can be solved by first computing for each root node r the values
σHv (r) for all v ∈ V (in polynomial time). Now, we have to select the set V ′ with r ∈ V ′ and a set
of stars with disjoint node sets, each of them consisting of only one edge, so that again (2.103) is
maximised. Thus, we have to select V ′ and a set of nonincident edges, each of which represents one
E¯l. The best such selection of nonincident edges can be found by solving yet another maximum
weighted matching problem, but now on the graph (V \ {r}, E[V \ {r}]) and with edge weights
ωij = yij − σHi − σHj . Finally, we set V ′ = {r} ∪
{
v ∈ V : σHv ≥ 0, v /∈ V¯l, l = 1, . . . , L
}
. Since the
matching problem can again be solved in polynomial time, the exact separation problem in this
case has again polynomial time complexity. 
Remark 108. The separation problem considered in Proposition 107 can easily be extended to the
case of arbitrary node weights fv for all v ∈ V : If fi + fj ≤ F , then we set the edge weights in the
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matching problem to ωij = yij · min{fi, fj} − fiσHi − fjσHj . If fi + fj > F , the two nodes have
to be separated in any case, thus, the minimal cluster will have weight min{fi, fj}, and the best
minorant is the constant function min{fi, fj}. Hence, the edge weight in the matching problem can
be set to ωij = min{fi, fj} − fiσHi − fjσHj .
Let us finally look at the case
∣∣E¯l∣∣ ≥ 1, L ≥ 1, i.e., several disjoint stars of arbitrary size are
allowed. After having computed for all possible r ∈ V the values σHv (r), we would have to decide
whether to put a node v 6= r in V ′ or in one of the possible stars (V¯l, E¯l). This decision problem leads
to a constrained maximum matching problem on a multigraph, and so far, we see no way to solve
it efficiently. It can be formulated as follows: First, we have to decide for each individual r, which
stars we want to include, i.e., we have to specify the centre nodes sl of the stars
(
V¯l, E¯l
)
and add at
least one edge slv with v ∈ V¯l. Then, we have to decide which pairs of further edges we want to add
to these stars. The graph on that we now define the matching problem shall be the multi graph
(without loops)
(⋃
s∈V :s6=r V˜s,
⋃
s∈V :s6=r E˜s
)
with node sets V˜s = {s} ∪ {v ∈ V : sv ∈ E, v 6= r},
edge sets E˜s =
{
ij : i, j ∈ V˜s, i < j
}
and edge weights ωssv = ysv−σHs −σHv for all v ∈ V˜s, v 6= s and
ωsij = |ysi − ysj | − σHi − σHj for all ij ∈ E˜s, i 6= s 6= j. Furthermore, we require that edge ij ∈ E˜s
can only be matched if one of the edges sv ∈ E˜s for s 6= v ∈ V˜s is matched. Figure 2.12 displays
an example graph. We do not know of any polynomial time algorithm solving this constrained
matching problem.
1 2 5 6
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4 8
1 2 5 6
73
4 8ω658
ω668
x658 ≤
∑
v∈V˜6,v 6=5,8
x66v = x
6
67
ωssi = ysi − σHs − σHi
ωsij = |ysi − ysj| − σHi − σHj
xsij ≤
∑
v∈V˜s,v 6=i,j
xssv
Figure 2.12: Example of the multigraph for the constrained matching problem for a given graph
(on top): The directed edges are the ones leading from the centre node of a star to the outer nodes
of the star. For the star with centre node 6, the dotted lines represent the additional constraints
for matching edges that connect the outer nodes of the star, e.g., edge 58 can only be included in
the matching if edge 67 is included as well.
2.10.5 Separation of Odd Cycle Inequalities
Barahona and Mahjoub proposed a polynomial algorithm to separate the odd cycle inequali-
ties (2.9) exactly [13]. It is similar to our separation procedure for even and odd bisection knapsack
walk inequalities given in Section 2.10.2, so we only sketch the idea. They also use the weighted
auxiliary graph G˜ that we defined in Definition 99 for G and the solution y¯ ∈ [0, 1]|E| that should
be separated. For each node v ∈ G, they search for a shortest path in G˜ connecting v to its clone
v¯. If the length of this path is smaller than one, a violated odd cycle inequality can be constructed.
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For simplicity, assume that only one edge of any quadruple
{{i, j},{i, j¯} ,{i¯, j} ,{i¯, j¯}} is used by
the shortest path (otherwise a shorter cycle is implied by the shortest path). The cycle C of the
violated odd cycle inequality consists of edges {i, j} in G, for which one of the corresponding edges
{i, j}, {i, j¯}, {i¯, j} and {i¯, j¯} in G˜ has been used by the shortest path. The odd set U consists of
all edges {i, j} in G, for which one of the corresponding side crossing edges {i, j¯} and {i¯, j} in G˜
has been used by the shortest path. The procedure is of polynomial time complexity, because the
shortest paths can be computed in polynomial time.
2.10.6 Separation of Complementarity Tree Inequalities
The separation problem of complementarity tree inequalities is believed to be NP-hard, thus, a
heuristic was developed by Fu¨genschuh in [49]. In Section 2.9.1, we have already explained the
purpose of the three main components of the support of the inequality, namely the subtrees with
non-complemented edge variables and the stars and matchings with complemented edge variables.
In order to separate a solution y¯ ∈ [0, 1]|E|, Fu¨genschuh’s heuristic grows the support tree by
computing from a fixed node a shortest path tree with respect to edge weights min{y¯e, 1 − y¯e}
in a Dijkstra like fashion. As long as edges with solution value y¯e ≤ 0.5 are included, it extends
one of the subtree components with non-complemented edge variables. The inclusion of an edge
with solution value y¯e > 0.5 inserts the first edge and the centre of a star, which is subsequently
extended by edges adjacent to the star centre with solution values larger than 0.5. In this way,
a tree consisting of subtrees and stars is grown. If its node set without the star centres forms a
cover, i.e., it has total node weight greater than F , and it has total length smaller than one, then
the support of a violated complementarity tree inequality has been found. The computation of
the edge set M as a maximum weighted matching with respect to edge weights y¯e is best started
as soon as the collected node weight exceeds 34F , a value that was empirically established. After
the matching has been computed, the heuristic continues to grow the tree until either a cover and
violated inequality have been found or until the collected edge weights exceed one.
2.10.7 Separation of Cycles with Trees Inequalities and Cycle with Tails
Inequalities
Again, it is likely that the separation problems of cycles with trees inequalities and cycle with tails
inequalities are NP-hard. Therefore, Fu¨genschuh gives two heuristics for their separation [49].
The first heuristic is tree based and delivers cycles with trees inequalities. It starts by growing
a shortest path tree T = (VT , ET ) from a randomly selected root node with respect to edge weights
ruv =
y¯uv
fv
if u ∈ VT and v /∈ VT using Dijkstra’s algorithm until the total weight of the tree exceeds
F . Afterwards, all edges not included in the tree, but with both end nodes in the tree, are sorted
in a list by increasing values y¯e. One by one they are considered for inclusion in the support of the
inequality, thereby creating cycles. Of course, an edge is only included if it does not create an ear.
Once all edges were considered, the resulting cycles with trees inequality is checked for violation.
In case no cycles were created, it is simply a tree inequality. Furthermore, it can also happen that
a cycle inequality is created if the shortest path tree was a path and if the edge connecting both
its end nodes was considered first for inclusion.
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The second heuristic is cycle based and tries to find a violated cycle with tails inequality. For a
randomly selected edge, a shortest path with respect to edge weights y¯e connecting its end nodes
is computed, thereby creating a cycle. If its total node weight exceeds F , i.e., a cover has been
found, and if the sum of its total edge weight is smaller than two, a violated cycle inequality has
been detected. If no cover has been found yet, tails are grown on the cycle as long as the total
edge weight stays below two and the total node weight does not exceed F . Edges {u, v} with node
u already contained in the cycle with tails, but node v not, are considered greedily for inclusion
with respect to increasing values ruv =
y¯uv
fv
. As soon as a cover has been found, growing of tails
stops, and a violated cycle with tails inequality has been detected if the total edge weight is below
two. Finally, one can check whether the conditions for strengthening of a cycle with tails inequality
mentioned below Proposition 41 are fulfilled in order to increase the right-hand side to four.
2.10.8 Separation of Complementarity Cycles with Trees Inequalities
Fu¨genschuh also gives a heuristic separation procedure for complementarity cycles with trees in-
equalities [49]. She starts by computing a shortest path tree T = (VT , ET ) from a randomly chosen
root node on the subgraph induced by edges e with min{y¯e, 1 − y¯e} < 0.2. The edge weights for
this shortest path computation are chosen as min{y¯e, 1 − y¯e}, too. Afterwards, the cut set D is
filled with all edges of ET with y¯e >
1
2 . The partition
(
V¯1, V¯2
)
, defined by D on T , and the weights
f
(
V¯1
)
and f
(
V¯2
)
are computed. If none of them exceeds F , i.e., condition (2.87) is not fulfilled
for M = ∅, then the maximum weighted matching M on the subgraph of G induced by V \ VT is
computed (with respect to edge weights y¯e). If condition (2.87) is fulfilled now, all edges connecting
two nodes of the tree are sorted into a list with respect to increasing values min{y¯e, 1− y¯e}. Then,
they are added one by one to construct cycles, provided that
1. y¯e <
1
2 and e connects nodes of the same set of the partition, in which case e is not added to
D, or y¯e >
1
2 and e connects nodes of different sets of the partition, in which case e is also
added to D,
2. none of the edges of the newly constructed cycle is already contained in another cycle,
3. and adding the edge increases the violation of the inequality.
Once the whole list has been considered, the resulting complementarity cycles with paths inequality
can be checked for violation.
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Chapter 3
Semidefinite Programming and
Solution Methods
Semidefinite programming is to optimise a linear matrix function over the intersection of the cone of
positive semidefinite matrices and an affine subspace. It contains linear programming as a special
case and has got a more than fifty year long history of early isolated appearances as well as a
massive explosion of research interest in the last twenty years. Extensive accounts were compiled,
e.g., by Boyd and Vandenberghe [28] and Todd [122].
In 1890, Lyapunov was the first mathematician to come up with a positive semidefiniteness
constraint on a matrix. He used it in the characterisation of the stability of the solution of a linear
differential equation and called it a linear matrix inequality. Such constraints became important
during the forties, fifties and sixties of the last century, when Soviet Union scientists like Lure´, Post-
nikov and Yakubovich employed them in control theory. A detailed account of these developments
can be found in the book by Boyd, Balakrishnan, El Ghaoui and Feron [27]. In 1963, Bellmann
and Fan first formulated a semidefinite programme and developed some duality results [17]. In
the seventies, two applications in combinatorial optimisation and graph theory came up. In 1973,
Donath and Hoffman [40], and, in 1975, Cullum, Donath and Wolfe [35], showed how graph parti-
tioning problems could be approached via eigenvalue optimisation, the latter being tightly related
to semidefinite programming. In 1979, Lova´sz [93] formulated a semidefinite programme to bound
the Shannon capacity of a graph. The bound is also known as the ϑ-number of the graph. Since
then, the computation of this programme fascinated researchers in semidefinite programming and
became one of their favourite toys.
Although being related to linear programming, semidefinite programming did at first not pros-
per this much due to the unavailability of efficient solution methods, like the simplex method for
linear programming. In the late eighties and early nineties, this should change once Nesterov and
Nemirovskii [103] and Alizadeh [6] translated interior point methods for linear programming to
semidefinite programming. Furthermore, interest in SDP was increased substantially by the cele-
brated approximation result of Goemans and Williamson for the maximum cut problem involving
a semidefinite relaxation [57]. Since then, semidefinite programming has found applications in a
wide spectrum of areas, for instance, in combinatorial optimisation, control theory and eigenvalue
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optimisation. We refer, e.g., to Boyd and Vandenberghe [28], Helmberg [69] and the Handbook
of Semidefinite Programming edited by Saigal, Vandenberghe and Wolkowicz [115]. A public web
site containing links to literature, software and people in semidefinite programming is given by
Helmberg [73].
After a brief introduction to semidefinite programming and its duality theory in Section 3.1,
we will derive a semidefinite programming relaxation for the minimum bisection problem in Sec-
tion 3.2. Section 3.3 reviews popular solution methods with an emphasis on large problems. Sec-
tion 3.4 explains in detail the method of our choice, which is the spectral bundle method. A much
more extensive introduction to SDP, its solution methods and its applications in combinatorial
optimisation is, for instance, given by Helmberg in [65].
3.1 Semidefinite Programming Theory
This section introduces basic concepts of the semidefinite programming theory. First, we will look
at the cone of positive semidefinite matrices. Afterwards, we will define semidefinite programs and
investigate the associated duality theory. Proofs that we do not give explicitly can be found, e.g.,
in [65]. For the linear algebra background, we refer to the book by Horn and Johnson [76].
3.1.1 The Cone of Positive Semidefinite Matrices
Positive Semidefinite Matrices
A quadratic matrix A ∈ Rn×n is symmetric if A = AT . While a general matrix variable in
R
n×n has n2 entries that can be varied independently, a symmetric matrix variable only has
(
n+1
2
)
independent entries, corresponding to the entries in the upper right triangle. When we stack
them columnwise above each other in a vector of dimension
(
n+1
2
)
, we see that the real symmetric
matrices of dimension n× n is isomorphic to the vector space R(n+12 ).
A matrix A ∈ Sn is said to be positive semidefinite if xTAx ≥ 0 for all x ∈ Rn. Usually, we
write A  0 and denote the set of positive semidefinite matrices as S+n . If strict inequality holds
for all x ∈ Rn \ {0}, then A is called positive definite, denoted by A ≻ 0 and A ∈ S++n .
The spectral theorem for symmetric matrices states the following.
Proposition 109 (Theorem 2.5.6 in [76]). If A ∈ Sn, all eigenvalues λ1, . . . , λn of A are real and
there is an orthonormal n× n matrix P with A = PΛPT , where Λ = Diag(λ1, . . . , λn).
Usually, we will sort the eigenvalues nonincreasingly, λmax = λ1 ≥ . . . ≥ λn = λmin. The
columns of P contain the orthonormalised eigenvectors to the eigenvalues in the respective order.
A = PΛPT is called the eigenvalue decomposition of A.
The inner product between two m× n matrices A and B is defined as
〈A,B〉 := tr(BTA) =
m∑
i=1
n∑
j=1
AijBij , (3.1)
where tr denotes the trace, which is the sum of the diagonal elements of a square matrix. The
following observations prove useful from time to time.
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Observation 110. Let A,B,C be matrices of appropriate dimensions. Then
1. tr(λ(A+B)) = λ(tr(A) + tr(B)),
2. 〈AB,C〉 = 〈A,CBT 〉,
3. tr(A) =
∑n
i=1 λi(A) and det(A) =
∏n
i=1 λi(A) .
The norm associated with the inner product is called the Frobenius norm and is defined as
‖A‖F =
√
〈A,A〉 . (3.2)
Characterisations of Positive Semidefinite Matrices
There are several helpful observations and equivalent characterisations of positive definiteness and
positive semidefiniteness.
Observation 111.
1. Any principal submatrix1 of a positive definite (semidefinite) matrix is again positive definite
(semidefinite).
2. A symmetric block diagonal matrix is positive definite (semidefinite) if and only if all its
diagonal blocks are positive definite (semidefinite).
3. A positive semidefinite matrix has always one of its diagonal entries among the entries of
largest absolute value.
4. If a diagonal entry of a positive semidefinite matrix is zero, then so are all entries of the
respective column and row.
5. If A is strictly diagonally dominant, i.e., |Aii| >
∑n
j=1,i6=j |Aij | for all i = 1, . . . , n, and if
all diagonal elements are positive, then A is positive definite.
Proposition 112. For A ∈ Sn, the following assertions are equivalent:
1. A is positive definite.
2. All eigenvalues of A are positive.
3. There is a C ∈ Rn×n with rank(C) = n so that A = CTC.
4. Let an arbitrary nested sequence Ai ∈ Si, i = 1, . . . , n, of principal submatrices of A be
given2. Then det(Ai) > 0 for i = 1, . . . , n.
Proof. See, e.g., [65]. 
We can rephrase the equivalence of property 1 and property 3 by saying that a positive definite
matrix A ∈ Sn is the Gram matrix of a set of n linearly independent vectors, namely the columns of
1A principal submatrix of A ∈ Sn is defined by a set J ⊂ {1, . . . , n} and is the submatrix of A that lies in the
rows and columns indexed by the elements of J .
2The nested sequence is given by a sequence of proper subsets J1 ⊂ . . . ⊂ Jn = {1, . . . , n} with |Ji| = i for
i = 1, . . . , n.
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C. With C = Λ
1
2PT , where Λ
1
2 is a diagonal matrix containing the square roots of the eigenvalues
of A, we get the eigenvalue decomposition A = CTC = PΛPT . Another algorithmic possibility to
construct a factorisation A = CTC for A ≻ 0 is the Cholesky factorisation A = LLT , where L is a
unique lower triangular matrix.
Proposition 113. For A ∈ Sn, the following assertions are equivalent:
1. A is positive semidefinite.
2. All eigenvalues of A are nonnegative.
3. There is a C ∈ Rm×n so that A = CTC. For any such C, we have rank(C) = rank(A).
Proof. See, e.g., [65]. 
Looking again at property 3, we see that for a positive semidefinite A, the numberm of required
rows of C (respectively rows of PT and columns of P , where P originates from the eigenvalue
decomposition) can be chosen as any integer greater or equal to rank(P ). If rank(A) = k, then A
has n− k zero eigenvalues, which can be dropped, i.e., Λ and P only need to contain the nonzero
eigenvalues and their orthonormalised eigenvectors.
The Cone of Positive Semidefinite Matrices
Let arbitrary A,B ∈ S+n be given. Using the definition of positive semidefiniteness, we can easily
check that µ(A + B) ∈ S+n for arbitrary µ ≥ 0, i.e., S+n is a convex cone (compare Definition 12).
Let us summarise basic observations regarding S+n .
Observation 114 (v. [65] Proposition 1.2.2, Lemmas 1.2.3 and 1.2.6). The cone S+n ⊂ R(
n+1
2 ) is
full-dimensional, closed, pointed and self-dual. Its interior is the set S++n and its boundary consists
of all positive semidefinite matrices with at least one zero eigenvalue. For all A,B ∈ S+n , we have
〈A,B〉 ≥ 0 and 〈A,B〉 = 0 if and only if AB = 0.
The self-duality of S+n can equivalently be stated as Fejer’s trace theorem.
Proposition 115 (Fejer’s trace theorem). A ∈ S+n if and only if 〈A,B〉 ≥ 0 for all B ∈ S+n .
Let us now recapitulate the definition of a face of a convex set and look at the faces of the
positive semidefinite cone.
Definition 116. A convex set F ⊆ C is called a face of a convex set C if for any two elements
x, y ∈ C with αx + (1− α)y ∈ F for some α ∈ (0, 1) we have x, y ∈ F .
Barker and Carlson characterised the faces of the semidefinite cone as follows:
Proposition 117 (Barker and Carlson [15]). The faces of S+n are
• the trivial faces ∅ and the set containing the zero matrix alone {0},
• or they are generated by an n× k matrix P with rank k by
F =
{
X : X = PWPT ,W ∈ S+k
}
.
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In our context, an important implication is the following:
Corollary 118. Let v be an eigenvector to a nonzero eigenvalue λ of
X ∈ F = {X : X = PWPT ,W ∈ S+k } .
Then v ∈ span(P ).
Proof. Let v =
∑k
i=1 liP·i +
∑n−k
j=1 ljqj with li, lj ∈ R, qj ∈ Rn, and PT·i qj = 0 for all pairs (i, j).
Then
λv = Xv = X

 k∑
i=1
liP·i +
n−k∑
j=1
ljqj

 = k∑
i=1
liXP·i +
n−k∑
j=1
ljPWP
T qj =
k∑
i=1
liXP·i,
which is equivalent to
v =
k∑
i=1
li
λ
XP·i =
k∑
i=1
li
λ
PW·i,
i.e., v ∈ span(P ). 
Furthermore, note that the semidefinite cone S+n is – in contrast to other cones like R
n
+ – not
polyhedral. This means that there is no finite set of elements of S+n so that any arbitrary A ∈ S+n
can be written as a conic combination of the elements of this set. Indeed, the minimal generating
system for S+n is the infinite set {X : X = xxT , x ∈ Rn, ‖x‖ = 1}, where any xxT gives rise to a
face {λxxT } of S+n which cannot be written as the convex combination of smaller faces. Another
distinction to polyhedral cones is the difference in dimensions if we proceed from small faces to
larger faces. For polyhedral cones, like Rn+, the dimensions of the faces increase by one. However,
the dimension of a face F =
{
X : X = PWPT ,W ∈ S+k
}
, as in Proposition 117, is given by the
number of independently variable entries ofW , which is
(
k+1
2
)
, so the dimensions increase by k+1,
when going from k to k + 1.
3.1.2 Semidefinite Programs and Duality Theory
Semidefinite programming consists in optimising a linear matrix function over the cone of pos-
itive semidefinite matrices subject to linear matrix constraints. A standard primal semidefinite
programme can be written as
(PSDP)
min 〈C,X〉
s.t. AX = b
X  0,
(3.3)
where the objective coefficient matrix C is usually required to be symmetric and the constraints
〈Ai, X〉 = bi, Ai ∈ Sn, bi ∈ R for all i = 1, . . . ,m are subsumed with the help of a vector b ∈ Rm
and a linear operator A : Sn → Rm defined as
AX =


〈A1, X〉
...
〈Am, X〉

 . (3.4)
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Note that semidefinite programming contains linear programming as a special case. This can be
seen as follows: Semidefinite programs can contain several matrix variables Xi, i = 1, . . . , k, which
could be subsumed in a big block diagonal matrix to arrive at a standard semidefinite programme
like (PSDP). In an extreme case, these matrix variables Xi ∈ S+n can be just 1 × 1 matrices,
i.e. ordinary scalar variables xi ∈ Rn+. Then the semidefinite programme reduces to a linear
programme. It is also possible to transform convex quadratically constrained convex quadratic
programming problems into semidefinite programs. For details, we refer, e.g., to [65].
To express a dual semidefinite programme to (PSDP), we need the so-called adjoint operator
AT : Rm → Sn to A. It is defined so that
〈AX, y〉 = 〈X,AT y〉 (3.5)
for all X ∈ Sn and y ∈ Rm, i.e.,
AT y =
m∑
i=1
yiAi . (3.6)
Now, consider the following relations.
inf
X0
{〈C,X〉 : AX = b} = inf
X0
sup
y∈Rm
〈C,X〉+ 〈y, b−AX〉
≥ sup
y∈Rm
inf
X0
〈
C −AT y,X〉+ 〈y, b〉
= sup
y∈Rm
{〈y, b〉 : C −AT y  0} .
(3.7)
The left-hand side is (PSDP) restated. For the first equality, we used a Lagrange multiplier y ∈ Rm
to lift the equality constraint of (PSDP) into the objective function. The equality is always true,
since 〈C,X〉+ 〈y, b−AX〉 = 〈C,X〉 for all y ∈ Rm iff AX = b, and for AX 6= b the inner maximi-
sation over y ∈ Rm is unbounded. For the inequality, we exchanged inf and sup, which is justified
by Lemma 36.1 of [114], and used (3.5) to regroup the inner product terms. For the last equality,
observe that the inner minimisation will be finite (> −∞) for a given y ∈ Rm iff 〈C −AT y,X〉 ≥ 0
for all X  0. But then, Fejer’s trace theorem, as stated in Proposition 115, demands C−AT y  0.
We now introduce a slack variable Z = C −AT y to rewrite supy∈Rm
{〈y, b〉 : C −AT y  0} as
(DSDP)
max 〈b, y〉
s.t. AT y + Z = C
y ∈ Rm, Z  0 .
(3.8)
For given primal and dual feasible solutions X and (y, Z), the difference between the primal
and the dual objective value, which is called the duality gap, can be calculated and bounded below
by zero as follows:
〈C,X〉 − 〈b, y〉 = 〈AT y + Z,X〉− 〈AX, y〉 = 〈Z,X〉 ≥ 0 . (3.9)
The inequality is again justified by Fejer’s trace theorem, since Z  0 and X  0. The fact
that any primal feasible solution yields a larger objective value than any dual feasible solution
is called weak duality. We know that in linear programming the objective values of primal and
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dual optimal solutions are always equal if they exist, a property known as strong duality and
used as necessary and sufficient optimality condition in linear programming. For semidefinite
programs, strong duality is not guaranteed to hold, as a well-known example, originated by Boyd
and Vandenberghe [28], and extended by Helmberg [65], shows.
Example 119. Let the following pair of primal and dual semidefinite programs be given (for their
derivation we refer, e.g., to [65]).
min x12
s.t.


0 x12 0
x12 x22 0
0 0 1 + x12

  0 .
max y1
s.t.


−y2 1+y12 −y3
1+y1
2 0 −y4
−y3 −y4 −y1

  0 (3.10)
By the positive semidefiniteness conditions, x12 = 0 and y1 = −1, i.e., the duality gap of the
optimal solutions is 1. Helmberg attributes the positive duality gap in this example to the fact that
the dualisation approach followed in (3.7) does not take the geometry of the primal feasible set into
account. With x12 = 0, it is easy to see that any primal feasible matrix has a zero eigenvalue with
eigenvector (1, 0, 0)T . Thus, by Proposition 117 the primal feasible set is contained in a face of S+n
that is not dimensional,
F =

PWPT : P =


0 0
1 0
0 1

W ∈ S+2

 .
If we wrote X ∈ F instead of X  0 in (3.7), the necessary condition for finiteness of the inner
minimisation in line two of (3.7) could be reduced from
〈
C −AT y,X〉 ≥ 0 for all X  0 to〈
C −AT y,X〉 ≥ 0 for all X ∈ F . Then Z = C −AT y is less restricted, and the dual programme
is indeed able to produce an optimal solution with the same objective value as the optimal primal
solution.
The pitfall in the example above is that all primal feasible matrices are in fact only positive
semidefinite, but not positive definite. Once we realise this, we could restrict ourselves to the
minimal face of the primal cone that contains the feasible set completely, and strong duality would
hold again. This problem does not occur if primal feasible solutions exist that are positive definite.
Such solutions are called strictly feasible. Let us give a formal definition and proposition.
Definition 120. A matrix X is strictly feasible for (PSDP) if it is feasible for (PSDP) and X ≻ 0.
In this case, (PSDP) is also called strictly feasible. A pair (y, Z) is strictly feasible for (DSDP) if
it is feasible for (DSDP) and Z ≻ 0. In this case, (DSDP) is also called strictly feasible. One also
says that (PSDP) and (DSDP) satisfy a Slater condition.
Proposition 121 (Strong duality, v. Corollary 2.2.6 in [65]). Define p∗ = infX0 {〈C,X〉 : AX = b}
and d∗ = supy∈Rm
{〈y, b〉 : C −AT y  0}.
1. If (PSDP) is strictly feasible with a finite p∗, then the value d∗ = p∗ is attained for (DSDP).
2. If (DSDP) is strictly feasible with a finite d∗, then the value p∗ = d∗ is attained for (PSDP).
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3. If (PSDP) and (DSDP) are strictly feasible, a finite value p∗ = d∗ is attained for both
problems.
Helmberg gives a folklore example to show that strict feasibility of (DSDP) is indeed necessary
for attainment of the primal optimal solution.
Example 122 ([65]). For the following pair of primal and dual semidefinite programs,
min x11
s.t.
[
x11 1
1 x22
]
 0
max 2y1
s.t.
[
1 −y1
−y1 0
]
 0, (3.11)
the solution x11 = x22 = 2 is strictly feasible for the primal problem, and the only dual feasible
solution y1 = 0 attains the optimal dual objective value 0, but is not strictly feasible. Weak duality
implies that the infimum of the primal feasible objective values must be greater or equal to the
optimal dual objective value 0. We know from Proposition 113 that X  0 requires x11 ≥ 0,
x22 ≥ 0 and x11x22 − 1 ≥ 0, i.e., x11 ≥ 1x22 . Therefore, the primal optimal objective value 0 is not
attained for any X  0 with finite entries.
Under the assumption of strict feasibility of (PSDP) and (DSDP), we can now summarise
necessary and sufficient optimality conditions:
Proposition 123. Let (PSDP) and (DSDP) be strictly feasible. Then X and (y, Z) are optimal
if and only if
AX = b,X  0
Z = C −AT y, y ∈ Rm, Z  0
〈Z,X〉 = XZ = 0 .
(3.12)
Note that the last equality is usually referred to as complementary slackness and uses Obser-
vation 114 and strong duality.
Having thought about the faces of the positive semidefinite cone in Section 3.1.1, we may as well
consider the facial structure of the feasible set of semidefinite programs, which is an intersection of
the positive semidefinite cone and an affine subspace. The faces of this intersection arise from all
possible intersections of faces of the cone and the subspace. Therefore, the facial structure of the
cone should in general influence the facial structure of the intersection. It should, on the one hand,
inherit the cone’s property to be nonpolyhedral. On the other hand, optimal solutions, which most
likely occur in faces of small dimension, should have small rank. This intuition is influenced by
Proposition 117 and was more accurately captured by Pataki as follows:
Proposition 124 (Pataki [109]). Let F be a face of dimension k of the feasible set of (PSDP).
For X ∈ F , the rank r = rank(X) is bounded by
(
r + 1
2
)
≤ m+ k . (3.13)
Let F be a face of dimension k of the set
{
Z  0 : ∃ y ∈ Rm : Z +AT y = C} of (DSDP). For
Z ∈ F , the rank r = rank(Z) is bounded by
(
r + 1
2
)
≤
(
n+ 1
2
)
−m+ k . (3.14)
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3.2 An SDP Relaxation for (MB) and an Equivalent Eigen-
value Optimisation Problem
In Section 3.2.1, we will derive an SDP relaxation for (MB) which establishes a lower bound for
(MB). To the best of our knowledge, this relaxation was introduced by Poljak and Rendl [110].
We will discuss this briefly in Section 3.2.2. Finally, Section 3.2.3 presents a transformation into
an equivalent eigenvalue optimisation problem.
3.2.1 Derivation of an SDP Relaxation for (MB)
We will follow the path for the derivation of a semidefinite relaxation for the maximum cut problem
presented, e.g., in [65]. Let x ∈ {−1, 1}|V | with xv = −1 if x ∈ S and xv = 1 if v ∈ V \ S. Then
(MB) can be modelled as
min
∑
i,j∈V :i<j
wij
1− xixj
2
s.t.
∣∣∣∣∣
∑
v∈V
fvxv
∣∣∣∣∣ ≤ 2F − f(V )
x ∈ {−1, 1}|V | ,
(3.15)
in which wij denotes the entry in row i and column j of the weighted adjacency matrix W with
Wij =
{
wij if {i, j} ∈ E
0 if {i, j} /∈ E . Here, x ∈ {−1, 1}
|V |
reflects the partition of V into S and V \ S.
The single constraint guarantees that the partition is actually a bisection with respect to cluster
capacity F . The objective evaluates the weight of the cut δ(S) defined by this bisection.
Using the symmetry of W and xixi = 1, one can modify the objective function as follows:
∑
i,j∈V :i<j
wij
1− xixj
2
=
1
4
∑
i∈V
∑
j∈V
wij(1− xixj)
=
1
4
∑
i∈V

∑
j∈V
wijxixi −
∑
j∈V
wijxixj


=
1
4
xT (Diag(We)−W )x
= xT
(
1
4
L
)
x
= xTCx .
(3.16)
The matrix L(G) = Diag(We) −W is called the Laplace matrix of the graph G. This matrix is
positive semidefinite for nonnegative entries of W and its smallest eigenvalue is zero. For C = 14L,
the minimum bisection problem is a special case of the following more general problem for a given
matrix C ∈ S|V |.
min xTCx
s.t.
∣∣∣∣∣
∑
v∈V
fvxv
∣∣∣∣∣ ≤ 2F − f(V )
x ∈ {−1, 1}|V | .
(3.17)
We observe that xTCx = 〈Cx, x〉 = 〈C, xxT 〉, and that for x ∈ {−1, 1}|V |, the matrix xxT is a
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positive semidefinite rank one matrix with diagonal entries equal to 1. Furthermore, observe the
equivalence between ∣∣fTx∣∣ = |〈f, x〉| =
∣∣∣∣∣
∑
v∈V
fvxv
∣∣∣∣∣ ≤ 2F − f(V )
and 〈
ffT , xxT
〉
= fTxxT f = fTxfTx =
(
fTx
)2 ≤ (2F − f(V ))2 .
Now, we relax xxT to a matrix X satisfying the three characteristic conditions given above and
the bisection constraint.
min
1
4
〈L,X〉
s.t.
〈
ffT , X
〉 ≤ (2F − f(V ))2
diag(X) = e
X  0
rank(X) = 1 .
(3.18)
We get the following Lemma, which was proved for the maximum cut problem, i.e. without the
bisection constraints, by Laurent and Poljak in [90]:
Lemma 125. Problems (3.17) and (3.18) are equivalent.
Proof. Let X be feasible for (3.18). Since X  0 and rank(X) = 1, we can use the eigenvalue
decomposition to factorise X as X = xxT . Now, Diag(X) = e gives xixi = Xii = 1 which yields
x ∈ {−1, 1}|V |. Conversely, xxT is contained in the feasible set of (3.18) for any x ∈ {−1, 1}|V |.
The equivalence of the bisection constraints in (3.17) and (3.18) was already stressed above. 
Due to the constraint rank(X) = 1, problem (3.18) is not a semidefinite programme. However,
if we drop this constraint, we get the following primal semidefinite programming relaxation of
(3.17), which is a relaxation of the minimum bisection problem for C = 14L.
(MBPSDP)
min 〈C,X〉
s.t.
〈
ffT , X
〉 ≤ (2F − f(V ))2
diag(X) = e
X  0 .
(3.19)
The constraint diag(X) = e can be written as
〈
e1e
T
1 , X
〉
= 1, . . . ,
〈
e|V |eT|V |, X
〉
= 1, thus, the
linear operator A is given by the matrices ffT and ekeTk for k = 1, . . . , |V |. By (3.6), its adjoint
AT has to sum up multiples of the same matrices, where, in particular, y1e1eT1 + . . .+ y|V |e|V |eT|V |
can be expressed as Diag(y). Then the dual of problem (3.19) can be written as
(MBDSDP)
max 〈e, y〉 − (2F − f(V ))2p
s.t. Diag(y)− ffTp+ Z = C
Z  0
p ≥ 0
y ∈ R|V | .
(3.20)
Let us consider how this pair of primal and dual problems may behave if F is given so that the
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primal feasible set is not empty. From the positive semidefiniteness of the matrix C = 14L and Fe-
jer’s trace theorem, we can deduce that 〈C,X〉 ≥ 0, i.e., the primal programme has a finite optimal
value. The finiteness of the primal optimal value implies the finiteness of the dual optimal value
if a dual feasible solution exists. Indeed, the dual problem is always strictly feasible, because for
p = 0 and small enough entries of y, the matrix Z becomes strictly diagonally dominant, which, by
Observation 111.5, guarantees positive definiteness. Thus, strong duality holds by Proposition 121.
However, note that the primal problem is not strictly feasible in case F = f(V )2 , since then all fea-
sible X must have an eigenvalue zero, i.e., X is not positive definite. From Example 122, we know
that in this case the dual optimum may not be attained.
Note that the choice of the objective coefficient matrix C is not unique. Another possible
matrix is
CH =
1
4
(
eTWe
|V | I −W
)
, (3.21)
which was used by Helmberg in [71], because the corresponding relaxation delivers assymptotically
optimal solutions for the maximum cut problem on random graphs with n nodes and edge proba-
bility p (compare Theorem 3.1.13 in [65]). The difference between C and CH is the distribution of
weights on the diagonals. In the primal problem, both matrices will give the same objective value
for any feasible X , because the constraint diag(X) = e forces all diagonal entries of X to 1. How-
ever, the objective coefficient matrix also occurs as the right hand side in the dual problem. There,
the two formulations will make a difference. Suppose, we start with a feasible dual solution of
y = 0 and p = 0. Then for C and CH , the dual matrix variable Z will have to be chosen differently
in order to fulfil the equality constraint. The effect of the choice of the objective coefficient matrix
is not yet fully investigated. Depending on the problem at hand, sometimes one and sometimes
the other formulation leads to faster solution times for problems solvable at the root node by the
spectral bundle method. For reasons of comparability to the study [71], we decided to use matrix
CH .
3.2.2 Relation to other SDP Relaxations for Graph Partitioning Prob-
lems
Semidefinite programming relaxations similar to ours were investigated, for instance, by Poljak
and Rendl [110] for the graph bisection problem and the maximum cut problem, and by Karisch
and Rendl [82] for the graph partitioning problem (more than two equal sized clusters). Poljak and
Rendl distinguish two bisection problems. In the first one, both clusters must have prescribed and
possibly different sizes that add up to the total node weight of the graph. In the second problem,
upper and lower bounds on the difference of the two cluster sizes are given. The latter problem is
the same as ours. Both papers establish the equivalence of their semidefinite programming bounds
to eigenvalue bounds on graph bisection and graph partitioning problems given by Boppana [26]
and Rendl and Wolkowicz [112], respectively. The relaxation of [110] on the bisection problem
with prescribed cluster sizes was used by Clausen, Karisch and Rendl [30] in a branch-and-cut
approach.
83
3.2.3 Transformation into an Eigenvalue Optimisation Problem
The dual (3.20) of our semidefinite relaxation can be transformed into a problem of minimising
the maximum eigenvalue of an affine matrix function as follows: In [65], it was shown that for a
general primal-dual pair of semidefinite programs
max 〈C,X〉
s.t. AX = b
X  0
(3.22)
and
min bT y
s.t. Z = AT y − C
Z  0
(3.23)
the following holds:
Proposition 126. If there exists y¯ ∈ Rm with I = AT y¯, then (3.23) is equivalent to
min
y
aλmax(C −AT y) + bT y (3.24)
for a = max
{
0, bT y¯
}
. Furthermore, if (3.22) is feasible, then all feasible solutions X satisfy
trace(X) = a, the primal optimum is attained and is equal to the infimum of (3.23).
Proof. See [65]. 
To motivate the transformation of problem (3.23) into the eigenvalue minimisation problem
(3.24), we note that, by Proposition 113, a symmetric matrix Z ∈ Sn is positive semidefinite if and
only if its minimal eigenvalue is nonnegative, λmin(Z) ≥ 0. So, we can write the constraint Z  0
as 0 ≥ −λmin(Z) = λmax(−Z) and lift it into the objective function using a Lagrange multiplier
a ≥ 0.
Additional variables, like p, do not enter the argument of proof of Proposition 126 in [65].
Therefore, we do not have to worry about the nonnegativity restriction on p in our dual problem
(3.20), as long as we restrict p in the eigenvalue minimisation problem in the same way.
To be able to apply Proposition 126, we rewrite our dual problem (3.20) as a minimisation
problem and substitute y′ = −y, p′ = −p and C′ = −C in order to comply with the form of the
dual problem (3.23)3.
−min 〈e, y′〉 − (2F − f(V ))2p′
s.t. Z = Diag(y′)− ffT p′ − C′
Z  0
p′ ≤ 0
y′ ∈ R|V | .
(3.25)
Then, we observe that I = Diag(y′) − ffT p′ for y′ = e and p′ = 0, so the prerequisite of
Proposition 126 is fulfilled. Thus, we get the following eigenvalue optimisation problem equivalent
3Use max 〈e, y〉 − (2F − f(V ))2p = −min−〈e, y〉 + (2F − f(V ))2p = −min 〈e,−y〉 − (2F − f(V ))2(−p) =
−min 〈e, y′〉 − (2F − f(V ))2p′.
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to (3.20) by applying Proposition 126 and resubstituting4 y = −y′, p = −p′ and C = −C′
(MBDEV)
−min |V |λmax(−C +Diag(y)− ffTp)− 〈e, y〉+ (2F − f(V ))2p
s.t. p ≥ 0
y ∈ R|V | .
(3.26)
Note that we have exploited Proposition 126 to conclude that the correct multiplier a in our case
will be |V |, since we know that all primal feasible solutions have diag(X) = e and X ∈ S|V |, i.e.
a = tr(X) = |V |.
We will see in Section 3.4.1 that problem (3.26) is a nonsmooth convex optimisation problem
which may be approached by subgradient and bundle methods. We will use the spectral bundle
method (see Section 3.4).
3.3 Solution Methods for SDPs
In this section, we review a selection of solution methods for semidefinite programs and evaluate
their suitability as a solver for the semidefinite relaxations in our branch-and-cut approach. Fore-
most issues are the ability to handle large-scale problems, both in the numbers of nodes |V | = n
and constraints m. With respect to the number of edges |E|, we assume our instances to be sparse.
Solution precision is only secondary. Furthermore, dynamic deletion and addition of primal con-
straints must be possible, and the algorithm has to be efficiently restartable after changes to the
problem.
Section 3.3.1 is devoted to the popular primal-dual path-following interior point methods. Sub-
sections 3.3.2 and 3.3.3 deal with two nonlinear reformulations of the semidefinite programs based
on factorisations of the semidefinite matrix variables. Section 3.3.4 introduces the basic concept
of bundle methods and sketches their application in combinatorial optimisation. We defer an ex-
planation of the solution method of our choice, the spectral bundle method, to Section 3.4. For a
recent survey on first- and second-order methods, we refer to [101].
3.3.1 Primal-dual Path-following Interior Point Methods
Interior point methods for semidefinite programming became popular in the nineties of the last
century, once it was realised independently by Alizadeh [6] and Nesterov and Nemirovskii [103] that
many results on interior point methods in linear programming could be translated to semidefinite
programming. Since then, interior point methods increased the interest in semidefinite program-
ming, and a significant number of these methods has been developed. An overview can again be
found in [101].
In this section, we assume that both (PSDP) and (DSDP) of (3.3) and (3.8), respectively, are
strictly feasible, i.e., strong duality holds, the primal and dual optimum are attained and we can
apply the optimality conditions as given in Proposition 123.
The idea of interior point methods can be summarised as follows: Instead of moving along
on the boundary of the feasible set, as for instance simplex like methods for linear programs do,
4Use −min |V |λmax(C′−Diag(y′)+ffT p′)+ 〈e, y′〉− (2F −f(V ))2p′ = −min |V |λmax(−C+Diag(y)−ffT p)−
〈e, y〉+ (2F − f(V ))2p.
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interior point methods choose their iterates from the interior of the feasible set. Since the optimal
solutions actually lie on the boundary of this set, they are only approximated by the iterates to a
prescribed precision. Furthermore, optimal solutions are usually (except for pathological examples)
given by feasible positive semidefinite matrices with at least one zero eigenvalue, i.e., they lie on
the boundary of the positive semidefinite cone S+n . Thus, to ensure that the iterates stay in the
interior of the feasible set (relative to the affine subspace of the equality constraints), one has
to guarantee that all iterates are positive definite. This can be achieved by adding a barrier
function −µ log detX to the objective function of (PSDP) and by replacing X  0 by X ≻ 0,
since − log detX → ∞ as X approaches the boundary of S+n . If the barrier parameter µ > 0 is
iteratively chosen so that µ→ 0, the iterates will converge to the optimal solution. So, instead of
solving the original problem, a sequence of so-called auxiliary boundary problems
min 〈C,X〉 − µ log detX
s.t. AX = b
X ≻ 0
(3.27)
is solved.
The equality constraints are lifted into the objective function using a Lagrange multiplier
y ∈ Rm.
Lµ(X, y) = 〈C,X〉 − µ log detX + 〈y, b−AX〉 . (3.28)
The function is convex with respect to X ∈ S+n for fixed y ∈ Rm and linear with respect to y ∈ Rm
for fixed X ∈ S+n . For such a function, the first order necessary and sufficient optimality conditions
are called Karush-Kuhn-Tucker conditions, and demand that the partial derivatives with respect
to y and X must be zero. Thus, with ∇X log detX = X−1 (see, e.g., [65]), we get
∇XLµ = C − µX−1 −AT y = 0
∇yLµ = b−AX = 0 .
(3.29)
Inspired by (DSDP), we set Z = C − AT y. So, the first equality of (3.29) gives Z = µX−1, or
equivalently XZ = µI and Z ≻ 0, because X−1 ≻ 0. Hence, we can rewrite the Karush-Kuhn-
Tucker conditions as
AX = b, X ≻ 0
AT y + Z = C, Z ≻ 0, y ∈ Rm
XZ = µI .
(3.30)
Note the similarity of (3.30) to the optimality conditions for (PSDP) and (DSDP) given in (3.12).
For µ = 0, the last line corresponds to the complementarity slackness condition. That is why
XZ = µI is called a perturbed complementarity slackness condition. For every µ > 0, the cor-
responding solutions Xµ and Zµ are unique, feasible for (PSDP) and (DSDP), and their duality
gap is 〈Zµ, Xµ〉 = tr(XµZµ) = tr(µI) = nµ. They form a smooth curve, called the central path.
For µ → 0, the central path converges to a pair of optimal solutions (X∗, Z∗) of (PSDP) and
(DSDP) [100].
Primal-dual path following methods start with a strictly feasible solution and try to follow the
central path. Given a µ > 0, they compute in every iteration a direction (∆X,∆y,∆Z) from the
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current iterate
(
X¯, y¯, Z¯
)
towards (Xµ, yµ, Zµ) on the central path, i.e.,
A (X¯ +∆X) = b
AT (y¯ +∆y) + (Z¯ +∆Z) = C(
X¯ +∆X
) (
Z¯ +∆Z
)
= µI .
(3.31)
The last equation is linearised by dropping ∆X∆Z, i.e., the central path equations will be satisfied
only approximately by the next iterates X¯ +∆X and Z¯ +∆Z. Thus, we arrive at a linear system
A (X¯ +∆X) = b
AT (y¯ +∆y) + (Z¯ +∆Z) = C
X¯∆Z +∆XZ¯ = µI − X¯Z¯ .
(3.32)
The next iterates are required to be symmetric. However, only the second equation forces ∆Z ∈ Sn.
For the first equation, ∆X will in general not be a symmetric matrix, while in the last equation,
even the constant X¯Z¯ needs not to be symmetric. There is a number of different approaches to deal
with this difficulty. They result in different step directions. One of them suggests to ignore the skew
symmetric part of the unsymmetric ∆X , i.e., ∆X := ∆X+(∆X)
T
2 . This approach was conceived
independently by Helmberg et al. [63], Kojima et al. [88] (who also gave a proof of polynomial
convergence of a primal-dual path-following method using this direction) and Monteiro [99]. For a
survey on other directions, the interested reader may consult Todd [121].
The number of iterations of interior point methods is usually bounded by a low polyno-
mial in n and log
(
〈X0,Z0〉
ǫ
)
for the required precision ǫ and the starting gap 〈X0, Z0〉, e.g.,
O
(√
n log
(
〈X0,Z0〉
ǫ
))
, provided that
(
X0, Z0
)
is near the central path (see [100] for selected
proofs and a survey on other results). The bottleneck of interior point algorithms is the solution
of a system like (3.32) in every iteration. It requires the construction, storage and factorisation of
an in general dense, positive definite square matrix of order m. The factorisation can be done by
Cholesky decomposition in O(m3). Depending on the nature of the constraints, the construction of
the matrix needs up to O(mn3 +m2n2) floating point operations (compare, e.g., [65]). Therefore,
the possible size of problems solvable by interior point methods is limited, in particular, if the
number of constraints m is large. Further difficulties occur if new primal constraints, e.g. cutting
planes, are added during the course of the optimisation. In general, the current iterates will then
not be feasible anymore and one has to find a new feasible point for restarting the optimisation.
There are attempts to exploit sparsity and structure in the constraint matrices also for interior
point methods. An example is the dual-scaling algorithm of Benson, Ye and Zhang [18]. The
authors applied it to maximum cut instances up to 3000 nodes, and it was also evaluated inde-
pendently in the benchmark run by Mittelmann [98]. Although larger instances could be tackled
than with primal-dual interior point methods, the shown behaviour was in general the same. The
method has to construct and factorise a dense positive definite system matrix of order m, which
becomes too expensive for large m. Two other ideas based on positive definite matrix completions
were pursued by Fukuda, Kojima, Murota, and Nakata in [50] and Fujisawa, Fukuda, Kojima,
Murota, and Nakata in [51]. The first approach replaces the positive semidefiniteness condition on
the (in general dense) primal matrix X by several positive semidefiniteness conditions on smaller
fully specified principal submatrices. If the underlying graph structure is that of a chordal graph
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(each cycle of length greater or equal to four has a chord), then the positive semidefiniteness of
the submatrices is necessary and sufficient for the positive semidefiniteness of the large primal
matrix. In case the graph is not yet chordal, an extension has to be determined which possesses
this property. The second approach directly incorporates a positive semidefinite matrix completion
into the primal-dual interior point method.
3.3.2 Low-rank Semidefinite Programming
Burer and Monteiro [22, 24] approach (PSDP) by exploiting the characterisation of a semidefinite
matrix given in Proposition 113 as X ∈ S+n if and only if X = RRT for some R ∈ Rn×r with
rank(R) = rank(X). Furthermore, they make use of Pataki’s result given in Proposition 124 with
k = 0:
Proposition 127. If the feasible set of (PSDP) contains an extreme point, then there exists an
optimal solution X∗ of (PSDP) with rank r satisfying the inequality r(r+1)2 ≤ m.
Then, they define
r∗ = min {rank(X∗) : X∗ is optimal for (PSDP)} , (3.33)
r¯ = max
{
r ≥ 0 : r(r + 1)
2
≤ m
}
, (3.34)
and observe that the programme
(Nr)
min
〈
C,RRT
〉
s.t. A (RRT ) = b
R ∈ Rn×r
(3.35)
is equivalent to (PSDP) for r = r¯ and that its feasible set is contained in that of (PSDP) for any
r ≤ r¯. In particular, some of the optimal solutions of (PSDP) are also optimal for (Nr) if r ≥ r∗.
If we knew the optimal r∗ in advance, then (Nr∗) could be solved to find an optimal solution of
(PSDP). The advantage of (Nr) is that it has significantly fewer variables than (PSDP) if r < n
(if we view each entry of R or X as a variable). However, (Nr) is a nonlinear programme. In
the implementation of Burer and Monteiro, an individual problem (Nr) is solved by a so-called
augmented Lagrangian algorithm, i.e., the constraints are lifted with Lagrange multipliers into
the objective function and their infeasibility is penalised by an additional term. The resulting
unconstrained minimisation problem
min
R∈Rn×r,y∈Rm,σ∈R+
〈
C,RRT
〉− m∑
i=1
yi
(〈
Ai, RR
T
〉− bi)+ σ
2
m∑
i=1
(〈
Ai, RR
T
〉− bi)2
is solved by a limited-memory Broyden-Fletcher-Goldfarb-Shanno approach using a Wolfe-Powell
line search [16]. Burer and Monteiro propose a clever scheme in the selection of problems (Nr) to
be solved. They show that an optimal solution of (Nr), which happens to be a local minimum of
(Nr+1), is an optimal solution of (PSDP). Starting with a small r, they successively solve problems
(Nr) for increasing r until the optimal solution of one of these problems is also a local minimum
of the next one.
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The implementation also exploits sparsity or special structure of the constraint matrices effi-
ciently. In this way, it is able to solve large instances of combinatorial optimisation problems as the
maximum cut problem or the minimum bisection problem, where interior point methods cannot be
run at all. Burer and Monteiro also compared their implementation to the spectral bundle method
of Helmberg and Rendl (see Section 3.4) and concluded that their method outperforms the spec-
tral bundle method in terms of time and solution quality. Also, in Mittelmann’s benchmark, the
low-rank method performed remarkably well [98]. However, depending on the problems at hand,
Burer and Monteiro remark that the spectral bundle method showed its typical tailing-off effect
including a strong initial descent (compare Section 4.5). Therefore, the spectral bundle method
might be more suitable than the low-rank approach if solution precision is not a foremost issue.
Finally, we note that the low-rank approach was only outlined for primal equality constraints and
no method for restarting after problem changes has been developed so far.
3.3.3 Gradient-based Log-barrier Algorithm
Burer, Monteiro and Zhang introduced a gradient-based log-barrier algorithm to solve a nonlinear
transformation of large-scale semidefinite programs with a large number of constraints in [21] and
presented a corresponding computational study in [23]. They consider the primal-dual pair of
semidefinite programs
max 〈C,X〉
s.t. AX = b
GX ≤ h
diag(X) = d
X  0,
min 〈b, y〉+ 〈h, u〉+ 〈d, z〉
s.t. AT y + GTu+Diag(z)− C = S
y ∈ Rm, u ∈ Rp+, z ∈ Rn, S  0 .
(3.36)
Denoting the sets of interior feasible solutions of the primal and dual programme with F0(P ) and
F0(D), respectively, they look at the pair of standard primal and dual log-barrier problems
max 〈C,X〉+ µ log(detX) + µ
p∑
j=1
log (hj − 〈Gj , X〉)
s.t. X ∈ F0(P )
(3.37)
min 〈b, y〉+ 〈h, u〉+ 〈d, z〉 − µ log(detS)− µ
p∑
j=1
log uj
s.t. (y, u, z, S) ∈ F0(D) .
(3.38)
In Section 3.3.1 on interior point methods, we already noted that the central path is given by pairs
of optimal solutions Xµ ∈ F0(P ) and (yµ, uµ, zµ, Sµ) ∈ F0(D) to (3.37) and (3.38), respectively,
which tend to primal and dual optimal solutions of (3.36) as µ tends to zero.
Burer et al. concentrate on the dual log-barrier problem (3.38). However, instead of approxi-
mately solving a sequence of such problems, as classic dual log-barrier algorithms would do, they
first apply a two-stage nonlinear transformation on (3.38). The first stage of this transformation
writes S ∈ S++n as LLT , where L is an n× n lower triangular matrix with a positive diagonal. In
the second stage, L is decomposed into its diagonal part Diag(w), w ∈ Rn++, and its strictly lower
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triangular part L0, i.e., L = Diag(w) +L0. Denoting the set of n× n lower triangular matrices by
Ln0 , it can be shown that F0(D) is in bijective correspondence to
{
(y, u, z, w, L0) ∈ Rm × Rp++ × Rn × Rn++ × Ln0 :
AT y + GTu+Diag(z)− C = (Diag(w) + L0)(Diag(w) + L0)T
}
.
(3.39)
This system has n(n+1)2 equations in m+ p+ n+
n(n+1)
2 variables. The variables z and L0 can be
defined as functions of the variables y, u and w. This fact can be exploited to rewrite (3.38) as the
nonlinear program
min 〈b, y〉+ 〈h, u〉+ 〈d, z(y, w, u)〉 − 2µ
n∑
i=1
logwi − µ
p∑
j=1
log uj
s.t. (y, u, w) ∈ Rm × Rp++ × Rn++ .
(3.40)
Burer et al. solve this problem with a limited-memory Broyden-Fletcher-Goldfarb-Shanno approach
using a Wolfe-Powell line search [16]. They show that they can exploit the sparsity of the primal
objective coefficient matrix and the primal constraint matrices to efficiently evaluate the objective
function of (3.40) and to determine its gradient. Although the gradient computations use matrix
multiplications with an in general dense matrix X(w, y, u), which serves as an infeasible approxi-
mation to primal feasible matrices of (3.36), Burer et al. were able to find a sparse analogue Xˆ of
X that lives only on the nonzero components of the primal objective and coefficient matrices.
In [23, 70, 98], the gradient-based log-barrier approach was compared to the spectral bundle
method and several other methods. The result was that large-scale semidefinite programs arising
from combinatorial optimisation could only be solved by these two methods. Between them, no
clear winner could be deduced, since both methods have advantages and disadvantages. However,
the gradient-based log-barrier approach seemed to be ahead in case of a large number of constraints.
Note that Burer et al. did not specify whether an efficient restart is possible in case that the primal
problem is modified by additional constraints.
3.3.4 The Bundle Method
An outline of the history and development of bundle methods, which reaches back to the seventies
of the last century, can be found in the textbook by Hiriart-Urruty and Lemare´chal [75]. We will
start by explaining the idea of Kiwiel’s proximal bundle method [87] of which both the bundle
method as used in combinatorial optimisation [46, 113, 125] as well as the spectral bundle method
are specialisations. We finish this section by sketching the bundle method as used in [46, 113, 125].
The spectral bundle method will be the topic of Section 3.4.
The proximal bundle method is designed to minimise a nonsmooth convex function f : Rm → R.
We assume that this function is given by a first order oracle that delivers for a given point y¯
the function value f(y¯) and a subgradient g¯ ∈ ∂f(y¯). The subgradients satisfy the subgradient
inequality
f(y) ≥ f(y¯) + 〈g¯, y − y¯〉 ∀y ∈ Rm .
So, the subgradients give rise to supporting hyperplanes. Let the oracle be called for a set of points
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y1, . . . , yk. Then a cutting plane model fˆ minorising f on Rm can be written as
fˆk(y) = max
i=1,...,k
(
f(yi) +
〈
gi, y − yi〉) .
This model will be of reasonable quality only in the neighbourhoods of the yi. That is why we
use the proximal point idea by restricting the search for the next trial point yk+1, called the centre
of stability, onto the neighbourhood of the last successful iterate yˆk by minimising an augmented
model
fk(y) = fˆk(y) +
u
2
∥∥y − yˆk∥∥2 .
Figure 3.1 gives an overview of the situation reached so far.
f(y)
(
yˆk, f(yˆk)
)fˆ
y
fˆ
fk
f
Figure 3.1: The function f , two supporting hyperplanes making up the model fˆ and the augmented
model fk.
We accept the minimiser yk+1 of fk as the new centre of stability yˆk+1 in a so-called descent
step only if it passes the following descent test for a given parameter κ ∈ (0, 1):
f(yˆk)− f(yk+1) ≥ κ
[
f(yˆk)− fˆk(yk+1)
]
. (3.41)
The idea is that the cutting plane model fˆk will overestimate the real decrease f(yˆk) − f(yk+1)
most of the time. Therefore, we demand that the model can predict the real decrease reasonably
well. The test is particularly hard to pass for large values of κ. If the test is not passed, then
the model is not trustworthy yet, and we rather use our new candidate yk+1 together with its
subgradient gk+1 to improve the model, i.e., we make a so-called null step by setting yˆk+1 = yˆk
and adding the new hyperplane f(yk+1) +
〈
gk+1, y − yk+1〉, supporting f in yk+1, to the model.
The whole process stops, when the model predicts a relative progress below a prespecified ǫ > 0.
Some remarks are in order.
• The term bundle originates from the method’s ability to collect information about the func-
tion in the bundle of supporting hyperplanes.
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• The choice of u is a tricky business. On the one hand, a neighbourhood that is too small
(u too large) is obstructive if we are at a point, where good progress is still possible. This
would be indicated by a series of descent steps. On the other hand, a neighbourhood that is
too large (u too small) does not help at all if it results in a long series of null steps caused by
trial points that are too far away from the current centre and whose cutting planes cannot
improve the model value in the neighbourhood of the current centre. A good range for the
choice of u depends on the type of problem at hand. To overcome these difficulties, u can be
updated. For possible strategies see, e.g., [87].
To use the (proximal) bundle method for the computation of dual bounds of primal SDP
relaxations, we have to specify the function f and how it can be evaluated, and how a minorising
model can be constructed. The explanation is most convenient if we consider a primal maximisation
problem with two sets of equality constraints, AX = a and BX = b.
max 〈C,X〉
s.t. AX = a
BX = b
X  0
(3.42)
We assume that solving this programme without the constraints AX = a is efficiently possible,
e.g., by some interior point code, but adding AX = a makes it hard to solve. Lifting the difficult
equality constraints AX = a with a Lagrange multiplier y ∈ Rm into the objective function, we
obtain the Lagrangian
L(X, y) = 〈C,X〉+ yT (a−AX) . (3.43)
Assuming that X := {X  0 : BX = b} is nonempty and bounded, we introduce the dual functional
f(y) = max
X∈X
L(X, y) = aT y + max
X∈X
〈
C −AT y,X〉 , (3.44)
which should be minimised over y ∈ Rm to get an upper bound on the optimal objective value of
(3.42). This means, we have to solve
min
y∈Rm
f(y) = min
y∈Rm
max
X∈X
L(X, y) = max
X∈X
min
y∈Rm
L(X, y),
where the last equality follows from general results of convex analysis using the boundedness of X
(Corollary 37.3.2 in [114]). From (3.44), we see that the evaluation of f for some fixed yˆ amounts
to solving a semidefinite programme including only the easy constraints BX = b. The result of this
evaluation will be the function value f (yˆ) and the maximiser Xˆ. Together, they form a so-called
matching pair
(
Xˆ, yˆ
)
with f (yˆ) = L
(
Xˆ, yˆ
)
. Given such a pair, we deduce from (3.43) that a
subgradient g (yˆ) is given by a−AXˆ , i.e.,
f(y) ≥ f (yˆ) +
〈
a−AXˆ, y − yˆ
〉
.
Now, suppose, we are in iteration k and the following set of k matching pairs has been collected
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so far. {(
Xˆ1, yˆ1
)
, . . . ,
(
Xˆk, yˆk
)}
.
Initially, this set consists of just one matching pair. Since
max
i=1,...,k
{
f
(
yˆi
)
+
〈
g
(
yˆi
)
, y − yˆi〉} = max
λ∈Rk+,λT e
k∑
i=1
λi
(
f
(
yˆi
)
+
〈
g
(
yˆi
)
, y − yˆi〉) ,
the model fˆk(y) minorising f(y) on Rm can be written as
fˆk(y) = max
λ∈Rk+,eTλ=1
k∑
i=1
(
λif
(
yˆi
)
+ λi
〈
g
(
yˆi
)
, y − yˆi〉) .
Using the identities f
(
yˆi
)
= L
(
Xˆ i, yˆi
)
for i = 1, . . . , k and the definition of L(X, y), we can
equivalently write
fˆk(y) = max
λ∈Rk+,eT λ=1
k∑
i=1
(
λi
〈
C, Xˆ i
〉
+
〈
λig
(
yˆi
)
, y
〉)
= max
λ∈Rk+,eT λ=1
FTλ+ yTGλ,
where F :=
(〈
C, Xˆ1
〉
, . . . ,
〈
C, Xˆk
〉)T
and G :=
(
g
(
yˆ1
)
, . . . , g
(
yˆk
))
.
Again, we use the proximal point idea and minimise the augmented model, i.e.,
min
y∈Rm
max
λ∈Rk+,eTλ=1
FTλ+ yTGλ+
u
2
∥∥y − yˆk∥∥2 =
max
λ∈Rk+,eTλ=1
min
y∈Rm
FTλ+ yTGλ+
u
2
∥∥y − yˆk∥∥2 ,
where the equality follows once more from general results of convex analysis using the compactness
of the set {λ ∈ Rk+, eTλ = 1} (Corollary 37.3.2 in [114]). The latter problem is solved by observing
that the inner minimisation is an unconstrained quadratic problem with respect to y; so setting the
partial derivatives with respect to y equal to zero, the minimiser yˆ can be determined explicitely and
can be plugged into the dual in order to yield a convex quadratic problem over λ ∈ Rk+, eTλ = 1.
This problem can be solved efficiently by interior point methods; and it is interesting to observe
that it is less expensive than the semidefinite programme that is required for the function evaluation
with its determination of Xˆ.
Note that the use of primal inequality constraints is possible and realised in the same fashion
as in the case of the spectral bundle method. Therefore, we defer this topic to later.
Dynamic bundle methods of the kind explained above, but with possible inequality constraints,
were used by Fischer, Gruber, Rendl and Sotirov in [46] and Rendl, Rinaldi and Wiegele [113, 125].
The term ‘dynamic’ refers to the used scheme of dynamic addition and deletion of primal inequal-
ities during the course of the optimisation. Such an approach was required by the large number of
possible constraints, e.g., 4
(
n
3
)
triangle inequalities in case of the maximum cut problem. Inequal-
ities that should be added to the problem were separated with respect to a convex combination of
the primal points Xˆk−1 and Xˆk, while inequalities that should be deleted from the problem were
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detected by a small value of the corresponding Lagrange multiplier yˆi compared to the maximal
Lagrange multiplier in the problem [46]. A theoretical justification, from a convergence point of
view, in case of dynamic deletion and addition of constraints was given by Helmberg for the spec-
tral bundle method [71], and can be transfered to the dynamic bundle method, because the latter
can be viewed as a restricted version of the former.
Fischer et al. computed relaxations of the maximum cut problem and the k-equipartition prob-
lem. Dimensions of problem instances solved reached up to n = 2000 andm = 27000 for maximum
cut and n = 500 and m = 83000 for k-equipartition. The practical limits of the approach are
clearly given by the necessity to solve a semidefinite programme with an n× n matrix variable for
the function evaluation. Rendl, Rinaldi and Wiegele [113, 125] applied the dynamic bundle method
as the bounding procedure within a branch-and-cut framework to solve maximum cut relaxations
of sizes up to n = 400 to (near) optimality. Of particular interest to us are results obtained on the
equicut problem for a set of test graphs known as the Johnson graphs [77], where Rendl et al. were
able to prove optimality of known primal solutions for the first time. We will come back to these
results in our numerical evaluation.
It should be expected that the bundle method cannot solve as large problems as the spectral
bundle method, because the former is restricted by the size of the semidefinite programs that have
to be solved for the function evaluation. However, the bundle method works on a stronger oracle,
because fewer constraints are relaxed, so when both methods are applicable, dual bounds of the
bundle method should, in general, be better.
3.4 The Spectral Bundle Method
In Section 3.2, we have seen that the dual of our primal SDP relaxation of (MB) is equivalent to
the minimisation problem of the maximum eigenvalue of an affine matrix valued function (3.26).
The spectral bundle method of Helmberg and Rendl [66], a specialisation of the proximal bundle
method of Kiwiel [87] (compare Section 3.3.4), is tailored to solve problems of that kind. More
specifically, it solves
min
y∈Rm
aλmax(C −AT y) + bT y . (3.45)
Note that, apart from the bounded dual variable p, problem (3.26) can be rewritten to conform
to (3.45). However, there is also an extended version of the spectral bundle method by Helmberg
and Kiwiel [68] which takes care of dual variable bounds caused by primal inequality constraints. Its
implementation is described in [67] and a C++ library was made publicly available by Helmberg [71,
72]. We used the latter version.
We will first look at the maximum eigenvalue function. Afterwards, we elaborate on the details
of the spectral bundle method. We will follow the explanation of the method given in [65].
3.4.1 On the Maximum Eigenvalue Function
Let us take a closer look at the function f(X) = λmax(X) for X ∈ Sn. The Rayleigh-Ritz
theorem states that λmin(X)v
T v ≤ vTXv ≤ λmax(X)vT v for all v ∈ Rn, and that λmin(X) =
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min‖v‖=1 vTXv as well as λmax(X) = max‖v‖=1 vTXv (compare [76] Theorem 4.2.2). Clearly,
λmax(X) = max‖v‖=1
vTXv = max
‖v‖=1
〈X, vvT 〉
is reached for eigenvectors v of the maximum eigenvalue of X . If ‖v‖ = 1, then tr(vvT ) = 1, and,
by Proposition 113 (with C = vT ), the matrix vvT is positive semidefinite. Both properties carry
over to an arbitrary convex combination of several vvT , and the set
W = {W  0 : tr(W ) = 1} (3.46)
is the convex hull of the set {vvT : ‖v‖ = 1}. We use this observation to rewrite the maximum
eigenvalue function λmax(·) as the semidefinite programme
λmax(X) = max{〈X,W 〉 :W ∈ W} = max{〈X,W 〉 : tr(W ) = 1,W  0} . (3.47)
We see that the maximum eigenvalue of any X¯ ∈ Sn is characterised as the maximum over set of
linear functions, which implies that λmax(·) is convex.
Since the setW is always the same for any X¯ ∈ Sn, the linear functions 〈X,W 〉 given in (3.47) all
minorise the maximum eigenvalue function. Furthermore, those linear functions with W = vvT for
eigenvectors v of λmax
(
X¯
)
will support λmax(·) in X¯. Therefore, they give rise to subgradientsW in
X¯ , i.e., to linear formsW that satisfy the subgradient inequality λmax(Y ) ≥ λmax(X)+〈W,Y −X〉
for all Y ∈ Sn. Thus, the subdifferential of λmax(·) at X can be written as
∂λmax(X) = {W ∈ Argmax{〈X,W 〉 :W ∈ W}}
= {W ∈ W : 〈X,W 〉 = λmax(X)}
= {PV PT : trV = 1, V  0}
(3.48)
with the columns of P forming an orthonormal basis of the eigenspace of the maximum eigenvalue
of X . For a diagonal V , the last equality in (3.48) means that there are W ∈ W which maximise
〈X,W 〉 and can be seen as a convex combination of the dyadic products v1(v1)T , . . . , vk(vk)T
of orthonormalised eigenvectors v1, . . . , vk of the maximum eigenvalue of X with multiplicity k
(v1(v1)T , . . . , vk(vk)T are the columns of P ). Therefore, already any such normalised eigenvector
alone gives rise to a subgradient of λmax(·) at X . This is an important fact to remember. Finally,
we can conclude from (3.48) that λmax(·) is differentiable at X only if the multiplicity of the
maximum eigenvalue of X is one.
Let us now look at the objective function of problem (3.45) and assume for simplicity in the
remainder of this section that the correct multiplier a = 1.
f(y) = λmax(C −AT y) + bTy (3.49)
As above, we can use (3.47) to write this function as
f(y) = max
W∈W
(〈C −AT y,W 〉)+ bT y = max
W∈W
(〈C,W 〉+ 〈b −AW, y〉) . (3.50)
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We see that f is the maximum over the linear functions
fW (y) = 〈C,W 〉+ 〈b −AW, y〉 (3.51)
withW ∈ W . If for a given y only one of these linear functions, which is given by a unique W˜ ∈ W ,
realises the maximum, then f is differentiable at y and its gradient is
∇f = ∇fW˜ = b−AW˜ . (3.52)
However, as noted above, this will only be the case if λmax(C −AT y) has multiplicity one. Oth-
erwise, the nondifferentiability of the maximum eigenvalue function will, in general, result in the
nondifferentiability of f(y) as written in (3.50). In this case, which is in fact very common in eigen-
value optimisation problems related to combinatorial optimisation problems, we have to resort to
using the subdifferential of f . At a fixed point y, it is given as the set
∂f(y) = {b−AW :W ∈ W , 〈C −AT y,W 〉 = λmax(C −AT y)}
= {∇fW :W ∈ ∂λmax(C −AT y)} .
(3.53)
Since f is a convex function, we know that a y∗ minimises f if the zero vector is in the subdifferential
of f at y∗, i.e., there must be aW ∗ ∈ W with b−AW ∗ = 0 and 〈C−AT y∗,W ∗〉 = λmax(C−AT y∗).
If we restrict our choice of matrices W in (3.50) to a set Wˆ ⊆ W , we get a function
fWˆ(y) = max
W∈Wˆ
fW (y), (3.54)
which minorises f(y) of (3.50). Within the spectral bundle method, a certain restricted set Wˆ will
be employed.
3.4.2 Details of the Spectral Bundle Method
Being a specialisation of the proximal bundle method, described in Section 3.3.4, the spectral
bundle method also builds a minorising model, solves the minimisation problem for the augmented
model and performs the descent test (3.41) in order to decide between descent step and null step.
The differences to the proximal bundle method described in Section 3.3.4 are caused by the specific
oracle being used and the choice of the minorising model.
The Oracle and its Computation
The oracle in the spectral bundle method computes for a given trial point yk the maximum eigen-
value of the matrix C −AT yk and a matrix
W kS ∈ Argmax
W∈W
〈
C −AT yk,W〉 . (3.55)
From Section 3.4.1, we know that b−AW kS is a subgradient of the function (3.49) that should be
minimised. Furthermore, we established that a specific W kS can always be given asW
k
S = vv
T with
v being an eigenvector to the maximum eigenvalue of C −AT yk.
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Depending on the size and structure of the matrix in question, in our case C − AT y, the
eigenvalue and -vector computations can be done by exact or, more typically, by iterative methods
as the power method or the Lanczos method. The power method starts with a randomly chosen
normalised vector. It uses consecutive left multiplications of this vector by the matrix to produce
a series of vectors. This series has an accumulation point in the eigenspace of the maximum
eigenvalue of the matrix if the starting vector has some component in this eigenspace, i.e., if it
does not live completely in the eigenspace of other eigenvalues. This can be seen by looking at
the eigenvalue decomposition of the matrix and observing that components in the direction of the
maximal eigenspace will dominate the product eventually.
Although being related to the power method, an explanation of the Lanczos method would be
much more involved, so we just refer to [65] for an review of its use in the spectral bundle method
and to Golub and van Loan [58] for details. Here, we only mention practical implications given
in [65] regarding its performance in the spectral bundle method.
• The method is particularly efficient if matrix vector multiplications can be performed effi-
ciently, which, for instance, is the case if the matrix is sparse. That is why the spectral
bundle method is well suited for our problem if the objective coefficient matrix is sparse, be-
cause the underlying graph is sparse, and if we take care to restrict the support of separated
inequalities (compare Section 4.3.4). Furthermore, we can use structured constraint matrices
like ffT of the bisection constraint in (3.19).
• In theory, the Lanczos method should stop after, at most, n matrix vector multiplications,
where n denotes the dimension of the symmetric matrix. Convergence can even be speeded
up if a starting vector with a large component within the maximal eigenspace is employed,
e.g., the eigenvector computed for the last successful trial point. If, however, the maximal
eigenvalue is not well separated from the remaining ones, then numerical difficulties lead to
much larger iteration numbers than n, and the Lanczos method becomes the bottleneck of
the spectral bundle method. This effect can be seen, when we are near the optimal solution,
it is typical for SDPs and caused by the facial structure of their feasible set. A way to
partially overcome this problem is to use inexact computations in case a null step can be
foreseen. This is the case if the approximate eigenvectors of the iterative procedure are via
(3.47) already sufficient to show that the function value of the next trial point will cause the
descent test to fail. Then, the Lanczos method can be stopped prematurely, and its current
iterate is used to enhance the minorising model of the eigenvalue function.
The Cutting Surface Model
At the end of Section 3.4.1, we noted that a function (3.54) minorising our objective function (3.49)
can be achieved by restricting W to a smaller set Wˆ ⊆ W . In iteration k, this set is chosen as
Wˆk = {PkV PTk + αW¯k : trV + α = 1, V ∈ S+rk , α ≥ 0} , (3.56)
where Pk is an orthonormal n × rk matrix and W¯k ∈ W is called the aggregate matrix. The
value rk gives the size of the current bundle. Thus, spelt out, our minorising model, called cutting
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surface model, reads
fWˆk(y) = max
W∈{PkV PTk +αW¯k:trV+α=1,V ∈S+rk ,α≥0}
〈
C −AT y,W〉+ bTy . (3.57)
The model is called cutting surface model, because it is – in contrast to cutting plane models like
the one in the proximal bundle method – not polyhedral, since we use the nonpolyhedral positive
semidefinite cone for its definition.
In [65], it was shown that the value of this model at y is
fWˆk(y) = max
{
λmax
(
PTk
(
C −AT y)Pk) , 〈C −AT y, W¯k〉}+ bT y . (3.58)
What can we learn from this expression? The computationally most expensive term in (3.58) is
the maximum eigenvalue. So, we realise that the model value can be efficiently computed if the
bundle size rk is kept small, because then, the eigenvalue computation could be performed quickly.
Furthermore, in order to achieve a high model value in the neighbourhood of the current point yk,
i.e. a good approximation of the objective function by the minorising model, one should choose Pk
so that it spans the eigenspaces of the largest eigenvalues of C−AT yk, because, by the continuity of
eigenvalues and eigenvectors, these large eigenvalues and corresponding eigenvectors will produce
a large vT
(
C −AT y) v in the neighbourhood of yk.
From Proposition 117, we have learned that PkV P
T
k corresponds to a small face of the semidef-
inite cone S+n with dimension
(
rk+1
2
)
. Corollary 118 tells us that this face might be too small
to contain a matrix W ∗ =
∑k
i=1 µiv
i(vi)T , where the vi form a basis of the eigenspace of an
eigenvector to the optimal λmax
(
C −AT y∗). There are two ways out of this trap.
The first way is pursued by the spectral bundle method and uses the term αW¯ k. It enables us to
reach from the face into the interior of S+n , while the additional computational costs are negligible.
The second way is to provide enough columns rk to Pk so that it can span eigenvectors to the
largest eigenvalue (compare Corollary 118). A nontrivial lower bound on the number of columns
needed is given in Lemma 5.3.9 of [65] as rk > r¯ + 1, where r¯ ∈ N is the largest number satisfying(
r¯+1
2
) ≤ m+ 1 and m denotes the number of primal constraints. Its proof uses Pataki’s bound on
the rank of matrices in faces of the feasible set of semidefinite programs as given in Proposition 124.
Clearly, the second way is not feasible for us, since the number of primal constraints m will be
rather large, when we use a branch-and-cut approach.
Finding the Next Trial Point
As in the proximal bundle method, we now want to find the next trial point yk+1 and an associated
matrixW kS given the current point yˆ
k and the cutting surface model (3.57). Again, we will augment
it by a trust region term u2 ‖y − yˆk‖2. Thus, it reads
fk(y) = max
W∈Wˆk
〈
C −AT y,W〉+ bT y + u
2
‖y − yˆk‖2 . (3.59)
The function
Lk(y,W ) =
〈
C −AT y,W〉+ bT y + u
2
‖y − yˆk‖2 (3.60)
is called the augmented Lagrangian.
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In order to find the next trial point, we have to solve the following problem.
min
y∈Rm
fk(y) = min
y∈Rm
max
W∈Wˆk
〈
C −AT y,W〉+ bT y + u
2
‖y − yˆk‖2 . (3.61)
Its dual is found be exchanging min and max.
max
W∈Wˆk
min
y∈Rm
〈
C −AT y,W〉+ bTy + u
2
‖y − yˆk‖2 . (3.62)
Observe that the inner minimisation problem of (3.62) with respect to y is unconstrained, so we
can explicitly compute its optimal solution as
ykmin(W ) = yˆ
k +
1
u
(AW − b) = yˆk − 1
u
∇fW (3.63)
for any fixed W ∈ Wˆk. Using semidefinite duality [65] or general theorems of convex duality, it
can be shown that strong duality holds for problems (3.61) and (3.62). The semidefinite duality
approach is particularly helpful, because it allows to expose a way to determine the optimal W .
Proposition 128 ([65]). Given the augmented Lagrangian Lk(y,W ) as in (3.60),
min
y∈Rm
max
W∈Wˆk
Lk(y,W ) = Lk(yk+1,W k+1) = max
W∈Wˆk
min
y∈Rm
Lk(y,W ), (3.64)
where yk+1 = ykmin(W
k+1) is unique and W k+1 is an optimal solution of the quadratic semidefinite
problem
min 12u‖b−AW‖2 −
〈
W,C −AT yˆk〉− bT yˆk
s.t. W = PkV P
T
k + αW¯k
trV + α = 1
V  0, α ≥ 0 .
(3.65)
Problem (3.65) can be solved efficiently by interior point methods if its dimension controlled by
rk is kept small. For a description of the interior point method that is used in the spectral bundle
method, we refer the interested reader to [65].
Remark 129. Using the equivalence of the eigenvalue optimisation problem (3.26) to the dual
SDP (3.20), it can be worked out that the optimal solutions W k+1 = PkV∗PTk + α∗W¯k can be in-
terpreted as infeasible approximate solutions to the primal problem (3.22) (compare Theorem 5.3.8
in [65]). For the case of the spectral bundle method with bounds, this fact was proved by Helmberg
in [71]. We will use this property in our branch-and-cut approach.
Updating the Cutting Surface Model
Once we have computed the next trial point yk+1, the oracle is called to deliver the corresponding
W k+1S = v
k+1(vk+1)T with vk+1 a normalised eigenvector to λmax
(
C −AT y). It gives rise to
a subgradient and a supporting cutting plane of our objective function (3.45) in yk+1, and this
information should be incorporated into the cutting surface model. If the maximal number of
allowed columns of Pk is not yet reached, we simply orthonormalise the new eigenvector v
k+1 with
respect to the columns of Pk and add it as a new column to Pk to yield Pk+1. Otherwise, we have
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to preserve the most important information of Wˆk. From relation (3.64) of Proposition 128, we can
conclude that W k+1 and its associated cutting plane fWk+1 are important, because they guarantee
that the value of the augmented model cannot decrease in a null step. To ensure convergence of
the model to the true function near the optimal solution, one has to guarantee that
W k+1,W k+1S ∈ Wˆk+1 (3.66)
(compare the convergence analysis given in [65]). To this end, it would suffice to set W¯k+1 =W
k+1
and Pk+1 = v
k+1, i.e., to keep rk = 1. Despite this, it is helpful to use a larger bundle size in order
to store a larger subspace spanned by the current columns of Pk, as explained on page 82. However,
this has to be balanced to the costs of computing the quadratic semidefinite subproblem (3.65).
Anyway, a promising subspace to be kept can be determined from the optimal solution W k+1 =
PkV∗PTk + α∗W¯k of the quadratic semidefinite subproblem (3.65). If QΛQ
T = V∗ denotes an
eigenvalue decomposition of V∗ with QTQ = I, Λ = diag(λ1, . . . , λrk) and λ1 ≥ . . . ≥ λrk ≥ 0,
then we can write
W k+1 = (PkQ)Λ(PkQ)
T + α∗W¯k
= Pk[Q1Q2]
[
Λ1 0
0 Λ2
][
QT1
QT2
]
PTk + α∗W¯k
(3.67)
with Λ1 an upper-left principal submatrix of Λ corresponding to large eigenvalues, Λ2 containing
the remaining eigenvalues, and Q1 and Q2 splitting up Q correspondingly. By the ordering of the
eigenvalues, Q1 carries more information about W
k+1 than Q2. This information will be directly
conserved in the new bundle Pk+1, which is computed so that it spans an orthonormal basis of the
space spanned by PkQ1 and v
k+1, i.e.,
Pk+1 = orth[PkQ1, v
k+1] . (3.68)
The maximal possible dimension of Q1 is determined by a parameter nK ∈ N. Furthermore, note
that the Lanczos method delivers several vectors which are candidates to span a promising new
subspace. Therefore, the spectral bundle method may be allowed to include more of them into the
new bundle. The maximal number of new vectors to add is given by a parameter nA ∈ N. The
sum nK + nA determines the maximal allowed bundle size. The new aggregate matrix
W¯k+1 =
(PkQ2)Λ2(PkQ2)
T + α∗W¯k
trΛ2 + α∗
(3.69)
keeps the information given by the columns of Q2. It can be checked that Pk+1 and W¯k+1 conform
to (3.56) and that (3.66) is fulfilled (compare Proposition 5.2.3 of [65]).
Stopping the Computations
For the lack of a lower bound, we cannot judge if our current solution is sufficiently close to the
optimum. However, we know that the quality of the cutting surface model in the interesting region
is improved in every step. Furthermore, the trust region approach guarantees that we seek for the
next trial point within a ball in which the current model is sufficiently accurate. If this ball is large
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enough (u small enough), and the model value of the next trial point fWk+1(y
k+1) is close to the
function value f(yˆk) of the current centre of stability, chances for a reasonable progress are low
and we stop. This stopping criterion can be expressed as
f(yˆk)− fWk+1(yk+1) < ǫ(
∣∣f(yˆk)∣∣+ 1) . (3.70)
Incorporating Variable Bounds
So far, we have explained the spectral bundle method for unbounded variables y ∈ Rm correspond-
ing to equality constraints in our primal SDP relaxation. However, we have already one inequality
constraint in our primal SDP, namely the bisection constraint, and the branch-and-cut approach
will add many more inequality constraints. Therefore, we will need to use the spectral bundle
method with bounds as described by Helmberg and Kiwiel in [68]. Following again [65], we will
explain the main idea on the problem
min
y∈Rm+
λmax(C −AT y) + bT y . (3.71)
Denote by f(y) the objective function of (3.71). Using an indicator function ιRm+ of R
m
+ with
ιRm+ (y) = 0 if y ∈ Rm+ and ιRm+ (y) = ∞ otherwise, we can rewrite this problem as an unbounded
problem with respect to y as
min
y∈Rm
fRm+ (y) (3.72)
with
fRm+ (y) = λmax(C −AT y) + bT y + ιRm+ (y) . (3.73)
Corresponding to (3.51), we can also find for fRm+ (y) linear minorants
fW,η(y) = 〈C,W 〉+ 〈b − η −AW, y〉, (3.74)
where η ∈ Rm+ collects the Lagrange multipliers to the nonnegativity constraints for y (or subgra-
dients of ιRm+ ). Each entry of η can also be interpreted as a primal slack variable which transforms
the corresponding inequality constraint of the primal SDP into an equality constraint. Similar to
(3.50), the objective function can again be reformulated as an optimisation problem, but this time
over W and Rm+ ,
fRm+ (y) = sup
W∈W,η∈Rm+
〈C,W 〉+ 〈b− η −AW, y〉 . (3.75)
The subdifferential of fRm+ (y) at y ∈ Rm+ turns out to be
∂f(y) = {∇fW,η(y) :W ∈ W , η ∈ Rm+ , fW,η(y) = f(y)} (3.76)
with ∇fW,η(y) = b − η − AW . Again, we restrict our choice of W to some subset Wˆ ⊆ W to
construct a cutting surface model minorising fRm+ as
fWˆ,η(y) = max
W∈Wˆ
fW,η(y) . (3.77)
The subset Wˆk in iteration k is chosen like in the unbounded case as (3.56).
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It is also possible to define the augmented Lagrangian as
Lk(y,W, η) =
〈
C −AT y,W〉+ (b− η)T y + u
2
‖y − yˆk‖2 . (3.78)
The next trial point yk+1 is again found as the optimal solution of
min
y∈Rm
max
W∈Wˆk,η∈Rm
Lk(y,W, η) (3.79)
or of its dual
max
W∈Wˆk,η∈Rm
min
y∈Rm
Lk(y,W, η) . (3.80)
In the unbounded case, the dual was efficiently solvable, because the inner minimisation over y
was unconstrained and the outer maximisation overW could be reformulated as a small quadratic
semidefinite problem (3.65) in Proposition 128. The first property still holds here. Hence, corre-
sponding to (3.63), we get
ykmin(W, η) = yˆ
k +
1
u
(AW − b+ η) = yˆk − 1
u
∇fW . (3.81)
However, the second property does not hold anymore, because η introduces m more variables. To
steer clear of this difficulty, (3.80) is solved approximately by a series of coordinate wise steps:
First, an η+ is fixed and
max
W∈Wˆk
min
y∈Rm
Lk(y,W, η+) (3.82)
is solved by the same interior point method used to solve the subproblem stated in Proposition 128
in order to find an optimal W+. Afterwards, this W+ is kept fixed and
max
η∈Rm+
min
y∈Rm
Lk(y,W+, η) (3.83)
is solved exactly to find the optimal η+. From W+ and η+, we can compute y+ = ykmin(W
+, η+)
using formula (3.81), and y+ is guaranteed to be feasible, because (3.83) is solved exactly. The
two steps are iterated until the approximate solution (y+,W+, η+) is good enough, e.g., fulfils
fWˆk,η+(y
+)− fW+,η+(y+) ≤ κM
[
f(yˆk)− fW+,η+(y+)
]
(3.84)
for some κM ∈ (0,∞]. Indeed, if the approximate solution is optimal in (3.79) and (3.80), then
the left-hand side of (3.84) is zero (compare Lemma 5.4.3 in [65]). Note that fWˆk,η+(y
+) can be
computed easily using (3.58) and that the stopping criterion (3.70) can already be checked for any
approximate solution (y+,W+, η+). If the test is passed, the oracle and the descent test are called
with yk+1 = y+, W k+1 =W+ and ηk+1 = η.
We are now prepared to give an overview of the whole spectral bundle method with bounds in
Algorithm 1.
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Algorithm 1 Spectral bundle method with bounds
Input: y0 ∈ Rm, ǫ ≥ 0, κ ∈ (0, 1), κM ∈ (0,∞], u > 0.
1: loop
2: {Initialisation} Set k = 0, yˆ0 = y0, compute f(y0) and Wˆ0, find η0 optimal in (3.83) for
some fixed W ∈ Wˆ0.
3: repeat {Trial point finding}
4: Set η+ = ηk.
5: Find W+ ∈ Wˆk optimal in (3.82) for fixed η+.
6: Find η+ ∈ Rm+ optimal in (3.83) for fixed W+.
7: Set y+ = ykmin(W
+, η+) (v. (3.81)).
8: if f(yˆk)− fW+,η+(y+) < ǫ
(∣∣f(yˆk)∣∣+ 1) then
9: return Precision achieved.
10: end if
11: until fWˆk,η+(y
+)− fW+,η+(y+) ≤ κM
[
f(yˆk)− fW+,η+(y+)
]
12: Set yk+1 = y+, W k+1 =W+ and ηk+1 = η.
13: {Oracle} Find W k+1S ∈ Argmax
W∈W
〈
C −AT yk+1,W〉 and f(yk+1).
14: if f
(
yˆk
)− f (yk+1) ≥ κ [f (yˆk)− fWk+1,ηk+1 (yk+1)] then
15: {Descent step} Set yˆk+1 = yk+1 and find ηk+1 optimal in (3.83) for fixed W k+1S .
16: else
17: {Null step} Set yˆk+1 = yˆk.
18: end if
19: {Model updating} Choose Wˆk+1 ⊃ {W k+1,W k+1S } of the form (3.56).
20: Set k = k + 1.
21: end loop
Using the Method in a Branch-and-Cut Approach
The theoretical convergence of the spectral bundle method with bounds in a setting, where primal
inequalities are given by separation oracles was investigated by Helmberg in [71]. There were three
important assumptions. First, the intersection of the primal SDP relaxation with the polytope
defined by a finite set of cutting planes had to be strictly feasible. Second, the cutting planes
had to be given by maximum violation oracles, i.e., by separation procedures that always return a
maximally violated inequality if there are violated inequalities at all. Third, the separation oracle
had to be called for each W+ solving (3.82), i.e., after line 5 of Algorithm 1. We build on a
practical version of this algorithm pursued by Helmberg in [71]. The main implication of [71] was
to be cautious, when inequalities were deleted. Separation was only employed after descent steps.
From a practitioners point of view, one hopes that in a branch-and-cut approach branching takes
place long before theoretical convergence problems occur.
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Chapter 4
Implementation of a
Branch-and-Cut Approach
We attempt to solve the minimum bisection problem by a branch-and-cut approach. We have
already introduced the basic principles of branch-and-cut and its utilisation to solve graph parti-
tioning problems in Sections 1.4.5 and 2.1. We will use the primal semidefinite relaxation (3.19)
and its dual (3.20) introduced in Section 3.2 to derive primal feasible solutions and to compute
dual bounds. The dual relaxation is solved in its equivalent form as the maximum eigenvalue
minimisation problem (3.26) by the spectral bundle method with bounds explained in Section 3.4.
The first section of this chapter will provide an overview of our solution approach. The later
sections go into details of the algorithms and the implementation.
4.1 Overview of the Branch-and-Cut Approach
This section gives an overview of our branch-and-cut approach. Section 4.1.1 briefly describes the
branch-and-cut framework SCIP, which we use. After some general remarks, we will concentrate
on the main solving loop in SCIP which eventually calls the SDP solver to solve SDP relaxations
corresponding to nodes of the branch-and-bound tree. The main administrative algorithm of this
SDP solver, which is implemented as a plugin to SCIP, is described in Section 4.1.2. For the actual
computations, it uses calls to an external solver implementing an interface to the spectral bundle
method. This external solver will be the topic of Section 4.1.3.
4.1.1 The Branch-and-Cut Framework SCIP
The branch-and-cut framework is given by the computer programme SCIP developed by Achter-
berg [2, 4, 5]. It is the successor of the mixed integer programming solver SIP by Martin [97].
Since we use SCIP merely as the branch-and-cut framework, its introduction at this point shall be
very brief. SCIP can solve constraint integer programs
min{cTx : x ∈ Rn, Cj(x) = 1 ∀j = 1, . . . ,m, xi ∈ Z ∀i ∈ I ⊆ Rn} (4.1)
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with constraints Cj : R
n → {0, 1} for all j = 1, . . . ,m. An additional assumption for constraint
integer programs is that any fixing of integer variables to feasible values results in a linear pro-
gramme in the noninteger variables. So, in principal, a constraint integer programme can be solved
by enumerating all possible fixings of integer variables and solving the remaining linear programs.
Furthermore, we see that mixed integer programs are constraint integer programs without con-
straints Cj . Constraint integer programs are very flexible, because the general definition of their
constraints also enables them to handle nonlinear objective functions and constraints. In SCIP,
every nonlinear constraint Cj is stored in a so-called constraint handler. Its main task is to check
all constraints of the respective type for feasibility with respect to a given solution. If the solution
is infeasible, constraint handlers can take special actions like generating cutting planes or suggest-
ing branching decisions. In case of mixed integer programs, SCIP’s performance is comparable
to state-of-the-art commercial solvers like CPLEX 9.03 [33]. A recent study of Achterberg [2]
showed that SCIP 0.78 took about twice as long as CPLEX 9.03 to solve MIPs, when CPLEX was
used as SCIP’s internal solver for the LP relaxation. Thus, our results with respect to compar-
ison of branch-and-cut in SCIP with an SDP relaxation to branch-and-cut in SCIP with an LP
relaxation can be generalised – with some caution – to branch-and-cut with an LP relaxation in
state-of-the-art commercial MIP solvers.
Let us now describe the main solving loop of our problems in SCIP as depicted in Figure 4.1.
After the start, the graph G = (V,E) with node weights and edge costs and the settings are read.
The implementation of SCIP requires that the problem is fully described by an LP relaxation and
additional constraint handlers. We use the LP relaxation mainly as a tool to store cutting planes
generated by the SDP solver efficiently. In order to construct an initial LP relaxation that uses
only edge variables, we search for a node in V with maximal degree and call it s. If s is not yet
adjacent to all nodes of V , then we add its missing incident edges with weights zero, so that s
becomes the centre of a star spanning V . An LP relaxation of (MB) is then given by
(LPMB)
min
∑
e∈E
weye
s.t. f(V )− F ≤
∑
i∈V \{s}
fiyis ≤ F
ye ∈ [0, 1] ∀e ∈ E .
(4.2)
Note that (4.2) would be a description of the bisection cut polytope if we added the odd cycle
inequalities. There is a constraint handler available in SCIP that implements the odd cycle in-
equalities. More details on the LP relaxation and the odd cycle constraint handler can be found
in [49].
After the construction of the problem, the main solving loop starts. A leaf of the branch-and-
bound tree is chosen. At the beginning, this will be the root node. We will go into details of SCIP’s
node selection strategies in Section 4.7. Now, SCIP builds the LP relaxation of the selected node
by adding additional constraints that are either globally valid or have been found for ancestors
of the chosen node and are, therefore, locally valid. Then, the SDP solver is called, which we
will describe in Section 4.1.2. For the time being, just note that it may return a primal feasible
solution, a dual bound, valid cutting planes with corresponding dual variable values and a decision
to cut off the current node.
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Choose next node to solve
Branch
Start
Read problem and settings
Build original LP relaxation
End
no
SCIP changes current LP relaxation
Solve SDP again?
Problem solved?
yes
no
yes
Call SDP solver plugin
Build LP relaxation of current node
Figure 4.1: Main solving loop in SCIP
After the SDP solver has done its job, SCIP may change the LP relaxation of the current node
by adding further cutting planes or tightening bounds. We did not use the first feature, because
our separation routines are called within the SDP solver plugin. Afterwards, a mutual decision
between SCIP and the SDP solver is made whether or not the current SDP relaxation should be
solved again. This may be fruitful if SCIP has changed the problem by adding further inequalities.
If the original problem is not yet solved, i.e., there are unprocessed nodes left in the tree, then
SCIP branches on the current node (if not cut off) and returns to the node selection. We will
describe our branching rules in Section 4.4. The solving stops, once all leaves of the tree have been
processed.
Finally, note that the just described main loop can also be executed with the LP solver on the
LP relaxation instead of the SDP solver on the SDP relaxation.
4.1.2 SDP Solver Plugin in SCIP
This section describes the main administrative algorithm of the SDP solver which we implemented
as a plugin for SCIP; see Figure 4.2. Once it is called, we first decide whether the current fixing
of variables due to branching makes the problem infeasible (compare our remarks on this matter
in Section 4.6.1). If so, we share this information with SCIP, which will then cut off the current
node. Otherwise, we use the graph representation of the problem and the LP relaxation of the
selected branch-and-bound node to construct the SDP relaxation as input for the external solver,
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which we will describe in more detail in Section 4.1.3.
Shrink problem?
Problem infeasible?
Start
no
yes
Build shrunk SDP relaxation
Add new cutting planes
SCIP separates
no
yes
Build original SDP relaxation
Scaling for warm start
no
yes
Call external solver
Set dual solution for warm start Set dual solution for warm start
Share information with SCIP
End
Call SCIP separators?
Figure 4.2: Main administrative algorithm of SDP solver plugin
For the construction of the SDP relaxation, we have the choice between the original relaxation
with additional constraints implementing the branching decisions or a shrunken relaxation that uses
the branching decisions to shrink the graph (compare Section 4.6). In the first case, the branching
constraints cannot be deleted from the SDP relaxation during the course of the optimisation. In
both cases, the LP bisection constraint (see problem 4.2) is included in the SDP relaxation and may
not be deleted. Furthermore, the constraints implementing diag(X) = e of the SDP relaxation are
not deletable. Finally, all additional inequalities of the current LP relaxation are included in the
SDP relaxation provided that we cannot find an ancestor of the current branch-and-bound node
which has already classified them as inactive. Since these inequalities represent cutting planes, the
external solver is free to delete them, once they have become inactive; see Section 4.3.
After the SDP relaxation has been constructed, we retrieve the dual variable values that we
stored for all active constraints of the parent node’s relaxation and set them as the starting dual
variables for the current relaxation. We call this warm start and refer to Section 4.8 for more
details. If we do not shrink the relaxation, then there are also scaling heuristics available which
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speed up the warm start. They are described in Section 4.9.
The next step is to call the external solver; see Section 4.1.3. It will work on the SDP relaxation
as long as it does not violate a time limit set by SCIP, as long as it cannot cut off the current node
due to primal infeasibility or a proof of optimality, and as long as it believes to be able to improve
the dual bound significantly. For the latter, effects like tailing-off come into play, which we will
treat in more detail in Section 4.5.
We are now half way through the presentation of the SDP solver plugin in Figure 4.2. The
next construct after the call of the external solver is a call back loop. It was created to enable
the external solver to use separation procedures implemented internally in SCIP. If this service
is required, the external solver provides primal solutions for separation, pauses the optimisation
of the dual bound and asks the SDP solver plugin to let SCIP separate the primal solutions. If
violated cutting planes are found, they are added to the SDP relaxation. Then, the external solver
is called again and resumes the computation of the dual bound.
Once the external solver stops its computations and does not want SCIP to separate any primal
solutions, the last task of the SDP solver plugin is to share its information with SCIP. If the external
solver established that the current node can be cut off, i.e., the dual bound was greater or equal
than the best known primal bound minus one (we only consider problems with integral objective
coefficients), then the SDP solver tells SCIP to cut off the current node. Otherwise, the SDP solver
retrieves the dual bound, the best primal feasible solution, and all active constraints along with
their corresponding dual variable values from the external solver, and stores them in SCIP.
4.1.3 External Solver as an Interface to the Spectral Bundle Method
This section describes the external solver which is called by the SDP solver plugin in SCIP to solve
SDP relaxations of the minimum bisection problem. An overview can be seen in Figure 4.3.
When the external solver is called for the first time on a relaxation, it has the possibility to
call initial support extension heuristics; see Section 4.3.4. Afterwards, the main loop is entered.
It is similar to the loop used by Helmberg in [71]. In every iteration of this loop, we first ask
the spectral bundle method to perform a descent step. To this end, it may have to produce some
null steps; compare Algorithm 1 in Section 3.4. After the descent step, we decide whether or
not a new descent step should be attempted. We will explain our stopping criteria in detail in
Section 4.5. If we stop, we directly leave the external solver. Otherwise, we may consider calling
primal heuristics and separators. After every ninth descent step (beginning with the first), we call
primal heuristics; see Section 4.2. A separation round is triggered, when the current cutting surface
model is sufficiently accurate; see Section 4.3 for more details. In the separation round, we first
delete inactive inequalities from the SDP relaxation, and, afterwards, we separate and add new
inequalities using the external solvers own separators. In every tenth separation round (beginning
with the first one), we search for additional support; see Section 4.3.4. We reset the aggregation
of the spectral bundle method to the union of the support of the objective coefficient matrix, the
support of currently active and new inequalities and the newly determined support extension. In
case that also SCIP’s separators should be used, we now leave the external solver and ask the SDP
solver plugin to let SCIP separate further inequalities and call the external solver back afterwards;
see Section 4.1.2. Otherwise, we ask the spectral bundle method to perform another descent step.
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Stop?
Call separation?
End
Call the spectral bundle method to make a descent step
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Call heuristics?
Primal heuristics
no
yes
Determine additional support
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no
Separate and add new cutting planes
Delete inactive cutting planes from the relaxation
no
yes
First iteration?
Initial support extension
yes
Call SCIP separators?
Figure 4.3: Main loop in external SDP solver
4.2 Primal Heuristics
In this section, we explain the heuristics used in our branch-and-cut framework to obtain primal
feasible solutions for (MB), i.e. bisections. The heuristics proceed in three phases. In the first
phase, we analyse the current approximate primal solution of the primal SDP relaxation (3.19)
and construct a partition from it. The second phase tries to derive a bisection from the partition. In
the third phase, we aim at improving this bisection. For the first and the third phase, three different
procedures are available, respectively, while there is only one procedure for phase 2. Heuristics
which construct bisections are sometimes labelled global methods, while improving heuristics are
also called local methods [39].
In general, using insight into the problem structure to derive good starting solutions for phase 3
seems to be preferable to using randomly created starting solutions. See, e.g., the experimental as
well as practical experiences reported by Johnson et al. [77] for graph partitioning by simulated
annealing as well as local search.
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4.2.1 Constructing Partitions
In Remark 129, we have stated that, in general, infeasible approximations to solutions X of the
primal SDP relaxation (3.19) are given to us by the spectral bundle method via
W k+1 = PkV∗PTk + α∗W¯k . (4.3)
Here, V∗ is a positive semidefinite matrix, so one can use its eigenvalue decomposition to establish
the existence of a symmetric matrix V
1
2∗ , i.e., V∗ = V
1
2∗ V
1
2∗ , which is called the square root of V∗.
With P = PkV
1
2∗ and W¯ = α∗W¯k, we write our primal approximations as
X˜ ≈ PPT + W¯ . (4.4)
The diagonal entries of X˜ may not be equal to one, and the off-diagonal entries may not be in
[−1, 1]. This, however, would be the case if diag
(
X˜
)
= e and X˜  0. In order to use X˜ for
purposes of separation or in primal heuristics, we slightly modify it by three different approaches
given by Helmberg in [71].
X˜ij :=
X˜ij
max{X˜vv : v ∈ V }
(4.5)
X˜ij :=
X˜ij√
X˜iiX˜jj
(4.6)
X˜ij := max{−1,min{X˜ij , 1}} (4.7)
In this section, we will use the matrices X˜ and P to derive bisections.
Initial Heuristic Rounding
This heuristic is only concerned with the matrix X˜ . Once it is appropriately modified (see (4.5),
(4.6) and (4.7)), its off-diagonal entries X˜ij are contained in [−1, 1]. A value X˜ij = −1 indicates
that nodes i and j should be placed in different clusters, while X˜ij = 1 suggests to put nodes i
and j in the same cluster.
The heuristic Rounding, as displayed in Algorithm 2, uses this intuition. Furthermore, we
exploit that the support E¯ is connected, because the problem always contains the bisection con-
straint of the LP relaxation on the spanning star (see Section 4.1.1). E¯ is traversed edge by edge
in a breadth first search manner, while edges ij with large |X˜ij | are preferred. The nodes i and
j of every considered edge are placed into the two clusters, depending on the sign of X˜ij and the
position of other adjacent nodes that are already placed. This assignment is encoded in the vector
z ∈ {−1, 0, 1}|V |, where zv = −1 and zv = 1 correspond to v being in one of the two clusters, and
zv = 0 means that v is not yet assigned to any set.
In line 1, we initialise an empty assignment z. We insert an edge emax with largest absolute
value |X˜emax | into an initially empty edge heap Hˆ . This heap will be sorted by nonincreasing values
|X˜ij |, so that the top position is taken by an edge {i, j} with maximum value |X˜ij |. Furthermore,
we initialise two helping sets H¯ and D¯ as empty.
In the while loop (lines 3 to 20), we always consider an edge {i, j} ∈ Hˆ with largest absolute
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Algorithm 2 Initial heuristic Rounding
Input: X ∈ [−1, 1]|V |×|V | with X˜vv = 1 for all v ∈ V , weights fv for all v ∈ V , capacity F
Output: Bisection vector z ∈ {−1, 1}|V | or zero vector 0|V |
1: Initialise z ∈ {−1, 0, 1}|V |, z := 0|V |, edge heap Hˆ = {emax} so that emax ∈ E¯ with
∣∣∣X˜emax ∣∣∣ ≥∣∣∣X˜e∣∣∣ for all e ∈ E¯, edge sets H¯ = ∅, D¯ = ∅
2: while Hˆ 6= ∅ do
3: Choose {i, j} ∈ Hˆ with
∣∣∣X˜ij∣∣∣ ≥ ∣∣∣X˜kl∣∣∣ for all {k, l} ∈ Hˆ
4: if {i, j} = emax then
5: zi = 1, zj = sgn
(
X˜ij
)
zi
6: else
7: if zi 6= 0 6= zj then {both i, j already assigned}
8: {nothing to be done}
9: else {at least one of i, j not yet assigned}
10: if zi = 0 ∧ zj 6= 0 then {j already assigned}
11: zi := sgn
(
X˜ij
)
zj
12: end if
13: if zj = 0 ∧ zi 6= 0 then {i already assigned}
14: zj := sgn
(
X˜ij
)
zi
15: end if
16: end if
17: end if
18: H¯ := {e ∈ E¯ : e /∈ Hˆ, e /∈ D¯, e incident to i or j}
19: Hˆ := Hˆ ∪ H¯
20: Hˆ := Hˆ \ {{i, j}}, D¯ := D¯ ∪ {{i, j}}
21: end while
22: return z := Algorithm 5(z, f, F ) {try to derive a bisection}
value |X˜ij |. Since Hˆ is a heap, we will find such an edge on its top. If the chosen edge is emax, we
assign i and j to the same or to different clusters depending on the sign of X˜ij (line 5). Otherwise,
at least one of i and j is already assigned to a cluster. If both i and j are already assigned, nothing
has to be done (line 8). Otherwise, we consider again the sign of X˜ij and place the other node into
the same set or the opposite set (lines 10 to 15).
After the assignment of nodes i and j has been decided, we extend the heap by edges which
are incident to i or j (lines 18 and 19). Furthermore, we exclude the edge {i, j} from the heap Hˆ
and insert it into the set D¯ of edges that were already considered (line 20).
Once all edges of E¯ have been considered, we end up with a partition of V encoded in z. Note
that this partition does not have to be a bisection, i.e., the weight of one cluster may exceed
F . Therefore, we call Algorithm 5 (see Section 4.2.2) to try to derive a bisection from the given
partition.
Initial Heuristic Goemans-Williamson
If we neglect the influence of the matrix W¯ in (4.4), we can view the approximate primal solution
X˜ as being given by PPT . Thus, X˜ can be viewed as the Gram matrix of the columns of PT ,
respectively of the rows of P . Let Pi· denote the ith row vector of P for i = 1, . . . , n. Goemans and
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Williamson used these vectors to come up with a very useful geometric interpretation of the feasible
set of (3.19) with F ≥ f(V ) and applied this interpretation in their well-known approximation
algorithm for the maximum cut problem [57].
Let us explain this interpretation directly on a primal heuristic for the minimum bisection
problem. We associate with every node i the row vector Pi·. Assuming 1 = xii = Pi·(Pi·)T , we
get ||Pi·|| = 1. Now, we can view Pi· as a relaxation of xi ∈ {−1, 1}, and Pi·(Pj·)T ∈ [−1, 1]
as a relaxation of xixj ∈ {−1, 1}. This approach, usually known as vector labelling and already
present in the seminal paper of Lova´sz [93], enables us to reformulate the primal semidefinite
relaxation (3.19) of (MB) as
min
∑
1≤i≤j≤n
cijPi·(Pj·)T
s.t.
∑
1≤i≤j≤n
(ffT )ijPi·(Pj·)T ≤ (2F − f(V ))2
Pi·(Pi·)T = 1 ∀i ∈ V
Pi· ∈ Rn ∀i ∈ V .
(4.8)
Since Pi·(Pj·)T = ||Pi·|| · ||Pj·|| · cos∠(Pi·, Pj·) and ||Pi·|| = ||Pj·|| = 1, we can relate a solution
X of (3.19) to a solution of (4.8) in the following way: Xij = Pi·(Pj·)T = cos∠(Pi·, Pj·). On the
one hand, this means that an angle 0◦ ≤ ∠(Pi·, Pj·) < 90◦ corresponds to a value Xij > 0 and
suggests to place i and j in the same cluster. On the other hand, an angle 90◦ < ∠(Pi·, Pj·) ≤ 180◦
recommends to separate i and j. Of course, conflicts can occur if we try to follow this approach
for every node pair as displayed in Figure 4.4. Here, we would like to separate each pair of nodes.
nH
H
P2.
P3.
P1.
Figure 4.4: Node separation by a random hyperplane
To dissolve the conflict, we use a random hyperplane H through the origin and place all nodes
with corresponding vectors on one side of the hyperplane in one cluster and all other nodes in the
other cluster. Thus, we can compute a partition z ∈ {−1, 1}|V | by zv = sgn
(
1
‖Pv·‖Pv·h
T
)
for all
v ∈ V , where h denotes the normal vector of the hyperplane H . The resulting heuristic is realised
by Algorithm 3 for input parameter m = 1.
The partition derived by the approach described above may not fulfil the bisection constraint.
Therefore, we try a second approach that keeps a closer eye on the cluster sizes. The resulting
heuristic is given by Algorithm 3 for input parameter m = 2. Initially, we place all nodes in the
second cluster (denoted by zv = 1 for all v ∈ V , line 5). We sort the nodes by nondecreasing
values of 1‖Pv·‖Pv·h
T (line 6). Starting with a node with smallest 1‖Pv·‖Pv·h
T , we move each node
into the first cluster as long as it does not increase the first cluster’s size above the lower capacity
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Algorithm 3 Initial heuristic Goemans-Williamson
Input: P ∈ R|V |×k, weights fv for all v ∈ V , capacity F , objective coefficient matrix C, approach
m ∈ {1, 2}
Output: Bisection vector z ∈ {−1, 1}|V | or zero vector 0|V |
1: Generate a random vector h ∈ R|V |
2: if m = 1 then {first approach}
3: zv = sgn
(
1
‖Pv·‖Pv·h
T
)
for all v ∈ V
4: else {second approach}
5: zv = 1 for all v ∈ V
6: Sort V = {v1, . . . , v|V |} s.t. 1‖Pvi·‖
Pvi·h
T ≤ 1‖Pvj ·‖
Pvj ·h
T if i < j
7: for v = v1, . . . , v|V | do
8: if fv +
∑
i∈V :zi=−1
f(i) < f(V )− F then
9: zv = −1
10: else
11: if fv +
∑
i∈V :zi=−1
f(i) > F then
12: zv = 1
13: else
14: if 〈C(z − 2ev), z − 2ev〉 < 〈Cz, z〉 then
15: zv = −1
16: else
17: zv = 1
18: end if
19: end if
20: end if
21: end for
22: end if
23: return z := Algorithm 5(z, f, F ) {try to derive a bisection}
f(V ) − F (lines 8 and 9). Otherwise, we check whether we would increase the cluster size above
the upper capacity F , in which case we leave the node in the second cluster (lines 11 and 12). In
the remaining case, moving node v into the first cluster creates a bisection. We realise this move
if it results in a better objective value than that achieved by not moving the node (lines 14 to 18).
If the final partition is not a bisection, we call Algorithm 5 (see Section 4.2.2) to try to derive
a bisection. Since we use a random hyperplane, we can, of course, run Algorithm 3 for both m = 1
and m = 2 several times and hopefully achieve different bisections.
Initial Heuristic SumPi
This heuristic, as displayed in Algorithm 4, also uses the rows Pi· of the matrix P . For k denoting
the size of the current bundle, the matrix P ∈ Rn×k can be written with the help of the k largest
eigenvalues λ1, . . . , λk and corresponding normalised eigenvectors v
1, . . . , vk of X˜, i.e., X˜ = PPT =
VX˜Λ
1
2
X˜
(
VX˜Λ
1
2
X˜
)T
= VX˜ΛX˜V
T
X˜
with ΛX˜ = Diag(λ1, . . . , λk) so that λ1 ≥ . . . ≥ λk, ||v1|| = . . . =
||vk|| = 1 and VX˜ = (v1 . . . vk). Thus, we can write X˜ij =
∑k
l=1 λlv
l
iv
l
j =
∑k
l=1 PilPjl. We see that
eigenvectors corresponding to large eigenvalues have a greater influence on X˜ than eigenvectors
of small eigenvalues. In particular in later stages of the computations, the first eigenvalues are
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much greater than the remaining ones. Therefore, we concentrate on the first k¯ columns of V ,
respectively the first k¯ entries in the row vectors Pi·. In fact, this is the main difference to the
heuristic Goemans-Williamson, where all columns of P had an equal influence, because we used a
random vector h.
Now, suppose, for ease of explanation, that λ1 6= 0 and λ2 = . . . = λk = 0. Then the sign and
absolute value of X˜ij = Pi·(Pj·)T are completely determined by the signs and absolute values of
Pi1 and Pj1. Thus, the partition encoded in X can be read from column P·1 in the sense that i
and j with large absolute values of Pi1 and Pj1 and equal signs are most likely in the same set,
while opposite signs suggest to separate them.
If more eigenvalues than just the first one are nonzero, then the later ones have also an influence
on X˜ij . Thus, if we want to consider the first k¯ < k eigenvalues, we should sort the nodes by
increasing values of
∑k¯
l=1 Pil. Since −v is an eigenvector if and only if v is an eigenvector, we can
also consider the negated columns of P by sorting the nodes v by sums pv = Pv1 +
∑k¯
l=2 al−1Pvl,
where a ∈ {−1, 1}k¯−1 (line 2). Any such a may lead to a different order of the nodes and, therefore,
to a different, but equally sensible partition. For the sake of simplicity, we define a as an input
parameter of Algorithm 4.
As in the heuristic Goemans-Williamson, we follow two approaches. Approach one (m = 1 in
Algorithm 4) simply partitions the nodes according to the sign of pv. Approach two (m = 2 in
Algorithm 4) sorts the nodes by nondecreasing pv. It then tries to construct a partition in the
same manner as approach two of the heuristic Goemans-Williamson.
4.2.2 Deriving Bisections from Partitions
Given a partition that is not yet a bisection, we look for nodes v∗ in the heavier cluster that can be
moved into the other cluster, while not increasing the weight difference of the two clusters. If several
nodes can be moved, we choose one that achieves the best new partition. Let z¯ = z−2zvev denote
the new candidate partition vector and 〈Cz, z〉 denote the objective value of the old partition with
C ∈ R|V |×|V | defined as in Section 3.2. Then the objective value for z¯ can be efficiently computed
by
〈Cz¯, z¯〉 = 〈C(z − 2zvev), z − 2zvev〉
= 〈Cz, z〉 − 2zv 〈Cz, ev〉 − 2zv 〈Cev, z〉+ 4(zv)2 〈Cev, ev〉
= 〈Cz, z〉 − 4zv(Cz)v + 4(zv)2Cvv,
(4.9)
where the last equality uses 〈Cev, z〉 = tr(zTCev) = tr(evzTC) =
〈
zTC, eTv
〉
=
〈
(zTC)T , ev
〉
=〈
CT z, ev
〉
= 〈Cz, ev〉. Note that improvements of the costs are also possible. We stop looking for
another node to move, once a bisection has been achieved, or if we could not find a node that can
be moved.
4.2.3 Improving Bisections
Once we have derived a bisection (S, V \ S), we try to improve it by exchanging or moving nodes
between the two clusters. Of course, we have to keep an eye on the capacity constraint, i.e., we
may not be able to move every node. Let the bisection be given by a vector z ∈ {−1, 1}|V | so that
zv = 1 iff v ∈ S. Each of our three improvement heuristics computes and updates for every node
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Algorithm 4 Initial heuristic SumPi
Input: P ∈ R|V |×k, weights fv for all v ∈ V , capacity F , constant k¯ ≤ k, a ∈ {−1, 1}k¯−1, objective
coefficient matrix C, approach m ∈ {1, 2}
Output: Bisection vector z ∈ {−1, 1}|V | or zero vector 0|V |
1: Compute pv = Pv1 +
∑k¯
l=2 al−1Pvl for all v ∈ V
2: if m = 1 then {first approach}
3: zv = sgn(pv) for all v ∈ V
4: else {second approach}
5: zv = 1 for all v ∈ V
6: Sort V = {v1, . . . , v|V |} s.t. pvi ≤ pvj if i < j
7: for v = v1, . . . , v|V | do
8: if fv +
∑
i∈V :zi=−1
f(i) < f(V )− F then
9: zv = −1
10: else
11: if fv +
∑
i∈V :zi=−1
f(i) > F then
12: zv = 1
13: else
14: if 〈C(z − 2ev), z − 2ev〉 < 〈Cz, z〉 then
15: zv = −1
16: else
17: zv = 1
18: end if
19: end if
20: end if
21: end for
22: end if
23: return z := Algorithm 5(z, f, F ) {try to derive a bisection}
v ∈ V the following value:
D(v) :=
∑
iv∈E,zi=zv
wiv −
∑
iv∈E,zi 6=zv
wiv . (4.10)
A negative D(v) < 0 means that we can improve the cut by the amount D(v) by moving v to the
other cluster. If D(v) is positive, we increase the costs of the cut if we move v. Based on this
information, we encoded three local search heuristics called Swap, Move and Fiduccia-Mattheyses.
Improve Heuristic Swap
This heuristic, as displayed in Algorithm 6, swaps node pairs until no further improvement of
the current bisection seems possible. To this end, it computes in every iteration for at most k¯
arbitrarily chosen node pairs {i, j} with zi 6= zj the values
D(i, j) = D(i) +D(j) + 2wij . (4.11)
Among the analysed node pairs {i, j} that can be swapped without violating the capacity con-
straint, we choose the pair with the smallest value D(i, j) < 0 and swap the two nodes. Ties with
respect to D(i, j) are broken arbitrarily. Then, we iterate. We stop once there is no node pair left
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Algorithm 5 Heuristic Bisection
Input: Partition vector z ∈ {−1, 1}|V |, capacity F , objective coefficient matrix C
Output: Bisection vector z ∈ {−1, 1}|V | or zero vector 0|V |
1: fs :=
∑
v∈V :zv=s
fv for s ∈ {−1, 1}
2: b := TRUE
3: while (f1 > F ∨ f−1 > F ) ∧ b = TRUE do
4: s∗ := argmax
s
{fs : s ∈ {−1, 1}}, s¯ := −s∗
5: V ∗ := Argmin
v∈V
{
〈Cz¯, z¯〉 : z¯ = z − 2zvev ∧ f s¯ + fv < fs∗
}
6: if V ∗ 6= ∅ then
7: Choose arbitrarily v∗ ∈ V ∗
8: zv∗ := −zv∗
9: f s¯ := f s¯ + fv∗ , f
s∗ := fs
∗ − fv∗
10: else
11: b := FALSE
12: end if
13: end while
14: if b = TRUE then
15: return z
16: else
17: return 0|V |
18: end if
among the analysed pairs with a negative D(i, j).
Algorithm 6 Improve heuristic Swap
Input: Bisection vector z ∈ {−1, 1}|V |, weights fv for all v ∈ V , capacity F , costs wij for every
{i, j} ∈ E, constant k¯
Output: Bisection vector z ∈ {−1, 1}|V |
1: repeat
2: E¯ := ∅, E∗ := ∅
3: for k = 1, . . . , k¯ do
4: Choose arbitrarily {i, j} so that zi = −1 and zj = 1
5: if fi − fj +
∑
v∈V :zv=1
fv ≤ F ∧ fj − fi +
∑
v∈V :zv=−1
fv ≤ F then
6: E¯ := E¯ ∪ {{i, j}}
7: end if
8: end for
9: E∗ := Argmin
{i,j}∈E¯
{D(i, j) : D(i, j) = D(i) +D(j) + 2wij < 0}
10: if E∗ 6= ∅ then
11: Choose arbitrarily {i, j} ∈ E∗
12: zi := −zi, zj := −zj
13: end if
14: until E∗ = ∅
15: return z
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Improve Heuristic Move
In this heuristic, as displayed in Algorithm 7, we move individual nodes between the two clusters.
Among the nodes that can be moved without violating the capacity constraint, we choose the one
with the smallest negative value D(v), and move it to the opposite cluster. Again, ties with respect
to D(v) are broken arbitrarily. We iterate until no movable node with negative D(v) exists.
Algorithm 7 Improve heuristic Move
Input: Bisection vector z ∈ {−1, 1}|V |, weights fv for all v ∈ V , capacity F , costs wij for every
{i, j} ∈ E
Output: Bisection vector z ∈ {−1, 1}|V |
1: repeat
2: v∗ := −1, Dmin :=∞
3: Generate a random sequence v1, . . . , v|V | of nodes in V
4: for j = 1, . . . , |V | do
5: if fvj +
∑
i∈V :zi=−zv
fi ≤ F ∧ D(vj) < Dmin then
6: Dmin := D(vj), v
∗ := vj
7: end if
8: end for
9: if v∗ 6= −1 then
10: zv∗ := −zv∗
11: end if
12: until Dmin ≥ 0
13: return z
Improve Heuristic Fiduccia-Mattheyses
Observe that both our heuristics Swap and Move can get stuck in local minima. Our attempt to
deal with this difficulty was inspired by the heuristics proposed by Kernighan and Lin [86] and
Fiduccia and Mattheyses [47], and is displayed in Algorithm 8.
Given an equicut defined by (S, V \ S), the Kernighan-Lin heuristic swaps nodes of pairs {i, j}
with i ∈ S and j ∈ V \ S like our heuristic Swap. However, it tries to avoid the pitfalls of
local minima by temporarily considering swaps with a positive D(i, j), i.e., equicuts with a worse
objective value than the one we start with. To be more precise, for fv = 1 for all v ∈ V and
|V | even, and a given equicut (S, V \ S) with |S| = 12 |V |, one pass of the Kernighan-Lin heuristic
computes a sequence of 12 |V | tentative swaps, so that each node is swapped exactly once. Each
further swap results in a new equicut. The next pair {i, j} to be swapped is chosen as the one with
the smallest D(i, j) among those nodes that were not yet swapped. Every tentative swap results
in a new equicut, and we keep track of the one with minimum cut costs. Once the sequence of
swaps is complete, the best encountered equicut is realised, provided that it is better than the one
we started with, and the next pass of the heuristic computes a new sequence of tentative swaps.
Otherwise, the heuristic stops.
Since Kernighan and Lin consider all node pairs when constructing a sequence of swaps, the
heuristic has a time complexity of at least O(|V |2). Lengauer states that the Kernighan-Lin
heuristic usually computes about five sequences until no better equicut can be found and that it
can be implemented with a run time of O(|V |2 log |V |) [91].
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In our context, the Kernighan-Lin heuristic has two major drawbacks. First, it only works
with equal node weights fv = 1 for all v ∈ V , and, second, it exclusively considers equicuts. To
overcome these drawbacks, Fiduccia and Mattheyses just adapted the idea of a sequence of tentative
bisections, but, in contrast to Kernighan and Lin, they consider to move individual nodes to be
able to work with bisections that are no equicuts. Every node is moved at most once. Furthermore,
they assume that the capacity restriction is not too tight, i.e., F ≥ 12f(V )+maxv∈V fv. In this way,
they ensure that at any time in the construction of the tentative list of bisections there is always at
least one node that can be moved without violating the capacity restriction, provided that there are
nodes in both clusters that have not yet been moved. The next tentative bisection is computed by
moving the node v¯ that has the smallestD(v¯) and that can be moved without violating the capacity
restriction (line 5). Ties between nodes are broken randomly (line 7). As in the Kernighan-Lin
heuristic, one keeps track of the best bisection encountered during the construction of the list
(line 10 and 11). If it improves on the initial bisection, it is realised (lines 15 and 16), and the next
list is computed (return to line 2).
A remark on the initial assumption F ≥ 12f(V ) + maxv∈V fv for the Fiduccia-Mattheyses
heuristic is due. Without this assumption, it can happen that there are no nodes that can be
moved without violating the capacity restriction although there still are nodes in both clusters
that have not been moved yet (V¯ = ∅ in line 5). In this case, we abandon the computation of the
current tentative list early.
Lengauer reports an average of seven list computations for Fiduccia-Mattheyses until no better
bisection can be found [91]. If the edge weights are identical for all edges, the run time can be
speeded up to O(|E|), using a bucket data structure to store and update the values D(v). Thus,
the run time becomes linear in the number of edges [47, 91].
Johnson et al. report practical experiences with both the Kernighan-Lin heuristic and the
Fiduccia-Mattheyses heuristic: If Kernighan-Lin is allowed to use similar data structures as Fiducia-
Mattheyses, both have comparable run times [77]. Moreover, Johnson et al. were not able to
outperform Kernighan-Lin by Fiduccia-Mattheyses with respect to solution quality.
4.2.4 Further Schemes for Improvement
For the sake of completeness, we mention other ideas for improving bisections that we came across,
but did not pursue.
Diekmann et al. [39] use so-called helpful sets and balancing sets. Once a bisection has been
found, they search for helpful subsets of the two clusters. A subset is called helpful if it improves
the objective value of the bisection when it is moved to the other cluster. However, moving a
helpful set may violate the capacity constraint. Therefore, the next step is to find a so-called
balancing set in the bigger cluster that, when it is moved back to the smaller cluster, achieves a
bisection with a better objective value than the one before the move of the helpful set. For identical
edge weights, their algorithm can be implemented with a time complexity of O(|V | + |E|), using
bucket data structures like the Fiduccia-Mattheyses heuristic.
The already mentioned paper of Johnson et al. [77] reports on extensive experiments with
simulated annealing. Their message is that the necessarily longer computation times are worth the
effort, because simulated annealing outperforms simple local search as well as the Kernighan-Lin
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Algorithm 8 Improve heuristic Fiduccia-Mattheyses
Input: Bisection vector z ∈ {−1, 1}|V |, weights fv for all v ∈ V , capacity F , costs wij for every
{i, j} ∈ E, objective coefficient matrix C
Output: Bisection vector z ∈ {−1, 1}|V |
1: repeat
2: Compute D(v) for all v ∈ V
3: c∗ := 〈Cz, z〉, z∗ := 0|V |, z¯ := z, lv = FALSE for all v ∈ V
4: repeat
5: V¯ := Argmin
v∈V
{
D(v) : lv = FALSE ∧ fv +
∑
i∈V :zi=−zv
fi ≤ F
}
6: if V¯ 6= ∅ then
7: Choose a random v¯ ∈ V¯
8: lv¯ := TRUE, z¯v¯ := −z¯v¯
9: Update D(v¯) and D(i) for all i ∈ V with {i, v¯} ∈ E
10: if 〈Cz¯, z¯〉 < c∗ then
11: c∗ := 〈Cz¯, z¯〉, z∗ := z¯
12: end if
13: end if
14: until V¯ = ∅ {no further node available to move}
15: if z∗ 6= 0|V | then {better bisection found}
16: z := z∗
17: end if
18: until z∗ = 0|V | {no better bisection found}
19: return z
heuristic. Our own experiences with the graph instances supplied by Johnson et al. support this
observation in the sense that we were not able to reproduce all best solutions found by Johnson
et al., when we used our heuristics on primal approximate solutions of the SDP relaxation as
described in Sections 4.2.1 to 4.2.3.
4.3 Separation of Cutting Planes
In this section, we discuss general issues of separation of cutting planes in our setting.
4.3.1 Separated Inequalities
Detailed explanations of the inequalities and the ideas of their separation procedures were already
given in Chapter 2. At this point, we will just mention practical issues of the actual implementations
of the separation procedures:
• The odd cycle inequalities were separated by the separation procedure of [71]. It is based
on the polynomial time separation algorithm of Barahona and Mahjoub that we sketched
in Section 2.10.5. The maximum violation property of the separation procedure required
for theoretical convergence (compare the end of Section 3.4) is not ensured in practice: For
reasons of computational efficiency, the search for a violated inequality from a chosen root
node is stopped as soon as one such inequality is found that is violated by at least 10−6.
Moreover, the procedure stops as soon as a specified number of violated inequalities has been
found.
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• The even and odd bisection knapsack walk inequalities are separated by our own implemen-
tation of the separation algorithm described in Section 2.10.2. In case of identical node
weights, we use the capacity reduced versions with several stars consisting of just one edge
as described in Proposition 107 of Section 2.10.4. We did not implement its extension to the
case of arbitrary node weights that we described in Remark 108. For identical node weights,
we experimented with a heuristic for the separation of capacity reduced bisection knapsack
walk inequalities with several stars as described at the end of Section 2.10.4. The idea was
to solve the capacity reducing problem with one star as described in Proposition 104 first,
and to exclude the star from the graph afterwards. These two steps were iterated. However,
the procedure was too time consuming and rarely found inequalities with a larger violation
than those using several stars with just one edge each. We used the simple strengthening of
Lemma 48 to get the truncated versions of all inequalities. In case of identical node weights,
the underlying knapsack inequality for all bisection knapsack walk inequalities is the capacity
constraint. In case of arbitrary node weights, we used a Zemel-like dynamic programming
approach to separate other valid inequalities for the knapsack polytope as described in Sec-
tions 2.10.1 and 2.10.2. The separation procedures stop as soon as a specified number of
violated inequalities has been found.
• Pure knapsack tree inequalities were separated using a procedure of Fu¨genschuh [49]. It is
basically a restriction of the separation procedure for bisection knapsack walk inequalities
as described in Section 2.10.3, and it uses the minimum root strengthening described in
Section 2.5. Again, the procedure stops as soon as a specified number of violated inequalities
has been found.
• For the separation of complementarity tree inequalities, cycles with trees inequalities as well
as cycle with tails inequalities, and complementarity cycles with trees inequalities, we use the
separation heuristics of Fu¨genschuh [49] as described in Sections 2.10.6, 2.10.7 and 2.10.8,
respectively. All heuristics stop as soon as a specified number of violated inequalities has
been found.
4.3.2 When to Delete and Separate
We delete inactive cutting planes and separate new cutting planes, once the current cutting surface
model is sufficiently accurate. The accuracy is judged by a measurement suggested by Helmberg
in [71]. It requires that
f
(
yˆk
)− fWk+1,ηk+1 (yk+1) ≤ γ (∣∣f (yˆk)∣∣+ 1) . (4.12)
For small positive values of γ, this criterion ensures that the value fWk+1,ηk+1
(
yk+1
)
of the cutting
surface model in the new centre yk+1 is sufficiently close to the objective function value f
(
yˆk
)
in the old centre yˆk. Helmberg suggested a value of γ = 0.05. We found that this value was too
small, because it could prevent separation completely in conjunction with our criteria for the early
stopping of the dual bound computations; compare Section 4.5. A value of γ = 0.2 was more
suitable.
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The criterion for separation above regularly leads to early separations, that means, we separate
although the dual bound is far from being optimal and may not even have reached the trivial
lower bound of zero yet. So, at first glance, early separation may not seem wise, but it was helpful
in conjunction with the spectral bundle method. In fact, if one postpones the first separation,
one will find that the spectral bundle method has severe difficulties to adapt to sudden problem
changes. Indeed, postponed first separation typically results in a large number of inner iterations
for finding η+ and W+ in lines 3 to 11 of Algorithm 1 compared to the number of descent steps
and null steps.
The effect might be due to entries of η+ that correspond to already existing constraints, and
that are already very well adjusted to the current solution. It appears to be similar to the effect
caused by sudden problem changes due to branching, which we are going to describe in Section 4.9.
With respect to problem changes resulting from newly separated inequalities, one way to proceed is
early separation, which gives the spectral bundle method the possibility to get used to inequalities,
even if these may become inactive soon. Another way is to get rid of inequalities that have become
inactive within the loop of inner iterations. Inactive inequalities will be those with large absolute
(primal slack) values |η+i | compared to the remaining ones. To identify these, we compute the
average of the absolute values of all entries of η+ and fix constraints with |η+i | larger than half of
this average by setting the respective yi = 0. This way, they will not be considered in further inner
iterations. We will delete them from the problem in the next round of separation.
After some rounds of separation, the criterion (4.12) triggers separation after every descent
step. We experimented with longer intervals between two separation rounds at this stage, but this
did not lead to improved convergence of the dual bound. We mention that our experiences do not
correspond to those of other researchers using other algorithms for computation of the relaxation.
For instance, Rendl et al. [113, 125] suggested that one should separate often in early stages of the
computations, because the inequalities that are separated then are probably not the ones that are
active in the optimum. It may not pay to invest much effort in expensive iterations (in their case
bundle evaluations using interior point methods; compare Section 3.3.4) if the inequalities are not
the right ones. They increased the number of iterations between two separations in later stages of
the optimisation in the hope that then the inequalities in the problem are likely to be active in the
optimum. Wiegele reports in [125] savings of up to thirty percent of computation time compared
to a fixed number of iterations between separations.
Let us now address the question of which inequalities should be deleted from the problem.
Obviously, we should not delete primal active inequalities. We use the following criterion suggested
by Helmberg in [71]. Let m denote the number of cutting planes in the problem, and assume for
simplicity that they are all less or equal constraints, i.e., the corresponding dual variable yi is larger
or equal to zero for all of them. Determine the set D ⊂ {1, . . . ,m} of cutting planes that either
fulfil yi = 0 and ηi ≥ 10−5 or that were already explicitely fixed to be deleted (see above). Then,
delete the |D|−max
{
|D|
4 ,
m
100
}
constraints in D with largest slack values ηi. On the one hand, the
intention is to not delete constraints that may flip between being active and inactive due to the
approximative nature of our primal solutions W k+1 (compare Remark 129). On the other hand,
all inactive constraints may be kept if their number is small compared to m.
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4.3.3 Providing Approximate Solutions for Separation
In Section 4.2.1, we have explained how we can write primal approximate solutions as X˜ = PPT +
W¯ , where P is a |V | × k matrix with k being the size of the current bundle, and where W¯ is the
current aggregate matrix of dimension |V | × |V | restricted to a sparse support. Furthermore, we
introduced three schemes (4.5), (4.6) or (4.7) to modify X˜ so that diag(X˜) = e and −1 ≤ X˜ij ≤ 1
for all i, j ∈ V .
We found that the approach (4.7) was most effective with respect to the degree of violation
of separated inequalities by the original approximate solution X˜ . In higher iterations of the dual
bound computations, the scalings (4.5) and (4.6) tended to fail to find violated inequalities. This is
not surprising, since (4.7) only reduces infeasible off-diagonal values of X˜ to their nearest feasible
value, while the two scalings change all entries of X˜. Therefore, we first separate solutions truncated
by (4.7) before we consider the two scalings (4.5) and (4.6).
Once the solutions X˜ are modified by (4.5), (4.6) or (4.7), we translate them into solutions
y ∈ [0, 1]|E¯| for some set E¯ ⊂ {ij : i < j, i, j ∈ V } to be able to apply our separation procedures.
The set E¯ is called the support, and its actual choice for separation will be discussed in Section 4.3.4.
For simplicity, we call all entries in E¯ edges regardless whether they actually exist in E or not.
The translation of X˜ to y is computed by
yij =
1− X˜ij
2
. (4.13)
Thus, a value of −1 in X˜ will correspond to a value of 1 in y and value of 1 in X˜ to a value of 0
in y.
Inequalities
∑
ij∈E¯ kijyij ≤ by on the y-variables are translated into inequalities 〈K,X〉 ≤ bX
on X-variables for the SDP relaxation by setting
bX = 2by −
∑
ij∈E¯
kij
and
Kij =
{
− 12kij if e ∈ E¯
0 if e /∈ E¯ .
One can check that
∑
ij∈E¯ kijyij ≤ by and 〈K,X〉 ≤ bX are equivalent for solutions y and X
corresponding via relation (4.13). Note that we normalise all constraints 〈K,X〉 ≤ bX before we
add them to the SDP relaxation, i.e., we divide K and bX by ‖K‖F provided ‖K‖F 6= 0.
4.3.4 Extending the Support for Separation
Helmberg observed in [71] that the quality of the SDP relaxation may be improved considerably
if the support E¯, on which we call the separation routines, includes node pairs {i, j} /∈ E. This
is due to the fact that any Xij ∈ {−1, 1} with i 6= j describes the relation between nodes i and j
regardless whether {i, j} ∈ E or not. Therefore, valid inequalities can be defined on all variables
yij and Xij and not just on those corresponding to edges {i, j} ∈ E. Moreover, all entries of the
relaxed variable X ∈ [−1, 1]|V |×|V | will contain meaningful values, since they are all related via the
positive semidefiniteness constraint and the bisection constraint. That is why an inequality using
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variables on edges that are not in E can force some variables of edges in E to change.
One can also think of (theoretically) completing the graph G by adding the missing edges with
edge costs zero. The minimum bisection problem would have the same optimal solution, but all
edges would be available for separation. However, this full completion of G is not a practical
approach for three reasons. First, the run times of our separation procedures depend on the
number of edges in E¯. Second, the primal approximation X˜ of (4.4) will only contain reliable
entries X˜ij if W¯k of (4.3) is aggregated on entry ij. Aggregating on all ij is inefficient for large
graphs, with say more than 1000 nodes, both from points of view of memory consumption and
computation times. Third, the eigenvalue computations of the spectral bundle method will become
very expensive if the aggregated support of all inequalities in the SDP relaxation becomes dense
and the corresponding coefficient matrices do not have some special structure like that of the
bisection constraint. Therefore, a reasonable selection of E¯ has to be made.
One can imagine two types of support extensions, those independent of the inequalities to be
separated and those tailored for the inequalities. Extensions of the first type would be applied only
once at the beginning of the computations of a relaxation, while extensions of the second type would
be used on a regular basis during the computations. Below, we will explain the support extensions
that we tested with the odd cycle inequalities and the bisection knapsack walk inequalities.
Support Extension One-star (OS)
The inclusion of the star for the polyhedral bisection constraint of (4.2) constitutes a support
extension of the first type which will always be present in E¯. In particular, this support extension
increases the support for triangle inequalities, because any edge in E¯ connecting two nodes of
the star different from the centre node gives rise to a triangle via the centre node. There are
|E¯| − (|V | − 1) of these triangles.
Support Extension λ2-max (λ2-max)
We already explained that all edges {i, j}, regardless whether they are in E or not, are linked via
the bisection constraint and in particular via the positive semidefiniteness constraint. If we force
the entries of X on some edges to attain certain values, e.g., by primal cutting planes, the solution
X will have to adapt eventually to remain positive semidefinite. It can do so by altering some
entries that are not yet restricted by cutting planes. The idea of the following support extension
is to spread the support in some sense evenly so that the solution X will eventually be forced to
cut original edges. Then, the primal objective value of the relaxation will increase and the dual
may follow.
To be more precise, we introduce the so-called expansion constant of a graph.
Definition 130 ([92]). The expansion constant of a graph G = (V,E) is
h(G) = min
S⊆V,|S|≤ |V |2
|δ(S)|
|S| .
A high expansion constant means that there is a guaranteed minimal number of edges in the cut
defined by any arbitrarily chosen subset S ⊆ V . (Families of) graphs with a guaranteed minimal
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expansion constant are also called expander graphs. Following the idea explained above, we would
like the graph induced by E¯ to have a large expansion constant. The following result can be shown.
Proposition 131 ([92]). Let G = (V,E) be a finite, connected, k-regular graph without loops. Let
λ2 be the second smallest eigenvalue of the Laplace matrix L of G. Then
λ2
2
≤ h(G) .
We have already introduced the second smallest eigenvalue λ2 of the Laplace matrix in Sec-
tion 1.4 in the context of spectral solution approaches to graph partitioning problems. We know
that a large value of λ2, which is also called the algebraic connectivity of G, means that G is highly
connected. It is not too surprising that a highly connected graph also exhibits a high expansion
constant. Thus, we now try to maximise λ2 of G[E¯] by inserting a given number k of additional
edges into E¯. This problem is nontrivial and we use a heuristic proposed by Boyd and Ghosh [29]:
Given the current support E¯, we choose the next edge {i, j} /∈ E¯ to be added to E¯ as one that
maximises (vi − vj)2, where v is a unit eigenvector to λ2
(
L
(
G
[
E¯
]))
.
Support Extension Random-degree-k (RD-k)
This heuristic is based on the observation that random regular graphs have a large expansion
constant with a high probability (see, e.g., [120]). Given a parameter k ∈ N, we add each edge
{i, j}, i < j, to E¯ with probability k|V | .
Support Extension Shortest-path (SP)
A support extension heuristic tailored to the odd cycle inequalities was proposed by Helmberg
in [71]. For each root node v¯ ∈ V , a shortest path tree with respect to edge weights 1−
∣∣∣∣ X˜ij√X˜iiX˜jj
∣∣∣∣
is computed on the graph induced by the current support E¯. Each edge {v¯, v˜} /∈ E¯ induces a cycle
Cv¯v˜ with respect to the shortest path tree. For each cycle Cv¯v˜, an odd set Fv¯v˜ is determined so
that the odd cycle inequality on Cv¯v˜ and Fv¯v˜ is maximally violated with respect to X˜ among all
odd cycle inequalities on Cv¯v˜. For each root node v¯, the edge {v¯, v˜} that creates the most violated
odd cycle using Cv¯v˜ and Fv¯v˜ is added to E¯. The hope is that these newly created cycles will be
the support of violated odd cycle inequalities in the next separation round. In addition, for each
v¯, the edge minimising
∣∣∣X˜v¯v∣∣∣ with {v¯, v} /∈ E¯ is added to E¯, because the relation of nodes v¯ and
v seems to be not decided yet.
Support Extension Most-decided (MD)
This heuristic looks at the needs of knapsack tree inequalities and bisection knapsack walk inequal-
ities. Observe that the knapsack tree inequality (2.25) requires a tree support on a large number
of nodes but with edge values ye close to zero, i.e., Xe close to 1. The support of a violated
knapsack tree inequality will never contain a path with two incident edges {v1, v2} and {v2, v3} so
that yv1v2 + yv2v3 > 1. In particular, we will encounter such a situation if for some reason, e.g.,
because of branching, yv1v2 = 1 and yv2v3 = 1. In terms of X , this means that Xv1v2 = −1 and
Xv2v3 = −1. Since X has to be positive semidefinite, Xv1v3 is bound to be 1 in order to achieve
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the positive semidefiniteness of the principal submatrix


Xv1v1 Xv1v2 Xv1v3
Xv2v1 Xv2v2 Xv2v3
Xv3v1 Xv3v2 Xv3v3

 .
However, Xv1v3 = 1 is equivalent to yv1v3 = 0. Thus, the edge {v1, v3} would be an ideal candidate
for inclusion into the tree support of the knapsack tree inequality. Therefore, we should insert
{v1, v3} into the support E¯. Moreover, observe that the support extension Shortest-path, as
described above, would (on the basis of the triangle {v1, v2, v3}) not consider edge {v1, v3} for
inclusion, because there is no violated triangle inequality for edge values yv1v2 = yv2v3 = 1 and
yv1v3 = 0.
Let us now turn to the bisection knapsack walk inequalities. They prefer edges e with values
ye close to 0 or 1. In terms of Xe, these are values close to 1 or −1, respectively. Therefore, we
propose to extend the support in the following way. Let the nodes of V be sorted v1, . . . , v|V |
correspondingly to the order of their columns in X . For each node vi, extend the support E¯ by an
edge {vi, vj} with Xij = min{Xij : {vi, vj} /∈ E¯, i < j}, and an edge {vi, vj} with Xij = max{Xij :
{vi, vj} /∈ E¯, i < j}.
Support Extension Try-knapsack-star (TKS)
This support extension is designed for the even bisection knapsack walk inequalities and is based
on Proposition 60. Suppose, we have a star (VS , ES) centred at some node r in the subgraph of
G induced by E¯. If all odd cycle inequalities on the subgraph induced by VS are fulfilled, then we
know from Proposition 60 that the strongest even bisection knapsack walk inequality rooted at r
is the respective knapsack star inequality. The idea of the heuristic is to check for every centre
node r ∈ V the corresponding knapsack star inequality on the complete graph, and to extend the
support E¯ by the edges of a star that gives rise to the most violated inequality with respect to the
unscaled X˜.
4.3.5 Cut Pool for the SDP Relaxation
While we compute the SDP relaxation and improve it with cutting planes, we cannot use SCIP’s
support to administrate the huge number of cutting planes. For this reason, we implemented our
own cut pool for usage within the solving loop of the SDP relaxation. It employs a multimap to
store all normalised cuts 〈K,X〉 ≤ κ available to the current SDP relaxation. A multimap is a
container class, made available by the C++ standard template library, and uses a self balancing
binary search tree as internal data structure. The search tree is implemented so that the worst
case complexity of lookups is at most logarithmic, while insertion and removal of elements are
on average logarithmic (see e.g. the complexity guarantees given by GCC or the SGI project for
their implementations of the C++ standard template library [56, 116]). When cuts are actually
inserted into the SDP problem maintained by the spectral bundle solver, the control about the
cuts’ coefficient matrices has to be passed on to the solver. For those cuts, the cut pool maintains
a map that stores pairs of pointers to the coefficient matrices on the heap and pointers to the
corresponding cut in the multimap. When cuts are deleted from the SDP problem, a list of
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pointers to the deleted coefficient matrices is delivered back by the spectral bundle solver. Using
the map, the cut pool matches the pointers to the individual cuts, and marks them as deleted
from the problem. Later on, it takes care of freeing the memory consumed by the cuts’ coefficient
matrices, when they are actually deleted from the multimap.
The cut pool also takes care of an efficient check of the existence of new cuts in the cut
pool. There are two reasons, why a particular cut might come up more than once during the
solution process. First, we call each separator on three different approximate primal solutions
(see Section 4.2.1), but each one of them may produce identical cuts. Second, we only have
approximations to primal solutions available for separation. In particular in later stages of the
solution process of a relaxation, this may lead to cuts being considered as violated, although they
are feasible for the current problem, just because they are already present in the problem.
Thus, we should compare new cuts to cuts that already exist in the pool. A full check would
require to compare the right-hand sides and coefficient matrices (preferably in this order) of every
pair of an existing and a new cut. Right-hand sides are not of much help, since many cuts may
have the same, e.g., all odd cycle inequalities with the same cardinality of their edge sets and their
odd sets. Thus, we will have to compare coefficient matrices eventually. Even for sparse coefficient
matrices, this is computationally prohibitive. So, we compute for each cut 〈K,X〉 ≤ κ an invariant
ιK , using the type tK ∈ N of the coefficient matrix K, the positions (i, j) and the actual values of
nonzero entries Kij of the coefficient matrix as well as the value of the right-hand side κ as follows:
ιK = 10
6tK +
(
1
108
⌊
108κ
⌋
+ 1
)
∑
(i,j):Kij 6=0
(
log(i) + log(j) + log(i) log(j) log
(
1
108
⌊
108Kij
⌋
+ 1
))
.
We store the cuts in the multimap as pairs of their invariant and their pointer on the heap. The
invariant acts as the key to the pair. For each new cut, we calculate its invariant once and retrieve
the set of all cuts in the multimap with the same invariant with which we then compare the new
cut. Using the invariant as defined above, we brought the number of unnecessary full comparisons
down to zero. Full comparisons only occurred, when we actually compared two cuts which we
considered equal.
4.4 Branching Rules
We experimented with several branching rules, some of them are identical or similar to those
described by Helmberg and Rendl for the maximum cut problem in [64]. For all branching rules,
we use the primal approximate solution X˜ that we stored after the last descent step (compare (4.4)
of Section 4.2.1).
4.4.1 Branching Rule Most Feasible (MF)
We branch on an edge {i¯, j¯} ∈ E with X˜i¯j¯ = max{|X˜ij | : {i, j} ∈ E}. Fixing Xi¯j¯ = 1 if X˜i¯j¯ < 0 or
Xi¯j¯ = −1 if X˜i¯j¯ > 0 should lead to a dramatic change of the problem and a steep ascent of the dual
bound, which enables us to fathom the corresponding problem soon. On the other hand, fixing
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Xi¯j¯ = 1 if X˜i¯j¯ ≈ 1 or Xi¯j¯ = −1 if X˜i¯j¯ ≈ −1 will not change the problem much, thus, the dual
bound may not improve significantly. Therefore, this strategy leads in general to rather narrow
and deep branch-and-bound trees. This rule corresponds to rule R1 of [64].
4.4.2 Branching Rule Most Parallel (MP)
The intention of this rule is the same as that of rule (MF), but we try to use the full information
given by the bundle. We use again the vertex labelling for the Gram matrix P of the current primal
approximation X˜ that we explained in Section 4.2.1. First, we compute a normalised eigenvector
vmax to the maximal eigenvalue of λmax of P
TP . We interprete this eigenvector as a common
direction in which row vectors of P that correspond to well partitioned nodes point. Then, we
determine two nodes u, v ∈ V so that their corresponding rows Pu· and Pv· are most parallel to
vmax, i.e.,
u ∈ Argmax
i∈V
∣∣∣∣ 1‖Pi·‖PTp2·vmax
∣∣∣∣
and
v ∈ Argmax
i∈V \{u}
∣∣∣∣ 1‖Pi·‖PTi· vmax
∣∣∣∣ .
Thus, we choose two nodes that are most certainly separated or joined by the current solution.
This rule is similar to rule R2 of [64], which we cannot directly use, since it would require to
aggregate W¯ of X˜ completely.
4.4.3 Branching Rule Most Infeasible (MI)
We branch on an edge {i¯, j¯} ∈ E with X˜i¯j¯ = min{|X˜ij | : {i, j} ∈ E}, i.e., this time the most difficult
decisions are treated first. With this strategy, both fixings change the problem significantly, and
one expects a rather wide, but shallow branch-and-bound tree. This rule is equivalent to rule R3
of [64].
4.4.4 Branching Rule Most Orthogonal (MO)
We use again the vertex labelling for P of X˜ and compute a normalised eigenvector vmax to the
maximal eigenvalue of λmax of P
TP . Then, we determine two nodes p, o ∈ V so that
p ∈ Argmax
i∈V
∣∣∣∣ 1‖Pi·‖PTi· vmax
∣∣∣∣
and
o ∈ Argmin
i∈V
∣∣∣∣ 1‖Pi·‖PTi· vmax
∣∣∣∣ ,
i.e., PTp· is a vector most parallel to vmax and P
T
o· is a vector most orthogonal to vmax. The idea
is that node p is quite sure about its position, while node o is not yet properly placed. Thus, this
rule is similar to rule R4 of [64], which we also cannot directly use for the same reason as rule R2.
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4.4.5 Branching Rule Most Orthogonal Elaborate (MOEL)
This rule is a more elaborate version of rule (MO) from above. Again, we compute vmax of P
TP
and determine node p ∈ V so that
p ∈ Argmax
i∈V
∣∣∣∣ 1‖Pi·‖PTi· vmax
∣∣∣∣ .
Given a parameter µ ∈ (0, 1), say µ = 0.2, we determine a set O ⊆ V of nodes i ∈ V with
∣∣∣∣ 1‖Pi·‖PTi· vmax
∣∣∣∣ ≤ µ .
Nodes in O are undecided whether they should be joined with or separated from node p. If O
happens to be empty, we skip rule (MOEL) completely and use (MO) instead. Otherwise, we
partition the node set O into subsets of nodes O1, . . . , Ok¯ so that all row vectors of nodes in the
same subset roughly point into the same direction, assuming that these nodes are more likely to
end up in the same cluster. The partition is computed as follows: First, we consider a node o ∈ O
with
o ∈ Argmin
i∈O
∣∣∣∣ 1‖Pi·‖PTi· vmax
∣∣∣∣ ,
remove it from O, place it into set O1 and call it the representative of this set. That is, we have
chosen o so that its corresponding row in P is most orthogonal to the common direction vmax.
Then, we move those i from O to O1 whose rows are approximately parallel to that of node o, i.e.,
we choose i ∈ O with
∣∣∣∣( 1‖Po·‖Po·
)T (
1
‖Pi·‖Pi·
)∣∣∣∣ ≥ 1− µ. We iterate by choosing the representative
of set Ok as one of the remaining nodes in O whose row vector is most orthogonal to that of the
representative of set Ok−1. Once O is empty, we stop.
Note that we also tried to partition O by using an eigenvector to the maximal eigenvalue of
PTOPO with PO containing the rows of P of all nodes in O as the common direction of these rows.
This did not work to our satisfaction, since the distribution of the row vectors was to heterogeneous.
The final step of this branching rule is to estimate the increase in the primal objective value
of the relaxation once we branch so that node p is either separated from or joined with the
representative of set Ok for all k = 1, . . . , k¯ assuming that the representative drags all other nodes
of Ok into the same cluster. We want to choose a node that increases the primal objective value
the most and, therefore, enables the dual objective value to increase most. Given the objective
coefficient matrix C and the current solution X˜ = PPT + W¯ , we can compute the current primal
objective value as
〈
C, X˜
〉
. We define two trial solutions Xk+ = P k+
(
P k+
)T
+ W¯ and Xk− =
P k−
(
P k−
)T
+ W¯ , where we set for all i ∈ V
P k+i· =
{
Pi· if i /∈ Ok
Pp· if i ∈ Ok
and
P k−i· =
{
Pi· if i /∈ Ok
−Pp· if i ∈ Ok .
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Then the estimated primal objective values are
〈
C,Xk+
〉
and
〈
C,Xk−
〉
, when we join all nodes
of Ok with node p or separate all nodes of Ok from node p, respectively. We actually branch on
the node pair {p, o˜} with o˜ being the representative of a set Ok˜ with
k˜ ∈ Argmax
k=1,...,k¯
1
2
(〈
C,Xk+
〉
+
〈
C,Xk−
〉)
.
One could also consider to weight the two estimated primal objective values differently, for instance
by max
{〈
C,Xk+
〉
,
〈
C,Xk−
〉}
or min
{〈
C,Xk+
〉
,
〈
C,Xk−
〉}
, but we did not try this.
The careful reader might have noticed a slight flaw in the matrices P k+ and P k− that we,
unfortunately, did not discover before our final computational study. We have assigned all nodes
to set Ok whose corresponding row is almost parallel to that of the representative ok of set Ok,
and we assumed that ok would drag all other nodes of Ok into the same cluster. However, it will
only do so with nodes whose corresponding rows have a positive inner product with that of ok.
The other nodes will be forced into the opposite cluster. Therefore, the correct formulae for P k+
and P k− are
P k+i· =


Pi· if i /∈ Ok
Pp· if i ∈ Ok ∧ PTp·Pok· ≥ 0
−Pp· if i ∈ Ok ∧ PTp·Pok· < 0
and
P k−i· =


Pi· if i /∈ Ok
−Pp· if i ∈ Ok ∧ PTp·Pok· ≥ 0
Pp· if i ∈ Ok ∧ PTp·Pok· < 0 .
4.4.6 Branching Rule Random Infeasible (RA)
As a kind of benchmark we used the branching rule which chooses randomly one infeasible edge
{i, j} ∈ E, i.e., |X˜i¯j¯| 6= 1.
4.4.7 Notes on Strong Branching and Pseudo Cost Branching
When using branch-and-bound for LP relaxations, a dynamic use of pseudo cost branching and
strong branching seems the way to go [3]: Pseudo cost branching evaluates the “overall success” of
each variable as a branching variable in the whole solution process, and the variable with the best
history is used as the next branching variable. Strong branching tests several promising candidates
for improvements in the dual bound by executing a specified number of iterations of the solver, and
the candidate performing best in these tests is chosen as the actual next branching variable. Strong
branching becomes full strong branching if the test problems are solved to optimality. Since at
the beginning of the solution process the performance record of the variables is nonexisting, strong
branching is used, and later pseudo cost branching takes over.
For branch-and-bound with SDP relaxations, Wiegele described experiments with strong branch-
ing for the maximum cut problem in the branch-and-bound based solution method Biq Mac using
the bundle method as internal solver [125]. The six best candidates with respect to the branching
rules R2 were tested for the improvement of the dual bound, when the equation implementing the
branching was forced to hold (by appropriately setting the corresponding dual variable to a value
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not equal to zero) and the bundle method was called on this changed problem. The best candidate
was then used for branching. If none could be singled out, the same strategy was tried with the six
best candidates with respect to branching rule R3. Alternatively, only the latter test was carried
out. Wiegele reports unsatisfactory results with only a minor drop in the number of nodes, but
much longer solution times due to more bundle evaluations.
In our case, strong branching as well as pseudo cost branching seem not to be practical strate-
gies. First, there is no way in the current implementation of the spectral bundle method to store
the current model, thus, we have only one shot to cheaply reuse the solution of the parent node in
tests similar to the ones described by Wiegele. Second, the number of nodes in our trees is much
smaller than the ones used for testing branching rules for LP in [3], therefore, we doubt that much
information with respect to pseudo costs could be gathered.
4.5 Early Branching to Prevent Tailing-off
Both cutting plane techniques and the spectral bundle solver exhibit a so-called tailing-off effect
(compare, e.g., [25, 65, 108, 125]). This effect consists in an initially fast and steep descent (or
ascent) of the objective value, which then gradually becomes slower and flatter until it virtually
comes to a standstill.
In case of cutting plane techniques, Padberg and Rinaldi attribute this effect to an inability
of the separation procedures to produce the “right cut that would take the current optimal LP
solution out of the corner of the polytope where it is trapped” [108]. Thus, tailing-off is not caused
by the use of cutting planes, but rather by the wrong choice. Moreover, it is clear that the violation
of cuts decreases during the solution process, which then also adds to the tailing-off effect.
The spectral bundle method displays a tailing-off effect for several reasons.
• It shows a zigzagging behaviour of the descent directions, which is typical for first order
methods (see, e.g., [16]). In case of the spectral bundle method, it is caused by the nons-
moothness of the objective function which makes it hard to describe the function by a linear
or smooth approximation.
• When we are near the optimal solution with respect to the objective value, but the current
centre is still far away from the optimal point, the objective function appears to be very flat,
which we can read from a small subgradient norm. In this situation, numerical difficulties
can cause significant differences between the computed descent direction and the direction
leading into the optimal point.
• In particular for larger problems, the limit on the maximal bundle size prevents us to properly
approximate the maximum eigenvalue function with the semidefinite cutting surface model,
when the multiplicity of the maximum eigenvalue is larger than the maximal bundle size
in the current point. This becomes especially evident, when the bundle size is restricted to
small values (compare experiments of Helmberg with different bundle sizes for the maximum
cut problem [65]). Thus, we only see the behaviour of the objective function in a restricted
set of dimensions.
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setting (NEB) (EB)
(RA,W,NS) 336517 43362
(MI,W,NS) 277303 36767
(RA,NW,NS) 289355 37393
(MI,NW,NS) 255783 31377
(RA,W,S) 341316 31847
(MI,W,S) 307355 30186
(RA,NW,S) 364151 36311
(MI,NW,S) 288324 32868
Table 4.1: Improved computation times (in seconds) due to early branching
• In conjunction with cutting plane methods, the tailing-off effect can also be caused by the
inability of the spectral bundle method to deliver true primal feasible solutions. In particular
in later stages of the solution process, the approximations of the primal solutions give rise to
more and more cutting planes that are already included in the problem.
Within a branch-and-cut approach, the appropriate way to deal with the tailing-off effect is
to resort to branching as soon as it is observed, since otherwise valuable computation time would
be wasted. We call this early branching. In Table 4.1, we present a selection of computation
times which we achieved for our test set of random graphs (see Section 5.1.1) with early branching
(EB) and without early branching (NEB). All computations used odd cycle inequalities and the
Shortest-path support extension. We tested different combinations of the branching rules (MI)
and (RA), warm start (W) and no warm start (NW), and shrinking (S) and no shrinking (NS) of
the relaxation (shrinking and no shrinking will be explained in Section 4.6). Early branching was
triggered, whenever the total number of descent steps and null steps exceeded twenty times the total
number of null steps. Note that the computations were carried out with an early implementation,
which still used nonoptimised compilation. Therefore, computation times are not yet competitive,
but the relative sizes are meaningful. The results clearly indicate that early branching is necessary.
The difficulty “only” consists in deciding, when to branch. We experimented with several ideas, for
instance, forecasts of the future increase of the dual bound in the current relaxation, or observations
of the amount of violation of separated inequalities, or the norm of the aggregated subgradient, or
the amount of overhead of null steps compared to descent steps of the spectral bundle method.
Finally, we resorted to a combination of the following simple rules, which were slightly superior
to all other rules we tried before:
• After ten descent steps, we branch early if the last descent step improved the previous finite
gap between primal and dual bound by less than a given percentage, say 0.1%.
• After ten descent steps, we branch early if the last five separation rounds all achieved a
maximum violation of normed cuts below a given value, say 0.1.
• We branch if the progress of the dual bound is below the termination precision of the spectral
bundle method, ǫ = 0.0001, three times in a row (also if this happens within the first ten
descent steps).
Note that it is difficult to judge the effectiveness of the early branching criteria on intractable
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problems, i.e., problems which cannot be solved to optimality within the given time limit. For
those problems, we usually achieved better dual bounds, when we computed the root relaxation
until the time limit was reached.
4.6 Possible Problem Reduction through Fixed Variables
after Branching
4.6.1 Motivation
Suppose that, like in a branch-and-cut framework, the decision to cut or not cut some edges of
G is fixed. Let us denote this fixing by two edge sets Enoncut and Ecut so that xixj = 1 for all
{i, j} ∈ Enoncut, xixj = −1 for all {i, j} ∈ Ecut, Enoncut ∩ Ecut = ∅, Enoncut ⊆ E and Ecut ⊆ E.
Furthermore, we call the fixing noncontradicting if there is a partition (S, V \ S) of V so that
Ecut ⊆ δ(S) and Enoncut ⊆ E \ δ(S). Instead of implementing the fixing by further equality
constraints, we would like to derive an equivalent problem with only not fixed edges on a smaller
graph, i.e., we reduce the primal dimension of the problem. This idea is not new, it was for instance
briefly mentioned for the maximum cut problem and used in [64]. Let us first evaluate its benefits.
Assume that a noncontradicting fixing is given. It implicitly fixes decisions for edge sets induced
by node sets connected by the fixed edges. Let, for instance, the graph of Figure 4.5 be given.
Since the edges {1, 2} and {1, 3} are cut, the edge {2, 3} completing the triangle is bound to be
not cut. Furthermore, edge {1, 5} has to be cut, because an odd number of edges of the path
{{1, 2}, {2, 4}, {4, 5}} is cut. In general, we can proceed as follows: For each connected component
G′ = (V ′, E′) of G induced by V [Enoncut∪Ecut], compute the partition (S′, V ′ \S′) implied by the
fixed edges in G′. Place any not yet fixed edge {u, v} ∈ E′ in Enoncut if both u and v are in the
same set S′ or V ′ \ S′. Otherwise, place {u, v} in Ecut.
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Figure 4.5: Implicit fixing of not yet fixed edges I
Furthermore, the relative position of a node v outside a component of G¯ of G[Enoncut ∪ Ecut]
must be consistent along edges from v to nodes of G¯. Figure 4.6 gives an example.
The purpose of the remaining section is to derive the shrunken problem. Solutions of the
partially fixed original problem instance and the shrunken problem instance should be in one-
to-one correspondence, they should be translatable into each other and yield the same objective
values. Additionally, we would like to be able to map constraints and valid inequalities between
the partially fixed original problem and the shrunken problem.
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Figure 4.6: Implicit fixing of not yet fixed edges II
4.6.2 An Equivalent Problem on a Smaller Graph
The shrinking procedure is best described by considering the fixed edges one by one. Given such
a fixed edge, we shrink its two nodes to a new node. This new node will be adjacent to all nodes
that were adjacent to at least one of the two original nodes. The original node weights and the
edge costs will be reckoned up and new so-called residual costs for nodes and edges will appear
which keep track of the costs caused by the partial fixing, which is now hidden in the contracted
nodes and edges. The aim is that the costs of a cut in the shrunken graph plus the residual node
and edge costs equal the costs of a corresponding cut in the partially fixed original graph.
Before we shrink the first fixed edge {i¯, j¯} of G = (V,E), we check whether the overall fixing is
noncontradicting. To this end, we have to check, whether there is a cycle in G consisting of only
fixed edges, and whether this cycle contains an odd number of edges fixed to be cut. This would
indicate a contradicting fixing and we can cut of the corresponding node in the branch-and-cut
tree. If this is not the case, we can proceed. The test can be realised algorithmically by the odd
cycle separator on the graph induced by the fixed edges and has to be executed only once before
we shrink the first fixed edge. If we detect that the fixing contains a contradiction, we can actually
cut of the corresponding node of the branching tree. Note that we also use this preprocessing if
we do not shrink partially fixed problems.
Now, suppose that the overall fixing is proved to be noncontradicting. Let, w.l.o.g., fi¯ ≥ fj¯ .
Then we construct the shrunken graph G˜ =
(
V˜ , E˜
)
so that V˜ = V \ {j¯} and
E˜ = E \ {{j¯, v} ∈ E : v 6= j¯} ∪ {{i¯, v} : {j¯, v} ∈ E : i¯ 6= v 6= j¯} .
We relate an incidence vector x ∈ {−1, 1}|V | of a cut on the original graph which obeys the
partial fixing (i.e., xixj = −1 for all {i, j} ∈ Ecut and xixj = 1 for all {i, j} ∈ Enoncut) to an
incidence vector x˜ ∈ {−1, 1}|V˜ | of a cut on the shrunken graph by
x˜i = xi ∀i ∈ V˜ . (4.14)
Vice versa we can translate any incidence vector of a cut of the shrunken graph (obeying the
remaining partial fixing) to an incidence vector of the original graph by
xi = x˜i ∀i ∈ V, i 6= j¯ (4.15)
and
xj¯ = xi¯ if {i¯, j¯} ∈ Enoncut ∧ xj¯ = −xi¯ if {¯i, j¯} ∈ Ecut . (4.16)
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The same assertions hold for X = xxT with x ∈ {−1, 1}|V | and X˜ = x˜x˜T with x˜ ∈ {−1, 1}|V˜ |.
For relaxed X ∈ S|V | with Xij ∈ [−1, 1] for all i, j ∈ V and X˜ ∈ S|V˜ | with X˜ij ∈ [−1, 1]
for all i, j ∈ V˜ , we have to be more cautious if we want to assure the equality of corresponding
objective values in the original and the shrunken problem. Even if X obeys the partial fixing, i.e.,
Xij = −1 for all {i, j} ∈ Ecut and Xij = 1 for all {i, j} ∈ Enoncut, we can only translate it into X˜
if Xiv = −Xjv for all v ∈ V with i 6= v 6= j in case Xij = −1 and Xiv = Xjv for all v ∈ V with
i 6= v 6= j in case Xij = 1. Figure 4.7 shows a solution of the original relaxation which we cannot
translate. On the contrary, it is possible to translate any conceivable X˜ (obeying the remaining
partial fixing) upwards to a reasonable X .
2
21
X˜12 = 0.5 ∨ X˜12 = −0.5?
3
1 =⇒
X12 = 0.5
X13 = −0.5
X23 = 1 fixed
Figure 4.7: Possible contradictions in downward translation of relaxed solutions
Let us now define the new node weights f˜v, the new edge costs w˜ij , the new capacity F˜ , the
residual node costs r˜i¯ and the residual edge costs r˜i¯v for the graph that results from shrinking edge
{i¯, j¯}. The residuals will sum up all constant costs caused by the shrinking. In order to achieve
an equivalent problem, they will be added to the objective function (compare (4.20) below). For
the following definitions, we keep in mind that wij = 0 for all {i, j} /∈ E). We define
f˜v = fv ∀v ∈ V˜ \ {i¯}
w˜ij = wij ∀{i, j} ∈ E˜, i 6= i¯ 6= j .
(4.17)
Furthermore, if {i¯, j¯} ∈ Enoncut, we set
f˜i¯ = fi¯ + fj¯
r˜i¯ = 0
w˜i¯v = wi¯v + wj¯v ∀v ∈ V˜ \ {i¯}
r˜i¯v = 0 ∀v ∈ V˜ \ {i¯}
F˜ = F .
(4.18)
Finally, if {i¯, j¯} ∈ Ecut, we define
f˜i¯ = fi¯ − fj¯
r˜i¯ = wi¯j¯
w˜i¯v = wi¯v − wj¯v ∀v ∈ V˜ \ {i¯}
r˜i¯v = wj¯v ∀v ∈ V˜ \ {i¯}
F˜ = F − fj¯ .
(4.19)
Remark 132. If several edges are shrunk one after the other, the resulting residuals are stored
separately for each shrinking and we add them all together to the objective function of the final
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shrunken problem. That is why the formulae for the residuals given in (4.18) and (4.19) do not
keep track of already existing residuals.
Example 133. An extensive example for shrinking is given in Figure 4.8. In the first step, nodes
1 and 2 of G are contracted to node 2 of G˜ and nodes 5 and 6 of G to node 5 of G˜. The second
step contracts nodes 2 and 3 of G˜ to node 2 of G¯, before the last step contracts nodes 4 and 5 of
G¯ to node 5 of Gˆ. Due to the very restrictive capacity constraint and the already fixed edges, there
exists only one bisection in all four graphs, namely the one separating node 2 from node 5 with
total costs 6, which are attained by summing up all cut edges and residuals. Note that we only state
nonzero residuals. They are created if an edge from Ecut is shrunk.
Residuals:
Residuals:Residuals:
r˜2 = 1
r˜23 = 1
r˜2 = 1
r˜23 = 1
3 5
42
61 w23 = 1
w34 = 1
w35 = 1
f3 = 1 f5 = 1
∈ Enoncut
w45 = 1
∈ Ecut
f2 = 1
w12 = 1 w46 = 1
∈ Ecut ∈ Ecut
w13 = 1
w56 = 1
∈ Enoncut
f4 = 1
f1 = 1 f6 = 1
F = 3
5
2
fˆ5 = 1
Fˆ = F¯ − f¯4 = 1fˆ2 = 1
w25 = 1
3 5
42
∈ Enoncut ∈ Ecut
f˜3 = 1
w˜23 = 0
f˜2 = 0 f˜4 = 1
w˜45 = 2
f˜5 = 2
w˜35 = 1
w˜34 = 1
F˜ = F − f1 = 2
5
42
∈ Ecut
f¯2 = 1 F¯ = F˜ = 2
w¯24 = 1
f¯4 = 1
w¯45 = 2
f¯5 = 2
w˜25 = 1
w¯25 = 2wˆ25 = 1
G G˜
G¯Gˆ
r˜2 + rˆ5 = 1 + 2 = 3
r˜23 + rˆ24 = 1 + 1 = 2
Figure 4.8: Extensive example for shrinking
Let us now formulate a new problem on the shrunken graph and demonstrate its equivalence
to (MB) (3.15) on the original partially fixed graph.
min
∑
i,j∈V˜ :i<j
w˜ij
1− x˜ix˜j
2
+ r˜i¯ +
∑
v∈V˜ \{i¯}
r˜i¯v
s.t.
∣∣∣∣∣∣
∑
v∈V˜
f˜vx˜v
∣∣∣∣∣∣ ≤ 2F˜ − f˜
(
V˜
)
x˜ ∈ {−1, 1}|V˜ | .
(4.20)
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Proposition 134. The original problem (3.15) with {i¯, j¯} ∈ Enoncut or {i¯, j¯} ∈ Ecut is equivalent
to the shrunken problem (4.20).
Proof. Let us first demonstrate the equality of the objective function values. If {i¯, j¯} ∈ Enoncut,
we get
∑
i,j∈V˜ :i<j
w˜ij
1− x˜ix˜j
2
+ r˜i¯ +
∑
v∈V˜ \{i¯}
r˜i¯v =
=
∑
i,j∈V˜ \{i¯}:i<j
w˜ij
1− x˜ix˜j
2
+
∑
v∈V˜ \{i¯}
w˜i¯v
1− x˜i¯x˜v
2
=
∑
i,j∈V \{i¯,j¯}:i<j
wij
1− xixj
2
+
∑
v∈V \{i¯,j¯}
(wi¯v + wj¯v)
1− xi¯xv
2
+ wi¯j¯
1− xi¯xj¯
2
=
∑
i,j∈V :i<j
wij
1− xixj
2
.
The first equality uses r˜i¯ = 0 and
∑
v∈V˜ \{i¯} r˜i¯v = 0 by (4.18) and splits the sum up into two sums.
The second equality transforms x˜i for i 6= j¯ to xi by (4.15). The coefficients w˜ij in the first sum
are replaced by wij due to (4.17) and w˜i¯v in the second sum by wi¯v + wj¯v following (4.18). The
last term can be added, because 1− xi¯xj¯ = 0. We use xj¯ = xi¯ by (4.16) to sum up all sums in the
last equality. If {i¯, j¯} ∈ Ecut, we have
∑
i,j∈V˜ :i<j
w˜ij
1− x˜ix˜j
2
+ r˜i¯ +
∑
v∈V˜ \{i¯}
r˜i¯v =
=
∑
i,j∈V˜ \{i¯}:i<j
w˜ij
1− x˜ix˜j
2
+
∑
v∈V˜ \{i¯}
w˜i¯v
1− x˜i¯x˜v
2
+ r˜i¯ +
∑
v∈V˜ \{i¯}
r˜i¯v
=
∑
i,j∈V \{i¯,j¯}:i<j
wij
1− xixj
2
+
∑
v∈V \{i¯,j¯}
(wi¯v − wj¯v)
1− xi¯xv
2
+ wi¯j¯ +
∑
v∈V \{i¯,j¯}
wj¯v
=
∑
i,j∈V :i<j
wij
1− xixj
2
.
Again, the first equality splits the first sum up into two sums, while the second equality transforms
x˜i for i 6= j¯ to xi by (4.15). The coefficients w˜ij in the first sum are replaced by wij due to (4.17) and
w˜i¯v in the second sum by wi¯v −wj¯v following (4.19). This relation also yields r˜i¯ +
∑
v∈V˜ \{i¯} r˜i¯v =
wi¯j¯ +
∑
v∈V \{i¯,j¯} wj¯v. We use xj¯ = −xi¯ by (4.16) to sum up all sums in the last equality.
It remains to check the equivalence of the two capacity constraints. The equality of their
right-hand sides is easily seen: If {i¯, j¯} ∈ Enoncut, by (4.18),
2F˜ − f˜
(
V˜
)
= 2F − f (V \ {i¯, j¯})− fi¯ − fj¯ = 2F − f(V ),
and if {i¯, j¯} ∈ Ecut, by (4.19),
2F˜ − f˜
(
V˜
)
= 2(F − fj¯)− f (V \ {i¯, j¯})− fi¯ + fj¯ = 2F − f(V ) .
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The left-hand sides are equal, too: If {i¯, j¯} ∈ Enoncut,∣∣∣∣∣∣
∑
v∈V˜
f˜vx˜v
∣∣∣∣∣∣ =
∣∣∣∣∣∣fi¯xi¯ + fj¯xj¯ +
∑
v∈V \{i¯,j¯}
fvxv
∣∣∣∣∣∣
by (4.15), (4.16) and (4.18); and if {i¯, j¯} ∈ Ecut,∣∣∣∣∣∣
∑
v∈V˜
f˜vx˜v
∣∣∣∣∣∣ =
∣∣∣∣∣∣fi¯xi¯ − fj¯(−xj¯) +
∑
v∈V \{i¯,j¯}
fvxv
∣∣∣∣∣∣
by (4.15), (4.16) and (4.19). 
Problem (4.20) is again a minimum bisection problem including an additional constant in the
objective function. Thus, we can try to solve it like the original minimum bisection problem by
setting up its primal and dual semidefinite relaxation and tackling the latter one in its equivalent
form as an eigenvalue minimisation problem.
It can be verified that linear constraints 〈K,X〉 ≤ b that we have added to the primal relaxation
of the original problem are equivalent to constraints
〈
K˜, X˜
〉
≤ b˜ for the primal relaxation of the
shrunken problem by setting b˜ = b, for {i¯, j¯} ∈ Enoncut defining
k˜ij =


kij if i 6= i¯, j 6= i¯
ki¯j + kj¯j if i = i¯, j 6= i¯
ki¯i + kij¯ if i 6= i¯, j = i¯
ki¯¯i + ki¯j¯ + kj¯i¯ + kj¯j¯ if i = i¯, j = i¯
(4.21)
and for {i¯, j¯} ∈ Ecut defining
k˜ij =


kij if i 6= i¯, j 6= i¯
ki¯j − kj¯j if i = i¯, j 6= i¯
ki¯i − kij¯ if i 6= i¯, j = i¯
ki¯¯i − ki¯j¯ − kj¯i¯ + kj¯j¯ if i = i¯, j = i¯
. (4.22)
Now, suppose that we have found a new valid inequality
〈
K˜, X˜
〉
≤ b˜ for the shrunken problem.
It can be translated upwards into an inequality 〈K,X〉 ≤ b for the original problem by setting b = b˜
and, regardless whether {i¯, j¯} ∈ Ecut or {i¯, j¯} ∈ Enoncut, defining
kij =
{
k˜ij if i 6= j¯ 6= j
0 if i = j¯ ∨ j = j¯ . (4.23)
Using (4.21) or (4.22), we can translate the resulting K down arriving back at K˜. We need the
ability of upward and downward translation, because we store all inequalities in their unshrunken
versions in the branch-and-cut framework. From the point of view of usage of the inequalities found
for a shrunken problem, we are restricted to descendants of this problem, because the resulting
inequality 〈K,X〉 ≤ b translated upwards by (4.23) is, in general, only valid for solutions which
conform to the fixing {i¯, j¯} ∈ Ecut or {i¯, j¯} ∈ Enoncut, respectively. Thus, by shrinking problems
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we loose the ability to derive globally valid cutting planes.
Let us mention two effects which are caused by shrinking constraints. First, it may happen
that several constraints of the same type are identical after we have shrunken them. Then it may
be worthwhile to only add one of them. Second, it is possible that a shrunken constraint matrix is
equal to the zero matrix. In this case, we skip the constraint, since it is fulfilled for all X˜.
We preferred to not treat the objective coefficient matrix 14L of the original problem in the
same way as an ordinary coefficient matrix of a linear constraint, in order to highlight that the
shrunken problem is again a minimum bisection problem, when we neglect the constant residuals.
Of course, it is equally possible to compute a shrunken objective coefficient matrix 14 L˜ from
1
4L
using (4.21) and (4.22). Then the residual r˜i¯ appears as L˜i¯¯i and is summed up, when we compute〈
1
4 L˜, X˜
〉
, since X˜i¯¯i = 1 for all X˜ feasible for the primal relaxation of the shrunken problem. The
residuals r˜i¯v for all v ∈ V˜ are contained in the entries L˜i¯v.
Note that there is no theoretical guarantee that in the case of a warm start (see Section 4.8)
the first dual objective value of the shrunken problem is at least as large as the dual objective
value of the parent node relaxation. Still, our experience suggests that warm start is preferable to
starting with the dual zero solution.
4.7 Node Selection
SCIP offers three rules for the selection of the next node of the branch-and-bound tree to be solved.
The first strategy is best first search, i.e., the node with the worst known dual bound is chosen.
One hopes to be able to improve the global dual bound fast in order to quickly prune other leaves
of the tree. The second strategy is depth first search, in which the next node is chosen as one of
the children or the sibling of the last node. This strategy has the advantages that usually good
primal solutions are found faster and that less nodes are added to the tree and memory is saved.
In the LP case, it also profits from shorter setup times for the new relaxation, since it is related
to the old relaxation and can be derived from it. However, in the SDP case, we do not use this
advantage, because we always build each relaxation from scratch. SCIP’s third node selection
strategy is a mixture of breadth first search and depth first search in the sense that depth first
search is employed, but periodically the best node of the tree is chosen instead of an relative of
the current node.
SCIP offers two operation modes with respect to the choice of the node selection rule to be
used. With its default settings, SCIP operates in standard mode, meaning that best first search is
used which creates wide and shallow trees. Once the memory consumption exceeds a certain limit
set by the user, SCIP switches into the memory saving mode, in which it uses depth first search
to hopefully be able to reduce the number of leaves of the tree and thereby free memory. Since
our main interest is to compute good dual bounds, we decided to use the standard mode for our
computations, i.e., we preferred best first search as long as enough memory was available.
4.8 Warm Start after Problem Changes
When the primal and dual relaxations have been changed by added cutting planes or fixing of
variables due to branching, we have to restart the optimisation. If this restart does not use a
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trivially feasible solution, but rather one based on information acquired in previous relaxations,
then one says that a warm start has been made.
Added cutting planes or equality restrictions for branching variables usually cause the last
primal feasible solution to become infeasible. Since we work on the dual relaxation, this does
not concern us. Adding primal constraints corresponds to adding new dual variables. A trivially
feasible starting solution for this changed dual problem is the zero vector. A nontrivial feasible
solution for a warm start is the last dual solution of the original problem extended by zero entries
for the new primal constraints.
When analysing our abilities to reuse additional old information, we have to clearly discern
restarts after addition of cutting planes and after branching:
• In the first case, we can recycle significantly more information than just the old dual variable
values, in fact the whole cutting surface model for the maximum eigenvalue function can
be extended to accommodate the new primal inequalities. The dimension of the current
centre yˆk is increased and entries corresponding to new primal inequalities are set to zero
to ensure that the value of the eigenvalue function at this point is the same as before we
added new inequalities. The dimension of η and A are increased as well, where the new
entries of A correspond to the coefficient matrices of the new inequalities. Given the old
W+ (which served as the approximate primal solution X˜ for separation), the spectral bundle
method is now able to compute AW+, which it needs for the extension of the subdifferential
corresponding to equation (3.76). The new η is computed as a solution of (3.83). For the
computation of AW+, it is necessary that we know W+ on the support of all inequalities in
the problem, i.e., that we have aggregated W¯ on this support. That is why we only separate
new inequalities on the support of W+.
• In the case of warm start after branching, our proceeding is quite different. Although it
is theoretically possible to reuse the old cutting surface model just as explained above, in
practice we would have to store it at the corresponding leaf in the branch-and-bound tree.
However, this is computationally not feasible, in particular, when we consider large problems
with many leaves in the branch-and-bound tree and many added cutting planes. Moreover,
the current implementation of the spectral bundle method does not allow to retrieve and
reset the cutting surface model and the Lagrange multipliers. Thus, we have just the old
dual solution available for warm start after branching. In Section 4.9, we will describe our
attempts to improve the warm start in this case.
4.9 Scaling for Warm Start after Branching
4.9.1 Motivation
In particular with warm starts after branching in case of no problem shrinking, the spectral bundle
method shows an increased number of null steps compared to the increase per descent step before
branching. Since an increase in the number of null steps is in one-to-one correspondence with
an increase in computation time, it pays to have a closer look at the problem and come up with
solution strategies.
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Branching corresponds to adding a new primal equality constraint and a new dual variable. It
is this new dimension, let us call it m+1, in the dual space which causes difficulties. However, the
new dimension also offers potential to deal with these difficulties. When we decide to branch, the
dual solution y ∈ Rm has pretty much gained what was possible to gain, i.e., there is not much room
for improvement within the old dual space. On the contrary, in the new dimension corresponding
to the branching constraint the objective function might be improvable a bit. Now, the following
situation arises: When searching for the new trial point, we concentrate on the neighbourhood of
the current point
(
(yˆk)T , 0
)T
by looking for the minimiser of the cutting surface model plus the
additional trust region term
u
2
∥∥∥∥∥y −
(
yˆk
0
)∥∥∥∥∥
2
,
which can be rewritten as
u
2
〈
I
(
y −
(
yˆk
0
))
,
(
y −
(
yˆk
0
))〉
with I ∈ Rm+1. Thus, we effectively restrict ourselves to a ball around the current point yˆk and all
directions are treated equally. If we want to allow more freedom in a certain dimension, we should
make the curvature of the quadratic term in this dimension not as strong as in the remaining
dimensions. This can be achieved by applying a diagonal scaling, i.e., we replace I by a diagonal
scaling matrix D ∈ Rm+1 with Dkk = 1sk , where sm+1 > 1 and sk = 1 for all k = 1, . . . ,m.
Additionally, it might be profitable to give more freedom to certain old constraints by setting
sk > 1 for some k 6= m + 1. The choice of the values sk for k = 1, . . . ,m + 1 will be the topic of
the remainder of this section. There will be a multiplication parameter φ ∈ R+ in all scaling rules
explained below. This parameter determines the power of the scaling, in the sense that for a fixed
sk a larger φ flattens the quadratic term in dimension k even more than a smaller φ. For tests, φ
was chosen from {5, 10, 20, 100}.
4.9.2 Exclusive Scaling of New Branching Constraints (NC)
This simple scaling rule sets
sk =
{
φ
√
0.5 if k = m+ 1
1 if k < m+ 1
.
Thus, only the new dimension created by the branching gets more freedom.
4.9.3 Additional Scaling by a Spectral Analysis at the Current Point
(SACP)
This rule and rule (SATP) below are best motivated by looking at the objective function of our
eigenvalue optimisation problem (3.26), when we add a new branching constraint. Assume that we
branch so that xi = xj or xi = −xj . This can be enforced by the (normed) branching constraint
〈Bij , X〉 = sgn(xixj) 1√
0.5
,
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where
Bij =


. . .
...
...
· · · 0 · · · √0.5 · · ·
...
. . .
...
· · · √0.5 · · · 0 · · ·
...
...
. . .


with nonzero entries in positions {i, j} and {j, i}. If we subsume the normed constraint matrices
of all other constraints in the linear operator A and the right-hand sides in the vector b, then we
can write our objective function as
min
y∈Rm,ym+1∈R
|V |λmax
(
C −AT y − ym+1Bij
)
+ bT y + sgn(xixj)
1√
0.5
ym+1 .
The terms ym+1Bij and sgn(xixj)
1√
0.5
ym+1 correspond to the new branching constraint.
Consider the case sgn(xixj) = 1, i.e., we branch so that xi = xj . Then 〈Bij , X〉 = 1 can also be
implemented as 〈Bij , X〉 ≥ 1 with the corresponding dual variable ym+1 ∈ (−∞, 0]. To minimise
the objective function, we would like to minimise the linear term 1√
0.5
ym+1, i.e., to choose ym+1 < 0
as small as possible. However, ym+1 also plays a role in the maximum eigenvalue function. Here,
a negative ym+1 effectively adds Bij , which can be rewritten in its spectral decomposition as
Bij = µnegvnegv
T
neg + µposvposv
T
pos,
where vneg = (0, . . . , 0,−
√
0.5, 0, . . . , 0,
√
0.5, 0, . . . , 0)T with nonzero elements on position i and j is
an eigenvector to eigenvalue µneg = −
√
0.5 and vpos = (0, . . . , 0,−
√
0.5, 0, . . . , 0,−√0.5, 0, . . . , 0)T
with nonzero elements on position i and j is an eigenvector to eigenvalue µpos =
√
0.5.
Let us consider the influence of the two eigenpairs on the maximum eigenvalue function sepa-
rately using the following heuristic measure, for which we should bear in mind that we only have
the maximum eigenvalue of C −AT yˆ available, but neither the corresponding eigenvectors nor a
full spectral decomposition.
Consider the matrix C − AT yˆ and any vector v ∈ Rn with ‖v‖ = 1. We would like to know
how sensitive λmax(C −AT yˆ− ym+1vvT ) reacts if we increase |ym+1| starting from ym+1 = 0. Let
C − AT yˆ = PΛPT be the eigenvalue decomposition of C − AT yˆ, i.e., Λ = Diag(λ1, . . . , λn) for
eigenvalues λmax(C−AT yˆ) = λ1 ≥ . . . ≥ λn of C−AT yˆ, P contains the corresponding eigenvectors
as columns in the correct order and PTP = I. With v = Pu, we can write
C −AT yˆ − ym+1vvT = PΛPT − ym+1PuuTPT = P
(
Λ− ym+1uuT
)
PT .
Since λmax(C −AT yˆ) lives in the left- and uppermost diagonal entries of Λ, it is for small changes
of ym+1 most influenced by the corresponding diagonal entries u
2
i in uu
T . If they are large, then
their influence on λmax(C −AT yˆ) will be substantial. Their size can be estimated by evaluating
n∑
i=1
λiu
2
i = u
TΛu = vTPΛPT v = uTPTPΛPTPu = vT (C −AT yˆ)v .
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We see that u2i will be small if |PT·i v| is small, i.e., if v is nearly orthogonal to the eigenvector P·i
of C −AT yˆ. If λmax(C −AT yˆ) has multiplicity greater than one, then small corresponding u2i will
be achieved if v does not live in the eigenspace spanned by the eigenvectors of λmax(C − AT yˆ).
However, we should also be prepared to judge the influence of the direction vvT with respect to
λmax(C−AT yˆ− ym+1vvT ) independently of whether v orthogonal to this eigenspace or not. Here,
our cutting surface model for λmax(C −AT yˆ) comes in handy. We know that
λmax(C −AT yˆ) = max{〈C −AT yˆ,W 〉 : trW = 1,W  0} .
Observe that trvvT = 1 and vvT  0. Thus, vvT gives rise to the linear function 〈C −AT yˆ, vvT 〉
minorising λmax(C −AT yˆ). A necessary condition for a negligible influence of vvT in the vicinity
of the current point (yˆT , 0)T is that 〈C − AT yˆ, vvT 〉 = vT (C − AT yˆ)v ≤ λmax(C − AT yˆ) − ǫ for
some ǫ > 0, say ǫ = 0.1.
Now, on the one hand, −ym+1µposvposvTpos will always increase the maximum eigenvalue, be-
cause ym+1 < 0. Having in mind that we want to minimise the maximum eigenvalue, let us call
the eigenpair (µbad, vbad) instead of (µpos, vpos). By the heuristic idea explained above, we expect
that the influence of µbadvbadv
T
bad will be substantial if αbad := v
T
bad(C − AT yˆ)vbad is not much
smaller than λmax(C − AT yˆ), say αbad ≥ λmax(C − AT yˆ) − 0.1. In this case, we need to untie
the dual variables of some old constraints to be able to compensate for the objective function
increase caused by −ym+1µbadvbadvTbad. Good candidates are those constraints with a large value
βk :=
∣∣vTbadAkvbad∣∣.
On the other hand, since µneg is negative, the term −ym+1µnegvnegvTneg will cause no trouble
with respect to the maximum eigenvalue function, because the spectrum will be shifted downwards,
when we add −ym+1µnegvnegvTneg with ym+1 < 0. So, let us call this eigenpair (µgood, vgood) instead
of (µneg, vneg). Moreover, this shift in the spectrum might loosen some of the old constraints, which
were tight with respect to the maximum eigenvalue function before we branched. Good candidates
for such constraints are those with a large value γk :=
∣∣∣vTgoodAkvgood∣∣∣. Therefore, we want to give
these constraints more freedom, too.
So far, we have looked at the case sgn(xixj) = 1, i.e., we have branched so that xi = xj . If
sgn(xixj) = −1, i.e., xi = −xj , the dual variable ym+1 will be chosen nonnegative and the two
extreme eigenpairs of Bij swap their roles. Thus, (µbad, vbad) := (µneg, vneg) and (µgood, vgood) :=
(µpos, vpos).
Let us sum up this heuristic scaling rule. For k ∈ {1, . . . ,m+ 1}, we set
sk = 1 + φ
{
(max{γk, βk})2 if αbad ≥ λmax(C −AT yˆ)− 0.1
(γk)
2 if αbad < λmax(C −AT yˆ)− 0.1 .
In particular, sm+1 = 1 + φ
(√
0.5
)2
. Since ‖Ak‖ = 1 for all k = 1, . . . ,m + 1, we have∑n
i=1(λi(Ak))
2 = 1 for all k = 1, . . . ,m + 1. Using the eigenvalue decomposition PΛPT of Ak
with PTP = 1, we get γk = |vTgoodPΛPT vgood|. Thus,
∑n
i=1(λi(Ak))
2 = 1 effectively bounds the
maximal possible value for γk by one (analogously for βk). This guarantees that we do not give
too much freedom to the old constraints compared to the new branching constraint.
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4.9.4 Additional Scaling by a Spectral Analysis at a Potential Trial Point
(SATP)
The intuition of this heuristic is the same as for heuristic (SACP) above. The difference is that
we do not evaluate the influence of the directions vgoodv
T
good and vbadv
T
bad at the current point
(yˆT , 0)T , but at the point (yˆT ,−0.1)T if sgn(xixj) = 1, i.e., xi = xj , and at the point (yˆT , 0.1)T if
sgn(xixj) = −1, i.e., xi = −xj .
We describe again the case sgn(xixj) = 1. Let λˆmax denote the largest eigenvalue of C −AT yˆ.
We compute the largest eigenvalue λmax and a corresponding eigenvector vmax of C−AT yˆ+0.1Bij.
If |〈vmax, vbad〉| > 0.1 and λmax > λˆmax − 0.1, we consider the influence of vbad as signifi-
cant (analogously for vgood), and give more freedom to constraint k proportional to
∣∣vTbadAkvbad∣∣
(
∣∣∣vTgoodAkvgood∣∣∣). Thus, with
βk :=
{ ∣∣vTbadAkvbad∣∣ if |〈vmax, vbad〉| > 0.1 ∧ λmax > λˆmax − 0.1
0 else
and
γk :=
{ ∣∣∣vTgoodAkvgood∣∣∣ if |〈vmax, vgood〉| > 0.1 ∧ λmax > λˆmax − 0.1
0 else
we set for k ∈ {1, . . . ,m+ 1}
sk = 1 + φ(max{γk, βk})2 .
For the case sgn(xixj) = −1, the eigenvectors vgood and vbad change their roles as described above
for rule (SACP) and we compute λmax and vmax as the largest eigenvalue and a corresponding
eigenvector of C −AT yˆ − 0.1Bij . Again, we have sm+1 = 1 + φ
(√
0.5
)2
. Furthermore, ‖Ak‖ = 1
for all k = 1, . . . ,m bounds sk by one.
4.9.5 Additional Scaling by a Primal Analysis (PA)
This scaling heuristic looks at the violation of all original constraints if we modify the last primal
approximation X˜ (which we stored before we branched) so that it fulfils the branching decision,
i.e., we set Xˆ := X˜ and modify Xˆij = sgn(xixj). We want to give those constraints most freedom
which have the most difficulties with this decision. For k ∈ {1, . . . ,m+ 1}, we compute
νk :=


max
{
0, bk −
〈
Kk, Xˆ
〉}
if 〈Kk, X〉 ≥ bk
max
{
0,
〈
Kk, Xˆ
〉
− bk
}
if 〈Kk, X〉 ≤ bk∣∣∣〈Kk, Xˆ〉− bk∣∣∣ if 〈Kk, X〉 = bk .
Let νmax = max{νk : k = 1, . . . ,m + 1}. Then we modify νm+1 = νmax and νk = 1νmax νk for
k = 1, . . . ,m+ 1. Finally, we set
sk = 1 + φνk .
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4.9.6 A Note on the Case of Several Newly Fixed Variables
It can happen that SCIP fixes more than one variable, say k¯ variables, one of them due to branching
and the other ones due to domain propagations caused by the branching. Let their indices be
m + 1, . . . ,m + k¯. In this case, we call the scaling rule of our choice for all these fixed variables
separately, i.e., whenever we spoke in the rules above of the variable index m+1 corresponding to
the branching constraint, it now stands for a fixed one of the indices m + 1, . . . ,m + k¯. These k¯
calls of the heuristic deliver k¯ scaling vectors sm+1, . . . , sm+k¯. We then set
sk = max{sm+jk : j = 1, . . . , k¯}
for k = 1, . . . ,m+ k¯.
Chapter 5
Computational Results
This chapter reports on our computational experiences with the branch-and-cut approach. Sec-
tion 5.1 introduces our test instances. Section 5.2 explains our final choice of methods and param-
eters. Finally, in Section 5.3, we compare our approach to recent results given in the literature.
5.1 Test Problems and Computational Environment
We consider four types of graphs: our own random graphs; random graphs created by Johnson,
Aragon, McGeoch and Schevon [77] and used by Karisch and Rendl [82] and Rendl, Rinaldi and
Wiegele [113, 125]; graphs from VLSI design, compiler design and finite element meshes consid-
ered by Ferreira, Martin, de Souza, Weismantel and Wolsey [43]; and graphs from nested dissec-
tion instances of large KKT-systems considered by Helmberg [71]. All graphs are available at
http://www.tu-chemnitz.de/mathematik/discrete/armbruster/diss.
5.1.1 Random Graphs
We created random graphs G = (V,E) with 50 ≤ |V | ≤ 90 and edge set E as follows: Create
a matrix B ∈ [0, 1]|V |×|V | with uniformly distributed entries. Set B := B + BT . Compute
α = 0.999mini=1,...,|V |{αi = maxj=1,...,|V |Bij}. If α = 0, determine a new B. Otherwise, include
edge {i, j} with 1 ≤ i < j ≤ |V | in E if Bij ≥ α. We considered two types of node weights. On
the one hand, fv = 1 for all v ∈ V , and, on the other hand, uniformly distributed integral node
weights 0 ≤ fv ≤ 100. In both cases, the edge weights were chosen as we = 1 for all e ∈ E.
For computational experiments with minimum bisection problems where τ = 0.05, we chose
among the 82 created instances those which were (with a preliminary implementation) not solvable
in the root node, when we used the SDP relaxation, odd cycle inequalities, the Shortest-path
support extension and a preliminary early branching criterion. For identical node weights, we
chose the graphs with
|V | = 53, 54, 56, 57, 59, 60, 64, 65, 70, 77, 80, 85, 88, 89, 90,
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and, for randomly distributed node weights, the graphs with
|V | = 53, 54, 56, 59, 64, 65, 67, 79, 80, 85, 86, 88, 90 .
The edge densities (including edges of the initial support extension One-star) of the chosen graphs
lie between 7.66% and 17.41%. We abbreviate the names of our random graphs by r|V |e in case
of equal node weights and r|V | otherwise.
5.1.2 Johnson Graphs
Johnson et al. [77] considered two sets of random graphs for tests of simulated annealing procedures
on graph equipartitioning problems. For the first set, they generated one purely random graph
G|V |,|V |p for each pair of |V | = 124, 250, 500, 1000 and four individual edge probabilities p. These
probabilities were chosen (depending on |V |) so that the average expected degree of each node was
approximately |V |p = 2.5, 5, 10, 20.
The second set of random geometric graphs was created so that the graphs had by definition an
inherent structure and clustering. The first step was to choose 2|V | independent numbers uniformly
from the interval (0, 1) and view them as coordinates of |V | nodes on the unit square. An edge
was inserted between two vertices if and only if their Euclidian distance was less than or equal
to some prespecified value d. This parameter is only given implicitly in a remark of Johnson et
al. stating that for points not too close to the boundary of the unit square the expected average
degree is |V |πd2. Furthermore, they made use of the value |V |πd2 to denote the resulting graphs by
U|V |,|V |πd2 with |V | = 500, 1000 and |V |πd2 = 5, 10, 20, 40. The graphs of both sets have identical
node weights fv = 1 for all v ∈ V and edge weights we = 1 for all e ∈ E.
The graphs have become standard test problems and were, for instance, used by Karisch et
al. [82] and Rendl et al. [113, 125]. The first authors improved previously known lower bounds and
upper bounds for equicuts on the graphs with up to 500 nodes, where the original equicuts were
determined by Johnson et al. In particular, they were able to prove optimality for primal bounds
of the graphs G124,2.5 and U500,5. The latter authors were able to prove optimality of equicuts
found by Johnson et al. for the graphs G124,2.5, G124,5, G124,10, G124,20 and G250,2.5, and improved
previously known lower bounds significantly for the graphs G250,5, G250,10 and G250,20.
5.1.3 Ferreira Graphs
The computational study of (MNCGP) by Ferreira et al. [43] uses graphs from several applications.
Instances from compiler design were originally given by Johnson, Mehrotra and Nemhauser [78].
We denote them with the initials cb and consider them for equipartition problems, i.e., τ = 0.
Instances from finite element meshes mainly originate from the thesis of de Souza [36]. We
abbreviate them with mesh. All edge weights and node weights are equal to one and we will solve
them as equipartition problems, i.e., τ = 0. An example is displayed in Figure 5.1.
Finally, there are instances from VLSI design, which were created by Ferreira et al. using a
placement and decomposition code developed by Ju¨nger, Martin, Reinelt and Weismantel [79]. We
use the initials alue, alut, diw, dmxa, gap, and taq that denote the chips, for which the design
problem had to be solved. Note that the study of Ferreira et al. only considered instances on less
148
0: 1
1: 1
2: 1
3: 1
4: 1
5: 1
6: 1
7: 1
8: 1
9: 1
10: 1
11: 1
12: 1
13: 1
14: 1
15: 1
16: 1
17: 1
18: 1
19: 1
20: 1
21: 1
22: 1
23: 1
24: 1
25: 1
26: 1
27: 1
28: 1
29: 1
30: 1
31: 1
32: 1
33: 1
34: 1
35: 1
36: 1
37: 1
38: 1
39: 1
40: 1
41: 1
42: 1
43: 1
44: 1
45: 1
46: 1
47: 1
48: 1
49: 1
50: 1
51: 1
52: 1
53: 1
54: 1
55: 1
56: 1
57: 1
58: 1
59: 1
60: 1
61: 1
62: 1
63: 1
64: 1
65: 1
66: 1
67: 1
68: 1
69: 1
70: 1
71: 1
72: 1
73: 1
74: 1
75: 1
76: 1
77: 1
78: 1
79: 1
80: 1
81: 1
82: 1
83: 1
84: 1
85: 1
86: 1
87: 1
88: 1
89: 1
90: 1
91: 1
92: 1
93: 1
94: 1
95: 1
96: 1
97: 1
98: 1
99: 1
100: 1
101: 1
102: 1
103: 1
104: 1
105: 1
106: 1
107: 1
108: 1
109: 1
110: 1
111: 1
112: 1
113: 1
114: 1
115: 1
116: 1
117: 1
118: 1
119: 1
120: 1
121: 1
122: 1
123: 1
124: 1
125: 1
126: 1
127: 1
128: 1
129: 1
130: 1
131: 1
132: 1
133: 1
134: 1
135: 1
136: 1
137: 1
138: 1
139: 1
140: 1
141: 1
142: 1
143: 1
144: 1
145: 1
146: 1
147: 1
148: 1
149: 1
150: 1
151: 1
152: 1
153: 1
154: 1
155: 1
156: 1
157: 1
158: 1
159: 1
160: 1
161: 1
162: 1
163: 1
164: 1
165: 1
166: 1
167: 1
168: 1
169: 1
170: 1
171: 1
172: 1
173: 1
174: 1
175: 1
176: 1
177: 1
178: 1
179: 1
180: 1
181: 1
182: 1
183: 1
184: 1
185: 1
186: 1
187: 1
188: 1
189: 1
190: 1
191: 1
192: 1
193: 1
194: 1
195: 1
196: 1
197: 1
198: 1
199: 1
200: 1
201: 1
202: 1
203: 1
204: 1
205: 1
206: 1
207: 1
208: 1
209: 1
210: 1
211: 1
212: 1
213: 1
214: 1
215: 1
216: 1
217: 1
218: 1
219: 1
220: 1
221: 1
222: 1
223: 1
224: 1
225: 1
226: 1
227: 1
228: 1
229: 1
230: 1
231: 1
232: 1
233: 1
234: 1
235: 1
236: 1
237: 1
238: 1
239: 1
240: 1
241: 1
242: 1
243: 1
244: 1
245: 1
246: 1
247: 1
248: 1
249: 1
250: 1
251: 1
252: 1
253: 1
254: 1
255: 1
256: 1
257: 1
258: 1
259: 1
260: 1
261: 1
262: 1
263: 1
264: 1
265: 1
266: 1
267: 1
268: 1
269: 1
270: 1
271: 1
272: 1
273: 1
Figure 5.1: An optimal equipartition with 7 cut edges for graph mesh.274.469
than 300 nodes. All larger instances, and those that do not appear in [43], were given to us by
Alexander Martin. On all VLSI instances, we will consider the minimum bisection problem with
τ = 0.05.
Ferreira et al. [43] mainly consider problem (MNCGP). Explicit solutions for the equiparti-
tioning problem are only given for four of the finite element mesh instances. Therefore, a direct
comparison will be rather limited.
5.1.4 KKT Graphs
The last set of test graphs was considered by Helmberg [71]. They originate from nested bisec-
tion approaches for solving sparse symmetric linear systems, like KKT-systems, communicated to
Helmberg by Sharon Filipowski from Boeing, with a note that standard bisection heuristics seem
not to work well on the problems and no bounding method was available to judge the quality of the
produced solutions. We denote them with the initials kkt. More details on the adjacency matrices
can be found in [62]. They have the following structure.
A =
(
H BT
B 0
)
,
where the block H represents an approximate Hessian of the Lagrangian for a nonlinear optimisa-
tion problem and the block B corresponds to constraints. On the KKT instances we will always
consider (MB) with τ = 0.05.
5.1.5 Computational Environment and Relevance of Computation Times
We have performed all test runs on identical HP Compaq DC7100 Pentium 4 540 (3.2 GHz) HT
with 800 MHz FSB, 1 MByte level 2 cache, 1 GByte RAM and SuSE Linux 9.3. Computation times
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between individual machines did not differ significantly, we observed differences of at most 1%.
Furthermore, multiple users also did not effect the accuracy of our time measurements. However,
not all times that we give in this section are directly comparable with each other, because we used
the GCC compiler in debug mode during the implementation phase. Some of our tests had to be
executed already at this time. When we finally switched to the optimisation mode of the compiler,
we observed that run times decreased by about 60%.
A direct comparison of our run times to those of other computational studies is difficult, since
the computational environments may differ significantly. Whenever possible, we adjusted our time
limits so that they reflected the time limits of the other studies by looking at the computational
parameters given by these studies, e.g., processor speed. Of course, developments in the software
used by older studies, for instance CPLEX as the LP, solver cannot be fully accounted for.
5.2 Evaluation of Methods and Parameters
5.2.1 Parameters for the Spectral Bundle Method
We used the parameters given in Table 5.1 for the spectral bundle method (compare Algorithm 1)
and kept them fixed. Our choice of these parameters closely follows [71].
ǫ = 10−5 termination precision
κ = 0.1 relative descent step precision (3.41)
κM = 0.6 relative model precision in (3.84)
u = 1 weight in quadratic term in (3.78) for trial point finding
y0 = 0 starting point
Table 5.1: Parameters for the spectral bundle method
The maximal bundle size, which determines the maximal dimension of the system matrix in
the quadratic semidefinite subproblem (3.65) to find the next W+ by (3.82), was set to 20.
5.2.2 Performance of Primal heuristics
We tested our initial primal heuristics Rounding, Goemans-Williamson and SumPi, each fol-
lowed by the bisection construction heuristic Bisection and the improvement heuristics Fiduccia-
Mattheyses, Swap and Move (in that order). On graphs with more than 10000 edges, we skipped
heuristic Fiduccia-Mattheyses due to long run times. The publicly available heuristic MeTiS [83]
was run in the root node before the first SDP relaxation was started. Necessary modifications
and its integration into SCIP are described by Fu¨genschuh [49]. Our results are summarised in
Table C.1.
For every problem, at least one (and mostly all) of our initial heuristics performed at least as
good or better than MeTiS with respect to solution quality. This is particularly remarkable, because
MeTiS uses the celebrated multilevel paradigm (see Section 1.4.4) and improvement heuristics like
that of Fiduccia and Mattheyses.
The most difficult tasks for our heuristics are the equipartition problems on the purely random
Johnson graphs. Our heuristics were able to find the optimal solution only on the small Johnson
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graphs for that we also could prove optimality (see also our Section 5.3). On the bigger Johnson
graphs, they were not able to reproduce the best primal feasible solutions given by Johnson et
al. [77] or Karisch and Rendl [82].
A ranking between our three initial heuristics sees SumPi in front, Rounding at second and
Goemans-Williamson at third place. In particular on the Johnson graphs, SumPi was most reliable.
It is nice to see that our concentration on the first columns of the bundle P as described on page 114
in Section 4.2.1 seems to pay off. Rounding won on the large KKT graphs kkt traj27, kkt lnts02
and kkt traj33 although the primal solutions given by Helmberg [71] are better. For the smaller
KKT graphs kkt skwz02 and kkt plnt01, we were able to improve the best primal solutions given
by Helmberg. With respect to run times of the three heuristics, no general statements can be
given.
It is interesting to note that there are instances, for which some primal solutions constructed
by our initial heuristics were infeasible with respect to the bisection constraint, but had a better
objective value than the best found primal feasible solution. The most dramatic example is the
KKT graph kkt plnt01. The best solution that we found had to cut 49 edges. It is illustrated
in Figure 5.2. However, the initial heuristics kept constructing solutions with significantly fewer
cut edges. Those solutions were slightly infeasible with respect to the bisection constraint with
F =
⌈
f(V )+τf(V )
2
⌉
and τ = 0.05. The best such solution had to cut only 6 edges. It becomes
feasible if we use τ = 0.1 (see Figure 5.3). Clearly, the approximate primal solution X˜ , which we
use to guide our initial heuristics, is drawn towards these very good infeasible primal solutions.
We believe that this may also explain our difficulties in closing the gap between dual and primal
bounds. We quickly ran out of steam with our approach, when we tried to push the dual bound up.
When we relaxed the cluster capacities by setting τ = 0.1, the problem suddenly became tractable,
and we could prove optimality of a primal solution with 6 cut edges within less than one hour.
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Figure 5.2: Best known bisection with 49 cut edges for graph kkt plnt01 and τ = 0.05
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Figure 5.3: Optimal bisection with 6 cut edges for graph kkt plnt01 and τ = 0.1
5.2.3 Performance of Cutting Planes and Support Extensions
We tested the performance of different combinations of available separators and support extensions
with the SDP relaxation on medium to large sized graphs in the root node. The time limit was
set to 7200 seconds. Note that branching usually happens much earlier. Nevertheless, we based
our decision which inequalities and support extension to use in the branch-and-cut case on these
experiments. We used the seven smaller KKT graphs, 17 Ferreira graphs and the 16 purely random
Johnson graphs. The following combinations were tested on the SDP relaxation.
• No separators and no support extension (sdp no no).
• The odd cycle inequalities on no support extension (sdp oc no).
• The odd cycle inequalities on the support extension Random-degree-k with k = 3. (sdp oc ra).
• The odd cycle inequalities on the support extension λ2-max with at most 3|V | added addi-
tional edges. (sdp oc l2-3).
• The odd cycle inequalities on the support extension λ2-max with at most 15|V | added addi-
tional edges. (sdp oc l2-15, only computed for the Johnson graphs).
• The odd cycle inequalities on the Shortest-path support extension (sdp oc sp).
• The bisection knapsack walk inequalities on no support extension (sdp bkw no).
• The bisection knapsack walk inequalities on the support extension Most-decided (sdp bkw md).
• The bisection knapsack walk inequalities on the Shortest-path support extension (sdp bkw sp).
• The bisection knapsack walk inequalities on the support extensions Shortest-path and Most-
decided (sdp bkw spmd).
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• The odd cycle inequalities and the bisection knapsack walk inequalities on the support ex-
tensions Shortest-path and Most-decided (sdp ocbkw spmd).
• The odd cycle inequalities and the bisection knapsack walk inequalities on the support ex-
tensions Shortest-path and Try-knapsack-star (sdp ocbkw sptks).
• The knapsack tree inequalities on no support extension (sdp kt no).
• The knapsack tree inequalities on the support extension Most-decided (sdp kt md).
• The knapsack tree inequalities on the support extensions Shortest-path and Most-decided
(sdp kt spmd).
• The complementarity cycles with trees inequalities on no support extension (sdp comp no).
• The complementarity tree inequalities on no support extension (sdp ctree no).
• The cycles with trees inequalities and cycle with tails inequalities on no support extension
(sdp cycle no).
• All available separators on no support extension (sdp all no).
• All available separators on the shortest path support extension (sdp all sp).
• The LP relaxation with all available separators (lp all).
All separators were executed by SCIP in the call back loop of the SDP solver plugin. For each
of the three (differently modified) approximate primal solutions (4.7), (4.6) and (4.5), we asked
all separators to individually produce 100 violated inequalities. We used the modified solutions
in the given order, because we had established in earlier tests that, particularly in later stages
of the computations, modification (4.7) yields more violated inequalities than the other two. If
we already found a total of 100 inequalities for one of the modified primal solutions, we skipped
separation of the remaining one(s) to save time. Among all found (and normed) inequalities, we
chose at most 100 that were most violated with respect to the (unmodified) primal approximate
solution X˜ and added them to the SDP relaxation.
Note that SCIP supplies a filter which selects cuts by different measures like efficacy (distance
of the cut to the current LP solution), parallelism of the cut to the LP objective function and
orthogonality of the cuts to each other. The filter tends to hold back a lot of cuts proposed by
the separators. Therefore, we compared the performance of odd cycle inequalities in the SDP
relaxation with and without SCIP’s filters, but we could not establish a significant advantage of
either setting. Still, we decided to deactivate the filters for the following reason. The ordering of
normed cuts with respect to violation of the solution is not the same, when we compare cuts in
their representation in y-variables and in X-variables. Our selection criterion must be the violation
by a solution of the SDP relaxation in its X-representation. Thus, a premature filtering of the
cuts with respect to its y-representation seems not advisable.
The LP computations were executed with parameter settings suggested by Marzena Fu¨genschuh.
They use SCIP’s ability to assign priorities to separators, and to delay those with a lower priority
if higher priority separators have already found violated inequalities. We disabled all limits on the
number of separation rounds each separator is allowed to take part in.
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Our results are collected in Tables C.7 to C.46, one for each test problem. We report the
number of nodes in V , the number of edges in the initial support E¯, the initial support density d0
and the final support density d∗ in %, the total computation time, the time needed for separators
and for support extensions in seconds, the best known primal bound, the achieved dual bound and
the gap in %. Additionally, we refer to Figures 5.4 and 5.5, which display typical increases of the
dual bounds achieved by different settings. Figures for the remaining problems can be found at
http://www.tu-chemnitz.de/mathematik/discrete/armbruster/diss.
In Tables 5.2 to 5.6, we list collections of hypotheses on the relative performance of different
settings. One should read a hypothesis “A > B” as “Setting A performed better than setting
B.”. For each of the three sets of graphs, we give the total numbers of instances that fulfilled the
hypothesis, that did not fulfil the hypothesis or that were undecidable. We denote these three
outcomes by “T”, “F” and “?”. To decide a hypothesis on an instance, we voted in favour of the
setting which achieved a significantly better dual bound than its competitor. If both bounds were
about the same, we voted in favour of the setting that achieved the bound significantly faster.
Otherwise, we counted the instance as undecidable.
Individual questions that we would like to answer are:
1. How do different inequalities perform individually and together compared to each other and
to the SDP relaxation on the original support (edges of the graph and the initial support
extension One-star)?
2. How do the support extensions Most-decided, Shortest-path and Try-knapsack-star perform
individually and together, when we use them for the bisection knapsack walk inequalities and
the knapsack tree inequalities?
3. How do initial support extensions perform compared to support extension Shortest-path,
when we use them on the odd cycle inequalities?
4. How does the SDP relaxation perform compared to the LP relaxation?
5. Which inequalities are most useful, when all separators are employed?
1. Performance of Inequalities Without Support Extension
The separators for complementarity cycles with trees inequalities (sdp comp no), complementar-
ity tree inequalities (sdp ctree no), cycles with trees inequalities and cycle with tails inequali-
ties (sdp cycle no), proposed by Fu¨genschuh in [49], were able to outperform the pure relaxation
(sdp no no) only on four, four and six out of 40 instances, respectively, when we did not use support
extensions (compare Table 5.2).
In particular, they did not find any violated inequalities on the purely random Johnson graphs.
For the Ferreira graphs, sdp ctree no and sdp cycle no were able to achieve a better dual bound
than sdp no no only in one and three out of 17 instances, respectively. Usually, they just prolonged
the solution times by an unsuccessful search for violated inequalities. The setting sdp comp no
even did not produce a better dual bound than the pure relaxation. Finally, on the seven KKT
graphs the three settings achieved better results than the pure relaxation four, three and three
times, respectively.
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Johnson Ferreira KKT All graphs
Hypothesis T F ? T F ? T F ? T F ?
sdp comp no > sdp no no 0 16 0 0 17 0 4 3 0 4 36 0
sdp ctree no > sdp no no 0 16 0 1 16 0 3 4 0 4 36 0
sdp cycle no > sdp no no 0 16 0 3 14 0 3 4 0 6 34 0
Table 5.2: Performance of inequalities comp, ctree and cycle without support extensions
The three separators discussed above were clearly outperformed by the remaining three, which
are those for bisection knapsack walk inequalities (sdp bkw no), knapsack tree inequalities
(sdp kt no) and odd cycle inequalities (sdp oc no). Moreover, these three settings achieved signif-
icantly better dual bounds than the pure relaxation on 38, 38 and 40 out of 40 instances (compare
Table 5.3 and Figure 5.4). sdp bkw no and sdp kt no only failed on the particularly hard instance
kkt plnt01, and on the Ferreira graph alut2292.494500 due to limited memory.
Johnson Ferreira KKT All graphs
Hypothesis T F ? T F ? T F ? T F ?
sdp bkw no > sdp no no 16 0 0 16 1 0 6 1 0 38 2 0
sdp kt no > sdp no no 16 0 0 16 1 0 6 1 0 38 2 0
sdp oc no > sdp no no 16 0 0 17 0 0 7 0 0 40 0 0
sdp bkw no > sdp oc no 10 6 0 12 5 0 5 1 1 27 12 1
sdp kt no > sdp oc no 10 4 2 13 4 0 5 2 0 28 10 2
sdp bkw no > sdp kt no 2 8 6 6 5 6 2 4 1 10 17 13
Table 5.3: Performance of inequalities bkw, kt and oc without support extensions
It is also interesting to compare the relative performance of the three classes of inequalities
without any additional support extension. The problem specific bisection knapsack walk and
knapsack tree inequalities achieved significantly better dual bounds than the generic odd cycle
inequalities on almost 75% out of all 40 instances (compare, e.g., Figure 5.4). In the remaining
cases, which were characterised by a higher edge density, the odd cycle inequalities won due to
shorter computation times that may be caused by the simpler separation problem.
Between the bisection knapsack walk inequalities and knapsack tree inequalities, no clear winner
can be established. Although the latter are a subset of the former, there are instances on which the
knapsack tree inequalities perform significantly better than the bisection knapsack walk inequali-
ties. We believe that this is due to the minimum root strengthening of knapsack tree inequalities,
which we explained in Section 2.5. Since both separators select the root nodes randomly, they may
miss inequalities with a strong violation. However, the knapsack tree separator can recover some
of these inequalities by moving the root node of a separated inequality.
2. Performance of Tailored Support Extensions
We compared the tailored support extensions Shortest-path, Most-decided and Try-knapsack-star
on the odd cycle inequalities, the bisection knapsack walk inequalities and the knapsack star
inequalities. An overview of our results is given in Table 5.4.
As was already observed by Helmberg in [71], the Shortest-path support extension allows the
odd cycle inequalities to increase dual bounds significantly (sdp oc sp > sdp oc no). In our com-
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Figure 5.4: Root relaxation of graph taq1021.2253 with τ = 0.05. We give the improvement of the
dual bounds (ordinate) within 7200 seconds (abscissa). The optimal primal bound is 118.
Johnson Ferreira KKT All graphs
Hypothesis T F ? T F ? T F ? T F ?
sdp oc sp > sdp oc no 16 0 0 15 1 1 6 1 0 37 2 1
sdp oc sp > sdp kt|bkw * 16 0 0 14 2 1 5 2 0 35 4 1
sdp oc sp > sdp all sp 15 1 0 17 0 0 7 0 0 39 1 0
sdp all sp > sdp all no 15 0 1 5 4 8 2 2 3 22 6 12
sdp kt md > sdp kt no 14 0 2 3 7 7 1 4 2 18 11 11
sdp kt spmd > sdp kt md 9 1 6 1 3 13 0 1 6 10 5 25
sdp kt spmd > sdp kt no 15 0 1 3 7 7 1 4 2 19 11 10
sdp bkw md > sdp bkw no 14 1 1 5 7 5 1 3 3 20 11 9
sdp bkw spmd > sdp bkw md 6 0 10 3 2 12 1 2 4 10 4 26
sdp bkw md > sdp bkw sp 12 3 1 2 8 7 0 5 2 14 16 10
sdp bkw spmd > sdp bkw sp 12 3 1 2 8 7 1 4 2 15 15 10
sdp bkw sp > sdp bkw no 5 1 10 6 3 8 3 1 3 14 5 21
sdp ocbkw spmd > sdp ocbkw sptks 2 2 12 4 2 11 1 3 3 7 7 26
sdp ocbkw sptks > sdp bkw sp 16 0 0 14 0 3 5 0 2 35 3 2
Table 5.4: Performance of support extensions Shortest-path, Most-decided and Try-knapsack-star
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putations, the increase of the dual bound is not as large as in those of Helmberg. This is due
to the initial support extension One-star, which is always present in our relaxation, and which
enables us to achieve a better dual bound than Helmberg without the additional support exten-
sion Shortest-path. Yet, the impact of the Shortest-path support extension is still clearly visible
(compare Figures 5.4 and 5.5). Moreover, while the odd cycle inequalities lost against the bi-
section knapsack walk inequalities and the knapsack tree inequalities without support extensions,
the Shortest-path support extension (as well as the initial support extension Random-degree-3
discussed below) allowed the odd cycle inequalities to achieve better or comparable dual bounds
on almost all instances (sdp oc sp > sdp kt|bkw *). On the Johnson graphs, the positive effect of
Shortest-path carries over to tests with all separators (sdp all sp > sdp all no). On the Ferreira
graphs and the KKT graphs, this hypothesis cannot be decided. However, using the Shortest-path
support extension, the odd cycle inequalities alone perform better than all separators together on
all but one of the forty test instances (sdp oc sp > sdp all sp). This seems to be due to longer
run times for the other separators (see Table C.47 and our remarks at the end of this section).
Therefore, we chose the odd cycle inequalities with support extension Shortest-path for our final
branch-and-bound computations.
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Figure 5.5: Root relaxation of G124,5 and τ = 0. We give the improvement of the dual bounds
(ordinate) within 7200 seconds (abscissa). The optimal primal bound is 63.
The support extension Most-decided, designed with knapsack tree inequalities and bisection
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knapsack walk inequalities in mind, allowed both inequalities to improve the dual bounds in almost
50% of all 40 instances, while it decreased dual bounds only in 25% of all 40 instances (sdp kt md >
sdp kt no and sdp bkw md > sdp bkw no). The performance increase is most clearly seen on the
Johnson graphs (compare Figure 5.5). Further addition of the Shortest-path support extension to
the support extension Most-decided seems not to pay off for both knapsack tree inequalities and bi-
section knapsack walk inequalities (sdp kt spmd > sdp kt md and sdp bkw spmd > sdp bkw md).
A ranking of both support extensions for usage with bisection knapsack walk inequalities or knap-
sack tree inequalities is hard to decide (compare sdp bkw md > sdp bkw sp). Nevertheless, the
support extension Most-decided seems to be a step in the right direction. One should not forget
that Shortest-path in principle mimics the odd cycle separator, while the support extension Most-
decided cannot foresee whether edges added by it will actually be chosen by the bisection knapsack
walk or knapsack tree separator.
The same objections could be raised against the support extension Try-knapsack-star. Although
there is a clear vote for sdp ocbkw sptks in sdp ocbkw sptks > sdp bkw sp, the victory of the first
setting might actually be caused by addition of the odd cycle inequalities and not by support
extension Try-knapsack-star. However, without odd cycle inequalities the theoretical foundation
of the support extension Try-knapsack-star is not given.
3. Performance of Initial Support Extensions
Together with the odd cycle inequalities, we tested the initial support extensions λ2-max with
3|V | and 15|V | added edges (sdp oc l2-3 and sdp oc l2-15) and Random-degree-k with k = 3
(sdp oc ra). We compared the results with the Shortest-path support extension (sdp oc sp) that
was particularly constructed for odd cycle inequalities. An overview is given in Table 5.5.
The support extension λ2-max with 3|V | added edges was able to achieve better results than
Shortest-path only in four out of 40 instances. In 30 instances, it was clearly outperformed by
Shortest-path. In general, the heuristic λ2-max suffers from long computation times to set up
the initial support extension. The time needed to actually increase the dual bound is comparable
with that of Shortest-path. Therefore, Shortest-path was able to achieve the same dual bounds in
shorter total computation times on most graphs (compare, e.g., Figure 5.5).
On the Johnson graphs, Shortest-path was even able to achieve better dual bounds than λ2-
max. We observed that the final support size of Shortest-path was substantially bigger than that
of λ2-max with 3|V | added edges (see column d∗ in Tables C.31 to C.46). Therefore, we allowed
λ2-max to add 15|V | edges. Although this increased the final support size well above that of
Shortest-path, and dual bounds increased in all cases, λ2-max was not able to beat Shortest-path
(compare, e.g., Figure 5.5).
Let us now turn to the initial support extension Random-degree-k with k = 3. While it was
not able to perform better than Shortest-path on the Johnson graphs, it won eleven times against
Shortest-path and tied eleven times with Shortest-path on a total of 24 Ferreira graphs and KKT
graphs. Its victories over Shortest-path were mainly due to shorter computation times. Moreover,
on the particularly hard graph kkt plnt01 it was the only support extension that enabled the SDP
relaxation together with the odd cycle inequalities to achieve a comparable dual bound to that of
the LP relaxation, even if the LP relaxation computed its dual bound in a fraction of the time
needed by the SDP relaxation. Due to its good performance, we also chose the support extension
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Random-degree-3 for final branch-and-bound computations with odd cycle inequalities.
Johnson Ferreira KKT All graphs
Hypothesis T F ? T F ? T F ? T F ?
sdp oc ra > sdp oc sp 0 16 0 7 2 8 4 0 3 11 18 11
sdp oc l2-3 > sdp oc sp 0 16 0 3 9 5 1 5 1 4 30 6
sdp oc l2-15 > sdp oc sp 0 15 1 - - - - - - 0 15 1
sdp oc ra > sdp oc l2-3 6 1 9 11 1 5 6 0 1 23 2 15
Table 5.5: Performance of extensions λ2-max and Random-degree-3
4. SDP Relaxation Compared to LP Relaxation
Let us now enter the first round in our contest SDP relaxation vs. LP relaxation. The results
are summarised in Table 5.6, and clearly favour the SDP relaxation. The LP relaxation was only
able to outperform the SDP relaxation on selected KKT instances, in particular on kkt plnt01 and
kkt capt09. The more common case is that the LP relaxation starts up fast with its first dual
bound greater than zero, while the SDP relaxation needs some warm up time to even achieve a
positive dual bound (see, e.g., Figure 5.4). However, soon SDP profits from a steep ascent in the
dual bound and catches up, while LP suffers from rather small improvements of the dual bound.
Both SDP and LP show the typical tailing-off effect.
Johnson Ferreira KKT All graphs
Hypothesis T F ? T F ? T F ? T F ?
sdp oc sp > lp all 16 0 0 15 2 0 4 2 1 35 4 1
sdp all sp > lp all 16 0 0 12 4 1 3 3 1 31 7 2
Table 5.6: Performance of SDP and LP in root node
5. Usefulness of Inequalities
Table C.47 gives an overview about the numbers of inequalities of each class that were separated,
when we computed the SDP relaxation with all separators and the Shortest-path support extension.
With each pair of problem and class of inequality, we give a quadruple a(b, c, d), where a states the
number of active inequalities after the last iteration, b states the number of inequalities separated
in all separation rounds, c states the average iteration in which the inequalities were found, and d
the total run time of the respective separator in seconds. We see that the inequalities compl, ctree
and cycle were hardly used. Between the inequalities oc, bkw and kt, there always seems to be one
that is much more used than the others. In case of the purely random Johnson graphs, odd cycles
are dominant, while there is no clear pattern for the distribution of inequalities in case of KKT
graphs and Ferreira graphs. In any case, the odd cycle inequalities have the shortest separation
time, which explains their superior performance, when they are used on their own.
Table C.48 presents the number of separated inequalities and the run time of each separator,
when we computed the LP relaxation with settings suggested by Fu¨genschuh (private communica-
tion). The separators were called in the following order and were delayed if another separator with
a higher priority had already found cuts: kt, oc, bkw, ctree, cycle and compl. The given priorities
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are based on empirical knowledge on the effectiveness of the different cuts in the LP relaxation.
Time differences to the total separation times given in the individual problems’ Tables C.7 to C.46
are due to separation of inequalities from SCIP’s own cut pool, which was enabled, because it
seemed helpful. From these tables, we can also read that computations for the LP relaxation
were most of the time occupied with solving the relaxation using CPLEX, while in the case of the
SDP relaxation quite a large fraction of the computation time was spent for separation (compare
settings sdp all sp to lp all in Tables C.7 to C.46).
5.2.4 Branching Rules, Shrinking and Warm Start
We used our selection of random problems to test the branching rules Most Feasible (MF), Most
Parallel (MP), Most Infeasible (MI), Most Orthogonal (MO), Most Orthogonal Elaborate (MOEL)
and Random (RA), the methods shrinking (S) vs. no shrinking (NS), and warm start (W) vs. no
warm start (NW).
Our final choice of branching rule was based on test runs on the chosen random instances with
all 24 combinations of a branching rule, choice of shrinking and choice of warm start. We used the
early branching criteria as described in Section 4.5, odd cycle inequalities and the Shortest-path
support extension. We set a time limit of 7200 seconds for every problem. Table 5.7 summarises
the detailed results given in Tables C.2 to C.5 and lists the relative time savings obtained by the
branching rules (MF), (MP), (MI), (MO) and (MOEL) compared to the benchmark branching rule
(RA).
setting (MF) (MP) (MI) (MO) (MOEL)
(NS,NW) -435.39% -357.71% 18.73% 24.56% 33.14%
(NS,W) -533.43% -318.41% 22.87% 20.15% 36.59%
(S,NW) -282.48% -208.64% 12.53% 25.57% 37.64%
(S,W) -360.36% -318.29% 25.41% 24.74% 36.85%
Table 5.7: Time savings of branching rules (MOEL), (MO), (MI) and (MP) compared to benchmark
branching rule (RA) for each combination of no shrinking (NS) or shrinking (S) with no warmstart
(NW) or warmstart (W). A positive value corresponds to a time saving while a negative value
indicates a time loss relative to the time needed by rule (RA).
We see that rule Most Feasible (MF) and its relative Most Parallel (MP) from vector labelling
perform badly. They needed quite large multiples of branch-and-bound nodes compared to the
other branching rules. Their performance increase was larger compared to that of the other rules,
when we switched from no shrinking to shrinking. This is quite natural, because rules (MF) and
(MP) tend to create rather narrow and deep branching trees, so they profit most from reductions
in the problem’s dimension. However, they were still not competitive compared to the other rules.
Rule (MP), based on the vector labelling idea, seems to perform better than the simple rule (MF).
Let us now turn to rule Most Infeasible (MI) and its vector labelling relatives Most Orthogonal
(MO) and Most Orthogonal Elaborate (MOEL). We see that all three performed better than (RA)
in all cases. The most sophisticated rule (MOEL) was always better than (MI) and (MO). It is
nice to see that the additional effort in branching rule (MOEL) payed off. Therefore, we decided
to use this rule in our final computations. Note that we repeated our experimental computations
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for rule (MOEL), after we discovered our misfortune in the definition of one of its formulae (see
our remark at the end of Section 4.4.5). However, computation times decreased by less than 5%.
Our final computations on large problems could not be repeated for lack of time, but we believe
that the influence of the flaw in rule (MOEL) should not be significant.
What can we say about the alternatives shrinking and no shrinking, and warm start and no
warmstart? If we compare the total run times of rule (MOEL) in all four possible combinations
(see Table 5.8), we see that warm start is slightly better than no warmstart in case of shrinking,
but that it does not pay off in case of no shrinking. Furthermore, we see that the best times with
rule (MOEL) are achieved by shrinking and warmstart. So, we could settle for the combination
shrinking and warm start, and forget about no shrinking and warm start.
setting (MOEL)
(NS,NW) 7352.52
(NS,W) 10991.80
(S,NW) 7647.00
(S,W) 7007.19
Table 5.8: Total run times (in seconds) of branching rule (MOEL) in different combinations of no
shrinking (NS) or shrinking (S) with no warmstart (NW) or warmstart (W).
However, a word of warning is due. On the one hand, the bad performance of the combination
no shrinking and warm start is caused by an increased number of inner iterations of the spectral
bundle method. We explained in Section 4.9, how we attempted to solve this problem with our
warm start scaling heuristics. While we have found a scaling that moderated this effect a bit (see
the corresponding computational results given in Section 5.2.5), one can still see it. On the other
hand, the combination no shrinking and warm start is the only one that guarantees that the dual
bound after the first descent step in the child node is at least as good as the last dual bound
of the parent node. Moreover, all other three combinations can end up with a final dual bound
in the child node that is still worse than the last dual bound of the parent node. So, there is
no guaranteed progress in the dual bounds, when we go from parent to child nodes. In our final
computations on large problems, we will see that this issue sometimes enables the combination no
shrinking with warm start to win against our favourite combination shrinking with warm start.
5.2.5 Scaling for Warm Start after Branching
We tested the scaling rules for warm start after branching without shrinking as explained in
Section 4.9 on our random test graphs. The results can be seen in Table C.6. For each triple
of problem, scaling rules (NC), (SACP), (SATP) and (PA), and the parameter φ = 5, 10, 20, 100,
we give the average time in seconds needed for the first descent step after branching for each
scaling heuristic. The last row gives the average of all problems. The actual full computation of
each node was realised using no scaling (NSc). We used the odd cycle separator, the Shortest-
path support extension and the branching rule (MOEL). The best scaling rule was (SACP) for
parameters φ = 20 and 100. It saved almost 20% of the time needed for the first descent step. For
our final computations, we chose scaling rule (SACP) with φ = 20.
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5.3 Final Computations
In this section, we will compare the performance of our branch-and-cut approach to some other
approaches known in the literature. We chose the studies of Ferreira et al. [43], Karisch and
Rendl [82], Helmberg [71], Rendl et al. [113] and Fu¨genschuh [49]. To the best of our knowledge,
there is only one other study that could be suitable for a comparison, namely that of Billionnet
et al. [20]. However, we omit a detailed comparison with Billionnet et al. [20], because they were
clearly outperformed by Biq Mac of [113] on quadratic programming instances with more than
100 nodes. Furthermore, Billionnet et al. reported, from our point of view, unsatisfactory results
of their approach on small sparse bisection instances, for which they could close the gap between
primal and dual bound to about 9% only.
For all computations, we have used the spectral bundle method on our SDP relaxation, odd
cycle inequalities (oc), the support extensions Shortest-path (sp) or Random-degree-3 (ra), our
early branching criteria as explained in Section 4.5, branching rule (MOEL) and node selection
rule best first search, shrinking (s) or no shrinking (ns) after branching, warm start after branching,
scaling for warm start in case of no shrinking using scaling rule (SACP) with φ = 20, and our three
primal heuristics Rounding, Goemans-Williamson and SumPi followed by heuristic Bisection and
the improvement heuristics Fiduccia-Mattheyses (on graphs with less than 10000 edges), Swap and
Move.
5.3.1 Comparison LP and SDP with Branch-and-Cut
In this section, we compare our approach to the studies of [43] and [49], which use LP relaxations
and branch-and-cut to solve (MB) and (ME).
The first study actually looked at (MNCGP) and used an LP relaxation of this problem, which
is similar to the one of (MB) that we have introduced in Section 2.7. Thus, edge and node
variables were present in the relaxation. The relaxation was strengthened by tree inequalities, star
inequalities, cycle inequalities and knapsack tree inequalities, which are all valid for the polytope
PKM ⊆ [0, 1]|E| associated to (MNCGP). While the main focus lay on (MNCGP), Ferreira et al. also
solved some equipartition instances (ME). In particular, we can compare our results on instances
from small finite element meshes that we give in Table C.49. Ferreira et al. used a Sun 4/50 with
40 MHz and set a time limit of 300 minutes. This corresponds to a time limit of 225 seconds for our
approach on the 3.2 GHz processor that we used. There are four instances in our test set that were
also solved by Ferreira et al., namely mesh.70.120, mesh.138.232, mesh.148.265 and mesh.274.469.
Converted to our computational environment, their LP approach took 1.04, 81.45, 10.63 and 69.03
seconds to solve these four problems, respectively. From Table C.49, we see that our computation
times of at most 0.61, 15.70, 1.11 and 19.38 seconds, respectively, are better than those of Ferreira
et al. The remaining problems in that table show that the SDP approach has no difficulties to
solve finite element mesh instances of such small sizes to optimality.
Computations on the remaining graphs given by Ferreira et al. can only be compared to the
recent study of Fu¨genschuh [49], because Ferreira et al. give no further equipartition results.
Fu¨genschuh also uses the branch-and-cut framework SCIP. She solves (MB) or (ME) on the LP
relaxation (4.2) and separates odd cycle inequalities (oc) to achieve a valid description of the bi-
section cut polytope. Furthermore, she uses knapsack tree inequalities (kt), bisection knapsack
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lp all small lp all big
max rounds max cuts max rounds max cuts
delay root else root else freq root else root else freq
knap no ∞ 1 50 50 1 ∞ 1 100 50 1
oc no ∞ 1 50 50 1 ∞ 1 200 50 1
bkw yes 100 1 50 50 10 100 1 50 50 10
ctree yes 10 1 50 50 5 10 1 50 50 5
cycle yes 10 1 10 10 5 10 1 10 10 5
compl yes 10 1 50 50 5 10 1 50 50 5
Table 5.9: Separator settings for the LP computations with branch-and-cut
walk inequalities (bkw), complementarity tree inequalities (compl), cycles with trees inequalities
and cycle with tails inequalities (cycle), and complementarity cycles with trees inequalities (ctree)
to strengthen the relaxation. The separators are called in the following order: kt, oc, bkw, compl,
cycle, and ctree. The latter four are delayed if one with a higher priority has already found cuts.
All separated cuts are added to the current LP relaxation and to SCIP’s own cut pool. Cuts from
this pool are separated in every node of the tree before the other separators are called.
We tested the LP approach on two settings that were suggested to us by Fu¨genschuh at the
time of our study, and which differed in the number of separation rounds that each separator was
allowed to take part in for each node (max rounds) and in the number of cuts that each separator
was asked to find (max cuts). We summarise the settings in Table 5.9. The columns labelled
freq give the multiples of depths of the branch-and-bound tree on which a separator is called. For
instance, the bisection knapsack walk separator is only called in the root node and for nodes with
depth 10, 20, etc.
To find primal feasible solutions, LP uses the heuristics MeTiS, Grasp and Genetic. MeTiS is
called only once before the first relaxation is computed. Grasp is a greedy randomised adaptive
search procedure and improves bisections similar to the Kernighan-Lin heuristic. For details, we
refer to [49]. Genetic is a genetic algorithm and is discussed in [7, 8, 49]. Grasp and Genetic are
called at depths of multiples of 30 and 20, respectively.
Let us compare the performance of LP and SDP relaxations on small problems first (see Ta-
ble C.49). For the finite element mesh instances, the new LP approach is faster than the old one
of Ferreira et al. on two instances that were also computed by Ferreira et al. and slower on the
other two. SDP is faster than LP on almost all instances. In particular, on the largest instance,
LP is ten times slower than SDP.
On the compiler design instances, given by Ferreira et al., LP clearly outperforms SDP (see
Table C.50). While LP solves all instances within a few seconds to optimality, SDP has serious dif-
ficulties and creates extraordinary vast branch-and-bound trees compared to its normal behaviour.
In particular, the largest instance (just 61 nodes and 187 edges!) cannot be solved at all by any
of SDP’s settings within the time limit of five hours. If we compare the root dual bounds between
SDP and LP, we see that SDP is within reach of LP. We also looked at the individual nodes of
the tree and saw that more than 90% can be cut off by our preprocessing routine due to infeasible
branching or by the relaxation after one descent step of the spectral bundle method. Thus, our
branching rules are not very successful on these instances. We do not know if this is caused by
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the unusual heterogeneous distribution of node and edge weights over quite large intervals. If we
compare the different settings of SDP on the compiler design instances, we see that shrinking of
relaxations after branching works much better than no shrinking, and that the Random-degree-3
support extension is superior to Shortest-Path.
On the small VLSI instances of Table C.51, LP wins in six out of nine instances against SDP
due to faster computation times. It often provides a better root dual bound and, therefore, does
not need as many nodes in the branch-and-bound tree as SDP. Between SDP’s different settings,
no clear winner can be established.
Let us now turn to bigger VLSI instances, the KKT graphs and the purely random Johnson
graphs. Except for the three additional large KKT graphs, the test set is the same as the one that
was used for our experiments in the root node. There are two groups of interesting questions:
1. Will LP be able to beat SDP in this second round? Can it at least gain some ground
due to more sophisticated branching rules and a better integration into the branch-and-cut
framework SCIP? Or will SDP defend its pole position, which it has gained in the first round?
2. Which of the four combinations of one support extension Shortest-path or Random-degree-3
with one of problem shrinking or no problem shrinking will be superior for SDP?
Again, we will test some hypotheses on the basis of our computational results that we have
collected in Tables C.52 to C.57. As before, we read a hypothesis “A > B” as “Setting A performed
better than setting B.” This time, a setting wins against the other if it achieves a better gap between
primal and dual bound. If both settings tie with respect to the gap, we declare the setting the
winner that reaches the gap faster. Otherwise, we cannot decide the hypothesis.
1. SDP vs. LP
From the first two rows of Table 5.10, we can see that we can leave our ranking between SDP
and LP, which we got from our root relaxation experiments, unchanged to a great extent. Among
the four different settings for SDP, there was in 34 and 33 out of 43 cases always at least one
that performed better than sdp small and sdp big, respectively. The latter LP setting achieved
better results than the former in 21 cases, while 14 were undecidable. We have also looked at the
questions of how often SDP found better primal solutions than LP (pb sdp > pb lp) and how often
the SDP dual bound was better than the LP dual bound (db sdp > db lp). The first one can only
be answered for the Ferreira graphs and the KKT graphs, because, in case of the Johnson graphs,
we have used the previously best known primal bounds from literature as primal objective limits
for both SDP and LP. Anyway, for the remaining 27 Ferreira and KKT instances, SDP was able
to find better primal feasible solutions than LP 15 times, while they achieved the same primal
bounds 12 times. With respect to dual bounds, SDP performed better than LP on 27 out of 43
test instances, while LP only won on six graphs. A notable exception is the good performance of
LP with respect to dual bounds on some KKT graphs. However, LP failed to find good primal
bounds for these instances.
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Johnson Ferreira KKT All graphs
Hypothesis T F ? T F ? T F ? T F ?
sdp * * > lp small 14 2 0 14 2 1 6 3 1 34 7 2
sdp * * > lp big 14 2 0 14 2 1 5 4 1 33 8 2
pb sdp > pb lp - - - 9 0 8 6 0 4 15 0 12
db sdp > db lp 14 0 2 10 1 6 3 5 2 27 6 10
lp small > lp big 4 10 2 2 8 7 2 3 5 8 21 14
Table 5.10: Performance of SDP and LP with branch-and-cut
2. Different Settings for SDP
Let us now compare the four different settings for SDP. Remember that we had singled out shrinking
with warm start in the tests on our random graphs. However, we also wanted to give no shrinking
with warm start a chance, because it is the only setting that guarantees that the dual bounds in
the child nodes are not worse than those of the parent node. An overview of our results is given
in Table 5.11.
While the consideration of no shrinking was no good idea in combination with the Random-
degree-support extension on the purely random Johnson graphs, where shrinking won in all cases
against no shrinking (oc ra s > oc ra ns), it payed off in the case of the Ferreira graphs, where no
shrinking won twice as many instances than shrinking. An extreme case are the performance differ-
ences between no shrinking and shrinking for the Ferreira graph dmxa1755.3686 (see Table C.53).
In this instance, a few more descent steps in the root relaxation would have solved the problem to
optimality. However, the early branching criterion triggered branching a little bit too soon. While
the settings without shrinking instantly pushed the dual bound beyond the next integral value in
the two child nodes of the root, the settings with shrinking failed to produce better dual bounds,
and built up a pile of unprocessed nodes. Until the time limit was reached, they were not able to
cut off all nodes and, finally, left the problem unsolved.
What can we say about the two support extensions? Shortest-path achieved better results
than Random-degree-3 on the Johnson graphs; an outcome that was almost predicted by our root
relaxation results. On the Ferreira graphs and the KKT graphs, Random-degree-3 was already
ahead by a nose in our first tests (see Table 5.5), and it could clearly extend its lead in our final
test runs with branching (see Table 5.11).
Johnson Ferreira KKT All graphs
Hypothesis T F ? T F ? T F ? T F ?
oc sp s > oc sp ns 5 3 8 3 7 7 1 2 7 9 12 22
oc ra s > oc ra ns 16 0 0 4 7 6 2 2 6 22 9 12
oc ra s > oc sp s 0 16 0 12 3 2 7 3 0 19 22 2
oc ra ns > oc sp ns 0 16 0 11 5 1 6 4 0 17 25 1
oc ra s > oc sp ns 0 16 0 13 4 0 7 3 0 20 23 0
oc ra ns > oc sp s 0 16 0 13 3 1 6 4 0 19 23 1
Table 5.11: Performance of different SDP settings for branching
Note that we also experimented with using Random-degree-3 and Shortest-path together on
our small random graph instances, because Random-degree-3 had reduced the computation times
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Helmberg (5 hours) Armbruster (5 hours)
Problem pb db gap #n b&b pb db rdb gap setting
kkt lowt01 13 13 0.00% 1 (0) 13 13 13 0.00% oc ra s|ns
kkt putt01 28 28 0.00% 1 (0) 28 28 28 0.00% oc ra s|ns
kkt capt09 6 5 20.00% 17 (2) 6 5 3.88 20.00% oc ra ns
kkt skwz02 567 559 1.43% 30 (19) 567 562 557.34 0.89% oc sp s
kkt orb11 2087 2034 2.61% 7 (8) 2077 2069 2063.09 0.39% oc ra s
kkt plnt01 74 9 722.22% 23 (24) 49 11 7.49 345.45% oc ra ns
kkt heat02 150 145 3.45% 1 (2) 150 149 148.12 0.67% oc ra s|ns
kkt traj27 8174 8141 0.41% 1 (2) 8194 8086 8085.75 1.34% oc ra s|ns
kkt lnts02 6589 6064 8.66% 1 (2) 6619 6120 6119.7 8.15% oc sp s|ns
kkt traj33 9593 9497 1.01% 1 (2) 9611 9324 9323.12 3.08% oc sp s|ns
Table 5.12: Comparison with results of Helmberg [71] on the KKT graphs (5 hours time limit)
needed to solve these instances to optimality by 50% compared to Shortest-path (we do not include
a table with detailed results). However, when both support extensions were used, the run times
remained at the level of those experiments in which only Shortest-path was used. The reason for
this might be that Shortest-path tends to prolong the computation times of individual relaxations,
because it enables the odd cycle separator to find inequalities whose maximum violation is large
enough to pass the early branching criterion. While this increases the achievable dual bound in
each relaxation, it prevents us to benefit from branching. In particular, small tractable problems
can be solved faster if one branches earlier.
5.3.2 Comparison to Previous Results for the KKT Graphs
In his study [71], Helmberg used the spectral bundle method to compute the same SDP relaxation
as ours with τ = 0.05 on the KKT graphs. He strengthened the relaxation by odd cycle inequalities,
which were assisted by the Shortest-path support extension. Finally, he employed primal heuristics
that were, like our heuristics, based on the approximate primal solution. Our main advantage might
be the initial support extension One-star. We have already observed that this helped to increase the
dual bounds that are reachable by odd cycle inequalities without the support extension Shortest-
path. Furthermore, we have also seen that the Random-degree-3 support extension worked well in
the root relaxation of some KKT instances. So, let us now consider tests on the KKT instances
with branch-and-cut.
Helmberg used a Pentium III 800 MHz (256 KByte Cache) with 1 GByte of memory and set a
time limit of 20 hours. This leaves us with a time limit of 5 hours. While we were not able to prove
the optimality of any more primal bounds than Helmberg within this time limit, we improved some
gaps significantly. We also found better bisection cuts for the graphs kkt orb11 and kkt plnt01.
Our results are given in Tables C.54 and C.55 and summarised in Table 5.12.
Encouraged by this progress, we computed the eight unsolved KKT instances once again, but
without a time limit. We compare our final results to those of Helmberg in Table 5.13. This
time, we could prove optimality of the primal bound 6 for kkt capt09 within 7.24 hours and of a
bisection cut for kkt heat02 with 150 cut edges within 24.43 hours. For kkt traj27 we improved
the best previously known primal bound to 8173. Furthermore, we were almost able to prove
optimality of a bisection of kkt skwz02 with 567 cut edges, however the programme crashed due to
limited memory after having separated 590000 odd cycle inequalities (in fact, an earlier experiment
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Helmberg (5 hours) Armbruster (no time limit)
Problem pb db gap #n b&b pb db rdb gap setting hours
kkt capt09 6 5 20.00% 23 (0) 6 6 3.88 0.00% oc ra ns 7.24*
kkt skwz02 567 559 1.43% 962 (107) 567 566 557.34 0.18% oc sp s 44.33†
kkt orb11 2087 2034 2.61% 420 (165) 2077 2075 2063.09 0.10% oc ra s 58.98†
kkt plnt01 74 9 722.22% 365 (366) 49 18 7.49 172.22% oc ra ns 107.93
kkt heat02 150 145 3.45% 3 (0) 150 150 148.82 0.00% oc ra s 24.43*
kkt traj27 8174 8141 0.41% 13 (14) 8173 8121 8094.88 0.64% oc ra ns 87.4
kkt lnts02 6589 6064 8.66% 6 (7) 6619 6139 6128.25 7.82% oc sp s 79.55
kkt traj33 9593 9497 1.01% 9 (10) 9593 9485 9450.52 1.14% oc sp s 105.55
Table 5.13: Comparison with results of Helmberg [71] on the KKT graphs (no time limit). †denotes
problems that crashed due to limited memory.
with a preliminary version of our implementation was able to prove optimality within 420 hours).
Similarly, kkt orb11 was nearly solved.
5.3.3 Comparison to Previous Results for the Johnson Graphs
There are two studies that give the currently best known dual bounds for the minimum equiparti-
tioning problem on some of the Johnson graphs. The first one was given by Karisch and Rendl [82]
in 1998, while the second one was published by Rendl, Rinaldi and Wiegele [113, 125] in 2006.
Karisch and Rendl consider a semidefinite relaxation for the k-partitioning problem, i.e.,
(MNCGP) with identical node weights and k clusters of equal cardinality, and apply it to the
equipartitioning problem (ME), i.e., k = 2. To be more precise, let |V | = n = km for given
integers k and m, and let A denote the adjacency matrix of the graph G = (V,E). The relaxation
considered by Karisch and Rendl is
min
1
2
〈Diag(Ae)−A,X〉
s.t. X ∈ Sn, diag(X) = e,Xe = me
Xij ≥ 0 ∀1 ≤ i, j ≤ n
X  0∑
i<j ∧ i,j∈I
Xij ≥ 1 with |I| = k + 1
Xij +Xik ≤ 1 +Xjk∀ triples (i, j, k) .
(5.1)
This relaxation makes use of the fact that a partition of V can be described by a matrix X ∈
Sn ∩ {0, 1}|V |, where Xij = 0 if i and j are in different clusters, and Xij = 1 if i and j are in
the same cluster. The objective function 12 〈Diag(Ae)−A,X〉 evaluates the costs of a partition
described by such an X . The constraint Xe = me assures that each cluster contains exactly m
nodes. Xij ≥ 0 for all 1 ≤ i, j ≤ n and X  0 are additional valid restrictions. The constraints∑
i<j ∧ i,j∈I Xij ≥ 1 with |I| = k + 1 are called independent set constraints and model the fact
that at least two nodes of an arbitrary selection of at least k + 1 nodes of V must be in the same
cluster. The last constraints of (5.1) are triangle constraints applied to X ∈ Sn ∩ {0, 1}|V |, i.e.,
if i and j are in the same cluster and i and k are in the same cluster, then all three, i, j and
k, have to be in the same cluster. Karisch and Rendl solve the relaxation with an interior point
method. Since there are too many independent set constraints and triangle constraints, O(|V |k)
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and O(|V |3), respectively, they were not included directly in the relaxation, but rather separated.
Karisch and Rendl improved the previously known lower bounds and upper bounds for equicuts
on the Johnson graphs with up to 500 nodes. In particular, they were able to prove optimality for
primal bounds of the graphs G124,2.5 and U500,5.
Rendl, Rinaldi and Wiegele approach our relaxation (3.19) in case of equipartition, i.e., for
fv = 1 for all v ∈ V , |V | even and F = |V |2 , via a relaxation of the maximum cut problem. Their
relaxation is derived by lifting the bisection constraint 〈ffT , X〉 = 0 of our relaxation (3.19) with a
guessed Lagrange multiplier of one into the objective function. This new objective function is then
maximised instead of being minimised. Then, they observe that their relaxation corresponds to a
relaxation of the maximum cut problem on a graph with the adjacency matrix B = −A + ffT .
Any solution of this maximum cut problem gives a cut δ(S) with value z. If |S| happens to
be equal to |V |2 , then
|V |2
4 − z gives the optimal value of the equipartition problem. In any
case, an upper bound computed for the maximum cut problem yields a valid lower bound for
the equipartitioning problem. Rendl et al. use their successful branch-and-cut approach Biq Mac,
which currently represents the state-of-the-art in solving maximum cut and quadratic programming
problems exactly on dense graphs with up to 100 nodes and on sparse or structured graphs with
up to 300 nodes via an SDP relaxtion. Biq Mac uses a dynamic bundle method as described in
Section 3.3.4. There we have already explained the limitations of this method that are due to its
use of interior point methods for the function evaluation. Indeed, Wiegele confirmed that there
is no hope to tackle graphs with 500 nodes or more with Biq Mac, because the root relaxation
would be already too expensive to compute (private communication). However, they were able to
prove the optimality of equicuts found by Johnson et al. for the graphs G124,2.5, G124,5, G124,10,
G124,20 and G250,2.5 and to improve previously known lower bounds for the graphs G250,5, G250,10
and G250,20 significantly.
We compare our results on all Johnson graphs to those of Karisch et al. and Rendl et al. in
Table 5.14, while more details are given in Tables C.58 to C.60. Rendl et al. used a Pentium IV
with 3.6 GHz and 2 GByte RAM on a Linux System and stopped computations, after a time limit
of 32 hours had been reached. Since we have 3.2 GHz, we stopped our computations after 36 hours.
Within this time limit, we were able to solve all of the previously solved problems exactly. For
graph G250,5, we could slightly improve the dual bound given by Rendl et al., while this was not
possible for the more dense graphs G250,10 and G250,20. However, we were able to improve the dual
bounds given by the older study of Karisch et al. on all the previously unsolved instances with 500
and 1000 nodes. In particular, we were able to prove optimality of primal bounds for the geometric
random graphs U500,10, U1000,5 and U1000,10 for the first time. For graph U1000,5, we could improve
the best previously known primal bound to an optimal solution. The corresponding equipartition
is displayed in Figure 5.6.
5.4 Conclusions
We demonstrated that branch-and-cut with the spectral bundle method as solver of the dual SDP
relaxation of minimum bisection problems is feasible for sparse large-scale graphs that are not
reachable by other known SDP based branch-and-cut approaches that cannot exploit sparsity.
Even though we cannot specify a size of graphs that can be solved in a routine manner by our
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Previously known Armbruster (36 hours time limit)
Problem pb db gap #n b&b pb db rdb gap setting
G124,2.5 13 13 0.00% 5 (0) 13 13 11.88 0.00% m01
G124,5 63 63 0.00% 121 (0) 63 63 58.23 0.00% m02
G124,10 178 178 0.00% 6055 (0) 178 178 166.09 0.00% m02
G124,20 449 449 0.00% 5889 (0) 449 449 433.04 0.00% m02
G250,2.5 29 29 0.00% 33 (0) 29 29 26.8 0.00% m02
G250,5 114 106 7.55% 1518 (1519) 114 107 97.62 6.54% m02
G250,10 357 335 6.57% 6365 (4454) 357 335 322.6 6.57% m02
G250,20 828 793 4.41% 913 (914) 828 788 773.96 5.08% m01
G500,2.5 49 36 36.11% 8 (9) 49 46 45.69 6.52% m01
G500,5 218 184 18.48% 28 (29) 218 195 192.36 11.79% m01
G500,10 626 547 14.44% 336 (337) 626 553 545.46 13.20% m01
G500,20 1744 1612 8.19% 755 (756) 1744 1615 1599.95 7.99% m01
G1000,2.5 102 0 ∞ 1 (2) 102 81 80.81 25.93% m01
G1000,5 451 0 ∞ 13 (14) 451 370 366.06 21.89% m01
G1000,10 1367 0 ∞ 166 (167) 1367 1172 1160.04 16.64% m01
G1000,20 3389 0 ∞ 433 (434) 3389 3070 3053.67 10.39% m01
U500,5 2 2 0.00% 1 (0) 2 2 2 0.00% m01
U500,10 26 19 36.84% 15 (0) 26 26 23.95 0.00% m01
U500,20 178 126 41.27% 199 (114) 178 176 148.13 1.14% m01
U500,40 412 369 11.65% 495 (494) 412 390 357.02 5.64% m01
U1000,5 3 0 ∞ 1 (0) 1 1 1 0.00% m01
U1000,10 39 0 ∞ 3 (0) 39 39 37.56 0.00% m01
U1000,20 222 0 ∞ 108 (101) 222 216 197.49 2.78% m01
U1000,40 737 0 ∞ 133 (74) 737 727 714.45 1.38% m01
Table 5.14: Comparison with results of Karisch et al. [82] and Rendl et al. [113, 125] on the Johnson
graphs (36 hours time limit)
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Figure 5.6: An optimal equipartition with 1 cut edge for graph U1000,5
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approach, we believe that we took a step into the right direction. In particular, we could show that
SDP based branch-and-cut on sparse large-scale graphs is competitive with LP based approaches.
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of Large-scale
Minimum Bisection Problems
Dipl.-Math. oec. Michael Armbruster
Chemnitz University of Technology, Faculty of Mathematics
1. The exact solution of combinatorial optimisation problems, like the minimum bisection prob-
lem considered in this thesis, usually employs branch-and-bound or branch-and-cut on relax-
ations of an integer programming formulation of the problem. We reviewed recent computa-
tional results from the literature.
2. For branch-and-cut, a thorough understanding of the underlying polytope is vital. Therefore,
we recapitulated known inequalities for the bisection cut polytope and derived new ones.
3. The novel even bisection knapsack walk inequalities are nontrivial transformations of valid
inequalities for the knapsack polytope, which is defined on node variables, to the bisection
cut polytope, which is defined on edge variables. Given a root node with fixed position in
one of the two clusters, the transformation is justified by a lower bound on the possible value
of other nodes’ variables in terms of the values of edge variables on walks from the root node
to these other nodes. In case of the clustering problem, this idea was already used for the
knapsack tree inequalities and can be reused to derive the knapsack tree inequalities for the
minimum bisection problem. However, due to the special structure of the minimum bisection
problem, we can use complemented edge variables to strengthen this lower bound, and to
derive the even bisection knapsack walk inequalities.
4. Even bisection knapsack walk inequalities judge the total weight of the cluster containing the
specified root node using walks as the support of the inequality. We know that knapsack tree
inequalities do the same job for trees and a specified root node. Finally, on stars, there is a
star inequality that does this job in case the root node is the centre of the star. In fact, these
star inequalities are a special case of the knapsack tree inequalities which are in turn a special
case of the bisection knapsack walk inequalities. However, there are also star inequalities that
bound the total weight of the cluster that does not contain the root node. Their analogue in
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case of walks are the new odd bisection knapsack walk inequalities. It is interesting to note
that, to the best of our knowledge, no analogous inequality for the clustering problem was
derived yet.
5. In case that the underlying walks are paths, we relate the even and odd bisection knapsack
walk inequalities to the known odd cycle inequalities that inherit their validity for the bisec-
tion cut polytope from their validity for the cut polytope. Insight gained from this analysis
is used to prove an result on the form of the most violated even and odd bisection knapsack
walk inequalities on the subgraph induced by the node set of a star if all possible odd cycle
inequalities on that subgraph are fulfilled.
6. We analysed the exact separation problem for even and odd bisection knapsack walk in-
equalities and gave an algorithm, which is of polynomial complexity in case of identical node
weights. Due to the relation of bisection knapsack walk inequalities to odd cycle inequalities,
this algorithm is similar to the exact separation algorithm for odd cycle inequalities given by
Barahona and Mahjoub.
7. Even and odd bisection knapsack walk inequalities can be strengthened by reducing the right-
hand side of the underlying knapsack inequality. The resulting inequalities are called capacity
reduced even and odd bisection knapsack walk inequalities. The capacity reduction depends
on the fractional solution that should be evaluated by the bisection knapsack walk inequality.
It turned out that valid reductions correspond to inequalities minorising the cluster weight
polytope, and that a best possible choice corresponds to a facet of the cluster weight polytope
that is tight with respect to the fractional solution. We gave examples for capacity reduced
even and odd bisection knapsack walk facets.
8. The new cluster weight polytope is defined on a subgraph with respect to given node weights
and a given capacity. In case of a star with total node weight less than or equal to this
capacity, we were able to describe the cluster weight polytope completely.
9. The complete description of the cluster weight polytope can be used in an exact separation
algorithm for capacity reduced even and odd bisection knapsack walk inequalities if the
subgraph consists of just one star or of several stars with only one edge each. In case of
identical node weights, both problems can be solved in polynomial time by a combination
of the polynomial time separation algorithm for bisection knapsack walk inequalities and a
polynomial time algorithm for maximum weighted matching problems.
10. Our bounding approach for the optimal value of a minimum bisection problem uses the dual
of a primal semidefinite relaxation of that problem. We considered the suitability of popular
solution methods for semidefinite programs for solving the primal and the dual problem.
Our reasons for rejection of most of these methods were an inability to exploit sparsity of
the problem or to handle large numbers of cutting planes. Our final choice was the spectral
bundle method, which solves an eigenvalue optimisation problem that is equivalent to the
dual semidefinite programme. The spectral bundle method makes efficient use of sparsity in
the constraint matrices and has no difficulties with warm starts, since it primarily works with
the dual variables that can be extended trivially to accommodate new entries corresponding
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to separated cutting planes. The method is also able to produce approximate primal solutions
that can be used for separation, support extensions and primal heuristics.
11. We have considered issues that were important for a successful integration of the SDP relax-
ation and the spectral bundle method as its solver. These issues were generation of primal
feasible solutions, questions regarding separation of cutting planes and, in particular, support
extensions, the development of branching rules, criteria to detect tailing-off, transformation of
the problem into an equivalent problem of smaller dimension after branching, node selection
rules, and methods to speed up warm start after branching.
12. For the generation of primal feasible solutions, we developed three heuristics that are based on
the approximate primal solution given by the spectral bundle method. We used them together
with improvement heuristics of our own and from the literature. On some popular problems,
we were able to find better primal feasible solutions than those that were previously known.
Furthermore, our heuristics performed at least as good as the state-of-the-art heuristic MeTiS,
which we used in a black box. However, our run times were longer.
13. With respect to branching rules, our final choice fell on a version of most infeasible branching
that uses a vector labelling approach to efficiently use the full information given by the
current approximate primal solution. This rule performed significantly better than random
branching. Strong branching was not applicable with the current implementation of the
spectral bundle method. Pseudo cost branching was ruled out due to, in general, too few
nodes in the branch-and-bound tree.
14. In case of tailing-off, our conclusion is that it is a serious issue and cannot be neglected,
thus, early branching is a must and saves almost 90% of computation time. However, it was
difficult to determine the right point in time at which one should stop computation of the
current relaxation and resort to branching. This is in particular true for large-scale problems
that we could not solve to optimality within a given time limit. For these problems, it is
sometimes better to compute the root dual bound until the time limit is reached.
15. We used two methods to implement branching decisions on edges. The first one inserts a
corresponding equality constraint, while the second one shrinks the graph on the fixed edges.
We evaluated the performance of both methods, but could not clearly establish one of them
as superior. The constraint method has the advantage of not producing worse dual bounds
than those achieved for the parent node. The shrinking method seems to be faster and to
save an significant amount of time on some instances, but can put itself out of contention if
it is not able to improve the old dual bound too often.
16. In case of warm start after branching, the spectral bundle method tends to have difficulties
with solving the inner quadratic semidefinite subproblem. We found an intuitive explana-
tion for this behaviour and supplied a scaling heuristic for the dual starting solution that
moderated this effect.
17. We investigated the performance of different valid inequalities for the bisection cut polytope
in SDP relaxations of the minimum bisection problem. Without additional support exten-
sions, the problem specific knapsack tree inequalities and bisection knapsack walk inequalities
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achieved better dual bounds than the generic odd cycle inequalities. With additional sup-
port extensions, all three inequalities could improve their performance on most instances.
However, the odd cycle inequalities profited most from support extensions and overtook the
knapsack tree and bisection knapsack walk inequalities. Therefore, we chose the odd cy-
cle inequalities for our final computations with branching. The best support extensions for
odd cycle inequalities were a tailored one that mimics the odd cycle separator (Shortest-
path) and a general purpose support extension that randomly inserts edges in the support
(Random-degree-3).
18. We compared our SDP based branch-and-cut approach to an LP based approach on graphs
from practical applications and on random graphs. Both approaches used the same cutting
planes and were run in the same branch-and-cut framework. SDP performed better than LP
on almost 75% of our test instances. The success of SDP has two reasons. On the one hand,
our primal heuristics were often able to find better feasible solutions than those detected by
LP’s heuristics. On the other hand, the dual bounds achieved by SDP were almost always
better or equal to those reached by LP.
19. Our approach was also compared to three recent studies from the literature that used SDP
relaxations. The first one was a study with the spectral bundle method with odd cycle
constraints and the Shortest-path support extension on the same relaxation as ours, but
without branch-and-cut, on large bisection instances from parallel computing (KKT graphs).
We were able to improve previously known dual and primal bounds on almost all these
instances. The second and third study used interior point methods or the dynamic bundle
method, respectively, to compute relaxations of randomly generated equipartition instances
(Johnson graphs). While we had in some cases difficulties to reproduce previously known
best primal feasible solutions, we were able to increase dual bounds significantly on almost
all instances. To the best of our knowledge, we proved optimality of three instances for the
first time.
20. We demonstrated that branch-and-cut with the spectral bundle method as solver of the
dual SDP relaxation of minimum bisection problems is feasible for sparse large-scale graphs
that are not reachable by other known SDP based branch-and-cut approaches that cannot
exploit sparsity. Even though we cannot specify a size of graphs that can be solved in a
routine manner by our approach, we believe that we took a step into the right direction.
In particular, we could show that SDP based branch-and-cut on sparse large-scale graphs is
competitive with LP based approaches.
174
Appendix A
Notation
In this section, we list notations used throughout this thesis, and give the page numbers, where
they are introduced or employed for the first time.
General
N (N0) natural numbers (including 0) . . . . . . . . . . . . . . . . . . . . . . . 1
Z integral numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
R real numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
R+ nonnegative real numbers . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Argmin set of minimising arguments . . . . . . . . . . . . . . . . . . . . . . . . 117
Argmax set of maximising arguments . . . . . . . . . . . . . . . . . . . . . . . . 95
argmax the unique maximising argument . . . . . . . . . . . . . . . . . . . . . . 117
f(S) sum f(S) :=
∑
i∈S fi for a function f : S → N (Z,R) . . . . . . . . . . 2
χAB incidence vector of a discrete set A w.r.t. some discrete superset B . . 14
P complexity class P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
NP complexity classe NP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Graph Notations
G = (V,E) graph with node set V and edge set E . . . . . . . . . . . . . . . . . . . 179
ij, {i, j}, e edge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
VG node set of graph G . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
EG edge set of graph G . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
Kn,KV complete graph of n = |V | nodes . . . . . . . . . . . . . . . . . . . . . . 179
G[V ] graph induced by node set V . . . . . . . . . . . . . . . . . . . . . . . . 179
E[V ] edge set induced by node set V . . . . . . . . . . . . . . . . . . . . . . . 179
G[E] graph induced by edge set E . . . . . . . . . . . . . . . . . . . . . . . . 179
V [E] node set induced by edge set E . . . . . . . . . . . . . . . . . . . . . . . 179
Pv0vk (multi)set (of edges) of a path (walk) P from node v0 to node vk . . . . 179
A adjacency matrix of some graph G . . . . . . . . . . . . . . . . . . . . . 180
W weighted adjacency matrix of some edge weighted graph G . . . . . . . 180
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fv weight of node v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
we cost of edge e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
F cluster capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
τ parameter τ ∈ R+ used in the capacity formula (1.3) . . . . . . . . . . 2
δ(S) cut defined by S ⊆ V . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
δF (S) bisection cut defined by S ⊂ V with f(S) ≤ F and f(V \ S) ≤ F . . . . 1
δ(S1, . . . , SK) multicut defined by Si ⊆ V for i = 1 . . . ,K . . . . . . . . . . . . . . . . 3
δF (S1, . . . , SK) (K,F )-multicut defined by Si ⊆ V with f(Si) ≤ F for i = 1 . . . ,K . . . 3
Polyhedral Notations and Polytopes
conv(S) convex hull of a set S . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
cone(S) cone generated by a set of vectors S . . . . . . . . . . . . . . . . . . . . 14
P polytope or polyhedron . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
dim(P ) dimension of a polytope P . . . . . . . . . . . . . . . . . . . . . . . . . 14
F face of a polytope or polyhedron . . . . . . . . . . . . . . . . . . . . . . 15
dim(F ) dimension of a face F . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
PB(G, f, F ) Bisection cut polytope . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
PE(G, f, F ) Equipartition polytope . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
PC(G) Cut polytope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
PKM (G, f, F ) (K,F )-partition polytope . . . . . . . . . . . . . . . . . . . . . . . . . . 17
PK(G, f, F ) Knapsack polytope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
PCW(V, a, a0) Cluster weight polytope . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
mM (e) multpilicity of edge e in multiset of edges M . . . . . . . . . . . . . . . 29
βˇG¯ convex envelope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
βˆG¯ concave envelope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Matrices, Vectors and SDP
R
n real column vector of dimension n . . . . . . . . . . . . . . . . . . . . . 13
R
n
+ real column vector of dimension n . . . . . . . . . . . . . . . . . . . . . 14
R
n
++ real column vector of dimension n . . . . . . . . . . . . . . . . . . . . . 89
vi entry i of column vector v . . . . . . . . . . . . . . . . . . . . . . . . . 5
e vector of all ones of appropriate dimension . . . . . . . . . . . . . . . . 81
ei unit vector with 1 in element i . . . . . . . . . . . . . . . . . . . . . . . 82
0, 0n zero vector of appropriate dimension . . . . . . . . . . . . . . . . . . . . 41
diag(A) the diagonal of A ∈ Rn×n as a column vector . . . . . . . . . . . . . . . 82
R
m×n m× n real matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
R
n×n n× n real matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Sn n× n symmetric real matrices . . . . . . . . . . . . . . . . . . . . . . . 74
S+n , A  0 n× n symmetric positive semidefinite matrices . . . . . . . . . . . . . . 74
S++n , A ≻ 0 n× n symmetric positive definite matrices . . . . . . . . . . . . . . . . 74
Aij element of A in row i and column j . . . . . . . . . . . . . . . . . . . . 5
A·j column j of matrix A . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
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Ai· row i of matrix A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
0 square zero matrix of appropriate size . . . . . . . . . . . . . . . . . . . 76
I square identity matrix of appropriate size . . . . . . . . . . . . . . . . . 83
L Laplace matrix L = Diag(We)−W of weighted adjacency matrix W . 81
Diag(v) diagonal matrix with entries of vector v on its main diagonal . . . . . . 74
λi(A) ith eigenvalue of A ∈ Sn, usually λ1 ≥ λ2 ≥ . . . ≥ λn . . . . . . . . . . . 74
λmin(A) minimum eigenvalue of A . . . . . . . . . . . . . . . . . . . . . . . . . . 74
λmax(A) maximum eigenvalue of A . . . . . . . . . . . . . . . . . . . . . . . . . . 74
ΛA diagonal matrix with (ΛA)ii = λi(A) . . . . . . . . . . . . . . . . . . . . 74
AT transpose of A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
rank(A) rank of a matrix A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
tr(A) trace of A ∈ Rn×n,tr(A) =∑ni=1 aii =∑ni=1 λi(A) . . . . . . . . . . . . 74
det(A) determinant of A ∈ Rn×n,det(A) =∏ni=1 λi(A) . . . . . . . . . . . . . . 75
〈A,B〉 inner product in Rm×n, 〈A,B〉 = tr(BTA) . . . . . . . . . . . . . . . . 74
‖A‖F Frobenius norm of A, ‖A‖F =
√〈A,A〉 . . . . . . . . . . . . . . . . . . 75
A linear operator A : Sn → Rm, (AX)i = 〈Ai, X〉 . . . . . . . . . . . . . . 77
AT adjoint operator AT : Rm → Sn, AT y =
∑m
i=1 yiAi . . . . . . . . . . . . 78
Spectral Bundle Method
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Appendix B
Graph Theoretic Terminology
This section shall settle basic graph terminology. As far as possible, we follow [117]. We assume
that the reader is familiar with basic set terminology. Further definitions may be introduced at
the place, where they are used for the first time.
An (undirected simple) graph is a pair G = (V,E), where V is a finite set and E ⊆ {{v, w} :
v, w ∈ V, v 6= w}. We call the elements of V vertices or nodes and the elements of E edges, which
we denote by ij, {i, j} or e. We also may write VG for the set of vertices of G and EG for the set
of edges of G.
If the edge ij is contained in E, we say that the vertices i and j are adjacent or connected
and the edge ij is called incident to i and j. Two edges are called incident if they have a node
in common. Otherwise, they are called disjoint. The degree of a node i is the number of edges
incident to i. A node with degree zero is called isolated.
A graph is called complete if all nodes are adjacent. The complete graph with node set V ,
|V | = n, is usually denoted by Kn or KV . The complement of a graph G = (V,E) is the graph
G¯ = (V, E¯) with edge set E¯ = EKV \ EG.
A subgraph of a graph G = (V,E) is a graph G′ = (V ′, E′) with V ′ ⊆ V and E′ ⊆ E. If G′ 6= G,
then G′ is called a proper subgraph. If V ′ = V , then we say that G′ is a spanning subgraph of G. If
E′ consists of all edges of G spanned by V ′, then G′ is called the subgraph induced by V ′. Given
some V ′, we denote the subgraph of G = (V,E) induced by V ′ as G[V ′] and the subset of the edge
set E spanned by V ′ as E[V ′]. Furthermore, we say that a subset V ′ ⊆ V is induced by a subset
of edges E′ ⊆ E if V ′ contains all nodes of V adjacent to some edge in E′ and no other node of V .
We denote the subset of nodes induced by E′ as V [E′] and the induced subgraph G′ = (V [E′], E′)
by G[E′]. We say that two subgraphs G1 = (V1, E1) and G2 = (V2, E2) of a graph G = (V,E) are
(nodewise) disjoint if V1 ∩ V2 = ∅ and edgewise disjoint if E1 ∩E2 = ∅.
A walk in an undirected graph G = (V,E) is a sequence P = (v0, e1, v1, . . . , ek, vk), where
k ≥ 0, v0, v1, . . . , vk are vertices, and ei is an edge connecting vi−1 and vi for i = 1, . . . , k. Node
v0 is called the starting node or root node and node vk the end node of P . The nodes v1, . . . , vk−1
are called inner nodes of P . If v0, v1, . . . , vk are all distinct, the walk is called a path. Note that
in this case also e1, . . . , ek are distinct. If there is no danger of confusion, we may denote the edge
set of the walk or path by Pv0vk . In case of a walk, this edge set may be a multiset of edges (see
Definition 52).
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A graph G = (V,E) is said to be connected if for any two vertices u and v there is a path
connecting u and v. A connected nonempty subgraph G′ of G that is maximal with respect to
taking subgraphs is called a connected component of G, i.e., there is no other connected subgraph
of G that contains G′. The graph G = (V,E) is called bipartite if we can partition V into two
disjoint nonempty subsets V1 and V2 so that each edge of E connects a vertex of V1 to a vertex of
V2.
For any graph G = (V,E), a subset C of the edge set E is called a cycle if C consists of the
edge set Pv0vk of a path and the edge {v0, vk}. An edge e ∈ E \C that connects two nodes of the
node set V [C] induced by C is called a chord of the cycle C. A cycle that has no chords is called
chordless. We call a graph G = (V,E) a forest if no subset F of its edge set E forms a cycle. A
connected forest is called a tree. We may pick any node r of a tree and call it the root node of the
tree. Vertices with degree one are called leaves. A tree S is a called a star if at most one node has
degree exceeding one. In case |VS | ≥ 3, the unique node s with degree greater or equal to two is
called the centre node of the star. In case |VS | = 2, both nodes in VS may serve as the centre node
and in case |VS | = 1 the single node in VS is the centre node. A connected subgraph of a tree T is
called a subtree of T .
Let G = (V,E) be a graph. A subset C of V is called a clique if any two vertices of C are
adjacent in G. A subset M of E is called a matching if any two edges in M are disjoint.
A set {G1, . . . , Gn} of subgraphs of G is called a decomposition of G if G =
⋃n
i=1Gi and
EGi ∩EGj = ∅ for all i = 1, . . . , n. Note that VGi ∩ VGj 6= ∅ is allowed and, indeed, necessary if G
is connected.
A graph G is said to have a G′-minor if the graph G′ can be obtained from G by the elementary
operations edge contraction, edge deletion and vertex deletion.
The adjacency matrix of a simple graph G = (V,E) is the |V | × |V | matrix A with
Auv :=
{
1 if {u, v} ∈ E
0 if {u, v} /∈ E .
If there is a weight wuv associated with each uv ∈ E, then the weighted adjacency matrix is the
|V | × |V | matrix
Wuv :=
{
wuv if {u, v} ∈ E
0 if {u, v} /∈ E .
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Appendix C
Detailed Computational Results
This section lists extensive tables of our computational results.
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Problem Setting MeTiS Round GoeWil SumPi Best known
kkt lowt01 oc sp s 13 13 [3(3,0)] 13 [11(11,0),11(11,0)] 13 [12(12,0),12(12,0)] 13* H,A,F
kkt lowt01 oc sp ns 13 13 [3(3,0)] 13 [11(11,0),11(11,0)] 13 [12(12,0),12(12,0)] 13* H,A,F
kkt putt01 oc sp s 28 28 [1(1,0)] 28 [6(6,3),6(6,0)] 28 [11(11,2),8(8,1)] 28* H,A,F
kkt putt01 oc sp ns 28 28 [1(1,0)] 28 [6(6,3),6(6,0)] 28 [11(11,2),8(8,1)] 28* H,A,F
kkt capt09 oc sp s 9 9 [1(0,0)] 6 [2(1,0),3(0,0)] 6 [0(0,0),1(0,0)] 6* A,F
kkt capt09 oc sp ns 9 9 [1(0,0)] 6 [1(1,0),0(0,0)] 7 [3(0,0),2(1,0)] 6* A,F
kkt skwz02 oc sp s 567 567 [14(0,0)] 567 [45(11,0),32(14,0)] 567 [71(23,0),54(26,0)] 567* A
kkt skwz02 oc sp ns 567 567 [5(0,0)] 567 [15(11,0),22(14,0)] 567 [38(23,0),46(26,0)] 567* A
kkt orb11 oc sp s 2090 2165 [10(10,0)] 2077 [1(1,0),0(0,0)] 2077 [1(0,0),7(7,0)] 2077 A
kkt orb11 oc sp ns 2090 2165 [11(10,0)] 2077 [1(1,0),0(0,0)] 2077 [0(0,0),7(7,0)] 2077 A
kkt plnt01 oc sp s 74 51 [59(13,58)] 51 [132(23,113),0(0,0)] 49 [1(0,1),0(0,0)] 49 A
kkt plnt01 oc sp ns 74 51 [38(13,38)] 51 [91(23,90),0(0,0)] 51 [135(35,135),0(0,0)] 49 A
kkt heat02 oc sp s 156 150 [2(2,0)] 150 [0(0,0),1(1,0)] 154 [1(1,0),0(0,0)] 150 H
kkt heat02 oc sp ns 156 150 [2(2,0)] 150 [0(0,0),1(1,0)] 154 [1(1,0),0(0,0)] 150 H
kkt traj27 oc sp s 8271 8194 [4(4,1)] 8247 [1(1,1),0(0,0)] 8194 [1(1,1),0(0,0)] 8173 A
kkt traj27 oc sp ns 8271 8194 [4(4,1)] 8247 [1(1,1),0(0,0)] 8194 [1(1,1),0(0,0)] 8173 A
kkt lnts02 oc sp s 6666 6619 [1(1,1)] 6755 [1(1,0),0(0,0)] 6971 [1(1,0),0(0,0)] 6589 H
kkt lnts02 oc sp ns 6666 6619 [1(1,1)] 6755 [1(1,0),0(0,0)] 6971 [1(1,0),0(0,0)] 6589 H
kkt traj33 oc sp s 9684 9611 [4(4,2)] 10301 [1(1,0),0(0,0)] 10741 [1(1,1),0(0,0)] 9593 H
kkt traj33 oc sp ns 9684 9611 [4(4,2)] 10301 [1(1,0),0(0,0)] 10741 [1(1,1),0(0,0)] 9593 H
taq170.424 oc sp s 64 55 [7(2,0)] 55 [24(10,2),22(9,0)] 55 [19(4,2),25(11,0)] 55* A,F
taq170.424 oc sp ns 64 55 [25(2,0)] 55 [72(10,0),68(9,0)] 55 [71(4,0),84(11,0)] 55* A,F
taq228.692 oc sp s 111 63 [2(2,0)] 63 [8(8,0),6(6,0)] 63 [7(7,0),7(7,0)] 63* A,F
taq228.692 oc sp ns 111 63 [2(2,0)] 63 [8(8,0),6(6,0)] 63 [7(7,0),7(7,0)] 63* A,F
taq278.396 oc sp s 37 37 [4(4,0)] 37 [4(4,0),5(5,0)] 37 [7(7,0),4(4,0)] 37* A,F
taq278.396 oc sp ns 37 37 [7(4,0)] 37 [10(4,0),12(5,0)] 37 [19(7,0),12(4,0)] 37* A,F
taq334.3763 oc sp s 389 342 [112(5,1)] 342 [362(7,7),360(12,2)] 342 [394(10,9),398(15,5)] 342* F
taq334.3763 oc sp ns 389 342 [210(5,8)] 342 [691(7,36),717(12,3)] 342 [813(10,24),823(15,0)] 342* F
taq1021.2253 oc sp s 118 118 [4(4,0)] 118 [11(11,0),13(13,0)] 118 [7(7,0),8(8,0)] 118* A
taq1021.2253 oc sp ns 118 118 [4(4,0)] 118 [11(11,0),13(13,0)] 118 [7(7,0),8(8,0)] 118* A
taq1021.5480 oc sp s 2019 1805 [1(1,1)] 1650 [1(0,1),0(0,0)] 1650 [2(0,1),6(0,0)] 1650 A
taq1021.5480 oc sp ns 2019 1805 [1(1,1)] 1692 [0(0,0),2(0,0)] 1650 [2(0,1),2(0,0)] 1650 A
diw166.504 oc sp s 28 28 [26(5,0)] 28 [89(18,0),81(19,0)] 28 [95(20,1),88(20,0)] 28* A,F
diw166.504 oc sp ns 28 28 [43(5,0)] 28 [162(18,0),150(19,0)] 28 [172(20,0),171(20,0)] 28* A,F
diw681.1494 oc sp s 144 142 [86(2,9)] 142 [159(5,5),115(1,0)] 142 [231(5,11),178(4,0)] 142 A
diw681.1494 oc sp ns 144 142 [6(2,0)] 142 [15(5,7),12(1,0)] 142 [26(5,11),18(4,0)] 142 A
diw681.3103 oc sp s 1113 1011 [73(0,0)] 1011 [113(1,0),84(2,0)] 1011 [185(0,0),114(0,0)] 1011 A
diw681.3103 oc sp ns 1113 1011 [8(0,0)] 1011 [10(1,0),5(2,0)] 1011 [14(0,0),14(0,0)] 1011 A
diw681.6402 oc sp s 400 331 [2(0,1)] 331 [2(0,0),5(0,0)] 331 [9(0,5),12(1,2)] 331 A
diw681.6402 oc sp ns 400 331 [1(0,0)] 331 [0(0,0),2(0,0)] 331 [1(0,0),9(1,1)] 331 A
dmxa1755.3686 oc sp s 120 94 [85(2,0)] 94 [142(2,0),80(2,0)] 94 [228(4,0),161(2,0)] 94 A
dmxa1755.3686 oc sp ns 120 94 [4(2,0)] 94 [5(2,0),3(2,0)] 94 [12(4,0),10(2,0)] 94 A
dmxa1755.10867 oc sp s 228 150 [38(0,0)] 150 [36(2,0),1(0,0)] 150 [58(0,0),20(0,0)] 150 A
dmxa1755.10867 oc sp ns 228 150 [7(0,0)] 150 [9(2,0),1(0,0)] 150 [17(0,0),2(0,0)] 150 A
gap2669.6182 oc sp s 78 74 [50(1,0)] 74 [102(6,0),78(1,0)] 74 [142(4,0),121(6,0)] 74* A,F
gap2669.6182 oc sp ns 78 74 [1(1,0)] 74 [6(6,0),1(1,0)] 74 [4(4,0),6(6,0)] 74* A,F
gap2669.24859 oc sp s 76 55 [3(3,0)] 55 [2(2,0),3(3,0)] 55 [4(4,0),2(2,0)] 55* A,F
gap2669.24859 oc sp ns 76 55 [3(3,0)] 55 [2(2,0),3(3,0)] 55 [4(4,0),2(2,0)] 55* A,F
alue6112.16896 oc sp s 276 272 [2(2,0)] 272 [1(1,0),1(1,0)] 272 [0(0,0),1(1,0)] 272* A
alue6112.16896 oc sp ns 276 272 [2(2,0)] 272 [1(1,0),1(1,0)] 272 [0(0,0),1(1,0)] 272* A
alut2292.6329 oc sp s 164 154 [124(1,0)] 154 [404(1,0),362(0,0)] 154 [449(4,0),389(1,0)] 154* A
alut2292.6329 oc sp ns 164 154 [3(1,0)] 154 [8(1,0),6(0,0)] 154 [12(4,0),7(1,0)] 154* A
alut2292.494500 oc sp s 67815 67815 [5(5,5)] 67815 [20(20,20),2(2,1)] 67815 [20(20,20),4(4,0)] 67815 A
alut2292.494500 oc sp ns 67815 67815 [5(5,5)] 67815 [20(20,20),2(2,1)] 67815 [20(20,20),4(4,0)] 67815 A
G124,2.5 oc sp s - 13 [1(1,0)] 13 [0(0,0),2(0,0)] 13 [11(5,0),11(3,0)] 13* A,Wea,RK
G124,2.5 oc sp ns - 13 [1(1,0)] 13 [1(0,0),0(0,0)] 13 [7(5,0),5(3,0)] 13* A,Wea
G124,5 oc sp s - 63 [6(0,0)] 64 [1(0,1),1(0,0)] 63 [1(0,0),0(0,0)] 63* A,Wea
G124,5 oc sp ns - 64 [9(0,4)] 64 [0(0,0),1(0,0)] 64 [9(1,3),5(0,0)] 63* A,Wea
G124,10 oc sp s - 178 [19(0,1)] 179 [2(0,0),1(0,0)] 180 [9(4,0),2(2,0)] 178* A,Wea
G124,10 oc sp ns - 178 [7(0,3)] 180 [1(0,0),1(0,0)] 178 [0(0,0),1(0,0)] 178* A,Wea
G124,20 oc sp s - 449 [11(0,7)] 449 [1(0,0),0(0,0)] 450 [4(0,4),0(0,0)] 449* A,Wea
G124,20 oc sp ns - 449 [49(0,46)] 450 [1(0,1),2(0,1)] 449 [6(0,6),0(0,0)] 449* A,Wea
G250,2.5 oc sp s - 29 [19(1,0)] 29 [4(0,0),0(0,0)] 29 [18(2,0),7(1,0)] 29* A,Wea
G250,2.5 oc sp ns - 29 [7(1,0)] 29 [1(0,0),0(0,0)] 29 [4(2,0),1(1,0)] 29* A,Wea
G250,5 oc sp s - 127 [1(0,1)] 127 [1(1,0),0(0,0)] 119 [0(0,0),1(0,0)] 114 Jea
G250,5 oc sp ns - 136 [1(1,1)] 127 [1(1,0),0(0,0)] 119 [3(0,0),1(0,0)] 114 Jea
G250,10 oc sp s - 368 [1(0,0)] 375 [1(0,0),0(0,0)] 367 [2(0,0),0(0,0)] 357 Jea
G250,10 oc sp ns - 364 [1(0,1)] 376 [0(0,0),1(1,0)] 366 [1(0,0),0(0,0)] 357 Jea
G250,20 oc sp s - 836 [1(0,1)] 847 [1(0,0),0(0,0)] 843 [1(0,0),0(0,0)] 828 Jea
G250,20 oc sp ns - 843 [1(0,0)] 851 [2(0,0),0(0,0)] 833 [1(0,0),0(0,0)] 828 Jea
G500,2.5 oc sp s - 61 [1(1,1)] 60 [1(1,0),0(0,0)] 52 [1(1,0),0(0,0)] 49 RK
G500,2.5 oc sp ns - 61 [1(1,1)] 60 [1(1,0),0(0,0)] 52 [1(1,0),0(0,0)] 49 RK
G500,5 oc sp s - 258 [1(1,0)] 253 [1(1,0),0(0,0)] 238 [1(1,0),0(0,0)] 218 RK
G500,5 oc sp ns - 258 [1(1,0)] 253 [1(1,0),0(0,0)] 238 [1(1,0),0(0,0)] 218 RK
G500,10 oc sp s - 680 [1(1,1)] 671 [1(0,0),0(0,0)] 658 [1(0,0),0(0,0)] 626 RK
G500,10 oc sp ns - 680 [1(1,1)] 672 [1(1,0),0(0,0)] 656 [1(0,0),0(0,0)] 626 RK
G500,20 oc sp s - 1791 [1(0,1)] 1826 [2(0,0),0(0,0)] 1794 [1(0,0),0(0,0)] 1744 Jea
G500,20 oc sp ns - 1813 [1(0,1)] 1808 [1(0,0),0(0,0)] 1793 [1(0,0),0(0,0)] 1744 Jea
G1000,2.5 oc sp s - 125 [1(1,0)] 119 [0(0,0),1(1,0)] 109 [1(1,0),0(0,0)] 102 Jea
G1000,2.5 oc sp ns - 125 [1(1,0)] 119 [0(0,0),1(1,0)] 109 [1(1,0),0(0,0)] 102 Jea
G1000,5 oc sp s - 559 [1(1,1)] 510 [1(1,0),0(0,0)] 499 [1(1,0),0(0,0)] 451 Jea
G1000,5 oc sp ns - 559 [1(1,1)] 510 [1(1,0),0(0,0)] 499 [1(1,0),0(0,0)] 451 Jea
G1000,10 oc sp s - 1487 [1(0,1)] 1478 [1(0,0),0(0,0)] 1453 [2(1,0),0(0,0)] 1367 Jea
G1000,10 oc sp ns - 1475 [1(0,1)] 1486 [1(0,0),0(0,0)] 1449 [1(0,0),0(0,0)] 1367 Jea
G1000,20 oc sp s - 3547 [1(0,1)] 3543 [1(0,0),0(0,0)] 3523 [1(1,0),0(0,0)] 3389 Jea
G1000,20 oc sp ns - 3538 [1(0,1)] 3560 [2(1,0),0(0,0)] 3523 [1(1,0),0(0,0)] 3389 Jea
Table C.1: Results for primal heuristics. First number in columns gives best found primal bound
(MeTiS did not find any for graphs G∗,∗). For heuristic Rounding, [a(b, c)] gives number of times a
the solution was found, number of times b the solution was found in the root node, and number of
times c the solution was derived from a better but with respect to the bisection constraint infeasible
solution. The same triples are given for modes 1 and 2 for heuristics GoeWil and SumPi. Last
column states the best known primal bound (marked with * if optimal) and gives the initials of
the authors who proved optimality or found the solution. H: Helmberg [71], A: SDP of this thesis,
F: LP of Fu¨genschuh [49] in our tests, Wea: Wiegele, Rendl, Rinaldi [113, 125], RK: Rendl and
Karisch [82], Jea: Johnson et al. [77].
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(MF) (MP) (MI) (MO) (MOEL) (RA)
sec n sec n sec n sec n sec n sec n
r53e 227.94 17 97.35 11 20.76 3 45.03 5 30.06 7 31.32 5
r54e 27.15 3 28.32 3 24.00 3 24.60 3 24.19 3 25.82 3
r56e 423.28 21 177.23 13 39.67 5 41.64 7 36.95 5 44.06 5
r57e 60.62 7 44.51 5 26.74 3 31.40 3 29.28 3 28.17 3
r59e 90.87 7 23.24 3 22.65 3 20.14 3 20.13 3 53.29 5
r60e 11.86 1 11.86 1 11.86 1 11.86 1 11.87 1 11.84 1
r64e 950.96 33 361.74 19 218.90 7 196.80 5 126.27 5 120.89 3
r65e 322.31 17 497.44 33 60.36 3 59.17 3 59.11 3 70.34 3
r70e 311.85 19 171.85 11 94.26 3 76.21 3 76.27 3 128.46 5
r77e 120.65 7 104.02 3 40.37 3 51.10 3 41.31 3 58.91 3
r80e 7200† 94 7200† 104 824.97 23 591.75 13 775.75 17 661.87 11
r85e 7200† 75 6012.68 57 1145.26 15 641.17 15 435.75 11 893.40 15
r88e 7200† 81 7200† 83 1143.04 17 796.41 11 1145.26 17 1741.90 27
r89e 780.44 15 615.12 11 526.46 5 505.99 3 506.40 3 538.54 5
r90e 570.68 13 334.16 7 302.60 5 211.81 3 220.05 3 271.61 3
r53 373.90 25 424.17 19 48.23 7 84.21 9 52.61 5 87.37 7
r54 176.13 17 30.20 5 21.95 3 22.95 3 22.43 3 24.86 3
r56 7200† 123 7200† 121 128.25 17 173.27 33 158.35 29 161.69 11
r59 204.73 11 53.88 5 31.14 3 36.94 3 32.58 3 44.75 5
r64 375.86 25 232.52 21 68.80 9 98.52 15 98.64 15 81.54 15
r65 276.64 11 222.55 15 97.69 3 101.26 3 108.69 5 144.54 7
r67 586.11 27 310.31 17 68.08 5 74.23 5 58.90 3 141.21 13
r79 1115.94 43 79.58 5 54.59 3 45.14 3 45.08 3 64.55 3
r80 2048.83 53 788.11 25 368.13 9 335.82 7 254.93 5 385.16 11
r85 6220.20 71 3134.59 51 534.70 25 1013.36 49 739.17 27 453.63 11
r86 7200† 88 7200† 98 672.20 9 888.22 13 854.87 9 904.65 15
r88 7200† 64 7200† 65 2065.54 33 1841.90 33 1119.10 15 3524.61 49
r90 392.68 5 572.71 19 275.18 3 274.97 3 268.52 3 296.60 3
Sum 58869.63 973 50328.14 830 8936.38 228 8295.87 260 7352.52 212 10995.58 250
% of (RA) 535.39 389.2 457.71 332 81.27 91.2 75.44 104 66.86 84.8 100 100
Table C.2: Results for the branching rules without shrinking of fixed edges, without warm start
after branching, with the odd cycle separator and with the Shortest-path support extension using
our final early branching criterion. We give the problem run time in seconds and the number of
nodes in the branch-and-bound tree. We set a time limit of 7200 seconds. Problems not solved
within this time are marked with †.
(MF) (MP) (MI) (MO) (MOEL) (RA)
sec n sec n sec n sec n sec n sec n
r53e 528.98 29 979.39 31 24.93 3 32.67 7 35.72 5 48.79 7
r54e 37.63 3 32.13 3 25.74 3 27.75 3 25.33 3 30.78 3
r56e 1821.43 37 2384.96 35 82.86 7 54.55 7 40.94 5 56.89 7
r57e 1194.69 23 115.70 7 33.58 3 38.93 3 39.01 3 33.34 3
r59e 523.89 13 27.64 3 24.73 3 22.80 3 22.81 3 54.04 5
r60e 11.86 1 11.85 1 11.86 1 11.86 1 11.86 1 11.86 1
r64e 7200† 39 7200† 43 321.49 7 341.60 7 188.91 7 159.09 5
r65e 5906.86 29 957.93 11 69.80 3 83.32 3 83.41 3 114.85 5
r70e 6048.34 31 1550.45 17 136.61 5 100.43 3 100.47 3 137.60 5
r77e 480.97 9 347.96 9 47.98 3 67.53 3 51.08 3 80.16 5
r80e 7200† 24 7200† 31 1167.02 15 1300.73 11 1365.31 15 1804.09 17
r85e 7200† 21 7200† 30 982.88 13 1245.56 11 723.04 13 805.55 11
r88e 7200† 24 7200† 28 2880.47 21 1866.01 15 1175.19 13 1862.50 15
r89e 4015.01 9 871.66 5 554.81 3 514.78 3 514.35 3 551.27 3
r90e 5773.65 19 950.21 9 733.14 5 283.73 3 287.57 3 438.79 3
r53 849.90 33 465.58 15 55.86 7 61.07 7 43.32 5 49.69 7
r54 2568.60 29 152.54 11 25.15 3 25.18 3 27.09 3 30.77 3
r56 7200† 72 7200† 54 160.46 11 206.66 13 126.22 15 303.33 13
r59 1834.98 25 828.78 15 35.23 3 42.59 3 36.85 3 54.30 3
r64 638.35 13 475.96 11 72.15 5 59.73 5 59.75 5 55.74 5
r65 5767.42 31 198.58 5 104.05 3 111.28 3 119.22 3 207.73 5
r67 5002.21 23 665.77 11 88.85 5 70.50 3 71.92 3 220.84 7
r79 923.68 11 221.02 7 72.32 3 60.08 3 60.02 3 101.34 5
r80 7200† 30 3166.21 23 582.11 7 437.13 9 397.80 7 656.60 7
r85 7200† 21 7200† 23 976.54 11 940.96 13 671.43 11 1221.56 15
r86 7200† 15 7200† 19 916.72 9 1276.01 11 1393.23 9 2014.64 11
r88 7200† 15 7200† 25 2879.95 23 4242.81 31 3017.52 19 5823.73 33
r90 1063.08 7 518.78 3 301.50 3 314.14 3 302.43 3 402.78 3
Sum 109791.53 636 72523.1 485 13368.79 188 13840.39 190 10991.8 172 17332.65 212
% of (RA) 633.43 300 418.41 228.77 77.13 88.67 79.85 89.62 63.41 81.13 100 100
Table C.3: Results for the branching rules without shrinking of fixed edges, with warm start after
branching, warm start scaling rule (SACP) with φ = 20, with the odd cycle separator and with
the Shortest-path support extension using our final early branching criterion. We give the problem
run time in seconds and the number of nodes in the branch-and-bound tree. We set a time limit
of 7200 seconds. Problems not solved within this time are marked with †.
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(MF) (MP) (MI) (MO) (MOEL) (RA)
sec n sec n sec n sec n sec n sec n
r53e 125.94 27 90.08 19 23.11 5 30.34 7 26.49 5 32.49 7
r54e 29.27 3 25.97 3 24.30 3 25.29 3 24.22 3 26.50 3
r56e 342.44 31 123.77 17 40.42 7 37.22 7 36.78 5 54.93 7
r57e 107.69 11 58.65 5 26.15 3 29.43 5 29.17 3 28.28 3
r59e 88.93 9 20.85 3 24.03 5 20.02 3 20.03 3 32.70 5
r60e 11.87 1 11.87 1 11.88 1 11.86 1 11.86 1 11.84 1
r64e 868.79 31 506.52 17 163.31 7 194.94 7 137.71 3 113.00 3
r65e 426.51 27 149.59 7 58.11 3 59.13 3 59.20 3 74.27 3
r70e 564.90 31 167.42 11 88.94 3 73.95 5 72.61 5 163.85 9
r77e 177.34 7 100.05 7 41.50 3 46.00 3 44.58 3 54.94 5
r80e 7021.69 137 2902.33 83 778.76 23 599.01 29 682.95 29 744.63 27
r85e 6612.64 77 2758.67 49 1012.51 17 792.46 15 513.42 9 1305.15 21
r88e 5383.60 89 3163.27 45 2588.51 43 1390.64 29 1033.20 17 1800.00 27
r89e 674.12 9 603.38 7 517.62 3 517.94 5 518.09 5 555.92 9
r90e 587.92 17 458.50 11 257.63 7 214.63 3 230.24 3 258.88 5
r53 170.77 29 82.80 15 48.31 9 50.57 7 29.43 5 59.03 9
r54 82.02 15 51.44 7 22.15 3 25.59 5 22.28 3 25.52 3
r56 3075.87 179 1649.73 101 128.55 31 107.52 25 102.33 25 67.08 13
r59 218.34 15 76.71 11 29.77 3 32.56 3 30.96 3 39.47 3
r64 169.16 19 7175.35 157 82.90 13 53.07 13 53.04 13 39.75 5
r65 365.04 25 166.63 13 95.63 3 99.42 3 100.76 3 121.04 7
r67 448.12 23 297.36 23 59.76 3 66.34 5 75.31 7 107.07 7
r79 564.31 35 169.99 17 71.62 7 59.87 5 60.02 5 106.66 11
r80 1379.56 43 817.26 29 388.27 9 397.64 9 330.22 7 498.60 15
r85 4250.45 71 4681.34 113 487.05 9 526.44 27 431.01 15 972.08 23
r86 5756.82 103 3935.46 77 1134.08 19 977.71 13 1396.03 9 1259.18 19
r88 7200† 93 7200† 108 2284.99 45 2448.25 41 1338.73 31 3462.98 87
r90 360.04 5 532.82 25 273.26 3 271.03 3 263.33 3 289.04 5
Sum 47064.15 1162 37977.81 981 10763.12 290 9158.87 284 7674 226 12304.88 342
% of (RA) 382.48 339.76 308.64 286.84 87.47 84.79 74.43 83.04 62.36 66.08 100 100
Table C.4: Results for the branching rules with shrinking of fixed edges, no warm start after
branching, with the odd cycle separator and with the Shortest-path support extension using our
final early branching criterion. We give the problem run time in seconds and the number of nodes
in the branch-and-bound tree. We set a time limit of 7200 seconds. Problems not solved within
this time are marked with †.
(MF) (MP) (MI) (MO) (MOEL) (RA)
sec n sec n sec n sec n sec n sec n
r53e 85.84 31 162.96 23 18.62 3 31.55 7 20.01 5 26.81 5
r54e 30.93 3 27.44 3 25.85 3 25.15 3 24.94 3 27.93 5
r56e 191.20 37 608.43 25 40.63 7 39.36 7 26.91 5 45.85 5
r57e 171.94 23 88.68 9 27.74 3 30.85 3 29.94 3 28.39 3
r59e 100.92 11 21.24 3 20.75 3 19.53 3 19.55 3 34.60 5
r60e 11.87 1 11.87 1 11.84 1 11.86 1 11.86 1 11.85 1
r64e 1259.70 41 1266.44 31 240.95 9 209.65 7 115.05 5 125.62 3
r65e 773.39 27 509.18 19 58.67 3 64.73 3 64.71 3 68.74 5
r70e 716.82 31 367.08 15 83.87 5 74.82 3 74.87 3 74.51 5
r77e 402.87 15 125.09 7 41.08 3 48.31 3 42.90 3 51.10 3
r80e 7200† 117 7200† 80 768.30 27 532.65 21 599.77 19 637.93 33
r85e 4032.12 97 2828.55 49 519.92 13 715.34 17 479.76 9 817.59 19
r88e 7200† 96 6647.44 61 1101.85 33 889.15 29 779.12 23 1822.41 57
r89e 1169.98 17 553.94 5 528.71 7 499.49 3 499.30 3 511.94 5
r90e 943.90 17 363.33 7 286.99 7 214.25 3 223.70 3 314.26 5
r53 109.69 33 88.11 13 45.64 7 39.87 9 29.36 5 42.61 9
r54 135.95 25 61.15 11 23.24 3 24.12 3 23.77 3 30.72 5
r56 987.31 65 3227.95 67 73.37 17 93.45 21 75.92 23 60.44 13
r59 184.78 21 113.25 13 30.40 3 32.45 3 31.49 3 38.21 3
r64 218.97 11 246.14 13 55.37 5 47.24 5 47.26 5 35.79 5
r65 828.20 29 114.30 3 101.04 3 101.74 3 102.74 3 143.86 5
r67 755.69 35 287.49 15 73.99 9 59.91 5 66.83 7 83.12 5
r79 423.42 13 153.90 11 61.17 5 44.72 3 44.65 3 52.00 5
r80 2636.50 55 1814.19 27 564.27 11 341.97 9 306.62 5 317.08 11
r85 5209.08 87 4370.26 43 683.05 25 952.92 23 561.00 23 989.15 17
r86 7200† 90 7200† 43 801.70 13 756.81 13 1158.57 11 1482.35 13
r88 7200† 59 7200† 48 1666.97 41 2122.58 51 1278.23 31 2864.63 87
r90 586.99 9 470.80 5 270.26 3 275.57 3 268.36 3 288.36 5
Sum 50768.06 1096 46129.21 650 8226.24 272 8300.04 264 7007.19 216 11027.85 342
% of (RA) 460.36 320.46 418.29 190.05 74.59 79.53 75.26 77.19 63.54 63.15 100 100
Table C.5: Results for the branching rules with shrinking of fixed edges, with warm start after
branching, with the odd cycle separator and with the Shortest-path support extension using our
final early branching criterion. We give the problem run time in seconds and the number of nodes
in the branch-and-bound tree. We set a time limit of 7200 seconds. Problems not solved within
this time are marked with †.
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rule (NSc) (NC) (SACP) (SATP) (PA)
φ - 5 10 20 100 5 10 20 100 5 10 20 100 5 10 20 100
r53 eq 7.96 7.25 7.17 7.89 6.86 7.55 7.02 7.29 9.75 8.64 7.13 7.14 7.94 7.86 8.8 8.92 17.2
r54 eq 13.4 11.5 10.9 11.1 9.97 10.1 10.1 8.96 9.55 10.6 11.7 9.74 8.64 11.5 11.6 13.9 34.1
r56 eq 10.4 8.97 9.31 8.43 7.5 8.19 7.54 8.32 8.27 8.77 8.12 10 8.83 7.91 8.19 8.37 9.85
r57 eq 27.3 22.1 20.9 21.9 22.6 24.3 19.4 19.7 16.8 24.2 21.9 19.6 17 23.4 25.2 32.9 70.6
r59 eq 21.6 19.5 17.2 19 18.7 18.8 17.4 16.7 20.2 20 19.7 19 19.3 18.3 19.2 18.2 18.4
r60 eq 8.78 7.17 7.43 7.52 7.66 7.59 7.09 6.99 6.98 8.29 6.77 7.1 8.66 8.01 8.56 11.6 29.1
r64 eq 19.6 16.8 17.4 16.4 19.4 15.9 16.7 15.4 15.9 17.8 18.3 18.8 15.8 17.9 18.7 19.7 33.1
r65 eq 49.2 48.2 45.7 38.5 45 43.2 40.1 40.1 43.2 48.3 42.7 46.6 38.9 46.3 42.7 48.7 91.6
r70 eq 32.2 29 29.2 31.2 29.4 27 25.4 26.1 28.6 32.4 29.6 30.9 26.8 28.8 30.6 31.4 52.1
r77 eq 44.2 36 38.1 36.3 36 38.2 38.8 38 33.1 41.2 38.1 33.4 30.8 31.7 33.5 32.6 36.3
r80 eq 35.7 33.4 30.4 29.9 32.9 31.8 30.2 30.2 28.4 34.4 32.9 33.4 30.8 33.3 33.4 36.8 58.8
r85 eq 27.4 25.1 27.1 24.4 25.6 26.6 25.1 23.9 23.7 26.8 26.7 28.2 26 27.1 28.1 27.7 45.1
r88 eq 32.8 31.2 30.2 29.9 29.9 29.9 29.6 27.2 26.8 31.8 30.6 30.3 29.9 31.6 31.9 36.2 56.5
r89 eq 39.5 43 38.9 40.7 42 37.1 40.6 35.9 37.1 41.3 43.2 46.1 39.5 46.5 50 66.8 147
r90 eq 45.6 44.3 42.6 48 41.8 41 41.8 40.2 36.8 42.8 47.4 44.2 41.4 43.9 48.3 52 81
r53 5.58 5.06 4.81 4.91 4.93 5.15 4.42 4.67 4.9 5.4 5.46 5 5.18 5.74 6.54 8.49 20.8
r54 10 9.4 9.34 9.76 9.94 8.62 7.92 9.59 8.28 9.23 8.83 9.59 10.4 11.7 14.2 24 74.3
r56 16.9 15.6 15.1 15.7 16.2 14.1 15.1 14.3 14.7 15.6 15.2 15.3 16.7 15.4 16.7 18.2 27.9
r59 21.3 17.7 18 18.2 16.2 14.9 14.8 16 15.2 19.8 17.6 15.4 18.2 15.7 18.3 19.9 30.4
r64 58.1 52.3 50.3 49.5 47.8 47.9 55 43.1 45.8 44.8 51.2 46.4 45.6 46.6 50 41.2 52.7
r65 31.3 22.9 25.3 24.4 23.9 23.3 25 22.6 23.6 26.3 25.4 26 25.7 27.1 28 34.3 69.6
r67 60.1 48.6 53.1 42.6 50.4 55 50.4 47.3 44.9 47.7 53.9 43.1 47.7 55.5 50 53.6 155
r79 49.7 51.7 47.8 51.7 41.5 44.4 47.6 36.9 38.4 45.9 45.8 52.3 46.8 49.9 48.2 61.3 137
r80 25.8 25.1 24.9 22.2 24.3 25.7 23.3 21.7 21.1 25.5 26 24.5 23 28.1 29 31 54.9
r85 34.9 35.1 34.6 34.4 35.5 34.2 35.5 32.4 32.5 36.1 34.7 35.8 34.9 35.8 39.6 49.8 99.4
r86 50.2 46 46 47.5 47.5 44.9 42.7 41.4 38.5 47 45.1 49 40.8 48.2 54.1 53.7 102
r88 36.4 34.1 35.3 34.6 36.1 34.5 32 31.7 30.8 36.5 36.2 35.9 34.6 35.3 37.6 42.6 76.9
r90 46.2 45.5 35.9 41.9 42.8 42.2 37.9 39.4 34.5 50.5 50.8 46.5 43.3 45.7 39.6 48 72.4
Average 30.79 28.31 27.61 27.44 27.58 27.22 26.73 25.21 24.94 28.85 28.61 28.18 26.54 28.74 29.67 33.28 62.65
Table C.6: Results for the scaling rules without shrinking of fixed edges, warm start for branching, branching rule (MOEL) and odd cycle separator
with Shortest-path support extension. Figures give the average time in seconds of the first descent step after branching for each scaling heuristic.
The actual full computation of each node was realised using no scaling.
1
8
5
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 9.93 9.93 0.19 0 0 13 4.54 186.34
sdp oc no 9.93 9.93 4.10 0.3 0 13 8.1 60.49
sdp oc ra 9.93 16.56 14.56 0.35 0.01 13 12.94 0.46
sdp oc l2-3 9.93 17.34 20.03 0.43 0.8 13 12.95 0.38
sdp oc sp 9.93 28.87 69.47 0.4 0.1 13 12.94 0.46
sdp bkw no 9.93 9.93 81.19 11.95 0 13 12.55 3.58
sdp bkw md 9.93 28.03 106.81 15.36 0.01 13 12.5 4
sdp bkw sp 9.93 16.47 92.74 12.61 0.11 13 12.51 3.91
sdp bkw spmd 9.93 32.97 170.36 22.38 0.21 13 12.51 3.91
sdp ocbkw spmd 9.93 29.44 89.28 13.81 0.16 13 12.76 1.88
sdp ocbkw sptks 9.93 30.14 156.89 19.78 0.14 13 12.95 0.38
sdp kt no 9.93 9.93 57.77 1.23 0 13 12.54 3.66
sdp kt md 9.93 23.78 76.56 1.96 0.01 13 12.53 3.75
sdp kt spmd 9.93 29.44 71.99 2.11 0.14 13 12.52 3.83
sdp comp no 9.93 9.93 650.32 18.94 0 13 5.73 126.87
sdp ctree no 9.93 9.93 4.31 0.71 0 13 4.86 167.48
sdp cycle no 9.93 9.93 165.87 9 0 13 5.67 129.68
sdp all no 9.93 9.93 142.86 39.2 0 13 12.63 2.92
sdp all sp 9.93 29.75 316.82 103.46 0.14 13 12.95 0.38
lp all 9.93 9.93 2.67 0.20 0 13 12.54 3.66
Table C.7: Results in root for graph kkt lowt02, |V | = 82, ∣∣E¯∣∣ = 330. Columns give setting, initial
support density d0, final support density d∗, total run time, separation time and support extension
time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 7.2 7.2 0.33 0 0 28 18.94 47.83
sdp oc no 7.2 7.2 2.17 0.3 0 28 22.06 26.92
sdp oc ra 7.2 12.03 13.14 0.91 0.01 28 27.95 0.17
sdp oc l2-3 7.2 12.46 16.16 1.21 1.5 28 27.17 3.05
sdp oc sp 7.2 20.09 39.75 0.65 0.19 28 27.99 0.03
sdp bkw no 7.2 7.2 580.96 49.65 0 28 27.67 1.19
sdp bkw md 7.2 27.15 1143.97 34.49 0.06 28 27.87 0.46
sdp bkw sp 7.2 22.1 843.02 29.74 0.41 28 27.97 0.1
sdp bkw spmd 7.2 35.3 1051.55 25.84 0.45 28 27.94 0.21
sdp ocbkw spmd 7.2 32.12 840.77 21.61 0.41 28 27.97 0.1
sdp ocbkw sptks 7.2 21.76 334.15 17.83 0.33 28 27.99 0.03
sdp kt no 7.2 7.2 74.59 1.89 0 28 27.62 1.37
sdp kt md 7.2 36.75 2142.75 9.61 0.06 28 27.71 1.04
sdp kt spmd 7.2 42.25 896.45 8.35 0.53 28 27.77 0.82
sdp comp no 7.2 7.2 939.78 26.4 0 28 20.92 33.84
sdp ctree no 7.2 7.2 4.02 1.25 0 28 19.38 44.47
sdp cycle no 7.2 7.2 119.52 14.92 0 28 20.29 37.99
sdp all no 7.2 7.2 329.03 69.7 0 28 27.76 0.86
sdp all sp 7.2 19.08 532.87 98.1 0.3 28 27.99 0.03
lp all 7.2 7.2 75.60 1.84 0 28 27.62 1.37
Table C.8: Results in root for graph kkt putt01, |V | = 115, ∣∣E¯∣∣ = 472. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.59 0.59 375.00 0 0 6 0.64 837.5
sdp oc no 0.59 0.59 4016.03 39.42 0 6 3.27 83.48
sdp oc ra 0.59 0.87 7430.05 30.08 0.27 6 4.45 34.83
sdp oc l2-3 0.59 0.88 7345.66 28.14 2412.4 6 4.42 35.74
sdp oc sp 0.59 0.85 7206.84 19.25 194.58 6 3.72 61.29
sdp bkw no 0.59 0.59 7221.46 465.99 0 6 3.43 74.92
sdp bkw md 0.59 1.34 7337.14 411.22 5.87 6 3.4 76.47
sdp bkw sp 0.59 0.79 7249.33 508.81 69.29 6 3.48 72.41
sdp bkw spmd 0.59 1.44 7439.48 347.86 84.98 6 3.29 82.37
sdp ocbkw spmd 0.59 1.44 7214.64 350.89 73.5 6 3.46 73.41
sdp ocbkw sptks 0.59 0.92 7345.77 592.27 76.46 6 3.54 69.49
sdp kt no 0.59 0.59 7248.84 1057.16 0 6 4.45 34.83
sdp kt md 0.59 1.08 7215.36 625.62 3.67 6 3.19 88.08
sdp kt spmd 0.59 1.22 7227.46 613.31 50.87 6 3.2 87.5
sdp comp no 0.59 0.59 7346.30 281.88 0 6 1.25 380
sdp ctree no 0.59 0.59 4087.15 1829.83 0 6 1.23 387.8
sdp cycle no 0.59 0.59 7275.09 214.17 0 6 1.61 272.67
sdp all no 0.59 0.59 7890.87 928.88 0 6 3.36 78.57
sdp all sp 0.59 0.79 7264.64 1697.18 43.34 6 3.41 75.95
lp all 0.59 0.59 115.06 97.02 0 6 5.19 15.6
Table C.9: Results in root for graph kkt capt09, |V | = 2063, ∣∣E¯∣∣ = 12703. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
186
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.67 0.67 21.72 0 0 567 493.83 14.81
sdp oc no 0.67 0.67 3258.78 86.57 0 567 512.59 10.61
sdp oc ra 0.67 0.94 7203.34 106.44 0.33 567 551.68 2.77
sdp oc l2-3 0.67 0.95 7241.88 82.1 2724.71 567 550.33 3.02
sdp oc sp 0.67 1.05 7277.06 42.08 229.6 567 551.57 2.79
sdp bkw no 0.67 0.67 7298.17 826.98 0 567 541.31 4.74
sdp bkw md 0.67 1.63 7218.09 669.15 9.09 567 530.77 6.82
sdp bkw sp 0.67 0.92 7226.39 715.84 158.73 567 541.79 4.65
sdp bkw spmd 0.67 1.8 7219.68 674.41 154.59 567 531.03 6.77
sdp ocbkw spmd 0.67 1.72 7381.83 610.85 136.42 567 539.91 5.01
sdp ocbkw sptks 0.67 1.01 7495.79 583.61 129.86 567 547.56 3.55
sdp kt no 0.67 0.67 7313.10 930.74 0 567 540.32 4.93
sdp kt md 0.67 1.45 7307.13 836.82 7.61 567 531.4 6.69
sdp kt spmd 0.67 1.63 7334.45 739.36 121.99 567 531.9 6.59
sdp comp no 0.67 0.67 1804.98 1640.61 0 567 493.28 14.94
sdp ctree no 0.67 0.67 40.30 27.36 0 567 484.34 17.06
sdp cycle no 0.67 0.67 1608.32 1444.82 0 567 493.32 14.93
sdp all no 0.67 0.67 7202.10 5933.43 0 567 530.79 6.82
sdp all sp 0.67 0.88 7349.02 6336.56 49.43 567 528.69 7.24
lp all 0.67 0.67 7201.36 83.74 0 567 440.62 28.68
Table C.10: Results in root for graph kkt skwz02, |V | = 2117, ∣∣E¯∣∣ = 15046. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 1.59 1.59 34.47 0 0 2077 1839.5 12.91
sdp oc no 1.59 1.59 73.98 13.79 0 2077 1842.54 12.72
sdp oc ra 1.59 1.85 7208.27 168.51 0.57 2077 2053.94 1.12
sdp oc l2-3 1.59 1.86 7266.22 104.18 3476.03 2077 2055.94 1.02
sdp oc sp 1.59 1.92 7278.04 70.9 346.04 2077 2048.31 1.4
sdp bkw no 1.59 1.59 7429.57 902.89 0 2077 1995.5 4.08
sdp bkw md 1.59 2.38 7262.66 798.15 9.28 2077 1952.47 6.37
sdp bkw sp 1.59 1.88 7418.20 986.95 187.14 2077 1990.94 4.32
sdp bkw spmd 1.59 2.6 7241.49 821.8 190.56 2077 1950.82 6.46
sdp ocbkw spmd 1.59 2.53 7207.06 870.7 184.78 2077 1970.81 5.38
sdp ocbkw sptks 1.59 1.96 7205.32 1131.61 213.53 2077 2022.78 2.68
sdp kt no 1.59 1.59 7366.69 2845.55 0 2077 1997.22 3.99
sdp kt md 1.59 2.12 7247.89 2161.02 5.92 2077 1917.77 8.3
sdp kt spmd 1.59 2.38 7274.70 1812.43 113.38 2077 1927.62 7.74
sdp comp no 1.59 1.59 7249.56 6588.91 0 2077 1832.3 13.35
sdp ctree no 1.59 1.59 49.15 37.8 0 2077 1645.51 26.22
sdp cycle no 1.59 1.59 2392.33 426.72 0 2077 1840.21 12.86
sdp all no 1.59 1.59 7268.75 6242.3 0 2077 1843.36 12.67
sdp all sp 1.59 1.83 7925.60 5506.37 42.48 2077 1855.03 11.96
lp all 1.59 1.59 23.78 11.09 0 2077 1673.98 24.07
Table C.11: Results in root for graph kkt orb11, |V | = 2186, ∣∣E¯∣∣ = 38073. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.68 0.68 694.79 0 0 49 4.32 1034.25
sdp oc no 0.68 0.68 7210.45 42.88 0 49 6.19 691.59
sdp oc ra 0.68 0.89 7220.35 133.33 0.56 49 10.92 348.71
sdp oc l2-3 0.68 0.89 7226.40 45.26 6240.88 49 6.18 692.88
sdp oc sp 0.68 0.83 7212.42 22.9 228.62 49 5.67 764.19
sdp bkw no 0.68 0.68 7319.01 707.18 0 49 3.21 1426.47
sdp bkw md 0.68 1.05 7284.30 551.56 11.21 49 3.66 1238.79
sdp bkw sp 0.68 0.84 7327.62 615.18 169.05 49 4.48 993.74
sdp bkw spmd 0.68 1.23 7238.80 660.43 197.34 49 4.89 902.04
sdp ocbkw spmd 0.68 1.19 7224.14 572.48 175.49 49 5.08 864.56
sdp ocbkw sptks 0.68 0.89 7309.58 609.9 162.36 49 4.78 925.1
sdp kt no 0.68 0.68 1321.07 373.13 0 49 0 -
sdp kt md 0.68 0.88 7327.50 1354.65 11.14 49 2.52 1844.44
sdp kt spmd 0.68 1.05 7251.86 1296.09 150.5 49 0.22 22172.72
sdp comp no 0.68 0.68 7455.33 711.43 0 49 4.68 947
sdp ctree no 0.68 0.68 196.95 163.82 0 49 0 -
sdp cycle no 0.68 0.68 7282.59 6209.14 0 49 2.32 2012.06
sdp all no 0.68 0.68 7473.11 4786.54 0 49 6.03 712.6
sdp all sp 0.68 0.83 7413.08 3342.69 37.43 49 4.16 1077.88
lp all 0.68 0.68 416.27 0 0 49 10.8 353.7
Table C.12: Results in root for graph kkt plnt01, |V | = 2817, ∣∣E¯∣∣ = 27099. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
187
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.18 0.18 265.35 0 0 150 9.94 1409.05
sdp oc no 0.18 0.18 2511.41 79.92 0 150 14.98 901.33
sdp oc ra 0.18 0.3 7367.66 137.04 5.19 150 138.33 8.43
sdp oc l2-3 0.18 ? 34380.88 0 34379 150 0 -
sdp oc sp 0.18 0.29 7281.53 32.55 550.98 150 133.07 12.72
sdp bkw no 0.18 0.18 7492.73 945.5 0 150 53.24 181.74
sdp bkw md 0.18 0.34 7535.77 1203.97 17.97 150 46.14 225.09
sdp bkw sp 0.18 0.26 7451.27 999.06 154.56 150 55.09 172.28
sdp bkw spmd 0.18 0.4 7258.36 1181.01 257.02 150 42.85 250.05
sdp ocbkw spmd 0.18 0.42 7385.27 1409.82 324.62 150 76.18 96.9
sdp ocbkw sptks 0.18 0.3 7340.24 1363.16 298.02 150 76.64 95.72
sdp kt no 0.18 0.18 7463.04 2282.25 0 150 51.96 188.68
sdp kt md 0.18 0.34 7389.73 2855.71 18.04 150 47.3 217.12
sdp kt spmd 0.18 0.41 7274.28 2716.48 250.68 150 48.21 211.13
sdp comp no 0.18 0.18 7940.47 5918.86 0 150 9.85 1422.84
sdp ctree no 0.18 0.18 328.70 204.24 0 150 9.8 1430.61
sdp cycle no 0.18 0.18 7238.95 4686.34 0 150 9.91 1413.62
sdp all no 0.18 0.18 7572.07 4182.6 0 150 39.09 283.72
sdp all sp 0.18 0.26 7404.03 4900.7 158.25 150 42.5 252.94
lp all 0.18 0.18 7211.06 4708.88 0 150 17.51 756.65
Table C.13: Results in root for graph kkt heat02, |V | = 5150, ∣∣E¯∣∣ = 25043. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 3.98 3.98 2.20 0 0 55 49.07 12.08
sdp oc no 3.98 3.98 4.95 0.75 0 55 51.82 6.13
sdp oc ra 3.98 7.35 11.27 1.7 0.01 55 52.14 5.48
sdp oc l2-3 3.98 7.53 10.54 1.63 3.62 55 52.11 5.54
sdp oc sp 3.98 11.54 11.23 2 0.47 55 52.18 5.4
sdp bkw no 3.98 3.98 82.05 51.28 0 55 51.85 6.07
sdp bkw md 3.98 13.61 197.02 49.35 0.06 55 52.04 5.7
sdp bkw sp 3.98 7.94 83.68 48.21 0.38 55 52.03 5.7
sdp bkw spmd 3.98 17.29 155.41 29.39 0.63 55 52.07 5.62
sdp ocbkw spmd 3.98 16.4 138.45 25.88 0.56 55 52.1 5.56
sdp ocbkw sptks 3.98 11.82 226.64 44.82 0.51 55 52.15 5.46
sdp kt no 3.98 3.98 13.16 5.53 0 55 51.68 6.42
sdp kt md 3.98 10.78 45.64 9.27 0.04 55 51.7 6.38
sdp kt spmd 3.98 14.02 61.36 11.32 0.54 55 51.7 6.38
sdp comp no 3.98 3.98 2.26 1.63 0 55 43.67 25.94
sdp ctree no 3.98 3.98 0.47 0.1 0 55 41.37 32.94
sdp cycle no 3.98 3.98 80.95 49.19 0 55 50.11 9.75
sdp all no 3.98 3.98 200.53 123.08 0 55 52.26 5.24
sdp all sp 3.98 10.94 300.02 199.32 0.46 55 52.33 5.1
lp all 3.98 3.98 10.68 2.18 0 55 51.02 7.8
Table C.14: Results in root for graph taq170.424, |V | = 170, ∣∣E¯∣∣ = 573. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 3.48 3.48 2.36 0 0 63 55.71 13.08
sdp oc no 3.48 3.48 8.47 2.67 0 63 61.69 2.12
sdp oc ra 3.48 6 10.43 2.52 0.02 63 62.89 0.17
sdp oc l2-3 3.48 6.12 15.27 2.38 7.26 63 62.88 0.19
sdp oc sp 3.48 6.78 8.87 2.68 0.6 63 62.91 0.14
sdp bkw no 3.48 3.48 146.52 55.3 0 63 61.47 2.48
sdp bkw md 3.48 15.94 1047.89 85.93 0.21 63 62.69 0.49
sdp bkw sp 3.48 7.89 428.32 117.81 1.67 63 62.7 0.47
sdp bkw spmd 3.48 14.73 245.98 37.61 1.45 63 62.85 0.23
sdp ocbkw spmd 3.48 12.13 93.27 21.71 0.86 63 62.88 0.19
sdp ocbkw sptks 3.48 7.57 89.99 26.82 0.77 63 62.89 0.17
sdp kt no 3.48 3.48 26.99 9.93 0 63 58.58 7.54
sdp kt md 3.48 9.01 108.43 18.99 0.08 63 59.36 6.13
sdp kt spmd 3.48 11.05 115.94 24.03 0.99 63 59.37 6.11
sdp comp no 3.48 3.48 3.52 2.77 0 63 52.68 19.58
sdp ctree no 3.48 3.48 0.80 0.44 0 63 47.43 32.82
sdp cycle no 3.48 3.48 411.99 262.35 0 63 60.67 3.84
sdp all no 3.48 3.48 677.48 385.91 0 63 62.94 0.09
sdp all sp 3.48 6.7 271.59 151.98 0.7 63 62.89 0.17
lp all 3.48 3.48 76.83 6.42 0 63 59.76 5.42
Table C.15: Results in root for graph taq228.692, |V | = 228, ∣∣E¯∣∣ = 902. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
188
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 1.72 1.72 2.01 0 0 37 28.65 29.14
sdp oc no 1.72 1.72 14.28 3.62 0 37 33.66 9.92
sdp oc ra 1.72 3.79 50.19 5.73 0.02 37 36.42 1.59
sdp oc l2-3 1.72 3.89 40.29 6.98 10.42 37 36.35 1.78
sdp oc sp 1.72 10.25 213.21 16.42 3.14 37 36.43 1.56
sdp bkw no 1.72 1.72 997.51 712.9 0 37 34.57 7.02
sdp bkw md 1.72 9.14 1172.03 111.86 0.29 37 35.03 5.62
sdp bkw sp 1.72 5.04 588.14 251.07 2.03 37 35.04 5.59
sdp bkw spmd 1.72 11.45 1400.58 68.96 3.09 37 35.2 5.11
sdp ocbkw spmd 1.72 9.67 546.63 62.39 2.43 37 35.96 2.89
sdp ocbkw sptks 1.72 9.93 497.53 382.92 3.22 37 36.45 1.5
sdp kt no 1.72 1.72 46.32 24.09 0 37 36.26 2.04
sdp kt md 1.72 9.76 705.69 83.76 0.33 37 34.49 7.27
sdp kt spmd 1.72 9.21 465.38 34.71 1.41 37 34.02 8.75
sdp comp no 1.72 1.72 3.14 2.39 0 37 26.72 38.47
sdp ctree no 1.72 1.72 5.77 3.14 0 37 28.69 28.96
sdp cycle no 1.72 1.72 63.93 39.06 0 37 28.72 28.83
sdp all no 1.72 1.72 779.49 642.58 0 37 34.57 7.02
sdp all sp 1.72 8.86 2480.35 2321.68 2.86 37 36.44 1.53
lp all 1.72 1.72 1.81 1.07 0 37 36.89 0.29
Table C.16: Results in root for graph taq278.396, |V | = 278, ∣∣E¯∣∣ = 664. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 7.1 7.1 2.57 0 0 342 235.84 45.01
sdp oc no 7.1 7.1 85.78 20.93 0 342 284.86 20.05
sdp oc ra 7.1 8.71 49.21 13.15 0.04 342 324.39 5.42
sdp oc l2-3 7.1 8.9 94.59 18.08 25.77 342 326.81 4.64
sdp oc sp 7.1 11.05 2422.81 25.09 4.73 342 324.32 5.45
sdp bkw no 7.1 7.1 2621.91 118.12 0 342 324.56 5.37
sdp bkw md 7.1 14.27 7239.19 162.71 0.56 342 325.95 4.92
sdp bkw sp 7.1 9.66 5196.09 159.62 6.98 342 327.23 4.51
sdp bkw spmd 7.1 16.73 7266.48 165.26 9.09 342 326.46 4.76
sdp ocbkw spmd 7.1 16.32 7320.70 136.92 6.33 342 330.09 3.6
sdp ocbkw sptks 7.1 11.65 7304.59 136.57 5.74 342 330.6 3.44
sdp kt no 7.1 7.1 367.99 51.67 0 342 322.15 6.16
sdp kt md 7.1 13.21 727.92 53.96 0.27 342 323.07 5.85
sdp kt spmd 7.1 14.12 529.51 52.74 3.55 342 323.17 5.82
sdp comp no 7.1 7.1 12.79 12.22 0 342 211.43 61.75
sdp ctree no 7.1 7.1 7.69 6.76 0 342 224.65 52.23
sdp cycle no 7.1 7.1 1922.14 1675.41 0 342 236.26 44.75
sdp all no 7.1 7.1 2469.33 1778.45 0 342 324.08 5.52
sdp all sp 7.1 9.44 5587.05 3146.15 4.07 342 327.88 4.3
lp all 7.1 7.1 6036.04 26.39 0 342 324.48 5.39
Table C.17: Results in root for graph taq334.3763, |V | = 334, ∣∣E¯∣∣ = 3952. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.62 0.62 7.59 0 0 118 60.24 95.88
sdp oc no 0.62 0.62 733.05 85.57 0 118 79.01 49.34
sdp oc ra 0.62 1.19 1137.81 27.9 0.09 118 117.58 0.35
sdp oc l2-3 0.62 1.21 1059.91 55.01 315.90 118 117.63 0.31
sdp oc sp 0.62 1.39 2113.92 14.68 14.31 118 117.36 0.54
sdp bkw no 0.62 0.62 7298.91 216.35 0 118 113.61 3.86
sdp bkw md 0.62 2.53 7309.27 267.58 2.75 118 113.09 4.34
sdp bkw sp 0.62 1.14 7204.71 235.45 26.41 118 113.05 4.37
sdp bkw spmd 0.62 3.07 7343.89 279.82 38.48 118 112.51 4.87
sdp ocbkw spmd 0.62 2.55 7296.74 261.1 32.31 118 116.95 0.89
sdp ocbkw sptks 0.62 1.41 7325.11 175.62 21.24 118 114.44 3.11
sdp kt no 0.62 0.62 7204.55 387.03 0 118 113.85 3.64
sdp kt md 0.62 2.4 7356.44 420.35 2.39 118 113.54 3.92
sdp kt spmd 0.62 2.81 7279.60 426.51 29.02 118 113.14 4.29
sdp comp no 0.62 0.62 217.80 206.52 0 118 60.24 95.88
sdp ctree no 0.62 0.62 8.17 2.67 0 118 59.31 98.98
sdp cycle no 0.62 0.62 93.54 85.1 0 118 60.19 96.04
sdp all no 0.62 0.62 7366.28 1129.51 0 118 113.63 3.84
sdp all sp 0.62 1.11 7339.68 2244.64 18.73 118 113.32 4.12
lp all 0.62 0.62 7204.11 169.28 0 118 102.09 15.58
Table C.18: Results in root for graph taq1021.2253, |V | = 1021, ∣∣E¯∣∣ = 3259. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
189
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 1.22 1.22 7.68 0 0 1650 1125.41 46.61
sdp oc no 1.22 1.22 377.52 22.1 0 1650 1251.39 31.85
sdp oc ra 1.22 1.78 7257.71 83.57 0.10 1650 1540.69 7.09
sdp oc l2-3 1.22 1.8 7270.28 93.91 347.66 1650 1545.14 6.78
sdp oc sp 1.22 2.55 7221.06 37.81 68.41 1650 1556.28 6.02
sdp bkw no 1.22 1.22 7290.97 221.33 0 1650 1473.82 11.95
sdp bkw md 1.22 3.97 7263.41 372.23 3.69 1650 1505.7 9.58
sdp bkw sp 1.22 2.36 7302.15 251.34 32.45 1650 1495.27 10.34
sdp bkw spmd 1.22 5.13 7324.96 375.93 63.18 1650 1519.01 8.62
sdp ocbkw spmd 1.22 4.84 7252.55 351.24 52.15 1650 1546.85 6.66
sdp ocbkw sptks 1.22 2.92 7311.56 274.01 33.99 1650 1521.94 8.41
sdp kt no 1.22 1.22 7548.22 346.8 0 1650 1471.22 12.15
sdp kt md 1.22 3.01 7348.54 456.13 2.67 1650 1472.37 12.06
sdp kt spmd 1.22 3.44 7367.91 469.74 35.71 1650 1472.72 12.03
sdp comp no 1.22 1.22 317.45 313.96 0 1650 1105.05 49.31
sdp ctree no 1.22 1.22 7.81 5.27 0 1650 1089.03 51.51
sdp cycle no 1.22 1.22 432.11 369.87 0 1650 1109.93 48.65
sdp all no 1.22 1.22 7404.10 3002.5 0 1650 1472.31 12.06
sdp all sp 1.22 1.82 7234.72 4658.29 20.02 1650 1473.71 11.96
lp all 1.22 1.22 7210.95 45.38 0 1650 443.7 271.87
Table C.19: Results in root for graph taq1021.5480, |V | = 1021, ∣∣E¯∣∣ = 6356. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 4.75 4.75 1.89 0 0 28 15.98 75.21
sdp oc no 4.75 4.75 26.36 3.25 0 28 26.89 4.12
sdp oc ra 4.75 8.12 89.96 6.35 0.01 28 27.64 1.3
sdp oc l2-3 4.75 8.38 75.43 6.22 3.58 28 27.63 1.33
sdp oc sp 4.75 14.2 69.67 6.05 1.31 28 27.69 1.11
sdp bkw no 4.75 4.75 338.78 189.27 0 28 26.93 3.97
sdp bkw md 4.75 22.94 1733.42 206.34 0.18 28 27.06 3.47
sdp bkw sp 4.75 8.45 660.53 131.82 1.26 28 27.15 3.13
sdp bkw spmd 4.75 26.41 1077.03 88.05 2.11 28 27.18 3.01
sdp ocbkw spmd 4.75 21.42 609.93 177.95 1.93 28 27.43 2.07
sdp ocbkw sptks 4.75 15.96 286.62 174.65 1.36 28 27.69 1.11
sdp kt no 4.75 4.75 148.86 18.69 0 28 26.63 5.14
sdp kt md 4.75 21.09 707.12 38.58 0.17 28 26.65 5.06
sdp kt spmd 4.75 15.32 55.15 9.36 0.45 28 26.08 7.36
sdp comp no 4.75 4.75 0.68 0.4 0 28 13.65 105.12
sdp ctree no 4.75 4.75 11.04 7.06 0 28 17.48 60.18
sdp cycle no 4.75 4.75 290.88 150.72 0 28 20.45 36.91
sdp all no 4.75 4.75 465.27 355.97 0 28 27.47 1.92
sdp all sp 4.75 13.91 1046.32 901.57 1.29 28 27.74 0.93
lp all 4.75 4.75 2.45 0.95 0 28 27.26 2.71
Table C.20: Results in root for graph diw166.504, |V | = 166, ∣∣E¯∣∣ = 651. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.92 0.92 6.86 0 0 142 79.7 78.16
sdp oc no 0.92 0.92 152.95 62.74 0 142 91.31 55.51
sdp oc ra 0.92 1.8 7200.11 79 0.06 142 139.49 1.79
sdp oc l2-3 0.92 1.81 3894.05 81.94 106.24 142 139.63 1.69
sdp oc sp 0.92 2.87 7407.29 14.59 10.77 142 140.47 1.08
sdp bkw no 0.92 0.92 7328.22 122.77 0 142 135.91 4.48
sdp bkw md 0.92 3.84 7248.20 141.67 1.2 142 135.59 4.72
sdp bkw sp 0.92 2.28 7317.15 117.2 11.89 142 135.27 4.97
sdp bkw spmd 0.92 5.02 7280.51 125.9 14.16 142 135.28 4.96
sdp ocbkw spmd 0.92 4.33 7259.64 109.21 11.34 142 137.42 3.33
sdp ocbkw sptks 0.92 2.56 7300.71 107.89 10.2 142 137.28 3.43
sdp kt no 0.92 0.92 7272.83 128.16 0 142 135.83 4.54
sdp kt md 0.92 3.15 7325.56 178.69 0.93 142 135.81 4.55
sdp kt spmd 0.92 4.07 7326.85 236.85 13.21 142 135.6 4.71
sdp comp no 0.92 0.92 46.03 41.96 0 142 76.85 84.77
sdp ctree no 0.92 0.92 4.89 0.81 0 142 76.85 84.77
sdp cycle no 0.92 0.92 26.19 21.94 0 142 77.1 84.17
sdp all no 0.92 0.92 7204.51 497.43 0 142 135.8 4.56
sdp all sp 0.92 2.01 7299.00 1100.99 9.88 142 136.26 4.21
lp all 0.92 0.92 7203.22 89.78 0 142 115.21 23.25
Table C.21: Results in root for graph diw681.1494, |V | = 681, ∣∣E¯∣∣ = 2152. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
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settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 1.62 1.62 4.79 0 0 1011 633.69 59.54
sdp oc no 1.62 1.62 64.10 13.13 0 1011 670.02 50.89
sdp oc ra 1.62 2.47 7224.84 67 0.06 1011 933.44 8.3
sdp oc l2-3 1.62 2.5 2142.17 38.78 119.25 1011 906.36 11.54
sdp oc sp 1.62 4.6 7304.57 35.41 28.18 1011 985.88 2.54
sdp bkw no 1.62 1.62 7235.55 223.1 0 1011 944.65 7.02
sdp bkw md 1.62 6.01 7288.89 270.13 2.3 1011 959.23 5.39
sdp bkw sp 1.62 3.5 7223.75 208.61 22.2 1011 956.92 5.65
sdp bkw spmd 1.62 7.2 7336.69 257.06 31.38 1011 958.39 5.48
sdp ocbkw spmd 1.62 6.56 7284.94 231.86 23.45 1011 976.49 3.53
sdp ocbkw sptks 1.62 4.18 7200.76 213.03 19.53 1011 975.27 3.66
sdp kt no 1.62 1.62 7460.73 220.53 0 1011 939.14 7.65
sdp kt md 1.62 4.84 7320.62 401.81 1.85 1011 957.85 5.54
sdp kt spmd 1.62 6.01 7295.46 435.59 25.43 1011 960.62 5.24
sdp comp no 1.62 1.62 247.24 192.69 0 1011 628.3 60.91
sdp ctree no 1.62 1.62 3.00 1.87 0 1011 603.57 67.5
sdp cycle no 1.62 1.62 125.55 99.06 0 1011 623.45 62.16
sdp all no 1.62 1.62 7252.11 1255.54 0 1011 943.96 7.1
sdp all sp 1.62 3.14 7233.94 2506.66 15.26 1011 960.43 5.26
lp all 1.62 1.62 7226.35 43.93 0 1011 527.06 91.81
Table C.22: Results in root for graph diw681.3103, |V | = 681, ∣∣E¯∣∣ = 3752. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 3.02 3.02 11.12 0 0 331 281.31 17.66
sdp oc no 3.02 3.02 575.56 22.58 0 331 310.98 6.43
sdp oc ra 3.02 3.86 1412.20 61.42 0.08 331 321.77 2.86
sdp oc l2-3 3.02 3.9 649.62 58.63 143.91 331 321.13 3.07
sdp oc sp 3.02 4.97 7225.88 21.91 21.55 331 323.99 2.16
sdp bkw no 3.02 3.02 7222.67 358.01 0 331 318.28 3.99
sdp bkw md 3.02 5.84 7234.10 241.81 1.8 331 315.18 5.01
sdp bkw sp 3.02 4.88 7219.12 197.17 19.93 331 319.93 3.46
sdp bkw spmd 3.02 7.39 7233.00 209.77 27.16 331 317.17 4.36
sdp ocbkw spmd 3.02 6.73 7269.02 215.06 22.29 331 323.84 2.21
sdp ocbkw sptks 3.02 5.48 7268.66 219.53 21.04 331 324.57 1.98
sdp kt no 3.02 3.02 5845.41 500.03 0 331 314.69 5.18
sdp kt md 3.02 5.37 7313.98 303.84 1.19 331 313.99 5.41
sdp kt spmd 3.02 6.27 7235.41 308.36 18.45 331 313.31 5.64
sdp comp no 3.02 3.02 45.39 39.93 0 331 272.5 21.46
sdp ctree no 3.02 3.02 9.74 4.28 0 331 272.5 21.46
sdp cycle no 3.02 3.02 2611.60 2445.03 0 331 281.42 17.61
sdp all no 3.02 3.02 7226.54 3492.14 0 331 316.97 4.42
sdp all sp 3.02 4.47 7251.57 3918.79 12.53 331 319.66 3.54
lp all 3.02 3.02 7214.24 48.08 0 331 275.11 20.31
Table C.23: Results in root for graph diw681.6402, |V | = 681, ∣∣E¯∣∣ = 6997. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.35 0.35 27.78 0 0 94 37.74 149.07
sdp oc no 0.35 0.35 1836.56 33.13 0 94 48.09 95.46
sdp oc ra 0.35 0.68 4301.20 29.66 0.19 94 93.3 0.75
sdp oc l2-3 0.35 0.69 4715.76 12.01 1566.49 94 93.06 1.01
sdp oc sp 0.35 0.76 7489.70 13.17 63.74 94 93.04 1.03
sdp bkw no 0.35 0.35 7355.21 215.96 0 94 89.28 5.28
sdp bkw md 0.35 1.3 7460.81 426.61 5.81 94 88.99 5.62
sdp bkw sp 0.35 0.61 7206.97 309.23 45.51 94 89.17 5.41
sdp bkw spmd 0.35 1.49 7374.30 416.84 84.28 94 88.85 5.79
sdp ocbkw spmd 0.35 1.36 7254.14 319.19 58.63 94 90.94 3.36
sdp ocbkw sptks 0.35 0.74 7584.81 260.22 43.83 94 90.2 4.21
sdp kt no 0.35 0.35 7456.95 591.5 0 94 89.45 5.08
sdp kt md 0.35 1.14 7235.52 633.99 4.26 94 89.21 5.36
sdp kt spmd 0.35 1.38 7239.25 694.08 57.21 94 89.06 5.54
sdp comp no 0.35 0.35 871.51 779.58 0 94 37.75 149
sdp ctree no 0.35 0.35 21.26 3.37 0 94 36.84 155.15
sdp cycle no 0.35 0.35 119.67 101.77 0 94 36.84 155.15
sdp all no 0.35 0.35 7319.91 1357.13 0 94 89.29 5.27
sdp all sp 0.35 0.6 7253.47 2474.02 28.49 94 89.13 5.46
lp all 0.35 0.35 7218.29 618.03 0 94 82.45 14
Table C.24: Results in root for graph dmxa1755.3686, |V | = 1755, ∣∣E¯∣∣ = 5420. Columns give
setting, initial support density d0, final support density d∗, total run time, separation time and
support extension time (all in seconds), best known primal bound, reached dual bound and gap.
191
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.81 0.81 28.48 0 0 150 94.77 58.27
sdp oc no 0.81 0.81 3132.72 41.34 0 150 119.28 25.75
sdp oc ra 0.81 1.15 4342.66 30.65 0.31 150 147.53 1.67
sdp oc l2-3 0.81 1.15 4499.93 29.02 1638.29 150 147.24 1.87
sdp oc sp 0.81 1.23 7328.49 18.8 103.21 150 143.5 4.52
sdp bkw no 0.81 0.81 7323.29 305.38 0 150 142.13 5.53
sdp bkw md 0.81 1.82 7296.41 471.93 6.27 150 137.04 9.45
sdp bkw sp 0.81 1.09 7219.71 352.04 69.92 150 141.92 5.69
sdp bkw spmd 0.81 2.06 7257.02 486.57 105.36 150 136.46 9.92
sdp ocbkw spmd 0.81 1.89 7644.18 421.29 85.02 150 144.06 4.12
sdp ocbkw sptks 0.81 1.23 7402.10 309.41 61.45 150 143.56 4.48
sdp kt no 0.81 0.81 7312.05 551.48 0 150 142.4 5.33
sdp kt md 0.81 1.67 7290.21 598.49 4.67 150 139.77 7.31
sdp kt spmd 0.81 1.89 7252.60 526.94 75.57 150 138.75 8.1
sdp comp no 0.81 0.81 832.09 740.53 0 150 94.77 58.27
sdp ctree no 0.81 0.81 33.18 11.42 0 150 93.49 60.44
sdp cycle no 0.81 0.81 2264.46 2183.19 0 150 94.77 58.27
sdp all no 0.81 0.81 7201.90 3392.01 0 150 139.57 7.47
sdp all sp 0.81 1.06 7294.87 5065.88 34.86 150 137.13 9.38
lp all 0.81 0.81 7215.09 254.64 0 150 117.51 27.64
Table C.25: Results in root for graph dmxa1755.10867, |V | = 1755, ∣∣E¯∣∣ = 12583. Columns give
setting, initial support density d0, final support density d∗, total run time, separation time and
support extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.24 0.24 49.26 0 0 74 35.88 106.24
sdp oc no 0.24 0.24 1627.47 52.07 0 74 44.01 68.14
sdp oc ra 0.24 0.46 1651.54 42.36 0.45 74 73.9 0.13
sdp oc l2-3 0.24 0.47 6285.41 38.79 4908.9 74 73.91 0.12
sdp oc sp 0.24 0.42 2640.89 9 84.82 74 73.63 0.5
sdp bkw no 0.24 0.24 7472.45 455.63 0 74 71.7 3.2
sdp bkw md 0.24 0.86 7220.97 715.9 12.29 74 63 17.46
sdp bkw sp 0.24 0.4 7348.66 537 98.24 74 70.87 4.41
sdp bkw spmd 0.24 0.98 7273.00 734.29 187.05 74 63.54 16.46
sdp ocbkw spmd 0.24 0.78 7524.54 535.88 101.66 74 73.48 0.7
sdp ocbkw sptks 0.24 0.49 7612.76 529.27 109.22 74 72.89 1.52
sdp kt no 0.24 0.24 7262.24 1470.82 0 74 72.79 1.66
sdp kt md 0.24 0.73 7265.71 1132.43 8.65 74 70.5 4.96
sdp kt spmd 0.24 0.92 7240.58 1227.74 142.68 74 70.39 5.12
sdp comp no 0.24 0.24 936.43 881.66 0 74 35.88 106.24
sdp ctree no 0.24 0.24 49.80 18.09 0 74 34.89 112.09
sdp cycle no 0.24 0.24 1551.52 1315.09 0 74 35.87 106.3
sdp all no 0.24 0.24 7344.80 3399.37 0 74 71.24 3.87
sdp all sp 0.24 0.4 7216.40 4930.15 56.55 74 67.94 8.91
lp all 0.24 0.24 4989.96 1374.21 0 74 73.56 0.59
Table C.26: Results in root for graph gap2669.6182, |V | = 2669, ∣∣E¯∣∣ = 8841. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.76 0.76 110.87 0 0 55 46.06 19.4
sdp oc no 0.76 0.76 915.18 26.95 0 55 54.96 0.07
sdp oc ra 0.76 0.98 294.46 40.06 0.54 55 54.95 0.09
sdp oc l2-3 0.76 0.99 5859.11 47.02 5595.56 55 54.97 0.05
sdp oc sp 0.76 0.92 828.19 17.04 94.96 55 54.95 0.09
sdp bkw no 0.76 0.76 3446.48 476.42 0 55 54.92 0.14
sdp bkw md 0.76 1.57 7429.63 555.34 9.94 55 54.34 1.21
sdp bkw sp 0.76 0.92 4308.04 470.9 115.62 55 54.88 0.21
sdp bkw spmd 0.76 1.67 7213.57 580.88 186.57 55 54.42 1.06
sdp ocbkw spmd 0.76 1.33 2417.25 329.05 84.97 55 54.93 0.12
sdp ocbkw sptks 0.76 1.14 3430.35 373.55 104.32 55 54.95 0.09
sdp kt no 0.76 0.76 7078.01 1054.01 0 55 54.96 0.07
sdp kt md 0.76 1.24 7230.23 519.67 7.5 55 54.74 0.47
sdp kt spmd 0.76 1.32 7272.49 497.22 108.08 55 54.68 0.58
sdp comp no 0.76 0.76 1463.38 1377.51 0 55 44.98 22.27
sdp ctree no 0.76 0.76 186.50 99.72 0 55 44.98 22.27
sdp cycle no 0.76 0.76 3147.60 3062.76 0 55 44.98 22.27
sdp all no 0.76 0.76 7672.35 6623.04 0 55 54.22 1.43
sdp all sp 0.76 0.92 7496.91 6503.49 38.19 55 52.74 4.28
lp all 0.76 0.76 766.09 230.35 0 55 54.97 0.05
Table C.27: Results in root for graph gap2669.24859, |V | = 2669, ∣∣E¯∣∣ = 27392. Columns give
setting, initial support density d0, final support density d∗, total run time, separation time and
support extension time (all in seconds), best known primal bound, reached dual bound and gap.
192
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.12 0.12 117.50 0 0 272 106.4 155.63
sdp oc no 0.12 0.12 7204.23 111.07 0 272 122.3 122.4
sdp oc ra 0.12 0.22 4965.28 213.57 6.59 272 271.84 0.05
sdp oc sp 0.12 0.2 7937.01 33.79 600.99 272 271.47 0.19
sdp bkw no 0.12 0.12 7295.70 1883.31 0 272 157.57 72.62
sdp bkw md 0.12 0.31 7443.15 1714.1 38.65 272 137.71 97.51
sdp bkw sp 0.12 0.19 7273.64 1625.62 492.64 272 155.95 74.41
sdp bkw spmd 0.12 0.35 5645.29 1414.79 487.75 272 130.65 108.18
sdp ocbkw spmd 0.12 0.35 7362.81 1765.23 581.38 272 231.84 17.32
sdp ocbkw sptks 0.12 0.22 7484.37 1961.19 538.53 272 219.61 23.85
sdp kt no 0.12 0.12 7382.07 5105.32 0 272 155.66 74.73
sdp kt md 0.12 0.26 7289.56 3920.36 25.04 272 142.83 90.43
sdp kt spmd 0.12 0.33 7241.90 3727.66 376.29 272 137.48 97.84
sdp comp no 0.12 0.12 7394.28 6515.57 0 272 106.08 156.41
sdp ctree no 0.12 0.12 151.37 83.42 0 272 105.2 158.55
sdp cycle no 0.12 0.12 5130.90 4080.82 0 272 106.25 156
sdp all no 0.12 0.12 7458.01 6113.49 0 272 109.8 147.72
sdp all sp 0.12 0.18 7338.37 5961.34 79.56 272 108.29 151.17
lp all 0.12 0.12 7214.34 5807.75 0 272 48.5 460.82
Table C.28: Results in root for graph alue6112.16896, |V | = 6112, ∣∣E¯∣∣ = 22998. Columns give
setting, initial support density d0, final support density d∗, total run time, separation time and
support extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.32 0.32 15.89 0 0 154 79.58 93.51
sdp oc no 0.32 0.32 1755.74 44.47 0 154 92.86 65.84
sdp oc ra 0.32 0.58 552.78 29.93 0.95 154 153.66 0.22
sdp oc l2-3 0.32 0.58 3637.86 13.55 3148.73 154 153.61 0.25
sdp oc sp 0.32 0.56 2778.57 11.97 75.79 154 153.21 0.51
sdp bkw no 0.32 0.32 7253.16 570.07 0 154 149.11 3.27
sdp bkw md 0.32 1.05 7324.58 757.97 12.19 154 144.48 6.58
sdp bkw sp 0.32 0.52 7220.52 651.25 127.68 154 149.23 3.19
sdp bkw spmd 0.32 1.25 7357.58 768.47 198.06 154 144.91 6.27
sdp ocbkw spmd 0.32 1.12 7256.80 702.11 118.8 154 153.19 0.52
sdp ocbkw sptks 0.32 0.62 7415.12 551.77 105.11 154 150.95 2.02
sdp kt no 0.32 0.32 7312.03 1599.71 0 154 150.11 2.59
sdp kt md 0.32 0.98 7264.96 1236 7.78 154 149.12 3.27
sdp kt spmd 0.32 1.16 7306.40 1157.75 119.25 154 149.19 3.22
sdp comp no 0.32 0.32 1189.41 1169.94 0 154 79.55 93.58
sdp ctree no 0.32 0.32 20.71 11.53 0 154 79.2 94.44
sdp cycle no 0.32 0.32 1032.42 977.04 0 154 79.57 93.54
sdp all no 0.32 0.32 7223.54 3949.92 0 154 148.04 4.02
sdp all sp 0.32 0.51 7240.97 5128.58 63.17 154 144.16 6.82
lp all 0.32 0.32 7215.51 840.82 0 154 102.55 50.17
Table C.29: Results in root for graph alut2292.6329, |V | = 2292, ∣∣E¯∣∣ = 8611. Columns give
setting, initial support density d0, final support density d∗, total run time, separation time and
support extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 18.88 18.88 699.56 0 0 67815 62394.22 8.68
sdp oc no 18.88 18.88 7255.82 2531.14 0 67815 64624.69 4.93
sdp oc ra 18.88 19.09 7210.41 5525.31 1.96 67815 64588.63 4.99
sdp oc sp 18.88 19.1 7206.94 1730.32 4180.89 67815 63632.72 6.57
sdp bkw no 18.88 18.88 1692.37† 1095.41 0 67815 54184.84 25.15
sdp bkw md 18.88 19.26 911.53† 614.04 3.93 67815 50461.42 34.38
sdp bkw sp 18.88 19.13 3261.01† 1953.9 844.62 67815 53855.21 25.92
sdp bkw spmd 18.88 19.35 1112.76† 449.67 464.61 67815 47242.45 43.54
sdp ocbkw spmd 18.88 19.25 1101.21† 682.45 281.62 67815 46711.52 45.17
sdp ocbkw sptks 18.88 19.3 1736.31† 828.53 673.35 67815 51858.31 30.76
sdp kt no 18.88 18.88 2095.69† 1710.03 0 67815 52893.18 28.21
sdp kt md 18.88 19.09 980.87† 729.16 3.93 67815 49067.78 38.2
sdp kt spmd 18.88 19.23 1427.08† 753.96 472.5 67815 47609.39 42.44
sdp comp no 18.88 18.88 22421.57 709.41 0 67815 23328.12 190.7
sdp ctree no 18.88 18.88 670.40 627.65 0 67815 26317.05 157.68
sdp cycle no 18.88 18.88 190938.82 1396.99 0 67815 49778.48 36.23
sdp all no 18.88 18.88 10100.42 5236.35 0 67815 25340.72 167.61
sdp all sp 18.88 19.05 9566.78 4897.79 112.76 67815 25327.67 167.75
lp all 18.88 18.88 7228.17 683.31 0 67815 1243.11 5355.26
Table C.30: Results in root for graph alut2292.494500, |V | = 2292, ∣∣E¯∣∣ = 495812. Columns give
setting, initial support density d0, final support density d∗, total run time, separation time and
support extension time (all in seconds), best known primal bound, reached dual bound and gap.
193
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 3.47 3.47 2.15 0 0 13 7.31 77.83
sdp oc no 3.47 3.47 7.33 0.64 0 13 8.16 59.31
sdp oc ra 3.47 8.15 100.37 1.96 0.09 13 10.96 18.61
sdp oc l2-3 3.47 8.35 114.48 2.31 1.74 13 11.36 14.43
sdp oc l2-15 3.47 27.86 6495.06 2.27 12.35 13 12.23 6.29
sdp oc sp 3.47 24.67 4834.92 2.17 0.55 13 12.2 6.55
sdp bkw no 3.47 3.47 1767.77 23.2 0 13 11.87 9.51
sdp bkw md 3.47 32.46 7289.52 72.31 0.09 13 12.33 5.43
sdp bkw sp 3.47 33.14 7255.49 61.31 0.84 13 12.34 5.34
sdp bkw spmd 3.47 58.23 7213.46 41.83 1.03 13 12.32 5.51
sdp ocbkw spmd 3.47 53.94 7238.17 38.36 0.76 13 12.36 5.17
sdp ocbkw sptks 3.47 38.22 7303.63 57.97 0.59 13 12.39 4.92
sdp kt no 3.47 3.47 784.53 1.24 0 13 11.39 14.13
sdp kt md 3.47 15.17 631.87 8.11 0.07 13 12.02 8.15
sdp kt spmd 3.47 43.23 6681.55 17.56 0.82 13 12.24 6.2
sdp comp no 3.47 3.47 1.55 0.54 0 13 7.25 79.31
sdp ctree no 3.47 3.47 1.07 0.05 0 13 7.25 79.31
sdp cycle no 3.47 3.47 1.60 0.59 0 13 7.25 79.31
sdp all no 3.47 3.47 1279.44 30.43 0 13 11.88 9.42
sdp all sp 3.47 27.64 4757.97 194.11 0.47 13 12.34 5.34
lp all 3.47 3.47 9.43 0.71 0 13 11.41 13.93
Table C.31: Results in root for graph G124,2.5, |V | = 124,
∣∣E¯∣∣ = 265. Columns give setting, initial
support density d0, final support density d∗, total run time, separation time and support extension
time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 5.63 5.63 0.51 0 0 63 46.81 34.58
sdp oc no 5.63 5.63 8.27 1.12 0 63 48.48 29.95
sdp oc ra 5.63 10.14 26.50 1.21 0.02 63 53.16 18.51
sdp oc l2-3 5.63 10.51 33.49 1.51 1.84 63 53.54 17.66
sdp oc l2-15 5.63 30.02 1601.55 1.81 13.15 63 57.99 8.63
sdp oc sp 5.63 25.76 7236.00 2.36 0.55 63 60.15 4.73
sdp bkw no 5.63 5.63 1596.94 34.86 0 63 54.63 15.32
sdp bkw md 5.63 27.66 5541.09 180.46 0.06 63 56.83 10.85
sdp bkw sp 5.63 18.98 656.29 128.13 0.5 63 55.21 14.1
sdp bkw spmd 5.63 43.9 7286.31 251.37 0.91 63 57.64 9.29
sdp ocbkw spmd 5.63 31.91 7199.69 277.46 0.72 63 59.84 5.28
sdp ocbkw sptks 5.63 36.53 8182.17 196.46 0.56 63 60.33 4.42
sdp kt no 5.63 5.63 384.70 2.15 0 63 54.6 15.38
sdp kt md 5.63 18.56 783.41 6.43 0.05 63 56.29 11.92
sdp kt spmd 5.63 33.51 5889.80 15.71 0.97 63 57.09 10.35
sdp comp no 5.63 5.63 1.10 0.68 0 63 46.77 34.7
sdp ctree no 5.63 5.63 0.49 0.06 0 63 46.77 34.7
sdp cycle no 5.63 5.63 1.50 1.07 0 63 46.77 34.7
sdp all no 5.63 5.63 1289.84 47.32 0 63 54.61 15.36
sdp all sp 5.63 25.07 5522.97 497.67 0.56 63 60.21 4.63
lp all 5.63 5.63 5201.05 8.28 0 63 54.08 16.49
Table C.32: Results in root for graph G124,5, |V | = 124,
∣∣E¯∣∣ = 430. Columns give setting, initial
support density d0, final support density d∗, total run time, separation time and support extension
time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 9.48 9.48 0.45 0 0 178 152.97 16.36
sdp oc no 9.48 9.48 3.54 0.74 0 178 155.38 14.55
sdp oc ra 9.48 13.87 6.52 0.72 0.01 178 159.66 11.48
sdp oc l2-3 9.48 14.35 12.18 0.94 2.20 178 159.94 11.29
sdp oc l2-15 9.48 33.87 1010.55 1.65 15.06 178 165.46 7.57
sdp oc sp 9.48 25.6 2850.20 2.3 0.45 178 168.66 5.53
sdp bkw no 9.48 9.48 37.19 21.57 0 178 157.86 12.75
sdp bkw md 9.48 37.42 4757.22 301.09 0.08 178 164.08 8.48
sdp bkw sp 9.48 18.05 68.08 44.12 0.17 178 158.78 12.1
sdp bkw spmd 9.48 58.15 7552.35 413.34 1.35 178 165.9 7.29
sdp ocbkw spmd 9.48 30.47 5421.25 299.32 0.71 178 168.61 5.56
sdp ocbkw sptks 9.48 39.39 7444.57 210.73 0.58 178 168.96 5.35
sdp kt no 9.48 9.48 12.93 1.25 0 178 157.84 12.77
sdp kt md 9.48 26.3 683.32 8.89 0.06 178 162.75 9.37
sdp kt spmd 9.48 39.23 1707.95 15.82 1.02 178 163.8 8.66
sdp comp no 9.48 9.48 1.58 1.26 0 178 152.32 16.85
sdp ctree no 9.48 9.48 0.40 0.09 0 178 152.32 16.85
sdp cycle no 9.48 9.48 2.79 2.47 0 178 152.32 16.85
sdp all no 9.48 9.48 50.84 35.98 0 178 157.88 12.74
sdp all sp 9.48 25.87 3340.62 450.26 0.45 178 168.6 5.57
lp all 9.48 9.48 7211.71 4.36 0 178 117.29 51.76
Table C.33: Results in root for graph G124,10, |V | = 124,
∣∣E¯∣∣ = 723. Columns give setting, initial
support density d0, final support density d∗, total run time, separation time and support extension
time (all in seconds), best known primal bound, reached dual bound and gap.
194
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 17.88 17.88 0.32 0 0 449 418.39 7.31
sdp oc no 17.88 17.88 3.95 0.73 0 449 424.21 5.84
sdp oc ra 17.88 21.87 7.85 0.79 0.01 449 426.75 5.21
sdp oc l2-3 17.88 22.76 15.30 1.03 3.07 449 427.24 5.09
sdp oc l2-15 17.88 42.27 438.65 1.92 19.65 449 433.52 3.57
sdp oc sp 17.88 30.89 1307.06 2.08 0.41 449 435.76 3.03
sdp bkw no 17.88 17.88 44.16 31.51 0 449 424.92 5.66
sdp bkw md 17.88 44.55 1181.53 211.07 0.05 449 431.42 4.07
sdp bkw sp 17.88 26.34 96.68 65.3 0.19 449 425.94 5.41
sdp bkw spmd 17.88 68.64 7203.05 542.65 1.65 449 435.39 3.12
sdp ocbkw spmd 17.88 39.99 3885.79 330.08 0.73 449 436.59 2.84
sdp ocbkw sptks 17.88 40.65 4588.05 204.53 0.52 449 436.13 2.95
sdp kt no 17.88 17.88 12.05 1.81 0 449 424.87 5.67
sdp kt md 17.88 34.25 571.94 10.61 0.05 449 429.71 4.48
sdp kt spmd 17.88 43.96 578.82 12.77 0.73 449 430.58 4.27
sdp comp no 17.88 17.88 4.08 3.83 0 449 418.11 7.38
sdp ctree no 17.88 17.88 0.43 0.17 0 449 418.11 7.38
sdp cycle no 17.88 17.88 19.43 16.33 0 449 412.76 8.77
sdp all no 17.88 17.88 93.25 74.29 0 449 425.45 5.53
sdp all sp 17.88 31.54 2242.07 511.2 0.45 449 435.63 3.06
lp all 17.88 17.88 4922.30 2.67 0 449 243.48 84.4
Table C.34: Results in root for graph G124,20, |V | = 124,
∣∣E¯∣∣ = 1364. Columns give setting, initial
support density d0, final support density d∗, total run time, separation time and support extension
time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 1.84 1.84 4.94 0 0 29 15.42 88.06
sdp oc no 1.84 1.84 24.49 4.73 0 29 16.86 72
sdp oc ra 1.84 4.2 315.32 6.73 0.03 29 23.32 24.35
sdp oc l2-3 1.84 4.25 177.21 5.6 8.28 29 23.2 25
sdp oc l2-15 1.84 13.88 7218.26 5.94 57.18 29 26.58 9.1
sdp oc sp 1.84 10.4 7287.24 5.44 1.82 29 27.75 4.5
sdp bkw no 1.84 1.84 7267.01 33.31 0 29 25.54 13.54
sdp bkw md 1.84 12.33 7276.42 130.33 0.19 29 26.15 10.89
sdp bkw sp 1.84 10.93 7281.25 120.07 2.34 29 26.49 9.47
sdp bkw spmd 1.84 20.63 7277.51 89.47 2.67 29 26.12 11.02
sdp ocbkw spmd 1.84 17.3 7231.42 182.51 1.88 29 27.06 7.16
sdp ocbkw sptks 1.84 15.88 7370.20 170.7 1.77 29 27.28 6.3
sdp kt no 1.84 1.84 7603.10 6.95 0 29 25.07 15.67
sdp kt md 1.84 7.94 7225.33 44.41 0.3 29 26.28 10.35
sdp kt spmd 1.84 17.71 7199.63 48.27 2.55 29 26.72 8.53
sdp comp no 1.84 1.84 8.58 5.28 0 29 15.17 91.16
sdp ctree no 1.84 1.84 3.46 0.15 0 29 15.17 91.16
sdp cycle no 1.84 1.84 5.39 2.08 0 29 15.17 91.16
sdp all no 1.84 1.84 7318.86 83.51 0 29 25.62 13.19
sdp all sp 1.84 9.83 7292.93 370.09 1.38 29 26.95 7.6
lp all 1.84 1.84 925.53 11.97 0 29 25.27 14.76
Table C.35: Results in root for graph G250,2.5, |V | = 250,
∣∣E¯∣∣ = 573. Columns give setting, initial
support density d0, final support density d∗, total run time, separation time and support extension
time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 2.72 2.72 1.68 0 0 114 81.8 39.36
sdp oc no 2.72 2.72 12.50 4.22 0 114 83.15 37.1
sdp oc ra 2.72 5.05 65.39 5.53 0.02 114 89.05 28.01
sdp oc l2-3 2.72 5.13 81.54 6.41 8.88 114 88.91 28.21
sdp oc l2-15 2.72 14.77 4749.49 7.4 60.70 114 95.4 19.49
sdp oc sp 2.72 10.84 7529.13 6.33 2.17 114 102.31 11.42
sdp bkw no 2.72 2.72 240.68 75.26 0 114 88.61 28.65
sdp bkw md 2.72 12.26 7271.24 408.59 0.17 114 92 23.91
sdp bkw sp 2.72 8.92 2135.29 460.62 1.97 114 89.69 27.1
sdp bkw spmd 2.72 18.42 7758.54 588.94 2.69 114 92.66 23.03
sdp ocbkw spmd 2.72 11.55 7291.34 968.61 2.57 114 101.64 12.16
sdp ocbkw sptks 2.72 18.12 7245.22 633.35 2.21 114 101.69 12.1
sdp kt no 2.72 2.72 165.77 5.98 0 114 88.5 28.81
sdp kt md 2.72 8.35 7477.66 25.93 0.21 114 91.6 24.45
sdp kt spmd 2.72 14.76 7219.45 38.06 2.67 114 92.25 23.57
sdp comp no 2.72 2.72 9.92 8.67 0 114 81.47 39.92
sdp ctree no 2.72 2.72 1.38 0.12 0 114 81.47 39.92
sdp cycle no 2.72 2.72 3.99 2.73 0 114 81.47 39.92
sdp all no 2.72 2.72 323.83 154.73 0 114 88.61 28.65
sdp all sp 2.72 10.6 7200.15 1382.89 2 114 102.14 11.61
lp all 2.72 2.72 7211.32 9.03 0 114 69.02 65.16
Table C.36: Results in root for graph G250,5, |V | = 250,
∣∣E¯∣∣ = 849. Columns give setting, initial
support density d0, final support density d∗, total run time, separation time and support extension
time (all in seconds), best known primal bound, reached dual bound and gap.
195
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 4.85 4.85 1.49 0 0 357 303.49 17.63
sdp oc no 4.85 4.85 7.85 3.2 0 357 305.16 16.99
sdp oc ra 4.85 7.14 10.88 3.01 0.03 357 309.98 15.16
sdp oc l2-3 4.85 7.26 24.41 3.77 10.83 357 309.82 15.22
sdp oc l2-15 4.85 16.9 1059.49 5.77 70.43 357 316.74 12.71
sdp oc sp 4.85 12.21 7263.36 5.34 2.27 357 326.51 9.33
sdp bkw no 4.85 4.85 84.12 63.39 0 357 306.41 16.51
sdp bkw md 4.85 19.57 6422.13 903.59 0.26 357 313.43 13.9
sdp bkw sp 4.85 8.7 186.93 149.79 0.56 357 306.99 16.29
sdp bkw spmd 4.85 25.95 7267.25 1230.21 3.87 357 314.13 13.64
sdp ocbkw spmd 4.85 12.24 7248.99 1107 2.5 357 326.14 9.46
sdp ocbkw sptks 4.85 19.99 7276.14 711.95 2.13 357 326.46 9.35
sdp kt no 4.85 4.85 17.79 3.94 0 357 306.37 16.52
sdp kt md 4.85 11.78 494.54 17.3 0.13 357 311.17 14.72
sdp kt spmd 4.85 19.03 2885.60 46.71 3.49 357 312.64 14.18
sdp comp no 4.85 4.85 7.90 7.17 0 357 299.86 19.05
sdp ctree no 4.85 4.85 0.90 0.17 0 357 299.86 19.05
sdp cycle no 4.85 4.85 7.00 6.27 0 357 299.86 19.05
sdp all no 4.85 4.85 118.20 101.18 0 357 306.49 16.48
sdp all sp 4.85 11.81 7324.41 1474.19 2.1 357 326.35 9.39
lp all 4.85 4.85 5090.80 6.72 0 357 149.06 139.5
Table C.37: Results in root for graph G250,10, |V | = 250,
∣∣E¯∣∣ = 1512. Columns give setting, initial
support density d0, final support density d∗, total run time, separation time and support extension
time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 8.48 8.48 0.96 0 0 828 747.17 10.81
sdp oc no 8.48 8.48 8.85 3.17 0 828 752.27 10.06
sdp oc ra 8.48 10.68 14.61 2.32 0.03 828 756.12 9.5
sdp oc l2-3 8.48 10.89 40.49 2.9 14.32 828 756.37 9.47
sdp oc l2-15 8.48 20.53 908.98 5.63 144.46 828 764.69 8.27
sdp oc sp 8.48 15.13 3319.57 5.26 1.98 828 774.99 6.84
sdp bkw no 8.48 8.48 99.00 76.85 0 828 751.52 10.17
sdp bkw md 8.48 21.79 2711.51 813.96 0.2 828 760.64 8.85
sdp bkw sp 8.48 12.14 173.29 132.95 0.62 828 752.13 10.08
sdp bkw spmd 8.48 28.59 4667.86 1190.59 3.68 828 761.83 8.68
sdp ocbkw spmd 8.48 15.62 6391.88 1241.22 2.5 828 774.6 6.89
sdp ocbkw sptks 8.48 22.28 7378.06 801.97 2.28 828 775.2 6.81
sdp kt no 8.48 8.48 18.89 5.01 0 828 751.49 10.18
sdp kt md 8.48 15.62 643.66 22.96 0.15 828 758.07 9.22
sdp kt spmd 8.48 17.14 336.78 18.36 1.47 828 757.4 9.32
sdp comp no 8.48 8.48 20.82 20.17 0 828 746.39 10.93
sdp ctree no 8.48 8.48 1.05 0.4 0 828 746.39 10.93
sdp cycle no 8.48 8.48 29.18 28.52 0 828 746.39 10.93
sdp all no 8.48 8.48 250.58 229.59 0 828 752.86 9.98
sdp all sp 8.48 15.19 7604.70 1944.74 2.28 828 775.25 6.8
lp all 8.48 15.19 7358.44 5.92 0 828 330.08 150.84
Table C.38: Results in root for graph G250,20, |V | = 250,
∣∣E¯∣∣ = 2640. Columns give setting, initial
support density d0, final support density d∗, total run time, separation time and support extension
time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.89 0.89 17.25 0 0 49 25.25 94.05
sdp oc no 0.89 0.89 85.01 23.39 0 49 26.87 82.35
sdp oc ra 0.89 2.1 5189.91 34.56 0.76 49 36.03 35.99
sdp oc l2-3 0.89 2.09 1949.57 26.28 44.90 49 35.98 36.18
sdp oc l2-15 0.89 6.9 7217.02 8.88 299.56 49 40.1 22.22
sdp oc sp 0.89 3.74 7607.30 6.78 5.77 49 42.35 15.7
sdp bkw no 0.89 0.89 8305.33 34.16 0 49 37.98 29.01
sdp bkw md 0.89 3.89 7389.62 85.32 0.27 49 38.22 28.2
sdp bkw sp 0.89 3.55 7402.21 71.42 2.55 49 38.63 26.84
sdp bkw spmd 0.89 6.42 7407.31 92.62 3.66 49 38.43 27.5
sdp ocbkw spmd 0.89 6.88 7203.18 187.39 5.06 49 40.93 19.71
sdp ocbkw sptks 0.89 5.24 7211.59 153.74 4.18 49 41.11 19.19
sdp kt no 0.89 0.89 7757.59 15.55 0 49 37.77 29.73
sdp kt md 0.89 3.35 7294.95 46.03 0.38 49 38.45 27.43
sdp kt spmd 0.89 6.25 7401.83 63.23 5.51 49 40.13 22.1
sdp comp no 0.89 0.89 43.57 31.7 0 49 24.38 100.98
sdp ctree no 0.89 0.89 12.33 0.47 0 49 24.38 100.98
sdp cycle no 0.89 0.89 17.97 6.12 0 49 24.38 100.98
sdp all no 0.89 0.89 7346.33 150.14 0 49 38.18 28.33
sdp all sp 0.89 3.78 7275.38 552.07 3.12 49 40.38 21.34
lp all 0.89 0.89 7204.59 32.72 0 49 36.68 33.58
Table C.39: Results in root for graph G500,2.5, |V | = 500,
∣∣E¯∣∣ = 1115. Columns give setting, initial
support density d0, final support density d∗, total run time, separation time and support extension
time (all in seconds), best known primal bound, reached dual bound and gap.
196
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 1.37 1.37 6.21 0 0 218 156 39.74
sdp oc no 1.37 1.37 35.85 18.4 0 218 157.44 38.46
sdp oc ra 1.37 2.58 597.46 14.94 0.10 218 165.65 31.6
sdp oc l2-3 1.37 2.57 425.87 39.68 48.80 218 165.09 32.04
sdp oc l2-15 1.37 7.38 7258.77 11.07 321.07 218 173.54 25.61
sdp oc sp 1.37 4.35 7736.89 8.06 7.16 218 186.96 16.6
sdp bkw no 1.37 1.37 503.85 241.49 0 218 162.35 34.27
sdp bkw md 1.37 5.87 7274.01 507.27 0.48 218 167.9 29.83
sdp bkw sp 1.37 3.83 3029.72 897.99 4.9 218 163.43 33.39
sdp bkw spmd 1.37 8.26 7288.99 592.98 6.82 218 168.23 29.58
sdp ocbkw spmd 1.37 4.99 7527.49 2630.26 7.26 218 187.4 16.32
sdp ocbkw sptks 1.37 7.29 7669.55 1364.9 7.17 218 185.66 17.41
sdp kt no 1.37 1.37 315.57 17.32 0 218 162.22 34.38
sdp kt md 1.37 4.15 7425.08 53.09 0.53 218 167.47 30.17
sdp kt spmd 1.37 6.26 7679.48 69.47 6.95 218 167.87 29.86
sdp comp no 1.37 1.37 66.94 62.68 0 218 155.26 40.4
sdp ctree no 1.37 1.37 4.55 0.3 0 218 155.26 40.4
sdp cycle no 1.37 1.37 12.55 8.3 0 218 155.26 40.4
sdp all no 1.37 1.37 1042.39 730.63 0 218 162.36 34.26
sdp all sp 1.37 4.18 7252.71 2909.8 5.91 218 186.28 17.02
lp all 1.37 1.37 5027.30 23.46 0 218 77.39 181.69
Table C.40: Results in root for graph G500,5, |V | = 500,
∣∣E¯∣∣ = 1710. Columns give setting, initial
support density d0, final support density d∗, total run time, separation time and support extension
time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 2.27 2.27 4.04 0 0 626 512.96 22.03
sdp oc no 2.27 2.27 24.23 15.39 0 626 513.94 21.8
sdp oc ra 2.27 3.47 45.46 6.74 0.04 626 519.16 20.57
sdp oc l2-3 2.27 3.47 102.16 11.96 55.39 626 518.37 20.76
sdp oc l2-15 2.27 8.28 2761.51 11.97 347.80 626 526.84 18.82
sdp oc sp 2.27 5.08 7247.75 6.18 8.05 626 544.97 14.86
sdp bkw no 2.27 2.27 273.62 247.58 0 626 514.41 21.69
sdp bkw md 2.27 8.32 7786.59 1945.93 0.63 626 521.52 20.03
sdp bkw sp 2.27 3.95 527.25 471.67 2.2 626 514.83 21.59
sdp bkw spmd 2.27 10.35 7277.52 2363.87 8.96 626 521.76 19.97
sdp ocbkw spmd 2.27 5.4 7217.48 3066.22 6.85 626 544.77 14.91
sdp ocbkw sptks 2.27 8.93 7275.72 1553.18 7.58 626 544.46 14.97
sdp kt no 2.27 2.27 30.80 10.15 0 626 514.35 21.7
sdp kt md 2.27 6.64 6661.85 87.52 0.81 626 520.76 20.2
sdp kt spmd 2.27 5.99 690.86 37.01 4.51 626 518.99 20.61
sdp comp no 2.27 2.27 56.58 54.16 0 626 510.25 22.68
sdp ctree no 2.27 2.27 2.74 0.31 0 626 510.25 22.68
sdp cycle no 2.27 2.27 19.70 17.28 0 626 510.25 22.68
sdp all no 2.27 2.27 532.54 506.32 0 626 514.54 21.66
sdp all sp 2.27 4.88 7255.70 3170.37 6.82 626 544.03 15.06
lp all 2.27 2.27 7202.88 19.47 0 626 176.33 255.01
Table C.41: Results in root for graph G500,10, |V | = 500,
∣∣E¯∣∣ = 2836. Columns give setting, initial
support density d0, final support density d∗, total run time, separation time and support extension
time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 4.47 4.47 2.97 0 0 1744 1566.82 11.3
sdp oc no 4.47 4.47 19.60 10.36 0 1744 1570.54 11.04
sdp oc ra 4.47 5.64 32.94 6.34 0.06 1744 1574.64 10.75
sdp oc l2-3 4.47 5.67 95.13 6.14 72.25 1744 1574.08 10.79
sdp oc l2-15 4.47 10.48 1052.04 9.24 427.92 1744 1582.86 10.18
sdp oc sp 4.47 7.16 7307.96 7.69 9.86 1744 1603.83 8.73
sdp bkw no 4.47 4.47 436.50 411.97 0 1744 1568.99 11.15
sdp bkw md 4.47 9.75 3193.77 1702.37 0.5 1744 1576.86 10.59
sdp bkw sp 4.47 5.79 519.88 486.66 1.87 1744 1569.21 11.13
sdp bkw spmd 4.47 11.69 3938.12 2080.77 8.27 1744 1577.28 10.57
sdp ocbkw spmd 4.47 7.33 7300.80 4008.26 7.76 1744 1602.81 8.8
sdp ocbkw sptks 4.47 10.57 8638.66 1857.86 9.29 1744 1603.28 8.77
sdp kt no 4.47 4.47 31.75 13.97 0 1744 1568.82 11.16
sdp kt md 4.47 6.98 394.57 38.83 0.38 1744 1573.92 10.8
sdp kt spmd 4.47 8.73 781.55 61.83 5.85 1744 1574.94 10.73
sdp comp no 4.47 4.47 118.42 116.57 0 1744 1560 11.79
sdp ctree no 4.47 4.47 2.73 0.9 0 1744 1560 11.79
sdp cycle no 4.47 4.47 99.68 97.85 0 1744 1560 11.79
sdp all no 4.47 4.47 966.53 947.91 0 1744 1571.1 11
sdp all sp 4.47 6.9 7238.89 4584.33 7.76 1744 1603.07 8.79
lp all 4.47 4.47 7230.20 19.07 0 1744 401.08 334.82
Table C.42: Results in root for graph G500,20, |V | = 500,
∣∣E¯∣∣ = 5585. Columns give setting, initial
support density d0, final support density d∗, total run time, separation time and support extension
time (all in seconds), best known primal bound, reached dual bound and gap.
197
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.45 0.45 64.99 0 0 102 45.07 126.31
sdp oc no 0.45 0.45 218.68 89.24 0 102 46.44 119.63
sdp oc ra 0.45 1.03 7500.92 42.17 1.87 102 62.41 63.43
sdp oc l2-3 0.45 1.05 7414.20 41.95 290.58 102 62.43 63.38
sdp oc l2-15 0.45 3.45 7408.14 16.4 1816.37 102 65.6 55.48
sdp oc sp 0.45 1.46 7247.94 6.19 16.21 102 68.35 49.23
sdp bkw no 0.45 0.45 9164.31 48.55 0 102 65.1 56.68
sdp bkw md 0.45 1.31 7411.46 85.02 0.73 102 62.55 63.06
sdp bkw sp 0.45 1.32 8096.40 80.46 5.86 102 64.83 57.33
sdp bkw spmd 0.45 2.01 7200.46 88.05 9.47 102 62.98 61.95
sdp ocbkw spmd 0.45 2.41 7343.43 117.8 9.39 102 64.93 57.09
sdp ocbkw sptks 0.45 1.62 8124.04 114.04 8.99 102 66.13 54.24
sdp kt no 0.45 0.45 7956.18 26.24 0 102 65.23 56.36
sdp kt md 0.45 1.3 7732.10 45.21 0.72 102 65 56.92
sdp kt spmd 0.45 1.97 7722.94 62.66 9.02 102 66.52 53.33
sdp comp no 0.45 0.45 317.13 263.11 0 102 44.41 129.67
sdp ctree no 0.45 0.45 54.60 0.89 0 102 44.41 129.67
sdp cycle no 0.45 0.45 76.72 22.85 0 102 44.41 129.67
sdp all no 0.45 0.45 8431.08 626.11 0 102 65.57 55.55
sdp all sp 0.45 1.35 7565.77 519.93 5.91 102 65.4 55.96
lp all 0.45 0.45 7211.78 117.28 0 102 40.48 151.97
Table C.43: Results in root for graph G1000,2.5, |V | = 1000,
∣∣E¯∣∣ = 2263. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 0.69 0.69 23.35 0 0 451 307.28 46.77
sdp oc no 0.69 0.69 127.32 77.24 0 451 308.25 46.3
sdp oc ra 0.69 1.27 2034.55 21.94 0.31 451 317.71 41.95
sdp oc l2-3 0.69 1.29 1298.86 23.26 313.16 451 315.89 42.77
sdp oc l2-15 0.69 3.7 7787.19 16.84 1878.40 451 328.21 37.41
sdp oc sp 0.69 1.68 7284.10 7.54 21.34 451 347.99 29.6
sdp bkw no 0.69 0.69 1348.43 424.94 0 451 311.41 44.82
sdp bkw md 0.69 2.48 7424.86 729.71 1.14 451 317.26 42.15
sdp bkw sp 0.69 1.63 3577.20 1031.82 10.7 451 312.12 44.49
sdp bkw spmd 0.69 3.29 7374.12 871.65 15.96 451 317.3 42.13
sdp ocbkw spmd 0.69 2.06 7202.92 4976.33 16.58 451 347.96 29.61
sdp ocbkw sptks 0.69 2.89 7310.67 2738.89 17.65 451 344.51 30.91
sdp kt no 0.69 0.69 1120.30 52.67 0 451 311.39 44.83
sdp kt md 0.69 1.8 8048.24 65.06 1.3 451 316.97 42.28
sdp kt spmd 0.69 2.49 7357.99 81.39 17.36 451 317.1 42.22
sdp comp no 0.69 0.69 360.54 341.92 0 451 306.92 46.94
sdp ctree no 0.69 0.69 19.34 0.7 0 451 306.92 46.94
sdp cycle no 0.69 0.69 45.90 27.26 0 451 306.92 46.94
sdp all no 0.69 0.69 2563.95 1871 0 451 311.44 44.81
sdp all sp 0.69 1.53 7539.45 4334.25 16.94 451 344.05 31.08
lp all 0.69 0.69 7213.54 72.85 0 451 96.62 366.77
Table C.44: Results in root for graph G1000,5, |V | = 1000,
∣∣E¯∣∣ = 3484. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 1.2 1.2 22.33 0 0 1367 1114.06 22.7
sdp oc no 1.2 1.2 132.46 100.36 0 1367 1115.26 22.57
sdp oc ra 1.2 1.78 174.52 27.36 0.11 1367 1120.6 21.98
sdp oc l2-3 1.2 1.8 587.45 48.1 351.45 1367 1120.29 22.02
sdp oc l2-15 1.2 4.21 7244.95 40.61 2049.31 1367 1131.25 20.83
sdp oc sp 1.2 2.24 7324.45 7.6 27.94 1367 1158.95 17.95
sdp bkw no 1.2 1.2 2292.57 2246.78 0 1367 1115.59 22.53
sdp bkw md 1.2 3.7 7301.89 2678.03 1.47 1367 1121.55 21.88
sdp bkw sp 1.2 1.86 3440.30 3369.93 9.1 1367 1115.73 22.52
sdp bkw spmd 1.2 4.57 7245.18 3144.56 24.6 1367 1121.85 21.85
sdp ocbkw spmd 1.2 2.43 7257.81 6289.14 15.04 1367 1156.3 18.22
sdp ocbkw sptks 1.2 3.64 7296.11 4380.04 22.1 1367 1155.21 18.33
sdp kt no 1.2 1.2 100.92 54.82 0 1367 1115.39 22.55
sdp kt md 1.2 3.02 7305.16 177.26 1.91 1367 1121.01 21.94
sdp kt spmd 1.2 3.47 7287.95 231.21 28.14 1367 1121.01 21.94
sdp comp no 1.2 1.2 281.86 274.95 0 1367 1093.93 24.96
sdp ctree no 1.2 1.2 7.64 0.74 0 1367 1093.93 24.96
sdp cycle no 1.2 1.2 66.49 59.59 0 1367 1093.93 24.96
sdp all no 1.2 1.2 4286.26 4248.46 0 1367 1115.81 22.51
sdp all sp 1.2 2.03 7220.11 6281.85 16.22 1367 1151.5 18.71
lp all 1.2 1.2 7202.75 56.67 0 1367 169.98 704.21
Table C.45: Results in root for graph G1000,10, |V | = 1000,
∣∣E¯∣∣ = 6040. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
settings d0% d∗% t sec se sec su sec pb db gap %
sdp no no 2.21 2.21 13.58 0 0 3389 3008.3 12.65
sdp oc no 2.21 2.21 54.72 35.12 0 3389 3010.73 12.56
sdp oc ra 2.21 2.78 93.23 22.49 0.13 3389 3015.06 12.4
sdp oc l2-3 2.21 2.81 505.81 27.72 421.82 3389 3014.13 12.43
sdp oc l2-15 2.21 5.21 4628.41 62.19 2343.80 3389 3025.8 12
sdp oc sp 2.21 3.24 7373.94 8.73 35.58 3389 3058.9 10.79
sdp bkw no 2.21 2.21 2341.91 2310.55 0 3389 3009.54 12.6
sdp bkw md 2.21 4.68 7223.91 4630.14 1.53 3389 3014.96 12.4
sdp bkw sp 2.21 2.64 2730.08 2691.05 8.01 3389 3009.66 12.6
sdp bkw spmd 2.21 5.05 5266.07 3315.94 24.44 3389 3014.54 12.42
sdp ocbkw spmd 2.21 3.39 7201.62 6694.97 17.66 3389 3053.18 10.99
sdp ocbkw sptks 2.21 4.42 7253.07 5288.27 24.86 3389 3054.34 10.95
sdp kt no 2.21 2.21 70.49 43.72 0 3389 3009.2 12.62
sdp kt md 2.21 2.92 148.34 53.17 0.84 3389 3010.45 12.57
sdp kt spmd 2.21 3.55 478.33 97.42 15.3 3389 3011.44 12.53
sdp comp no 2.21 2.21 635.02 630.52 0 3389 2959.28 14.52
sdp ctree no 2.21 2.21 7.03 2.52 0 3389 2959.28 14.52
sdp cycle no 2.21 2.21 400.74 396.24 0 3389 2959.28 14.52
sdp all no 2.21 2.21 2907.58 2878.06 0 3389 3011.26 12.54
sdp all sp 2.21 2.8 7332.11 6989.85 13.28 3389 3038.91 11.52
lp all 2.21 2.21 7236.98 61.92 0 3389 342.66 889.02
Table C.46: Results in root for graph G1000,20, |V | = 1000,
∣∣E¯∣∣ = 11072. Columns give setting,
initial support density d0, final support density d∗, total run time, separation time and support
extension time (all in seconds), best known primal bound, reached dual bound and gap.
199
Problem oc bkw kt compl ctree cycle
kkt lowt01 1068 (1852, 73.57, 0.39) 0 (5287, 0, 19.82) 0 (1760, 0, 0.69) 0 (13, 0, 1.23) 0 (7, 0, 3.16) 0 (480, 0, 77.30)
kkt putt01 250 (1116, 74.76, 0.17) 1632 (10745, 89.54, 17.49) 176 (3196, 77.36, 1.32) 0 (141, 0, 2.29) 0 (24, 0, 2.61) 0 (766, 0, 72.19)
kkt capt09 10 (4869, 111.4, 4.28) 128 (4900, 107.8, 337.41) 356 (4815, 87.28, 381.25) 72 (4005, 94.65, 301.83) 0 (205, 0, 194.12) 63 (2849, 95.43, 439.37)
kkt skwz02 8 (4298, 44.25, 6.08) 91 (4300, 43.84, 229.50) 517 (4288, 36.84, 217.07) 0 (120, 0, 1298.13) 0 (0, 0, 90.22) 0 (963, 0, 4623.06)
kkt orb11 5 (2649, 23.00, 5.60) 131 (2700, 23.47, 207.51) 1071 (2665, 25.71, 206.64) 0 (320, 0, 1224.49) 0 (0, 0, 128.77) 220 (2341, 22.04, 4797.36)
kkt plnt01 0 (1158, 0, 3.26) 11 (1200, 79.10, 91.57) 174 (1182, 78.14, 64.65) 284 (991, 66.37, 334.59) 0 (1, 0, 133.33) 0 (529, 0, 3410.79)
kkt heat02 11 (2100, 34.64, 7.55) 22 (2100, 29.23, 795.58) 598 (2098, 34.56, 1416.84) 41 (733, 40.18, 2077.99) 0 (0, 0, 317.30) 52 (2100, 35.76, 418.82)
taq170.424 846 (2224, 59.49, 0.67) 1187 (8515, 70.29, 46.76) 134 (1635, 60.93, 5.97) 0 (41, 0, 12.80) 0 (0, 0, 3.56) 33 (4035, 44.52, 127.33)
taq228.692 205 (1108, 55.04, 0.22) 1125 (6593, 66.11, 24.39) 179 (3523, 59.66, 6.95) 138 (143, 14.43, 5.41) 0 (0, 0, 5.24) 20 (122, 23.50, 107.43)
taq278.396 3640 (10175, 135.2, 9.05) 0 (14372, 0, 350.44) 0 (1918, 0, 38.14) 0 (0, 0, 50.78) 0 (1, 0, 55.49) 4 (4687, 17.00, 1811.93)
taq334.3763 221 (0, 99.84, 0) 1231 (0, 126.3, 0) 1866 (0, 106.4, 0) 0 (0, 0, 0) 0 (0, 0, 0) 0 (0, 0, 0)
taq1021.2253 131 (4823, 91.95, 4.93) 184 (9798, 86.25, 168.56) 788 (9194, 81.13, 189.58) 0 (5, 0, 506.10) 0 (0, 0, 72.95) 0 (21, 0, 1282.13)
taq1021.5480 11 (6409, 75.50, 6.97) 547 (8894, 85.15, 151.80) 1010 (8638, 81.23, 149.10) 0 (55, 0, 2360.45) 0 (0, 0, 27.90) 0 (698, 0, 1941.26)
diw166.504 2609 (5915, 150.9, 4.17) 3 (8376, 132.3, 182.20) 17 (1594, 9.000, 11.22) 0 (0, 0, 13.48) 0 (0, 0, 11.52) 127 (12910, 131.6, 675.38)
diw681.1494 474 (4342, 87.15, 3.43) 274 (10086, 103.2, 107.27) 988 (9643, 84.62, 83.15) 0 (0, 0, 327.89) 0 (0, 0, 32.04) 0 (2, 0, 533.02)
diw681.3103 479 (9245, 118.6, 6.32) 793 (14795, 126.7, 159.88) 1632 (14297, 121.1, 133.94) 0 (246, 0, 643.08) 0 (0, 0, 37.35) 0 (480, 0, 1503.70)
diw681.6402 254 (7092, 78.16, 6.10) 442 (10600, 97.32, 122.83) 652 (10140, 79.70, 102.93) 0 (0, 0, 322.85) 0 (0, 0, 47.83) 0 (1104, 0, 3299.82)
dmxa1755.3686 22 (4111, 57.30, 5.24) 97 (4500, 48.37, 186.24) 618 (4423, 47.37, 270.92) 0 (3, 0, 599.45) 0 (0, 0, 64.27) 0 (0, 0, 1329.57)
dmxa1755.10867 51 (4500, 47.44, 5.94) 200 (4500, 50.70, 174.49) 633 (4487, 47.33, 189.42) 0 (1, 0, 821.86) 0 (0, 0, 55.36) 2 (404, 27.50, 3930.75)
gap2669.6182 7 (3700, 35.86, 6.98) 55 (3700, 41.49, 321.04) 655 (3687, 41.54, 594.47) 0 (0, 0, 1297.16) 0 (0, 0, 77.99) 146 (2253, 44.39, 2775.76)
gap2669.24859 10 (1237, 37.64, 11.01) 7 (1300, 36.57, 108.88) 405 (1299, 39.10, 90.78) 0 (0, 0, 375.43) 0 (0, 0, 94.47) 0 (0, 0, 6402.11)
alue6112.16896 4 (1000, 17.75, 5.29) 9 (1000, 17.67, 343.97) 267 (1000, 16.24, 1403.00) 2 (20, 15.50, 3354.64) 0 (0, 0, 98.93) 172 (1000, 11.58, 1236.09)
alut2292.6329 17 (4973, 33.41, 9.04) 201 (5200, 43.04, 333.23) 748 (5174, 38.15, 624.75) 0 (10, 0, 1579.52) 0 (0, 0, 61.33) 0 (2502, 0, 2490.68)
alut2292.494500 0 (300, 0, 19.73) 21 (300, 12.86, 53.43) 0 (300, 0, 59.79) 97 (100, 10.00, 8955.24) 0 (0, 0, 181.81) 80 (300, 13.00, 139.56)
G124,2.5 364 (2501, 93.44, 0.31) 949 (11964, 122.4, 48.04) 108 (3269, 119.9, 1.63) 0 (0, 0, 22.97) 0 (0, 0, 3.19) 0 (0, 0, 115.67)
G124,5 1731 (8871, 91.99, 1.65) 112 (4178, 121.0, 196.29) 21 (1826, 125.7, 2.94) 0 (0, 0, 107.43) 0 (0, 0, 3.83) 0 (0, 0, 184.11)
G124,10 1288 (8468, 66.84, 1.67) 108 (2502, 100.2, 184.99) 27 (1092, 99.93, 2.62) 0 (0, 0, 125.80) 0 (0, 0, 2.51) 0 (0, 0, 131.74)
G124,20 1040 (7224, 59.15, 1.65) 98 (3060, 85.79, 183.98) 18 (1454, 84.33, 2.66) 0 (0, 0, 130.06) 0 (0, 0, 2.62) 0 (146, 0, 189.16)
G250,2.5 804 (3305, 78.49, 0.89) 672 (8895, 102.1, 141.02) 101 (5512, 103.4, 6.54) 0 (0, 0, 109.10) 0 (0, 0, 3.09) 0 (0, 0, 105.53)
G250,5 2570 (13443, 88.44, 3.78) 61 (3328, 123.9, 625.24) 16 (2039, 111.7, 10.73) 0 (0, 0, 474.64) 0 (0, 0, 5.13) 0 (0, 0, 267.32)
G250,10 1946 (14582, 72.48, 3.29) 102 (1754, 115.0, 631.02) 16 (1012, 120.9, 8.98) 0 (0, 0, 582.19) 0 (0, 0, 3.89) 0 (0, 0, 243.25)
G250,20 1814 (14825, 71.71, 3.44) 136 (2105, 115.0, 760.46) 34 (1456, 113.4, 10.18) 0 (0, 0, 758.28) 0 (0, 0, 4.78) 0 (0, 0, 405.55)
G500,2.5 524 (3047, 54.78, 1.74) 369 (5899, 66.41, 126.60) 185 (5606, 66.30, 14.97) 0 (0, 0, 290.92) 0 (0, 0, 3.28) 0 (0, 0, 108.53)
G500,5 2957 (13797, 69.58, 4.68) 43 (2269, 98.61, 1323.44) 4 (1516, 101.0, 24.22) 0 (0, 0, 1266.86) 0 (0, 0, 5.28) 0 (0, 0, 282.63)
G500,10 2449 (12914, 66.07, 4.30) 46 (970, 107.9, 1329.25) 13 (686, 106.7, 19.88) 0 (0, 0, 1544.90) 0 (0, 0, 3.90) 0 (0, 0, 266.53)
G500,20 2109 (11846, 65.56, 5.03) 72 (1503, 99.35, 1618.00) 3 (1195, 116.7, 22.81) 0 (0, 0, 2335.50) 0 (0, 0, 5.04) 0 (0, 0, 595.67)
G1000,2.5 208 (1741, 32.14, 1.91) 402 (2200, 33.06, 72.46) 212 (2141, 31.94, 13.92) 0 (0, 0, 358.39) 0 (0, 0, 1.93) 0 (0, 0, 66.55)
G1000,5 2523 (6960, 47.81, 4.09) 25 (1119, 69.39, 2060.51) 6 (851, 64.67, 38.26) 0 (0, 0, 1997.35) 0 (0, 0, 3.56) 0 (0, 0, 227.73)
G1000,10 2241 (6337, 45.52, 3.39) 35 (780, 50.81, 2552.98) 0 (622, 0, 36.03) 0 (0, 0, 3389.68) 0 (0, 0, 3.46) 0 (0, 0, 294.11)
G1000,20 1329 (4036, 31.81, 3.65) 22 (1035, 35.68, 1983.37) 1 (889, 42.00, 27.78) 0 (0, 0, 4536.44) 0 (0, 0, 4.45) 0 (0, 0, 633.80)
Table C.47: Overview of separated inequalities in the root SDP relaxation with setting sdp all sp. For each separator we give a quadruple a(b, c, d),
where a states the number of active inequalities after the last iteration, b states the number of inequalities separated in all separation rounds, c states
the average iteration in which the inequalities were found, and d the total run time of the separator in seconds.
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Problem oc bkw kt compl ctree cycle
kkt lowt01 1, 0.00 51, 0.05 1218, 0.13 0, 0.00 0, 0.00 10, 0.01
kkt putt01 40, 0.00 100, 0.32 5019, 0.91 0, 0.00 0, 0.00 10, 0.26
kkt capt09 11, 7.02 79, 6.54 1850, 83.02 0, 0.00 0, 0.00 10, 0.11
kkt skwz02 743, 0.92 0, 0.00 5750, 71.47 0, 0.00 0, 0.00 0, 0.00
kkt orb11 50, 0.02 52, 6.91 250, 3.94 0, 0.00 0, 0.00 10, 0.24
kkt plnt01 68, 72.25 352, 102.65 4800, 148.15 0, 0.00 0, 0.00 10, 0.21
kkt heat02 0, 0.00 0, 0.00 7750, 4630.10 0, 0.00 0, 0.00 0, 0.00
taq170.424 5, 0.00 25, 0.07 2900, 1.97 0, 0.00 0, 0.00 10, 0.01
taq228.692 18, 0.00 81, 0.31 6250, 5.46 0, 0.00 0, 0.00 10, 0.01
taq278.396 5, 0.10 40, 0.13 1114, 0.83 0, 0.00 0, 0.00 10, 0.01
taq334.3763 687, 0.33 58, 0.28 12100, 21.19 0, 0.00 0, 0.00 10, 0.05
taq1021.2253 912, 0.63 0, 0.00 11850, 156.61 0, 0.00 0, 0.00 0, 0.00
taq1021.5480 832, 3.35 0, 0.00 7000, 36.38 0, 0.00 0, 0.00 0, 0.00
diw166.504 7, 0.01 91, 0.20 1566, 0.72 0, 0.00 0, 0.00 10, 0.00
diw681.1494 949, 1.07 0, 0.00 12950, 78.37 0, 0.00 0, 0.00 0, 0.00
diw681.3103 1266, 0.62 0, 0.00 10150, 36.93 0, 0.00 0, 0.00 0, 0.00
diw681.6402 958, 0.99 0, 0.00 9900, 40.79 0, 0.00 0, 0.00 0, 0.00
dmxa1755.3686 856, 1.78 0, 0.00 11850, 594.15 0, 0.00 0, 0.00 0, 0.00
dmxa1755.10867 766, 1.84 0, 0.00 10200, 232.92 0, 0.00 0, 0.00 0, 0.00
gap2669.6182 240, 0.42 54, 3.76 11102, 1343.68 0, 0.00 0, 0.00 10, 0.12
gap2669.24859 1, 0.11 40, 3.37 3852, 219.72 0, 0.00 0, 0.00 10, 0.22
alue6112.16896 50, 0.20 0, 0.00 5150, 5758.37 0, 0.00 0, 0.00 0, 0.00
alut2292.6329 1269, 1.96 0, 0.00 10900, 811.53 0, 0.00 0, 0.00 0, 0.00
alut2292.494500 100, 1.55 0, 0.00 5450, 660.96 0, 0.00 0, 0.00 0, 0.00
G124,2.5 1, 0.00 2, 0.06 3178, 0.58 0, 0.00 0, 0.00 10, 0.01
G124,5 311, 0.56 4, 0.07 17050, 5.49 0, 0.00 0, 0.00 11, 0.01
G124,10 922, 0.20 0, 0.00 12200, 2.76 0, 0.00 0, 0.00 0, 0.00
G124,20 503, 0.04 36, 0.19 5850, 1.76 0, 0.00 0, 0.00 10, 0.01
G250,2.5 66, 0.44 33, 0.13 15111, 8.91 0, 0.00 0, 0.00 10, 0.00
G250,5 494, 0.48 0, 0.00 11900, 6.41 0, 0.00 0, 0.00 0, 0.00
G250,10 622, 0.10 63, 0.29 6750, 4.26 0, 0.00 0, 0.00 10, 0.02
G250,20 758, 0.11 0, 0.00 5400, 4.83 0, 0.00 0, 0.00 0, 0.00
G500,2.5 220, 4.55 0, 0.00 15600, 23.68 0, 0.00 0, 0.00 0, 0.00
G500,5 743, 0.53 54, 0.33 9500, 19.15 0, 0.00 0, 0.00 10, 0.02
G500,10 867, 0.28 0, 0.00 9050, 15.27 0, 0.00 0, 0.00 0, 0.00
G500,20 700, 0.17 0, 0.00 7450, 15.27 0, 0.00 0, 0.00 0, 0.00
G1000,2.5 415, 4.20 0, 0.00 12350, 105.51 0, 0.00 0, 0.00 0, 0.00
G1000,5 1128, 1.11 0, 0.00 10100, 62.28 0, 0.00 0, 0.00 0, 0.00
G1000,10 899, 0.61 0, 0.00 9350, 46.50 0, 0.00 0, 0.00 0, 0.00
G1000,20 950, 0.65 0, 0.00 8200, 41.84 0, 0.00 0, 0.00 0, 0.00
Table C.48: Overview of separated inequalities in the root LP relaxation with setting lp all. For each separator we give a pair a, b, where a states
the number of inequalities separated in all separation rounds and d the total run time of the separator in seconds.
2
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1
problem setting |V | |E| d0% t sec h sec se sec su sec #nodes b&b pb db rdb gap %
mesh.35.54 oc sp s 35 84 14.11 0.12 0.02 0 0 1 (0) 3 3 3 0.00
mesh.35.54 oc sp ns 35 84 14.11 0.11 0.02 0 0 1 (0) 3 3 3 0.00
mesh.35.54 oc ra s 35 84 14.11 0.09 0.02 0 0 1 (0) 3 3 3 0.00
mesh.35.54 oc ra ns 35 84 14.11 0.08 0.02 0 0 1 (0) 3 3 3 0.00
mesh.35.54 lp all small 35 84 14.11 0.00 0 0 0 1 (0) 3 3 3 0.00
mesh.69.112 oc sp s 69 176 7.5 0.99 0.1 0.03 0.01 1 (0) 4 4 4 0.00
mesh.69.112 oc sp ns 69 176 7.5 0.99 0.1 0.04 0.01 1 (0) 4 4 4 0.00
mesh.69.112 oc ra s 69 176 7.5 1.98 0.22 0.06 0 3 (0) 4 4 2.98 0.00
mesh.69.112 oc ra ns 69 176 7.5 1.60 0.14 0.05 0 3 (0) 4 4 2.98 0.00
mesh.69.112 lp all small 69 176 7.5 0.03 0.01 0 0 1 (0) 4 4 4 0.00
mesh.70.120 oc sp s 70 180 7.45 0.54 0.04 0.02 0 1 (0) 7 7 7 0.00
mesh.70.120 oc sp ns 70 180 7.45 0.54 0.04 0.03 0 1 (0) 7 7 7 0.00
mesh.70.120 oc ra s 70 180 7.45 0.61 0.04 0.03 0 1 (0) 7 7 7 0.00
mesh.70.120 oc ra ns 70 180 7.45 0.61 0.04 0.03 0 1 (0) 7 7 7 0.00
mesh.70.120 lp all small 70 180 7.45 3.67 0.23 1.47 0 1 (0) 7 7 7 0.00
mesh.74.129 oc sp s 74 198 7.33 1.56 0.6 0.04 0.02 1 (0) 8 8 8 0.00
mesh.74.129 oc sp ns 74 198 7.33 1.55 0.6 0.04 0.02 1 (0) 8 8 8 0.00
mesh.74.129 oc ra s 74 198 7.33 1.41 0.6 0.04 0 1 (0) 8 8 8 0.00
mesh.74.129 oc ra ns 74 198 7.33 1.41 0.6 0.04 0 1 (0) 8 8 8 0.00
mesh.74.129 lp all small 74 198 7.33 15.54 0.24 4.71 0 1 (0) 8 8 8 0.00
mesh.137.231 oc sp s 137 363 3.89 2.86 0.4 0.1 0.06 1 (0) 7 7 7 0.00
mesh.137.231 oc sp ns 137 363 3.89 2.86 0.4 0.1 0.07 1 (0) 7 7 7 0.00
mesh.137.231 oc ra s 137 363 3.89 2.67 0.45 0.09 0 1 (0) 7 7 7 0.00
mesh.137.231 oc ra ns 137 363 3.89 2.67 0.43 0.08 0 1 (0) 7 7 7 0.00
mesh.137.231 lp all small 137 363 3.89 12.38 0.34 1.34 0 1 (0) 7 7 7 0.00
mesh.138.232 oc sp s 138 365 3.86 10.22 0.23 0.42 0.15 1 (0) 8 8 8 0.00
mesh.138.232 oc sp ns 138 365 3.86 10.24 0.24 0.41 0.15 1 (0) 8 8 8 0.00
mesh.138.232 oc ra s 138 365 3.86 12.29 0.31 0.34 0 3 (0) 8 8 6.71 0.00
mesh.138.232 oc ra ns 138 365 3.86 15.70 0.26 0.39 0 3 (0) 8 8 6.71 0.00
mesh.138.232 lp all small 138 365 3.86 47.28 1.35 17.67 0 1 (0) 8 8 8 0.00
mesh.148.265 oc sp s 148 408 3.75 1.10 0.13 0.06 0.03 1 (0) 7 7 7 0.00
mesh.148.265 oc sp ns 148 408 3.75 1.11 0.14 0.06 0.03 1 (0) 7 7 7 0.00
mesh.148.265 oc ra s 148 408 3.75 0.77 0.1 0.03 0 1 (0) 7 7 7 0.00
mesh.148.265 oc ra ns 148 408 3.75 0.77 0.1 0.03 0 1 (0) 7 7 7 0.00
mesh.148.265 lp all small 148 408 3.75 0.87 0.35 0.36 0 1 (0) 7 7 7 0.00
mesh.274.231 oc sp s 137 363 3.89 11.06 0.82 0.35 0.15 1 (0) 8 8 8 0.00
mesh.274.231 oc sp ns 137 363 3.89 11.07 0.82 0.36 0.14 1 (0) 8 8 8 0.00
mesh.274.231 oc ra s 137 363 3.89 13.22 1.12 0.36 0 3 (0) 8 8 6.64 0.00
mesh.274.231 oc ra ns 137 363 3.89 17.62 0.98 0.46 0 3 (0) 8 8 6.64 0.00
mesh.274.231 lp all small 137 363 3.89 2.63 0.01 0.43 0 1 (0) 8 8 8 0.00
mesh.274.469 oc sp s 274 738 1.97 19.38 0.4 0.85 0.4 1 (0) 7 7 7 0.00
mesh.274.469 oc sp ns 274 738 1.97 19.36 0.4 0.84 0.4 1 (0) 7 7 7 0.00
mesh.274.469 oc ra s 274 738 1.97 8.53 0.35 0.52 0 1 (0) 7 7 7 0.00
mesh.274.469 oc ra ns 274 738 1.97 8.52 0.35 0.52 0 1 (0) 7 7 7 0.00
mesh.274.469 lp all small 274 738 1.97 199.59 1.27 31.64 0 1 (0) 7 7 7 0.00
Table C.49: Results on finite element mesh graphs (Ferreira et al.) using the SDP relaxation with our standard early branching criteria, odd cycle inequalities (oc), the
Shortest-path (sp) or Random-degree-3 support extension (ra), problem shrinking (s) or no problem shrinking (ns), and warm start. Rows with setting lp all small used the
LP relaxation with all available separators on settings suggested by Fu¨genschuh. The time limit was set to 5 hours. For each graph we give the number of nodes |V |, the
number of edges |E|, the edge density of the initial support d0 in %, total run time t sec, run time of primal heuristics h sec, run time of separators se sec, run time of support
extensions su sec (all in seconds), the total number of nodes in the branch-and-bound tree (and the number of unprocessed nodes when the time limit was reached), the
computed primal bound pb, the computed dual bound db, the root dual bound rdb and the gap between pb and db in %.
2
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2
problem setting |V | |E| d0% t sec h sec se sec su sec #nodes b&b pb db rdb gap %
cb.30.47 oc sp s 30 61 14.02 565.94 11.93 7.68 1.01 25622 (0) 266 266 230.6 0.00
cb.30.47 oc sp ns 30 61 14.02 18058.23 219.24 11.05 3.63 1728 (75) 266 243.32 230.6 9.32
cb.30.47 oc ra s 30 61 14.02 540.93 8.86 7.78 0.01 25166 (0) 266 266 230.65 0.00
cb.30.47 oc ra ns 30 61 14.02 14782.40 2089.81 83.76 0.13 17168 (0) 266 266 230.65 0.00
cb.30.47 lp all small 30 61 14.02 1.21 0.18 0.38 0 354 (0) 266 266 244 0.00
cb.30.56 oc sp s 30 68 15.63 303.11 7.35 6.93 0.96 10813 (0) 379 379 332.52 0.00
cb.30.56 oc sp ns 30 68 15.63 12435.96 1408.27 48.5 17.7 11290 (0) 379 379 332.52 0.00
cb.30.56 oc ra s 30 68 15.63 255.71 6.07 5.56 0 10276 (0) 379 379 340.17 0.00
cb.30.56 oc ra ns 30 68 15.63 8337.50 1221.55 43.77 0.08 10807 (0) 379 379 340.17 0.00
cb.30.56 lp all small 30 68 15.63 1.86 0.23 0.63 0 326 (0) 379 379 355.5 0.00
cb.45.98 oc sp s 45 114 11.51 660.34 42.79 20.65 3.08 7722 (0) 989 989 913.62 0.00
cb.45.98 oc sp ns 45 114 11.51 18008.76 1001.55 65.01 25.41 6052 (67) 989 975.83 913.62 1.35
cb.45.98 oc ra s 45 114 11.51 437.66 39.74 18.98 0 2995 (0) 989 989 916.69 0.00
cb.45.98 oc ra ns 45 114 11.51 18002.13 1111.82 62.4 0.08 6551 (112) 989 975.64 916.69 1.37
cb.45.98 lp all small 45 114 11.51 4.72 0.22 1.23 0 49 (0) 989 989 980.7 0.00
cb.47.101 oc sp s 47 129 11.93 585.17 27.73 13.42 2.03 8395 (0) 527 527 509.19 0.00
cb.47.101 oc sp ns 47 129 11.93 18001.94 642.25 39.71 16.29 4199 (22) 527 517.61 509.19 1.81
cb.47.101 oc ra s 47 129 11.93 432.92 35.92 13.47 0 4403 (0) 527 527 507.29 0.00
cb.47.101 oc ra ns 47 129 11.93 18002.19 941.73 52.87 0.05 6113 (156) 527 523.15 507.29 0.73
cb.47.101 lp all small 47 129 11.93 3.07 0.22 1.09 0 100 (0) 527 527 519.71 0.00
cb.47.99 oc sp s 47 115 10.63 176.78 14.21 7.52 1.3 1595 (0) 765 765 739.92 0.00
cb.47.99 oc sp ns 47 115 10.63 18004.84 319.77 22.24 8.5 2148 (59) 765 762.86 739.92 0.28
cb.47.99 oc ra s 47 115 10.63 113.18 8.82 5.6 0 963 (0) 765 765 733.55 0.00
cb.47.99 oc ra ns 47 115 10.63 2869.81 316.88 15.59 0.01 2199 (0) 765 765 733.55 0.00
cb.47.99 lp all small 47 115 10.63 5.28 0.48 1.89 0 12 (0) 765 765 758.82 0.00
cb.61.187 oc sp s 61 224 12.24 7806.00† 273.77 495.74 60.72 8389 (3346) 2826 2663.81 2085.44 6.09
cb.61.187 oc sp ns 61 224 12.24 18000.21 867.5 710.02 72.83 1841 (668) 2851 2593.56 2085.44 9.93
cb.61.187 oc ra s 61 224 12.24 5907.00† 189.83 330.56 0.12 10333 (2372) 2826 2647.15 2025.26 6.76
cb.61.187 oc ra ns 61 224 12.24 18005.05 377.32 670.42 0.15 3580 (1053) 2851 2564.75 2025.26 11.16
cb.61.187 lp all small 61 224 12.24 81.35 0.01 14.45 0 785 (0) 2826 2826 1891.42 0.00
Table C.50: Results on compiler design graphs (Mehrotra et al.) using the SDP relaxation with our standard early branching criteria, odd cycle inequalities (oc), the
Shortest-path (sp) or Random-degree-3 support extension (ra), problem shrinking (s) or no problem shrinking (ns), and warm start. Rows with setting lp all small used the
LP relaxation with all available separators on settings suggested by Fu¨genschuh. The time limit was set to 5 hours. For each graph we give the number of nodes |V |, the
number of edges |E|, the edge density of the initial support d0 in %, total run time t sec, run time of primal heuristics h sec, run time of separators se sec, run time of support
extensions su sec (all in seconds), the total number of nodes in the branch-and-bound tree (and the number of unprocessed nodes when the time limit was reached), the
computed primal bound pb, the computed dual bound db, the root dual bound rdb and the gap between pb and db in %.
2
0
3
problem setting |V | |E| d0% t sec h sec se sec su sec #nodes b&b pb db rdb gap %
diw.15.29 oc sp s 15 37 35.23 1.88 0.14 0.06 0.01 25 (0) 24 24 20.87 0.00
diw.15.29 oc sp ns 15 37 35.23 4.00 0.2 0.1 0.01 29 (0) 24 24 20.87 0.00
diw.15.29 oc ra s 15 37 35.23 1.54 0.15 0.05 0 33 (0) 24 24 19.12 0.00
diw.15.29 oc ra ns 15 37 35.23 3.18 0.2 0.08 0 29 (0) 24 24 19.12 0.00
diw.15.29 lp all small 15 37 35.23 0.36 0.12 0.12 0 4 (0) 24 24 23.4 0.00
diw.34.71 oc sp s 34 96 17.11 2.06 0.1 0.07 0.01 3 (0) 19 19 17.31 0.00
diw.34.71 oc sp ns 34 96 17.11 2.33 0.1 0.07 0.01 3 (0) 19 19 17.31 0.00
diw.34.71 oc ra s 34 96 17.11 1.03 0.06 0.04 0 3 (0) 19 19 16.83 0.00
diw.34.71 oc ra ns 34 96 17.11 0.97 0.07 0.04 0 3 (0) 19 19 16.83 0.00
diw.34.71 lp all small 34 96 17.11 0.15 0 0.05 0 1 (0) 19 19 19 0.00
diw.37.92 oc sp s 37 116 17.41 0.74 0.05 0.05 0.01 1 (0) 36 36 36 0.00
diw.37.92 oc sp ns 37 116 17.41 0.74 0.05 0.05 0 1 (0) 36 36 36 0.00
diw.37.92 oc ra s 37 116 17.41 2.68 0.17 0.12 0 7 (0) 36 36 34.56 0.00
diw.37.92 oc ra ns 37 116 17.41 2.14 0.12 0.07 0 7 (0) 36 36 34.56 0.00
diw.37.92 lp all small 37 116 17.41 0.79 0.19 0.3 0 3 (0) 36 36 34.13 0.00
diw.38.105 oc sp s 38 127 18.06 1.83 0.16 0.12 0.01 1 (0) 111 111 111 0.00
diw.38.105 oc sp ns 38 127 18.06 1.80 0.15 0.12 0.01 1 (0) 111 111 111 0.00
diw.38.105 oc ra s 38 127 18.06 1.24 0.14 0.12 0 1 (0) 111 111 111 0.00
diw.38.105 oc ra ns 38 127 18.06 1.24 0.14 0.11 0 1 (0) 111 111 111 0.00
diw.38.105 lp all small 38 127 18.06 1.88 0.31 0.32 0 1 (0) 111 111 111 0.00
diw.42.132 oc sp s 42 161 18.69 1.46 0.13 0.1 0.01 1 (0) 116 116 115.99 0.00
diw.42.132 oc sp ns 42 161 18.69 1.47 0.13 0.1 0.01 1 (0) 116 116 115.99 0.00
diw.42.132 oc ra s 42 161 18.69 1.25 0.19 0.13 0 1 (0) 116 116 115.99 0.00
diw.42.132 oc ra ns 42 161 18.69 1.24 0.19 0.12 0 1 (0) 116 116 115.99 0.00
diw.42.132 lp all small 42 161 18.69 3.95 0.22 0.47 0 1 (0) 116 116 115.99 0.00
diw.43.105 oc sp s 43 133 14.72 2.40 0.27 0.12 0.03 9 (0) 48 48 44.42 0.00
diw.43.105 oc sp ns 43 133 14.72 3.20 0.3 0.14 0.04 9 (0) 48 48 44.42 0.00
diw.43.105 oc ra s 43 133 14.72 2.28 0.29 0.14 0 9 (0) 48 48 44.39 0.00
diw.43.105 oc ra ns 43 133 14.72 2.96 0.29 0.14 0 9 (0) 48 48 44.39 0.00
diw.43.105 lp all small 43 133 14.72 0.76 0.21 0.24 0 1 (0) 48 48 48 0.00
diw.44.105 oc sp s 44 134 14.16 8.92 0.74 0.5 0.1 25 (0) 48 48 42.74 0.00
diw.44.105 oc sp ns 44 134 14.16 10.49 0.89 0.72 0.14 41 (0) 48 48 42.74 0.00
diw.44.105 oc ra s 44 134 14.16 8.19 0.81 0.54 0 31 (0) 48 48 43.06 0.00
diw.44.105 oc ra ns 44 134 14.16 9.08 0.79 0.48 0 39 (0) 48 48 43.06 0.00
diw.44.105 lp all small 44 134 14.16 1.37 0.21 0.68 0 1 (0) 48 48 48 0.00
diw.46.79 oc sp s 46 117 11.3 9.29 0.5 0.4 0.07 9 (0) 26 26 21.15 0.00
diw.46.79 oc sp ns 46 117 11.3 15.57 0.48 0.36 0.09 13 (0) 26 26 21.15 0.00
diw.46.79 oc ra s 46 117 11.3 8.02 1.18 0.33 0 15 (0) 26 26 18.46 0.00
diw.46.79 oc ra ns 46 117 11.3 8.91 0.76 0.42 0 25 (0) 26 26 18.46 0.00
diw.46.79 lp all small 46 117 11.3 2.83 0.2 1.67 0 7 (0) 26 26 19.95 0.00
diw.48.81 oc sp s 48 121 10.72 2.20 0.18 0.15 0.04 3 (0) 24 24 17.72 0.00
diw.48.81 oc sp ns 48 121 10.72 2.80 0.21 0.17 0.04 5 (0) 24 24 17.72 0.00
diw.48.81 oc ra s 48 121 10.72 2.68 0.28 0.17 0 5 (0) 24 24 17.46 0.00
diw.48.81 oc ra ns 48 121 10.72 3.13 0.31 0.17 0 9 (0) 24 24 17.46 0.00
diw.48.81 lp all small 48 121 10.72 3.71 0.2 2.32 0 1 (0) 24 24 24 0.00
Table C.51: Results on small VLSI design graphs (Ferreira et al.) using the SDP relaxation with our standard early branching criteria, odd cycle inequalities (oc), the
Shortest-path (sp) or Random-degree-3 support extension (ra), problem shrinking (s) or no problem shrinking (ns), and warm start. Rows with setting lp all small used the
LP relaxation with all available separators on settings suggested by Fu¨genschuh. The time limit was set to 5 hours. For each graph we give the number of nodes |V |, the
number of edges |E|, the edge density of the initial support d0 in %, total run time t sec, run time of primal heuristics h sec, run time of separators se sec, run time of support
extensions su sec (all in seconds), the total number of nodes in the branch-and-bound tree (and the number of unprocessed nodes when the time limit was reached), the
computed primal bound pb, the computed dual bound db, the root dual bound rdb and the gap between pb and db in %.
2
0
4
problem setting |V | |E| d0% t sec h sec se sec su sec #nodes b&b pb db rdb gap %
taq170.424 oc sp s 170 573 3.98 56.34 13.32 5.23 1.76 29 (0) 55 55 51.67 0.00
taq170.424 oc sp ns 170 573 3.98 33.37 6.71 3.49 1.01 21 (0) 55 55 51.67 0.00
taq170.424 oc ra s 170 573 3.98 96.20 21.49 9.33 0 47 (0) 55 55 51.93 0.00
taq170.424 oc ra ns 170 573 3.98 56.57 7.51 3.82 0 23 (0) 55 55 51.93 0.00
taq170.424 lp all small 170 573 3.98 28.68 0.44 5.2 0 162 (0) 55 55 51.24 0.00
taq170.424 lp all big 170 573 3.98 29.61 0.43 5.94 0 253 (0) 55 55 51.25 0.00
taq228.692 oc sp s 228 902 3.48 5.55 2.28 1.37 0.29 1 (0) 63 63 63 0.00
taq228.692 oc sp ns 228 902 3.48 5.54 2.28 1.37 0.29 1 (0) 63 63 63 0.00
taq228.692 oc ra s 228 902 3.48 4.20 1.78 1.01 0 1 (0) 63 63 63 0.00
taq228.692 oc ra ns 228 902 3.48 4.20 1.77 1.01 0 1 (0) 63 63 63 0.00
taq228.692 lp all small 228 902 3.48 99.88 0.55 18.16 0 1 (0) 63 63 63 0.00
taq228.692 lp all big 228 902 3.48 99.49 0.57 19.15 0 1 (0) 63 63 63 0.00
taq278.396 oc sp s 278 664 1.72 20.11 6.11 1.97 0.84 5 (0) 37 37 34.68 0.00
taq278.396 oc sp ns 278 664 1.72 15.14 4.21 1.81 0.84 5 (0) 37 37 34.68 0.00
taq278.396 oc ra s 278 664 1.72 42.97 11.84 5.79 0 7 (0) 37 37 35.86 0.00
taq278.396 oc ra ns 278 664 1.72 12.30 3.12 1.86 0 3 (0) 37 37 35.86 0.00
taq278.396 lp all small 278 664 1.72 1.56 0.07 1.08 0 1 (0) 37 37 37 0.00
taq278.396 lp all big 278 664 1.72 2.30 0.07 1.53 0 1 (0) 37 37 37 0.00
taq334.3763 oc sp s 334 3952 7.1 18002.44 3728.55 1113.19 269.72 942 (423) 342 339.33 317.14 0.79
taq334.3763 oc sp ns 334 3952 7.1 18027.62 411.42 161.53 34.57 106 (99) 342 338.28 317.14 1.10
taq334.3763 oc ra s 334 3952 7.1 18001.05 5160.56 1585.59 0.12 1404 (125) 342 340.81 320.43 0.35
taq334.3763 oc ra ns 334 3952 7.1 18006.93 2089.47 771.09 0.05 901 (402) 342 340.49 320.43 0.44
taq334.3763 lp all small 334 3952 7.1 18000.56 1.51 179.9 0 704 (675) 389 341.72 324.64 13.83
taq334.3763 lp all big 334 3952 7.1 18008.50 1.5 78.17 0 172 (171) 389 339.29 324.33 14.65
taq1021.2253 oc sp s 1021 3259 0.62 321.45 65.26 24.44 7.89 1 (0) 118 118 118 0.00
taq1021.2253 oc sp ns 1021 3259 0.62 321.41 65.25 24.45 7.87 1 (0) 118 118 118 0.00
taq1021.2253 oc ra s 1021 3259 0.62 169.56 61.19 22.36 0 1 (0) 118 118 118 0.00
taq1021.2253 oc ra ns 1021 3259 0.62 169.65 61.19 22.34 0 1 (0) 118 118 118 0.00
taq1021.2253 lp all small 1021 3259 3259 18013.93 0.87 265.64 0 1 (0) 118 111.83 111.83 5.51
taq1021.2253 lp all big 1021 3259 3259 18048.68 0.87 413.39 0 1 (0) 118 113.39 113.39 4.06
taq1021.5480 oc sp s 1021 6356 1.22 18014.41 2703.08 1686.97 350.5 47 (48) 1650 1578.09 1529.14 4.56
taq1021.5480 oc sp ns 1021 6356 1.22 18020.30 1208.24 796.03 176.87 27 (28) 1650 1572.36 1529.14 4.94
taq1021.5480 oc ra s 1021 6356 1.22 18001.58 2378.67 1849.34 0.03 47 (46) 1650 1603.15 1517.6 2.92
taq1021.5480 oc ra ns 1021 6356 1.22 18004.03 1390.48 970.75 0.01 34 (35) 1650 1554.09 1517.6 6.17
taq1021.5480 lp all small 1021 6356 6356 18306.99 1.38 73.1 0 1 (0) 2019 593.72 593.72 240.06
taq1021.5480 lp all big 1021 6356 6356 18446.91 1.37 97.39 0 1 (0) 2019 655.92 655.92 207.81
diw166.504 oc sp s 166 651 4.75 248.32 35.16 18.83 5.24 135 (0) 28 28 25.06 0.00
diw166.504 oc sp ns 166 651 4.75 62.47 6.39 4.66 1.54 31 (0) 28 28 25.06 0.00
diw166.504 oc ra s 166 651 4.75 251.77 51.83 37.71 0 187 (0) 28 28 25.64 0.00
diw166.504 oc ra ns 166 651 4.75 94.52 7.66 5.64 0 37 (0) 28 28 25.64 0.00
diw166.504 lp all small 166 651 4.75 1.67 0.03 0.79 0 1 (0) 28 28 28 0.00
diw166.504 lp all big 166 651 4.75 2.74 0.03 1.6 0 1 (0) 28 28 28 0.00
diw681.1494 oc sp s 681 2152 0.92 18002.66 675.32 352.14 89.52 59 (46) 142 140.49 140.49 1.07
diw681.1494 oc sp ns 681 2152 0.92 18505.16 81.22 51 14.96 8 (7) 142 140.74 140.49 0.89
diw681.1494 oc ra s 681 2152 0.92 18003.10 1817.02 866.99 0.01 192 (157) 142 139.88 138.24 1.51
diw681.1494 oc ra ns 681 2152 0.92 18047.05 199.2 118.05 0 31 (2) 142 140.97 138.24 0.73
diw681.1494 lp all small 681 2152 0.92 18013.12 0.41 134.83 0 1 (0) 144 135.44 135.44 6.31
diw681.1494 lp all big 681 2152 0.92 18000.91 1.59 301.34 0 315 (294) 142 139.02 136.12 2.14
diw681.3103 oc sp s 681 3752 1.62 18000.67 993.5 798.22 166.26 65 (52) 1011 1006.18 985.1 0.48
diw681.3103 oc sp ns 681 3752 1.62 18113.34 233.02 211.22 46.65 13 (12) 1011 1001.53 985.1 0.95
diw681.3103 oc ra s 681 3752 1.62 18004.79 1880.02 1547.24 0.04 135 (120) 1011 1006.17 910.69 0.48
diw681.3103 oc ra ns 681 3752 1.62 18016.68 750.94 687.95 0.01 48 (49) 1011 970.41 910.69 4.18
diw681.3103 lp all small 681 3752 1.62 18031.42 0.55 76.45 0 1 (0) 1113 623.1 623.09 78.62
diw681.3103 lp all big 681 3752 1.62 18184.56 0.55 127.97 0 1 (0) 1113 713.91 713.91 55.90
Table C.52: Results on large VLSI design graphs (Ferreira et al.) using the SDP relaxation with our standard early branching criteria, odd cycle inequalities (oc), the
Shortest-path (sp) or Random-degree-3 support extension (ra), problem shrinking (s) or no problem shrinking (ns), and warm start. Rows with setting lp all small and
lp all big used the LP relaxation with all available separators on settings suggested by Fu¨genschuh. The time limit was set to 5 hours. For each graph we give the number
of nodes |V |, the number of edges |E|, the edge density of the initial support d0 in %, total run time t sec, run time of primal heuristics h sec, run time of separators se sec,
run time of support extensions su sec (all in seconds), the total number of nodes in the branch-and-bound tree (and the number of unprocessed nodes when the time limit was
reached), the computed primal bound pb, the computed dual bound db, the root dual bound rdb and the gap between pb and db in %.
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5
problem setting |V | |E| d0% t sec h sec se sec su sec #nodes b&b pb db rdb gap %
diw681.6402 oc sp s 681 6997 3.02 18021.16 1355.29 625.83 148.08 60 (41) 331 328.43 322.79 0.78
diw681.6402 oc sp ns 681 6997 3.02 18065.26 245.73 133.98 38.66 13 (10) 331 329.18 322.79 0.55
diw681.6402 oc ra s 681 6997 3.02 18001.08 3794.38 2009.17 0.05 296 (115) 331 329.27 317.41 0.52
diw681.6402 oc ra ns 681 6997 3.02 4579.12 259.41 135.37 0 29 (0) 331 331 317.41 0.00
diw681.6402 lp all small 681 6997 3.02 18007.68 1.45 97.25 0 1 (0) 363 304.32 304.32 19.28
diw681.6402 lp all big 681 6997 3.02 18162.03 1.46 142.87 0 1 (0) 363 311.4 311.4 16.57
dmxa1755.3686 oc sp s 1755 5420 0.35 18013.29 3464.27 772.87 253.02 35 (26) 94 92.76 92.76 1.33
dmxa1755.3686 oc sp ns 1755 5420 0.35 6814.92 242.21 105.52 35.74 3 (0) 94 94 92.76 0.00
dmxa1755.3686 oc ra s 1755 5420 0.35 18006.27 5323.04 1493.46 0.01 63 (36) 94 92.78 92.78 1.31
dmxa1755.3686 oc ra ns 1755 5420 0.35 1972.22 247.36 86.19 0 3 (0) 94 94 92.78 0.00
dmxa1755.3686 lp all small 1755 5420 0.35 18065.90 2.63 912.58 0 1 (0) 120 88.94 88.94 34.91
dmxa1755.3686 lp all big 1755 5420 0.35 18020.28 2.64 1526.36 0 1 (0) 120 91.01 91.01 31.85
dmxa1755.10867 oc sp s 1755 12583 0.81 18004.53 569.77 1320.98 346.85 28 (29) 150 145.68 142.9 2.96
dmxa1755.10867 oc sp ns 1755 12583 0.81 18122.87 154.94 473.19 138.77 10 (11) 150 145.42 142.9 3.15
dmxa1755.10867 oc ra s 1755 12583 0.81 18008.26 1830.64 4078.34 0.04 80 (67) 150 147.6 146.43 1.62
dmxa1755.10867 oc ra ns 1755 12583 0.81 18138.49 342.2 1156.79 0.01 38 (31) 150 148.15 146.43 1.25
dmxa1755.10867 lp all small 1755 12583 0.81 18035.79 3.95 394.84 0 1 (0) 228 139.73 139.73 63.17
dmxa1755.10867 lp all big 1755 12583 0.81 18159.25 3.93 583.67 0 1 (0) 228 141.44 141.44 61.19
gap2669.6182 oc sp s 2669 8841 0.24 18036.36 4436.57 1403.2 425.38 23 (4) 74 72.98 72.98 1.39
gap2669.6182 oc sp ns 2669 8841 0.24 2098.42 394.7 143.55 56.12 3 (0) 74 74 72.98 0.00
gap2669.6182 oc ra s 2669 8841 0.24 651.03 337.26 137.07 0 1 (0) 74 74 74 0.00
gap2669.6182 oc ra ns 2669 8841 0.24 651.19 337.28 135.68 0 1 (0) 74 74 74 0.00
gap2669.6182 lp all small 2669 8841 0.24 15728.37 12.21 3311.99 0 369 (0) 74 74 73.67 0.00
gap2669.6182 lp all big 2669 8841 0.24 7091.00 12.21 3311.99 0 1 (0) 78 73.51 0 6.11
gap2669.24859 oc sp s 2669 27392 0.76 481.54 188.08 126.73 36.85 1 (0) 55 55 55 0.00
gap2669.24859 oc sp ns 2669 27392 0.76 484.42 187.78 127.12 36.81 1 (0) 55 55 55 0.00
gap2669.24859 oc ra s 2669 27392 0.76 352.12 183.18 78.1 0 1 (0) 55 55 55 0.00
gap2669.24859 oc ra ns 2669 27392 0.76 348.95 183.33 79.21 0 1 (0) 55 55 55 0.00
gap2669.24859 lp all small 2669 27392 0.76 12781.92 27.69 3550.42 0 997 (0) 55 55 54.97 0.00
gap2669.24859 lp all big 2669 27392 0.76 1795.28 28.54 1291.63 0 1 (0) 55 55 55 0.00
alue6112.16896 oc sp s 6112 22998 0.12 5302.11 156.37 1605.38 421.55 1 (0) 272 272 272 0.00
alue6112.16896 oc sp ns 6112 22998 0.12 5269.75 156.76 1609.22 421.23 1 (0) 272 272 272 0.00
alue6112.16896 oc ra s 6112 22998 0.12 18098.41 993.75 7954.62 0.01 9 (6) 272 270.86 270.86 0.42
alue6112.16896 oc ra ns 6112 22998 0.12 4774.15 159.44 1587.32 0 3 (0) 272 272 270.86 0.00
alue6112.16896 lp all small 6112 22998 0.12 5982.00 40.97 0 0 1 (0) 276 44.22 0 524.11
alue6112.16896 lp all big 6112 22998 0.12 5055.00 40.97 0 0 1 (0) 276 38.44 0 618.00
alut2292.6329 oc sp s 2292 8611 0.32 18000.14 6886.05 2174.83 745.91 67 (32) 154 152.64 152.64 0.89
alut2292.6329 oc sp ns 2292 8611 0.32 874.26 230.25 130.21 53.03 3 (0) 154 154 152.64 0.00
alut2292.6329 oc ra s 2292 8611 0.32 391.76 177.18 121.31 0 1 (0) 154 154 154 0.00
alut2292.6329 oc ra ns 2292 8611 0.32 391.76 177.2 120.59 0 1 (0) 154 154 154 0.00
alut2292.6329 lp all small 2292 8611 0.32 18163.82 4.93 1171.76 0 1 (0) 164 112.31 112.31 46.02
alut2292.6329 lp all big 2292 8611 0.32 18124.42 4.91 1428.71 0 1 (0) 164 129.5 129.5 26.64
alut2292.494500 oc sp s 2292 495812 18.88 18002.89 7124.78 10110.18 449.8 1 (2) 67815 49945.26 49945.26 35.78
alut2292.494500 oc sp ns 2292 495812 18.88 18367.62 7109.77 10493.1 451.33 1 (2) 67815 50318.19 50318.19 34.77
alut2292.494500 oc ra s 2292 495812 18.88 19229.70 7353.68 11552.69 0.02 1 (2) 67815 51880 51880 30.72
alut2292.494500 oc ra ns 2292 495812 18.88 18932.12 7336.64 11275.75 0.02 1 (2) 67815 51880 51880 30.72
alut2292.494500 lp all small 2292 495812 18.88 18045.17 251.91 1605.07 0 1 (0) 67815 1601.79 1601.79 4133.68
alut2292.494500 lp all big 2292 495812 18.88 18512.57 249.96 2309.06 0 1 (0) 67815 1813.57 1813.57 3639.30
Table C.53: Results on large VLSI design graphs (Ferreira et al.) using the SDP relaxation with our standard early branching criteria, odd cycle inequalities (oc), the
Shortest-path (sp) or Random-degree-3 support extension (ra), problem shrinking (s) or no problem shrinking (ns), and warm start. Rows with setting lp all small and
lp all big used the LP relaxation with all available separators on settings suggested by Fu¨genschuh. The time limit was set to 5 hours. For each graph we give the number
of nodes |V |, the number of edges |E|, the edge density of the initial support d0 in %, total run time t sec, run time of primal heuristics h sec, run time of separators se sec,
run time of support extensions su sec (all in seconds), the total number of nodes in the branch-and-bound tree (and the number of unprocessed nodes when the time limit was
reached), the computed dual bound db, the root dual bound rdb and the gap between pb and db in %.
2
0
6
problem setting |V | |E| d0% t sec h sec se sec su sec #nodes b&b pb bkpb db rdb gap %
kkt lowt01 oc sp s 82 330 9.93 0.90 0.17 0.05 0.02 1 (0) 13 13* H 13 13 0.00
kkt lowt01 oc sp ns 82 330 9.93 0.89 0.17 0.05 0.02 1 (0) 13 13* H 13 13 0.00
kkt lowt01 oc ra s 82 330 9.93 0.72 0.13 0.04 0 1 (0) 13 13* H 13 13 0.00
kkt lowt01 oc ra ns 82 330 9.93 0.73 0.13 0.04 0 1 (0) 13 13* H 13 13 0.00
kkt lowt01 lp all small 82 330 9.93 0.20 0 0.07 0 1 (0) 13 13* H 13 13 0.00
kkt lowt01 lp all big 82 330 9.93 0.19 0 0.1 0 1 (0) 13 13* H 13 13 0.00
kkt putt01 oc sp s 115 472 7.2 2.03 0.51 0.15 0.05 1 (0) 28 28* H 28 28 0.00
kkt putt01 oc sp ns 115 472 7.2 2.00 0.5 0.15 0.05 1 (0) 28 28* H 28 28 0.00
kkt putt01 oc ra s 115 472 7.2 1.69 0.57 0.13 0 1 (0) 28 28* H 28 28 0.00
kkt putt01 oc ra ns 115 472 7.2 1.67 0.57 0.13 0 1 (0) 28 28* H 28 28 0.00
kkt putt01 lp all small 115 472 7.2 4.37 0.01 0.43 0 1 (0) 28 28* H 28 28 0.00
kkt putt01 lp all big 115 472 7.2 4.23 0.01 0.49 0 1 (0) 28 28* H 28 28 0.00
kkt capt09 oc sp s 2063 12703 0.59 18005.70 1561.35 2194.13 891.26 90 (27) 6 6 H 4.3 3.23 39.27
kkt capt09 oc sp ns 2063 12703 0.59 18217.15 335.32 803.93 360.01 37 (8) 6 6 H 4.57 3.23 31.02
kkt capt09 oc ra s 2063 12703 0.59 18026.93 1046.7 1684.67 0.02 51 (10) 6 6 H 4.65 3.88 28.95
kkt capt09 oc ra ns 2063 12703 0.59 18085.43 214.81 541.46 0 17 (2) 6 6 H 4.7 3.88 27.46
kkt capt09 lp all small 2063 12703 0.59 1907.43 7.7 952.91 0 634 (0) 6 6 H 6 5.61 0.00
kkt capt09 lp all big 2063 12703 0.59 1164.88 7.3 726.2 0 254 (0) 6 6 H 6 5.83 0.00
kkt skwz02 oc sp s 2117 15046 0.67 18018.08 691.32 2808.36 746.56 30 (19) 567 567 H 561.17 557.34 1.04
kkt skwz02 oc sp ns 2117 15046 0.67 18614.99 239.36 1080.05 240.65 5 (6) 567 567 H 560.47 557.34 1.16
kkt skwz02 oc ra s 2117 15046 0.67 18025.99 1085.73 5214.91 0.04 38 (31) 567 567 H 559.56 555.28 1.33
kkt skwz02 oc ra ns 2117 15046 0.67 18032.98 328.6 1784.08 0.01 10 (11) 567 567 H 558.22 555.28 1.57
kkt skwz02 lp all small 2117 15046 0.67 18098.25 5.01 320.19 0 1 (0) 567 567 H 557.8 557.8 1.65
kkt skwz02 lp all big 2117 15046 0.67 18028.71 7.79 2292.02 0 108 (103) 567 567 H 561.81 561.1 0.92
kkt orb11 oc sp s 2186 38073 1.59 18220.36 565.35 1911.66 369.37 2 (3) 2077 2087 H 2066.86 2066.86 0.49
kkt orb11 oc sp ns 2186 38073 1.59 18033.24 520.26 1801.81 350.44 2 (3) 2077 2087 H 2066.86 2066.86 0.49
kkt orb11 oc ra s 2186 38073 1.59 18006.83 988.19 3643.07 0.03 7 (8) 2077 2087 H 2068.91 2063.09 0.39
kkt orb11 oc ra ns 2186 38073 1.59 18199.23 643.02 2641.39 0.02 2 (3) 2077 2087 H 2063.09 2063.09 0.67
kkt orb11 lp all small 2186 38073 1.59 18005.13 19.33 50.92 0 21 (20) 2090 2087 H 1674.06 1674.01 24.85
kkt orb11 lp all big 2186 38073 1.59 22800.59 10.6 55.65 0 1 (0) 2090 2087 H 1675.11 1675.11 24.77
Table C.54: Results on smaller KKT graphs (Boeing) using the SDP relaxation with our standard early branching criteria, odd cycle inequalities (oc), the Shortest-path (sp)
or Random-degree-3 support extension (ra), problem shrinking (s) or no problem shrinking (ns), and warm start. Rows with setting lp all small and lp all big used the LP
relaxation with all available separators on settings suggested by Fu¨genschuh. The time limit was set to 5 hours. For each graph we give the number of nodes |V |, the number of
edges |E|, the edge density of the initial support d0 in %, total run time t sec, run time of primal heuristics h sec, run time of separators se sec, run time of support extensions
su sec (all in seconds), the total number of nodes in the branch-and-bound tree (and the number of unprocessed nodes when the time limit was reached), the computed primal
bound pb, the best previously known primal bound with its author (H: Helmberg [71]), the computed dual bound db, the root dual bound rdb and the gap between pb and
db in %.
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7
problem setting |V | |E| d0% t sec h sec se sec su sec #nodes b&b pb bkpb db rdb gap %
kkt plnt01 oc sp s 2817 27099 0.68 18002.87 3360.37 2813.23 1319.7 67 (68) 49 74 H 5.51 5.5 789.30
kkt plnt01 oc sp ns 2817 27099 0.68 18469.93 558.62 1360.73 378.07 15 (16) 51 74 H 6.35 5.5 702.07
kkt plnt01 oc ra s 2817 27099 0.68 18013.41 2296.34 3900.47 0.02 32 (33) 49 74 H 8.66 7.49 465.58
kkt plnt01 oc ra ns 2817 27099 0.68 18179.65 902.1 3405.73 0.02 23 (24) 49 74 H 11 7.49 345.16
kkt plnt01 lp all small 2817 27099 0.68 18000.51 30.84 7432.11 0 3230 (3229) 74 74 H 13.89 9.65 432.66
kkt plnt01 lp all big 2817 27099 0.68 18000.82 25.73 8664.7 0 1905 (1904) 74 74 H 15.3 10.77 383.49
kkt heat02 oc sp s 5150 25043 0.18 18988.05 294.41 492.27 492.94 1 (2) 150 150 H 145.45 145.45 3.13
kkt heat02 oc sp ns 5150 25043 0.18 18904.60 294.3 489.7 492.1 1 (2) 150 150 H 145.45 145.45 3.13
kkt heat02 oc ra s 5150 25043 0.18 18643.96 305.85 721.52 0 1 (2) 150 150 H 148.12 148.12 1.27
kkt heat02 oc ra ns 5150 25043 0.18 18847.09 305.1 724.1 0 1 (2) 150 150 H 148.12 148.12 1.27
kkt heat02 lp all small 5150 25043 0.18 9290.00 26.07 0 0 1 (0) 156 150 H 22.35 0 597.87
kkt heat02 lp all big 5150 25043 0.18 4508.00 26.07 0 0 1 (0) 156 150 H 0 0 -
kkt traj27 oc sp s 17148 112633 0.07 18158.71 1960 10743.67 2180.16 1 (2) 8194 8174 H 8073.19 8073.19 1.50
kkt traj27 oc sp ns 17148 112633 0.07 18190.94 1963.8 10773.08 2179.06 1 (2) 8194 8174 H 8073.19 8073.19 1.50
kkt traj27 oc ra s 17148 112633 0.07 18199.77 2752.52 9638.76 0 1 (2) 8194 8174 H 8085.75 8085.75 1.34
kkt traj27 oc ra ns 17148 112633 0.07 18221.76 2758.2 9685.47 0 1 (2) 8194 8174 H 8085.75 8085.75 1.34
kkt traj27 lp all small 17148 112633 0.07 20109.47 879.28 18674.11 0 6 (5) 8258 8174 H 8146.69 8146.69 1.37
kkt traj27 lp all big 17148 112633 0.07 19294.93 880.07 15928 0 4 (3) 8258 8174 H 8147.03 8147.03 1.36
kkt lnts02 oc sp s 17990 49962 0.03 19353.83 1161.18 6522.73 3415.4 1 (2) 6619 6589 H 6119.7 6119.7 8.16
kkt lnts02 oc sp ns 17990 49962 0.03 19468.47 1167.65 6608.89 3413.39 1 (2) 6619 6589 H 6119.7 6119.7 8.16
kkt lnts02 oc ra s 17990 49962 0.03 18093.62 1123.72 10516.44 0 1 (2) 6624 6589 H 6108.49 6108.49 8.44
kkt lnts02 oc ra ns 17990 49962 0.03 18114.31 1126.2 10482.43 0 1 (2) 6624 6589 H 6108.49 6108.49 8.44
kkt lnts02 lp all small 17990 49962 0.03 2726.00 308.06 0 0 1 (0) 6655 6589 H 5378.87 4467 23.72
kkt lnts02 lp all big 17990 49962 0.03 2952.00 308.06 0 0 1 (0) 6655 6589 H 4836.85 4467 37.59
kkt traj33 oc sp s 20006 241947 0.12 20266.97 3759.92 12401.9 2389.74 1 (2) 9611 9593 H 9323.12 9323.12 3.09
kkt traj33 oc sp ns 20006 241947 0.12 20254.81 3738.95 12412.07 2387.14 1 (2) 9611 9593 H 9323.12 9323.12 3.09
kkt traj33 oc ra s 20006 241947 0.12 18051.56 4458.59 12096.77 0 1 (2) 9611 9593 H 9022.11 9022.11 6.53
kkt traj33 oc ra ns 20006 241947 0.12 18111.94 4468.46 12147.78 0 1 (2) 9611 9593 H 9022.11 9022.11 6.53
kkt traj33 lp all small 20006 241947 0.12 20294.84 1693.05 13965.88 0 6 (5) 9683 9593 H 9503 9503 1.89
kkt traj33 lp all big 20006 241947 0.12 18819.63 1699.89 10723.53 0 6 (5) 9683 9593 H 9503 9503 1.89
Table C.55: Results on larger KKT graphs (Boeing) using the SDP relaxation with our standard early branching criteria, odd cycle inequalities (oc), the Shortest-path (sp)
or Random-degree-3 support extension (ra), problem shrinking (s) or no problem shrinking (ns), and warm start. Rows with setting lp all small and lp all big used the LP
relaxation with all available separators on settings suggested by Fu¨genschuh. The time limit was set to 5 hours. For each graph we give the number of nodes |V |, the number of
edges |E|, the edge density of the initial support d0 in %, total run time t sec, run time of primal heuristics h sec, run time of separators se sec, run time of support extensions
su sec (all in seconds), the total number of nodes in the branch-and-bound tree (and the number of unprocessed nodes when the time limit was reached), the computed primal
bound pb, the best previously known primal bound with its author (H: Helmberg [71]), the computed dual bound db, the root dual bound rdb and the gap between pb and
db in %.
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problem setting |V | |E| d0% t sec h sec se sec su sec #nodes b&b pb bkpb db rdb gap %
G124,2.5 oc sp s 124 265 3.47 135.88 7.18 1.47 0.46 9 (0) 13 13* Jea 13 11.95 0.00
G124,2.5 oc sp ns 124 265 3.47 108.77 2.4 0.67 0.23 3 (0) 13 13* Jea 13 11.95 0.00
G124,2.5 oc ra s 124 265 3.47 356.47 14.77 3.79 0 19 (0) 13 13* Jea 13 10.9 0.00
G124,2.5 oc ra ns 124 265 3.47 14963.53 136.71 121.57 0.01 917 (0) 13 13* Jea 13 10.9 0.00
G124,2.5 lp all small 124 265 3.47 13.91 0.3 2.06 0 7 (0) 13 13* Jea 13 11.6 0.00
G124,2.5 lp all big 124 265 3.47 46.20 0.31 14.52 0 3 (0) 13 13* Jea 13 11.88 0.00
G124,5 oc sp s 124 430 5.63 4387.67 34.06 11.04 2.73 29 (0) 63 63* Jea 63 59.84 0.00
G124,5 oc sp ns 124 430 5.63 6545.58 22.05 7.05 1.6 23 (0) 63 63* Jea 63 59.84 0.00
G124,5 oc ra s 124 430 5.63 8050.83 287.64 79.03 0.01 343 (0) 63 63* Jea 63 52.97 0.00
G124,5 oc ra ns 124 430 5.63 18000.89 902.75 311.74 0.02 1178 (269) 63 63* Jea 61.65 52.97 2.18
G124,5 lp all small 124 430 5.63 18000.35 0.36 471.72 0 29400 (28703) 63 63* Jea 59.14 54.61 6.53
G124,5 lp all big 124 430 5.63 18000.25 0.36 471.14 0 27745 (27170) 63 63* Jea 58.59 54.6 7.53
G124,10 oc sp s 124 723 9.48 18000.03 191.58 68.74 14.74 142 (143) 178 178* Jea 173.61 168.08 2.53
G124,10 oc sp ns 124 723 9.48 18010.91 90.7 46.05 6.63 66 (67) 178 178* Jea 173.65 168.08 2.50
G124,10 oc ra s 124 723 9.48 18000.21 824.9 276.22 0.02 809 (810) 178 178* Jea 173.06 159.45 2.85
G124,10 oc ra ns 124 723 9.48 18002.12 1104.89 431.2 0.04 1062 (1063) 178 178* Jea 170.86 159.45 4.18
G124,10 lp all small 124 723 9.48 18000.25 0.46 84.68 0 1183 (1162) 178 178* Jea 145.8 144.06 22.08
G124,10 lp all big 124 723 9.48 18006.41 0.47 100.51 0 1597 (1568) 178 178* Jea 145.84 144.02 22.05
G124,20 oc sp s 124 1364 17.88 18003.22 307.29 130.99 24.4 210 (211) 449 449* Jea 444.4 435.62 1.03
G124,20 oc sp ns 124 1364 17.88 18002.67 132.79 78.38 10.67 101 (102) 449 449* Jea 444.59 435.62 0.99
G124,20 oc ra s 124 1364 17.88 18000.01 779.64 303.34 0.02 720 (721) 449 449* Jea 443.76 426.66 1.18
G124,20 oc ra ns 124 1364 17.88 18000.79 704.92 324.51 0.03 711 (712) 449 449* Jea 440.53 426.66 1.92
G124,20 lp all small 124 1364 17.88 18065.78 0.03 12.79 0 1 (0) 449 449* Jea 300.06 300.06 49.64
G124,20 lp all big 124 1364 17.88 18017.54 0.03 16.25 0 1 (0) 449 449* Jea 319.19 319.19 40.66
G250,2.5 oc sp s 250 573 1.84 9719.36 540.5 14.98 5.18 13 (0) 29 29* Jea 29 27.57 0.00
G250,2.5 oc sp ns 250 573 1.84 11529.14 248.8 7.16 2.26 5 (0) 29 29* Jea 29 27.57 0.00
G250,2.5 oc ra s 250 573 1.84 18010.30 71.71 71.96 0 45 (42) 29 29* Jea 27.19 23.15 6.63
G250,2.5 oc ra ns 250 573 1.84 18004.12 188.87 197.69 0 197 (198) 29 29* Jea 24.97 23.15 16.13
G250,2.5 lp all small 250 573 1.84 1832.25 0.51 182.89 0 3063 (0) 29 29* Jea 29 25.53 0.00
G250,2.5 lp all big 250 573 1.84 2010.65 0.51 210.74 0 3525 (0) 29 29* Jea 29 25.53 0.00
G250,5 oc sp s 250 849 2.72 18032.92 187.29 19.77 5.14 7 (8) 114 114 Jea 104.05 102.82 9.55
G250,5 oc sp ns 250 849 2.72 18240.54 181.46 13.93 3.47 4 (5) 114 114 Jea 103.31 102.82 10.34
G250,5 oc ra s 250 849 2.72 18001.80 299.4 303.94 0 251 (252) 114 114 Jea 99.33 88.72 14.77
G250,5 oc ra ns 250 849 2.72 18000.14 569.42 570.32 0.02 609 (610) 114 114 Jea 95.54 88.72 19.31
G250,5 lp all small 250 849 2.72 18013.48 0.61 167.23 0 727 (726) 114 114 Jea 89.03 87.88 28.04
G250,5 lp all big 250 849 2.72 18000.81 0.62 208.38 0 1345 (1344) 114 114 Jea 88.97 87.97 28.12
G250,10 oc sp s 250 1512 4.85 18011.98 117.46 120.62 29.97 59 (60) 357 357 Jea 330.44 326.16 8.04
G250,10 oc sp ns 250 1512 4.85 18048.21 48.3 56.79 10.72 28 (29) 357 357 Jea 330.87 326.16 7.90
G250,10 oc ra s 250 1512 4.85 18000.19 953.52 1084.88 0.04 784 (785) 357 357 Jea 324.96 309.82 9.86
G250,10 oc ra ns 250 1512 4.85 18000.56 969.82 1037.69 0.02 960 (961) 357 357 Jea 320.77 309.82 11.29
G250,10 lp all small 250 1512 4.85 18115.88 0.09 18.58 0 1 (0) 357 357 Jea 176.54 176.54 102.21
G250,10 lp all big 250 1512 4.85 18112.42 0.09 32.94 0 1 (0) 357 357 Jea 205.45 205.45 73.76
G250,20 oc sp s 250 2640 8.48 18008.47 219.81 254.49 51.82 101 (102) 828 828 Jea 782.16 774.47 5.86
G250,20 oc sp ns 250 2640 8.48 18040.68 91.72 102.12 16.93 45 (46) 828 828 Jea 781.66 774.47 5.93
G250,20 oc ra s 250 2640 8.48 18000.21 1018.07 1253.71 0.05 740 (741) 828 828 Jea 775.48 756.1 6.77
G250,20 oc ra ns 250 2640 8.48 18004.20 720.88 810.5 0.02 652 (653) 828 828 Jea 769.35 756.1 7.62
G250,20 lp all small 250 2640 8.48 18027.29 0.12 12.87 0 1 (0) 828 828 Jea 352.67 352.67 134.78
G250,20 lp all big 250 2640 8.48 18184.61 0.13 23 0 1 (0) 828 828 Jea 356.1 356.1 132.51
Table C.56: Results on smaller purely random Johnson graphs using the SDP relaxation with our standard early branching criteria, odd cycle inequalities (oc), the Shortest-
path (sp) or Random-degree-3 support extension (ra), problem shrinking (s) or no problem shrinking (ns), and warm start. Rows with setting lp all small and lp all big used
the LP relaxation with all available separators on settings suggested by Fu¨genschuh. The time limit was set to 5 hours. For each graph we give the number of nodes |V |,
the number of edges |E|, the edge density of the initial support d0 in %, total run time t sec, run time of primal heuristics h sec, run time of separators se sec, run time of
support extensions su sec (all in seconds), the total number of nodes in the branch-and-bound tree (and the number of unprocessed nodes when the time limit was reached),
the computed primal bound pb, the best previously known primal bound with its author (RK: Rendl and Karisch [82], Jea: Johnson et al. [77]), the computed dual bound
db, the root dual bound rdb and the gap between pb and db in %. Note that we were not able to reproduce solutions of the best known primal bounds for graphs G250,5 to
G250,20 but used the previously known primal bounds to cut off nodes.
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problem setting |V | |E| d0% t sec h sec se sec su sec #nodes b&b pb bkpb db rdb gap %
G500,2.5 oc sp s 500 1115 0.89 18354.97 379.48 20.51 7.6 1 (2) 49 49 RK 44.78 44.78 9.42
G500,2.5 oc sp ns 500 1115 0.89 18342.36 379.5 20.51 7.61 1 (2) 49 49 RK 44.78 44.78 9.42
G500,2.5 oc ra s 500 1115 0.89 18153.33 27.76 88.47 0 10 (11) 49 49 RK 39.49 35.61 24.06
G500,2.5 oc ra ns 500 1115 0.89 18022.68 36.57 99.68 0 33 (34) 49 49 RK 36.03 35.61 35.96
G500,2.5 lp all small 500 1115 0.89 18001.39 0.86 822.73 0 3202 (3179) 49 49 RK 40.25 38.7 21.72
G500,2.5 lp all big 500 1115 0.89 18000.17 0.86 962.34 0 4169 (4164) 49 49 RK 41.08 38.7 19.26
G500,5 oc sp s 500 1710 1.37 18053.02 174.16 32.32 10.38 2 (3) 218 218 RK 192.08 192.08 13.49
G500,5 oc sp ns 500 1710 1.37 18721.58 173.45 31.62 9.71 2 (3) 218 218 RK 192.08 192.08 13.49
G500,5 oc ra s 500 1710 1.37 18008.84 209.24 638.37 0 123 (124) 218 218 RK 176.83 165.2 23.28
G500,5 oc ra ns 500 1710 1.37 18005.17 137.24 383.77 0 116 (117) 218 218 RK 169.33 165.2 28.74
G500,5 lp all small 500 1710 1.37 18064.36 0.26 41.12 0 1 (0) 218 218 RK 104.7 104.7 108.21
G500,5 lp all big 500 1710 1.37 18036.13 0.26 77.98 0 1 (0) 218 218 RK 120.03 120.03 81.62
G500,10 oc sp s 500 2836 2.27 18046.91 120.2 242.24 73.34 44 (45) 626 626 RK 549.1 544.67 14.00
G500,10 oc sp ns 500 2836 2.27 18028.76 42.15 73.32 21.66 18 (19) 626 626 RK 549.83 544.67 13.85
G500,10 oc ra s 500 2836 2.27 18000.88 815.68 2840.98 0.05 500 (501) 626 626 RK 533.14 518.49 17.42
G500,10 oc ra ns 500 2836 2.27 18001.66 541.27 1605.26 0.01 390 (391) 626 626 RK 526.2 518.49 18.96
G500,10 lp all small 500 2836 2.27 18155.28 0.36 25.43 0 1 (0) 626 626 RK 202.65 202.65 208.89
G500,10 lp all big 500 2836 2.27 18356.16 0.36 41.35 0 1 (0) 626 626 RK 199.43 199.43 213.89
G500,20 oc sp s 500 5585 4.47 18010.02 349.86 775.55 187.02 100 (101) 1744 1744 Jea 1611.05 1600.9 8.25
G500,20 oc sp ns 500 5585 4.47 18029.77 130.23 166.65 39.97 48 (49) 1744 1744 Jea 1610.66 1600.9 8.28
G500,20 oc ra s 500 5585 4.47 18000.54 1246.36 4359.8 0.12 540 (541) 1744 1744 Jea 1594.65 1574.69 9.37
G500,20 oc ra ns 500 5585 4.47 18000.51 709.14 2114.34 0.03 384 (385) 1744 1744 Jea 1585.82 1574.69 9.97
G500,20 lp all small 500 5585 4.47 18444.42 0.57 28.68 0 1 (0) 1744 1744 Jea 511.63 511.63 240.87
G500,20 lp all big 500 5585 4.47 18075.95 0.57 29.44 0 1 (0) 1744 1744 Jea 512.84 512.84 240.07
G1000,2.5 oc sp s 1000 2263 0.45 18385.33 239.17 38.63 20.93 1 (2) 102 102 Jea 76.4 76.4 33.49
G1000,2.5 oc sp ns 1000 2263 0.45 18392.16 239.17 38.6 20.97 1 (2) 102 102 Jea 76.4 76.4 33.49
G1000,2.5 oc ra s 1000 2263 0.45 19942.35 21.08 122.76 0 4 (5) 102 102 Jea 66.09 62.07 54.33
G1000,2.5 oc ra ns 1000 2263 0.45 18242.83 10.88 69.58 0 5 (6) 102 102 Jea 62.36 62.07 63.55
G1000,2.5 lp all small 1000 2263 0.45 18015.51 0.85 363.62 0 1 (0) 102 102 Jea 64.95 64.95 57.04
G1000,2.5 lp all big 1000 2263 0.45 18050.19 0.86 503.8 0 1 (0) 102 102 Jea 66.16 66.16 54.16
G1000,5 oc sp s 1000 3484 0.69 18351.56 264.29 55.01 31.73 1 (2) 451 451 Jea 364.82 364.82 23.62
G1000,5 oc sp ns 1000 3484 0.69 18322.79 264.27 54.97 31.75 1 (2) 451 451 Jea 364.82 364.82 23.62
G1000,5 oc ra s 1000 3484 0.69 18000.77 176.87 1245.2 0.01 50 (51) 451 451 Jea 328.88 316.82 37.13
G1000,5 oc ra ns 1000 3484 0.69 18028.73 84.08 573.23 0 41 (42) 451 451 Jea 320.42 316.82 40.75
G1000,5 lp all small 1000 3484 0.69 18072.21 1.14 87.88 0 1 (0) 451 451 Jea 115.85 115.85 289.27
G1000,5 lp all big 1000 3484 0.69 18372.94 1.15 124.51 0 1 (0) 451 451 Jea 118.88 118.88 279.36
G1000,10 oc sp s 1000 6040 1.2 18083.50 133.77 360.75 170.01 21 (22) 1367 1367 Jea 1167.47 1161.58 17.09
G1000,10 oc sp ns 1000 6040 1.2 18274.93 52.36 85.82 54.35 13 (14) 1367 1367 Jea 1166.93 1161.58 17.14
G1000,10 oc ra s 1000 6040 1.2 18004.65 741.88 5104.12 0.04 223 (224) 1367 1367 Jea 1134.26 1114.75 20.52
G1000,10 oc ra ns 1000 6040 1.2 18001.13 297.53 2203.92 0 114 (115) 1367 1367 Jea 1126.09 1114.75 21.39
G1000,10 lp all small 1000 6040 1.2 18389.69 1.61 67.45 0 1 (0) 1367 1367 Jea 253.65 253.65 438.91
G1000,10 lp all big 1000 6040 1.2 19133.15 1.61 67.38 0 1 (0) 1367 1367 Jea 281.74 281.74 385.18
G1000,20 oc sp s 1000 11072 2.21 18042.43 476.61 1511.8 504.45 68 (69) 3389 3389 Jea 3065.69 3052.65 10.55
G1000,20 oc sp ns 1000 11072 2.21 18056.87 168.21 165.58 102.51 32 (33) 3389 3389 Jea 3066.5 3052.65 10.52
G1000,20 oc ra s 1000 11072 2.21 18004.70 1213.82 7710.62 0.11 267 (268) 3389 3389 Jea 3031.84 3011.92 11.78
G1000,20 oc ra ns 1000 11072 2.21 18004.06 627.13 3969.13 0.03 185 (186) 3389 3389 Jea 3024.23 3011.92 12.06
G1000,20 lp all small 1000 11072 2.21 18435.04 2.67 71.44 0 1 (0) 3389 3389 Jea 550.64 550.64 515.46
G1000,20 lp all big 1000 11072 2.21 18661.17 2.67 72.86 0 1 (0) 3389 3389 Jea 585.92 585.92 478.40
Table C.57: Results on larger purely random Johnson graphs using the SDP relaxation with our standard early branching criteria, odd cycle inequalities (oc), the Shortest-
path (sp) or Random-degree-3 support extension (ra), problem shrinking (s) or no problem shrinking (ns), and warm start. Rows with setting lp all small and lp all big used
the LP relaxation with all available separators on settings suggested by Fu¨genschuh. The time limit was set to 5 hours. For each graph we give the number of nodes |V |,
the number of edges |E|, the edge density of the initial support d0 in %, total run time t sec, run time of primal heuristics h sec, run time of separators se sec, run time of
support extensions su sec (all in seconds), the total number of nodes in the branch-and-bound tree (and the number of unprocessed nodes when the time limit was reached),
the computed primal bound pb, the best previously known primal bound with its author (RK: Rendl and Karisch [82], Jea: Johnson et al. [77]), the computed dual bound
db, the root dual bound rdb and the gap between pb and db in %. Note that we were not able to reproduce solutions of the best known primal bounds for graphs G500,2.5 to
G1000,20 but used the previously known primal bounds to cut off nodes.
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problem |V | |E| d0% t sec h sec se sec su sec #nnodes b&b pb bkpb db bkdb rdb gap %
G124,2.5 124 265 3.47 119.91 6.49 0.9 0.32 5 (0) 13* 13* Jea 13* 13* Wea,KR 11.88 0.00
G124,5 124 430 5.63 6300.12 504.29 9.41 2.32 31 (0) 63* 63* Jea 63* 63* Wea 59.8 0.00
G124,10 124 723 9.48 79884.40 5939.94 400.01 94.34 1541 (0) 178* 178* Jea 178* 178* Wea 168.12 0.00
G124,20 124 1364 17.88 64738.17 2462.04 766.07 159.39 2153 (0) 449* 449* Jea 449* 449* Wea 435.15 0.00
G250,2.5 250 573 1.84 11494.19 275.08 10.49 3.43 9 (0) 29* 29* Jea 29* 29* Wea 27.7 0.00
G250,5 250 849 2.72 129738.79 2261.37 148.61 41.22 109 (110) 114 114 Jea 105.73 106 Wea 102.26 7.81
G250,10 250 1512 4.85 129602.62 6653.25 866.61 214.34 621 (622) 357 357 Jea 334.26 335 Wea 326.15 6.80
G250,20 250 2640 8.48 129987.54 1988.22 1873.87 390.95 913 (914) 828 828 Jea 787.17 793 Wea 773.96 5.19
G500,2.5 500 1115 0.89 129652.92 527.88 56.71 20.45 8 (9) 49 49 RK 45.69 36 RK 45.69 7.24
G500,5 500 1710 1.37 129696.38 1327.42 175.94 55.25 28 (29) 218 218 RK 194.58 184 RK 192.36 12.03
G500,10 500 2836 2.27 129605.83 6417.23 1535.61 456.69 336 (337) 626 626 RK 552.27 547 RK 545.46 13.35
G500,20 500 5585 4.47 129601.20 1807.83 5543.73 1329.23 755 (756) 1744 1744 Jea 1614.96 1612 RK 1599.95 7.99
G1000,2.5 1000 2263 0.45 131037.52 484.76 70.81 40.44 1 (2) 102 102 Jea 80.81 - 80.81 26.21
G1000,5 1000 3484 0.69 129808.73 1426.31 213.33 132.5 13 (14) 451 451 Jea 370 - 366.06 21.89
G1000,10 1000 6040 1.2 129606.08 2673.59 2423.57 1012.35 166 (167) 1367 1367 Jea 1171.21 - 1160.04 16.72
G1000,20 1000 11072 2.21 129604.54 1404.77 10543.11 3268.35 433 (434) 3389 3389 Jea 3069.77 - 3053.67 10.40
Table C.58: Results with branching on purely random Johnson graphs using our standard early branching criteria, odd cycle inequalities, the Shortest-path support extension,
problem shrinking and warm start. The time limit was set to 36 hours. For each graph we give the number of nodes |V |, the number of edges |E|, the edge density of the
initial support d0 in %, total run time t sec, run time of primal heuristics h sec, run time of separators se sec, run time of support extensions su sec (all in seconds), the total
number of nodes in the branch-and-bound tree (and the number of unprocessed nodes when the time limit was reached), the primal bound pb, the previously best known
primal bound bkpb, the computed dual bound db, the previously best known dual bound bkdb, the root dual bound rdb and the gap between pb and db in %. For both best
known primal and dual bounds we mention the authors who provided these bounds first: Wea: Wiegele, Rendl, Rinaldi [113, 125], RK: Rendl and Karisch [82], Jea: Johnson
et al. [77]. Optimal primal and dual bounds are marked with *. Note that we were not able to reproduce solutions of the best known primal bounds for graphs G250,5 to
G1000,20 but used the previously known primal bounds to cut off nodes.
problem |V | |E| d0% t sec h sec se sec su sec #nnodes b&b pb bkpb db bkdb rdb gap %
G124,2.5 124 265 3.47 242.21 17.88 1.48 0.74 19 (0) 13* 13* Jea 13* 13* Wea,KR 11.75 0.00
G124,5 124 430 5.63 2174.20 94.49 11.66 4.63 121 (0) 63* 63* Jea 63* 63* Wea 58.23 0.00
G124,10 124 723 9.48 47245.34 4735.23 628.59 234.18 6055 (0) 178* 178* Jea 178* 178* Wea 166.09 0.00
G124,20 124 1364 17.88 33020.05 4898.33 957.86 254.75 5889 (0) 449* 449* Jea 449* 449* Wea 433.04 0.00
G250,2.5 250 573 1.84 6254.70 948.55 10.74 5.54 33 (0) 29* 29* Jea 29* 29* Wea 26.8 0.00
G250,5 250 849 2.72 129603.56 4474.5 574.26 225.2 1518 (1519) 114 114 Jea 106.31 106 Wea 97.62 7.23
G250,10 250 1512 4.85 129604.58 6375.68 2810.17 861.08 6365 (4454) 357 357 Jea 334.55 335 Wea 322.6 6.71
G250,20 250 2640 8.48 115320.00† 10397.79 6817.5 1422.12 10128 (4535) 828 828 Jea 785.82 793 Wea 769.73 5.37
G500,2.5 500 1115 0.89 129649.72 2730.52 175.4 88.77 151 (152) 49 49 RK 44.17 36 RK 42.67 10.91
G500,5 500 1710 1.37 129603.76 9349.1 749.01 273.39 442 (443) 218 218 RK 192.69 184 RK 180.73 13.13
G500,10 500 2836 2.27 129600.13 3899.41 4493.62 1627.38 2873 (2874) 626 626 RK 550.93 547 RK 537.89 13.63
G500,20 500 5585 4.47 129602.27 5653.37 12553.1 2565.04 4092 (2777) 1744 1744 Jea 1610.52 1612 RK 1598.04 8.29
G1000,2.5 1000 2263 0.45 129611.05 1214.18 149.54 107.11 37 (38) 102 102 Jea 78.48 - 77.22 29.96
G1000,5 1000 3484 0.69 129652.25 2768.01 731.31 433.86 153 (154) 451 451 Jea 365.03 - 356.94 23.55
G1000,10 1000 6040 1.2 129608.60 2967.75 6818.22 3523.16 1467 (1468) 1367 1367 Jea 1165.29 - 1154.4 17.31
G1000,20 1000 11072 2.21 129659.91 3797.43 28206.89 6573.61 1756 (1757) 3389 3389 Jea 3060.75 - 3053.67 10.72
Table C.59: The same as Table C.58 except for a stricter early branching criterium, which forced branching when the maximum violation of normed cuts was below 0.2
instead of 0.1.
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problem |V | |E| d0% t sec h sec se sec su sec #nodes b&b pb bkpb db bkdb rdb gap %
U500,5 500 1765 1.41 19.81 3.42 0.38 0.45 1 (0) 2* 2* RK 2* 2* RK 2 0.00
U500,10 500 2834 2.27 495.91 7.64 19.12 7.18 15 (0) 26* 26* Jea 26* 18.62 RK 23.95 0.00
U500,20 500 5018 4.02 129607.87 965.44 1123.96 201.87 199 (114) 178 178 Jea 175.84 125.65 RK 148.13 1.23
U500,40 500 9236 7.4 129602.42 2940.23 4150.94 670.66 495 (494) 412 412 Jea 389.45 368.18 RK 357.02 5.79
U1000,5 1000 3382 0.67 53.62 2.57 0.16 1.81 1 (0) 1* 3 Jea 1* - 1 0.00
U1000,10 1000 5676 1.13 1660.63 12.65 52.89 16.48 3 (0) 39* 39 Jea 39* - 37.56 0.00
U1000,20 1000 10299 2.06 129611.18 939.33 2372.95 560.98 108 (101) 222 222 Jea 215.79 - 197.49 2.87
U1000,40 1000 18956 3.79 129642.27 1345.53 3195.08 685.79 133 (74) 737 737 Jea 726.26 - 714.45 1.48
Table C.60: Results with branching on geometric random Johnson graphs using our standard early branching criteria, odd cycle inequalities, the Shortest-path support
extension, problem shrinking and warm start. The time limit was set to 36 hours. For each graph we give the number of nodes |V |, the number of edges |E|, the edge density
of the initial support d0 in %, total run time t sec, run time of primal heuristics h sec, run time of separators se sec, run time of support extensions su sec (all in seconds),
the total number of nodes in the branch-and-bound tree (and the number of unprocessed nodes when the time limit was reached), the primal bound pb, the previously best
known primal bound bkpb, the computed dual bound db, the previously best known dual bound bkdb, the root dual bound rdb and the gap between pb and db in %. For
both best known primal and dual bounds we mention the authors who provided these bounds first: RK: Rendl and Karisch [82], Jea: Johnson et al. [77]. Optimal primal
and dual bounds are marked with *. Note that we were not able to reproduce solutions of the best known primal bounds for the graphs U500,10 and G1000,10 but used the
previously known primal bounds to cut off nodes.
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