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Laplacian and fractional differential operators that arise in several applications. In our analysis,
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demonstrate that, when sufficient conditions on certain kernel functions hold, the solution of the
nonlocal equation converges to the solution of the fractional Laplacian equation on bounded do-
mains as the nonlocal interactions become infinite. We also introduce a continuous Galerkin finite
element discretization of the nonlocal weak formulation and we derive a priori error estimates.
Through several numerical examples we illustrate the theoretical results and we show that by
solving the nonlocal problem it is possible to obtain accurate approximations of the solutions of
fractional differential equations circumventing the problem of treating infinite-volume constraints.
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1 Introduction and motivation
Nonlocal models have been recently used in many applications, including continuum
mechanics [37], graph theory [26], nonlocal wave equations [40], and jump processes
[4, 5, 10]; we consider nonlocal diffusion operators which arise in several and diverse
applications such as image analyses [9, 21, 22, 25], machine learning [32], nonlocal
Dirichlet forms [2], kinetic equations [3, 24], phase transitions [6, 18], nonlocal heat
conduction [7], and the peridynamic model for mechanics [12, 37]. In this work we
consider a nonlocal integral operator for anomalous diffusion which has, as special
cases, the fractional Laplacian and fractional derivative operators that are com-
monly used to model anomalous diffusion [29]. Physical phenomena exhibiting this
property cannot be modeled accurately by the usual advection-dispersion equation;
among others, we mention turbulent flows [11, 36] and chaotic dynamics of classical
conservative systems [42].
Nonlocal models differ from the classical partial differential equation models in
the fact that in the latter case interactions between two domains occur only due
to contact, whereas in the former case interactions can occur at a distance. In
particular, let Ω Ă Rn denote a bounded, open domain. For upxq : Ω Ñ R, define
˚Corresponding author, Phone: +1(404) 345-2587.
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the action of the nonlocal diffusion operator L on the function upxq as
Lupxq :“ 2
ż
Rn
`
upyq ´ upxq˘ γpx,yq dy @x P Ω Ď Rn,
where the volume of Ω is non-zero and the kernel γpx,yq : Ω ˆ Ω Ñ R is a non-
negative symmetric mapping. We are interested in the nonlocal, steady-state dif-
fusion equation #
´Lu “ f on Ω
u “ 0 on ΩI ,
where the equality constraint (extension of a Dirichlet boundary condition for dif-
ferential problems) acts on an interaction volume ΩI that is disjoint from Ω.
The numerical solution of fractional differential equations is an open problem
and it is the object of current research in applications of models of fractional order;
see [31] for recent work including many citations to the literature. Common tech-
niques include methods that take advantage of Laplace and Fourier transforms to
obtain classical solutions [23, 38] and finite difference methods [27, 28, 33, 35, 41]
used for constructing numerical approximations. Galerkin discretizations and their
error analysis have been considered in [17, 19] for the discretization of the steady
state fractional advection-diffusion equation.
A goal of this paper is to develop and analyze discretization methods for frac-
tional Laplacian equations on bounded domains. We do this by exploiting the fact
that the fractional Laplacian operator p´∆qs is a special case of the nonlocal op-
erator L. In particular, we compare the solution of the nonlocal steady diffusion
equation with the solution of the fractional Laplacian equation on bounded domains
and show that solving nonlocal problems is a viable alternative to solving fractional
differential equations. A main contribution of this work is to show that not only
p´∆qs is a special case of L, but that it is the limit of the nonlocal operator as
the nonlocal interactions become infinite, provided that sufficient conditions on cer-
tain kernel functions hold. This fact has important consequences in the treatment
of problems involving the fractional Laplacian equations on bounded domains. In
fact, nonlocal problems are a well posed and are a more general formulation of
fractional differential models; this is useful for both the analysis of fractional dif-
ferential equations and for developing finite-dimensional discretization schemes. In
[15], finite-dimensional approximations of nonlocal problems is discussed, includ-
ing finite element discretizations; Galerkin formulations are introduced and results
are proved about their well posedness and about estimates for the approximation
error and the condition number of finite element matrices. This helps in design-
ing efficient numerical methods for the solution of nonlocal diffusion problems and,
as a consequence, of fractional differential problems. Also, being able to quantify
the discrepancy between nonlocal solutions and solutions of fractional differential
equations (as we demonstrate in this paper) allows us to determine to what extent
the former are accurate approximations of the latter. Furthermore, an important
advantage of approximating the solution of fractional differential problems with
nonlocal solutions is that in the latter case we do not have to deal with infinite-
volume constraints as happens for the solution of fractional differential equations
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on bounded domains where some expedients for constructing finite-dimensional ap-
proximations have to be introduced.
We note that the analysis and approximation of fractional Laplacian problems
for the case Ω “ Rn, though of interest in many applications, is not a goal of
this work and is not discussed. Here, our interest is strictly on bounded domain
problems.
We also note that a significant advantage of recasting fractional Laplacian prob-
lems in terms of the nonlocal problems we consider is that, for the first time, such
problems can be treated on bounded domains for the case of s ď 1{2. Indeed, the
key to this is our introduction of volume constraints as a generalization of boundary
conditions; the latter are not well defined for s ď 1{2 because traces of functions in
the energy space associated with fractional Laplacian operators are themselves not
well defined.
In our analysis, a recently developed nonlocal vector calculus [14] is exploited
to define a weak formulation of the nonlocal problem and to prove the convergence
of the nonlocal solution to the solution of the fractional differential problem. In
§2, we provide a brief review of those aspects of the nonlocal calculus that are
useful in the remainder of the paper, introduce the kernel function, and discuss
its properties. In §3, we define the fractional Laplacian as a special case of the
nonlocal operator L and prove the convergence of the nonlocal operator to the
fractional Laplacian as the nonlocal interactions become infinite. In §4 we intro-
duce finite-dimensional discretizations of the nonlocal problem and we study the
convergence of the approximate nonlocal solutions to the solution of the fractional
Laplacian equation. We also discuss the choice of nonuniform grids for mitigating
the high computational costs that occur when the extent of nonlocal interactions
becomes large. In §5, we present results of some numerical tests for finite element
discretizations of one-dimensional problems; by providing qualitative and quanti-
tative comparisons between approximate nonlocal solutions and exact solutions of
the fractional Laplacian equation, these results illustrate the theory introduced in
§§3 and 4.
2 Elements of a nonlocal vector calculus
In this section, we review relevant aspects of the nonlocal calculus including non-
local operators, kernel functions, and nonlocal function spaces. Details about the
nonlocal calculus are found in [14].
The action of the nonlocal divergence operator D : Rn Ñ R on ν is defined as
D`ν˘pxq :“ ż
Rn
`
νpx,yq ` νpy,xq˘ ¨αpx,yq dy for x P Rn, (1a)
where νpx,yq,αpx,yq : Rn ˆ Rn Ñ Rn with α antisymmetric, i.e., αpy,xq “
´αpx,yq, are given mappings. This definition is justified in [14]. The action of
the nonlocal gradient operator G : Rn ˆ Rn Ñ Rn on u is defined as
G`u˘px,yq :“ `upyq ´ upxq˘αpx,yq for x,y P Rn, (1b)
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where upxq : Rn Ñ R is a given mapping. The fact that ´G and D are adjoint
operators is shown in [14]; in fact, in [14], the operator G is denoted by ´D˚.
The operator L : Rn Ñ R is defined by
´Lupxq :“ D`Θ ¨ Guqpxq “ 2 ż
Rn
`
upyq ´ upxq˘γpx,yq dy
for x P Rn with γpx,yq :“ αpx,yq ¨ `Θpx,yq ¨αpx,yq˘, (2)
i.e., it is the composition of the nonlocal divergence and gradient operators, where
Θpx,yq “ Θpy,xq denotes a second-order, positive definite symmetric tensor. Note
that the kernel γpx,yq is symmetric, i.e., γpx,yq “ γpy,xq. The operator ´L is
non-negative because Θ is positive definite and D and ´G are adjoint operators. If
Θ is the identity tensor, L can be interpreted as a nonlocal Laplacian operator.
The interaction domain corresponding to an open subset Ω Ă Rn is defined by
ΩI :“ ty P RnzΩ such that αpx,yq ‰ 0 for some x P Ωu.
Thus, ΩI consists of those points outside of Ω that interact with points in Ω. The
situation ΩI “ RnzΩ, which we consider here, is allowable as is the case Ω “ Rn
which we do not consider due to our interest in fractional Laplacian problems on
bounded domains.
2.1 The kernel
We assume that the domain Ω, as well as ΩI and ΩY ΩI , are bounded with piece-
wise smooth boundary and satisfy the interior cone condition. For the kernel γ, we
assume that it is symmetric and satisfies$’&’%
γpx,yq ě 0 @y P Bλpxq
γpx,yq ě γ0 ą 0 @y P Bλ{2pxq
γpx,yq “ 0 @y P pΩY ΩIqzBλpxq
(3)
for all x P ΩY ΩI , where γ0 and λ are given positive constants and Bλpxq :“ ty P
ΩY ΩI : |y ´ x| ď λu; thus, nonlocal interactions are limited to a ball of radius λ
which itself is referred to as the interaction radius. Note that then
ΩI “ ty P RnzΩ : |y ´ x| ă λ for x P Ωu, (4)
i.e., the interaction domain ΩI is a layer of thickness λ surrounding Ω. We further
assume that
γ1
|y ´ x|n`2s ď γpx,yq ď
γ2
|y ´ x|n`2s for y P Bλpxq (5)
for all x P Ω, where s P p0, 1q and γ1 and γ2 denote positive constants. An example
is given by
γpx,yq “ σpx,yq|y ´ x|n`2s (6)
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with σpx,yq bounded from above and below by positive constants.
In [15], other choices for the kernel are discussed and analyzed, showing that the
nonlocal diffusion operator L has more general applicability than to just fractional
Laplacian problems.
Note that we allow for all s P p0, 1q and not just s ą 1{2.
2.2 Equivalence of spaces
We respectively define the nonlocal energy semi-norm, nonlocal energy space, and
nonlocal volume-constrained energy space by
|||v||| :“
ˆ
1
2
ż
ΩYΩI
ż
ΩYΩI
Gpvqpx,yq ¨ `Θpx,yq ¨ Gpvqpx,yq˘ dy dx˙1{2 (7a)
V pΩY ΩIq :“
 
v P L2pΩY ΩIq : |||v||| ă 8
(
(7b)
VcpΩY ΩIq :“ tv P V pΩY ΩIq : v “ 0 on ΩIu . (7c)
In [15], it is shown that, for kernels satisfying (3) and (5), the nonlocal energy
space V pΩY ΩIq is equivalent to the fractional-order Sobolev space HspΩY ΩIq.1
This implies that VcpΩY ΩIq is a Hilbert space equipped with the norm ||| ¨ |||. In
particular, we have
C1}v}HspΩYΩIq ď |||v||| ď C2}v}HspΩYΩIq @ v P VcpΩY ΩIq (8)
for some positive constants C1 and C2. As a consequence, any result obtained
below involving the energy norm ||| ¨ ||| can be immediately reinterpreted as a result
involving the norm } ¨ }HspΩYΩIq.
3 Relations between the nonlocal Laplacian and
the fractional Laplacian
In this section, we introduce the fractional Laplacian operator as a special case of
the nonlocal operator L. Then, we show that for the special kernels given by (6)
with σ “ constant, the nonlocal operator L approaches the fractional Laplacian as
the extent of nonlocal interactions increases, i.e., as λÑ8.
The fractional Laplacian is the pseudo-differential operator with Fourier symbol
F satisfying [2]
F`p´∆qsu˘pξq “ |ξ|2spupξq, 0 ă s ď 1, (9)
1For s P p0, 1q and for a general domain rΩ P Rn, let
|v|2
HsprΩq :“
ż
rΩ
ż
rΩ
`
vpyq ´ vpxq˘2
|y ´ x|n`2s dydx.
Then, the space HsprΩq is defined by [1] HsprΩq :“ !v P L2prΩq : }v}
L2prΩq ` |v|HsprΩq ă 8
)
.
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where pu denotes the Fourier transform of u. Using Fourier transforms, it can be
shown [2] that an equivalent characterization of the fractional Laplacian is given
by
p´∆qsu “ cn,s
ż
Rn
upxq ´ upyq
|y ´ x|n`2s dy, 0 ă s ă 1, (10)
where the normalizing constant cn,s is defined as
cn,s “ s 22s Γ
`
n`2
2
˘
Γ
`
1
2
˘
Γp1´ sq . (11)
Here, Γp¨q is defined via the improper integral
Γpaq “
ż 8
0
ta´1e´t dt
for all complex numbers a having positive real part. Thus, if the kernel γpx,yq in
(2) is defined as
γpx,yq “ cn,s
2|y ´ x|n`2s @x,y P R
n, (12)
then
´L “ `´∆˘s, 0 ă s ă 1, (13)
establishing that the fractional Laplacian is a special case of the operator L for the
choice of γpx,yq proportional to 1{|y ´ x|n`2s.
We consider the volume constrained problem#
´Lu “ f in Ω
u “ 0 in RnzΩ, (14)
where L is defined as in (2) with γpx,yq given by (12) and f P L2pΩq. A weak
formulation of (14) is
cn,s
2
ż
Rn
ż
Rn
upyq ´ upxq
|x´ y|n`2s
`
vpyq ´ vpxq˘ dy dx “ ż
Ω
f v dx @ v P HsΩpRnq, (15)
where HsΩpRnq :“ tw P HspRnq : w “ 0 in RnzΩu. The existence and uniqueness
of such u P HsΩpRnq for all s P p0, 1q is proven in [39].
Next, for all x P Rn, we define
rγpx,yq “
$&%
cn,s
2|x´ y|n`2s y P Bλpxq
0 y P RnzBλpxq.
(16)
Letting rL denote the nonlocal operator associated with rγ, we consider the problem#
´ rL ru “ f in Ωru “ 0 in ΩI , (17)
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where, again, the interaction domain ΩI is defined as ΩI “ ty P RnzΩ : |x´ y| ď
λ @x P Ωu. A weak formulation of (17) is
cn,s
2
ż
ΩYΩI
ż
pΩYΩIqXBλpxq
rupyq ´ rupxq
|x´ y|n`2s
`
vpyq ´ vpxq˘ dy dx
“
ż
Ω
f v dx @ v P VcpΩY ΩIq
(18)
where VcpΩY ΩIq, isomorphic to HsΩpRnq [39], is the volume constrained energy
space associated with the kernel rγ.
We now show that the solution u of (15) is the limit, as λÑ8, of the solutionru of (18).
Theorem 3.1 Let u P HsΩpRnq and ru P VcpΩY ΩIq denote the solutions of (15)
and (18), respectively. Then, with I :“ mintR : Ω Ă BRpxq @x P Ωu,
}u´ ru}HspΩYΩIq ď KnC21spλ´ Iq2s }u}L2pΩq
}u´ ru}L2pΩq ď KnC21spλ´ Iq2s }u}L2pΩq,
(19)
where C1 is the equivalence constant in (8) and Kn, independent of s and λ, is
determined by the spatial dimension n.
Proof. Combining (15) and (18) we haveż
Rn
ż
Rn
upyq ´ upxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx´ż
ΩYΩI
ż
pΩYΩIqXBλpxq
rupyq ´ rupxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx “ 0 @ v P VcpΩY ΩIq.
If we define Ωc “ RnzpΩY ΩIq, this equality is equivalent toż
ΩYΩI
ż
Ωc
upyq ´ upxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx`ż
ΩYΩI
ż
pΩYΩIqXBλpxq
upyq ´ upxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx`ż
ΩYΩI
ż
pΩYΩIqzBλpxq
upyq ´ upxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx`ż
Ωc
ż
Rn
upyq ´ upxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx`
´
ż
ΩYΩI
ż
pΩYΩIqXBλpxq
rupyq ´ rupxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx “
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ż
ΩYΩI
ż
pΩYΩIqXBλpxq
pupyq ´ rupyqq ´ pupxq ´ rupxqq
|x´ y|n`2s pvpyq ´ vpxqq dy dx`ż
ΩYΩI
ż
pΩYΩIqzBλpxq
upyq ´ upxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx`ż
ΩYΩI
ż
Ωc
upyq ´ upxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx`ż
Ωc
ż
Rn
upyq ´ upxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx “ 0.
Thus,ˇˇˇˇ
ˇ
ż
ΩYΩI
ż
pΩYΩIqXBλpxq
pupyq ´ rupyqq ´ pupxq ´ rupxqq
|x´ y|n`2s pvpyq ´ vpxqq dy dx
ˇˇˇˇ
ˇ ďˇˇˇˇ
ˇ
ż
ΩYΩI
ż
pΩYΩIqzBλpxq
upyq ´ upxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx
ˇˇˇˇ
ˇ`ˇˇˇˇż
ΩYΩI
ż
Ωc
upyq ´ upxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx
ˇˇˇˇ
`ˇˇˇˇż
Ωc
ż
Rn
upyq ´ upxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx
ˇˇˇˇ
“
I1 ` I2 ` I3.
(20)
We treat I1, I2, and I3 separately. We first split I1 in the two integrals Ia and Ib:
I1 “
ˇˇˇˇ
ˇ
ż
ΩYΩI
ż
pΩYΩIqzBλpxq
upyq ´ upxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx
ˇˇˇˇ
ˇ “ˇˇˇˇ
ˇ
ż
Ω
ż
pΩYΩIqzBλpxq
upyq ´ upxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx
ˇˇˇˇ
ˇˇˇˇˇ
ˇ
ż
ΩI
ż
pΩYΩIqzBλpxq
upyq ´ upxq
|x´ y|n`2s pvpyq ´ vpxqq dy dx
ˇˇˇˇ
ˇ “ Ia ` Ib.
Then,
Ia “
ˇˇˇˇ
ˇ
ż
Ω
upxqvpxq
ż
pΩYΩIqzBλpxq
1
|x´ y|n`2s dy dx
ˇˇˇˇ
ˇ ďˇˇˇˇ
ˇ
ż
Ω
upxqvpxq
ż
Bλ`IpxqzBλpxq
1
|x´ y|n`2s dy dx
ˇˇˇˇ
ˇ .
The value of the inner integral, say i, depends on the dimension n of the problem:
n “ 1, i “ 2
sλ2s
; n “ 2, i “ 2pi
sλ2s
; n “ 3, i “ 4pi
sλ2s
. (21)
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With kn “ 2, 2pi, 4pi for n “ 1, 2, 3 respectively, we thus have
Ia ď kn
sλ2s
ˇˇˇˇż
Ω
upxqvpxq dx
ˇˇˇˇ
ď kn
sλ2s
}u}L2pΩq}v}L2pΩq
ď kn
sλ2s
}u}L2pΩq}v}HsΩYΩI ď knC1sλ2s }u}L2pΩq|||v|||,
(22)
where we used the Cauchy–Schwarz inequality and (8). Next,
Ib “
ˇˇˇˇ
ˇ
ż
ΩI
ż
pΩYΩIqzBλpxq
upyqvpyq
|x´ y|n`2s dy dx
ˇˇˇˇ
ˇ ďˇˇˇˇ
ˇ
ż
Bλ`IppxqzBλ´Ippxq
ż
Ω
upyqvpyq
|x´ y|n`2s dy dx
ˇˇˇˇ
ˇ “ˇˇˇˇ
ˇ
ż
Ω
upyqvpyq
ż
Bλ`IppxqzBλ´Ippxq
1
|x´ y|n`2s dx dy
ˇˇˇˇ
ˇ ,
where px can be any point in Ω; this implies that we can choose px “ y for any y P Ω.
Thus, we have
Ib “
ˇˇˇˇ
ˇ
ż
Ω
upyqvpyq
ż
Bλ`IpyqzBλ´Ipyq
1
|x´ y|n`2s dx dy
ˇˇˇˇ
ˇ ď
kn
spλ´ Iq2s
ˇˇˇˇż
Ω
upyqvpyq dy
ˇˇˇˇ
ď kn
C1spλ´ Iq2s }u}L2pΩq|||v|||,
(23)
where the value of the inner integral is obtained in a way similar to (21). Next, we
treat I2 and I3.
I2 ď
ˇˇˇˇ
ˇ
ż
Ω
upxqvpxq
ż
RnzBλpxq
1
|x´ y|n`2s dy dx
ˇˇˇˇ
ˇ ď
kn
sλ2s
ˇˇˇˇż
Ω
upxqvpxq dx
ˇˇˇˇ
ď kn
C1sλ2s
}u}L2pΩq|||v|||.
(24)
Again, the value of the inner integral is obtained in a way similar to (21). The
same bound can be found for I3. Now, letting v “ u´ ru and combining (20), (22),
(23), and (24), we have
|||u´ ru|||2 ď 4kn
C1spλ´ Iq2s }u}L2pΩq|||u´ ru|||.
Letting Kn “ 4kn we conclude that
|||u´ ru||| ď Kn
C1spλ´ Iq2s }u}L2pΩq.
The bound for the Hs norm is obtained using the equivalence relation (8); the
same bound holds also for the L2 norm because }w}L2pΩq ď }w}HspΩYΩIq for all
w P HspΩY ΩIq. l
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According to this theorem, lower values of s lead to slower convergence, i.e., the
effects of nonlocality become more pronounced in the sense that the value of the
interaction radius λ has to be bigger in order to achieve the same error for smaller
values of s compared to larger ones.
It is tempting to think that the L2 error estimate in (19) is pessimistic and
that a refined analysis would show that that error has a better rate of convergence
compared to the Hs error. However, the numerical illustrations of §19 show that
the L2 error estimate in (19) is indeed sharp.
4 Finite-dimensional approximations
In this section, we consider the convergence of solutions of finite-dimensional dis-
cretizations (including finite element approximations) of the nonlocal problem to
solutions of the fractional Laplacian equation. We also discuss the use of nonuni-
form grids for mitigating the computational costs caused by the increase in the size
of the interaction domain as λÑ8.
We consider conforming finite-dimensional subspaces
V N pΩY ΩIq Ă V pΩY ΩIq (25)
parametrized by an integerN Ñ8 and then define the constrained finite-dimensional
subspace
V Nc pΩY ΩIq :“ V N pΩY ΩIq X VcpΩY ΩIq
“  v P V N pΩY ΩIq : v “ 0 on ΩI( . (26)
The common choice for N is the dimension of the subspaces V N pΩY ΩIq. We
assume that, for any function v P V pΩY ΩIq, the sequence of best approximations
with respect to the energy norm ||| ¨ ||| converges, i.e.,
lim
NÑ8 infvNPV N pΩYΩIq
|||v ´ vN ||| “ 0 @ v P V pΩY ΩIq. (27)
We also define the Galerkin approximation ruN P V Nc pΩY ΩIq of the solution ru of
(18) as the solution of
cn,s
2
ż
ΩYΩI
ż
pΩYΩIqXBλpxq
ruN pyq ´ ruN pxq
|y ´ x|n`2s
`
vpyq ´ vpxq˘ dydx “ ż
Ω
fv dx,
@ v P V Nc pΩY ΩIq.
(28)
In [15] it is shown that ruN Ñ ru for N Ñ8 for all f P L2pΩq and s P p0, 1q.
4.1 Finite element approximations
We consider finite element approximations for the case that both ΩY ΩI and Ω
are polyhedral domains. We partition ΩY ΩI into finite elements and denote by h
the diameter of the largest element in the partition. We assume that the interface
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ΩX ΩI consists of finite element faces and that the partition is shape-regular and
quasi-uniform [8] as the grid size h Ñ 0. We choose the subspace V Nc pΩY ΩIq Ă
VcpΩY ΩIq to consist of piecewise polynomials of degree no more than m defined
with respect to the partition. We have that N Ñ 8 as h Ñ 0, where N denotes
the dimension of the approximating space V Nc pΩY ΩIq.
In [15] it is shown that, assuming that ru P Hm`tpΩY ΩIq and s ď t ď 1, for
the kernel given in (6) and for sufficiently small h, there exists a constant C3 such
that
}ru´ ruN }HspΩYΩIq ď C3hm`t´s}ru}Hm`tpΩYΩIq. (29)
Our goal is to find an estimate of the error }u´ruN,λ}HspΩYΩIq, i.e., of the difference
between the solution of the fractional Laplacian equation and the finite element
solution of (28) for a particular value of the interaction radius λ. The estimate is
easily found combining (19) and (29). By the triangle inequality, we have
}u´ ruN,λ}HspΩYΩIq ď }u´ ru}HspΩYΩIq ` }ru´ ruN,λ}HspΩYΩIq
ď C4
spλ´ Iq2s }u}L2pΩq ` C3h
m`t´s}ru}Hm`tpΩYΩIq, (30)
where C4 “ Kn{C21 . Note that the convergence to the solution of the fractional
Laplacian equation depends on both λ and N ; for very fine grids, i.e., very large N ,
the finite element approximation error is negligible whereas, for very large interac-
tion domains, i.e., very large λ, the finite element approximation error dominates.
Note also that this result holds for a uniform grid on ΩY ΩI , but, in practice,
for very fine uniform grids and very large interaction radii, computing ruN,λ is not
affordable. However, the contributions of the integrals in (28) over regions of ΩI
far from the domain Ω are not as significant as those of regions close to it; for this
reason, it might be convenient to utilize a coarser grid as we move further away
from Ω.
4.2 Nonuniform grid in ΩI
Let the partition of ΩY ΩI be uniform in Ω and nonuniform in ΩI and let problem
(28) be further discretized by approximating the integrals via numerical integra-
tion;2 we denote by ruN the corresponding solution and find a bound for the error
}ru´ ruN }HspΩYΩIq.
Let Ap¨, ¨q : V ˆ V Ñ R and F p¨q : V Ñ R respectively denote the bilinear form
and functional associated with problem (18):
Apw, vq “cn,s
2
ż
ΩYΩI
ż
pΩYΩIqXBλpxq
wpyq ´ wpxq
|y ´ x|n`2s
`
vpyq ´ vpxq˘ dydx (31a)
F pvq “
ż
Ω
fv dx for w, v P V. (31b)
2Problem (28) has also to be solved using numerical integrations for the case of uniform grids, in
contrast to case of the Laplacian operator for which the stiffness matrix can be evaluated exactly.
However, for the nonlocal case and for uniform grids, the integration error can easily be made
negligible whereas nonuniform coarser grids in ΩI may affect the accuracy of the approximation.
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Let AN p¨, ¨q : V N ˆ V N Ñ R denote an approximation of A obtained by numerical
integration of (31a) for w, v P V N and let ruN denote the solution of3
AN pruN , vN q “ F pvN q @ vN P V N . (32)
We assume that AN is a coercive (with coercivity constant C5) and continuous
bilinear form on V N , then, problem (32) is well-posed; furthermore, we can apply
the Strang lemma for generalized Galerkin problems to obtain an a priori error
estimate for the energy norm [16]. We have
|||ru´ ruN ||| ď inf
vNPV N
"ˆ
1` 1
C5
˙
|||ru´ vN |||
` 1
C5
sup
wNPV N zt0u
|ApvN , wN q ´AN pvN , wN q|
|||wN |||
+
.
(33)
Next, we find a similar result for the Hs norm. Let vN be any function in
V N pΩY ΩIq, we first find a bound for the difference }ruN ´ vN }HspΩYΩIq. We
have
C5|||ruN ´ vN |||2 ď AN pruN ´ vN , ruN ´ vN q
“ AN pruN , ruN ´ vN q ´AN pvN , ruN ´ vN q
“ F pruN ´ vN q ´AN pvN , ruN ´ vN q
“ Apru, ruN ´ vN q ´AN pvN , ruN ´ vN q
“ Apru´ vN , ruN ´ vN q `ApvN , ruN ´ vN q ´AN pvN , ruN ´ vN q
ď |||ru´ vN ||| |||ruN ´ vN ||| ` |ApvN , ruN ´ vN q ´AN pvN , ruN ´ vN q| .
Letting ∆ApvN , wN q “ |ApvN , ruN´vN q´AN pvN , ruN´vN q|, the previous inequality
implies that
|||ruN ´ vN ||| ď 1
C5
ˆ
|||ru´ vN ||| ` ∆ApvN , ruN ´ vN q|||ruN ´ vN |||
˙
.
Using the equivalence of norms (8) we have
C1}ruN ´ vN }HspΩYΩIq ď |||ruN ´ vN ||| ď
C2
C5
}ru´ vN }HspΩYΩIq ` 1C5 supwNPV N zt0u ∆ApvN , wN q|||wN ||| .
Thus,
}ruN ´ vN }HspΩYΩIq ď C2C1C5 }ru´ vN }HspΩYΩIq ` 1C1C5 supwNPV N zt0u ∆ApvN , wN q|||wN ||| .
3Of course, in practice, one also has to use numerical integration to approximate the right-hand
side functional F pvq. However, this term does not pose any problems so that we assume it can be
integrated as accurately as one needs for it not to affect the accuracy of approximate solutions.
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Now, by the triangle inequality, for all vN P V N pΩY ΩIq, we have
}ru´ ruN }HspΩYΩIq ď }ru´ vN }HspΩYΩIq ` }ruN ´ vN }HspΩYΩIq
ď
ˆ
1` C2
C1C5
˙
}ru´ vN }HspΩYΩIq ` 1C1C5 supwNPV N zt0u ∆ApvN , wN q|||wN ||| .
Next, we consider a finite element discretization; we denote by tEiuN`Ki“1 , tEiuNi“1 Ă
Ω and tEiuN`Ki“N`1 Ă ΩI , the elements of the partition, and by hi the diameter of
each element; we also denote the (uniform) grid size in Ω by ph “ hi, for i “ 1, . . . N .
Note that
}ru´ vN }HspΩYΩIq “
›››››N`Kÿ
i“1
pru´ vN q|Ei
›››››
HspΩYΩIq
ď
N`Kÿ
i“1
}pru´ vN q}HspEiq. (34)
We conclude that
}ru´ ruN }HspΩYΩIq ď ˆ1` C2C1C5
˙N`Kÿ
i“1
}pru´ vN q}HspEiq
` 1
C1C5
sup
wNPV N zt0u
∆ApvN , wN q
|||wN ||| .
Because the previous inequality holds for all vn P V N , we can write
}ru´ ruN }HspΩYΩIq ď
ď inf
vNPV N
#ˆ
1` C2
C1C5
˙N`Kÿ
i“1
}pru´ vN q}HspEiq ` 1C1C5 supwNPV N zt0u ∆ApvN , wN q|||wN |||
+
ď
ˆ
1` C2
C1C5
˙ Nÿ
i“1
hm`t´si }ru}HspEiq ` 1C1C5 infvNPV N supwNPV N zt0u ∆ApvN , wN q|||wN |||
ď
ˆ
1` C2
C1C5
˙phm`t´s Nÿ
i“1
}ru}HspEiq ` 1C1C5 infvNPV N supwNPV N zt0u ∆ApvN , wN q|||wN ||| ,
(35)
where we used (29) and the fact that ru|Ei “ 0 for all i “ N ` 1, . . . N `K.
Note that the first term of the right hand side of (35) depends on the grid size
inside of Ω; thus, it is not affected by a coarser nonuniform grid in ΩI . This is
not the case for the second term which depends on the integration method and on
the grid size in ΩY ΩI . In the limit cases of very accurate integration formulas or
of a fine grid in ΩI , the second term in (35) is negligible, whereas as the degree
of accuracy of the numerical integration becomes smaller or as the grid becomes
coarser, the leading term in the estimate is the “error” ∆A. Another important
factor to be considered is the fact that the integrand vanishes in regions of ΩI very
far from Ω; thus, for such regions a coarser grid might not affect the accuracy of
the solution. Hence, in order to find a bound for ∆A (and, as a consequence, a
coarsening rule) one has to take into account the interaction of the accuracy of
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the quadrature rule, the grid size, and the structure of the integrand in ΩI . As
of now, we do not have such a bound nor an optimal coarsening algorithm, but
we empirically choose larger hi’s far from Ω. In §5.1, we present an example of a
coarsening algorithm which preserves accuracy, provided that a proper empirical
tuning of its parameters is performed.
5 Numerical tests
In this section we present the results of numerical tests for finite element discretiza-
tions of one-dimensional problems. Although preliminary in nature, these results
allow us to illustrate the theoretical results presented in §§3 and 4 and to demon-
strate the viability of using nonlocal diffusion problems as a vehicle for determining
approximate solutions of fractional derivative problems posed on bounded domains.
We first consider the convergence of approximate nonlocal solutions to the corre-
sponding nonlocal solutions and we discuss the choice of a coarser grid in ΩI in
terms of accuracy and memory requirements. Then, we provide qualitative and
quantitative comparisons between approximate nonlocal solutions and exact solu-
tions of the fractional Laplacian equation.
5.1 Finite element approximation of a one-dimensional prob-
lem
We define a one-dimensional model problem and introduce its finite element ap-
proximation. Let Ω “ p´1, 1q and ΩI “ p´1´λ,´1qY p1, 1`λq so that ΩY ΩI “
p´1´ λ, 1` λq. In this case (28) becomes
cn,s
2
ż 1`λ
´1´λ
ż x`λ
x´λ
ruN pyq ´ ruN pxq
|y ´ x|1`2s
`
vpyq ´ vpxq˘ dy dx “ ż 1
´1
fv dx, @ v P V Nc . (36)
For integers K,N ą 0, we introduce a partition of ΩY ΩI “ r´1 ´ λ, 1 ` λs such
that ´ 1´ λ “ x´K ă ¨ ¨ ¨ ă x´1 ă 0 “ x0 ă x1 ă ¨ ¨ ¨ ă xN´1
ă xN “ 1 ă xN`1 ă ¨ ¨ ¨ . ă xN`K “ 1` λ. (37)
Then, we define h as maxi“´K,...,K`N´1 |xi`1 ´ xi|. We choose V Nc pΩY ΩIq to be
the finite element space of continuous piecewise-linear polynomials with respect to
the partition (37). As a basis, we choose the standard “hat” functions tφjpxquK`Nj“´K .
Let ruN pxq “ řK`Nj“´K Ujφjpxq for some coefficients Uj ; because the hat functions
satisfy φipxjq “ δij , we have that Uj “ ruN pxjq. Then, (36) is equivalent to
cn,s
2
N´1ÿ
j“1
Uj
ż 1`λ
´1´λ
ż x`λ
x´λ
φjpyq ´ φjpxq
|y ´ x|1`2s
`
φipyq ´ φipxq
˘
dydx “
ż 1
´1
fφi dx.,
i “ 1, . . . , N ´ 1,
(38)
Also, because ru “ 0 P ΩI , U0 “ UN “ 0.
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The assembly of the matrix and right-hand side of the linear system correspond-
ing to (38) requires the use of quadrature rules for the approximate evaluation of
the integrals involved. We first break up all integrals into sums of integrals over the
subintervals pxi, xi`1q of the partition (37). For the single integrals over Ω “ p´1, 1q
in (38), we use a four-point Gauss quadrature rule with respect to each subinterval.
The double integrals must be treated with greater care, due to the singularity of the
integrand. For the inner integrals, we split the integral over px´ λ, x` λq into the
sum of integrals over px´λ, xq and px, x`λq, then split each of those integrals into
a sum over the subintervals of the grid, and then use a four-point Gauss quadrature
rule over each subinterval; in this way, we avoid the singularity at x. An accurate
and efficient choice of quadrature rule for the outer integral is a more delicate issue.
For this purpose, we use the built-in Matlab function quadgk.m which implements a
high-order global adaptive Gauss-Kronrod quadrature formula which is well-suited
for integrands having mild end-point singularities [34]. Another advantage of using
this Matlab function is that all subintervals are processed at the same time so that
the number of function evaluations is reduced.
Note that the double integrals on the left-hand side correspond to a nonlocal
finite element stiffness matrix; an important issue in the numerical solution of
nonlocal problems is related to its structure. In fact, differently from the local case
where the matrix is sparse and banded, in the nonlocal case the matrix is dense
and the inner integral over px´ λ, x` λq spans a large part of ΩY ΩI , especially
when λ " I, which is often the case. Thus, computations are much more onerous
compared to that for differential equations.
5.2 The analytic solution of the fractional Laplacian
We consider the analytic solution of problem (14) in the ball BRp0q of radius R in
Rn. For every function f P L2pBRp0qq there exists a unique function u P HspRnq,
given explicitly using the Green’s function [13] by
upxq “
ż
BRp0q
Gpx,yqfpyq dy, (39)
where
Gpx,yq “ Cn,s|x´ y|2s´n
ż r0px,yq
0
rs´1
pr ` 1qn{2 dr, (40)
with
Cn,s “ s´2s Γ
`
n
2
˘
R2pin{2Γpsq2 and r0px,yq “
pR2 ´ |x|2qpR2 ´ |y|2q
|x´ y|2 . (41)
In the particular case of f “ 1 in B1pxq
upxq “ 2´2s Γ
`
n
2
˘
Γ
`
n`2s
2
˘
Γp1` sq p1´ |x|
2qs. (42)
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In the one-dimensional numerical tests we consider the following data sets:
Ia
#
fpxq “ 1
s “ 0.75 Ib
#
fpxq “ 1
s “ 0.40 (43a)
IIa
#
fpxq “ x
s “ 0.75 IIb
#
fpxq “ x
s “ 0.40. (43b)
Note that we choose values of s both less than and greater than 1{2. The corre-
sponding analytic solutions are shown in Figure 1.
−1 0 1
0
0.04
0.08
0.12
0.16
x
 
 
u, s = 0.4
u, s = 0.75
f = 1
−1 0 1
−0.05
−0.025
0
0.025
0.05
x
 
 
u, s = 0.4
u, s = 0.75
f = x
Figure 1: Analytic solution u for cases Ia,b in (43a) (left) and cases IIa,b in (43b)
(right).
5.3 Convergence of finite element approximations to the non-
local solution
We examine the convergence, with respect to the grid size h, of finite element
approximations. These results are not related to the solution of the fractional
Laplacian equation and they only serve to illustrate the theoretical results about
the convergence of the approximate nonlocal solutions ruN to the solution ru of (18).
We consider the data sets Ia and Ib; because an exact solution is not available, we
define a surrogate ruR for ru to be the finite element solution on a very fine uniform
grid. We then report on the “error” }ruR´ruN }L2pΩq, i.e., the difference between the
surrogate and the approximation ruN obtained using coarser uniform grids and the
same interaction radius λ. In particular, the surrogate is determined using4 λ “ 0.1
and h “ 2´11. In Table (1), we list the error and the corresponding rate. In both
cases we observe a (optimal) rate of of convergence of approximately 0.5. This is
expected; the analytic solution belongs to H0.5´εpRq; in fact, it is continuous but
4This small interaction radius has been chosen reduce the computational costs compared to
that which would be incurred for larger values of λ; in fact, in general, with uniform grids on
ΩY ΩI , one can afford to use only small interaction radii.
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its derivative has an infinite discontinuity at x “ ´1, 1. As a consequence, the
estimate (29) does not hold because u R Hm`tpRq with m “ 1 and t P rs, 1s and we
cannot expect a rate better than 0.5.
Ia Ib
h error rate error rate
2´3 6.92e-02 - 6.23e-02 -
2´4 4.74e-02 0.55 4.53e-02 0.46
2´5 3.17e-02 0.58 3.08e-02 0.55
2´6 2.11e-02 0.58 2.08e-02 0.55
Table 1: Dependence on the grid size h of the “error” }ruR ´ ruN }L2pΩq and the rate
of convergence of approximate nonlocal solutions. Results are provided for the test
cases Ia and Ib.
Nonuniform grid in ΩI For large values of λ, using a uniform grid in ΩI is
not computationally affordable so that using a coarser grid is mandatory. However,
this might affect the accuracy of the solution; thus, we need a coarsening algorithm
that preserves accuracy. Of course, this is not a trivial task (see §4.2). We design
an algorithm which is not optimal but still allows us to maintain a certain level of
accuracy with a proper tuning of parameters.
Referring to the partition (37), we let px “ px0 ` xN q{2 and for i “ ´K, . . .´ 1
and i “ N ` 1, . . . N `K, we define xi as
xi “
$’’’&’’’%
xi`1 ´ phˆpx´ xi`1px´ x0
˙p
i “ ´1, . . .´K
xi´1 ` phˆxi´1 ´ px
xN ´ px
˙p
i “ N ` 1, . . . N `K,
(44)
whereK is chosen so that x´K`1 ą ´1´λ and xN`K´1 ă 1`λ; then, x´K “ ´1´λ
and xN`K “ 1 ` λ; ph is the grid size inside of Ω and p is the parameter that
determines the coarseness: the larger p, the coarser the grid. For some values of
N and λ, we test the convergence of the solutions obtained with a nonuniform grid
to that obtained with a uniform one for several values of p. In Table 2, we report
the dimension of the partition for N “ 27 and λ “ 22, 23; p “ 0 corresponds to the
uniform grid and it is reported as a reference value. Unfortunately, the difference
between the solutions on nonuniform and uniform grids, though decreasing for
decreasing values of p, does not have a specific convergence rate. For the numerical
tests presented in the following sections, p is chosen empirically in such a way that
the coarsening does not affect the accuracy, i.e., |∆Apwn, vnq|{|||wN ||| in (35) is
negligible for all wN , vN P V N . Figure 2 shows, for λ “ 23 and N “ 24, the
computational grids for p “ 0.5, 1, 1.5.
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p λ “ 22 λ “ 24
1.000 337 413
0.500 447 643
0.250 531 847
0.125 583 985
0.000 641 1153
Table 2: Dependence on the parameter p of the dimension of the grid for N “ 27.
In this case, for p ă 0.5 the coarsening error is negligible.
5.4 Comparison of u and ru
Through several graphical examples we show how accurately the nonlocal solution
can approximate the solution of the fractional Laplacian equation posed on bounded
domains. In Figure 3, left column, we report the finite element solutions ruN,λ and
the analytic solution u for the data sets Ia and IIa using several values of the inter-
action radius λ and of the grid dimension N . To appreciate the differences of the
solutions we report, in the right column, zoom-ins near the peaks of the analytic
solutions. For a fixed value of N and increasing values of λ, the approximate non-
local solutions converge to u as predicted by theory; we also observe a convergence
to u for increasing values of N . For all s ą 0.5, similar results are obtained, i.e.,
the larger λ and N , the closer is ruN,λ to u.
For s ă 0.5, the situation is quite different and deserves a more detailed analysis.
In Figure 4, we report ruN,λ and u for λ “ 29, 210, 211 and N “ 27, 28, 29; again, the
plots are zoom-ins around the peaks of u for the data sets Ib (top) and IIb (bottom).
Here, changes in λ and N have different effects: increasing values of λ lead to an
amplitude reduction whereas increasing values of N lead to an amplitude increase.
We conjecture that for a fixed very small h, it is possible to observe a convergence
to u from above for increasing values of λ. Because of computational restrictions
we cannot utilize a grid which is fine enough to observe such behavior. For this
reason we find it significant to study the convergence of ruN,λ to u for increasing
values of λ and N simultaneously; in Figure 5, we then observe a convergence to u
from above.
5.5 Rate of convergence to the solution of the fractional
Laplacian equation
We study the convergence of the approximate nonlocal solution ruN,λ to the analytic
solution u of the fractional Laplacian equation. Recall that the error bound depends
on both λ and N (see (30)); through several examples, we show how the choice of λ
and N affects the accuracy of the numerical solution and, as a consequence, how it
affects the rate of convergence. First, we consider simultaneously increasing λ and
N ; in Table 3, we report the approximation error, i.e., }u´ruN,λ}L2pΩq, and its rate.
In this experiment p “ 0.5, except for h “ 2´8 where p “ 0.6. We observe a rate of
0.5, the same as the one obtained for the finite element approximations of nonlocal
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Figure 2: Three grid configurations for λ “ 23, N “ 24, and p “ 0.5, 1, 1.5,
respectively, from top to bottom.
solutions. We conclude that the convergence with respect to u is dominated by the
finite element approximation error in (30).
Ia Ib
h λ error rate error rate
2´4 23 2.82e-02 - 4.47e-02 -
2´5 24 2.00e-03 0.50 2.98e-02 0.59
2´6 25 1.41e-02 0.50 2.03e-02 0.55
2´7 26 9.97e-03 0.50 1.40e-02 0.53
2´8 27 7.05e-03 0.50 9.76e-03 0.52
Table 3: Dependence on the grid size h and on the interaction radius λ of the error
}u ´ ruN,λ}L2pΩq and the rate of convergence of approximate nonlocal solutions.
Results are provided for the test cases Ia and Ib.
In order to observe the convergence with respect to λ, we consider a fixed grid
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Figure 3: Numerical solutions ruN,λ for different values of N and λ show the con-
vergence to the solution u of the fractional Laplacian as N Ñ 8 and λ Ñ 8. On
the right, zoom-ins of the solutions peaks. Results are provided for the test cases
Ia (top) and IIa (bottom).
and we compare ruN,λ with u; as we conjectured in the previous section, though we
do observe a convergence, a (not affordable) very fine grid is required to observe
the ´2s rate. For this reason, we do not find it significant to report those results.
We examine, instead, the convergence, for a fixed N , of the nonlocal approximate
solution ruN,λ to a surrogate uR defined by solving for a finite element approximation
using a very fine grid and a very large λ. In Tables 4 and 5 we report, for the test
cases I and II, the “errors” |||e||| “ |||uR´ ruN,λ||| and }e}L2pΩq “ }uR´ ruN,λ}L2pΩq,
i.e., the energy and L2 norms of the difference between the surrogate and the finite
element approximation using the same grid and smaller radius. Specifically, the
surrogate uR for the analytic solution is determined using h “ 2´9, λ “ 211, and
p “ 1.25. We observe the rate ´2s predicted by the estimate (19), for both the
energy norm and the L2 norm. Note that because the observed rates of convergence
with respect to the two norms are the same, the sharpness of the L2 error estimate
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Figure 4: Numerical solutions ruN,λ for different values of N and λ. The figures are
zoom-ins of the solutions peaks. Results are provided for the test cases Ib (top)
and IIb (bottom).
in (19) is seemingly sharp.
Ia IIa Ia IIa
λ |||e||| rate |||e||| rate }e}L2pΩq rate }e}L2pΩq rate
23 1.11e-02 - 3.37e-03 - 1.12e-02 - 3.47e-03 -
24 3.90e-03 1.51 1.19e-03 1.50 3.92e-03 1.51 1.22e-03 1.50
25 1.37e-03 1.51 4.19e-04 1.50 1.38e-03 1.51 4.32e-04 1.50
26 4.83e-04 1.51 1.48e-04 1.51 4.87e-04 1.51 1.52e-04 1.51
27 1.69e-04 1.52 5.16e-05 1.51 1.70e-04 1.52 5.32e-05 1.51
Table 4: Dependence on the interaction radius λ of the “errors” |||e||| and }e}L2pΩq
and the rate of convergence of approximate nonlocal solutions. Results are provided
for the test cases Ia and IIa.
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Figure 5: Numerical solutions ruN for different values of h and λ show the conver-
gence to the solution u of the fractional Laplacian as N Ñ 8 and λ Ñ 8. The
figures are zoom-ins of the solutions peaks. Results are provided for the test cases
Ib (top) and IIb (bottom).
Ib IIb Ib IIb
λ |||e||| rate |||e||| rate }e}L2pΩq rate }e}L2pΩq rate
23 1.41e-01 - 6.11e-02 - 1.42e-01 - 6.27e-02 -
24 7.58e-02 0.89 3.40e-02 0.85 7.64e-02 0.90 3.49e-02 0.84
25 4.16e-02 0.87 1.91e-02 0.83 4.19e-02 0.87 1.95e-02 0.84
26 2.29e-02 0.86 1.07e-02 0.83 2.30e-02 0.86 1.09e-02 0.84
27 1.24e-02 0.87 6.00e-03 0.83 1.25e-02 0.88 6.06e-03 0.85
Table 5: Dependence on the interaction radius λ of the “errors” |||e||| and }e}L2pΩq
and the rate of convergence of approximate nonlocal solutions. Results are provided
for the test cases Ib and IIb.
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6 Concluding remarks
In this paper, we study a nonlocal diffusion operator which has as a special case
the fractional Laplacian operator p´∆qs; exploiting a nonlocal vector calculus, we
show that the solutions of nonlocal problems for the operator L converge to the
solutions of fractional Laplacian problems as the nonlocal interactions become infi-
nite. Through several numerical examples, we compare the nonlocal solutions with
the solution of the fractional Laplacian equation on bounded domains, illustrate the
theoretical results, and show that solving nonlocal problems is a viable alternative
to solving fractional differential problems which feature infinite-volume constraints.
A possible extension of this work consists in improving the rate of convergence,
with respect to the grid size, of finite element approximations. The analytic solution
of the fractional Laplacian equation (see e.g. (42)) presents an abrupt change at
the end points of the domain Ω; in fact, it has a singular derivative in x “ ´1, 1. In-
corporating the form of the singularity in the numerical scheme would yield greatly
enhanced convergence; among the possible approaches we mention the singular ba-
sis function method [20, 30]. In this approach, a set of supplementary functions that
reproduce the functional form, assumed known, of the solution singularity is added
to the ordinary finite element basis functions. Given the asymptotic expansion of
the analytic solution as x Ñ ´1, 1, upxq “ ř8k“1 akxλk , where ak and λk are the
singular coefficients and exponents respectively, the supplementary basis functions
have the general form
ψkpxq “ bpxqxλk ,
bpxq being an optional blending function.
Another possible follow-up of the present work is to treat the nonlocal time-
dependent diffusion equation$’’’&’’’%
ut “ Lu in Ω
up¨, tq “ 0 in RnzΩ
up¨, 0q “ u0 in Ω.
(45)
This is a problem of interest in applications involving jump processes [10]. In fact,
(45) is the master equation for a jump process, i.e., the deterministic equation that
determines the time evolution of the probability density function restricted to a
bounded domain Ω. As done for the steady case, the solution u of (45) can be
approximated by the solution ru of$’’’&’’’%
rut “ rLru in Ω
rup¨, tq “ 0 in ΩI
rup¨, 0q “ u0 in Ω,
(46)
where rL is defined as in §3. A fractional time derivative might be considered as
well.
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Although in this work fractional Laplacian problems posed on all of Rn are
not considered, such problems are indeed of interest so that the role of nonlocal
diffusion operators for such problems would be interesting to explore. In this case,
one would want to study the behavior of solutions of such problems as the domain
Ω, which for computational purposes has to be chosen to be finite, increases in size.
We have only considered continuous Galerkin discretizations of the nonlocal
diffusion problem, e.g., we have used continuous piecewise-linear finite element
bases. For s ď 1{2, discontinuous Galerkin methods are also conforming, i.e.,
satisfy (25). Thus it would be of interest to study such discretizations, especially in
view of the fact that for s ď 1{2, both nonlocal diffusion and fractional Laplacian
problems admit solutions containing jump discontinuities.
Even if preliminary in nature, our numerical results presented here suffice to
illustrate the theory and show the viability of using volume-constrained nonlocal
diffusion problems as a means for defining approximations of fractional Laplacian
problems posed on finite domains. Obviously, a natural follow-up of this work
is to extend the numerical simulations to two-dimensional and three-dimensional
settings for which computations would be even more challenging.
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