Introduction
The time domain behavior of a Hopfield neural net work to decrease a well-defined energy function [1, 2] has been applied to many constrained optimization prob lems and has shown potential for solving such problems efficiently [3] [4] [5] . Unfortunately, since the energy func tion of a Hopfield network has many local minima, prac tical limitations exist: performance is not good with a Hopfield neural network. and performance becomes poorer with larger problems., typically larger than 10 cities when applied to the traveling salesman problem [d, 7] . Furthermore. there is not an effective method to help the network escape from the local minima. The performance may he improved by some sophisticated ar chitectures, such as the Boltzmann machine [7, 8] . The Boltzmann machine uses noise to 'shake" the network state out of a local minimum [9] . However, the Boltz mann machine is very slow because of the need for ex tensive averaging over stochastic variable [10] . Besides annealing, sharpening (T becomes smaller), for exam pie deterministic annealing [11] , [12] , and adding chaotic noise [13] , [14] are also powerful methods for solving the local minimum problems. However, the former takes a very long time due to the meticulous decrease of tem perature parameters [13] . [14] . The latter doesn't give a general solution to the local minimum problem due to its "control difficult problem' of the dynamics [15] .
In this paper, we present a gradient ascent learning al gorithm in weight domain for solving the local minimum problem of a Hopfield network. The learning algorithm has two phases . the time domain phase and the weight domain phase . The former seeks a minimum of the en ergy function by updating the states of the Hopfield network in time domain, and the latter intentionally in where T is a parameter called temperature parameter.
The output of the ith neuron is fed to the input of the jth neuron by a connection of strength (usually called the weight) W, j. In addition, each has an offset bias (usually called the threshold) of h, fed to its input. The dynamic behavior of the network, consisting N neurons, is described by the following system of N nonlinear dif ferential equations. The theory shows that a mathematical quantify E, which might be thought of as the energy, decreases during the change in neural state with time (i.e. the updating in time domain) described by Eq.(1). Started in any initial state, the system will move in a general downhill direction of the E function, reach a state in which E is a local minimum or a global minimum, and stop changing with time.
Thus, seeking a minimum of the energy function is analogous to seeking a minimum in a mountainous ter rain. Figure 1 depicts a two-dimensional version of such terrain. The energy function is reflected in the height of the graph. Each position on the terrain corresponds to a possible state of the network, and the network moves towards a minimum position. In this graph, a local minimum and a global minimum are depicted. If the state of the network is changed, then a, corresponding change is made in the horizontal coordinate position on the graph. This change in turn results in a movement downhill toward one of the minima.
The initial state of the network may be thought of as the position of a skier who has dropped randomly onto mountainous terrain. The updating procedure in time domain moves the skier downhill until he gets to the bottom of the most accessible valley. This valley may be at a local or a global minimum.
Although we may visualize this search in two or three dimensions, there are actually as many dimensions as there are processing units. A Hopfield network's con vergence procedure in time domain seeks a minimum in such a multi-dimensional mountainous terrain. How ever, there is no effective method to help the network reach the global minimum from a local minimum.
Hopfield Network Learning In Weight Do main
As mentioned above, the original Hopfield network's updating in time domain may lead a convergence to ei ther a local minimum or a global minimum. However there is not an efficient way for the network to reach the global minimum from a local minimum. We pro pose a gradient ascent learning method of solving the local minimum problem of a Hopfield neural network. Figure 2 shows a flowchart of the learning algorithm. In the flowchart, Phase I (state update phase) performs the state update of a Hopfield neural network in time domain in which a Hopfield neural network seeks new state, a minimum of the energy function. Then result of the updating is evaluated. If a condition for the end of learning is satisfied, then stop; otherwise, go to Phase II (weight update phase). Phase II uses the new steady state and increases the energy by changing the weights of the Hopfield network. Then Phase I is re-performed using the new weights and the new state. Thus, the two phases are repeated until a condition, for example the energy function E = 0 is satisfied. The detail algorithm will be described in section 4.
In order to describe the learning algorithm, we use a two-dimensional graph ( minimum position and reaches a steady state B (Fig.  3(a) ). Because the energy terrain is determined by various parameters, such as the weights and the thresholds of the network. We can change the weights and the thresh olds to increase the energy at the point B so as to fill up the local minimum valley and finally drive the point B out of the valley. Here, suppose that a vector W corre Fig where p and q are positive constants. yi, yj corre spond to the state of B.
Now we show that after we change the weights and the thresholds according to Eq. (5) and Eq. (6), point B will be on the slope of a valley. Suppose yB, represent the state of point B, ym-z represent the state of any point P of energy terrain, then the change of energy in point P by the learning rule (Eq. (5) and Eq.(6)) will be:
Because point B is a minimum of energy function and the output of neuron in point B is at or near 0 or 1 [2] , from Eq. (7), we can know easily that the change of en ergy is largest when point P is at the same point as point B, and the larger the difference of state between point P and point B has, the smaller energy changes in point P Thus, we can see that the valley will be filled up in a most effective way. In general, point B may become aa point on the slope of the valley.
Thus, the previous steady state B becomes a point on the slop of aa valley (B'). From Eq. (5) we can see that the modification of weights is symmetric, and therefore the new weight will be kept symmetric. Thus, after updating of the Hopfield network with the new weights, the point B' goes down the slope of the valley and reach a new steady state C (Fig. 3(b) states of the two neurons becomes a shape of a saddle. As shown in Fig. 4(a) , the network has a local min imum at the corners of yl = 0, y2 = 1 and a global minimum at the corner of yr = 1,.92 = 0. Figure. (5) and (6) is performed , the en ergy in state B(y1 = 0 .118270, y2 = 0.940722) will go up to E = -0.911195 and becomes a point B' on the slope of the valley again . This is called the first learning (s = 1) . If the network updates using the new weights and the new thresholds in time domain from B' again , it will converge to E =-0.911226 by the energy and 91 = 0 . 124065, 92 = 0.932768 by the state C. In this way , the updating in the time domain and the learning in weight domain are repeated on the Hopfield network . After the 4 -th learning (s = 4), the network goes up to the energy E = -0 .8546609 and the state E'(y1 = 0 . 142568, 92 = 0.902425). Thus, Fig.7 Changes of the weight (a) and the thresholds (bl and b2) during learning.
the local minimum valley of the energy of the network is disappeared, and the network updates to a state G(yr = 0.996728,Y2 = 0.007408) from the state E' through F. thus resulting in an escape from the local minimum valley. The energy also decreased abruptly Fig. 9 Histogram of the rate of the optimal placements during learning from E =-0.8546609(E') to E = -1.389895(G) af ter a small decrease from E =-0.8546609(E') to E = -0.868840(F).
The details of the energy change during the learning are shown in Fig. 6 . Figure. 7 shows the changes of the weights and the thresholds during the whole learning process. Figure. 4(b) shows the 3-dimensional contour line figure of the energy of the network after learning.
By the above simulation results, the valley (the local minimum) of energy is extinguished, namely, is under stood that the learning method proposed in this paper is effective in making a Hopfield network escape front a valley (a local minimum). Furthermore, according to Fig. 5 and 6 , by updating in time domain after the 4 th learning, the energy decreases from E' to F gen tly first and falls in the minimum G from F abruptly. This is because the energy has an extraordinary loose hill as shown in Fig. 4(b) . These simulation results are in agreement with our learning algorithm. Furthermore, the information such as the structure of the energy and the feature may be acquired from the energy change 
