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 要  旨 
ボルツマンマシンとは相互結合型ニューラルネットワークの一種であり，確率的な状態変化規
則に従って状態を変化させていくネットワークである．また，状態変化を十分に繰り返すことで，
ボルツマンマシンの状態が従う分布はある極限分布（平衡確率分布）へと一意に収束することが
知られている． 
 ボルツマンマシンの学習とは，ボルツマンマシンの平衡確率分布を観測データが従う未知の分
布へと近づけていくことである．1985年，Hintonらはこれを実現させるための学習アルゴリズム
を最初に提案した．この学習アルゴリズムでは，平衡確率分布に関する期待値計算を行っており，
この計算にかかる時間はボルツマンマシンの素子数に関して指数関数的に増加してしまう．従っ
て，素子数が多い場合には現実的な時間で学習を終えるのが困難となってしまう． 
 ボルツマンマシンの学習の計算困難性を回避するための手法として，平均場近似がよく用いら
れる．平均場近似とは，各素子間の相互作用の強さをある種の期待値で置き換える手法である．
この手法により，ボルツマンマシンの平衡確率分布に対する近似分布が導出され，近似分布に関
する期待値計算を用いることで学習の計算困難性を回避することができる．しかし，平均場近似
は少々強引な近似の仕方をしているため，導出される近似分布の精度を向上させる余地があると
考えられる． 
本研究では，田中(1996)により示された平均場近似の情報幾何学的な解釈をベースとして，平
均場近似の精度の向上を目指した．具体的には，クラスター型模型と呼ばれるモデルを用いて，
従来の平均場近似よりも近似精度が高い分布が満たす条件式を導出した．さらに，この条件式を
満たす分布を導出するためのアルゴリズムを提案した．実際に，提案アルゴリズムに関するシミ
ュレーションを行った結果，従来の平均場近似と比較して，提案アルゴリズムにより導出される
近似分布の方が近似の精度が高いことを確認した． 
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第1章 序論
1.1 研究背景
今日に至るまでに，人工知能を実現させるための技術として様々なモデル・手法が研究さ
れてきた．これを実現させるための技術分野の一つとして，ニューラルネットワークが存在
する．ニューラルネットワークとは，脳の神経回路の仕組みを模した数理モデルであり，こ
れまでに多種多様なモデルが提案されてきた [3], [4], [5]．ニューラルネットワークを大別す
ると，階層型ニューラルネットワークと相互結合型ニューラルネットワークに分けられる．
本研究で述べるボルツマンマシン [1] は相互結合型ニューラルネットワークの一種であり，
確率的な状態変化規則に従って状態を離散時間的に変化させていくネットワークである．さ
らに，ボルツマンマシンの状態変化の過程はマルコフ連鎖として見做すことができるため，
確率的な状態変化を繰り返すことで，ボルツマンマシンの状態が従う分布はある極限分布
（平衡確率分布）へと一意に収束する．
ボルツマンマシンの用途としては，次の二点が挙げられる．一つ目は，組合せ最適化問題
を解くことである．ボルツマンマシンは，シミュレーティッド・アニーリングと呼ばれる手
法を用いることで，理論的には，組合せ最適化問題の大域的最適解を導出することができる．
二つ目は，観測データが従う未知の分布をボルツマンマシンの平衡確率分布で表現すること
である．ボルツマンマシンの平衡確率分布を未知の分布へと近づけていくための学習アルゴ
リズムとして，最初に提案されたのがHintonら [1]によるものである．一方で，[1] で提案
されているボルツマンマシンの学習アルゴリズムでは，平衡確率分布に関する期待値計算を
行っており，この計算部分はボルツマンマシンの素子数に関して計算時間が指数関数的に増
加してしまう．従って，素子数が多いボルツマンマシンを学習させる場合，現実的な時間で
学習を終えるのが困難となってしまう．
ボルツマンマシンの学習の計算困難性を回避するための手法として，Weissの分子場近似
[6]（以降，平均場近似と呼ぶ）がよく用いられる．平均場近似とは，元々は統計力学分野で
生まれた手法であり，相互作用し合う素子から構成される巨視的な物理系に対し，各素子間
の相互作用の強さをある種の期待値で置き換える手法である．平均場近似を用いることで，
元の平衡確率分布に対する近似分布を導出することができる．しかし，平均場近似は少々強
引な近似の仕方をしているため，導出される近似分布の精度を向上させる余地があると考え
られる．
ボルツマンマシンや平均場近似を通常とは異なる視点から解析するための手段として，情
報幾何学 [10]が用いられる．情報幾何学とは，確率分布を点とする空間（多様体）を考察の
対象とした時の微分幾何であり，情報理論・統計学・学習理論などの様々な分野と密接に関
わっている学問である．ボルツマンマシンの平衡確率分布を点とする空間を考えたとき，平
均場近似により導出される近似分布は，元の平衡確率分布からある部分空間（各頂点間に結
合が存在しないボルツマンマシンの平衡確率分布を点とする空間）への射影であることが知
られている [12], [13]．この部分空間の範囲をさらに拡大させた時の射影を考えることによっ
て，平均場近似の精度を向上させることが期待できる．
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第 1 章 序論
1.2 研究概要
本研究では，格子模型型のボルツマンマシンを対象としたときの平均場近似の精度を向上
させるために，クラスター型模型とよばれるモデルを用いた．クラスター型模型とは，元の
格子模型型のボルツマンマシンを短冊形にいくつかの部分グラフ（以降，クラスターと呼
ぶ）へと分割させたモデルである．さらに，このクラスター型模型は各クラスターをループ
を含まないグラフへと変形することで，ビリーフプロパゲーション [7]を用いることができ
る．この手法により，各クラスター上で定義される平衡確率分布に関する効率的な期待値計
算を行うことができる．また，格子模型型のボルツマンマシンとクラスター型模型の形状を
固定し，格子模型型のボルツマンマシンの平衡確率分布から部分空間（クラスター型模型上
で定められる平衡確率分布を要素とする空間）への射影が満たす条件式を導出した．
さらに本研究では，この条件式を満たす近似分布を数値計算で求めるためのアルゴリズ
ムを提案し，このアルゴリズムにより導出される近似分布と平均場近似により導出される
近似分布との間の精度比較，アルゴリズムの計算時間に関するシミュレーションを行った．
シミュレーションの結果，提案したアルゴリズムにより導出される近似分布は，平均場近似
により導出される近似分布よりも近似精度が高いことを確認した．さらに，格子模型型のボ
ルツマンマシンのサイズを N 行M 列，クラスター型模型に含まれるクラスターの個数を
Z，各クラスターの列数を最大 M^ とした場合，考案したアルゴリズムの計算量オーダーは
O(ZN2M^ )であることを確認した．従って，格子模型型のボルツマンマシンのサイズが非常
に大きくなる場合でも，クラスターの個数を増やして，最大の列数 M^ が小さいクラスター
型模型を考え，提案アルゴリズムを実行することにより，平均場近似の場合よりも精度の良
い近似分布を現実的な計算時間で導出することが可能となる．
1.3 関連研究
本研究の関連研究として，Xingらの研究 [2]が挙げられる．Xingらは，Weissの分子場近
似手法で用いられる条件式（平均場方程式）を拡張させたものとして，一般化平均場方程式
(generalized mean eld equation)を導出した．本研究で導出した（部分空間への射影が満
たす）条件式は，一般化平均場方程式と等価であることが示せる（付録 A参照）．ただし，
本論文では情報幾何学的なアプローチから条件式の導出を試みており，Xingらの導出方法
とはまったく異なる方向から導き出している．さらに，本研究ではボルツマンマシンの平衡
確率分布がなす分布族を多様体と見做し，この多様体が満たす幾何学的性質から条件式の導
出を行っている．従って，この多様体と同じ幾何学的性質を備える他のモデルに対しても，
本論文での議論はそのまま成立する．等価な幾何学的性質を持つモデルの例として，ボルツ
マンマシンを量子系へと拡張させたモデルなどが挙げられる [18]．
1.4 本論文の構成
この節では，本論文の構成について述べる．まず，第 2章ではボルツマンマシンに関する基
礎的な事項について説明を行う．第 3章では，ボルツマンマシンの平衡確率分布を要素とす
る分布族を考えたときに，どのような性質が成り立つのかについて説明を行い，ボルツマン
マシンの学習の収束先を直感的にわかりやすい形で与える．第 4章では，文献 [12], [13], [16]
の内容を参考に，平均場近似の情報幾何学的解釈について解説を行う．第 5章では，格子模
型型のボルツマンマシンの平衡確率分布から部分空間（クラスター型模型上で定められる平
衡確率分布を要素とする空間）への射影が満たす条件式の導出を行う．第 6章では，ビリー
フプロバケーションの手法を解説した後に，本論文で提案したアルゴリズムについて述べる．
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1.4本論文の構成
第 7章では，提案アルゴリズムに関するシミュレーションの結果と考察について述べる．最
後に，第 8章では結論と今後の課題について述べる．
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第2章 ボルツマンマシン
ボルツマンマシン [1]とは，相互結合型ニューラルネットとして知られるホップフィール
ドネットワークの決定論的な状態変化規則を，温度パラメータと呼ばれる正の実数値を用い
て確率論的な状態変化規則へと拡張させたモデルである．ボルツマンマシンの状態変化は一
つ前の時刻の状態にしか依存しないため，マルコフ連鎖をなすことが分かる．さらに，この
マルコフ連鎖は既約かつ非周期的という性質を満たすため，十分に状態変化を繰り返すこと
で，ボルツマンマシンの状態が従う確率分布はある一定の確率分布（平衡確率分布）へと収
束する [9]．
本章では，ボルツマンマシンの前身であるホップフィールドネットワークについて述べた
後に，ホップフィールドネットワークからボルツマンマシンへの拡張，ボルツマンマシンの
学習とその問題点について順に説明していく．
2.1 ホップフィールドネットワーク
2.1.1 モデル
ホップフィールドネットワークとは，二種の状態を取りうる複数の素子から構成される
ネットワークであり，後述する決定論的な状態変化規則に従って状態を離散時間的に変化さ
せていくモデルである．以降では，n個の素子から構成されるホップフィールドネットワー
クについて考える．まず，各素子を一意に指定するために，各素子に 1から nの番号を割り
当てる．また，素子 i (1  i  n) の状態を表す変数を xi 2 f0; 1g，しきい値を表す変数を
hi 2 R，素子 iから jへの結合の度合いを表す変数（結合定数）をwi;j 2 R で表すものとす
る．さらに，ホップフィールドネットワークの結合定数は対称でかつ自己結合がないという
性質，すなわち
8i; j (i 6= j); wi;j = wj;i; 8i; wi;i = 0 (2.1)
が成り立つ．以下の図 2.1 は，素子数 n = 3の場合のホップフィールドネットワークである．
図 2.1: 3素子のホップフィールドネットワーク
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2.1.2 状態変化規則
各素子の状態変数を成分として持つ組を
x = (x1;    ; xn) (2.2)
と定める．以降の議論では，xのことをネットワークの状態と呼ぶ．ネットワークの状態が
x = (x1;    ; xn) であるとき，素子 iを除いた他の素子 j (6= i)から素子 iへの入力関数を
以下のように定める．
Ii(x) := hi +
nX
j=1
wj;ixj （hiは素子 iのしきい値） (2.3)
このとき，ホップフィールドネットワークは以下の状態変化規則に従って，ネットワークの
状態を離散時間的に変化させていく．
1．素子 iをランダムに選ぶ．
2．以下の場合分けに従って，素子 iの状態 xiを x0iへと更新する．
x0i =
8>><>>:
1 if Ii(x) > 0
0 if Ii(x) < 0
xi if Ii(x) = 0
(2.4)
※ただし;他の素子 j (6= i)の状態は変化させない:
上記規則に従って状態変化を十分に繰り返すと，ネットワークの状態はエネルギー関数
U(x) :=  
0@ nX
i=1
hixi +
nX
i; j
wi;jxixj
1A (2.5)
の極小値点に対応する状態へと収束する．この性質から，ホップフィールドネットワークは
巡回セールスマン問題などの組み合わせ最適化問題を解くのに利用可能である．ただし，状
態変化を十分に繰り返した時の収束先は，初期のネットワークの状態に依存した局所最小値
点 (local minimum)である．
2.2 ボルツマンマシンへの拡張
2.2.1 状態変化規則
ボルツマンマシンとは，ホップフィールドネットワークの決定論的な状態変化規則を確率
と温度の概念を用いて，以下のように拡張させたモデルである．
1．素子 iをランダムに選ぶ．
2．確率
Prfx0i := 1g =
1
1 + exp
h
  Ii(x)T
i (2.6)
に従って，素子 iの次の時刻の状態 x0iを 1にする．
※ただし，他の素子 j( 6= i)の状態は変化させない．
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(2.6) 式中の T は温度パラメータと呼ばれる正の実数値であり，ボルツマンマシンの状態変
化を制御する役割を担っている．実際，温度パラメータを T ! 1 としたときの確率分布
Prfx0i := 1g, Prfx0i := 0gはそれぞれ
Prfx0i := 1g = Prfx0i := 0g =
1
2
(2.7)
となる．このとき，素子 iの状態は入力関数 Ii(x)の値に依らずにランダムに変化する．
また，T ! 0 としたとき，8<:Prfx0i := 1g = 1; Prfx0i := 0g = 0 if Ii(x) > 0Prfx0i := 1g = 0; Prfx0i := 0g = 1 if Ii(x) < 0 (2.8)
となり，素子 iの状態は入力関数 Ii(x)の正負に依存して決定論的に変化する．(2:8)式より，
T ! 0 としたときの状態変化規則はホップフィールドネットワークのものと等価となるこ
とから，ボルツマンマシンの状態変化規則はホップフィールドネットワークの状態変化規則
の拡張となっていることが分かる．
組み合わせ最適化問題を解く上で，ホップフィールドネットワークはネットワークの初期
状態に依存した局所最適解 (local optimum)しか得られなかったのに対し，ボルツマンマシ
ンは，温度パラメータを高温から徐々に低温へと下げつつネットワークの状態を変化させて
いくアルゴリズム（焼きなまし法，もしくはシミュレーティッド・アニーリングともいう）
を用いることで，理論的にはネットワークの初期状態に依らない大域的最適解を得ることが
可能である [9]．しかし，理論通り大域的最適解を得るためには，温度パラメータを高温か
ら低温へと徐々に下げる過程において，1ステップごとに下げる温度を微小な値に設定する
必要がある．従って，所望の解を得るまでに膨大な時間が必要となり，必ずしも実用的とは
いえない．ゆえに，理論より早く温度を下げて近似解を得ることもある．
2.2.2 ボルツマンマシンの平衡確率分布
ボルツマンマシンの状態変化規則 (2:6)より，各時刻のネットワークの状態は一つ前の時
刻の状態にのみ依存している．従って，ボルツマンマシンのネットワークの状態を変化させ
ていく過程はマルコフ連鎖をなしていると解釈される．さらにこのマルコフ連鎖に関して，
いくつかの性質（既約性，非周期性）が成立するため，十分に状態変化を繰り返すことで
ネットワークの状態が従う分布は以下の平衡確率分布 P(x) へと収束する．
P(x) = exp
24 nX
i=1
hixi +
X
1j<kn
wj;kxjxk  	()
35 (2.9)
ただし，	()は
	() = log
0@ X
x2f0;1gn
exp
24 nX
i=1
hixi +
X
1j<kn
wj;kxjxk
351A (2.10)
である．また，結合定数に関する性質 (2:1)より，以下の等式が成立する．X
1j<kn
wj;kxjxk =
1
2
nX
j;k=1
wj;kxjxk (2.11)
従って，(2:9)式は以下のようにも表現される．
P(x) = exp
24 nX
i=1
hixi +
1
2
nX
j;k=1
wj;kxjxk  	()
35 (2.12)
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2.3 ボルツマンマシンの学習
2.3.1 学習の目的
f0; 1gn上の未知の確率分布に従って生成されるN 個の観測データ
x(1) = (x
(1)
1 ;    ; x(1)n );    ; x(N) = (x(N)1 ;    ; x(N)n ) (2.13)
が与えられているとする，このとき，観測データに関する経験分布 q(x)は以下のように記
述される．
q(x) =
1
N
NX
k=1
(x; x(k)); (x; y) =
8<:1 if x = y0 if x 6= y (2.14)
ボルツマンマシンの学習の目的は，この経験分布 q(x)を最もよく近似する平衡確率分布P(x)
を導出することで，未知の分布の推定を行うことである．
本論文では，確率分布間の近似の指標として，Kullback-Leiblerダイバージェンス
D(qjjP) :=
X
x2f0; 1gn
q(x) log
q(x)
P(x)
(2.15)
を用いる．Kullback-LeiblerダイバージェンスD(jj) は距離関数が満たすべき性質のうち，
非負性を満たす．ただし，対称性や三角不等式は満たさないため，Kullback-Leiblerダイバー
ジェンスは確率分布間の擬似的な距離関数としてみなされる．D(qjjP) の値が最小となる
ようなパラメータ を導出することが，次の節で述べるボルツマンマシンの学習アルゴリズ
ムのモチベーションとなっている．
2.3.2 学習アルゴリズム
Hintonら [1]によって提案されたボルツマンマシンの学習アルゴリズムを以下に示す．
[ボルツマンマシンの学習アルゴリズム]
Initialize : t = 0; (0) = (h
(0)
i ; w
(0)
i;j )1i; jn
step.1 以下の式に従って @D(qjjP(t) )@hi ;
@D(qjjP
(t)
)
@wi;j
を計算する．
@D(qjjP(t))
@hi
= EP
(t)
[xi]  Eq[xi] (2.16)
@D(qjjP(t))
@wi;j
= EP
(t)
[xixj ]  Eq[xixj ] (2.17)
step.2 パラメータ (t) = (h(t)i ; w
(t)
i;j )1i; jn を以下の式に従って更新する．
h
(t+1)
i = h
(t)
i   
@D(qjjP(t))
@hi
(2.18)
w
(t+1)
i;j = w
(t)
i;j   
@D(qjjP(t))
@wi;j
(2.19)
step.3 (t+1) ' (t)ならば，アルゴリズムを終了する．でなければ，t = t+ 1として，
step.1へ戻る
アルゴリズム内のパラメータ は学習率と呼ばれる十分小さな正数であり，P(t) , h
(t)
i , w
(t)
i;j
はそれぞれ t回パラメータ更新した後の平衡確率分布，素子 iのしきい値，素子 i; jの間の
結合定数である．また，EP
(t)
[]; Eq[] はそれぞれ平衡確率分布 P(t)(x) と経験分布 q(x) に
関する期待値を表している．
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2.3.3 学習アルゴリズムの問題点
前節のボルツマンマシンの学習アルゴリズムより，各しきい値，結合定数を 1回更新する
ためには (2:16) 式と (2:17) 式中の平衡確率分布 P(t)(x) に関する期待値計算を行わなくて
はならない．ボルツマンマシンの素子数が n個の場合，この期待値計算は 2n個の項の足し
算となる．従って，この学習アルゴリズムの計算量オーダーはO(2n) であり，素子数 nが
大きい場合には計算量的に困難となる．
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ボルツマンマシンの平衡確率分布がなす集合を考えたとき，この集合は指数数型分布族と
なる．情報幾何学では，指数型分布族に関していくつかの重要な性質が成り立つことが知ら
れており [10]，ボルツマンマシンを通常とは異なった視点から考察するのに役立つ．この章
では，指数型分布族よりもさらに広い概念である統計多様体から議論を始める．次に，指数
型分布族の定義と一般的な性質を述べた後に，2章で取り上げたボルツマンマシンの学習ア
ルゴリズムの収束先を直感的に理解しやすい形で与える．
3.1 統計多様体
有限集合 X = f1;    ; mg 上の正の確率分布を要素とする集合を以下のように記述する．
P(X ) =
(
p : X ! R
 8x 2 X ; p(x) > 0; X
x2X
p(x) = 1
)
(3.1)
次に，P(X ) の部分集合であり，n (< m)次元パラメータ  = (1;    ; n)によって要素が
一意に指定される分布族
S = p 2 P(X )   = (1;    ; n) 2 	  P(X );  : Rnの開集合 (3.2)
を考える．任意の x 2 X に対して，関数  7! pが一対一対応かつC1級であるとき，Sを
n次元統計多様体と呼ぶ．ここで取り上げた  = (1;    ; n) のように，与えられた分布族
の中から要素を一意に指定するパラメータのことを以降では座標系と呼ぶ．さらに，統計多
様体の任意の要素 p 2 S に関して，以下の条件式が成り立つ．
8i (1  i  n); @p(x)
@i
= p(x)

@ log p(x)
@i

(3.3)
8i (1  i  n); Ep

@ log p(x)
@i

= 0 (3.4)
なお，(3:4)式は以下のようにして確かめられる．まず，8p 2 P(X ) に関して以下の等式が
成立する． X
x2X
p(x) = 1 (3.5)
(3:5)式の両辺を変数 i (1  i  n) で偏微分すると，
@
@i
X
x2X
p(x) = 0 (3.6)
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となる．さらに (3:6)式を同値変形すると
@
@i
X
x2X
p(x) = 0
()
X
x2X
@p(x)
@i
= 0
()
X
x2X
p(x)
@ log p(x)
@i
= 0
() Ep

@ log p(x)
@i

= 0
となり，条件式 (3:4)が導出される．
統計多様体の例としては P(X ) が挙げられる．P(X ) に含まれる分布は，X に含まれる
(m  1)個の各要素の確率を与えることで一意に指定される．従って，以下のように座標系
を取ることで，P(X ) は (m  1)次元統計多様体となることが分かる．
P(X ) = fp : X ! R j 8x 2 X ; p(x) > 0;
X
x2X
p(x) = 1g
= fp : X ! R j  = (1;    ; m 1) 2 g (3.7)
ただし，パラメータ空間 と座標系  = (1;    ; m 1) は以下のようにして定まっている
とする．
8i 2 X ; i = p(i) (3.8)
 =
(
(1;    ; m 1) 2 Rm 1
 8i; i > 0;
m 1X
i=1
i < 1
)
(3.9)
3.2 Fisher情報行列
n次元統計多様体 S に含まれる分布 P 2 S が与えられているとする．このとき，第 i行
j 列成分が以下の式で定まっている行列G() 2 Rnn を分布 P 2 S に関する Fisher情報
行列と呼ぶ．
gi;j() := EP

@ logP(x)
@i

@ logP(x)
@j

(3.10)
一般的に，Fisher情報行列G()は正定値対称行列となる．
3.3 指数型分布族
指数型分布族の定義は以下の通りである．
定義 1 (指数型分布族)
n次元統計多様
S = fp : X ! R j  = (1;    ; n) 2 g
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が与えられているとする．このとき，X 上の関数 C(x); F1(x);    ; Fn(x) と 上の関数
	()を用いて，任意の分布 P 2 Sが以下の形式
P(x) = exp
"
C(x) +
nX
=1
F(x) 	()
#
(3.11)
で与えられるとき，S を n次元指数型分布族という．ただし，(3:11)式中の	()は以下の
ように記述されるものとする．
	() = log
 X
x2X
exp
"
C(x) +
nX
=1
F(x)
#!
(3.12)
また，このときの座標系  = (1;    ; n) のことを自然座標系（または自然パラメータ）と
呼ぶ．
次に指数型分布族の具体例をいくつか挙げていく．
例 1 (ボルツマンマシン)
ボルツマンマシンの平衡確率分布 (2:9) がなす集合をM とする．さらに，集合 I (jIj =
n(n+1)
2 )，自然座標系  = (
)2I , X = f0; 1gn上の関数 C(x); F(x) ( 2 I) をそれぞれ以
下のように定める.
8x 2 X ; C(x) = 0; I := fi j 1  i  ng [ f(j; k) j 1  j < k  ng (3.13)
8 2 I;  =
8<:hi if  = iwj;k if  = (j; k) F =
8<:xi if  = ixjxk if  = (j; k) (3.14)
このとき，ボルツマンマシンの平衡確率分布 (2:9)は次のように式変形される．
P(x) = exp
24 nX
i=1
hixi +
X
1j<kn
wj;kxjxk  	()
35
= exp
"
C(x) +
X
2I
F(x) 	()
#
従って，M は n(n+1)2 次元指数型分布族となる．
例 2 (有限集合上の正の確率分布全体)
有限集合 X = f1;    ; mg 上の正の確率分布を要素とする集合 P(X ) についても指数型分
布族となる．実際，自然座標系  = ()2X と X 上の関数 C(x),F(x) ( 2 X ) をそれぞ
れ以下のように定める．
8x 2 X ; C(x) = 0 (3.15)
8 (1    m  1);  = log p()
1 
m 1P
i=1
p(i)
= log
p()
p(m)
(3.16)
F(x) =
8<:1 if  = x0 otherwise (3.17)
このとき，関数	()は以下のように記述される．
	() = log
 X
x2X
exp
"
C(x) +
X
2X
F(x)
#!
(3.18)
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(3:15)～(3:18)式を用いると，任意の p 2 P(X ) は次のように式変形される．
p(x) =
p(x)
p(m)
1
p(m)
=
p(x)
p(m)P
x02X
p(x0)
p(m)
=
exp
h
log p(x)p(m)
i
P
x02X
exp
h
log p(x
0)
p(m)
i
=
exp
h
C(x) + log p(x)p(m)
i
P
x02X
exp
h
C(x0) + log p(x
0)
p(m)
i
=
exp

C(x) +
P
2X
F(x)

P
x02X
exp

C(x0) +
P
2X
F(x0)

=
exp

C(x) +
P
2X
F(x)

exp

log
 P
x02X
exp

C(x0) +
P
2X
F(x0)

=
exp

C(x) +
P
2X
F(x)

exp [	()]
= exp
"
C(x) +
X
2X
F(x) 	()
#
(3.19)
従って，P(X ) は (m  1) 次元指数型分布族となる．
n次元指数型分布族Sに含まれる分布は，自然パラメータ = (i)1inの値を決めることで
一意に指定することができる．さらに，次のようにして定まるパラメータ () = (i())1in
でも分布を一意に指定することができる．
i() := EP [Fi(x)] (3.20)
このパラメータ () = (i())1in のことを期待値座標系（もしくは期待値パラメータ）
と呼ぶ．さらに，期待値座標系 () = (i())1in に関する P 2 S の Fisher情報行列
G() 2 Rnn は次のようになる.
G() :=

gi;j()

(3.21)
gi;j() := EP

@ logP(x)
@i

@ logP(x)
@j

(3.22)
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以下に n次元指数型分布族 S が満たす重要な性質をまとめておく [11]．
(1) i() =
@	()
@i
(2) gi;j() =
@j()
@i
=
@i()
@j
=
@2	()
@i@j
(3) G() = (G()) 1
(4) gi;j() =
@j()
@i
=
@i()
@j
(5) 8P 2 S に対し，ルジャンドル変換により()を
() := max

8<: X
1in
ii  	()
9=;
と定義すれば，i = @()
@i
; gi;j() =
@2()
@i@j
が成立する．
3.4 e-射影，m-射影
以下のような統計多様体 S, Mが与えられているとする．
S = fP : X ! R j  = (1;    ; n)g : n次元統計多様体 (3.23)
M = fq : X ! R j  = (
1
;    ; m)g  S : m次元統計多様体 (m  n) (3.24)
このとき，P 2 S からM への e-射影 q 2M は以下の条件式を満たす．
8i (1  i  m); @D(qjjP)
@
i
= 0 (3.25)
また，P 2 S からM へのm-射影 q 2M は以下の条件式を満たす．
8i (1  i  m); @D(Pjjq)
@
i
= 0 (3.26)
一般的に，e-射影，m-射影の条件を満たす分布は複数存在するため，それぞれの射影点は一
意に定まらない．ただし，S, M が指数型分布族であるとき，m-射影点 q 2 M は一意に
定まり，次の等式を満たすことが知られている [10]．
q = minr2M
D(Pjjr) (3.27)
一方で，e-射影の一意性は保障されないままである．
ここで，S, M が指数型分布族であるとし，8P 2 S, 8q 2 M は以下のように記述され
るものとする．
P(x) = exp
"
nX
=1
F(x) 	()
#
(3.28)
q(x) = exp
24 mX
=1


F(x)  ()
35 (3.29)
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このとき，m-射影の条件式 (3:26)は以下のように同値変形される．
@D(Pjjq)
@
i
= 0
() @
@
i
X
x2X
P(x)flogP(x)  log q(x)g = 0
()  
X
x2X
P(x)
@ log q
@
i
= 0
()  
X
x2X
P(x)(Fi(x)  i()) = 0
() i() = i() (1  i  m) (3.30)
条件式 (3:30)の両辺の期待値パラメータ i(); i() はそれぞれ分布 q 2 M, P 2 S に関
する期待値パラメータを意味している．従ってm-射影とは，射影させる前の分布 P 2 S が
持ついくつかの期待値パラメータの値と一致するようなM上の点へと移す射影であると解
釈することができる．
3.5 ボルツマンマシンの学習とm-射影について
2章で挙げたボルツマンマシンの学習アルゴリズムの終了条件は，平衡確率分布P(t) 2M
に関する期待値EP
(t)
[xi], EP
(t)
[xjxk]と経験分布 q 2 P(X )に関する期待値Eq[xi], Eq[xjxk]
に関して，以下が成立するとき満たされる．
8i (1  i  n); EP
(t)
[xi] ' Eq[xi] (3.31)
8j; k (1  j < k  n); EP
(t)
[xjxk] ' Eq[xjxk] (3.32)
P(t) 2 M，q 2 P(X ) に関する期待値パラメータをそれぞれ ((t)), (q) としたとき，条
件式 (3:31), (3:32)はそれぞれ以下のように記述し直せる．
8i (1  i  n); i((t)) ' i(q) (3.33)
8j; k (1  j < k  n); j;k((t)) ' j;k(q) (3.34)
さらに，経験分布 q(x) 2 P(X ) から指数型分布族M へのm-射影を P^(x) 2M，その期待
パラメータを (^) としたとき，(3:30)式より以下の同値関係が成り立つ．
8i (1  i  n); @D(qjjP^)
@hi
= 0; 8j; k (1  j < k  n); @D(qjjP^)
@wj;k
= 0
() 8i (1  i  n); i(^) = i(q); 8j; k (1  j < k  n); j;k(^) = j;k(q) (3.35)
従って，2章で挙げたボルツマンマシンの学習アルゴリズムの収束先は，経験分布 q 2 P(X )
からボルツマンマシンの平衡確率分布がなす分布族M へのm-射影点 P^ 2 Mである．さ
らに，P(X ), M は指数型分布族であるため，m-射影点 P^ 2M は一意に定まり，条件式
P^ = minr2M
D(qjjr) (3.36)
を満たす．ゆえに，ボルツマンマシンの学習アルゴリズムは大域的最適解を得るアルゴリズ
ムとなっている．以下の図は，ボルツマンマシンの学習アルゴリズムにより，平衡確率分布
P(t) 2M がm-射影点 P^ 2M へと収束していく様子を表した図である．
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図 3.1: ボルツマンマシンの学習とm-射影
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平均場近似 [6]とは，相互作用し合う素子から構成される巨視的な物理系に対し，各素子
間の相互作用の強さをある種の期待値で置き換えることで，様々な物理量の導出を容易にす
る近似手法である．また，情報理論的に解釈すると，平均場近似とはKullback-Leilberダイ
バージェンスを近似の指標として，元の巨視的な物理系が従う確率分布を各素子の状態変数
が統計的に独立となる場合の物理系が従う確率分布で近似する手法であると解釈することが
できる．
この章では，情報理論的な立場から平均場近似の仕組みについて述べた後に，平均場近似
を情報幾何学の観点から考察する [11], [12], [13], [14]．さらに，平均場近似を用いたときのボ
ルツマンマシンの学習アルゴリズムを具体的に記述した後に，学習アルゴリズムの挙動と収
束先について幾何学的なイメージを用いながら解説する．
4.1 ボルツマンマシンにおける平均場近似
ボルツマンマシンの学習では，分布P(t) 2Mに関する期待値パラメータ i((t)), i;j((t))
の導出部分が計算困難性の原因となっていた．ここで，期待値パラメータの導出が容易に行
える分布からなる集合として，以下の分布族を考える．
MC =

Ph
h = (h1;    ; hn)	 (4.1)
ただし，分布族MC に含まれる任意の要素 Ph は以下の形式で表現されるものとする．
Ph(x) = exp
"
nX
i=1
hixi   (h)
#
(4.2)
(h) = log
X
x2X
exp
"
nX
i=1
hixi
#
(4.3)
このとき，分布族MC は結合定数がすべて 0となる（すなわち，素子間の結合が存在しな
い）ボルツマンマシンの平衡確率分布がなす分布族を表している．また，素子間の結合が存
在しない場合，各素子の状態変数は明らかに統計的に独立となる．実際，素子 iだけから構
成されるボルツマンマシンの平衡確率分布を
Phi(xi) =
exp[hixi]P
xi2f0; 1g
exp[hixi]
(4.4)
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としたとき，任意の Ph(x) 2MC は以下のように計算される．
Ph(x) = exp
"
nX
i=1
hixi   (h)
#
=
exp

nP
i=1
hixi

P
x2X
exp

nP
i=1
hixi

=
nQ
i=1
exp[hixi]P
x12f0; 1g
   P
xn2f0; 1g
nQ
i=1
exp[hixi]
=
nY
i=1
exp[hixi]P
xi2f0; 1g
exp[hixi]
=
nY
i=1
Phi(xi) (4.5)
上記計算結果より，素子間の結合が存在しない場合，各素子の状態変数は統計的に独立とな
る．ゆえに，任意の Ph 2 MC に関する期待値パラメータ (h) = (1(h);    ; n(h)) は以
下の式に従って容易に導出される．
i(h) =
X
xi2f0; 1g
xiPhi(xi) (4.6)
さらに，任意の素子 i, jの状態に関する期待値EPh [xixj ] は以下の等式を満たす．
EPh [xixj ] = i(h)j(h) (4.7)
ボルツマンマシンにおける平均場近似とは，元の平衡確率分布P 2Mに対して，分布族MC
の要素の中でKullback-LeiblerダイバージェンスD(kP) の値が最小となる分布 Ph 2MC
で近似する手法である．また，平均場近似により導出される近似分布 Ph 2MC の期待値パ
ラメータ (h) = (1(h);    ; n(h)) は以下の非線形連立方程式の解であることが知られて
いる [15]． 8>>>>>>>><>>>>>>>>:
1(h) =
1
1+exp
"
 h1 
nP
j=1
w1;jj(h)
#
...
n(h) =
1
1+exp
"
 hn 
nP
j=1
wn;jj(h)
#
(4.8)
一般的に，連立方程式 (4:8)式は自己無憧着方程式と呼ばれている．
4.2 平均場近似の情報幾何学的解釈
P 2M からMC への e-射影 qh 2MC を考える．このとき，e-射影 qh 2MC は以下の
条件式を満たす．
8i (1  i  n); @
@hi
D(qhkP) = 0 (4.9)
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(4:9)式の左辺について式変形を施すと，以下のように計算される．
@
@hi
D(qhkP) =
@
@hi
X
x2X
qh(x)

log qh(x)  logP(x)
	
=
@
@hi
X
x2X
qh(x)
8<:
nX
k=1
(hk   hk)xk   1
2
nX
`;m=1
w`;mx`xm   (h) + 	()
9=;
=
nX
k=1

@
@hi
(hk   hk)

k(h) +
nX
k=1
(hk   hk)

@k(h)
@hi

  1
2
nX
`;m=1
w`;m

@`(h)
@hi

m(h) 
1
2
nX
`;m=1
w`;m`(h)

@m(h)
@hi

  i(h)
= i(h) + (hi   hi)

@i(h)
@hi

  1
2

@i(h)
@hi
 nX
m=1
wi;mm(h)
  1
2

@i(h)
@hi
 nX
`=1
w`;i`(h)  i(h)
= (hi   hi)

@i(h)
@hi

  1
2

@i(h)
@hi
 nX
j=1
wi;jj(h)
  1
2

@i(h)
@hi
 nX
j=1
wi;jj(h)
=

@i(h)
@hi
0@hi   hi   nX
j=1
wi;jj(h)
1A (4.10)
ただし，5番目の等号は，ボルツマンマシンの結合定数に関する性質 (2:1)を用いている．ま
た，4番目の等号は，以下のように場合分けされる変数

@k(h)
@hi

を用いた変形である．

@k(h)
@hi

=
8<:gi;i(h)
 
= Eqh [x
2
i ]  fi(h)g2

if k = i
0 oterwise
(4.11)
さらに，

@k(h)
@hi

はMC の自然座標系 h に関するFisher情報行列G(h) 2 Rnn の第 i行 k
列成分である．一般的に，Fisher情報行列は正定値対称行列となるため，行列G(h)のランク
はnとなる．(4:11)式よりFisher情報行列G(h)は対角行列となっているため，8i (1  i  n)
に対して，gi;i(h) 6= 0 が成立する．ゆえに，e-射影の条件式 (4:9)は以下と同値である．
8i (1  i  n); hi = hi +
nX
j=1
wi;jj(h) (4.12)
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条件式 (4:12)満たすとき，qh 2MC の期待値パラメータ i(h) (1  i  n) は以下のように
記述される．
i(h) =
X
xi2f0; 1g
xiqhi(xi)
=
exp[hi]
1 + exp[hi]
=
1
1 + exp[ hi]
=
1
1 + exp
"
 hi  
nP
j=1
wi;jj(h)
# (4.13)
(4:13)式は，平均場近似により導出される近似分布が満たす条件式 (4:8)そのものである．
従って，平均場近似により導出される分布は P 2M からMC への e-射影である [12]．
4.3 平均場近似を用いた学習アルゴリズム
平均場近似を用いたボルツマンマシンの学習アルゴリズムは以下のとおりである．
[平均場近似を用いたボルツマンマシンの学習アルゴリズム]
Intialize : t = 0; (0) = (h
(0)
i ; w
(0)
j;k )1in; 1j<kn
step.1 s = 0とし，期待値パラメータ (0)i (1  i  n) を [0; 1]の間でランダムに初期化
For Loop1 :（逐次代入法による平均場近似の解の導出）
step.2 期待値パラメータ (s)i (1  i  n)を以下の式で更新する．8>>>>>>>><>>>>>>>>:

(s+1)
1 =
1
1+exp
"
 h(t)1  
nP
j=1
w
(t)
1;j
(s)
j
#
...

(s+1)
n =
1
1+exp
"
 h(t)n  
nP
j=1
w
(t)
n;j
(s)
j
#
(4.14)
step.3 以下の条件を満たすならば Loop1を終了．
8i; (s+1)i ' (s)i (4.15)
でなければ，s = s+ 1として，step.2へ戻る．
End Loop1 :
step.4 以下の式に従って，hi (1  i  n); wj;k (1  j < k  n) を導出する．
hi = 
(s)
i   Eq[xi] (4.16)
wj;k = 
(s)
j 
(s)
k  Eq[xj ]Eq[xk] (4.17)
step.5 自然パラメータ (t) = (h(t)i ; w
(t)
j;k)1in; 1j<kn を以下の式に従って更新する．
h
(t+1)
i = h
(t)
i   hi (4.18)
w
(t+1)
j;k = w
(t)
j;k   wj;k (4.19)
step.6 (t+1) ' (t)ならばアルゴリズムを終了する．でなければ，t = t+1として step.1へ
戻る．
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4.4 アルゴリズムの幾何学的イメージと収束先
図 4.1: 平均場近似を用いた学習アルゴリズムの幾何学的イメージ
図 4.1は，学習アルゴリズムの挙動と収束先を示している．まず，図 4.1 に記載されてい
る各記号はそれぞれ以下のとおりである．
 P(X ) : 状態空間 X = f0; 1gn 上の正の確率分布全体
 M : 素子数 nのボルツマンマシンの平衡確率分布を要素とする分布族
 MC : 素子間の結合が存在しない素子数 nのボルツマンマシンの平衡確率分布を要素
とする分布族
 q 2 P(X ) : 観測データに関する経験分布
 P(t) 2M : 時刻 tにおけるボルツマンマシンの平衡確率分布
 qm 2MC : 経験分布 q 2 P(X ) からMC へのm-射影
 P (e)t 2MC : 時刻 tにおける平衡確率分布 P(t) 2M からMC への e-射影
このとき，学習アルゴリズムの挙動は以下のように解釈される．
step.1～step.3 :
P(t) 2M からMC への e-射影 P (e)t 2MC の導出．
step.4～step.5 :
e-射影点 P (e)t 2 MC の期待値パラメータを用いて，次の時刻の平衡確率分布 P(t+1) 2 M
の自然パラメータを導出．
step.6 :
自然パラメータの値がほぼ更新されていない場合，アルゴリズムを終了．でなければ t = t+1
として step.1へ
次に，学習アルゴリズムの収束先について述べる．step.6に記載されている学習アルゴリズ
ムの終了条件は，step.4の (4:16), (4:17)式の値が任意の i; j; kに関して微小となるときに満
たされる．ここで，qm 2MC に関する期待値パラメータを (qm) = (1(qm);    ; n(qm))，
P
(e)
t 2MC に関する期待値パラメータを (P (e)t ) = (1(P (e)t );    ; n(P (e)t )) とする．この
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とき，m-射影の性質から (4:16)式中の期待値Eq[xi] は i(qm) と等価である．従って，学習
アルゴリズムの終了条件は以下と同値となる．
8i(1  i  n); i(qm) ' i(P (e)t ) (4.20)
期待値パラメータ (h) はMC に含まれる分布を一意に指定するものである．従って，条件
式 (4:20)を満たすような平衡確率分布 P(t) 2 M とは，M からMC への e-射影によって
qm 2MC に移される分布である．ただし，M からMC への e-射影の一意性は保証されな
いため，この学習アルゴリズムの収束先は複数存在する場合がある．
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この章では，形状が格子模型となるボルツマンマシンを対象として，ボルツマンマシンの
平衡確率分布をクラスター型模型と呼ばれるグラフ上で定義される平衡確率分布で近似す
る問題を考える．さらに，この問題設定の下で元の平衡確率分布を最もよく近似するクラス
ター型模型上の平衡確率分布が満たす条件式の導出を行う．
5.1 グラフ概念を用いた記法の導入
この節では，以降の議論をしやすくするために，グラフ理論の記法に則ったいくつかの記
号を導入する．
まず，頂点を要素とする集合 V（以降では，頂点集合と呼ぶ）が与えられているとし，集
合Aを以下のように定義する．
A := f (u; v) ju; v 2 V g (5.1)
グラフ理論では，頂点 uから頂点 vへの有向辺を数学的に表すために，順序対 (u; v)が用い
られる．従って，集合Aは頂点集合 V 上の全ての有向辺からなる集合である．このとき，頂
点集合 V と部分集合E  Aの組G = (V;E) のことを有向グラフと呼ぶ．
一方で，集合 Aが (5:2)式のように定義されている場合，頂点集合 V と部分集合 E  A
の組G = (V;E)のことを無向グラフと呼ぶ．
A := f fu; vg ju; v 2 V g (5.2)
以降では，グラフG = (V;E)が与えられているとき，グラフGの頂点集合と辺集合をそ
れぞれ V (G) (= V ),E(G) (= E)として表す．また，V (G)の元はグラフ Gの頂点，E(G)
の元はグラフGの辺とそれぞれ呼ぶ．
ボルツマンマシンは無向グラフで表されるため，各辺において頂点を一意に指定すること
ができない．この問題を解決するために，次の図 5:1 のような状況を考える．
図 5.1: 格子模型型のボルツマンマシンと有向グラフ
図 5:1 の左側の無向グラフGは格子模型型のボルツマンマシン，右側のグラフG1は無向
グラフGの各辺に向きを定めた有向グラフである．G1は任意の頂点 viに対して，それを始
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点と終点とするような経路を持たない．このような条件を満たすとき，有向グラフは無閉路
(acyclic)であるという．なお，格子模型型のグラフの場合，acyclicな有向グラフは必ず存
在する．グラフ理論では，有向辺 e 2 G1の始点と終点をそれぞれ In(e),Out(e) と表現する
ことが多い．本論文では，これらを `(e) := In(e), r(e) := Out(e) として記述する．ここで，
格子模型型のボルツマンマシンGの無向辺 eiに関する頂点 `(ei), r(ei) をそれぞれ，無閉路
な有向グラフG1上の対応する有向辺 eiに関する頂点 `(ei), r(ei)と同じものとする．このよ
うに定めることで，ボルツマンマシンの各辺の端点の中から一つの頂点を一意に指定するこ
とが可能となる．さらに，頂点 viの状態変数を xvi 2 f0; 1g，頂点 viのしきい値を hvi 2 R，
辺 eにより接続されている頂点間の結合定数をwe 2 R，ボルツマンマシンGの平衡確率分
布がなす分布族をM(G) として表すことにする．
次に，グラフ理論のカットの概念について説明する．
図 5.2: グラフのカット
グラフ Gは格子模型型のボルツマンマシン，グラフ G0はボルツマンマシン Gを短冊形
に部分グラフG1～GZ へと分割させたグラフである．このとき，部分グラフGiとGi+1に
関するカット Ciとは，以下のようにして定義される辺集合のことである．
Ci := ffu; vg 2 E(G) ju 2 V (Gi); v 2 V (Gi+1)g (5.3)
すなわち，カットCiとはGに含まれる辺の中で，Giに含まれる頂点とGi+1に含まれる頂
点を接続している辺を要素とする集合である．さらに，カット C1～CZ 1の和集合を
C :=
Z 1[
i=1
Ci (5.4)
と定義する．
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5.2 クラスター型模型への近似問題
図 5.3: N 行M 列格子模型とクラスター型模型
まずはじめに，図 5:3のようなグラフGa,Gb,G1;    ; GZ が与えられているとする．グ
ラフ GaはN 行M 列格子模型型のボルツマンマシン，グラフ Gbはグラフ Gaを短冊形に
Z 個のクラスター G1～GZ へと分割させたグラフであり，本論文ではクラスター型模型と
呼ぶことにする．さらに，格子模型型のボルツマンマシンの列数M，各クラスターの列数
M1～MZ に関して，以下の等式が成り立つものとする．
ZX
i=1
Mi =M (5.5)
図 5:3 中の各グラフをボルツマンマシンと見做したとき，各グラフ上の平衡確率分布は以下
のように与えられる．
最初に，グラフGa上で定められる平衡確率分布 PGa (x) (x = (xv)v2V (Ga)) は，自然パラ
メータ  = ()2V (Ga)[E(Ga) と関数 F(x) ( 2 V (Ga) [ E(Ga) ) をそれぞれ
 =
8<:hv if  = v （が頂点 v 2 V (Ga)である場合）we if  = e （が辺 e 2 E(Ga)である場合） (5.6)
F(x) =
8<:xv if  = v （が頂点 v 2 V (Ga)である場合）x`(e)xr(e) if  = e （が辺 e 2 E(Ga)である場合） (5.7)
としたとき，以下のように表現される．
PGa (x) = exp
24 X
2V (Ga)[E(Ga)
F(x) 	()
35 (5.8)
	() = log
X
x2f0;1gMN
exp
24 X
2V (Ga)[E(Ga)
F(x)
35 (5.9)
次に，グラフ Gi (1  i  Z) 上で定められる平衡確率分布 PGii (xi) (xi = (xv)v2V (Gi)) は，
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自然パラメータ i = (i

)2V (Gi)[E(Gi) と関数G(xi) ( 2 V (Gi) [ E(Gi) ) をそれぞれ
i

=
8<:hv if  = v （が頂点 v 2 V (Gi)である場合）we if  = e （が辺 e 2 E(Gi)である場合） (5.10)
G(xi) =
8<:xv if  = v （が頂点 v 2 V (Gi)である場合）x`(e)xr(e) if  = e （が辺 e 2 E(Gi)である場合） (5.11)
としたとき，以下のように表現される．
PGi
i
(xi) = exp
24 X
2V (Gi)[E(Gi)
i

G(xi)  i(i)
35 (5.12)
i(i) = log
X
xi2f0;1gMiN
exp
24 X
2V (Gi)[E(Gi)
i

G(xi)
35 (5.13)
最後に，グラフ Gb 上で定義される平衡確率分布 PGb (x) (x = (xv)v2V (Gb) ) は，自然パラ
メータ  = ()2V (Gb)[E(Gb) を


= i

if 9i 2 f1;    ; Zg; 9 2 V (Gb) [ E(Gb);  =  (5.14)
としたとき，以下のように表現される．
PGb

(x) =
ZY
i=1
PGi
i
(xi) (5.15)
今，グラフGa上で定義される平衡確率分布 PGa 2 M(Ga) が一つ与えられているとする．
このとき，PGa 2 M(Ga) からM(Gb)への e-射影 qGb 2 M(Gb) が持つ自然パラメータ
 = (

)2V (Gb)[E(Gb) はどのような条件式を満たすのか？
以上の内容までが問題設定となっている．以下では，この問題設定を与える意義を述べ
る．元のグラフGaから全ての辺を取り除いたグラフをGc = (V (Ga); ;)とした時，分布族
M(Gc),M(Gb),M(Ga) に関して以下の包含関係が成立する．
M(Gc) M(Gb) M(Ga) (5.16)
上記の包含関係より，以下の不等式が成立する．
min
P
Gb

2M(Gb)
D(PGb

kPGa )  min
PGc
h
2M(Gc)
D(PGc
h
kPGa ) (5.17)
ここで，分布 qGb

, qGc
h
をそれぞれ
qGb

= arg min
P
Gb

2M(Gb)
D(PGb

kPGa ) (5.18)
qGc
h
= arg min
PGc
h
2M(Gc)
D(PGc
h
kPGa ) (5.19)
とする．このとき，ボルツマンマシンにおける平均場近似とは，元の平衡確率分布 PGa 2
M(Ga) に対して，分布 qGch 2M(Gc) で近似する手法であった．さらに 4:2節では，平均場
近似により導出される近似分布 qGc
h
2 M(Gc)は，PGa 2 M(Ga) からM(Gc) への e-射影
であることを示した．4:2節とほぼ同様の議論により，(5:18)式を満たす分布 qGb

2M(Gb)
は PGa 2M(Ga) からM(Gb) への e-射影となることも示せる．従って，上記の問題設定の
下で導出される e-射影は，平均場近似により導出される近似分布よりも近似精度が高い分布
であることが期待される．
25
第 5 章 クラスター型模型への近似
5.3 e-射影点が満たす条件式の導出
この節では，5:2節の問題設定を考慮した上で，e-射影点が満たす条件式の同値変形を行っ
ていく．まず，集合 U を
U := V (Gb) [ E(Gb) (5.20)
と定義する．このとき，PGa 2 M(Ga) からM(Gb) への e-射影 qGb 2 M(Gb) は以下の条
件 (5:21)を満たす．
8 2 U; @D(q
Gb

kPGa )
@
 = 0 (5.21)
但し，D(k)はKullback-Leiblerダイバージェンスである．また，3章の条件式 (3:3), (3:4)
より，以下の等式が成り立つ．
8 2 U; @q
Gb

(x)
@
 = q
Gb

(x)
 
@ log qGb

(x)
@

!
; E
q
Gb

"
@ log qGb

(x)
@

#
= 0 (5.22)
上記等式を用いて，(5:21)式の左辺について計算すると
@D(qGb

kPGa )
@
 =
@
@

X
x2f0;1gMN
qGb

(x)

log qGb

(x)  logPGa (x)

=
X
x2f0;1gMN
 
@qGb

(x)
@

!
log qGb

(x)  logPGa (x)

+
X
x2f0;1gMN
qGb

(x)
 
@ log qGb

(x)
@

!
=
X
x2f0;1gMN
qGb

(x)
 
@ log qGb

(x)
@

!
log qGb

(x)  logPGa (x)

+ E
q
Gb

"
@ log qGb

(x)
@

#
= E
q
Gb

"
log qGb

(x)  logPGa (x)
 @ log qGb

(x)
@

!#
(5.23)
となる．この計算結果を用いると，e-射影の条件式 (5:21)は以下と同値となる．
8 2 U; E
q
Gb

"
log qGb

(x)  logPGa (x)
 @ log qGb

(x)
@

!#
= 0 (5.24)
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次に，5:1節で導入したカット Ci (1  i  Z   1)を用いると，log qGb (x)  logP
Ga
 (x) は
log qGb

(x)  logPGa (x) =
ZX
i=1
log qGi
i
(xi)  logPGa (x)
=
ZX
i=1
X
2V (Gi)[E(Gi)
(i
   )G(xi)
 
Z 1X
i=1
X
e2Ci
eFe(x) 
ZX
i=1
i(i) + 	()
=
X
2U
(
   )F(x) 
Z 1X
i=1
X
e2Ci
eFe(x)
 
ZX
i=1
i(i) + 	() (5.25)
となる．この計算結果を (5:24)式へ代入すると，(5:24)式は以下の (5:26)式と同値となる．
8 2 U; E
q
Gb

248<:X
2U
(
   )F(x)
9=;
 
@ log qGb

(x)
@

!35
= E
q
Gb

240@Z 1X
i=1
X
e2Ci
eFe(x)
1A @ log qGb (x)
@

!35 (5.26)
ただし，(5:26)式を導出する際に，以下の条件式 (5:27)が成立することを用いた．
8i 2 f1;    ; Zg
E
q
Gb

"
i(i)
 
@ log qGb

(x)
@

!#
= 0; E
q
Gb

"
	()
 
@ log qGb

(x)
@

!#
= 0 (5.27)
次に，(5:26)式の右辺と左辺の式変形を行う．分布 qGb

のFisher計量 g;

qGb


(;  2 U)
と期待値パラメータ () ( 2 U) はそれぞれ
g;

qGb


:= E
q
Gb

" 
@ log qGb

(x)
@

! 
@ log qGb

(x)
@

!#
(5.28)
() := EqGb

[F(x)] (5.29)
で定義される．さらに，8qGb

2M(Gb) に対して，以下の性質が成り立つ．
8 2 U; @ log q
Gb

(x)
@
 = F(x)  () (5.30)
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(5:26)式の右辺を計算すると
E
q
Gb

240@Z 1X
i=1
X
e2Ci
eFe(x)
1A @ log qGb (x)
@

!35
=
Z 1X
i=1
X
e2Ci
eE
q
Gb

"
Fe(x)
 
@ log qGb

(x)
@

!#
=
Z 1X
i=1
X
e2Ci
eE
q
Gb

"
x`(e)xr(e)
 
@ log qGb

(x)
@

!#
=
Z 1X
i=1
X
e2Ci
eE
q
Gb

" 
@ log qGb

(x)
@
`(e)
+ `(e)()
! 
@ log qGb

(x)
@
r(e)
+ r(e)()
! 
@ log qGb

(x)
@

!#
"
* 8 2 U; @ log q
Gb

(x)
@
 = F(x)  ()
#
=
Z 1X
i=1
X
e2Ci
e

E
q
Gb

" 
@ log qGb

(x)
@
`(e)
! 
@ log qGb

(x)
@
r(e)
! 
@ log qGb

(x)
@

!#
:::::::::::::::::::::::::::::::::::::::::::::::::::::1
0
+ r(e)()EqGb

" 
@ log qGb

(x)
@
`(e)
! 
@ log qGb

(x)
@

!#
+ `(e)()EqGb

" 
@ log qGb

(x)
@
r(e)
! 
@ log qGb

(x)
@

!#
+ `(e)()r(e)()EqGb

"
@ log qGb

(x)
@

#
:::::::::::::::::: 2
0

=
Z 1X
i=1
X
e2Ci
e
n
r(e)()g;`(e)

qGb


+ `(e)()g;r(e)

qGb

o
= g;

qGb


y (5.31)
となる．ただし，最後の等式中の y ( 2 U)は補助的な変数であり，以下のように場合分け
される．
y =
8>>>>><>>>>>:
e r(e)() if
9e 2 C; 8f 2 C;  = `(e) ^  6= r(f)
e `(e)() if
9e 2 C; 8f 2 C;  = r(e) ^  6= `(f)
er(e)() + 
f`(f)() if
9e; f 2 C;  = `(e) = r(f)
0 oterwise
(5.32)
また，1, 2の部分が 0となる理由は，それぞれ以下の通りである．まず，条件式 (5:22)に
より，2部分は 0に等しくなる．次に，

@ log q
Gb

(x)
@
`(e)

,

@ log q
Gb

(x)
@
r(e)

,

@ log q
Gb

(x)
@


をそれ
ぞれ確率変数として見做す．このとき，

@ log q
Gb

(x)
@
`(e)

はカットされた辺 eの左側に位置す
るクラスターに関する確率変数である．一方で，

@ log q
Gb

(x)
@
r(e)

はカットされた辺 eの右側
に位置するクラスターに関する確率変数である．従って，

@ log q
Gb

(x)
@
`(e)

,

@ log q
Gb

(x)
@
r(e)

は必
ず統計的に独立となる．また，確率変数

@ log q
Gb

(x)
@


は，頂点 （もしくは辺 ）を含む
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クラスターに関する確率変数である．この節では，は任意に取っているため，1は以下の
ように場合分けされる．
E
q
Gb

" 
@ log qGb

(x)
@
`(e)
! 
@ log qGb

(x)
@
r(e)
! 
@ log qGb

(x)
@

!#
=
8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:
E
q
Gb

" 
@ log qGb

(x)
@
`(e)
!#
::::::::::::::::::::::
0
E
q
Gb

" 
@ log qGb

(x)
@
r(e)
! 
@ log qGb

(x)
@

!#
= 0
E
q
Gb

" 
@ log qGb

(x)
@
`(e)
! 
@ log qGb

(x)
@

!#
E
q
Gb

" 
@ log qGb

(x)
@
r(e)
!#
::::::::::::::::::::::
0
= 0
E
q
Gb

" 
@ log qGb

(x)
@
`(e)
!#
::::::::::::::::::::::
0
E
q
Gb

" 
@ log qGb

(x)
@
r(e)
!#
::::::::::::::::::::::
0
E
q
Gb

" 
@ log qGb

(x)
@

!#
::::::::::::::::::::::
0
= 0
(5.33)
(5.34)
(5.35)
条件式 (5:22)より，(5:33)～(5:35)式中の全ての波線部分は 0と等しくなる．従って，1は
0と等価である．
次に，(5:26)式の左辺を計算すると
E
q
Gb

248<:X
2U
(
   )F(x)
9=;
 
@ log qGb

(x)
@

!35
=
X
2U
(
   )E
q
Gb

"
F(x)
 
@ log qGb

(x)
@

!#
=
X
2U
(
   )E
q
Gb

" 
@ log qGb

(x)
@

+ ()
! 
@ log qGb

(x)
@

!#
=
X
2U
(
   )
8>>>><>>>>:EqGb
" 
@ log qGb

(x)
@

! 
@ log qGb

(x)
@

!#
+ ()EqGb

" 
@ log qGb

(x)
@

!#
::::::::::::::::::::::
0
9>>>>=>>>>;
=
X
2U
(
   )g;

qGb


= g;

qGb


z (5.36)
となる．ただし，最後の等式中の z (  2 U )は以下のように定義されているものとする．
z := 
    ( 8 2 U ) (5.37)
(5:26)式の右辺と左辺の式変形により，(5:26)式は以下の (5:38)式と同値となる．
8 2 U; g;

qGb


z = g;

qGb


y (5.38)
Fisher情報行列 g

qGb


=
h
g; 

qGb

i
; 2U
は正定値行列であるため,逆行列が存在する．
従って，両辺に左から逆行列をかけることで，(5:38)式はさらに
8 2 U; z = y (5.39)
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と同値であることがわかる．
以上の議論により，PGa 2 M(Ga) からM(Gb)への e-射影 qGb 2 M(Gb) が持つ自然パ
ラメータ  = ()2V (Gb)[E(Gb) は以下の条件式 (5:40)～(5:43)を満たす．


=
8>>>><>>>>:
 + er(e)() if
9e 2 C; 8f 2 C;  = `(e) ^  6= r(f)
 + e`(e)() if
9e 2 C; 8f 2 C;  = r(e) ^  6= `(f)
 + er(e)() + 
f`(f)() if
9e; f 2 C;  = `(e) = r(f)
 otherwise
(5:40)
(5:41)
(5:42)
(5:43)
条件式 (5:40)～(5:43)が意味するところは以下の通りである．まず (5:40)式は，クラスター
G1と列数が 2以上のクラスターGi (2  i  Z 1) に含まれる右端の素子のしきい値が満た
す条件式である．(5:41)式は，クラスターGZと列数が 2以上のクラスターGi (2  i  Z 1)
に含まれる左端の素子のしきい値が満たす条件式である．条件式 (5:42)は，列数が 1のクラ
スター Gi (2  i  Z   1) に含まれる素子のしきい値が満たす条件式である．そして，そ
の他のしきい値と結合定数は PGa 2M(Ga) が持つ自然パラメータ  = ()2V (Ga)[E(Ga)
の値をそのまま代入するという条件式が (5:43)式である．これらの条件式 (5:40)～(5:43)は，
Xingら [2]が示した一般化平均場方程式 (generalized mean eld equation)と等価となる（付
録.A参照）．
30
第6章 ビリーフプロパゲーションを用いたe-
射影点導出アルゴリズムについて
ビリーフプロパゲーションとは，ループのないグラフ上で定義される同時確率分布に関す
る周辺分布を高速で導出するための手法である．4章で紹介したクラスター型模型に含まれ
る各クラスターは，それぞれループのないグラフへと変形することが可能である．従って，
ビリーフプロパゲーションを用いることで，各クラスター上で定義される平衡確率分布に関
する周辺分布を高速で導出することができる．この章では，クラスター型模型をループのな
いグラフへと変形できることを示した後に，ビリーフプロパゲーションにより周辺分布がど
のように導出されるのかについて解説する．さらに，5章で導出した条件式 (5:40)～(5:43)
を満たす近似分布（e-射影点）を求めるための提案アルゴリズムについて述べる．
6.1 クラスターから一次元鎖への変形
図 6.1: クラスターの変形
この節では，図 6:1のクラスターGi をクラスター型模型に含まれるクラスターの一つと
して捉え，どのようにして図 6:1 のような一次元鎖Gi0へと変形されるのかについて述べる．
まず，クラスターGiの各頂点には，左上から順に 1から 2nまでの番号が割り振られてい
るとする．xi 2 f0; 1gを頂点 i (1  i  2n)の状態変数，hiを頂点 iのしきい値，wi;j (i < j)
を頂点 i, jの結合定数，x = (x1;    ; xn) をグラフ (a)のネットワークの状態とする．この
とき，クラスターGi上で定義されるボルツマンマシンの平衡確率分布 P (x) 2M(Gi) は以
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下のように記述される．
P (x) =
exp

2nP
i=1
hixi +
nP
i=1
w2i 1;2ix2i 1x2i +
2n 2P
i=1
wi;i+2xixi+2

P
x2f0;1g2n
exp

2nP
i=1
hixi +
nP
i=1
w2i 1;2ix2i 1x2i +
2n 2P
i=1
wi;i+2xixi+2
 (6.1)
この平衡確率分布 (6:1)は一次元鎖Gi0上でも定義することができる．まず，Gi0に含まれる各
頂点に対し，上から順に 10からn0が割り振られているとする．また，Gi0の頂点 i0 (1  i  n)
に関する状態変数 xi0 は以下のように表現されるものとする．
xi0 = (x2i 1; x2i) 2 f0; 1g2 (6.2)
すなわち，頂点 10; 20;    ; n0 はそれぞれクラスターGiに含まれる頂点 1と 2，3と 4，   ,
2n  1と 2nを一つの頂点へと代替させたものとして捉えることができる．さらに，一次元
鎖Gi0 内に記載されている i0;(i+1)0 (1  i  n  1)は隣接する二頂点の状態変数を変数とし
て持つ関数であり，10;20(x10 ; x20);    ; (n 1)0;n0(x(n 1)0 ; xn0) はそれぞれ以下のように定義
されているとする．
i0;(i+1)0(xi0 ; x(i+1)0)
:=
8>>><>>>:
2iP
j=2i 1
hjxj +
2iP
j=2i 1
wj;j+2xjxj+2 + w2i 1;2ix2i 1x2i if i 6= n  1
2nP
j=2n 3
hjxj +
2n 2P
j=2n 3
wj;j+2xjxj+2 +
nP
j=n 1
w2j 1;2jx2j 1x2j if i = n  1
(6.3)
一次元鎖Gi0 のネットワークの状態を
x0 = (x10 ;    ; xn0) (6.4)
としたとき，平衡確率分布 (6:1)は次のようにも表現される．
P (x0) =
exp

n 1P
i=1
i0;(i+1)0(xi0 ; x(i+1)0)

P
x10 ;  ; xn0
exp

n 1P
i=1
i0;(i+1)0(xi0 ; x(i+1)0)
 (6.5)
従って，クラスターGi，一次元鎖Gi0 のどちらを用いても同一の平衡確率分布を定義する
ことができるため，クラスターGiは一次元鎖Gi0 へと変形することが可能である．ここで
はクラスターの列数を 2とした場合を例として取り上げたが，列数を任意に指定したとして
も，関数 i0;(i+1)0 (1  i  n   1) を適切に設定することで一次元鎖へと変形すること可能
である．従って，クラスター型模型はループを含まないグラフへと変形することができる．
6.2 ビリーフプロパゲーション
この節では，前節の図 6:1の一次元鎖Gi0 上で定義される平衡確率分布 (6:5) を例として，
ビリーフプロパゲーションにより周辺分布がどのように導出されるのかについて解説する．
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平衡確率分布 (6:5) の変数 xi0 に関する周辺分布 P (xi0)は以下のように計算される．
P (xi0)
=
P
x0nxi0
exp
"
n 1P
j=1
j0;(j+1)0(xj0 ; x(j+1)0)
#
P
x10 ;  ; xn0
exp
"
n 1P
j=1
j0;(j+1)0(xj0 ; x(j+1)0)
#
=
P
x0nxi0
exp
"
i 1P
j=1
j0;(j+1)0(xj0 ; x(j+1)0)
#
 exp
"
n 1P
j=i
j0;(j+1)0(xj0 ; x(j+1)0)
#
P
xi0
P
x0nxi0
exp
"
i 1P
j=1
j0;(j+1)0(xj0 ; x(j+1)0)
#
 exp
"
n 1P
j=i
j0;(j+1)0(xj0 ; x(j+1)0)
#
=
 P
x10 ;  ; x(i 1)0
e
Pi 1
j=1 j0;(j+1)0 (xj0 ;x(j+1)0 )
! P
x(i+1)0 ;  ; xn0
e
Pn 1
j=i j0;(j+1)0 (xj0 ;x(j+1)0 )
!
P
xi0
 P
x10 ;  ; x(i 1)0
e
Pi 1
j=1 j0;(j+1)0 (xj0 ;x(j+1)0 )
! P
x(i+1)0 ;  ; xn0
e
Pn 1
j=i j0;(j+1)0 (xj0 ;x(j+1)0 )
!
=
P^Ti0 (xi0) P^Ui0 (xi0)P
xi0
P^Ti0 (xi0) P^Ui0 (xi0)
(6.6)
ただし，1, 2番目の等式中の
P
x0nxi0
は xi0 以外の x0の成分に関する総和を意味している．ま
た，P^Ti0 (xi0), P^Ui0 (xi0) はそれぞれ以下のように定義されているものとする．
P^Ti0 (xi0) :=
8>><>>:
P
x10 ;  ; x(i 1)0
exp
"
i 1P
j=1
j0;(j+1)0(xj0 ; x(j+1)0)
#
if i 6= 1
1 if i = 1
(6.7)
P^Ui0 (xi0) :=
8>><>>:
P
x(i+1)0 ;  ; xn0
exp
"
n 1P
j=i
j0;(j+1)0(xj0 ; x(j+1)0)
#
if i 6= n
1 if i = n
(6.8)
さらに，P^T(i+1)0 (x(i+1)0), P^U(i 1)0 (x(i 1)0) に関して，次の漸化式 (6:9), (6:10)が成立する．
P^T(i+1)0 (x(i+1)0) =
X
x10 ;  ; xi0
exp
24 iX
j=1
j0;(j+1)0(xj0 ; x(j+1)0)
35
=
X
xi0
0@ X
x10 ;  ; x(i 1)0
exp
24 i 1X
j=1
j0;(j+1)0(xj0 ; x(j+1)0)
351A  exp i0;(i+1)0(xi0 ; x(i+1)0)
=
X
xi0
P^Ti0 (xi0)  exp

i0;(i+1)0(xi0 ; x(i+1)0)

(6.9)
P^U(i 1)0 (x(i 1)0) =
X
xi0 ;  ; xn0
exp
24 n 1X
j=i 1
j0;(j+1)0(xj0 ; x(j+1)0)
35
=
X
xi0
0@ X
x(i+1)0 ;  ; xn0
exp
24n 1X
j=i
j0;(j+1)0(xj0 ; x(j+1)0)
351A exp (i 1)0;i0(x(i 1)0 ; xi0)
=
X
xi0
P^Ui0 (xi0)  exp

(i 1)0;i0(x(i 1)0 ; xi0)

(6.10)
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従って，一つ前のステップで導出した P^Ui0 (xi0), P^Ti0 (xi0) を用いることで，P^U(i 1)0 (x(i 1)0),
P^T(i+1)0 (x(i+1)0)を容易に導出することができる．漸化式 (6:9), (6:10)に従って P^T10 (x10),    , P^Tn0 (xn0),
P^Un0 (xn0),    , P^U10 (x10) を順々に導出し，得られた計算結果を (6:6)式に代入することで周
辺分布が求まる．このような計算手法に基づいて，周辺分布の導出を行う手法をビリーフプ
ロパゲーションと呼ぶ．
6.3 提案アルゴリズム
6:2節で述べたビリーフプロパゲーションを用いて，条件式 (5:40)～(5:43)を満たすよう
な近似分布（e-射影点）が求まるようなアルゴリズムとして，以下を提案した．
[ビリーフプロパゲーションを用いた e-射影点導出アルゴリズム]
[Initialize] : t = 0, h
(0)
v = hv (v 2 V (Gb)), w(0)e = we (e 2 E(Gb))
step.1 Z 個のクラスターの中からクラスターGiを任意に選ぶ．
step.2 クラスターGiと隣接するクラスターを一次元鎖へと変形し，ビリーフプロパ
ゲーションを用いて，一次元鎖の各頂点に関する周辺分布を導出する．
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step.3 step.2で導出した周辺分布を用いて，結合が切断された素子に関する期待値パラ
メータを導出する．
step.4 step.3で導出した期待値パラメータを用いて，クラスターGiの結合が切断され
た素子のしきい値を更新する．更新後の分布を qGb
(t+1)
とする．
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step.5 分布 qGb
(t+1)
に関するノルム (7:1)式を計算し，以下の条件式qGb(t+1)
 <  （は十分小さな正数） (6.11)
を満たすならばアルゴリズムを終了．でなければ，t = t+ 1として step.1へ
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この章では，6章で提案したアルゴリズムの挙動に関するシミュレーションを行う．また，
平均場近似により導出される近似分布よりも提案アルゴリズムにより導出される近似分布の
方が近似精度が高いこと．さらには，提案アルゴリズムの計算時間などについても計算機上
のシミュレーションで確認を行う．
7.1 実行環境と各種パラメータの設定について
本章におけるシミュレーションは,表 7:1に示す計算機環境で行った.
表 7.1: 計算機環境
OS Ubuntu Mate 16.04.3 LTS
CPU Intel(R) Core(TM) i7-5600U 2.60GHz
メモリ 8GB
使用言語 C言語
また，本章で行うシミュレーションでは，しきい値と結合定数は一様分布に従って生成され
る [0; 1]の値をランダムに設定している. さらに，提案アルゴリズムの step.5で用いている
パラメータ （十分小さな正数）は 10 6としている．
7.2 提案アルゴリズムの挙動に関するシミュレーション
7.2.1 シミュレーション内容
この節では，6章で提案したアルゴリズムを実行することで所望の近似分布が導出されるこ
とを計算機上のシミュレーションで確認する．提案アルゴリズムの目的は，格子模型Ga上で
定義される平衡確率分布PGa 2M(Ga)が一つ与えられている時に，この分布PGa 2M(Ga)
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から分布族M(Gb) への e-射影 qGb 2 M(Gb) を導出することであった．5:3節で e-射影点
qGb

2M(Gb)が満たす条件式として (5:40)～(5:43)式を導出しており,さらに，条件式 (5:43)
に関しては提案アルゴリズムの初期化部分 ( [Initialize] ) を実行することで必ず満たされる
ことが明らかである．従って，提案アルゴリズムにより導出される近似分布 qGb
^
2 M(Gb)
が e-射影の条件式 (5:40)～(5:42)を満たしていることを確認すれば，提案アルゴリズムは意
図したとおりに動作していると見做せる．本シミュレーションでは，提案アルゴリズムによ
り導出される近似分布 qGb
^
2M(Gb) が条件式 (5:40)～(5:42) をどの程度満たしているのか
を確認するための指標として，以下のノルムを導入する．qGb
^

=
X
e2C1
^`(e)   `(e) + e^r(e)(^)+ X
f2CZ 1
^r(f)   r(f) + f ^`(f)(^)
+
Z 1X
i=2 :Mi2
0@ X
e2Ci 1
^r(e)   r(e) + e^`(e)(^)+ X
f2Ci
^`(f)   `(f) + f ^r(f)(^)
1A
+
Z 1X
i=2 :Mi=1
X
(e;f)2Ci 1Ci
: r(e)=`(f)
^r(e)   r(e) + e^`(e)(^) + f ^r(f)(^) (7.1)
記号の濫用により，(7:1)式の意味するところが理解しにくいと思われるため，各記号の意
味を以下にまとめておく．
 Ci,Ci 1 : グラフGaに含まれる辺の中で，グラフGi (Gi 1)に含まれる頂点とグラ
フGi+1 (Gi)に含まれる頂点を結ぶ辺の集合（カット）
 `(e), r(e) : 辺 eの左側，右側の端点
 e : グラフGa上で定義されるボルツマンマシンの平衡確率分布 PGa 2M(Ga) に関
する自然パラメータであり，辺 eの端点の間の結合定数
 `(e), `(f) : グラフGa上で定義されるボルツマンマシンの平衡確率分布PGa 2M(Ga)
に関する自然パラメータであり，グラフGaをグラフGbのように分割す
る際に，結合が切断される辺 e, f の左側の頂点に関するしきい値
 r(e), r(f) : グラフGa上で定義されるボルツマンマシンの平衡確率分布PGa 2M(Ga)
に関する自然パラメータであり，グラフGaをグラフGbのように分割す
る際に，結合が切断される辺 e, f の右側の頂点に関するしきい値
 ^`(e), ^`(f) : 提案アルゴリズムにより導出される近似分布 qGb
^
2M(Gb) に関する自然
パラメータであり，グラフGaをグラフGbのように分割する際に，結合が
切断される辺 e, f の左側の頂点に関するしきい値
 ^r(e), ^r(f) : 提案アルゴリズムにより導出される近似分布 qGb
^
2M(Gb) に関する自然
パラメータであり，グラフGaをグラフGbのように分割する際に，結合が
切断される辺 e, f の右側の頂点に関するしきい値
 ^`(e)(^), ^`(f)(^) : 提案アルゴリズムにより導出される近似分布 qGb^ 2M(Gb) に関す
る期待値パラメータであり，グラフGaをグラフGbのように分割
する際に，結合が切断される辺 e, f の左側の頂点に関する期待値パ
ラメータ
38
7.2提案アルゴリズムの挙動に関するシミュレーション
 ^r(e)(^), ^r(f)(^) : 提案アルゴリズムにより導出される近似分布 qGb^ 2M(Gb) に関す
る期待値パラメータであり，グラフGaをグラフGbのように分割
する際に，結合が切断される辺 e, f の右側の頂点に関する期待値パ
ラメータ
(7:1)式の第一項目の絶対値の中身は，クラスター G1の右端の素子のしきい値に関する e-
射影の条件式 (5:40)の（左辺） （右辺）を表している．第二項目の絶対値の中身は，クラス
ターGZ の左端の素子のしきい値に関する e-射影の条件式 (5:41)の（左辺） （右辺）を表し
ている．第三項目の絶対値の中身は，列数が 2以上のクラスター Gi (2  i  Z   1)の左
端の素子のしきい値に関する e-射影の条件式 (5:41)の（左辺） （右辺）を表している．第
四項目の絶対値の中身は，列数が 2以上のクラスター Gi (2  i  Z   1)の右端の素子の
しきい値に関する e-射影の条件式 (5:40)の（左辺） （右辺）を表している．第五項目の絶
対値の中身は，列数が 1のクラスター Gi (2  i  Z   1)に含まれる素子のしきい値に関
する e-射影の条件式 (5:42)の（左辺） （右辺）を表している．従って，導出される近似分布
qGb
^
2M(Gb) が e-射影である場合，すべての項は 0となる．(7:1)式のノルムは定義の仕方
より，以下の条件式を満たす．
8qGb
^
2M(Gb);
qGb
^
  0 (7.2)qGb
^
 = 0() qGb
^
は PGa 2M(Ga)からM(Gb)への e-射影
従って，(7:1)式のノルムの値が小さいほど近似分布 qGb
^
2M(Gb)は e-射影点 qGb 2M(Gb)
に近いものとして解釈される．
7.2.2 結果と考察
表 7.2: 提案アルゴリズムの挙動に関するシミュレーション
グラフGaのサイズ クラスターの個数 Z 各クラスターの列数
パターン 1 3 12 4 Mi = 3 (i = 1; 2; 3; 4)
パターン 2 10 60 15 Mi = 4 (1  i  15)
パターン 3 40 4 2 Mi = 2 (i = 1; 2)
パターン 4 100 4 2 Mi = 2 (i = 1; 2)
提案アルゴリズムの挙動を確かめるために，表 7:2に記載されている 4パターンに関して
それぞれシミュレーションを行った．パターン 1からパターン 4に対する結果のグラフ・表
はそれぞれ以下の通りである．
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更新回数 t ノルム (7:1)式の値
0 7:1
1 2:7 10 1
2 1:8 10 3
3 2:0 10 5
4 2:5 10 7
5 3:3 10 9
図 7.1: パターン 1に関する結果
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更新回数 t ノルム (7:1)式の値
0 115:5
1 4:5
2 2:0 10 2
3 1:4 10 4
4 1:5 10 6
5 2:2 10 8
図 7.2: パターン 2に関する結果
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更新回数 t ノルム (7:1)式の値
0 39:5
1 1:7
2 9:6 10 3
3 7:8 10 5
4 7:8 10 7
5 8:8 10 9
図 7.3: パターン 3に関する結果
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更新回数 t ノルム (7:1)式の値
0 95:5
1 3:9
2 1:5 10 2
3 7:5 10 5
4 4:4 10 7
5 3:1 10 9
図 7.4: パターン 4に関する結果
全てのパターンに対して，提案アルゴリズムを進めていくことでノルム (7:1)式の値が指
数関数的に 0に近づいていることが分かる．従って，提案アルゴリズムは PGa 2M(Ga) か
らM(Gb) への e-射影 qGb 2M(Gb) を導出するアルゴリズムとして，上手く機能している
と解釈される．
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7.3 平均場近似と提案アルゴリズムの精度比較に関するシミュレー
ション
7.3.1 シミュレーション内容
図 7.5: 格子模型Ga，クラスター型模型Gb
図 7.6: 結合が存在しないグラフGc
この節では，格子模型Gaのサイズ（行数列数），クラスター型模型Gbに含まれるク
ラスターの個数 Z，各クラスターの列数をそれぞれ表 7:3 のように設定し，各設定の下で，
提案アルゴリズムにより導出される近似分布 qGb
^
2 M(Gb) と平均場近似により導出され
る近似分布 qGc
h
2M(Gc) の精度の比較を行った．また，本シミュレーションでは，提案ア
ルゴリズムと平均場近似により導出される近似分布 qGb
^
2 M(Gb) , qGch 2 M(Gc) の精度
を比較するための指標として, Kullback-LeiblerダイバージェンスD(kPGa ) を用いた（但
し，PGa は格子模型 Ga 上で定義されるボルツマンマシンの平衡確率分布である）. この
Kullback-Leiblerダイバージェンスの値が小さいほど，元の平衡確率分布 PGa 2M(Ga) の
近似分布として精度が高いと見做される．
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7.3.2 結果と考察
表 7.3: 平均場近似と提案アルゴリズムの精度比較
グラフGaのサイズ クラスターの個数 Z 各クラスターの列数 D(qGb
^
kPGa ) D(qGch kP
Ga
 )
2 Mi = 3 (i = 1; 2) 1:6 10 3
3 6 3 Mi = 2 (i = 1; 2; 3) 1:4 10 2 5:9 10 2
6 Mi = 1 (1  i  6) 2:3 10 2
2 Mi = 4 (i = 1; 2) 6:0 10 3
3 8 4 Mi = 2 (i = 1; 2; 3; 4) 1:7 10 2 1:0 10 1
8 Mi = 1 (1  i  6) 6:9 10 2
2 Mi = 5 (i = 1; 2) 1:0 10 2
3 10 5 Mi = 2 (1  i  5) 2:2 10 2 9:2 10 2
10 Mi = 1 (1  i  10) 5:4 10 2
表 7:3は，格子模型 Ga のサイズ，クラスター型模型 Gb に含まれるクラスターの個数，
各クラスターの列数をそれぞれ変化させた時に，提案アルゴリズムにより導出される近似
分布 qGb
^
2 M(Gb) と平均場近似により導出される近似分布 qGch 2 M(Gc) の精度をまと
めた表である．すべてのパターンにおいて，提案アルゴリズムにより導出される近似分布
qGb
^
2 M(Gb) は，従来の平均場近似により導出される近似分布 qGch 2 M(Gc) よりも近似
精度が上であるという結果となった．また，格子模型Gaのサイズを固定し，クラスターの
個数Zを増加させた場合，近似分布 qGb
^
2M(Gb) の精度は徐々に落ちていることが確認で
きる．これは，クラスターの個数が増加していくにつれて，分布族M(Gb) の範囲が狭まっ
ていくことに起因している．
7.4 提案アルゴリズムの計算時間に関するシミュレーション
7.4.1 シミュレーション内容
各クラスターの列数と行数，クラスター型模型に含まれるクラスターの個数をそれぞれ増
やしていく場合に，提案アルゴリズムの計算時間がどのように増加していくのかについて，
計算機によるシミュレーションで確認をした．
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7.4.2 結果と考察
表 7.4: 各クラスターの列数の増加に伴う計算時間の変化
クラスターの個数 Z 各クラスターの行数 各クラスターの列数 計算時間 [ミリ秒]
2 3 Mi = 4 (i = 1; 2) 7
2 3 Mi = 5 (i = 1; 2) 29
2 3 Mi = 6 (i = 1; 2) 132
2 3 Mi = 7 (i = 1; 2) 402
2 3 Mi = 8 (i = 1; 2) 1:8 103
2 3 Mi = 9 (i = 1; 2) 7:6 103
2 3 Mi = 10 (i = 1; 2) 3:2 104
2 3 Mi = 11 (i = 1; 2) 1:1 105
2 3 Mi = 12 (i = 1; 2) 5:8 105
2 3 Mi = 13 (i = 1; 2) 1:9 106
2 3 Mi = 14 (i = 1; 2) 1:0 107
4 6 8 10 12 14
0.0
0.2
0.4
0.6
0.8
1.0
[
]
×107
図 7.7: 列数の増加に伴う計算時間の変化
表 7:4は，クラスターの個数，各クラスターの行数に関しては固定し，各クラスターの列
数を 1ずつ増やした場合の提案アルゴリズムの計算時間の増加具合を表したものである．図
7:7は横軸を各クラスターの列数Mi，縦軸を提案アルゴリズムの計算時間 [ミリ秒]とした
時のグラフを表している．図 7:7を見ると，アルゴリズムの計算時間は，各クラスターの列
数の増加に関して指数関数的に増加していることが分かる．このように計算時間が一気に増
加してしまう原因としては，提案アルゴリズムの step.2におけるビリーフプロパゲーション
の計算部分が挙げられる．
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図 7.8: クラスターから一次元鎖への変形
図 7:8は，クラスター型模型に含まれるクラスターGiから一次元鎖Gi0 への変形を表して
いる．ビリーフプロパゲーションでは，一次元鎖Gi0 の各頂点に関する周辺分布 (6:6)を導
出している．また，この周辺分布 (6:6)を計算するために必要な項は，(6:9), (6:10)式により
導出される．クラスターGiの列数が増加するにつれて，一次元鎖Gi0 に含まれる各頂点の
取りうる状態数は指数的に増加する．このとき，(6:9), (6:10)式の計算時間も指数的に増大
してしまう．このことから，図 7:7のような結果が得られたと考えられる．
表 7.5: 各クラスターの行数の増加に伴う計算時間の変化
クラスターの個数 Z 各クラスターの行数 各クラスターの列数 計算時間 [ミリ秒]
2 10 Mi = 4 (i = 1; 2) 27
2 20 Mi = 4 (i = 1; 2) 69
2 30 Mi = 4 (i = 1; 2) 90
2 40 Mi = 4 (i = 1; 2) 112
2 50 Mi = 4 (i = 1; 2) 141
2 60 Mi = 4 (i = 1; 2) 168
2 70 Mi = 4 (i = 1; 2) 197
2 80 Mi = 4 (i = 1; 2) 236
2 90 Mi = 4 (i = 1; 2) 273
2 100 Mi = 4 (i = 1; 2) 287
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図 7.9: 行数の増加に伴う計算時間の変化
表 7:5はクラスターの個数，各クラスターの列数に関しては固定し，各クラスターの行数
を 10ずつ増やした時の提案アルゴリズムの計算時間の増加具合を表したものである．図 7:9
は横軸を各クラスターの行数，縦軸を提案アルゴリズムの計算時間 [ミリ秒]とした場合のグ
ラフである．図 7:9を見ると，アルゴリズムの計算時間は，各クラスターの行数に関して線
形関数的に増加していることが分かる．表 7:4と比較して，表 7:5ではクラスター型模型の
サイズ（素子数）がかなり大きいものをシミュレーションの対象としている．しかし，アル
ゴリズムの計算時間は表 7:4と比べて，かなり少ない時間で済んでおり，計算機側での演算
の限界（オーバーフロー）などが生じない限り，行数をさらに大きくとっても現実的な時間
でアルゴリズムが終了すると考えられる．
表 7.6: クラスター数の増加に伴う計算時間の変化
クラスターの個数 Z 各クラスターの行数 各クラスターの列数 計算時間 [ミリ秒]
10 10 Mi = 2 (1  i  10) 7
20 10 Mi = 2 (1  i  20) 16
30 10 Mi = 2 (1  i  30) 24
40 10 Mi = 2 (1  i  40) 35
50 10 Mi = 2 (1  i  50) 51
60 10 Mi = 2 (1  i  60) 64
70 10 Mi = 2 (1  i  70) 68
80 10 Mi = 2 (1  i  80) 84
90 10 Mi = 2 (1  i  90) 89
100 10 Mi = 2 (1  i  100) 94
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図 7.10: クラスター数の増加に伴う計算時間を表したグラフ
表 7:6は各クラスターの行数・列数に関しては固定し，クラスターの個数を 10ずつ増や
した時の提案アルゴリズムの計算時間の増加具合を表したものである．図 7:10は横軸をク
ラスターの個数，縦軸を提案アルゴリズムの計算時間 [ミリ秒]とした場合のグラフである．
図 7:10を見ると，提案アルゴリズムの計算時間は，クラスターの個数に関して線形関数的
に増加していることがわかる．従って，元のボルツマンマシンのサイズが非常に大きい場合
に，クラスターの個数が非常に多いクラスター型模型を用いて提案アルゴリズムを実行する
ことで，近似分布を現実的な計算時間で導出することが可能となる．
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8.1 本論文の成果
本論文では，平均場近似の情報幾何学的な仕組みをベースにしつつ，平均場近似の精度を
向上させるために，クラスター型模型というモデルを導入した．そして，格子模型型のボル
ツマンマシンの平衡確率分布から部分空間（クラスター型模型上で定義される平衡確率分布
を要素とする分布族）への e-射影が満たす条件式を導出し，この条件式を満たす近似分布を
数値計算で導出するためのアルゴリズムを提案した．その後，提案したアルゴリズムにより
導出される近似分布が e-射影の条件式を満たすこと，提案アルゴリズムにより導出される近
似分布は平均場近似により導出される近似分布よりも近似精度が高いことを計算機によるシ
ミュレーションで確認した．
さらに，提案アルゴリズムの計算量オーダーを確かめるために，クラスター型模型に含ま
れるクラスターの個数Z，各クラスターの列数（縦のサイズ）M1～MZ，各クラスターの行
数（横のサイズ）N をそれぞれ増加させたときのアルゴリズムの処理時間を計測した．シ
ミュレーションの結果，各クラスターの列数M1～MZ の中の最大値を M^ としたとき，提案
アルゴリズムの計算量オーダーはO(ZN2M^ ) であることを確認できた．このことから，元
の格子模型型のボルツマンマシンのサイズが非常に大きい場合でも，クラスターの個数が非
常に多いクラスター型模型を与え，提案アルゴリズムを実行することで平均場近似よりも精
度の高い近似分布を現実的な計算時間で導出できると考えられる．
8.2 今後の課題
今後の課題は，ボルツマンマシンを量子系へと拡張させることである．本論文で扱ってい
るボルツマンマシンは，各素子が f0; 1gの 2状態を取りうるネットワークであった．それに
対し，量子系へと拡張させたボルツマンマシンでは，各素子が取りうる状態は密度行列で表
される．このとき，格子模型型のボルツマンマシンとクラスター型模型を量子系へと拡張さ
せた時の e-射影の条件式は，5章で導出したものと等価となる．従って，量子系に拡張させ
たボルツマンマシンに対しても，提案アルゴリズムのフレームワークをほとんど変えること
なく，適用することができると考えられる．
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本付録では，Xingらが導出した一般化平均場方程式 (generalized mean eld equation)と
本論文で導出した e-射影の条件式が結果的に等価となることを示す．
A.1 準備
この節では，一般化平均場方程式について簡潔に述べるために，いくつかの概念を導入
する．
まず，頂点の集合を V とし，集合Aを以下のように定義する．
A := ffu; vg ju; v 2 V g (A.1)
このとき，頂点集合 V と部分集合 E  Aの組G = (V;E)を無向グラフと呼ぶ．以降の議
論で扱うグラフは全て無向グラフであり，グラフ Gに関する頂点集合を V (G)，辺集合を
E(G)として記述する．無向グラフG上で確率分布を定めるとき，頂点集合 V (G)に含まれ
る各頂点は確率変数として捉えられる．本付録では，無向グラフ上の頂点と確率変数との間
の対応関係を次のように定める．まず，頂点 v 2 V (G)に対応する確率変数を xv，部分集合
S  V (G)に含まれる頂点に対応する確率変数の集合を xS，無向グラフ上のすべて頂点に
関する確率変数の集合を x = xV とする．
グラフGの頂点集合 V (G)に対する分割（クラスタリング）
C = fC1;    ; CIg (A.2)
が与えられているとする．このとき，クラスタリング Cに含まれる要素 Ci (1  i  I)のこ
とをクラスターと呼ぶ．部分集合 S  V (G)に含まれる任意の 2頂点に対して，それらを接
続する辺がE(G)に含まれるとき，Sをクリークと呼ぶ．グラフG上のすべてのクリークの
集合を
D = fD1;    ; DKg (A.3)
とする．さらに，クラスター Ciの境界に位置するクリークの集合を
Bi := fD 2 D jD \ Ci 6= ;; D * Cig (A.4)
と定義する．クラスターの境界に位置するクリークとは，複数のクラスターと共通部分を持
つクリークのことである．以下の図 A:1は，クラスター Ci, C`, Ck の境界に位置するクリー
クD を表している．
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図 A.1: クラスターの境界に位置するクリーク
次に，クラスターのマルコフブランケット (Markov blanket)を以下で定義する．
定義 1 (クラスターのマルコフブランケット)
無向グラフGと頂点集合 V (G)の分割
C = fC1;    ; CIg (A.5)
が与えられているとする．このとき，クラスター CiのマルコフブランケットMBiとは，他
のクラスター Cj (j 6= i)に含まれる頂点の中で，クラスター Ciに含まれる頂点と隣接してい
る頂点の集合である．例えば，以下の図A:2 のような無向グラフGとクラスタリング Cが
与えられている場合，クラスター CiのマルコフブランケットMBiは
MBi = f3; 4; 5; 6g (A.6)
となる．
図 A.2: ４個のクラスターに分割されている無向グラフ
無向グラフ上で定められる確率分布は，指数型分布族に含まれる分布の形式（ここでは，
指数型表現と呼ぶ）で記述することができる．ここで，無向グラフ上の確率分布の指数型表
現を以下のように定義する．
定義 2 (無向グラフ上の確率分布の指数型表現)
無向グラフ上のすべてのクリークの集合をD, 各クリーク上で定義されるポテンシャル関数
の集合を
 = f j 2 Dg (A.7)
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とする．さらに，ポテンシャル関数と同じ添字で表されるパラメータ集合を
 = f j 2 Dg (A.8)
とおく．このとき，無向グラフ上で定められる確率分布 p(x)は，以下の形式で表現される．
p(x) = exp
"X
2D
(xD) A()
#
(A.9)
(A:9)式を無向グラフ上の確率分布の指数型表現と呼ぶ．ただし，A()は
A() = log
 X
x
exp
"X
2D
(xD)
#!
(A.10)
としている．
次に，一般化平均場方程式を理解する上で重要な定義 3～5を以下で導入する．
定義 3 (クラスター因子分解可能なポテンシャル関数)
クリークD上のポテンシャル関数 (xD )が以下の形式で表現されるとき，ポテンシャル
関数 (xD )はクラスター因子分解可能 (cluster-factorizable)であるという．
(xD ) = F(i(xD\Ci);    ; j (xD\Cj )) (A.11)
ただし，(A:11)式中の i(xD\Ci) は，クリークD とクラスター Ci の共通部分に関する
ポテンシャル関数を表している．また，関数 F()は，与えられた引数の積もしくは和の形
式で表現される関数である．
定義 4 (平均場因子 (mean eld factor))
クラスター因子分解可能なポテンシャル関数 (xD ) に対して，クリークD と共通部分
を持つクラスターの添字集合を I とおく．さらに，ポテンシャル関数 (xD )は以下のポ
テンシャル関数
i(xCi\D ) (i 2 I) (A.12)
を因子として持つとする．このとき，平均場因子 fi は，以下のように定義される．
fi := fi(xCi\D ) := hi(xCi\D )iqi (i 2 I) (A.13)
ここで，hiqi は，クラスター Ciに関する周辺分布 qiによる期待値である．
定義 5 (一般化平均場 (generalized mean eld))
無向グラフGの頂点集合 V (G)に関する分割（クラスタリング）
C = fC1;    ; CIg (A.14)
が与えられているとする．このとき，クラスター Cj の一般化平均場 Fj は，以下で定義さ
れる．
Fj := ffi : D 2 Bj ; i 2 I; i 6= jg (A.15)
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A.2 一般化平均場方程式
Xingらが導出した一般化平均場方程式は以下のとおりである．
定理 1 (一般化平均場方程式に関する定理)
無向グラフG上で定められる確率分布 p(x)と，頂点集合 V (G)に関する分割
C = fC1;    ; CIg (A.16)
が与えられているとする．もし，クラスターの境界に位置するすべてのポテンシャル関数が
クラスター因子分解可能であるとき，確率分布 p(x)への一般化平均場近似により導出され
る近似分布 qGMF (x)は，以下の形式で表現される．
qGMF (x) =
Y
Ci2C
qGMFi (xCi) (A.17)
ただし，qGMFi (xCi)はクラスター Ciに関する周辺分布であり，以下の条件式を満たす．
8i (1  i  I); qGMFi (xCi) = p(xCi j Fi ) (A.18)
条件式 (A:18)のことを一般化平均場方程式と呼ぶ．
A.3 本論文との関係性
図 A.3: N 行M 列格子模型とクラスター型模型
図A.3は，5章で導入したN 行M 列格子模型Gaとクラスター型模型Gbを表している．
Xingらの論文中の記号を用いると，クラスター型模型Gbは，グラフGaにクラスタリング
C = fC1;    ; CZg

8i; Ci = V (Gi)

(A.19)
が与えられた時の状況と捉えることができる．さらに，5:2節でのポテンシャル関数の定義
より，クラスターの境界に位置するすべてのポテンシャル関数はクラスター因子分解可能
である．従って，5:2節で導入した問題設定において，定理 1を適用することが可能である．
このとき，一般化平均場方程式 (A:18)の右辺は，ボルツマンマシン Gaの平衡確率分布に
関する条件付き周辺分布 PGa (xijFi) となる．本研究では，ボルツマンマシンGaの平衡確
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率分布 PGa 2 M(Ga) に対する近似分布として，PGa 2 M(Ga) からM(Gb)への e-射影
qGb

2 M(Gb) を用いている．さらに 5:3節では，この e-射影が満たす条件式として，以下
の (5:40)～(5:43)式を導出した．


=
8>>>><>>>>:
 + er(e)() if
9e 2 C; 8f 2 C;  = `(e) ^  6= r(f)
 + e`(e)() if
9e 2 C; 8f 2 C;  = r(e) ^  6= `(f)
 + er(e)() + 
f`(f)() if
9e; f 2 C;  = `(e) = r(f)
 otherwise
(5:40)
(5:41)
(5:42)
(5:43)
一般化平均場方程式 (A:18)と e-射影の条件式 (5:40)～(5:43) が等価であることを示すため
には，e-射影 qGb

2M(Gb)に関する周辺分布 qGii 2M(Gi)と条件付き周辺分布P
Ga
 (xijFi)
が等しいことを確認すれば良い．ゆえに，以降の議論では周辺分布 qGi
i
2M(Gi) と条件付
き周辺分布 PGa (xijFi) が等しいことを示してゆく．
まず，以降の計算式を簡潔にするために，集合G(i),Li,Ri を以下のように定義する．
G(i) := V (Gi) [ E(Gi) (A.20)
Li := fv 2 V (Gi) j 9e 2 Ci; v = `(e)g (A.21)
Ri := fv 2 V (Gi+1) j 9e 2 Ci; v = r(e)g (A.22)
G(i)はグラフGiに含まれる頂点と辺を要素とする集合，Liはカット Ciに含まれる辺 eの
左側の頂点 `(e)を要素とする集合，Riはカット Ciに含まれる辺 eの右側の頂点 r(e)を要
素とする集合としている．このとき，e-射影 qGb

2M(Gb) に関する周辺分布 qGii 2M(Gi)
は以下のように式変形される（ただし，ここではクラスターGiの列数は 2以上の場合を想
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定している）．
qGi
i
(xi)
= exp
24 X
2G(i)
i

G(xi)  i(i)
35
=
1
exp

i(i)
  exp
24 X
2G(i)
i

G(xi)
35
=
1
exp

i(i)
  exp
24 X
2G(i)n(Li[Ri 1)
i

G(xi) +
X
2Li
i

G(xi) +
X
2Ri 1
i

G(xi)
35
=
1
exp

i(i)
  exp
24 X
2G(i)n(Li[Ri 1)
G(xi)
35 exp
24X
e2Ci
i
`(e)
G`(e)(xi)
35
 exp
24 X
e2Ci 1
i
r(e)
Gr(e)(xi)
35
=
1
exp

i(i)
  exp
24 X
2G(i)n(Li[Ri 1)
G(xi)
35
 exp
24X
e2Ci

`(e) + er(e)(i+1)

G`(e)(xi)
35
 exp
24 X
e2Ci 1

r(e) + e`(e)(i 1)

Gr(e)(xi)
35
=
1
exp

i(i)
  exp
24 X
2G(i)
G(xi)
35 exp
24X
e2Ci
er(e)(i+1)G`(e)(xi)
35
 exp
24 X
e2Ci 1
e`(e)(i 1)Gr(e)(xi)
35
=
exp
" P
2G(i)
G(xi) +
P
e2Ci
er(e)(i+1)G`(e)(xi) +
P
e2Ci 1
e`(e)(i 1)Gr(e)(xi)
#
P
xi
exp
" P
2G(i)
G(xi) +
P
e2Ci
er(e)(i+1)G`(e)(xi) +
P
e2Ci 1
e`(e)(i 1)Gr(e)(xi)
#
(A.23)
上記の式変形において，4番目の等号では条件式 (5:43)，5番目の等号では条件式 (5:40); (5:41)
を用いている．
次に，条件付き周辺分布 PGa (xijFi) の導出を行う．まず，格子模型型のボルツマンマシ
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ンGaの平衡確率分布 PGa (x) を以下のように式変形する．
PGa (x) = P
Ga
 (x1;    ; xZ)
= exp
24 X
2G(a)
F(x) 	()
35
=
1
exp [	()]
 exp
24 X
2G(a)
F(x)
35
=
1
exp [	()]
 exp
24 X
2G(i)
G(xi)
35 exp
24X
e2Ci
eFe(x)
35 exp
24 X
e2Ci 1
eFe(x)
35
 exp
24 X
2G(a)n(Ci[Ci 1[G(i))
F(x)
35
=
1
exp [	()]
 exp
24 X
2G(i)
G(xi)
35 exp
24X
e2Ci
eG`(e)(xi)Gr(e)(xi+1)
35
 exp
24 X
e2Ci 1
eG`(e)(xi 1)Gr(e)(xi)
35 exp
24 X
2G(a)n(Ci[Ci 1[G(i))
F(x)
35 (A.24)
(A:24)式中のポテンシャル関数Gr(e)(xi+1),G`(e)(xi 1) を平均場因子（期待値パラメータ）
へと置き換えたときの条件付き分布 PGa (x1;    ; xZ jFi ) は
PGa (x1;    ; xZ jFi )
=
1
exp [	()]
 exp
24 X
2G(i)
G(xi)
35 exp
24X
e2Ci
eG`(e)(xi)r(e)(i+1)
35
 exp
24 X
e2Ci 1
e`(e)(i 1)Gr(e)(xi)
35 exp
24 X
2G(a)n(Ci[Ci 1[G(i))
F(x)
35
:::::::::::::::::::::::::::::::::
1
(A.25)
となる．このとき，(A:25)式中の exp [	()] は以下のように記述される．
exp [	()]
=
X
x1;  ; xZ
 
exp
24 X
2G(i)
G(xi)
35 exp
24X
e2Ci
eG`(e)(xi)r(e)(i+1)
35
 exp
24 X
e2Ci 1
e`(e)(i 1)Gr(e)(xi)
35 exp
24 X
2G(a)n(Ci[Ci 1[G(i))
F(x)
35
:::::::::::::::::::::::::::::::::
1
!
(A.26)
(A:25), (A:26)式中の 1は変数 xiを含まない項である．従って，(A:25)式は以下のように
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記述し直せる．
PGa (x1;    ; xzjFi)
=
exp
" P
2G(i)
G(xi) +
P
e2Ci
eG`(e)(xi)r(e)(i+1) +
P
e2Ci 1
e`(e)(i 1)Gr(e)(xi)
#
P
xi
exp
" P
2G(i)
G(xi) +
P
e2Ci
eG`(e)(xi)r(e)(i+1) +
P
e2Ci 1
e`(e)(i 1)Gr(e)(xi)
#

exp
" P
2G(a)n(Ci[Ci 1[G(i))
F(x)
#
P
xnxi
exp
" P
2G(a)n(Ci[Ci 1[G(i))
F(x)
# (A.27)
ただし，(A:27)式中の
P
xnxi
は，状態変数 xi以外の全ての状態変数 xj (j 6= i)に関する総和
を意味している．また，条件付き周辺分布 PGa (xijFi) は以下の等式を満たす．
PGa (xijFi) =
X
xnxi
PGa (x1;    ; xZ jFi) (A.28)
(A:28)式を用いることで，PGa (xijFi) は以下のように式変形される．
PGa (xijFi) =
X
xnxi
PGa (x1;    ; xZ jFi)
=
exp
" P
2G(i)
G(xi) +
P
e2Ci
eG`(e)(xi)r(e)(i+1) +
P
e2Ci 1
e`(e)(i 1)Gr(e)(xi)
#
P
xi
exp
" P
2G(i)
G(xi) +
P
e2Ci
eG`(e)(xi)r(e)(i+1) +
P
e2Ci 1
e`(e)(i 1)Gr(e)(xi)
#

P
xnxi
exp
" P
2G(a)n(Ci[Ci 1[G(i))
F(x)
#
P
xnxi
exp
" P
2G(a)n(Ci[Ci 1[G(i))
F(x)
#
=
exp
" P
2G(i)
G(xi) +
P
e2Ci
eG`(e)(xi)r(e)(i+1) +
P
e2Ci 1
e`(e)(i 1)Gr(e)(xi)
#
P
xi
exp
" P
2G(i)
G(xi) +
P
e2Ci
eG`(e)(xi)r(e)(i+1) +
P
e2Ci 1
e`(e)(i 1)Gr(e)(xi)
#
(A.29)
(A:23), (A:29)式より，周辺分布 qGi
i
2 M(Gi) と条件付き周辺分布 PGa (xijFi) は等しい．
また，クラスターGiの列数が 1の場合も同様の手順で示せる．ゆえに，本論文で導出した
e-射影の条件式 (5:40)～(5:43)は，Xingらが導出した一般化平均場方程式 (A:18)と等価で
ある．
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本付録では，提案アルゴリズムの情報幾何学的解釈と収束性について解説する．
B.1 提案アルゴリズム
まず，カット Ci (1  i  Z   1)と和集合 C は以下のように定義されていた．
Ci := ffu; vg 2 E(Ga) ju 2 V (Gi); v 2 V (Gi+1)g (B.1)
C :=
Z[
i=1
Ci (B.2)
次に，集合 VB と Vi (1  i  Z)を以下のように定義する．
Vi := f`(e); r(f) j e 2 Ci; f 2 Ci 1g (B.3)
VB := f`(e); r(e) j e 2 Cg
 
=
Z[
i=1
Vi
!
(B.4)
ViはクラスターGiに含まれる頂点の中で，結合が切断されている頂点の集合を表している．
ただし，
C0 = CZ = ; (B.5)
としている．
本研究では，e-射影を導出するアルゴリズムとして以下を提案した．
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[ビリーフプロパゲーションを用いた e-射影点導出アルゴリズム]
[Initialize] : t = 0, h
(0)
v = hv (v 2 V (Gb)), w(0)e = we (e 2 E(Gb))
step.1 Z 個のクラスターの中からクラスターGiを任意に選ぶ．
step.2 クラスターGiと隣接するクラスターを一次元鎖へと変形し，ビリーフプロパゲー
ションを用いて，一次元鎖の各頂点に関する周辺分布を導出する．
step.3 step.2で導出した周辺分布を用いて，結合が切断された素子に関する期待値パラメ
ータを導出する．
step.4 step.3で導出した期待値パラメータを用いて，クラスターGiの結合が切断された
素子のしきい値

h
(t)
v

v2Vi
を更新する．更新後の分布を qGb
(t+1)
とする．
step.5 分布 qGb
(t+1)
に関するノルム (7:1)式を計算し，以下の条件式qGb(t+1)
 <  （は十分小さな正数） (B.6)
を満たすならばアルゴリズムを終了．でなければ，t = t+ 1として step.1へ
B.2 提案アルゴリズムの情報幾何学的解釈
提案アルゴリズムの [Initialize]部分より，提案アルゴリズムは以下の分布族MVB M(Gb)
の中から最適な分布を導出するアルゴリズムであると考えられる．
MVB :=
n
qGb

 8 2 U nVB;  = o (U = V (Gb) [ E(Gb)) (B.7)
提案アルゴリズムの時刻 tにおけるMVB の要素 qGb(t) は以下のように記述される．
(t) =
 
1(t);    ; Z (t)

; qGb
(t)
(x) =
ZY
j=1
q
Gj
j(t)
(xj) (B.8)
x = (xv)v2V (Ga); xj = (xv)v2V (Gj)

ここで，Mi;t+1 MVB (1  i  Z)を以下で定義する．
Mi;t+1 :=
8<:qGb(t+1)(x) =
ZY
j=1
q
Gj
j(t+1)
(xj)
 8j 6= i; qGjj(t+1)(xj) = qGjj(t)(xj)
9=; (B.9)
=
8<:qGb(t+1)(x) =
ZY
j=1
q
Gj
j(t+1)
(xj)
 8j 6= i; j(t+1) = j(t)
9=; (B.10)
=
8<:qGb(t+1)(x) =
ZY
j=1
q
Gj
j(t+1)
(xj)
 8 2 VBnVi; (t+1) = (t)
9=; (B.11)
このとき，以下の補題が成立する．
補題 1 (クラスターGiの境界部分のしきい値更新と e-射影の関係)
クラスターGiのしきい値 h
(t)
v (v 2 Vi) を e-射影の条件式 (5:40)～(5:42)に従って更新させ
た時の分布 qGb
(t+1)
2Mi;t+1は，PGa 2M(Ga) からMi;t+1への e-射影である．すなわち，
8 2 Vi;
@D

qGb
(t+1)
PGa 
@
 = 0 (B.12)
が成立する．
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証明 1
任意の時刻 t  0において，以下が成立する．
log qGb
(t)
(x)  logPGa (x)
=
X
2U



(t)   

F(x) 
X
e2C
eFe(x) 
ZX
j=1
j

j(t)

+	()
=
X
2UnVB



(t)   

F(x) +
X
2VB



(t)   

F(x) 
X
e2C
eFe(x) 
ZX
j=1
j

j(t)

+	()
=
X
2VB



(t)   

F(x) 
X
e2C
eFe(x) 
ZX
j=1
j

j(t)

+	()
=
X
2VBnVi



(t)   

F(x) +
X
2Vi



(t)   

F(x) 
X
e2C
eFe(x)
 
ZX
j=1
j

j(t)

+	() (B.13)
1番目の等式は，(5:25)式そのものである．また，qGb
(t)
は分布族MVB の要素であるため，2
番目の等式中の第 1項目は 0となる．次に，(B.12)式の左辺を計算すると，
@D(qGb
(t+1)
kPGa )
@

= E
q
Gb
(t+1)
24log qGb
(t+1)
(x)  logPGa (x)
0@@ log qGb(t+1)(x)
@

1A35
=
X
2VBnVi



(t+1)   

E
q
Gb
(t+1)
h
F(x)
n
F(x)  (t+1)
 
(t+1)
oi
+ E
q
Gb
(t+1)
248<:X
2Vi



(t+1)   

F(x)
9=;nF(x)  (t+1)  (t+1)o
35
 
X
e2C
eE
q
Gb
(t+1)
h
Fe(x)
n
F(x)  (t+1)
 
(t+1)
oi
=
X
2VBnVi



(t)   
n
(t)
 
(t)

(t+1)
 
(t+1)
  (t)  (t) (t+1)  (t+1)o
+ E
q
Gb
(t+1)
248<:X
2Vi



(t+1)   

F(x)
9=;nF(x)  (t+1)  (t+1)o
35
 
X
e2C
eE
q
Gb
(t+1)
h
Fe(x)
n
F(x)  (t+1)
 
(t+1)
oi
= E
q
Gb
(t+1)
248<:X
2Vi



(t+1)   

F(x)
9=;nF(x)  (t+1)  (t+1)o
35
 
X
e2C
eE
q
Gb
(t+1)
h
Fe(x)
n
F(x)  (t+1)
 
(t+1)
oi
(B.14)
となる．1番目の等式は (5:23)式そのものである．2番目の等式は (B.13), (5:27), (5:30)式
を用いている．以降では，(i) i = 1, (ii) i = Z, (iii) 1 < i < Z の場合に分けて (B.14)式の
右辺を式変形していく．
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(i) i = 1の場合（クラスターG1に関する更新）
(B.14)式の右辺
= E
q
Gb
(t+1)
240@X
e2C1
e
(t)
r(e)
 
(t)

F`(e)(x)
1AnF(x)  (t+1)  (t+1)o
35
 
X
e2C1
eE
q
Gb
(t+1)
h
Fe(x)
n
F(x)  (t+1)
 
(t+1)
oi
 
X
e2CnC1
eE
q
Gb
(t+1)
h
Fe(x)
n
F(x)  (t+1)
 
(t+1)
oi
=
X
e2C1
e
(t)
r(e)
 
(t)
(
E
q
Gb
(t+1)

F`(e)(x)F(x)
  E
q
Gb
(t+1)

F`(e)(x)

(t+1)
 
(t+1)
)
 
X
e2C1
e
(t)
r(e)
 
(t)
(
E
q
Gb
(t+1)

F`(e)(x)F(x)
  E
q
Gb
(t+1)

F`(e)(x)

(t+1)
 
(t+1)
)
 
X
e2CnC1
e
n

(t)
`(e)
 
(t)


(t)
r(e)
 
(t)

(t+1)
 
(t+1)
  (t)`(e)  (t) (t)r(e)  (t) (t+1)  (t+1)o
= 0 (B.15)
1番目の等式は e-射影の条件式 (5:40)を用いている．
(ii) i = Z の場合（クラスターGZ に関する更新）
(B.14)式の右辺
= E
q
Gb
(t+1)
248<: X
e2CZ 1
e
(t)
`(e)
 
(t)

Fr(e)(x)
9=;nF(x)  (t+1)  (t+1)o
35
 
X
e2CZ 1
eE
q
Gb
(t+1)
h
F`(e)(x)Fr(e)(x)
n
F(x)  (t+1)
 
(t+1)
oi
 
X
e2CnCZ 1
eE
q
Gb
(t+1)
h
F`(e)(x)Fr(e)(x)
n
F(x)  (t+1)
 
(t+1)
oi
=
X
e2CZ 1
e
(t)
`(e)
 
(t)
(
E
q
Gb
(t+1)

Fr(e)(x)F(x)
  E
q
Gb
(t+1)

Fr(e)(x)

(t+1)
 
(t+1)
)
 
X
e2CZ 1
e
(t)
`(e)
 
(t)
(
E
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1番目の等式は，e-射影の条件式 (5:41)を用いている．
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(iii) 1 < i < Z の場合
(B.14)式の右辺
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1番目の等式は，e-射影の条件式 (5:40), (5:41)を用いている．また，クラスターGi (1 < i < Z)
の列数が 1の場合でも，(B.14)式の右辺は 0となる．
(i)～(iii)より，8Vi  VB; 8 2 Vi に対して (B.12)が成立する．（証明終）
例えば，t時点の分布 qGb
(t)
2MVB からクラスターG1，クラスターG2，クラスターG3の
順に結合が切断されたしきい値を更新していく場合，提案アルゴリズムの幾何学的イメージ
は以下の図 B:4のように表現される．
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図 B.4: 提案アルゴリズムの幾何学的イメージ
B.3 提案アルゴリズムの収束性
提案アルゴリズムについて，以下の補題が成立する．
補題 2 (Kullback-Leiblerダイバージェンスに関するピタゴラス型の等式)
8t; 8i (1  i  Z)に対して，以下の等式が成立する．
qGb
(t)
; qGb
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D

qGb
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PGa  = DqGb(t+1)
PGa +DqGb(t)
qGb(t+1)

(B.18)
ただし，D(k)はKullback-Leiblerダイバージェンスとしている．
証明 2
まず (B.18)式の左辺を計算すると，
(B:18)式の左辺
=
X
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となる．また，2番目の等式は (B.13)式を用いている．次に，D

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となる．(B.20), (B.21)式より (B.18)式の右辺は
(B.18)式の右辺
=
X
2VBnVi



(t)   

(t)
 
(t)

+
X
2Vi



(t+1)   


(t+1)

 
(t+1)

+
X
2Vi



(t)   (t+1)


(t)

 
(t)
 X
e2C
e(t+1)e
 
(t+1)
  ZX
j=1
j

j(t)

+	() (B.22)
となる．(B.19), (B.22)式より，(B.18)式の左辺  (B.18)式の右辺は
(B.18)式の左辺  (B.18)式の右辺
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(B.23)
となる．ここで，補題 1の証明のときと同様に，(i) i = 1, (ii) i = Z, (iii) 1 < i < Z の場合
分けを考えたときの (B.23)式の右辺の値を計算していく．
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(i) i = 1の場合
(B.23)式の右辺
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(ii) i = Z の場合
(B.23)式の右辺
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(iii) 1 < i < Z の場合
(B.23)式の右辺
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(i)～(iii)より，(B.18)式は成立する．（証明終）
また，Kullback-Leiblerダイバージェンスの非負性より，
D

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 qGb(t+1)

 0 (B.27)
となるため，以下の不等式が成立する．
8t; D

qGb
(t)
PGa   DqGb(t+1)
PGa  (B.28)
従って，提案アルゴリズムはKullback-Leiblerダイバージェンス D


PGa MVB を単調
減少させるアルゴリズムであるため収束する．
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