An interpolation theorem holds for many standard modal logics, but first order S5 is a prominent example of a logic for which it fails. In this paper it is shown that a first order S5 interpolation theorem can be proved provided the logic is extended to contain propositional quantifiers. A proper statement of the result involves some subtleties, but this is the essence of it.
Introduction
While an interpolation theorem can be proved for many first order modal logics, S5 is a notable exception, [5] . One might naturally suspect that if more machinery were available to build interpolant candidates, an interpolation theorem could be obtained. This is the route taken in [2] , for instance, where world-designating propositional variables are added. Propositional quantifiers can be seen as a limited, but natural, second order construct, and they also provide what is needed. This will be shown by a method based on a tableau proof procedure.
In a modal setting, propositional quantification is not as straightforward as one might think at first. I'll begin by reviewing a little of what is known about propositional quantifiers in a purely propositional settingthere seems to be no study of them in a first order context. I give a tableau system for proving first order modal formulas involving propositional quantifiers. Demonstrating completeness of this system brings in machinery originally developed for higher type classical logic. Then I properly state the interpolation theorem, and give its constructive proof.
Propositional Quantification Background
Propositional quantifiers have never become quite mainstream, but still they have a history that threads its way through the entire of modern logic. Bertrand Russell [13] , for instance, used them to define disjunction and negation from implication; the disjunction of p and q is taken to be: " 'p implies s' and 'q implies s' together imply s, whatever s may be." Classically, adding propositional quantifiers to propositional logic obviously leaves things decidable, since one can think of them as ranging over true and false, and apply a truth table analysis. They do, however, raise the complexity of satisfiability from NP complete to P-space complete [15] .
Adding propositional quantifiers to propositional modal logics is much trickier. There are actually at least two different versions, because there are two notions of frames.
1. Most commonly, a modal frame is a structure G, R , with G a set of possible worlds, and R an accessibility relation. In such a setting, propositions are arbitrary subsets of G, and propositional quantifiers range over these subsets. Such frames are sometimes called second order frames, by analogy with "true" second order classical models. They are also said to supply the primary interpretation of propositional quantifiers. The resulting propositionally quantified modal logics are commonly denoted S4π+, S5π+, and so on.
2. Defining frames as above leads to several problems. Most notably, the fit between Kripke semantics and algebraic semantics is not satisfactory [10, Chapter 1] . To get around this, a generalized notion of frame was introduced in [17] . In this version, a frame is a structure G, R, P , where G and R are as before, and P is a designated collection of subsets of G called propositions, required to be closed under natural operations corresponding to the construction of formulas from simpler formulas. A model based on this kind of frame is required to assign members of P as values for propositional letters. The closure conditions on P then ensure that the set of possible worlds at which any formula is true is a member of P. Frames of this kind are sometimes called first order frames, and are analogous to Henkin models for classical second order logic. They are also said to supply the secondary interpretation of propositional quantifiers. If propositionally quantified modal logics are based on such frames, with propositional quantifiers restricted to range over members of P, the logics are commonly denoted S4π, S5π, and so on.
If one adds straightforward axioms for propositional quantifiers to the customary modal proof machinery, one can prove completeness results with respect to first order frames [3, 4] . Quite reasonable tableau rules work well too. That is, S4π, S5π, and so on, have natural proof procedures. This is more-or-less what one would expect.
Second order frames, however, are more problematic. Fine and Kripke showed S4π+, and several other propositionally quantified modal logics, are recursively isomorphic to full second order classical logic (unpublished, but a weaker version is in [4] ). On the other hand, S5π+ is decidable! This is due to [4, 11] -perhaps the easiest way to see it is to observe that S5π+ embeds in monadic second order classical logic, and this itself is decidable, [1] . Also, S5π+ can be axiomatized [11, 4] by adding the following to S5π:
There is also a logic, S5π−, corresponding to a semantics in which no closure conditions are imposed on the collection P of propositions in a frame G, R, P . It too has been axiomatized, in [4] .
Syntax and Semantics
As was noted in the previous section, more than one version of propositional quantification is available for propositional S5. In addition, first order quantification can be constant domain or varying domain. Consequently it is necessary to be quite precise about the semantics of the logics that will be used in this paper. And since propositional quantifiers are somewhat unfamiliar, syntax must be specified as well. To keep things simple, I do not include constant or function symbols in the language. The language will be called L. If R is an n-place relation symbol, and x 1 , . . . , x n are first order variables, R(x 1 , . . . , x n ) is an atomic formula of L, with x 1 , . . . , x n as free variable occurrences. If X is a propositional variable, it also is an atomic formula of L, with X as a free variable occurrence. Finally ⊥ and are atomic formulas of L, with no free variable occurrences.
Formulas of L are built up from atomic formulas using propositional connectives and modal operators, as usual, together with the following.
If Φ is a formula of L and α is a variable, either propositional or first order, then (∀α)Φ and (∃α)Φ are formulas of L, with free variable occurrences those of Φ except for occurrences of α.
This completes the specification of syntax of L. For semantics, I'll eventually give several versions, and I'll begin now with the most general one. As is well-known, propositional S5 semantics can be formulated with an accessibility relation that is an equivalence relation, or with no explicit accessibility relation, in effect taking every world as accessible from each. These are trivially interchangeable, since the later version amounts to working with one equivalence class of a model according to the former version. I'll use the version without an explicit accessibility relation, to keep things simple. Note that first order quantification is taken to be constant domain. 1. G is a non-empty set-the possible worlds.
2. D is a non-empty set-the domain over which first order variables range.
3. P is a non-empty collection of subsets of G-the domain over which propositional variables range. (Members of P are called the propositions of the model.)
4. I is a mapping, assigning to each n-place relation symbol and each possible world some n-place relation on D.
is a mapping v such that:
If α is a variable, first order or propositional, valuation w is an α-variant of valuation v if w agrees with v on all variables except possibly α.
Now the key notion of truth in a model. The notation used is M, Γ v Φ, which should be read: formula Φ of L is true at possible world Γ of model M, with respect to valuation v.
Definition 3.4
Let M = G, D, P, I be a QS5π− model, let Γ ∈ G, and let v be a valuation.
For an atomic formula of the form
2. For an atomic formula of the form X, where X is a propositional variable:
and similarly for the other propositional connectives.
and similarly for ♦.
6. For a variable α, either propositional or first order, M, Γ v (∀α)Φ ⇔ M, Γ w Φ for every α-variant w of v, and similarly for ∃.
Note that an α-variant of a valuation must be another valuation, and valuations are required to assign members of P to propositional variables. It follows that item 6 has the effect of making propositional quantifiers range over members of P.
Definition 3.5 Let M = G, D, P, I
be a QS5π− model. An atom is a member of P that is not empty, but has no non-empty proper subset that is a member of P. Now two stronger notions of model are defined. The first condition says that formulas should determine propositions. The second requires this, and also that there be lots of atoms. 
2.
M is a QS5π+ model if it is a QS5π model, and every possible world belongs to an atom. That is, for each Γ ∈ G there is some atom A ∈ P such that Γ ∈ A.
There is an obvious parallel between S5π and QS5π that seems to be lost when moving to S5π+ and QS5π+. In S5π+ models, the set of propositions is the entire powerset of the set of worlds, but in QS5π+ models this need not be the case. However, it was shown in [4] that S5π+ had the same theory as the propositional logic characterized by a semantics imposing the propositional analog of part 2 of the definition above. In this paper, the condition concerning atoms is more useful than a full powerset condition.
There is a simple result concerning atoms that will play a fundamental role later on.
Lemma 3.7 Suppose
Proof Assume the hypothesis, and suppose Γ,
it is a QS5π model, and so S ∈ P. Clearly S ⊆ v(X). S = ∅ since Γ ∈ S. But also, ∆ ∈ S, so S is a proper subset of v(X), which means v(X) is not an atom.
A classical logic model is specified by giving a domain and an interpretation, and these can be chosen essentially arbitrarily. The situation is similar with a QS5π− model: G, D, P, and I can be specified more-or-less arbitrarily. But whether the result is a QS5π, or QS5π+ model is not, in general, easy to determine. One case in which it is obvious is when P consists of all subsets of G. In such a case, atoms are just singleton sets. 
Statement of Results
Now that the semantics has been defined, it is possible to properly state the results of this paper. A few are quite straightforward, and arguments for them are given here. The rest will occupy the remainder of the paper.
Suppose we denote by QS5 the usual constant domain first order version of S5 (without propositional variables or quantifiers). If M is a QS5π− model and we ignore its collection P of propositions, we get a QS5 model M . And clearly, formulas not having propositional variables will evaluate the same in M and in M . This tells us that QS5π− extends QS5. Also, if M is a QS5 model and we adjoin the full powerset of the set of possible worlds as the set P of propositions, we get a QS5π− model (in fact, a QS5π+ one), and again formulas without propositional variables will evaluate the same in M and in M . This tells us QS5π− is a conservative extension of QS5. Here is a proper statement. 
It is easy to check that Atom is valid in a QS5π model M if and only if M is a QS5π+ model. To say it is true at a world amounts to saying there is a proposition, X, that is true there, and is an atom. The requirement that X be an atom is expressed by saying any proposition, Y , that is not empty (♦Y holds) and is a subset of X ( (Y ⊃ X) holds) cannot be a proper subset ( (X ⊃ Y ) also holds). Incidentally, Atom is equivalent to the simpler formula (∃X){X ∧ (∀Y )[♦(X ∧ Y ) ⊃ (X ⊃ Y )]}, and this could have been used instead. Once a QS5π tableau system is introduced, in Section 5, it is an interesting exercise to use it to prove this equivalence.
The observation that validity of Atom requires QS5 models to be QS5π+ models gives us the following, which allows us to use any proof procedure for QS5π to establish validity for QS5π+.
Theorem 4.4 A formula Φ of L is QS5π+ valid if and only if Atom
The remaining results require much more complex proofs. And finally the main Theorem of the paper, a kind of hybred interpolation theorem. 
Prefixed Tableaus
In this section I present simple prefixed tableau systems for QS5π− and QS5π. The basic piece of machinery is the prefixed formula, which is an expression of the form n.Φ, where n is a positive integer, called a prefix, and Φ is a formula. Intuitively, think of the prefix n as a "name" for a possible world, and n.Φ as an assertion that Φ is true at that world. Note that prefixes, while part of the tableau machinery, are not part of the formal language. Consequently they do not compound; that is, n.Φ is a prefixed formula if Φ is a formula, and not something built up from prefixed formulas. Incidentally, this use of 'external' names for possible worlds provides a direct connection with the methods of [2] .
A prefixed tableau is a tree, constructed using certain branch extension rules. A proof of Φ is a closed tableau, with 1.¬Φ at its root. Intuitively, a closed tableau represents an impossible situation. It was reached beginning with 1.¬Φ, which intuitively says ¬Φ can obtain at some possible world (the world named by 1). So a closed tableau says ¬Φ is impossible, hence Φ must be valid. Now, here are the formal definitions.
A tableau is closed if each branch is closed. A branch is closed if it contains n.Ψ and also n.¬Ψ, for some prefix n and some formula Ψ. Also, it is closed if it contains n.⊥.
Before stating the branch extension rules it is necessary to expand the formal language somewhat, for purposes of proof construction. A formula of L + that may contain parameters, but that contains no free variables of L will be called grounded.
Tableau proofs are of closed formulas of L, but in them grounded formulas of L + will appear. Parameters will be used to instantiate existential quantifiers, during the course of tableau proofs. Since parameters never occur bound, accidental capture of free variables by quantifiers is impossible.
One last thing before stating the tableau rules. Substitutions come up when dealing with quantifier rules, and some special terminology and notation is helpful.
Definition 5.2
A grounded substitution is a mapping from first order variables of L to first order parameters of L + , and from propositional variables of L to grounded formulas of L + . The action of a substitution is extended from variables to formulas in the usual way.
If the substitution σ maps the variable α to τ (either a first order parameter or a grounded formula), it turns a formula Φ into Φσ. Often this will be indicated by writing Φ as Φ(α), and Φσ as Φ(τ ). Now, here are the branch extension rules. Notice the newness condition for prefixes in the possibility rules. This implicitly treats ♦ as a kind of existential quantifier. Correspondingly, the necessity rules treat as a version of the universal quantifier. There are two versions of the rules, corresponding to QS5π− and QS5π. In the following, n is any prefix.
Conjunctive Rules
n.Φ ∧ Ψ n.Φ n.Ψ n.¬(Φ ∨ Ψ) n.¬Φ n.¬Ψ n.¬(Φ ⊃ Ψ) n.Φ n.¬Ψ Negation Rules n.¬¬Φ n.Φ n.¬ n.⊥ n.¬⊥ n.
Disjunctive Rules
n.Φ ∨ Ψ n.Φ n.Ψ n.¬(Φ ∧ Ψ) n.¬Φ n.¬Ψ n.Φ ⊃ Ψ n.¬Φ n.Ψ Possibility Rules If prefix k is new to the branch, n.♦Φ k.Φ n.¬ Φ k.¬Φ
Necessity Rules
If prefix k already occurs on the branch,
First Order Existential Rules
If first order parameter p is new to the branch,
Propositional Existential Rules If propositional parameter P is new to the branch,
First Order Universal Rules
If p is any first order parameter,
Propositional Universal Rules
QS5π− Rules If P is any propositional parameter,
Two tableau systems have been presented simultaneously, differing only in the branch extension rules for the propositional universal quantifier. If the QS5π− propositional universal rules are used, the tableau system is called the QS5π− system, and similarly for the QS5π system. Figure 1 shows a tableau proof in the QS5π− system, of the following closed formula, which is denoted F 0 for short.
An Example
In the tableau lines are numbered for reference. Lines 2 and 3 are from 1, 4 and 5 are from 2, and 6 and 7 are from 3 all by conjunctive rules; 8 is from 5 by an existential rule (p is a new parameter); 9 is from 4 by a universal rule; 10 is from 9 by a possibility rule (2 is a new prefix); 11 is from 6 by a necessity rule; 12 is from 11 by a universal rule; 13 is from 7 by a necessity rule; 14 is from 13 by a universal rule; 15 is from 8 by a necessity rule; 16 and 17 are from 10, and 18 and 19 are from 14, by disjunctive rules. Closure is by 16 and 18, 12 and 19, 15 and 17. 
Soundness and Completeness
Soundness for tableau systems is always shown by the same kind of argument. A notion of satisfiability for tableaus is defined, and the heart of a soundness proof lies in showing that the tableau rules preserve satisfiability. This is also how it is done here, and I omit details. Arguments of this kind can be found in [6, 7, 9] . Completeness for QS5π− also follows standard lines and once more I omit details, which again can be found in [6, 7, 9] Completeness for QS5π is not at all straightforward, and details of this argument are given in full here. The proof amounts to a simplified version of a higher type argument from [16, 12] . It breaks up naturally into several distinct steps, which are treated one-by-one, each in a separate subsection.
Throughout this entire section I'll be working with QS5π tableaus, so to keep terminology simple, any mention of tableaus refers to QS5π tableaus.
Maximal Consistency
Definition 7.1 Let S be a set of grounded, prefixed formulas.
1. S is inconsistent if there is a closed tableau beginning with some finite subset of S.
S is consistent if it is not inconsistent.
3. S is maximally consistent if it is consistent but no proper extension of it is consistent.
S is E-complete
if: (a) n.(∃x)Φ(x) ∈ S implies n.Φ(p) ∈ S for some first order parameter p, (b) n.¬(∀x)Φ(x) ∈ S implies n.¬Φ(p) ∈ S for some first order pa- rameter p, (c) n.(∃X)Φ(X) ∈ S implies n.Φ(P ) ∈ S for some propositional parameter P , (d) n.¬(∀X)Φ(X) ∈ S implies n.¬Φ(P ) ∈ S for some propositional parameter P , (e) n.♦Φ ∈ S implies k.Φ ∈ S for some prefix k, (f) n.¬ Φ ∈ S implies k.¬Φ ∈ S for some prefix k.
Proposition 7.2 Let S be a consistent set of grounded, prefixed formulas, such that S omits infinitely many propositional parameters, infinitely many first order parameters, and infinitely many prefixes. S can be extended to a maximal consistent, E-complete set of grounded, prefixed formulas.
Proof This is the usual argument, moved to a tableau setting. The set of grounded, prefixed formulas is countable; let Ψ 1 , Ψ 2 , Ψ 3 , . . . be an enumeration of all of them. Also, let β 1 , β 2 , β 3 , . . . be an enumeration of all parameters of both types. Now we construct a sequence of sets of formulas. Each set in the sequence will meet certain conditions: it is consistent, it omits infinitely many parameters of each type, and it omits infinitely many prefixes. Here is the construction. Let S 0 = S. Suppose S m has been defined, and the conditions are met.
2. If S m ∪ {Ψ m+1 } is consistent, and the prefixed formula Ψ m+1 does not involve an existentially quantified formula or the negation of a universally quantified formula, or a possible formula, or the negation of a necessary formula, let
, choose the first parameter β in the enumeration of parameters, of the same type as α, that does not appear in S m or in (∃α)Φ(α), and set
(c) if Ψ m+1 is n.♦Φ, choose the first integer k not appearing as a prefix in S m and different than n, and set
Finally, let S ∞ be S 0 ∪ S 1 ∪ S 2 ∪ . . . . I leave to you the easy verification that S ∞ will be consistent, E-complete, and maximal. 3. Disjunctive Cases.
Hintikka Sets
7. Necessity Cases.
(a) If n. Φ ∈ H then k.Φ ∈ H for every prefix k.
8. Possibility Cases.
(a) If n.♦Φ ∈ H then k.Φ ∈ H for some prefix k.
Now the following has a straightforward proof, which I omit.
Proposition 7.4 If S is a set of prefixed, grounded formulas that is maximal consistent and E-complete, S is a Hintikka set.
By combining this with Proposition 7.2, we have the following.
Corollary 7.5
If S is a finite set of prefixed, grounded formulas that is consistent, S can be extended to a Hintikka set.
Constructing a QS5π− model
Let H be a Hintikka set, fixed throughout this section. It will be used to construct a model. In the next section, the primary facts about this model will be proved.
Definition 7.6
An entity is a pair F, S , where F is a grounded formula and S is a set of prefixes (positive integers).
Loosely, we should think of an entity as coding a formula and the worlds of a model in which it could be true. Entities are independent of Hintikka sets, but the following notion brings them into the picture. Recall, the Hintikka set H is fixed for this section. Definition 7.7 A possible value is any entity F, S such that:
A possible extension is a set S of prefixes such that F, S is a possible value, for some formula F . 2. D is the set of first order parameters.
3. P is the set of possible extensions.
4. Let R be a k-place relation symbol.
The H-model is obviously a QS5π− model. In the next section its fundamental properties will be established. 
Facts about H-models
Proof The two items are shown simultaneously, by induction on the complexity of Φ. There are several cases, depending on the form of Φ. Here are a few representative ones.
Propositional Atomic Suppose Φ is X, where X is a propositional variable. Say v(X) = S and Xσ = F . Since σ is an associate of v, F, S is a possible value.
1. Suppose n.Xσ ∈ H, that is, n.F ∈ H. Since F, S is a possible value, n ∈ S. That is, n ∈ v(X), and so M, n v X by part 2 of Definition 3.4.
2. Suppose n.¬Xσ ∈ H. This time since F, S is a possible value, n ∈ S, so now M, n v X. R(x 1 , . . . , x k ), and say v(
First Order Atomic Suppose Φ is
x 1 ) = x 1 σ = p 1 , . . . , v(x k ) = x k σ = p k . 1. Suppose n.R(x 1 , . . . , x k )σ ∈ H, that is, n.R(p 1 , . . . , p k ) ∈ H. By definition, p 1 , . . . , p k ∈ I(R, n), and so M, n v R(x 1 , . . . , x k ). 2. Suppose n.¬R(x 1 , . . . , x k )σ ∈ H, that is, n.¬R(p 1 , . . . , p k ) ∈ H. By part 1 of Definition 7.3 of Hintikka set, n.R(p 1 , . . . , p k ) ∈ H. Then p 1 , . . . , p k ∈ I(R, n), and so M, n v R(x 1 , . . . , x k ).
Propositional Connectives
The inductive argument for these cases is routine, and is omitted.
Propositional Quantifier Suppose Φ is (∀X)Ψ(X), and the result is known for formulas of lower degree than Φ.
Suppose n.[(∀X)Ψ(X)]σ ∈ H. Let v be an arbitrary X-variant of v. If we show that M, n v Ψ(X), since v is arbitrary, it will follow that M, n v (∀X)Ψ(X).
Say v (X) = S. Since S ∈ P, S is a possible extension, so there is some grounded formula F such that F, S is a possible valuelet σ be the substitution that is like σ, except that Xσ = F . Clearly σ is an associate of v .
Since n.[(∀X)Ψ(X)]σ ∈ H, then n.[Ψ(F )]σ ∈ H, using part 5c of Definition 7.3. This is equivalent to n.[Ψ(X)]σ ∈ H.
Since Ψ(X) is of lower degree than (∀X)Ψ(X), the induction hypothesis applies, and so M, n v Ψ(X), which is what we wanted to show.
Suppose n.[¬(∀X)Ψ(X)]σ ∈ H. By part 6d of Definition 7.3, n.[¬Ψ(P )]σ ∈ H, for some propositional parameter P . Let σ be like σ, except that Xσ = P . Then n.[¬Ψ(X)]σ ∈ H.
Let S = {k | k.P ∈ H}. It is easy to see that P, S is a possible value. Let v be the X-variant of v such that v (X) = S.
Clearly σ is an associate of v . Since Ψ(X) is of lower degree than (∀x)Ψ(X), by the induction hypothesis, M, n v Ψ(X).
Since v is an X-variant of v, it follows that M, n v (∀X)Ψ(X).
First Order Quantifier This is a slight variation of the usual classical tableau argument, and is omitted.
Modal Operator Suppose Φ is Ψ, and the result is known for formulas of lower degree than Φ. 
Corollary 7.11 For any formula Φ of L, and for any valuation v in M, {n | M, n v Φ} ∈ P.
Proof Let the substitution σ be any associate of v. Then Φσ is a grounded formula of L + . For convenience let S = {n | M, n v Φ}. It will be shown that Φσ, S is a possible value, from which it follows that S is a possible extension, that is, S ∈ P. Suppose n.Φσ ∈ H. By Proposition 7.10, M, n v Φ, hence n ∈ S. Similarly if n.¬Φσ ∈ H, M, n v Φ, and so n ∈ S. This concludes the proof.
Completeness
All the pieces are in place to establish the hard part of Theorem 4.5.
Theorem 7.12 The QS5π tableau system is complete with respect to the QS5π semantics.
Proof As usual, it will be shown that an unprovable formula is not valid. Suppose Φ is a closed formula of L that has no QS5π tableau proof. That is, there is no closed tableau beginning with 1.¬Φ. Then {1.¬Φ} is consistent, and so can be extended to a Hintikka set H, by Corollary 7.5. Let M be the corresponding H-model, which is a QS5π− model by definition. Also, let v be any valuation, and let σ be any associate of v. Since Φ is closed, Φσ = Φ. Now by Proposition 7.10, since 1.¬Φ ∈ H, M, 1 v Φ, so Φ is not valid in M. Finally, by Corollary 7.11, M is actually a QS5π model.
Quasi-Interpolants
The interpolation theorem, Theorem 4.6, will be proved by showing how to extract an interpolant from a closed tableau. I'll follow the classical logic interpolation methodology of [8] , which is a variant of that in [14] . In a tableau proof of Φ ⊃ Ψ, one begins with the negation of the formula, which yields Φ and ¬Ψ. From here on I want to keep track of which tableau entries descend from Φ and which from Ψ. To do this I'll mark them by attaching an L (for left side of implication) or R (for right side). Technically, we proceed as follows.
A biased formula is either L(n.Φ) or R(n.Φ), where Φ is a grounded formula and n is a prefix. A biased tableau is one in which only biased formulas appear, and for which branch extension rules are modified by adding L's and R's in a transparent way. For instance, the conjunction rule
gives us the following two biased rules.
And similarly all the other tableau rules split into L versions and R versions. The closure conditions must also be modified: a branch is closed if it contains a syntactic contradiction, ignoring the L and R symbols. If Φ ⊃ Ψ has a QS5π− tableau proof, it can easily be converted into a closed, biased tableau beginning with L(1.Φ) and R(1.¬Ψ). Simply take the tableau proof of Φ ⊃ Ψ, drop the first line, which reads 1.¬(Φ ⊃ Ψ), attach L and R to the next two lines, getting L(1.Φ) and R(1.¬Ψ), and then continue the insertion of L and R downward through the tree, in the obvious way.
A quasi-interpolant (defined below) will be assigned to each finite set of biased formulas that can generate a closed biased tableau. If Φ ⊃ Ψ is a QS5π− valid closed formula, the set {L(1.Φ), R(1.¬Ψ)} must then have a quasi-interpolant. The last step is to convert this quasi-interpolant into a real interpolant for the formula Φ ⊃ Ψ.
In order to define the notion of a quasi-interpolant, we first introduce a distinguished family of propositional variables. Recall that Definition 3.5 requires that a QS5π+ model must have lots of atoms. A 1 , A 2 , A 3 , . . . be a new infinite list of propositional parameters. These will be called atom parameters. A valuation v in a QS5π+ model G, D, P, I is called atom respecting provided it assigns atoms in P to atom parameters.
Definition 8.1 Let
In effect, atom parameters will supply names for 'coherent' sets of possible worlds from inside the modal language. They are distinct from the propositional parameters we use to instantiate propositional existential quantifiers. Atom parameters will eventually be eliminated, of course, but they play a key role in the meantime, beginning with the following definitions. 
Definition 8.3 Let {L(i
} be a finite set of biased formulas. A quasi-interpolant for this set is a formula Ω meeting the following conditions.
1. The only free variables in Ω are parameters: first order parameters and propositional parameters, including atom parameters.
2. Every relation symbol or parameter that occurs in Ω must also occur in
Note: in the definition above, A in and A jn are the atom parameters actually having the indices shown, the prefixes of Φ n and Ψ n respectively.
Theorem 8.4
If there is a closed QS5π− tableau for
the set has a quasi-interpolant.
Proof The proof is constructive and is similar to the corresponding classical version. A quasi-interpolant is assigned directly to each closed tableau branch. Then, one by one, each tableau rule application is undone, and quasi-interpolants are produced for the resulting shorter branches based on those for the original longer ones. In this way, a quasi-interpolant is finally produced for the initial set.
I'll use the following notation: S int −→ Ω says that Ω is a quasi-interpolant for the set S of biased formulas. Throughout, I'll assume
I'll give rules for producing quasi-interpolants, and verify the correctness of several of the key ones.
Closed Branch Cases The rules are:
I'll verify the correctness of one of the rules above, (3); the other rules have a similar verification. All the parts of Definition 8.3 are immediate, except for item 4. I must show the Atom-QS5π+ validity of the following.
To show (8) it is enough to show the Atom-QS5π+ validity of (A n ⊃ ¬Φ) ∨ (A n ⊃ ¬¬Φ). Take a QS5π+ model M = G, D, P, I , a world Γ ∈ G, and an atom-respecting valuation v, and suppose the formula fails at Γ with respect to v.
and Λ ∈ v(A n ), so by Lemma 3.7, ∆ and Λ must agree on all formulas, contradicting the fact that they disagree on Φ.
Negation Cases I'll skip the verification for these.
Conjunctive Cases I'll only give rules for ∧-other connectives are similar. And again I'll skip the verification.
Disjunctive Cases
As above, I'll only give rules involving ∧. 
hold at every world of M since it is necessary at Γ, so ¬(Φ ∧ Ψ) must hold at every world of v(A n ). If ¬(Φ ∧ Ψ) holds at a world, either ¬Φ or ¬Ψ must obtain there, and by Lemma 3.7, members of v(A n ) cannot differ on formulas, so either ¬Φ or ¬Ψ holds at every world of v(A n )-say the first. It follows that A n ⊃ ¬Φ holds at every world of G, and so M, Γ v (A n ⊃ ¬Φ). Then by our assumptions, M, Γ v Θ, and hence trivially M, Γ v Θ ∨ Ω.
First Order Existential Cases I'll only give rules involving the negated universal quantifier, and I'll omit the straightforward verification. Let p be a first order parameter that does not occur in S or in ¬(∀x)ϕ(x).
Propositional Existential Cases
These are similar to the first order rules just given. Let P be a propositional parameter (not an atom parameter, of course) that does not occur in S or in ¬(∀X)ϕ(X).
First Order Universal Cases As above, I'll only give rules involving the universal quantifier itself, and omit those for the negated existential. Even so, there are four rules. In the following, p is a first order parameter, and Ω{p/z} is the result of replacing all occurrences of p in Ω with occurrences of the variable z, where it is assumed that z is a variable new to Ω. (The purpose of this replacement is to get around the restriction that parameters aren't quantified.)
if p does not occur in an R formula of S Note: if both (10) and (12) are applicable, p must not occur in either an L or an R formula of S, and hence it cannot occur in Ω either. Consequently (∀z)Ω{p/z} ≡ (∃z)Ω{p/z} since the quantification is vacuous.
I'll verify the soundness of (9) and (10) . Assume S ∪ {L(n.ϕ(p))} int −→ Ω. Then both of the following are Atom-QS5π+ valid:
and every relation symbol and parameter that occurs in Ω also occurs in
First, rule (9): assume p occurs in one of the sentences of
is Atom-QS5π+ valid. Also, all relation symbols and parameters of Ω occur in both
the only thing that might have been a problem was p, which appeared in ϕ(p) and does not appear in (∀x)ϕ(x). This causes no difficulties, however, since p is in one of {Φ 1 , . . . , Φ m }. Thus, Ω is an interpolant in this case.
Next, rule (10): assume p does not occur in {Φ 1 , . . . , Φ m }.
(∀z)Ω{p/z} ⊃ Ω is valid since Ω is just the result of instantiating z in Ω{p/z} with p. Consequently from (14) we have the Atom-QS5π+ validity of the following.
From (13) we get the Atom-QS5π+ validity of the following.
From this and the fact that p does not occur in Φ 1 , . . . , Φ m (nor obviously in A i 1 , . . . , A im either) follows the Atom-QS5π+ validity of the following.
[
And since we have constant domain models, (∀x) and commute, so we have the Atom-QS5π+ validity of the following.
Finally, all relation symbols and parameters of (∀z)Ω{p/z} also appear in Ω and hence in {A j 1 , . . . , A j k , Ψ 1 , . . . , Ψ k }. Also, the relation symbols and parameters of (∀z)Ω{p/z} are those of Ω except for p. The relation symbols and parameters of
of Ω, so the relation symbols and parameters of
We have thus verified that (∀z)Ω{p/z} is an interpolant for the conclusion of rule (10) .
Propositional Universal Cases Again, these are analogous to the first order rules above, and proof of their correctness is omitted. In the following, P is a propositional parameter that is not an atom parameter, and Ω{P/W } is the result of replacing all occurrences of P in Ω with occurrences of the variable W , which is new.
if P does not occur in an R formula of S Modal Possibility Cases I'll give rules for the necessity operator negated; the possibility operator has similar rules. Not surprisingly, these are related to those for the negated universal quantifier. In the following, the prefix n must not appear in S, and must be distinct from h.
I'll verify the soundness of (24) . Assume n does not occur in S, is different from h, and S ∪{L(n.¬Φ)} int −→ Ω. I'll show S ∪{L(h.¬ Φ)} int −→ Ω. We have that both of the following are Atom-QS5π+ valid.
Also every relation symbol and parameter that occurs in Ω also occurs in
We have that n does not occur in S, so none of A j 1 , . . . , A j k can be A n . Since every atom parameter of Ω must occur in 
Suppose M = G, D, P, I is a QS5π+ model, Γ ∈ G, and each of (
is true at Γ, with respect to atom respecting valuation v; I'll show Ω is also true at Γ.
v(A h ) is an atom, hence non-empty, so there are worlds at which A h is true. Since (A h ⊃ ¬Φ) is true at Γ, it follows that there are worlds at which ¬Φ is true, and hence {∆ ∈ G | M, ∆ v ¬Φ} = ∅. Since M is a QS5π+ model, there must be an atom, Q, that is a subset of this set. Let v be a valuation like v, except that v (A n ) is the set Q. Then v is another atom respecting valuation. Since n does not occur in S, each of (
is true at Γ with respect to valuation v as well. With respect to v , the formula A n ⊃ ¬Φ is true at worlds in v (A n ) because v (A n ) is a subset of Q and so ¬Φ is true throughout v (A n ). Also A n ⊃ ¬Φ is true at worlds not in v (A n ) because at such worlds A n will be false.
Before discussing the final cases, a definition is needed.
Definition 8.5
In the following abbreviation, Y is any propositional variable that is distinct from the propositional variable X.
The content of (29) 
Modal Necessity Cases
Once again, continuing earlier notation, I will use Ω{P/Q} to denote the result of replacing all occurrences of the atom parameter P in Ω with occurrences of the propositional variable Q, which is assumed to be new. (As before, this is to get around the fact that world parameters are not quantified.)
if n does not occur in an L formula of S
if n does not occur in an R formula of S Verifying soundness for these rules is much like it was for the corresponding first order quantifier cases. Rule (30) is the analog of quantifier rule (9) . Establishing soundness of (9) made essential use of the validity of (∀x)ϕ(x) ⊃ ϕ(p). What is needed now for the corresponding modal rule is a modal analog of that. It is:
This is an Atom-QS5π+ valid formula, and with it the argument for the soundness of (30) is straightforward. To establish validity of (34) suppose, in a QS5π+ model, that (A h ⊃ Φ) is true at some world Γ, with respect to an atom respecting valuation, v. Since A h is an atom parameter, v(A h ) is an atom and hence non-empty, say ∆ ∈ v(A h ). So A h is true at ∆. But A h ⊃ Φ must also be true at ∆ since it is necessary at Γ. Hence Φ is true at ∆, and consequently Φ is true at every world. But then A n ⊃ Φ is true at every world, and thus (A n ⊃ Φ) is true at Γ. The remaining steps concerning rule (30) are left to the reader. Finally I'll show soundness of rule (31). The other two rules are similar to the ones I discuss.
. By assumption, both of the following are Atom-QS5π+ valid.
Also every relation symbol or parameter that occurs in Ω occurs in
First, I'll show the Atom-QS5π+ validity of the following. [
Well, suppose otherwise. Say that for the model M, for some world Γ of it, and for some atom respecting valuation v we have
From (40), there must be a Q-variant v of v such that
By (41), v (Q) must be an atom. Let v be the A n variant of v such that v (A n ) = v (Q). Then v is another atom respecting valuation. By (42),
Now, Q was chosen to be a "new" propositional variable. And n does not occur in any L formula of S, so A n does not occur in any of (
. Then v and v agree on all the free variables of these formulas, so by (39),
, then at ∆ we have Φ, and hence Φ is true at every world with respect to v. Since Φ is a grounded formula, it cannot contain either A n or Q free, so v and v agree on the free variables of Φ. It follows that we have M, Γ v (A n ⊃ Φ). Now by (35) we have M, Γ v Ω, and this contradicts (43). Thus (38) has been shown.
The condition on relation symbol and parameter occurrences is straightforward to verify, and is left to the reader. This concludes the proof. Theorem 8.4 is not quite what we want, but it is almost there. In this section it is used to prove the main result, which I restate for convenience. Theorem 4.6 Let Φ and Ψ be closed formulas of L. If Φ ⊃ Ψ is QS5π− valid, then Φ ⊃ Ψ has an interpolant in QS5π+; that is, there is a closed formula Ω such that all relation symbols of Ω are common to Φ and Ψ, and both Φ ⊃ Ω and Ω ⊃ Ψ are QS5π+ valid.
The Interpolation Theorem
Proof Let Φ and Ψ be closed formulas of L such that Φ ⊃ Ψ is QS5π− valid. Then there is a proof of Φ ⊃ Ψ in the QS5π− tableau system, and so there will be a closed biased tableau for {L(1.Φ), R(1.¬Ψ)}. Then by Theorem 8.4, this set has a quasi-interpolant, call it Ω. By the various conditions for quasi-interpolants, we have the following. v (A 1 ) = S. Since Φ contains no propositional variables, Φ is true at the same worlds with respect to v that it is with respect to v. In particular, Φ is true at Γ with respect to v , and hence also at every member of S, by Lemma 3.7. Consequently A 1 ⊃ Φ is true at every member of S, with respect to v . Also, A 1 ⊃ Φ is true at every non-member of S, with respect to v , because A 1 will be false. Thus 
This concludes the proof
There are a few pertinent remarks to be made concerning the proof above. As is often the case, something stronger was actually shown, namely a version of the Craig-Lyndon theorem. That is, the interpolant Ω produced for a valid Φ ⊃ Ψ will not only have its relation symbols common to Φ and Ψ, but polarity will be respected as well: a relation symbol occurring positively in Ω will occur positively in Φ and Ψ, and similarly for negative occurrences.
The mechanism of Theorem 8.4 produces a quasi-interpolant for {L(1.Φ), R(1.¬Ψ)}-it may not be a true interpolant for Φ ⊃ Ψ because the atom parameter A 1 may occur in it. Essentially, the purpose of the argument in the present section is to eliminate such A 1 occurrences. But it may happen that a quasi-interpolant does not contain A 1 . If this is the case, it is easy to show the quasi-interpolant itself is the desired interpolant.
In Section 5 I gave an example of a tableau proof of an implication. The reader may find it helpful to apply to that tableau the methods given in this and the previous section. The quasi-interpolant produced is and since this does not contain occurrences of A 1 , it is an interpolant. Incidentally, it is not hard to see it is equivalent to ♦(∃x)A(x).
Conclusion
There are several topics worthy of further investigation, connected with the methods of this paper. At the end of the previous section, for instance, I noted that a certain formula with propositional quantifiers was equivalent to one without. Of course this cannot be the case in general, since an interpolation theorem is known to fail for QS5. Is there some way of recognizing which formulas admit elimination of propositional quantifiers and which do not? Is there some systematic procedure for eliminating them when possible?
The definition of QS5π+ that I gave had a semantic characterization using atoms, and there was a corresponding proof theory. A first order logic directly analogous to S5π+ can be characterized semantically, in which the set of propositions is required to be the powerset of the set of possible worlds. As was noted earlier, [4] showed that the two versions of the propositional semantics yielded the same logic. I do not believe this to be the case when first order machinery is added. In particular, I believe the full powerset version is not axiomatizable, but I have not proved this.
Finally, can a proper interpolation theorem be proved for QS5π+ itself. That is, if Φ ⊃ Ψ is QS5π+ valid, must there be an interpolant?
