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【Abstract】The states of resources are dynamic in grid. Only when the states of resources are known can resources be better managed and
scheduled. Since the change of resources has certain periodicity, a resource prediction model is proposed. The prediction mechanism can predict the
periodicity and the abnormality of the resource. It modifies the model of the prediction and gives better predictions by distinguishing between the
stability and instability of the states, periodical time and abnormal time.  
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假设用权值 Wij 来代表第 i 时刻第 j 个资源的状态，用
Cj 代表第 j 个资源计算能力的峰值，则第 i 时刻该资源的实
际计算能力为 Wij×Cj。用 W’ij 来代表对第 j 个资源在第 i 时
刻权值 Wij 的预测，用 Tij 代表第 i 时刻在资源 j 上执行的任务
量的大小，用 tij 代表第 i 时刻在资源 j 上执行它所分配任务
的完成时间，则 Wij=Tij/(tij×Cj)。用 n 代表资源的个数。本文
中的完成时间都是指任务从分配到完成之间所用的时间。 
2.1  模型的建立 
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态判断的影响。求得集合 Sa 里时刻的误差均方差为 
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其中，N 为集合 Sa 中时刻个数。当求得的 Rj<ra 时，其中，
ra 为给定的一个值，这里取 ra=0.05，就认为第 j 个资源的
预测模型为稳定状态，否则为不稳定状态。 








Ptij=1/(WijCj)-1/(W’ijCj)                     (3) 
其中，Ptij 为第 j 个资源在第 i 时刻单位任务的误差时间。对
第 i 时刻各个资源按照单位任务的误差时间 Ptij 进行排序，剔
除掉单位任务误差最大的 pb•n 个资源，余下的组成资源集合
Sb，其中 pb 同样是一个给定的百分比，这里取 pb=5%。 
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其中，Ati 为在第 i 时刻平均单位任务的误差时间。接着求得
集合 Sb 中资源的全局误差的均方差为 
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其中，N 为集合 Sb 中资源个数。如果 Rti/Ati<rb，rb 为给定
的值，这里取 rb=0.04，就认为第 i 时刻存在全局性的误差。
如果存在全局性的误差，得到一个修正权值 Wsij，Wsij=Ati/Cj；
如果不存在全局性的误差，则 Wsij=0。假设用 W’’ij 来代表把
第 i 个时刻当成周期性时刻进行预测得出的权值，则
|W’’ij-Wij-Wsij|为第 i 时刻第 j 个资源的周期性权值误差。 
算法 1 判断某个时刻是周期性时刻还是异常性时刻 
IF |W’’ij-Wij-Wsij|>rc 
 IF 前一个时刻周期性权值误差大于 rc 
   则这个时刻为异常性时刻    
 ELSE  
   这个时刻为周期性时刻  
ELSE  
IF 前一个时刻为周期性时刻 
   则这个时刻为周期性时刻 
 ELSE 
   IF 连续过去的 m 个时刻周期性权值误差小于 rc 
   则这个时刻为周期性时刻 
   ELSE 
   这个时刻为异常性时刻  
用算法 1 判断某个时刻是周期性时刻还是异常时刻，其














次的预测权值 W’以及实际权值 W 都参与到 BP 神经网络的训
练。在稳定状态下，为了使模型预测的权值能够进一步逼近
实际权值，首先要消除全局性的误差，然后只有在周期性时
刻的预测权值 W’和实际权值 W 参与 BP 神经网络的训练，这
样有效地避免了异常时刻的权值变化造成 BP 神经网络模型
的震荡，影响了进一步预测的准确性。 
2.2.2  BP 神经网络模型 
本文采用三层结构的 BP 神经网络模型，包括输入层、
隐层、输出层，各层的结点数分别初始化为：12, 6, 1。该 BP
神经网络模型中采用的激励函数为 Sigmoid 函数：
Sc(x)=1/(1+e-cx)。表达式中，常数 c 可以任意选定。本文取 c=1，
这 时 Sc(x) 就 可 以 化 简 为 Sc(x)=1/(1+e-x) ， 其 导 数 为
S(x)(1-S(x))。 
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其中，Okj 为第 k 层第 j 个单元的输出；Ikj 为第 k 层第 j 个单
元的输入；Wk-1,ki,j(t)为 k-1 层第 i 个单元与 k 层第 j 个单元之
间第 t 次的权值；S 为 Sigmoid 函数。对于 BP 神经网络每一
层的输入，本文按式(6)来计算输出。对每一次训练，按式(7)
和式(8)来修改权值。式(7)中的 η 为学习速率，α 为惯性。η
和 α 的取值对 BP 神经网络的收敛的速度和效果有很大的影
响。经过实验，本文取 η=1, α=0.5。 















2.4   预测算法 









     ELSE 是异常时刻 
  用异常性权值的方式进行预测 
3  实验结果 
图 1 为对资源权值进行预测的效果图，图 2 为对 100 个
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在误码率为 0.01 时，SOCW 较优于升余弦窗、升余弦窗和矩
形窗分别有约 0.5 dB, 1 dB 和 2 dB 的性能增益，而对于车载


















图 3  不同频偏时采用各接收窗的系统误码率比较 
3  结束语 
本文通过分析 ICI 功率和系统 BER，比较了不同窗函数
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