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Abstract 
Dropout, defined as the abandonment of a career before obtaining the corresponding degree, considering a significant time period 
to rule out the possibility of return. Higher education students´ dropout generates several issues that affect students and universities. 
The results obtained from the data provided by the Engineering departments of the University of Mumbai, in India, determine that 
the variables that best explain a student's dropout are the socioeconomic factors and the income score provided by the University 
Admission Test (UAT). According to the decision tree technique, it is concluded that the retention is 78.3%. The quality of the 
classifiers allows to ensure that their predictions are correct, with statistical levels of ROC curve are 76%, 75%, and 83% successful 
for Bayesian network classifiers, decision tree, and neural network respectively. 
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1. Introduction 
The most relevant studies in this discipline are those of [1] and [2]. [1] formulates a theoretical model that explains 
the processes of interaction between the individual and the institution, which determine the reasons for leaving the 
university and distinguish those processes that give rise to different forms of dropout behavior. The most important 
dimensions considered by this model are: pre-entry attributes, goals and commitments, institutional experiences, and 
personal and regulatory integration. [2] applies a work turnover model to the student dropout. The author points out 
that a student leaves the University not necessarily because of performance, either it is high or low, but because of 
other factors which are external to academics. The used variables are the academic factors, psychosocial factors, 
environmental factors, and socialization factors. It determines which are the most important variables that affect a 
college student decision to drop out higher education before obtaining the degree. 
The referred studies [3], [4], [5] determined that the variables that best explain this phenomenon are the score of 
the university admission test and the high school qualifications. While [6] reports that the determinants of university 
retention are recruitment and admission, academic services, curriculum and instruction, student services, and financial 
aid. These studies use classical statistical techniques to determine their results, without further digging into possible 
hidden patterns in the data, contributing with a different perspective to the dropout problem. 
This research establishes the importance of the variables that affect the university student´s decision to drop out by 
using data mining techniques, comparing them with the variables identified in the literature review. The correlation 
between the results obtained in this work and the literature is presented, with a retention of 77.93%, compared to 
75.3% reported by [7] for the period 2008-2012 in India. A study in [8] applies a similar method on a case in China 
showing retention percentages of 81.3% and 81% for J48 and BayesNet algorithms respectively. 
2. Method 
This work is developed with a descriptive approach for proving the following hypotheses by analyzing quantitative 
data: (i) The entry academic conditions (middle-school grades, knowledge, UAT score) of the student determine the 
dropout in the Engineering degree at the University of Mumbai; and (ii) The student's socio-economic conditions 
determine the decision to drop out of the university studies in Engineering. This research considers dropout in a 
significant time period for a student to decide to resume higher education studies, equivalent to 3 years, using [7] and 
[8] as a reference. 
This study applies for the years from 2015 to 2018 with a total sample of 19,300 individuals by using data mining 
techniques. 3 classifiers are created to categorize students between the classes of dropout and non-dropout. 3 
algorithms are used: Bayesian networks, neural networks, and decision tree [9], [10], [11], [12], [13], [14], which are 
assessed for their quality as classifiers and the most important variables in each algorithm that allow to determine 
whether a student will drop out or not. The KDD (Knowledge Database Discovery) process enables the selection, 
cleansing, transformation, and projection of data; analysis of data to extract appropriate patterns and proper models; 
evaluation and interpretation of patterns to turn them into knowledge; consolidation of knowledge by solving potential 
conflicts with previously extracted knowledge; and making knowledge available for use [9]. The KDD process 
consists of the following steps: (a) Information Source, (b) Data Preparation, (c) Data Mining, (d) Interpretation and 
Evaluation, and (e) Knowledge. The variables used in the research are shown in Table 1. 
The following software tools are used for the development of this research: SQL Server for database storage, SPSS 
Statistics for the neural network classifier and decision tree, and Weka for the classifier of Bayesian networks. For the 
repeatability of the experiment, it is necessary to have at least the same variables used for this analysis, using for the 
final view: career, UAT scores per test and weighted, NEM (Average student grade in the 4 years of middle education), 
NEM score (corresponding to the standardized score equivalent to the student's average middle-education score), 
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Table 1. Investigation variables. 
Variable Normalization method 
Academic status (class variable)  
Variables that do not require 
normalization 
Year of career admission 
Student Middle School Year 
Career code to which the student belongs 
Order in the selection list Method of highs and lows 




Series media method 
Student application preference 
Average Grade in 4 Years of Middle School (NEM) 
UAT Score for NEM (Standardized Score equivalent to the average student middle-education 
score) 
Student benefits 
Qualifications per semester for each course taken by the student 
3. Results and Analysis 
This section presents the main results of the creation of classifiers: (1) of the Bayesian network classifier 
construction; (2) the decision tree classifier construction; and (3) classifier construction using neural networks. 
 
3.1 Bayesian network classifier construction 
 
The classifier is developed using the BayesNet algorithm in the Weka software [15]. It results in a graph through 
which it is possible to characterize the deserting students. Among the results obtained through the Bayesian network, 
it can be mentioned that the dropout found by this classifier is 33.9% with a retention of 66.1%, which corresponds to 
the result of the classification for the variable Class (dropout and no-dropout). While 94% of those students who drop 
out have an in-average score in the UAT, while those who do not dropout are on this average at 87%. Another result 
from the most important variables to explain dropout is the career application order which indicates that when a student 
applies to Indian universities he has 10 application options in order of discard, i.e. if the first choice is selected (career, 
university), the following options are automatically discarded. This preference does not have a significant influence 
on the decision to drop out as only 9% is in the average preferences, as detected by the algorithm. This may indicate 
that students who did not place Mumbai University Engineering in the early places drop out of the university. Those 
dropout students have a conditioned 89% chance of having a middle-school average grade within the sample analyzed 
for this study. 
 
3.2 Decision tree classifier construction 
 
A classifier is developed using the decision tree algorithm. The following obtained results can be mentioned: for 
the variable Class (dropout and retention), 21.7% is classified as dropout and 78.3% as retained. While those students 
who have student benefits (credits, scholarships), in the average or less than this value have an 89.3% chance of 
remaining in their college career and 10.7% of dropout. On the other hand, those with higher or lesser average 
(extreme) benefits dropout with a 28.1% chance of leaving of school versus 71.9% who would not. This group of 
students corresponds to 63.1% of the analyzed students and shows that those who have an economic benefit have a 
greater chance of staying and finishing their careers. 
Those who have an average on their UAT, right in the sample mean, have a 76.7% chance of staying in their careers 
and 23.3% of dropping out. While those scores at the extremes of the sample (maximum and minimum) have a 25.7% 
chance of staying in their careers and 74.3% of dropping out, which is assumed at the lower end of this category. 
Another variable that is at the same level as the UAT average as a good predictor in the decision tree, is the history 
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test score. Those at the top end of the sample have a 91.1% chance of staying in the career, while those below average 
in the history test have an 88.8% chance of staying in their career and a 12% chance of dropping out. In the third level 
of dropout predictors of the decision tree, are those students who have benefits for 3 periods back, standing out those 
at the extremes of this sample, i.e. those students who have benefits for 3 periods back, highlight those who are at the 
ends of this sample, i.e. those students who have very high benefits or very small amounts in this period have an 80% 
chance of dropping out of their higher education studies.  
 
3.3 Classifier construction by using neural networks 
 
A neural network is developed using the Perceptron Multilayer algorithm with an admissible error of 0.0001. In 
the model architecture, a custom methodology was used for activating the input and output layers, through the 
hyperbolic tangent function. The neural network is a black box at the level of prediction interpretation, however, the 
results that the classifier delivers are analyzed with respect to the normalized importance of the variables analyzed as 
effective classifiers of dropout and/or retention. Regarding the standardized importance of the variables delivered by 
this analysis the most relevant are mentioned: UAT average, profit in last 3 periods, profit level 0, application weighted 
average, score of the student´s average teaching grades, and the economic benefits over the past 2 periods. While this 
result does not match the one obtained in the Naive Bayes classifier, it should be mentioned that both of them use 
different analysis techniques and must be evaluated in that context (Table 2). 
Table 2. Standardized importance, variables neural network 
Importance of independent variables 
Variables Importance Normalized importance 
List_Order_1 .021 16.8% 
Average_Weight_1 .088 68.9% 
Preference_1 .053 41.5% 
NEM_1 .078 61.0% 
ScoreEM_1 .084 65.9% 
Mathematics_1 .031 24.2% 
Language_1 .058 45.7% 
History_1 .063 49.4% 
Science_1 .064 50.4% 
Average_test_1 .128 100.0% 
Benefit_n3_1 .110 85.8% 
Benefit _n2_1 .080 62.5% 
Benefit _n1_1 .051 40.2% 
Benefit _n0_1 .089 70.0% 
 
Note that the fifth place is occupied by the EM score, which represents the grade obtained by students in their 4 
years of secondary school, transformed into standardized score of the UAT helping the student to apply to the 
University. To evaluate the quality of the built classifier, Table 3 presents the neural network evaluation parameters. 
According to the ROC curve, it can be said that the classification was performed correctly in 83% of cases and with a 
high accuracy for positive cases classified with 73% accuracy and 88% for the ratio of accurately classified negative 
cases. In both the test and the training of this classifier, 80% of the individuals were correctly labeled, since both tests 
result in a similar level of correct classification. It implies a good level of accuracy in the results obtained (see Table 
3). At a general level, it can be noted that, in terms of the quality of the built classifiers, there is a low probability of 
having obtained incorrectly classified values according to the ROC curve of the neural network classifiers, decision 
tree, and Bayesian network (83%, 74% and 76% respectively) (Table 3). 
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Neural network 73% 65% 65% 88% 12% 35% 83% 69% 80% 20% 
Decision tree 72% 64% 64% 87% 12% 36% 74% 68% 82% 18% 
Bayesian 
Network  
76% 76% 76% 70% 30% 24% 76% 76% 76% 24% 
 
The analysis shows a dropout rate of 33.9% (Bayesian network) and 21.7% (decision tree) for the analyzed 
Engineering careers. It is not possible to establish that one classifier is better than another, even it can be noted that 
the three of them are useful for analyzing the problem considering its advantages and disadvantages. The experiment 
is replicable under similar conditions, replicating the use and type of data used in this research.   
4. Conclusions 
Three classifiers (Bayesian networks, decision tree and neural networks) were built. Each of these results has its 
particularities and advantages so they are not fully comparable. However, there is a coincidence on scholarships and 
credits as student’s benefits that are decisive in determining dropout. From the academic perspective, the variable that 
would best explain the dropout is the UAT score (Table 4). 
Table 4.  Variables that best classify dropout of students according to each classifier. 
Decision tree Bayesian Networks 
Benefit Level 0 UAT Average 
Benefit Level 3 Benefit level 3 
Benefit Level 1 Benefit level 1 
 
The results found in this analysis show that the two hypotheses are positively proven, since both the academic 
results and the socioeconomic situation influence a student's decision to stay in his or her respective career. Given the 
high correlation obtained with the literature consulted and the good quality of the models, it is possible to say that 
managing these variables helps reduce the dropout rates in the university system. 
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