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Let Ap(D) (1 p < ∞) be the Bergman space over the open unit disk D in the complex
plane. For p 1, let cp be the largest value of c for which Korenblum’s maximum principle
holds. In this paper we obtain a new lower bound on cp: cp  0.23917. We also improve
the lower bound on c2 up to 0.28185.
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1. Introduction and main results
Let D be the open unit disk in the complex plane C. For p  1 the Bergman space Ap(D) consists of analytic functions f
in D such that
‖ f ‖Ap =
( ∫
D
∣∣ f (z)∣∣p dA(z))
1
p
< +∞,
where dA(z) is Lebesgue area measure. An important result in the theory of Bergman spaces is the so-called Korenblum’s
maximum principle (which we shall also refer to as the Bergman space maximum principle), which states that there is
an absolute constant c ∈ (0,1) (may depend on p), such that whenever | f (z)|  |g(z)| in the annulus c < |z| < 1, then
‖ f ‖Ap  ‖g‖Ap . For p  1, let cp be the largest value of c for which Korenblum’s maximum principle holds.
First conjectured by Korenblum [4] for p = 2, the maximum principle was considered by Korenblum himself and many
researchers under some other supplementary conditions, see [4–7,9]. In 1999 Hayman [2] proved Korenblum’s conjecture
for p = 2. Very soon, Hinkkanen [3] proved that the maximum principle holds for the Bergman space Ap(D) (p  1) with
an absolute constant c = 0.15724, that is, cp  0.15724. However, the sharp value of cp even when p = 2 is still unknown.
An example due to Martin (see [4]) shows c2 < 1√2 . In fact, an upper bound on c2 can be found from Martin’s example
(see [10]): c2 < 0.70450 . . . . Wang [10] gave an upper bound on c2: c2 < 0.69472. And recently Wang [12] proved that
c2 < 0.67789 . . . . On the other hand, Hayman [2] gave the ﬁrst lower bound on c2: c2 > 0.04. Hinkkanen [3] proved that
c2 > 0.15724. Schuster [8] showed that c2  0.21 (in fact, cp  0.21 was proved) by estimating certain quantities using
properties of the Möbius pseudodistance for the annulus. And Wang [11] proved that c2  0.25018.
In this paper we obtain a new lower bound on cp : cp  0.23917. We also improve the lower bound on c2 up to 0.28185.
Our main results are the following two theorems.
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394 C. Wang / J. Math. Anal. Appl. 373 (2011) 393–398Theorem 1. Let f and g be analytic functions in the unit disk D. Suppose that | f (z)|  |g(z)| whenever c < |z| < 1, where c =
0.23917, and that p is a real number with p  1. Then ‖ f ‖Ap  ‖g‖Ap .
Theorem 2. Let f and g be analytic functions in the unit disk D. Suppose that | f (z)|  |g(z)| whenever c < |z| < 1, where c =
0.28185. Then ‖ f ‖A2  ‖g‖A2 .
Note that for a subharmonic function h in D and 0< r1 < r2 < 1,
2π∫
0
h
(
r1e
iθ )dθ 
2π∫
0
h
(
r2e
iθ )dθ.
This fact will be used to prove our main theorems and the following.
Lemma 1. Suppose that α is a positive number and 0 r  c  ρ < R. If g(z) and h(z) are analytic in |z| < R and h has at least m
zeroes in |z| c according to multiplicity, then we have
2π∫
0
∣∣g(reiθ )∣∣α∣∣h(reiθ )∣∣dθ  ( r + c
ρ + crρ
)m 2π∫
0
∣∣g(ρeiθ )∣∣α∣∣h(ρeiθ )∣∣dθ.
Proof. By hypothesis we can write
h(z) = h0(z)
m∏
k=1
(z − ak),
where a1,a2, . . . ,am are zeroes of h(z) on |z| c, and h0(z) is analytic in |z| < R . Let
H(z) = h0(z)
m∏
k=1
(
ρ − akz
ρ
)
.
Then H(z) is analytic on |z| ρ and |h(z)| = |H(z)| on |z| = ρ . It is easy to check that on |z| = r,
|z − a| r + c
ρ + crρ
∣∣∣∣ρ − azρ
∣∣∣∣
for any a with |a| c. So we have
∣∣h(z)∣∣ ( r + c
ρ + crρ
)m∣∣H(z)∣∣
on |z| = r. Since |g|α |H| is subharmonic (see [3, p. 336]), we use the fact about subharmonic functions above to obtain
2π∫
0
∣∣g(reiθ )∣∣α∣∣h(reiθ )∣∣dθ  ( r + c
ρ + crρ
)m 2π∫
0
∣∣g(reiθ )∣∣α∣∣H(reiθ )∣∣dθ

(
r + c
ρ + crρ
)m 2π∫
0
∣∣g(ρeiθ )∣∣α∣∣H(ρeiθ )∣∣dθ
=
(
r + c
ρ + crρ
)m 2π∫
0
∣∣g(ρeiθ )∣∣α∣∣h(ρeiθ )∣∣dθ. 
It should be pointed out that the general technique which we use to establish Theorems 1 and 2 is standard (see
Hinkkanen [3], Schuster [8] and Wang [11]). However, this technique is improved by using Lemma 1 and considering the
zeros of the functions involved. And Theorems 1 and 2 are obtained by combining these ideas with standard techniques.
C. Wang / J. Math. Anal. Appl. 373 (2011) 393–398 3952. Proof of Theorem 1
Suppose that p  1. Denote the integer part of p by [p].
Let c ∈ (0,1) be a constant to be determined later. We write D(c) = {z ∈ C: |z| c} and A(c,1) = {z ∈ C: c < |z| < 1}.
To prove Theorem 1, it suﬃces to show that∫
D(c)
(∣∣ f (z)∣∣p − ∣∣g(z)∣∣p)dA(z) ∫
A(c,1)
(∣∣g(z)∣∣p − ∣∣ f (z)∣∣p)dA(z). (1)
We may assume that ‖g‖Ap is ﬁnite, and so ‖ f ‖Ap is also ﬁnite, for otherwise the result holds trivially. We may also
assume that g is not identically equal to 0, and g has at least one zero in D(c), for otherwise the result holds trivially.
Deﬁne ω(z) = f (z)/g(z) for c < |z| < 1, so that |ω| 1. We may assume that |ω(z)| < 1 in c < |z| < 1, since otherwise the
result is trivial. Deﬁne ω0 = ω0(ρ) = max{|ω(z)|: |z| = ρ}.
For any x 0, y  0 and for p  1, we have (see [1] or [3])
pyp−1(x− y) xp − yp  pxp−1(x− y). (2)
Inequality (2) can be proved by an easy calculus argument. Thus
| f |p − |g|p = (| f |[p]) p[p] − (|g|[p]) p[p]  p[p] | f |p−[p]
(| f |[p] − |g|[p]) p[p] | f |p−[p]
∣∣ f [p] − g[p]∣∣. (3)
Let 0 r  c  ρ < 1. Since | f | < |g| in A(c,1), it follows from Rouché’s Theorem that f [p] − g[p] and g[p] have the same
number of zeros in D(c), counted according to multiplicity. In particular, f [p] − g[p] has at least [p] zeros in D(c) since we
are assuming that g has at least one zero in this region. Using (3), Lemma 1 and the fact stated before Lemma 1, we obtain
2π∫
0
(∣∣ f (reiθ )∣∣p − ∣∣g(reiθ )∣∣p)dθ 
2π∫
0
p
[p]
∣∣ f (reiθ )∣∣p−[p]∣∣ f [p](reiθ )− g[p](reiθ )∣∣dθ

(
r + c
ρ + crρ
)[p] 2π∫
0
p
[p]
∣∣ f (ρeiθ )∣∣p−[p]∣∣ f [p](ρeiθ )− g[p](ρeiθ )∣∣dθ
=
(
r + c
ρ + crρ
)[p] 2π∫
0
p
[p]
|ω(ρeiθ )|p−[p]|1−ω[p](ρeiθ )|
1− |ω(ρeiθ )|p
(∣∣g(ρeiθ )∣∣p − ∣∣ f (ρeiθ )∣∣p)dθ.
Taking x = 1 and y = |ω| in the left-hand inequality in (2), we obtain (see [3])
p|ω|p−1
1− |ω|p 
1
1− |ω| .
Hence
2π∫
0
(∣∣ f (reiθ )∣∣p − ∣∣g(reiθ )∣∣p)dθ  ( r + c
ρ + crρ
)[p] 2π∫
0
|1−ω[p](ρeiθ )|
1− |ω(ρeiθ )|[p]
(∣∣g(ρeiθ )∣∣p − ∣∣ f (ρeiθ )∣∣p)dθ.
Note that for any ﬁxed natural number n,
|1− xn|
1− |x|n 
|1− x|
1− |x| , |x| < 1.
We have
2π∫
0
(∣∣ f (reiθ )∣∣p − ∣∣g(reiθ )∣∣p)dθ  ( r + c
ρ + crρ
)[p] 2π∫
0
|1−ω(ρeiθ )|
1− |ω(ρeiθ )|
(∣∣g(ρeiθ )∣∣p − ∣∣ f (ρeiθ )∣∣p)dθ

(
r + c
ρ + crρ
)[p]
γ (ρ)
2π∫
0
(∣∣g(ρeiθ )∣∣p − ∣∣ f (ρeiθ )∣∣p)dθ,
where γ (ρ) satisﬁes
γ (ρ)max
{ |1− ω(z)|
: |z| = ρ
}
.1− |ω(z)|
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obtain
1
γ (ρ)
∫ c
0
( r+c
ρ+ crρ
)[p]
r dr
∫
D(c)
(∣∣ f (z)∣∣p − ∣∣g(z)∣∣p)dA(z)
2π∫
0
(∣∣g(ρeiθ )∣∣p − ∣∣ f (ρeiθ )∣∣p)dθ. (4)
Multiplying both sides of (4) by ρ and integrating with respect to ρ from c to 1 yields
1∫
c
ρ
γ (ρ)
∫ c
0
( r+c
ρ+ crρ
)[p]
r dr
dρ
∫
D(c)
(∣∣ f (z)∣∣p − ∣∣g(z)∣∣p)dA(z) ∫
A(c,1)
(∣∣g(z)∣∣p − ∣∣ f (z)∣∣p)dA(z).
Thus if we can choose c so that
1∫
c
ρ
γ (ρ)
∫ c
0
( r+c
ρ+ crρ
)[p]
r dr
dρ  1, (5)
then Theorem 1 is proved. Since [p] 1, we need only show that
1∫
c
ρ
γ (ρ)
∫ c
0
r+c
ρ+ crρ r dr
dρ  1. (6)
Now we turn to ﬁnding a suitable bound for γ (ρ).
We recall that the pseudohyperbolic distance d between two points α,β ∈D is deﬁned by
d(α,β) =
∣∣∣∣ α − β1− αβ
∣∣∣∣.
Schuster [8] (see also Wang [11]) proved that
d
(
ω(z),ω0
)= ∣∣∣∣ ω(z) − ω01− ω0ω(z)
∣∣∣∣ K (ρ) < 1
for |z| = ρ , where
K (ρ) = 2ρ(1+ ρ−2c) ∞∏
n=1
(1+ ρ2c2n−1)(1+ ρ−2c2n+1)(1+ c2n)2
(1+ ρ2c2n−2)(1+ ρ−2c2n)(1+ c2n−1)2 . (7)
Following Hinkkanen [3], we write
ω(z) − ω0
1− ω0ω(z) = te
iθ ,
where 0 t  K (ρ) and 0 θ  2π . Then
ω(z) = ω0 + te
iθ
1+ω0teiθ .
It is easy to check that |ω(z)|ω0 is equivalent to
cos θ − t(1+ω
2
0)
2ω0
.
So we obtain
|1− ω(z)|
1− |ω(z)| 
(1+ ω0)|1− ω(z)|
1− |ω(z)|2
= |1− te
iθ |
1− t2
√
1+ ω20t2 + 2ω0t cos θ
 1+ t
1− t2
√
1− t2 =
√
1+ t
1− t

√
1+ K (ρ)
1− K (ρ)
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γ (ρ) =
√
1+ K (ρ)
1− K (ρ) .
Using Mathematica, we obtain that when c = 0.23917, the inequality (6) holds. This completes the proof of Theorem 1.
Remark 3. Hinkkanen [3] asked whether cp → 1 as p → ∞. Recently Wang [13] has given a positive answer to this question.
In fact, this is a consequence of Theorem 1.
We know Theorem 1 holds with c satisfying (5). Note that the left-hand of (5) is greater than
2
c2
1∫
c
ρ
γ (ρ)( 2cρ
ρ2+c2 )
[p] dρ.
Since
γ (ρ)
ρ
(
2cρ
ρ2 + c2
)[p]
converges to 0 uniformly as p → ∞, the above integral diverges to ∞ whenever c ∈ (0,1). Hence cp → 1 as p → ∞.
3. Proof of Theorem 2
For p = 2, using Mathematica, we obtain that when c = 0.26351, the inequality (5) holds. Thus Theorem 2 holds with
c = 0.26351. To obtain a better constant c, we follow [11].
Let c ∈ (0,1) be a constant to be determined later. To prove Theorem 2, we need only show that∫
D(c)
(∣∣ f (z)∣∣2 − ∣∣g(z)∣∣2)dA(z) ∫
A(c,1)
(∣∣g(z)∣∣2 − ∣∣ f (z)∣∣2)dA(z). (8)
As in the proof of Theorem 1, we may assume that ‖g‖A2 and ‖ f ‖A2 are ﬁnite and that |ω(z)| = | f (z)/g(z)| < 1 in
c < |z| < 1. We may also assume that g is not identically equal to 0, and g has at least one zero in D(c). Deﬁne ω0 =
ω0(ρ) = max{|ω(z)|: |z| = ρ}. As in [11] we write a = ωα0 , where
α =
√
1+ 3K 2(ρ)
1− K 2(ρ)
and K (ρ) is deﬁned by (7). Wang [11] proved that for |z| = ρ ,
|ω(z) − a|2
(1− a2)(1− |ω(z)|2) 
1
2
(√
1+ 3K 2(ρ)
1− K 2(ρ) − 1
)
:= γ2(ρ). (9)
Let 0 r  c  ρ < 1. Note that
| f |2 − |g|2 = | f − ag|
2 − |g − af |2
1− a2 . (10)
Since we are assuming that | f | < |g| in A(c,1), it follows that∣∣ f (z) − ag(z)∣∣2  ∣∣g(z) − af (z)∣∣2
for c  |z| < 1. Hence
2π∫
0
(∣∣ f (reiθ )∣∣2 − ∣∣g(reiθ )∣∣2)dθ 
2π∫
0
| f (reiθ ) − ag(reiθ )|2
1− a2 dθ

2π∫
0
| f (ceiθ ) − ag(ceiθ )|2
1− a2 dθ

2π∫ |g(ceiθ ) − af (ceiθ )|2
1− a2 dθ.
0
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counted according to multiplicity. In particular, g − af has at least one zero in D(c) since we are assuming that g has at
least one zero in this region. Now we apply Lemma 1 to obtain
2π∫
0
(∣∣ f (reiθ )∣∣2 − ∣∣g(reiθ )∣∣2)dθ  ( 2c
ρ + c2ρ
)2 2π∫
0
|g(ρeiθ ) − af (ρeiθ )|2
1− a2 dθ
=
(
2cρ
ρ2 + c2
)2 2π∫
0
(
1+ |ω(ρe
iθ ) − a|2
(1− a2)(1− |ω(ρeiθ )|2)
)(∣∣g(ρeiθ )∣∣2 − ∣∣ f (ρeiθ )∣∣2)dθ

(
2cρ
ρ2 + c2
)2(
1+ γ2(ρ)
) 2π∫
0
(∣∣g(ρeiθ )∣∣2 − ∣∣ f (ρeiθ )∣∣2)dθ,
where γ2(ρ) is deﬁned by (9).
Let us keep ρ ﬁxed and multiply both sides of this inequality by r and then integrate with respect to r from 0 to c. We
obtain
1
1+ γ2(ρ)
(
ρ2 + c2
2cρ
)2 ∫
D(c)
(∣∣ f (z)∣∣2 − ∣∣g(z)∣∣2)dA(z) c2
2
2π∫
0
(∣∣g(ρeiθ )∣∣2 − ∣∣ f (ρeiθ )∣∣2)dθ. (11)
Multiplying both sides of (11) by ρ and integrating with respect to ρ from c to 1 yields
1∫
c
ρ
1+ γ2(ρ)
(
ρ2 + c2
2cρ
)2
dρ
∫
D(c)
(∣∣ f (z)∣∣2 − ∣∣g(z)∣∣2)dA(z) c2
2
∫
A(c,1)
(∣∣g(z)∣∣2 − ∣∣ f (z)∣∣2)dA(z).
Thus if we can choose c so that
1∫
c
ρ
1+ γ2(ρ)
(
ρ2 + c2
2cρ
)2
dρ  c
2
2
, (12)
then Theorem 2 is proved.
Using Mathematica, we obtain that (12) holds with c = 0.28185. This completes the proof of Theorem 2.
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