A new segmentation algorithm exploits local image quantities which are invariant to changing illumination. Local object-background probability estimates are obtained by comparing illumination invariant quantities in an actual image with the corresponding quantities in a reference image. The objects' simply connectedness is included directly into the probability estimates and leads to an iterative optimization procedure that is implemented e ciently. This new approach avoids early thresholding, explicit edge detection, motion analysis, and grouping.
Introduction
In many object recognition applications the objects of interest are moving whereas the background is static or can be stabilized 1, 2] . Motion segmentation can enormously simplify subsequent object recognition steps. Therefore, segmenting moving objects in a static scene is an important computer vision task.
In real-world applications the illumination may vary considerably, e.g. due to clouds moving in the sky. Furthermore, many video cameras have a built-in automatic gain control keeping the pixel values within a reasonable range while the illumination changes. Moving objects activate this gain control and lead to brightness variations of the whole scene.
In recent years a number of di erent approaches have been proposed for moving object segmentation (e.g. 3 
], 4], 5], 6], 7], 8])
. Little attention, however, has been paid to the problems caused by varying illumination. Most approaches are based on absolute di erences of subsequent frames or on the di erence between the current frame and an estimate of the static background 5]. Using image derivatives (e.g. 9]) rather than absolute values reduces illumination e ects but cannot completely eliminate them. Therefore, this paper focuses on illumination invariant image quantities.
A second problem arises since local motion detectors do not lead to a dense object map, in general. Dense maps are therefore obtained by combining connectivity information with the local object information. Most approaches apply a thresholding operation in an early stage of the segmentation process and exploit the fact that objects consist of multiple connected pixels only after thresholding. With early thresholding, however, useful information is thrown away that is missing in the nal segmentation step.
The approach presented in this paper includes connectivity information directly into the probability estimates and applies a thresholding operation only at the very end. Traditional heuristics are replaced by experimental properties of local image statistics.
De nitions
The following discussion assumes that the considered image sequence consists of moving simply connected objects in front of a single, connected, and stationary background. Additionally, at least one pointx 0 is known to belong to the background.
The following conditions uniquely de ne a binary object-background function for all image points (see Fig. 1 ):
1. Let the reference pointx 0 belong to the background. 2. For any background pointx there exists at least one connected path from x 0 tox that touches no object point. 3. Every path fromx 0 to any object pointx touches at least one object point.
The rst object point being touched by such a path is a contour point, i.e. an object point which has at least one neighbouring background point.
3 Illumination invariant image quantities and their probability distribution Requiring that the new image quantities should not only be invariant to a global change of luminance but also to smooth variations of the light distribution (e.g. due to smooth shadows) the function f(I; x; y; L) should be as local as possible. The smallest symmetric neighbourhood around an image point is 3 by 3. Furthermore, f(I; x; y; L) should be insensitive to Gaussian noise due to electronic noise in the static background. Therefore, the local mean 
so that, up to a constant, they become a Prewitt Laplacian 14] which is normalized by the local mean. It should be pointed out that this is very similar to the response of a retinal ganglion cell. Retinal ganglion cells show a typical ON-center or OFFcenter response 11] combined with a local gain control mechanism which makes sure that the response is independent of luminance changes 12]. A straight forward application to motion segmentation consists in calculating the illumination invariant frame di erences r(x; y; t) ? r(x; y; t-1) for change detection, where t is the frame index. This choice, however, leads to illumination dependent noise in the static background. This is due to the fact that the noise of typical CCD cameras is dominated by ampli er noise and quantization noise so that noise is considerable at L = 0 and is only slowly increasing as a function of luminance L 13] . Due to averaging, the noise of m(x; y) is considerably smaller than the noise of I(x; y; t). As a consequence, the noise of the quantity r(x; y; t)?r(x; y; t?1) is approximately proportional to 1=m(x; y) so that the local object-background decision has to depend on m(x; y).
Approximatively constant noise, on the other hand, is obtained by calculating the illumination invariant quantity D(x; y; t; t ? 1) = m(x; y; t) (r(x; y; t) ? r(x; y; t ? 1)) (4) = I(x; y; t) ? m(x; y; t) r(x; y; t ? 1) (5) In stationary regions the expectation value of D(x; y; t; t?1) is zero, independent of varying illumination, and the variance of D(x; y; t; t ?1) approximately equals the noise variance of the sensor multiplied by p 2 since both I(x; y; t) and m(x; y; t) r(x; y; t ? 1) are approximately equally e ected by the sensor noise. The noise is expected to be Gaussian.
Instead of segmenting based on interframe di erences we can also segment the di erence between a reference image and the actual frame D(x; y; t; 0) = I(x; y; t)? m(x; y; t) r(x; y; 0). The reference image can be obtained by averaging over several frames and converting this image into the illumination invariant representation r(x; y; 0). In this case the noise of m(x; y; t) r(x; y; 0) can be neglected compared to the noise of I(x; y; t) so that the variance of D(x; y; t; 0) approximately equals the noise variance of the sensor and is thus reduced by a factor of p 2 compared to D(x; y; t; t ? 1).
In moving areas which move with constant velocity (v x ; v y ) we will measure D m (x; y; t; x; y) = D(x; y; t; t-t)
= I(x; y; t) ? m(x; y; t) r(x-x; y-y; t)
where ( x; y) = t (v x ; v y ) and t is the time di erence between the measured frames.
For small displacements, D m (x; y; t; x; y) is approximated by the Taylor series D m (x; y; t; x; y) ? x I x (x; y; t) ? y I y (x; y; t) + ( x m x (x; y; t) + y m y (x; y; t)) r(x; y; t) (8) where I x , I y , m x , and m y are the spatial derivative of I and m in the directions x and y. Within textured image regions and along object contours m is smooth compared to I. Hence, m x is small compared to I x and m y is small compared to I y so that D m (x; y; t; x; y) ? x I x (x; y; t) ? y I y (x; y; t):
In order to calculate the local object-background probability, the statistics of the quantity D m (x; y; t; x; y) = I(x; y; t)?m(x; y; t) r(x-x; y-y; t) in moving object region must be compared to the Gaussian distribution of D(x; y; t; t?1) within the static background. The shape of the distribution of D m can be estimated by calculating D m (x; y; t; x; y) for a static scene. In this way, distributions were measured for a number of images, selecting ( x; y) = (1; 0) in order to simulate a small displacement and ( x; y) = (50; 0) in order to simulate a very large displacement as expected when D(x; y; t; 0) is calculated based on a reference image.
In both cases we found distributions that can be approximated by a two-sided exponential (Laplacian) distribution P fD m (x; y; t; x; y)g 1 2 exp ? jD m (x; y; t; x; y)j (10) where is an experimental constant. Examples of this qualitative law, which was con rmed for a number of pictures, are shown in Figures 2(a) and (b) for the a) picture Lenna. In linear-log plots the graphs show a linear law, corresponding to an exponential distribution. The noisy structures at both sides of the triangle are due to the Poisson statistics of histograms which become prominent for low count numbers 15]. Peaks in the central region of the plots correspond to untextured regions within objects. Note that, in the plots, a Gaussian distribution would show up as a parabola which is not consistent with the data. The slight asymmetry of the distribution seems to be due to a nonlinear camera response in the acquisition of the picture Lenna.
Local Background Probability Estimation
In natural image sequences we cannot expect a correct classi cation of each image point. Therefore, we can at best assign a probability value Pfb(x)g that a pointx = (x; y) belongs to the background or, equivalently, a probability value Pfo(x)g = 1 ? Pfb(x)g thatx belongs to an object. According to the de nitions in Section 2, object-background probability estimation is especially important for object contour points.
As discussed in the previous section, the illumination invariant quantities D(x; y; t 1 ; t 2 ) are expected to approximately show a Laplacian distribution in moving textured regions and, especially, along contours c of moving objects: P fD (x; y; t 1 ; t 2 ) jcg 1 2 exp ? D(x; y; t 1 ; t 2 ) (11) Gaussian white noise, on the other hand, is expected in the stationary background.
Using notation D T (x)=D(x;y;t 1 ;t 2 ), let us estimate Pfb(x)jD T (x);b(neighbour)g, i.e. the conditional probability that the pixel at locationx belongs to the background, given that at least one neighbouring pixel belongs to the background (denoted by b(neighbour)). It is important to know Pfb(x)jD T (x); b(neighbour)g because, according to Section 2, a path from a reference background point x 0 to x can only remain completely within the background if it never touches a contour point. Let us subsequently omitx in order to shorten the formulas. where Pfbg and Pfcg are the a priori probabilities for background and object contour.
In a plot of PfbjD T ; b(neighbour)g versus D T , variable describes a shift to the right, variable describes a scaling of the D T -axis, whereas determines the curve shape.
The ratio Pfcg=Pfbg can be estimated by dividing the expected number of contour pixels by the expected number of background pixels. Using typical experimental values, =1, =10, and Pfcg=Pfbg=0.01 the shape determining parameter is on the order of -7.
The function ln(P fbjD T ; b(neighbour)g) versus D T is plotted in Figure 3 if jD T j (15) where is the transition threshold. The slope j j of the straight line above the transition threshold is not required to be known because di erent slope values only correspond to di erent overall scalings of the nal object-background function that can be included in the nal segmentation threshold. Approximation (15) even becomes better if is more negative than in Figure 3 . The piecewise linear approximation is advantageous for an e cient implementation and it reduces the three parameters , , and to a single parameter .
Including Connectivity Information
Given any path fromx 0 tox let us estimate the probability that the path remains completely within the background, i.e. no contour point lies within the path. The background probability for the pointx is estimated following the de nitions in Section 2: select the path with the highest probability that all points on the path belong to the background. Fortunately, this global optimization over all possible paths can be calculated locally. Let I denote the whole picture information. For an estimation of the background probability Pfb(x)jIg at pointx, including global connectivity information, let us assume that the background probability Pfb(x ni )jIg is already known for the neighboursx ni ofx. The global optimum atx is then obtained by optimizing over all local paths from the neighbours tox:
Pfb(x ni )jIg PfbjD T ; b(neighbour)g (16) ln(P fb(x)jIg)= max i2neighbours ofx ln(P fb(x ni )jIg) + ln(P fbjD T ; b(neighbour)g) (17) where PfbjD T ; b(neighbour)g is estimated according to the preceding section. The probabilities Pfb(x ni )jIg and PfbjD T ; b(neighbour)g have to be multiplied in equation (16) The global estimate of the background probability atx can be evaluated by applying equation (17) iteratively, whereas initially all pixels besides the known background pixels are set to a large negative logarithmic probability value. If, at any iteration, for some point a lower probability is calculated than in the previous iteration then the previous value is retained so that the logarithmic probability values increase monotonically for each iteration.
The logarithmic global estimate of the local background probability decreases monotonically as a function of path length because ln(P fbjD T ; b(neighbour)g) 0.
Combining this fact with the fact that the logarithmic probability values increase monotonically the convergence of the iterative approach can be proven and the resulting probability distribution corresponds to the global optimum over all paths 16] . After a few iterations, when the result is stable, the logarithmic background probability is known for each image point and thus denotes the desired foregroundbackground function on which a threshold operation is applied for the nal segmentation. (17) iteratively with a xed number of iterations. Pixels were de ned to be 4-connected, i.e. each pixel has two horizontal and two vertical neighbours. The upper image boundary was de ned to belong to the background in order to provide boundary values for the iterative process.
On a sequential computer the algorithm converges fastest with a Gauss-Seidel procedure where updated probability values become immediately available to the calculation of the following values. The algorithm typically converges in less than 5 iterations for simply shaped objects, where an iteration means one scan over all pixels. In the current implementation two subsequent 512 by 512 frames are segmented in less than 5 seconds on a SUN SPARCstation 2. The processing time is dominated by pyramid reduction and conversion of raw values into illumination invariant quantities so that the dominating part is independent of image content.
Experiments
The presented segmentation algorithm was tested on a number of image sequences. In order to reduce the random noise, the original 512 by 512 images were reduced to 128 by 128 images by applying a standard Burt reduction routine 17]. For the examples in Figure 4 , a transition threshold of = 3:0 was used and the logarithmic global probabilities ln(P fb(x)jIg) were thresholded at ?4.
The algorithm was tested with a person walking in an o ce scene. Images were captured with a Sony77CE video camera (with gamma correction switched o ) and a Silicon Graphics VisionLab digitizer board. This equipment shows an approximatively linear luminance response 18] as long as the pixel values are below saturation.
In the middle of the sequence a controlled change of illumination was achieved by quickly placing a lter in front of the camera lens. This lter reduced the luminance of the scene by a factor 1.5. Frame 26 (before luminance reduction) and frame 27 (after luminance reduction) as well as the reference frame are shown in Figures 4(a-c) . The illumination invariant representation of the reference frame is shown in Figure 4(d) . The thresholded logarithmic global probabilities are shown in Figures 4(e) and 4(f), resulting in a correct segmentation of the person in spite of the varying illumination. In the static background, only a few pixels are classi ed as object pixels. These pixels could easily be removed with standard image processing techniques.
The segmentation accuracy in the reduced images is close to pixel precision as long as motion smear is low. With high motion smear, errors may occur in front of homogeneous background since this situation leads to similar illumination invariant quantities at object contours and in the background. 
Conclusions
In this paper a method was derived for segmenting moving objects under varying illumination. This method was successfully tested on image sequences in a laboratory environment. It is ideally suited to be used in conjunction with an automatic gain control mechanism that keeps pixel values within a reasonable range.
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