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Figure 1. 3 × 3 arcmin2 R image centred on the NGC 1971 field. North
is up and east to the left-hand side. Blue circles of 20 and 40 arcsec and
a green circle of 40 arcsec are shown. The cluster region up to 40 arcsec
was considered for the completeness analyses, but stars within 20 arcsec
are used for the CMD. NGC 1969 and NGC 1972 are seen to the north and
north-west of NGC 1971, respectively.
quality of the transformation equations (Piatti, Cole & Emptage, in
preparation). We summarize here some specific issues in order to
provide the reader with an overview of the photometry quality. The
data reduction followed the procedures documented by the NOAO
Deep Wide Field Survey team (Jannuzi, Claver & Valdes 2003) and
utilized the MSCRED package in IRAF.2 We performed overscan, trim-
ming and cross-talk corrections, bias subtraction, flattened all data
images, etc., once the calibration frames (zeros, sky- and dome-
flats, etc.) were properly combined. For each image, we obtained
an updated world coordinate system (WCS) data base with an rms
error in right ascension and declination smaller than 0.4 arcsec, by
using ∼500 stars catalogued by the USNO.3
The stellar photometry was performed using the star-finding and
point-spread-function (PSF) fitting routines in the DAOPHOT/ALLSTAR
suite of programs (Stetson, Davis & Crabtree 1990). We measured
magnitudes on the single image created by joining all eight chips
together using the updated WCS. This allowed us to use a unique
reference coordinate system for each LMC field. For each mosaic
image, a quadratically varying PSF was derived by fitting ∼1000
stars (nearly 110–130 stars per chip), once the neighbours were
eliminated using a preliminary PSF derived from the brightest,
least contaminated ∼250 stars (nearly 30–40 stars per chip). Both
groups of PSF stars were interactively selected. We then used the
ALLSTAR program to apply the resulting PSF to the identified stel-
lar objects and to create a subtracted image that was used to find
and measure magnitudes of additional fainter stars. This procedure
2 IRAF is distributed by the NOAO, which is operated by the Association
of Universities for Research in Astronomy, Inc., under contract with the
National Science Foundation.
3 http://www.usno.navy.mil/USNO/astrometry/optical-IR-prod/icas/
usno-icas
was repeated three times for each frame. We computed aperture
corrections from the comparison of PSF and aperture magnitudes
by using the neighbour-subtracted PSF star sample. Finally, we
standardized the resulting instrumental magnitudes and combined
all the independent measurements using the stand-alone DAOMATCH
and DAOMASTER programs.4 Note that the R filter has significantly
higher throughput as compared with the standard Washington T1
filter so that R magnitudes can be accurately transformed into yield
T1 magnitudes (Geisler 1996).
We first examined the quality of our photometry in order to eval-
uate the influence of the photometric errors, crowding effects and
the detection limit on the cluster CMD fiducial characteristics. To
do this, we performed artificial star tests to derive the completeness
level at different magnitudes. We used the stand-alone ADDSTAR pro-
gram in the DAOPHOT package (Stetson et al. 1990) to add synthetic
stars, generated bearing in mind the colour and magnitude distri-
butions of the stars in the CMDs (mainly along the cluster MS), as
well as its radial stellar density profile. We added a number of stars
equivalent to ∼5 per cent of the measured stars in order to avoid in
the synthetic images significantly more crowding than in the origi-
nal images. On the other hand, to avoid small number statistics in
the artificial-star analysis, we created a thousand different images
for each original one. We used the option of entering the number of
photons per ADU in order to properly add the Poisson noise to the
star images.
We then repeated the same steps to obtain the photometry of the
synthetic images as described above, i.e. performing three passes
with the DAOPHOT/ALLSTAR routines. The star-finding efficiency was
estimated by comparing the output and the input data for these stars
using the DAOMATCH and DAOMASTER tasks. We illustrate in Fig. 2
the resultant completeness fractions in the radius versus magni-
tude plane. As can be seen, the dependence of the completeness
fraction on the distance from the cluster centre nearly starts at a
radius rcls ∼ 20 arcsec, which corresponds to the distance from the
cluster centre where the combined cluster plus background stellar
density profile is no longer readily distinguished from a constant
background value within 1σ of its fluctuation. We adopt this radius
to build the cluster CMD. Note that we are not interested in prop-
erties such as the cluster’s structure or stellar density profile but in
the stars that allow us to meaningfully define the cluster’s fiducial
sequences in its CMD.
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The CMD for stars with T1, CT1 measurements located within the
adopted cluster radius is shown in Fig. 2. To filter the field stars
from the CMD, we applied a statistical procedure developed by
Piatti & Bica (2012) and successfully used elsewhere (e.g. Piatti
2014; Piatti et al. 2015a,b; Piatti & Bastian 2016b, and references
therein), which consists of, first, adopting four CMDs from different
regions located reasonably far from the cluster, but not too far so as
to risk losing the local field-star signature in terms of stellar density,
luminosity function and/or colour distribution. Each field, with area
2πrcls, was used as a reference to statistically filter the stars in an
equal circular area centred on NGC 1971 (see as an example, the
green circle in Fig. 1).
Starting with reasonably large boxes – typically ((T1),
(C − T1)) = (1.00, 0.50)mag – centred on each star in the four field
CMDs and by subsequently reducing their sizes until they reach the
4 Provided kindly by Peter Stetson.



