Radial basis neural (RBF) networks provide an excellent solution to many pattern recognition and classi cation problems. However, RBF networks are also a local representation technique that enables the easy conversion of the hidden units into symbolic rules. This paper examines rules extracted from RBF networks. We use the iris ower classication task and a vibration diagnosis classi cation task to illustrate the new knowledge extraction techniques. The rules are analyzed in order to gain knowledge and insight i n to the network representations. We argue that the local Gaussian representation in RBF networks is particularly useful for rule extraction.
Introduction
The work described in this paper is concerned with rule extraction from radial basis function (RBF) networks. Rule extraction is recognized as a powerful technique for neurosymbolic integration within hybrid systems 16, 9] . Radial basis function networks are a local type of learning technique 3] and have been applied to several realworld, large-scale problems of considerable complexity 17]. They are good at pattern recognition and are robust classi ers, with the ability t o m a k e decisions about imprecise input data. Furthermore, they offer robust solutions to a variety of classication problems such as speech, character and signal recognition, as well as functional prediction and system modeling where the physical processes are not understood or are highly complex 7] .
Because of these advantageous properties and the possible support of rule extraction by local representations we focus on RBF networks. Local learning systems generally contain elements that are responsive to only a limited section of the input space. This is quite di erent from the distributed approach of multi-layer perceptron networks (MLP) 8]. The local nature of RBF networks makes them an interesting platform for performing rule extraction. Here we examine the ability of a new rule extraction algorithm to extract meaningful rules that describe the overall performance of a particular RBF network. The research, carried out on the extracted rule quality and complexity, also has a direct bearing on the use of rule extraction algorithms for data mining and knowledge discovery.
The data sets we used comprised a benchmarking data set namely, Fisher's iris set and a real-world condition monitoring data set. The iris data set consists of three classes of owers with 50 patterns each. One class is linearly separable while the other two are not. The condition monitoring data set is a fault diagnosis problem. The data set consists of 10 input features and seven output classes with several hundred patterns in each class representing the recognized errors.
This paper is structured as follows: Section two outlines in a general way the bene ts to be gained from rule extraction. Section three describes the architecture and features of radial basis function networks and our rule extraction technique is presented. Section four discusses the experimental results, section ve presents the conclusions. The knowledge learned by a neural network is distributed across the internal parameters and is generally di cult to understand by h umans. The provision of a mechanism that can interpret the networks input/output mappings in the form of symbolic rules wo u l d b e v ery useful. De ciencies in the original training set may be identi ed. Thus the generalization of the network may be improved by the addition/enhancement of additional patterns or new classes. It may be possible for rules to highlight previously unknown relationships in the data. This process has a huge potential for knowledge discovery/data mining and possibilities may exist for scienti c induction. Another possibility with rule extraction is the capability to develop a neural network based theory revision system. Within such a system the extracted rules have the potential to be inserted back into the network and re ned with further training 14].
Radial Basis Function Networks
Radial basis function (RBF) neural networks were independently proposed by a number of researchers 4, 10], and they have been proved to be capable of universal function approximation 12]. Figure 1 shows the architecture of a typical RBF network. The RBF network consists of feedforward architecture with an input layer, a hidden layer of RBF units and an output layer of linear units. The response of the output units is calculated using equation 1.
where: W = w eight m a t r i x Z = hidden unit activations x = input vector
The input layer simply transfers the input vector to the hidden units, which form a localized response to the input pattern. The activation levels of the output units provide an indication of the nearness of the input vector to the classes. Learning is normally undertaken as a two-stage process. An unsupervised clustering technique is appropriate for the hidden layer while a supervised method is applied to the output layer units. The nodes in the hidden layer are implemented by kernel functions, which operate over a localized area of input space. The effective range of the kernels is determined by the values allocated to the centre and width of the radial basis function. The Gaussian function is very appropriate for rule extraction and has a response characteristic determined by equation 2. The output of a hidden unit is radially symmetric in input space. Therefore a hidden unit will give an output dependent u p o n the Euclidean distance between the centre of the basis function and the input vector. RBF networks are an appropriate choice for both classi cation tasks and function approximation. The adjustable parameters within a radial basis function network that e ect classi cation accuracy and that may provide information for rule extraction are: Number of basis functions used, location of the centre of the basis function, width of the basis function and the weights connecting the hidden RBF units to the linear output units.
Rule extraction algorithm
Our algorithm developed to extract rules used a straightforward approach. The input weight space was summarized in terms of maximum and minimum values per input The algorithm analyzes the RBF network and determines which hidden units contribute to the identi cation of the various classes. This is achieved by observing the hidden unit activations during network testing. The RBF network is presented with patterns where the class identity is known. Those hidden units that have activations between 0.5 and 1.0 are said to be contributing signi cantly to the identi cation of that particular class. All the hidden units assigned to a class have their centre weights analyzed for maximum and minimum values. This procedure ensures that a range of minimum and maximum values is assigned to each dimension of the input space. This range guarantees that only valid rules may be formed. Each rule consists of the minimum and maximum values acting as valid ranges for each a n tecedent and only one rule per output class is generated.
Assigning hidden RBF units to a given output class works on the assumption that an activation range between 0.5-1 results in a positive identi cation. However, by reducing the lower range we can allocate hidden units that would normally be excluded. This generally reduces rule accuracy since the minimum and maximum values are increased thereby c o vering examples from other classes. Increasing the range to say 0.7-1.0 would have the e ect of excluding hidden units that would normally have been included in determining the minimummaximum values. The e ect is generally to increase rule accuracy but only to a limited extent.
Experimental Results
The experimental work consisted of ruleextraction from two main data sets. The iris data and an industrial fault diagnosis task. RBF networks were trained on both datasets until a certain error threshold was reached. During training the RBF algorithm adds a hidden unit until this value is attained. The number of hidden units used is directly related to the complexity of the dataset.
Iris data set
The rst data set used was Fishers iris data 6]. The iris data set is well known within the neural network community a s a b e n c hmark to demonstrate the e ectiveness of new algorithms. The iris data set consists of three classes of owers with 50 patterns each, one class is linearly separable (Setosa) while the other two are not (Versicolor and Virginica). The data consists of continuous values and has a feature dimensionality of four. The four inputs correspond to the plant features such as the sepal length, sepal width, petal length and petal width. See table 1. A network was trained with 50 RBF units, each unit represents a single epoch through the training data. 
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Vibration data test set
The second data set consisted of spectral vibration data gathered from a fault diagnosis application. Many large items of machinery are regularly monitored by analyzing the spectral vibration data that is generated when they are operating. The vibration signatures produced are very distinct and any changes in these patterns may be used to detect faults in the mechanical condition.
The data set consists of 681 samples composed of 10 input features and seven output classes. The input features are continuous values representing the spectral interpretation of the running speed (rotations per minute (RPM)) of the motor or fan and the various harmonics that occur at twice, three times running speed etc. This information is normally derived from a fast fourier transform (FFT) and is often measured in acceleration mm/sec 2 .
The data represents several fault conditions but also includes healthy data. Several aspects of the data are highly non-linear and linearly non-separable. Table 2 presents a sub-set of the vibration data test set. A number of parameters are not shown in table 2 for reasons of clarity but are present i n the extracted rule shown in Figure 4 . These parameters are the outer race defect (ORD), the inner race defect (IRD), the Harmonic power, the Ball and Train frequencies which refer to defects associated with the ball bearings. In order to provide su cient accuracy on this dataset the network required 250 hidden RBF units. However, the rules extracted from the vibration analysis domain proved to be less e ective at describing the networks performance.
The accuracy of the rules for the iris data was 40% with 3 rules generated. The vibration data produced 7 rules with an overall accuracy of 25%. The number of rules generated is simply the number of classes in the dataset. The original RBF network trained on the iris data had an accuracy of 88% and had an accuracy of 75% when tested on the vibration data. The network in both cases was tested using 50% of the data set. In general, there is a trade-o between a large number of extracted rules and a high accuracy versus a small number of rules and a low accuracy. If more than one rule is red by a given test case, this results in a classi cation error. This is because a class is represented by a single rule.
Discussion and Conclusion
Local neural network representations such as radial basis functions are well suited for symbolic rule extraction and knowledge transfer. The weights and cluster centres can be directly interpreted as antecedents in a symbolic IF..THEN type rule. In the case of the iris dataset, the extracted rules were reasonably accurate in describing some of the features of the Setosa class. The other two classes have s e v eral features in common which led to an overlap in the intervals assigned to the antecedents. This meant that the extracted rules also had a high degree of overlap and in many cases activated multiple rules. The vibration diagnosis problem proved to be more di cult. Producing fewer rules gave an overly general solution that had many o verlapping antecedent v alues. Recently, w e h a ve completed an algorithm that overcomes these limitations and involves extracting a separate rule for each individual RBF unit. The extraction algorithm is based on the techniques proposed by Andrews and Geva 1, 2]. This gives greater accuracy by providing a highly detailed description of the input space. The accuracy of the extracted rules then becomes equal to the original RBF network.
In conclusion, we argue that the local character of RBF networks is particularly useful for rule extraction algorithms. Furthermore, there is a trade-o between a large number of extracted rules and a high accuracy versus a small number of rules and a l o w accuracy.
