Abstract. We obtain new off-diagonal remainder estimates for the kernel of the spectral projector of the Laplacian onto frequencies up to λ. A corollary is that the kernel of the spectral projector onto frequencies (λ, λ+1] has a universal scaling limit as λ → ∞ at any non self-focal point. Our results also imply that immersions of manifolds without conjugate points into Euclidean space by arrays of eigenfunctions with frequencies in (λ, λ + 1] are embeddings for all λ sufficiently large. Finally, we find precise asymptotics for sup norms of gradients of linear combinations of eigenfunctions with frequencies in (λ, λ + 1].
Introduction
Suppose that (M, g) is a smooth, compact, Riemannian manifold without boundary of dimension n ≥ 2. Let ∆ g be the non-negative Laplacian acting on L 2 (M, g, R), and let {ϕ j } j be an orthonormal basis of eigenfunctions:
with 0 = λ 2 0 ≤ λ 2 1 ≤ · · · . This article concerns the λ → ∞ asymptotics of the Schwartz kernel E λ (x, y) = λ j ≤λ ϕ j (x)ϕ j (y) (2) of the spectral projection
onto eigenfunctions with frequency at most λ. We are primarily concerned with the behavior of E λ (x, y) at points x, y ∈ M for which the Riemannian distance d g (x, y) is less than the injectivity radius inj(M, g). In this case, the inverse of the exponential map exp −1 y (x) is well-defined, and we will write E λ (x, y) = λ n (2π) n |ξ|g y <1 e iλ exp −1 y (x),ξ gy dξ |g y | + R(x, y, λ),
where R(x, y, λ) is a smooth function of x, y, the integral in (3) is taken over the cotangent fiber T * y M and the integration measure dξ/ |g y | is the quotient of the natural symplectic form dξdy on T * M by the Riemannian volume form |g y |dy. Our main result, Theorem 1, fits into a long history of estimates on R(x, y, λ) as λ → +∞ (cf §1.2). To state it, we need a definition from [27, 36] .
Definition 1 (Non self-focal points). A point x ∈ M is said to be non self-focal if the set of unit covectors L x = {ξ ∈ S * x M | ∃ t > 0 with exp x (tξ) = x} (4) has zero measure with respect to the Euclidean surface measure induced by g on S * x M . Theorem 1. Let (M, g) be a compact, smooth, Riemannian manifold of dimension n ≥ 2, with no boundary. Suppose x 0 ∈ M is a non self-focal point, and let r λ be a non-negative function with lim λ→∞ r λ = 0. Then, 
as λ → ∞. Here, B(x 0 , r λ ) denotes the geodesic ball of radius r λ centered at x 0 , and the rate of convergence depends on x 0 and r λ .
The little oh estimate (5) is not new for x = y (i.e. r λ = 0). Both Safarov in [27] and Sogge-Zelditch in [35] show that R(x, x, λ) = o(λ n−1 ) when x belongs to a compact subset of the diagonal in M × M consisting only of non self-focal points (see also [28] ). Safarov in [27] also obtained o(λ n−1 ) estimates on R(x, y, λ) for (x, y) in a compact subset of M × M that does not intersect the diagonal (under the assumptions of Theorem 3). Theorem 1 simultaneously allows x = y and d g (x, y) → 0 as λ → ∞, closing the gap between the two already known regimes. We refer the reader to §1.2 for further discussion and motivation for Theorem 1 and to §2 for an outline of the proof.
Our main application of Theorem 1 is Theorem 2, which gives scaling asymptotics for the Schwartz kernel E (λ,λ+1] (x, y) := λ<λ j ≤λ+1 ϕ j (x)ϕ j (y) (6) of the orthogonal projection = o(λ n−1 ),
where J ν is the Bessel function of the first kind with index ν, B(x 0 , r λ ) denotes the geodesic ball of radius r λ centered at x 0 , and d g is the Riemannian distance.
Remark 1. Relation (7) holds for E (λ,λ+δ] with any δ > 0. The difference is that the Bessel function term is multiplied by δ and that the rate of convergence depends on δ.
Our proof of Theorem 2 is insensitive to the choice of δ.
The weighted Bessel function appearing in (7) is the inverse Fourier transform of the uniform measure on S n−1 : 
In normal coordinates at x 0 , (7) therefore implies sup |u|,|v|<r 0
as λ → ∞. The measure dω is the Euclidean surface measure on the unit sphere S n−1 , and the rate of convergence of the error term depends on r 0 and the point x 0 . The integral of S n−1 in (9) is the kernel of the spectral projector onto the generalized eigenspace of eigenvalue 1 for the flat Laplacian on R n (cf [14] and §2.1 in [42] ). The asymptotics of λ −n+1 E (λ,λ+1] x 0 + u λ , x 0 + v λ are therefore universal in the sense that they depend only on the dimension of M . Since the convergence in (9) is locally uniform in the u, v variables, it implies convergence in the C ∞ -topology when (M, g) is real analytic. It is natural to conjecture that the same is true if (M, g) is any smooth Riemannian manifold, and proving this is work in progress by the authors.
Finally, we mention that the high frequency spectral function E (λ,λ+1] is the covariance kernel for asymptotically fixed frequency random waves on M (cf. [29, 30, 41] ). The formula (9) and its analogues for the derivatives
therefore shows that the local statistical properties of monochromatic random waves near a non self-focal point are universal. We refer the reader to §1.3 for further discussion and motivation for Theorem 2.
1.1. Applications. Combining Theorem 1 with prior results of Safarov in [27] , we obtain little oh estimates on R(x, y, λ) without requiring x, y to be in a shrinking neighborhood of a single non-focal point. We recall the following definition from [27, 36] .
Definition 2 (Mutually non-focal points). Let (M, g) be a Riemannian manifold. We say that x, y ∈ M are mutually non-focal if the set of unit covectors
has zero measure with respect to the Euclidean surface measure induced by g on S * x M .
Theorem 3. Let (M, g) be a compact, smooth, Riemannian manifold of dimension n ≥ 2, with no boundary. Consider any compact set K ⊆ M ×M such that if (x, y) ∈ K, then x, y are mutually non-focal and either x or y is a non self-focal point. Then, as λ → ∞, we have sup
Remark 2. If (M, g) has no conjugate points, then any pair of points x, y ∈ M are mutually non-focal and either x or y is a non self-focal point. Thus, Theorem 3 applies
We prove Theorem 3 in §6.1. Theorem 3 can be applied to studying immersions of (M, g) into Eucliden space by arrays of high frequency eigenfunctions. Let {ϕ j 1 , . . . , ϕ jm λ } be an orthonormal basis for λ<µ≤λ+1 ker(∆ g − µ 2 ) and consider the maps
The λ
normalization is chosen so that the diameter of Ψ (λ,λ+1] (M ) in R m λ is bounded above and below as λ → ∞. Maps related to Ψ λ are studied in [2, 20, 24, 41] . In particular, Zelditch in [41, Proposition 2.3] showed that the maps Ψ (λ,λ+1] are almostisometric immersions for large λ in the sense that a certain rescaling of the pullback Ψ * λ (g euc ) of the Euclidean metric on R m λ converges pointwise to g. A consequence of Theorem 3 is that these maps are actually embeddings for λ sufficiently large. We prove Theorem 4 in §6.2. Note that this result does not hold on spheres S n ⊆ R n+1 endowed with the round metric because the even spherical harmonics identify antipodal points. Since Ψ (λ,λ+1] are embeddings for λ large, it is natural to study Ψ (λ,λ+1] (M ) as a metric space equipped with the distance, dist λ , induced by the embedding:
In the following result we present precise asymptotics for dist λ (x, y) in terms of d g (x, y).
Theorem 5. Let (M, g) be a compact, smooth, Riemannian manifold of dimension n ≥ 2, with no boundary. Suppose further that every x ∈ M is non self-focal and all pairs x, y ∈ M are mutually non-focal. As λ → ∞, we have
We prove Theorem 5 in §6.3. As an application, we prove the following gradient estimates on quasi-modes in §6.4. Theorem 6. Let (M, g) be a compact, smooth, Riemannian manifold of dimension n ≥ 2, with no boundary. Suppose that every point x ∈ M is non self-focal and all pairs x, y ∈ M are mutually non-focal. As λ → ∞, we have
where α n is the volume of the unit ball in R n .
For L 2 -normalized eigenfunctions and quasi-modes, upper bounds of the form Cλ n+1 for the L ∞ norms of the gradient are well-known and extensively used (cf [12, 13, 33, 34, 4, 5, 6, 38] ). For quasi-modes, lower bounds on the order of λ n+1 follow from Dong's L ∞ Bernstein-type inequality [8] . To the knowledge of the authors the precise constant in Theorem 6 are new.
1.2. Discussion of Theorem 1. Theorem 1 is an extension of Hörmander's pointwise Weyl law [15, Theorem 4.4] . Hörmander proved that there exists ε > 0 so that if the Riemannian distance d g (x, y) between x and y is less than ε, then 
In particular, since exp −1 y (x), ξ gy = x − y, ξ +O(|x − y| 2 |ξ|), we may Taylor expand (15) to get that for each r 0 > 0
With the additional assumption that x, y are near a non self-focal point, Theorem 1 therefore extends Hörmander's result in two ways. First, our careful choice of phase function exp −1 y (x), ξ gy allows us to obtain a o(λ n−1 ) estimate on R. Second, we allow d g (x, y) to shrink arbitrarily slowly with λ.
Hörmander's phase functions ψ(x, y, ξ) are difficult to analyze directly when x = y since they are the solutions to certain Hamilton-Jacobi equations (cf [15, Definition 3.1] and [16, (29.1.7) , vol. 4]). A novel aspect of our proof of Theorem 1 is that we replace Hörmander's parametrix for the half-wave operator U (t) = e −it √ ∆g by a more geometric version whose phase function at t = 0 is exp −1 y (x), ξ gy . Such a parametrix was previously used by Zelditch in [41] , where a detailed construction was omitted. Our construction, given in §3, makes clear the off-diagonal behavior of E λ (x, y). For more details, see the outline of the proof of Theorem 1 is given in §2.
As already mentioned, predecessors to Theorems 1 and 3 are the results of Safarov [27] . They all show that R(x, x, λ) = o(λ n−1 ) whenever x belongs to a neighborhood of a non-focal point. Safarov [27, Theorem 3.3] also proved that R(x, y, λ) = o(λ n−1 ) when the points (x, y) belong to a compact subset of M × M that does not intersect the diagonal. A new aspect of Theorem 1 is that we simultaneously allow x = y and d g (x, y) → 0 as λ → ∞.
The error estimate in (15) is sharp on Zoll manifolds (see [39] ) such as the round sphere. The majority of the prior estimates on R(x, y, λ) actually treat the case x = y.
Notably, Bérard showed in [1] that on all compact manifolds of dimension n ≥ 3 with non-positive sectional curvatures and on all Riemannian surfaces without conjugate points we have R(x, x, λ) = O(λ n / log λ). The O(λ n−1 ) error in the Weyl asymptotics for the spectral counting function
has also been improved under various assumptions on the structure of closed geodesics on (M, g) (see [1, 7, 10, 17, 23, 25, 26, 28] ). For instance, Duistermaat-Guillemin [10] and Ivrii [17] 
) is aperiodic (i.e the set of all closed geodesics has measure zero in S * M ). Also related to this article are lower bounds for R(x, y, λ) obtained by JakobsonPolterovich in [19] as well as estimates on averages of R(x, y, λ) with respect to either y ∈ M or λ ∈ R >0 studied by Lapointe-Polterovich-Safarov in [21] . When (M, g) = (S 2 , g round ) is the standard 2-sphere, the square roots of the Laplace eigenvalues are λ k = k · 1 + 1/k for k ∈ Z + , and L x 0 = S * x 0 M since the geodesic flow is 2π-periodic. However, the conclusion of Theorem 2 holds for the kernel of the spectral projection onto the λ 2 k eigenspace, and Equation (7) in this case is known as Mehler-Heine asymptotics (cf §8.1 in [37] ). On any Zoll manifold, the square roots of Laplace eigenvalues come in clusters that concentrate along an arithmetic progression. The width of the k th cluster is on the order of k −1 , and we conjecture that the scaling asymptotics (9) hold for the spectral projectors onto the clusters (see [39] for background on the spectrum of Zoll manifolds).
If one perturbs the standard metric on S 2 or on a Zoll surface, one can create smooth metrics possessing self-focal points x 0 where only a fraction of the measure of initial directions at x 0 give geodesics that return to x 0 . These points complicate the remainder estimate for the general case. Indeed, it was pointed out to the authors by Safarov that even on the diagonal, one has
The function Q is identically zero if x 0 is non self-focal or if a full measure of geodesics emanating from x 0 return to x 0 at the same time. In general, however, Q will contribute an extra term on the order of λ n−1 to the asymptotics in (7). We refer the interested reader to §1.8 in [28] . We deduce Theorem 2 from Theorem 1 by using (5) to write
where
Theorem 2 follows from the improved estimate (5) combined with (16) and relation (8).
1.4. Organization of the paper. In §2 we outline the proof of Theorem 1. Sections §3 - §5 are dedicated to address all the results introduced in §2. In §3 we construct a short time parametrix for the half-wave group. We then use the results in §3 to prove in §4 a key estimate on the smoothed spectral projector. Next, in §5 we bound the differences between the spectral projector and its smoothed version. Finally, in §6 we prove Theorems 3-6.
1.5. Notation. Given a Riemannian manifold (M, g) we write vol g (M ) for its volume, d g : M × M → R for the induced distance function and inj(M, g) for its injectivity radius. For x ∈ M we write S * x M for the unit sphere in the co-tangent fiber T * x M. We denote by ·, · gx : T * x M × T * x M → R the Riemannian inner product on T * x M and by |·| gx the corresponding norm. When M = R n we simply write ·, · and |·|. In addition, for (x, ξ) ∈ T * M, we write g 1/2
x (ξ) for the square root of the matrix g x applied to the covector ξ, and we write |g x | for the determinant of g x .
We denote by S k the space of classical symbols of degree k, and we will write S k hom ⊆ S k for those symbols that are homogeneous of degree k. We also denote by Ψ k (M ) the class of pseudodifferential operators of order k on M.
1.6. Acknowledgements. It is our pleasure to thank I. Polterovich, C. Sogge, J. Toth and particularly Y. Safarov and S. Zelditch for providing detailed comments on earlier drafts of this article. The first author would also like to thank B. Xu for sharing unpublished proofs of some results in [4] .
Outline for the Proof of Theorem 1
Fix (M, g) and a non self-focal point x 0 ∈ M . The proof of Theorem 1 amounts to finding a constant c > 0 so that for all ε > 0 there existλ ε > 0, an open neighborhood U ε of x 0 , and a positive constant c ε , so that
for all λ ≥λ ε . Indeed, if r λ is a positive function with lim λ→∞ r λ = 0, then it suffices to choose λ ε := max{λ ε , inf{λ :
By the definition (3) of R and the definition (2) of E λ , we seek to find a constant c > 0 so that for all ε > 0 there existλ ε > 0, an open neighborhood U ε of x 0 , and a positive constant c ε satisfying
for all λ ≥λ ε .
We prove Relation (18) using the so-called wave kernel method. That is, we use that the derivative of the spectral function is Fourier dual to the fundamental solution of the half-wave equation on (M, g) :
where F −1 denotes the inverse Fourier transform and U (t, x, y) is the Schwartz kernel of e −it √ ∆g . The singularities of U (t, x, y) control the λ → ∞ behavior of E λ . We first study the contribution of the singularity of U (t, x, y) coming at t = d g (x, y) by taking a Schwartz function ρ ∈ S(R) that satisfies supp (ρ) ⊆ (− inj(M, g), inj(M, g)) and
We prove in §4.1 the following proposition, which shows that Relation (18) holds with E λ replaced by ρ * E λ .
) be a compact, smooth, Riemannian manifold of dimension n ≥ 2, with no boundary. Then, there exists c > 0 so that for all ε > 0 there existsλ ε > 0 making
) and all λ ≥λ ε . Note that Proposition 7 does not assume that x, y are near a non self-focal point. The reason is that convolving E λ with ρ multiplies the half-wave kernel U (t, x, y) in (19) by the Fourier transformρ(t), which cuts out all but the singularity at t = d g (x, y). The proof of (21) relies on the construction in §3 of a short time parametrix for U (t), which differs from the celebrated Hörmander parametrix becaues it uses the coordinateindependent phase function φ(t, x, y, ξ) = exp
that solves the the Eikonal equation only on the projection of the canonical relation underlying U (t) to R × M × T * M. To leading order, our parametrix for U (t, x, y) is given by the oscillatory kernel
which corresponds to approximating U (t) by the fundamental solution to the half-wave equation on the tangent space T y M with the flat (i.e. constant coefficient) Laplacian corresponding to the Riemannian inner product ·, · y on T y M. We will see in §3.2 that Id and ∆ g have simple, coordinate-independent amplitudes relative to exp −1 y (x), ξ gy . This allows us to compute the first two terms in the amplitudes of ∆ g and ∆ g •U (t).
Having that Relation (18) holds with E λ replaced by ρ * E λ , it remains to estimate the difference |E λ (x, y) − ρ * E λ (x, y)|. This is the content of the following result. 
for all λ ≥ 1.
The assumption that x, y are near a non self-focal point x 0 guarantees that the dominant contribution to E λ (x, y) comes from the singularity of U (t, x, y) at t = d g (x, y). Following the technique in [35] , we prove Proposition 8 in §5 by microlocalizing U (t) near x 0 (see §5.1) and applying two Tauberian-type theorems (presented in §5.2). Relation (18) , and consequently Theorem 1, are a direct consequence of combining Proposition 7 with Proposition 8.
Parametrix for the Half-Wave Group
The half-wave group is the one parameter family of unitary operators
). It solves the initial value problem
and its Schwartz kernel U (t, x, y) is related to the kernel of the spectral projector E λ (x, y) via (19) . It is well-known (cf [10, 16] ) that U is a Fourier integral operator in
where G t denotes geodesic flow.
Our goal in this section is to construct a short time parametrix for U (t) that is similar to Hörmander's parametrix (cf [15] , [16, §29] ) but uses the coordinate independent phase function φ :
Such a parametrix was used by Zelditch in [41] , where a detailed construction was omitted. Let χ : [0, inj(M, g)/2) → [0, 1] be a compactly supported smooth cut-off function that is identically 1 in a neighborhood of 0. The main result of this section is the following.
where the equality is modulo smoothing kernels and A ∈ S 0 is a polyhomogeneous symbol of order 0 satisfying:
• For (t, x, y, ξ) in a conic neighborhood of C φ = {(t, x, y, ξ) : x = exp y (tξ/ |ξ| gy )},
The proof of Proposition 9 in divided into two steps. First, we prove in §3.1 that that φ parametrizes Γ. Then, in §3.2 we construct the amplitude A.
3.1.
Properties of the phase function. The phase function
y (x), ξ gy parametrizes the co-normal bundle to the diagonal and is adapted to the Hamilton flow associated to the principal symbol of ∆ g . Consequently, symbols relative to φ(0, x, y, ξ) for pseudo-differential operators in the functional calculus of ∆ g are simpler when compared with symbols relative to the usual coordinate-dependent phase function x − y, ξ (cf (34) and (37)). Throughout this section, we will use for x and y sufficiently close that the parallel transport operator (along the unique shortest geodesic from x to y) T y→x : T * y M → T * x M is an isometry that satisfies
and
Lemma 10. The phase function φ parametrizes the canonical relation Γ for |t| < inj(M, g) and d g (x, y) < inj(M, g)/2 in the sense that
is the image of the critical set
Proof. When |t| < inj(M, g), we have that (t, x, y, ξ) ∈ C φ if and only if t = 0 and x = y, or t = d g (x, y) = 0 and ξ/ |ξ| gy = exp (29) when t = 0, we must show that
Since
Next, using (28), we have φ(0, x, y, ξ) = − exp −1
x (y), T y→x ξ gx . Therefore, d y | y=x φ(0, x, y, ξ) = −ξ, which proves (30) . To establish (29) when t = 0, we write
.
Since G t (y, exp −1 y (x)) = (x, − exp −1 x (y)), it remains to check that
which we verify in normal coordinate at y. We have that
as desired. By Proposition 25.1.5 in [16] , since φ parametrizes Γ, there exists a polyhomogeneous symbol A of order 0 that is supported in a neighborhood of C φ for which
modulo a smoothing kernel. The equality (33) is valid in the sense of distributions for |t| < inj(M, g) and
The amplitudeÃ is not unique. However, any choice of A must satisfy relation (26) in Proposition 9. To see this, we shall use that U (0) = Id and find an oscillatory representation for the kernel of the Identity operator having φ(0, x, y, ξ) as a phase function. To establish (27) we will use that (
is a smoothing operator and so we study the behavior of the kernel for ∆ g • U (t). The following three lemmas gives oscillatory integral representations with phase function φ for Id, ∆ g , ∆ g and ∆ g • U (t).
Lemma 11. The kernel of the identity operator admits the following representation as an oscillatory integral relative to the Riemannian volume form dv g (y) :
Proof. Fix x ∈ M and let f ∈ C ∞ (M ). Without loss of generality, assume that f is supported in an open set U ⊂ B(x, inj(M, g)) that contains the point x. Set V = exp −1 x (U ) ⊂ R n and consider normal coordinates at x:
The pairing of the RHS of (34) with f is then 1 (2π) n
This proves (34) . To explain why the two oscillatory integrals in the statement of the present Lemma define the same distribution, we will the parallel transport operator (see (28)). We write (34) as
Let (y 1 , . . . , y n ) be any local coordinates near x. We note that for every y, the collection of covectors {g
is an orthonormal basis for T * y M. Hence, the Lebesgue measure on T * y M in our coordinates is |g y | 1/2 dy 1 | y ∧ · · · ∧ dy n | y , and since T y→x is an isometry,
This allows us to change variables in (36) to obtain the integral over T * y M in the statement of the Lemma. x (y) (T x M ) and T * y M induced from g. As explained in [3] , we have that Θ(x, y) = |g y | in normal coordinates at x.
Lemma 12. The following is a kernel for ∆ g relative to the Riemannian volume form
Moreover, modulo a smooth function, the following is a kernel for ∆ g relative to dv g :
where ψ is a smooth and compactly supported function that vanishes identically in a neighborhood of the origin and is 1 outside a compact set, and where b is a polyhomogeneous symbol in S −1 .
Proof. Let f ∈ C ∞ (M ) and without loss of generality fix x ∈ M and assume that f is supported in an open set U ⊂ B(x, inj(M, g)/2) that contains the point x ∈ M . We represent any point y in a neighborhood of x in normal coordinates y = (z 1 , . . . , z n ) where y = h(z) for h(z) = exp x (z) as defined in (35) . We have
Since suppf ⊂ B(x, inj(M, g)/2) and χ(d g (x, y)) = 1 for y ∈ B(x, inj(M, g)/2), the last expression is precisely the pairing of the right hand side of (37) with f in normal coordinates at x. To conclude (38) , we now show that
where P is the operator given by
Note that (39) follows from
We will show that the difference in (41) is the quantization of a symbol in S 0 . To see this, fix x, y ∈ M and choose normal coordinates at x. Then, P 2 (x, y) is given by
The critical points for the phase as a function of (z, η) are z = x and η = ξ. Applying the method of stationary phase in (z, η) we get
The proof follows from observing that (1 − ψ 2 (|ξ| gx ))|ξ| 2 gx ∈ S −∞ .
Lemma 13. The kernel of ∆ g • U can be written, modulo the kernel of a smoothing operator, as
for a polyhomogeneous amplitude B of order 1 with
where ψ is a smooth function that vanishes in a neighborhood of 0 and is identically 1 outside a compact set, andÃ is defined in (33) .
Proof. By Lemma 12 we know ∆ g − P ∈ Ψ −1 (M ) and so it is enough to check that (43) holds for P • U (t, x, y), where P is as defined in (40) . We have that the kernel P • U (t, x, y) is given by
y (z), ξ gy − t |ξ| gy has a critical point at z = x and η = d x φ(t, x, y, ξ). The Hessian at the critical point is
which is non-degenerate. Applying stationary phase in (z, η) and noting that the d 2 z Φ term corresponds to two derivatives in η shows that
with B(t, x, y, ξ) − ψ(|η| gx ) Ã (t, x, y, ξ) |η| gx − i∂ xÃ (t, x, y, ξ) η |η| gx η=dxφ(t,x,y,ξ) ∈ S −1 , completing the proof.
We are now ready to construct an amplitude A satisfying the claims in Proposition 9.
Proof of Proposition 9. Since U (0) is the identity we have from Lemma 11 that
Consider A as in (33) , and definex :
x(t, y, ξ) := exp y tξ |ξ| gy .
Note that (t,x(t, y, ξ), y, ξ) ∈ C φ for all (t, y, ξ). We use that
is the kernel of a smoothing operator. With B defined as in Lemma 13, the amplitudẽ A in (33) satisfies ∂ t φ(t, x, y, ξ)Ã(t, x, y, ξ) − i ∂ tÃ (t, x, y, ξ) + B(t, x, y, ξ) x= x ∈ S −∞ Using (43) and Lemma 10 we find that ∂ tÃ (t, x, y, ξ) + ψ |d x φ(t, x, y, ξ)| gx ∂ xÃ (t, x, y, ξ) d x φ(t, x, y, ξ) |d x φ(t, x, y, ξ)| gx x= x ∈ S −1 .
(45) Also, since |d x φ(t,x, y, ξ)| gx = |ξ| gy and 1 − ψ(|ξ| gy ) is compactly supported in ξ, we get from (45) that
Let us writeÃ ′ (t, y, ξ) :=Ã(t,x(t, y, ξ), y, ξ)
for the restriction of A to C φ . Choosing normal coordinates at y it is easy to check that (46) yields
Hence, writingÃ ′ ∼ ∞ j=0Ã ′ −j and using that A ′ 0 is homogeneous of degree 0, we must have ∂ tÃ ′ 0 (t, y, ξ) = 0 for all t. In particular, using (44) we find that for all t
Set (Ã −Ã ′ )(t, x, y, ξ) :=Ã(t, x, y, ξ) −Ã ′ (t, y, ξ), and note that
Up to a smoothing kernel it follows from (33) that, modulo a smoothing operator, we may decompose U (t, x, y) as
(49) Because of (48) we may integrate by parts once in the second term of (49) using L = 1/(i|∇ ξ φ| 2 )∇ ξ φ · ∇ ξ . This allows us to replaceÃ −Ã ′ with an amplitude β ∈ S −1 . Finally, define A(t, x, y, ξ) :=Ã ′ (t, y, ξ) + β(t, x, y, ξ).
Using (47) we have
for (t, x, y, ξ) in a conic neighborhood of C φ as desired.
Smoothed projector: proof of Proposition 7
Proposition 14 below is our main technical estimate on E λ (x, y). We use Proposition 14 to prove Propositions 7 and 8 in §4.1 and §5 respectively. Proposition 14. Let (M, g) be a compact, smooth, Riemannian manifold of dimension n ≥ 2, with no boundary. Suppose that Q ∈ Ψ 0 (M ) has real valued principal symbol q 0 and vanishing sub-principal symbol, and that ρ is defined as in (20) . Then, for all x, y ∈ M with d g (x, y) ≤ 1 2 inj(M, g) and all µ ≥ 1, we have
Here, dω is the Euclidean surface measure on S * y M and W is a smooth function in (x, y) satisfying:
• (Long range) There exists C > 0 such that for all µ > 0 sup
Remark 3. Note that Proposition 14 does not assume that x, y are near an aperiodic point.
We start by rewriting U (t)Q * (x, y) using the parametrix (25) for U (t). First of all, since we know that A(t, x, y, ξ) − 1 ∈ S −1 in a conical neighborhood of the critical set C φ and that A(0, x, x, ξ) − 1 ∈ S −∞ for all x ∈ M , we deduce that
for some α(t, x, y) = O(|t| + d g (x, y)) and J ∈ S −1 . Using that Q ∈ Ψ 0 (M ) has vanishing sub-principal symbol we conclude that
where the amplitude D is given by
for some K(t, x, y, ξ) ∈ S −2 ,J (t, x, y, ξ) ∈ S −1 , and where α are defined in (54). Combining (53) and (55), and changing coordinates ξ → µrω where (r, ω) ∈ [0, +∞)× S * y M , we obtain that up to an O(µ −∞ ) error that
where χ ∈ C ∞ c (R) is a cut-off function that is identically 1 near r = 1. Indeed, on the support of 1 − χ, the operator L = 1 iµ(1−r) ∂ t is well-defined, preserves e iµt(1−r) , and its adjoint L * satisfies that for
We evaluate the integral in (57) using the method of stationary phase in two different ways. To address the short range behavior we use the singularity at (t, r) = (0, 1) and the fact that for all k ∈ Z + we have |∂ k r e i exp −1
To study the long range behavior we use that the amplitude in (57) is the Fourier transform of a surface carried measure and hence decays as µd g (x, y) grows.
Short Range. The unique critical point for the phase function function (t, r) → t(1 − r) in (57) occurs at t = 0, r = 1, and the Hessian at this critical point is
Hence, applying stationary phase (note that the phase function is purely quadratic), we have that the error term defined in (50) is
y (x),ω gy α(t, x, y)J (t, x, y, ξ) + K(t, x, y, ξ) dω
The reason why we need to take 7 derivatives in the last term of (58) is that when performing stationary phase with a quadratic phase function with an integral over R k , the remainder after keeping the first N terms is bounded by k + 1 + 2N derivatives of the amplitude. By (56), we have that ∂ t | t=0 B ∈ S −1 and
Combining this with (58), we find that
Taking a supremum over d g (x, y) < λ −1+δ proves (51).
Long Range. To establish (52), we first study (57) with B replaced by q 0 :
According to [32 
for any multi index α and some C α > 0 independent of y and η. Hence, (60) equals
where ψ ± (t, r, x, y) = t(1 − r) ± rd g (x, y) and
Note that the critical points of ψ ± are (t ± c , r ± c ) = (±d g (x, y), 1) and that
Hence, we apply the method of stationary phase to get that (63) (and hence (60)) is
As in the short range computation, the reason we need to take 7 derivatives in the last term is that when performing stationary phase with a quadratic phase function with an integral over R k , the remainder after keeping the first N terms is bounded by k + 1 + 2N derivatives of the amplitude. Note that since ∂ tρ (t) = 0 for t = ±d g (x, y), the second term between brackets in (64) vanishes. To estimate the error term (65) we simply note that it follows from (62) that all the derivatives of g ± are uniformly bounded in (t, r, µ) ∈ supp(g ± ) and so (65) is O(µ n−3 ). Hence, using (61), we find that (60) is
Therefore, the error term defined in (50) is
y (x),ω gy K(t, x, y, rµω)dωdrdt
To study (67), we again use [32, Theorem 1.2.1] to find that there exist smooth
for some C α > 0 and all (t, x, y, η) ∈ R × M × M × R n , where the extra power of −1 comes from the fact that J ∈ S −1 . We apply stationary phase as before to find that (67) is
Using (68) and that α(t, x, y) = O(|t| + d g (x, y)), we find that (67) is bounded by the right hand side of (52). That (66) satisfies the same bound is proved in the same way, except we use that K ∈ S −2 in place of α(t, x, y) = O(|t| + d g (x, y)).
4.1.
Proof of Proposition 7. Proposition 7 follows by integrating (50) with respect to µ from 0 to λ applied to Q = Id. We have
Changing coordinates to ξ = µω we get an integral over {ξ ∈ T * y M : |ξ| gy < λ}. Next, choose any δ ∈ (0, 1/7). The short range estimate Equation (51) implies that there exists a constant C > 0 for which
and sup x,y ∈M, 
for all λ ≥ 1. It is at this point that the assumption that x 0 is a non self-focal point is needed. In §5.1 we construct a partition of the Identity operator localized to x 0 . We use such partition to split |E λ (x, y) − ρ * E λ (x, y)| into different pieces, each of which we shall control using two types of Tauberian Theorems described in §5.2. We conclude this section presenting the proof of Proposition 8 in §5.3.
5.1.
Microlocalizing the identity operator at non self-focal points. For every x, y ∈ M and ξ ∈ S * x M we set L * (x, y, ξ) = inf t > 0 | exp x (tξ) = y with L * (x, y, ξ) = +∞ in case the infimum is taken over the empty set. Unlike the loopset function studied by Sogge-Zelditch in [35] , we are interested in the off-diagonal case when x = y and d g (x, y) < Proof. We start by fixing a coordinate chart (κ x 0 , V x 0 ) at x 0 with κ x 0 :
We first note that the function f : 
In addition, there exists a function
As in [35] we choose a real-valued functionψ ε ∈ C ∞ c (R n ) with supp(ψ ε ) ⊂ N ε and equal to 1 in a neighborhood of κ −1
x 0 (x 0 ). Define symbols on R 3n bỹ
and consider their respective quantizations Op(b ε ), Op(c ε ) ∈ Ψ 0 (R n ). Properties (1) and (2) follow from setting
ε . Note that if for some time Remark 4. We shall also need precise asymptotics for the on-diagonal behavior of QEQ * (x, x, µ) for all x ∈ O ε and Q ∈ {Id, B ε , C ε }. Write q 0 for the principal symbol of Q. Using that the sub-principal symbols of both Q and QQ * vanish identically in a neighborhood O ε of x 0 , [35, Lemma 3.2] shows that there exist constants c, c ε > 0 so that for all
(76) for all λ ≥ 1.
To ease the notation, we will write E(x, y, λ) := E λ (x, y).
To prove (71), we use the operators B ε , C ε and the function ψ ε constructed in Lemma 15. We set
where x and y are any two points in M . Note that
and so α ε (x, y, λ) is an increasing function of λ for any x, y fixed. We also set
Since B ε + C ε = ψ 2 ε and ψ ε = 1 in a neighborhood of x 0 , relation (71) would hold if we prove that there exist positive constants c and c ε , with c independent of ε, and a neighborhood U ε of x 0 such that for all λ ≥ 1 sup x,y∈Uε
5.2. Tauberian Theorems. To control |α ε (x, y, λ) − β ε (x, y, λ)| and |g ε (x, y, λ)| we use two different Tauberian-type theorems. To state the first one, fix a positive function φ ∈ S(R) so that suppφ ⊆ (−1, 1) andφ(0) = 1. We have writtenf for the Fourier transform of f. Define for each a > 0
so thatφ a (t) =φ(at). 
Then, there exists c > 0 depending only on φ such that
for all µ ≥ 0.
Proof. The proof is identical to argument for Lemma 17.5.6 in [16, Volume 3].
We will also need the following result.
Lemma 17 ([15]
Tauberian Theorem for non-monotone functions). Let g be a piecewise continuous function such that there exists a > 0 withĝ(t) ≡ 0 for |t| ≤ a. Suppose further that for all µ ∈ R there exist constants m ∈ N and c 1 , c 2 > 0 so that
Then, there exists a positive constant c m,a , depending only on m and a, such that for
5.3. Proof of Proposition 8. As explained above, the proof of Proposition 8 reduces to establishing relations (80) and (81).
Proof of relation (80)
. We seek to apply Lemma 16 to α ε and β ε . Let a = ε, m = n and κ = −2. We first verify condition (a). From Remark 4 it follows that there exist an open neighborhood U ε of x 0 and constants c 1 , c ε > 0 so that for all x, y ∈ U ε and all λ ≥ 1
Combining (85) with the long range estimate in Proposition 14 applied to Q = C ε , we see that there exist positive constants M 0 and c ε for which
for all λ ≥ 1. It remains to verify condition (b). Note that
where F is the Fourier transform and φ ε is defined in (82). According to Lemma 15, U (t)C * ε is a smoothing operator for 
for all λ > 0.
Proof of relation (81)
. We seek to apply Lemma 17 to g ε . First, note that since g ε (x, y, λ) = EB * ε (x, y, λ) − ρ * EB * ε (x, y, λ), the function g ε (x, y, ·) is piecewise continuous in the λ variable. Next, we check thatĝ ε (t) ≡ 0 in a neighborhood of t = 0. We have ∂ λ g ε (x, y, λ) = F −1 t→λ ((1 −ρ(t))(U (t)B * ε )(x, y)) (λ). Sinceρ ≡ 1 on (− 1 2 inj(M, g), 1 2 inj(M, g)), it follows that F λ→t (∂ λ g ε (x, y, ·))(t) = 0 for |t| ≤ 1 2 inj(M, g). Equivalently, t · F λ→t (g ε (x, y, ·))(t) = 0 |t| ≤ 1 2 inj(M, g). In addition, we must have F λ→t (g ε (x, y, ·))(0) = 0 for otherwise g ε (x, y, ·) would include a sum of derivatives of delta functions but this is not possible since g ε (x, y, ·) is piecewise continuous. It follows that F λ→t (g ε (x, y, ·))(t) = 0 |t| ≤ 1 2 inj(M, g), as desired. It therefore remains to check that g ε satisfies (84). Let s ∈ [0, 1], λ ∈ R, and write g ε (x, y, λ + s) − g ε (x, y, λ) =EB * ε (x, y, λ + s) − EB * ε (x, y, λ) + ρ * EB * ε (x, y, λ + s) − ρ * EB * ε (x, y, λ).
To estimate EB * ε (x, y, λ + s) − EB * ε (x, y, λ) we apply the Cauchy Schwartz inequality, 
for all λ ≥ 1, s ∈ [0, 1], and x, y ∈ U ε . The ε factor is due to the fact that b 0 1 < ε.
To estimate ρ * EB * ε (x, y, λ + s) − ρ * EB * ε (x, y, λ) we apply Proposition 14 to the operator Q = B ε . Since there existsc > 0 with 
We first prove (91). By Theorem 3, for all x, y ∈ M, dist 2 λ (x, y) = f (λd g (x, y)) + R(x, y, λ), 
Observe that f (0) = α n 2 .
Taking ε → 0 in (101) and substituting (102) into (100) completes the proof.
