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With the current interest in building quantum computers, there is a strong need for accurate
and efficient characterization of the noise in quantum gate implementations. A key measure of
the performance of a quantum gate is the minimum gate fidelity, i.e., the fidelity of the gate,
minimized over all input states. Conventionally, the minimum fidelity is estimated by first accurately
reconstructing the full gate process matrix using the experimental procedure of quantum process
tomography (QPT). Then, a numerical minimization is carried out to find the minimum fidelity.
QPT is, however, well known to be costly, and it might appear that we can do better, if the goal
is only to estimate one single number. In this work, we propose a hybrid numerical-experimental
scheme that employs a numerical gradient-free minimization (GFM) and an experimental target-
fidelity estimation procedure to directly estimate the minimum fidelity without reconstructing the
process matrix. We compare this to an alternative scheme, referred to as QPT fidelity estimation,
that does use QPT, but directly employs the minimum gate fidelity as the termination criterion.
Both approaches can thus be considered as direct estimation schemes. General resource estimates
suggest a significant resource savings for the GFM scheme over QPT fidelity estimation; numerical
simulations for specific classes of noise, however, show that both schemes have similar performance,
reminding us of the need for caution when using general bounds for specific examples. The GFM
scheme, however, presents potential for future improvements in resource cost, with the development
of even more efficient GFM algorithms.
I. INTRODUCTION
Quantum computing is much in the news these days,
with the recent achievement of quantum supremacy by
the Google device [1] and the renewed interest in build-
ing a quantum computer (see, for example, Refs. [2, 3]).
The main obstacle to realizing a quantum computer of
a useful scale and accuracy is the noise that threatens
to destroy the quantum features that give quantum com-
puters their power. A key focus of any implementation
of a quantum information processing device is hence the
characterization, and subsequent control and mitigation,
of the noise that unavoidably accompanies the operation
of a quantum gate.
An often used measure of the quality of a quantum gate
implementation is the fidelity of the gate, i.e., a quan-
tification of how close the action of the actual gate is
to the theoretical ideal. Efficient and easy-to-implement
procedures such as randomized benchmarking [4–6] can
offer information on the average fidelity of a gate, aver-
aged over input states according to some distribution of
interest (e.g., Haar-distributed pure states for random-
ized benchmarking). What is often more telling about
the gate performance, however, is the minimum fidelity,
i.e., the fidelity of the gate operation, minimized over
all possible input states. This is a state-distribution-
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independent quantity, and gives a minimum guarantee
for the quality of the gate, which is important to assure
that the quantum computer functions correctly in all sce-
narios.
Conventionally, the minimum fidelity is estimated by
first a full quantum process tomography (QPT) of the
noisy gate operation, followed by a numerical minimiza-
tion, using the estimated process matrix, to find the min-
imum fidelity over all possible input states. This is a
potentially costly procedure: For a d-dimensional sys-
tem, QPT requires an accurate estimation of d4 real pa-
rameters, all to yield one number, i.e., the minimum fi-
delity. Resource estimates of the number of uses of the
channel required for an accurate full QPT can be de-
duced from bounds for state tomography [7, 8], giving
O(d6/′2), where ′ is the accuracy of the reconstruction,
measured by a distance between quantum processes.
One expects to be able to do better if the desire is only
to estimate the minimum fidelity to some desired accu-
racy , without the full reconstruction of the process ma-
trix of the noisy gate. In this work, we propose a direct
route to estimating the minimum fidelity, without the
use of QPT. It combines a numerical gradient-free mini-
mization (GFM) algorithm with the direct target fidelity
estimation scheme of Refs. [9, 10] to perform a hybrid
numerical-experimental descent of the fidelity function
to the minimum. We compare this GFM scheme with an
alternative route, which we name QPT fidelity estima-
tion. QPT fidelity estimation does go through QPT, but
rather than employing a process distance as the figure of
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2merit as done in standard QPT, we make direct use of
the minimum fidelity as the stopping rule. In this sense,
this second route can also be regarded as a direct estima-
tion of the minimum fidelity and offers fair comparison
with the GFM scheme.
Resource estimates suggest that QPT fidelity estima-
tion needs O(d8/2) uses of the gate to achieve an esti-
mate of the minimum fidelity to accuracy . This follows
from an argument (see Sec. IV A) that relates the desired
minimum fidelity accuracy of  to the Choi-state trace-
distance accuracy of ′ used in Refs. [7, 8]. This O(d8)
uses of the gate, for fixed , is a prohibitively high re-
source cost. The GFM approach, in contrast, is expected
(see Sec. IV A) to require much milder O(d4) gate uses.
It is thus, from this perspective, a much more efficient
procedure for estimating the minimum fidelity.
For specific classes of noisy gates, however, our numer-
ical results suggest a somewhat different conclusion. We
numerically simulated both GFM and QPT fidelity esti-
mation procedures for two natural classes of noisy gates:
noisy gates random in the Hilbert–Schmidt sense, and
gates with random Pauli and amplitude-damping noise.
For both classes, our GFM scheme performs close to
(though better than) the resource estimates; the QPT
fidelity estimation scheme, surprisingly, took only O(d4)
gate uses, much fewer than the O(d8) prediction. The
performance of the two schemes is hence comparable for
these two classes of noisy gates, with only slightly better
scaling for the GFM scheme. This better performance
for QPT is especially unexpected as our simulations do
not follow the optimal procedure behind the theoretical
bounds obtained in Refs. [7, 8]. This reminds us that,
for specific classes of noisy gates, the resource estimates,
which account even for worst-case scenarios, may not pro-
vide a reliable gauge of typical performance.
Nevertheless, while there is little room for improve-
ment in the resource scaling for QPT fidelity estimation,
the scaling for the GFM scheme is limited largely by the
efficiency of the numerical GFM algorithm, a subject of
intense study in the field of numerical optimization. Our
work also emphasizes the importance of making direct
use of the quantity of interest, in this case the mini-
mum fidelity, in the measurement procedure, rather than
a secondary quantity such as a process distance. Both
schemes explored here, the GFM scheme as well as the
QPT fidelity estimation, can be considered when looking
for methods of direct estimation of the minimum gate
fidelity, with the GFM offering potential for further re-
duction in resource cost, while the QPT fidelity estima-
tion offers the advantage of a measurement setup familiar
from standard QPT.
Whether the observation of Ref. [11], namely, that very
few measurements, chosen at random, may be sufficient
for the estimation of particular properties, has a bearing
on estimating the minimum gate fidelity is currently un-
known, and this deserves to be explored. The matter is,
however, not within the scope of this work.
Below, we begin in Sec. II with a description of our
GFM algorithm, also providing a reminder of the direct
target fidelity estimation scheme following the analysis
of Ref. [9]. We then explain the QPT fidelity estima-
tion procedure in Sec. III. Section IV gives the resource
estimates and numerical simulations that compare the
performance of the two schemes. We conclude in Sec. V.
II. DIRECT ESTIMATION WITH
GRADIENT-FREE MINIMIZATION
For a known ideal gate G, acting on an n-qubit system,
and its noisy implementation G˜, we are interested in how
close G˜ is to G. One way to quantify this is to compare
the fidelity between the output state of G˜ with the ideal
output state after G. The minimum fidelity, minimized
over all input states, is defined as
Fmin ≡ min
ψ
F
(G(ψ), G˜(ψ)) = min
ψ
F
(
ψ, E(ψ)). (1)
Here, ψ ≡ |ψ〉〈ψ| is a pure state on the d(= 2n)-
dimensional Hilbert space of the quantum system,
F (|φ〉〈φ|, ρ) ≡ 〈φ|ρ|φ〉 denotes the squared fidelity be-
tween the pure state |φ〉 and the (possibly mixed) state
ρ, and E ≡ G−1 ◦ G˜ is the noise process that describes
the imperfections in the gate implementation G˜. G−1 is
the inverse of the ideal unitary gate G(·) = U(·)U†, for
unitary U , i.e., G−1(·) = U†(·)U . We assume that G˜
is a completely positive (CP) and trace-preserving (TP)
map—also referred to as a quantum channel—and hence
so is E . Even though the minimization in Eq. (1) ap-
pears to only be over pure states ψ, Fmin is, in fact, the
minimum fidelity over all states, pure or mixed, as the
concavity of F ensures that the minimum is attained on
a pure state.
The goal here is to estimate Fmin without first esti-
mating the full process matrix of the noisy gate G˜, or,
equivalently, of the noise channel E . We assume the fol-
lowing experimental capabilities: (i) We can prepare any
input state of our choice; (ii) we can send that input state
through the noisy gate and access the output state; (iii)
we can perform product-Pauli measurements on the out-
put state. The noisy gate is regarded here as a black box
G˜ in the laboratory that takes the input ψ and gives back
the output G˜(ψ).
We need two additional ingredients. The first is the
technique of direct estimation of target fidelity (DTFE)
invented in Ref. [9], allowing the estimation of the fidelity
of an n-qubit state ρ with some target pure state |ψ〉
without full state tomography. One needs only make
probabilistic product-Pauli measurements, according to
a distribution determined by the target pure state (see
Sec. II A for more details).
The second ingredient is a numerical method for
gradient-free minimization (GFM), implementable on a
classical computer. A GFM method finds a local min-
imum of a function in the case where function values,
3but not the gradient values, are easily available as inputs
to the algorithm. A common situation is one where the
function itself cannot be written down explicitly, but is
accessible only through a numerical procedure. The gra-
dient of the function is hence also not available as a func-
tion that can be written down explicitly, and methods
of numerically approximating the gradient typically do
not work well or are prohibitively expensive to evaluate.
GFM methods incorporate the gradient estimation with
the minimization, by choosing trial points in the domain
space, deducing some gradient information (often only
a rough estimate) from the function values evaluated at
those points, taking a small step in a direction expected
to lower the function value according to that gradient in-
formation, and then repeating the process with new trial
points at the new location. With standard regularity cri-
teria on the function, one eventually arrives at a local
minimum, and a repetition of the procedure sufficiently
many times gives a good chance of finding the global
minimum.
We now put the ingredients together for our GFM
scheme of direct estimation of the minimum fidelity.
Again, the goal is to estimate Fmin without full knowl-
edge of G˜, apart from access to it as an input-output black
box in the laboratory. As is typical in such problems, the
requirement is to estimate Fmin to within a target accu-
racy of  from the true value with high probability, i.e.,
|F̂min−Fmin| ≤  for some small  > 0, where F̂min is the
estimate while Fmin is the (unknown) true value. The
function we are minimizing here is f(ψ) ≡ F (ψ, E(ψ)),
over the domain of pure states ψ. A full description of f
and its gradient for minimization using gradient-descent
methods requires knowledge of E , which we do not pos-
sess. However, we can evaluate the function value in
the laboratory by preparing ψ, feeding it into the black
box G˜, and then estimating f(ψ) by carrying out the
DTFE scheme in the laboratory, treating G(ψ) as the
target (pure) state and G˜(ψ) as the state to be compared
with the target. In this way, we have access, from mea-
surements in the laboratory on the black box G˜, to the
function values f(ψ).
Our scheme then proceeds as follows: We run, on a
classical computer, a GFM algorithm to minimize f(ψ).
At each iterative step, the GFM suggests a set of trial
states ψ, for which it requires the values f(ψ). These
values are obtained from the experiment by preparing
those ψ states and then performing the DTFE algorithm
in the laboratory for each ψ. We iterate the GFM al-
gorithm until a stopping rule is satisfied to confirm the
attainment of a local minimum. The whole procedure is
repeated sufficiently many times to find the global min-
imum with a specified (high) probability. The stopping
rule is carefully tuned, as we will describe below, to at-
tain the desired  accuracy. The scheme is summarized
in Fig. 1.
In the following two sections, we describe, in greater
detail, first the DTFE scheme of Ref. [9] and then the
GFM algorithm employed in our numerical examples.
FIG. 1. Schematic depictions of the two approaches ex-
plored in our paper: GFM scheme and QPT fidelity estima-
tion. Both approaches involve interwoven experimental and
numerical steps. In the GFM approach, the experimental—
via the direct target fidelity estimation procedure—and the
numerical—via gradient-free descent—steps alternate seam-
lessly in a hybrid minimization algorithm, until convergence
to the minimum fidelity F̂min. In QPT fidelity estimation,
the experimental reconstruction of the process matrix occurs
first, followed by a numerical minimization to obtain F̂min,
and this is repeated, if needed, with more uses of the gate
until the estimated accuracy of Fmin meets our set target.
A. Direct estimation of the target fidelity
We describe here the basic ideas of the DTFE scheme
of Ref. [9] needed to understand our work. The analy-
sis and formulas here are taken from that reference, and
we refer the reader to the original paper for further de-
tails. The target fidelity, i.e., the quantity of interest in
Ref. [9], is the fidelity between a particular state ρ, imag-
ined to be the actual state produced by a source, and a
pure state |ψ〉, taken to be the target state the source
is designed to produce in the ideal situation. The target
fidelity hence quantifies how close the source is to that
ideal. That the target state is pure is important techni-
cally for the linearity, in ρ and ψ, of the squared fidelity
used as the logical basis of the scheme; a pure target
state is anyway the often-encountered situation in many
quantum information processing tasks. For our purpose
here, it suffices as well, as our minimization is over pure
input states only.
We write the square of the target fidelity, for a d = 2n-
dimensional situation, as
F (ψ, ρ) = tr(ψρ) =
∑
k
xk(ψ)xk(ρ), (2)
where xk( · ) ≡ 1√d tr
{
Wk( · )
}
, with Wk an n-qubit prod-
uct Pauli operator, so that the set
{
1√
d
Wk
}d2
k=1
is an
4orthonormal operator basis. xk(τ) for any state τ is then
the (real) coefficient of 1√
d
Wk when writing τ as a lin-
ear combination of elements of that Pauli operator basis.
The sum over k in Eq. (2) above is understood to be
only over those k values with xk(ψ) 6= 0. In our present
situation, the xk(ψ)s are known, while the xk(ρ)s are not.
The fidelity can be rewritten as
F (ψ, ρ) =
∑
k
pkXk, (3)
with pk ≡ [xk(ψ)]2 and X ≡ xk(ρ)xk(ψ) . Note that {pk}
is a probability distribution:
∑
k pk = F (ψ,ψ) = 1,
and pk > 0. Let us define a random variable X which
takes value Xk with probability pk. Then, observe that
F (ψ, ρ) = 〈X〉, the expectation value of X, which de-
pends on the unknown ρ. Now, for each k, xk(ρ) can
be estimated from the experiment by measuring Wk, a
product-Pauli measurement, on ρ. Then, the target fi-
delity, now understood to be equal to 〈X〉, can be es-
timated by repeated trials where Wk is chosen as the
measurement to be performed on ρ with probability pk.
How good is this estimate? Suppose we do h ≡
1/(ηδ2) trials, with k1, k2, . . . , kh chosen according to
the distribution {pk}, and so obtain estimates for
Xk1 , Xk2 , . . . , Xkh . Then, Y ≡ 1h
∑h
`=1Xk` satisfies the
inequality: Probability(|Y − 〈X〉| ≥ η) ≤ δ. We cannot,
however, know Xk` precisely with only a finite number of
copies of ρ. To estimate Xk` , it suffices to measure Wk`
on tk` copies of ρ, where
tk` ≡
2 log(2/δ)
dpk`hη
2
. (4)
Then, Y , now built from estimates of Xk` using the above
number of copies, satisfies instead the inequality
Probability(|Y − 〈X〉| ≥ 2η) ≤ 2δ. (5)
The expected total number of copies of ρ required, to
attain an estimate of the target fidelity 2η away from the
true value is then
h
∑
k
pktk =
∑
k
2 log(2/δ)
dη2
≤ 2 log(2/δ) d
η2
, (6)
giving a scaling of O(d/η2) copies, for fixed δ. A more
accurate estimate of the expected number of copies is
given in Ref. [9] by taking into account that tk` has to be
an integer, but that does not change the O(d/η2) scaling
with d.
B. Gradient-free minimization with CMA-ES
Our GFM direct estimation scheme accommodates the
use of any GFM algorithm. The efficiency of the GFM
algorithm is of crucial importance in the present con-
text, but other considerations such as ease of coding and
number of tuning parameters can also affect one’s choice.
There are many known GFM algorithms, including the
downhill simplex method [12, 13], the directional direct
search [14–16], the stochastic method [17, 18], and the
covariance matrix adaptation evolution strategy [19–22]
(CMA-ES), among others. The downhill simplex method
is arguably the most well-studied one, but may not per-
form well in high-dimensional problems [23]. Trying out a
few methods on our problem, we found CMA-ES to work
well, converging more quickly than the downhill simplex
method in our problem instances, with more stable per-
formance than the directional direct search, and having
fewer tuning parameters than the stochastic method. We
thus focus on CMA-ES in our numerical examples below.
We emphasize that a different user can choose a different
GFM algorithm and observe a different efficiency perfor-
mance; therein lies the potential for improvement beyond
what we report here, with more efficient GFM methods.
Here, we provide some pertinent details of the CMA-
ES algorithm, referring the reader to the original papers
(Refs. [19–22]) for further explanation. We pay special
attention to how we choose the stopping criteria that
terminates the CMA-ES algorithm, as they are crucial
for attaining the desired accuracy for Fmin.
To implement the CMA-ES algorithm, we parameter-
ize the domain space, the d-dimensional Hilbert space of
pure (n-qubit) states, as ψ = ``†/tr(``†), where ` is the
complex column vector
` = (`1 + i`2, `3 + i`4, . . . , `2d−1 + i`2d)T. (7)
The domain space is 2d-dimensional, but there is a sin-
gle extra parameter—the trace of ψ, constrained to be
1—when regarded as a parameterization for ψ. This ex-
tra parameter does no harm to the minimization, and,
in fact, we observe this 2d-parameter approach to work
better for CMA-ES in our numerical examples than an
alternative (2d − 1)-dimensional parameterization with
spherical coordinates.
In the kth iterative step of the CMA-ES algo-
rithm, a set of λ points in the domain space, L(k) ≡{
`
(k)
a ≡
(
`
(k)
a,1, `
(k)
a,2, · · · , `(k)a,2d
)T}λ
a=1
, is drawn from the
normal distribution,
`(k)a ∼ m(k) + σ(k)N
(
0, C(k)
)
, for a = 1, ..., λ, (8)
where m(k), σ(k), and C(k) are the mean, step-size, and
covariance matrix, respectively, for the kth step. At the
initialization step, m(1) is set as a Haar-random pure
state, C(1) is set equal to the identity matrix, and σ(1) is
set to be 0.3. m(1) is set to be a Haar-random pure state
to reflect our lack of knowledge of the state which attains
the minimum value of fidelity. We observed empirically
that the performance remains roughly the same even if
we increase or decrease σ(1) by an order of magnitude.
As long as σ(1) is not set to be too large or too small,
the performance will not be affected too much. For the
case with many local minima, choosing a larger value
5of σ(1) might increase the chance of finding the global
minimum. The fidelity value f
(k)
a ≡ f
(
ψ
(k)
a
)
, for ψ
(k)
a
built from `
(k)
a , is estimated using the DTFE scheme for
each `
(k)
a ∈ L(k). The points are then ranked according to
the f
(k)
a values, with `
(k)
a:λ having the ath smallest value of
f , i.e., f
(
ψ
(k)
1:λ
) ≤ f(ψ(k)2:λ) ≤ · · · ≤ f(ψ(k)λ:λ). The mean for
the normal distribution is then updated by the weighted
average,
m(k+1) =
µ∑
a=1
wa`
(k)
a:λ, (9)
where wk > 0 and µ ≤ λ. The step-size and covariance
matrix are also updated according to rules based on the
ranking of the f values. Further details of the algorithm,
as well as the appropriate choice of parameters, can be
found in Ref. [24].
In effect, the updates of m(k), σ(k), and C(k) move the
“region of interest” within the domain space in the direc-
tion of smaller f values, in correspondence with our goal
of minimizing f . In the next iterative step, we draw the
domain points L(k+1) from the updated region of interest
and continue the move towards small f values. This con-
tinues until the stopping criteria (more on these below)
are met. Our estimate for Fmin, for one run of CMA-ES,
is then the fidelity for the best (smallest f) point found
in the final iterative step, `
(...)
1:λ . Each run of the CMA-ES
algorithm returns an estimate of a local minimum value
for f ; the entire procedure is repeated sufficiently many
times, with different initial conditions, to have confidence
that one of those local minima is the global minimum.
We estimate the number of repeats needed, for a 95%
chance of obtaining the global minimum, using random
channels in our numerical simulation (see the numerical
examples in Sec. IV B).
To determine when to stop the CMA-ES descent, we
calculate two quantities in each iterative step. The first is
the range of fidelities for the current set of sample points
L(k),
∆f (k) ≡ max
a
{f (k)a } −min
a
{f (k)a }. (10)
The second is
∇f (k) ≡ 1
λ
λ∑
a=1
|f (k)c − f (k)a |
|`(k)c − `(k)a |
, (11)
where `
(k)
c is the centroid of L(k), and f
(k)
c is the corre-
sponding fidelity. ∇f (k) can be taken as an estimation
of the magnitude of the gradient at `
(k)
c . The stopping
criteria are then imposed adaptively to accommodate the
variety of possible behaviors of the descent function f(ψ)
for different noisy channels. We set an initial threshold
g(1) for the gradient estimate ∇f (1). The target Fmin
accuracy is , as before. In subsequent iterative steps,
if ∇f (k) > g(k), we retain the gradient threshold level,
FIG. 2. Diagrammatic representation of the stopping criteria
used in the GFM scheme. See main text for a description of
the various quantities.
i.e., set g(k+1) = g(k), and continue with the next iter-
ative step. If, instead, ∇f (k) < g(k) but ∆f (k) > , we
halve the gradient threshold, i.e., set g(k+1) = g(k)/2, be-
fore taking the next iterative step. If ∇f (k) < g(k) and
∆f (k) < , the algorithm is terminated. A schematic of
the stopping criteria is given in Fig. 2.
The rationale for the adaptive stopping criteria is as
follows. The algorithm should terminate when it gets to
a stationary point, a minimum, where both the gradient
and the range of fidelity values in the set of sample points
are small. That the range is small is demanded by our
set target accuracy; that the gradient is small enough is
needed to ensure that we have arrived at the minimum
value. If we know the f function, requiring the gradient
alone to be small enough would also guarantee that the
range is small, as the sample points are picked from a
local region around the current position. However, since
we do not have information about f(ψ), we also do not
know how small a gradient threshold is needed for suf-
ficient convergence in the range. Instead, the gradient
threshold has to be adjusted adaptively according to the
noise channel at hand. We make use of the range of
the fidelity values to judge whether the current gradient
threshold is sufficiently stringent to ensure that we have
arrived at the minimum point. If the gradient is below
the set threshold, but the range is still beyond , this in-
dicates that our gradient criterion is simply not stringent
enough; g(k) is thus halved and the iteration continues.
Note that the value of initial gradient threshold g(1)
has to be pre-chosen according to the expected channel
distribution and the target  value, to prevent early ter-
mination of the algorithm. In our numerical examples,
the value of g(1) was chosen, for each distribution of n-
qubit channels, so that the probability (over the channel
distribution) that |F̂min − Fmin| ≤  is around 0.95, with
 = 0.01, with the 0.95 judged from numerical simula-
tions using a number of trial true channels.
There is one more important detail that has to be ad-
dressed: the accuracy of the DTFE procedure needed for
the CMA-ES algorithm, as quantified by the δ and η pa-
6rameters of Sec. II A. The DTFE, with a given number
of copies of the noisy state, estimates f(ψ) only to a cer-
tain accuracy. If the DTFE accuracy is set too high, the
resource cost of our GFM direct estimation scheme will
become very high; if it is set too low, the CMA-ES algo-
rithm may not converge to the correct minimum value,
if it converges at all. CMA-ES, like many evolutionary
algorithms of a similar flavor, is relatively robust to noise
in function evaluations [25], but proper handling of the
accuracy of the function evaluation is still needed. In
our numerical examples, we set δ = 0.05 in our DTFE
sub-routine and update the needed η value in the kth
iteration of the CMA-ES according to the uncertainty
handling algorithm [26, 27] described next.
The CMA-ES update rule of Eq. (9) is based on the
ranking of the f values. This means that noisy function
evaluation will not affect it as long as the inaccuracies are
not large enough to change the f ranking. One can judge
whether the function evaluation is sufficiently accurate by
checking for rank changes after reevaluations of the func-
tion. In our specific context, reevaluation of f(ψ) refers
to repeating the DTFE procedure with the same param-
eters, to get a second estimate of the value of f(ψ) for
a given target state ψ. The inherent randomness of the
DTFE procedure will yield different values, with larger
variations from fewer number of uses of the channels,
and hence more inaccurate evaluation of f . We follow
the uncertainty handling algorithm proposed in [26, 27].
At each iterative step k, we reevaluate f(ψa) for each ψa
built from `
(k)
a ∈ L(k), calculate the rank changes after
the reevaluations, compute a measure of the uncertainty
level, and adjust the accuracy of the DTFE procedure as
needed. Specifically, we carry out the following steps:
Uncertainty Handling Algorithm
1. For each L(k), compute f for each `
(k)
a ∈ L(k) twice.
Denote the two values obtained as f
(k)
a and f˜
(k)
a .
2. For each a = 1, ..., λ, compute the rank change
∆R
(k)
a = |R(f (k)a )−R(f˜ (k)a )|−1, where R(f (k)a ) and
R(f˜
(k)
a ) are the ranks of f
(k)
a and f˜
(k)
a , respectively,
in the combined set {f (k)a , f˜ (k)a }λa=1.
3. Compute the uncertainty level,
s(k)≡ 1
λ
λ∑
a=1
[
2∆R(k)a −piθ
(
R
(
f˜ (k)a
)−H(f˜ (k)a −f (k)a ))
− piθ
(
R
(
f (k)a
)−H(f (k)a − f˜ (k)a ))], (12)
where H(·) is the step function and piθ(R) is the
(50θ)-th percentile of all possible rank changes
(given by the set {|1−R|, |2−R|, ..., |2λ− 1−R|})
for a given rank R.
4. If s(k) > 0, increase the accuracy in DTFE in the
(k+ 1)-th iteration by setting η(k+1) = αη(k), with
0 < α < 1. If s(k) < 0, set η(k+1) = η(k)/α.
5. For a = 1, ..., λ, set f
(k)
a =
1
2
(
f
(k)
a + f˜
(k)
a
)
.
In our numerical examples, θ = 0.7 and α = 1√
2
were
found to be good choices.
III. QPT FIDELITY ESTIMATION
The performance of our GFM direct estimation scheme
has to be compared with the standard alternative of
quantum process tomography (QPT), whereby the full
process matrix of the unknown channel E is first esti-
mated, and then the Fmin value is numerically computed
from the obtained process matrix. For completeness, we
remind the reader of a few aspects of QPT important
for our work; of course, many textbooks and papers are
available on the subject (see, for example, Ref. [28]).
QPT attempts to reconstruct the full description of an
unknown quantum channel (or process) E from a finite
number of uses of the channel. A chosen set of states
{ρk} is sent in as inputs to the channel, and state to-
mography is done on the outputs of the channel, using
a measurement (a positive operator-valued measure, or
POVM) {Π`}. The probability of getting outcome Π` if
the input state ρk was sent is given by the Born rule,
pk` = tr
(
Π`E(ρk)
)
. (13)
One estimates the values of the pk`s from the experi-
ment using the channel Nk times for each input state ρk,
amounting to a total of N =
∑
kNk uses of the channel.
The sets {ρk} and {Π`} are chosen to be informationally
complete, i.e., there is a one-to-one mapping between the
pk`s and the quantum channel E . Once we have the esti-
mate for {pk`}, we apply the mapping to get an estimate
for E .
In our numerical examples below, we used a particular
choice of {ρk} and {Π`}, namely, the product tetrahe-
dron states and the product tetrahedron measurement.
The set of n-qubit product tetrahedron states is the pure
states ψk1,k2,...,kn ≡ ψk1 ⊗ ψk2 . . . ⊗ ψkn , with each ψk a
single-qubit state written in the Bloch-sphere represen-
tation as
ψk =
1
2 (1 + ak · σ), k = 1, 2, 3, and 4, (14)
where the four aks are three-dimensional unit vectors
subtending a tetrahedron in the Bloch sphere [29], and
σ is the vector of Pauli operators. The product tetrahe-
dron measurement is also defined in terms of these tetra-
hedron states: Π`1,`2,...,`n ≡ Π`1 ⊗ Π`2 . . . ⊗ Π`n , with
each Π` ≡ 12ψ`, for ` = 1, 2, 3, and 4. The tetrahedron
states and measurements form an informationally com-
plete QPT scheme. For n qubits, the scheme requires
42n different settings of input state and output measure-
ment. Owing to the tetrahedron geometry, this scheme
uses the minimal number of different input states and
measurement outcomes in a symmetric way.
7The data from the QPT experiment consist of a se-
quence of detector clicks, which we summarize into {nk`},
with nk` being the number of clicks in the detector for
Π` for input state ρk, where k, ` = 1, 2, . . . , 4
n. The
total number of uses of the channel is N =
∑
k` nk`.
To reconstruct the channel E from the data, we first do
linear inversion, i.e., solving for E (using the Choi-state
representation) by replacing, in the Born rule given by
Eq. (13), pk` with the relative frequency nk`/N . This
does not guarantee that the E obtained from the linear
inversion will be a valid, i.e., completely positive, chan-
nel. Complete positivity is then enforced by projecting
the solution from linear inversion onto the nearest CPTP
map using the algorithm of Ref. [30], thereby giving us an
estimate Ê of the channel. The minimum fidelity Fmin,
our quantity of interest, is then estimated by numerically
minimizing F (ψ, Ê(ψ)) over ψ, with standard conjugate-
gradient methods.
We want to obtain an estimate of Fmin that is within
 of the true value. The accuracy of Fmin is controlled
by the accuracy of the estimate Ê — a better estimate
of E , obtained with a larger N , will give a more accurate
estimate of Fmin. A priori, we do not know the N needed
to attain the specified accuracy on Fmin. That depends
on the unknown channel E . For a fair comparison with
our GFM scheme, we need N just large enough so that
Fmin attains the desired accuracy. We thus increase N
slowly and look for convergent behavior. See Fig. 1 for
the summary of the scheme.
We begin with a small number of uses of the channel
N1 to estimate E and then Fmin. In the next iteration,
we double the number of uses by measuring a further N1
uses, combining the obtained data with that from the
previous iteration to obtain a second estimate of Fmin.
In subsequent iterations, the amount of data used to es-
timate Fmin is doubled each time by doubling the num-
ber of uses of the channel. We continue the iteration,
obtaining (hopefully) more and more accurate estimates
of Fmin until both stopping criteria are met. The first re-
quires that the error bar σ̂(k) —estimated through boot-
strapping of the obtained data—of Fmin is smaller than
2. The second criterion demands that the change of
Fmin from the previous iteration (with half the number
of channel uses) is smaller than some threshold gthres. A
schematic of the stopping criteria is given in Fig. 3.
Note that despite the similarity to our GFM approach
where the procedure was also terminated according to
range and gradient criteria, the reason why a gradient
criterion is needed here for QPT is rather different. The
Fmin estimation from QPT was observed in our numer-
ical investigations to be biased, usually underestimating
the Fmin unless N is large enough. Similar to how we
chose our g(1) values for the GFM scheme, suitable val-
ues of gthres, different for different number of qubits and
 values, were chosen by running tests for 100 randomly
chosen trial channels and setting gthres such that the Fmin
value is within the desired accuracy for 95% of the test
channels.
FIG. 3. Diagrammatic representation of the stopping criteria
used in the QPT fidelity estimation. See main text for a
description of the various quantities.
IV. PERFORMANCE OF OUR SCHEME
How well does our GFM scheme perform, in terms of
the number of uses of the channel, compared with the
alternative using QPT fidelity estimation? We are inter-
ested, in particular, with the scaling of the resource cost
with the number of qubits, for fixed target precision .
The resource cost of QPT is well known to scale poorly
with the dimension; does our scheme do better in that
respect?
Intuitively, one would expect our GFM scheme to out-
perform QPT fidelity estimation. Our scheme directly
estimates the one quantity of interest, Fmin, while QPT
first estimates the full process matrix, which contains all
information about the channel, and then estimates Fmin,
discarding the rest of the gathered information. Our min-
imalistic approach should thus win over QPT. Indeed, re-
source estimates suggest this, as we explain below. How-
ever, our numerical examples, which take into full ac-
count the complexities of both schemes, as well as the
particular class of channels considered, tell a somewhat
different story. Below, we first discuss resource estimates
to give some indication of potential performance and then
describe the numerical comparison obtained from simu-
lations of two specific classes of noise channels.
A. Resource estimates
We can gain some insights into the possible perfor-
mance by considering known theoretical bounds on the
various components of our scheme as well as on QPT.
We begin with QPT. A general scaling law for the re-
source cost of quantum state tomography was derived in
Refs. [7, 8]: O(dr2/′2) number of copies are needed to
estimate the density operator ρ of a d-dimensional sys-
tem to accuracy ′, as measured by the trace-distance
deviation from the true state. r is the rank of ρ. The
channel-state duality via the Choi–Jamio lkowski isomor-
8phism [31, 32] allows us to apply this result directly to
QPT. Specifically, a d-dimensional quantum channel cor-
responds to a d2-dimensional Choi state. Further assum-
ing that the Choi state is full rank (supposing we have
no reason to assume otherwise), we see that the bound
for the resource cost of QPT becomes O(d6/′2) uses of
the quantum channel, to estimate the Choi state within
′ (trace) distance from that of the true channel.
We are, however, interested in the accuracy of Fmin,
not in the Choi-state trace distance. Accurate recon-
struction of the Choi state of the channel, of course, as-
sures that the estimate of Fmin will be accurate as well.
Specifically, we can show a relationship between the de-
viation in minimum fidelity and the Choi-state trace dis-
tance (see Appendix A),
|F ′min − Fmin| ≤ 2d‖ρE′ − ρE‖tr, (15)
for the Choi states ρE and ρE′ of two arbitrary channels
E and E ′, respectively, where Fmin and F ′min are the min-
imum fidelity of the channels E and E ′, respectively, and
‖M‖tr ≡ 12 tr
(√
M†M
)
denotes the trace norm. The fac-
tor of d in the first term on the right-hand side of Eq. (15)
is unavoidable; in fact, there exist (see Appendix A)
one-parameter families of channels E and E ′ such that
|F ′min − Fmin| = d‖ρE′ − ρE‖tr.
To attain accuracy  for Fmin, i.e., |F̂min − Fmin| ≤ ,
Eq. (15) indicates that it is sufficient that the trace-
distance accuracy of the QPT scheme satisfies ‖ρ̂E −
ρE‖tr ≤ ′, where ′ = /(2d) and ρ̂E is the recon-
structed Choi state from QPT. This yields a resource
cost of O(d6/(/d)2) = O(d8/2), i.e., O(d8) uses of the
channel for fixed , an altogether prohibitive scaling.
Next, we look at the resource estimates for our GFM
scheme. Our two main ingredients, the DTFE scheme
and the chosen GFM algorithm, directly determine the
resource cost. The efficiency of the chosen GFM al-
gorithm determines the number of function evaluations
needed to arrive at the minimum point; the efficiency
of the DTFE scheme determines how many uses of the
channel are needed for each function evaluation to ob-
tain an estimate of the required accuracy. For the latter,
Ref. [9] gives O(d/η2) for estimating the target fidelity
to an accuracy η. We cannot, however, directly use this
estimate. As explained earlier, in our GFM scheme, η is
not a fixed value, but is a quantity that is adjusted as the
GFM iteration proceeds. We thus also need to consider
possible dimensional dependence of η. In all our numer-
ical examples, we observe that η ∼ 1/d, for the η values
used in the course of the iterations, for Fmin accuracy
 = 0.01. Using this empirical estimate, we thus have
that each use of the DTFE subroutine requires O(d3)
uses of the channel.
For a GFM algorithm, there are generally two aspects
to consider when estimating the resource cost: (i) the
number of function evaluations needed in the course of
the descent to a local minimum; (ii) the number of re-
peats of the descent to obtain the global minimum with
high confidence. In our numerical examples fixed at
 = 0.01, we observe that only a constant, d-independent
number of repeats was needed to arrive at the global
minimum with high confidence [33]. We thus disregard
aspect (ii) in our considerations of the resource cost. For
aspect (i), the CMA-ES algorithm has been observed em-
pirically [21] to require O(d) to O(d2) function evalua-
tions in total, to attain a fixed accuracy of the extremum
function value. Combining this with the fact that each
function evaluation invokes the DTFE scheme that re-
quires O(d3) uses of the channel, we see that our scheme
requires O(d4) to O(d5) channel uses, a possible improve-
ment over QPT fidelity estimation.
B. Numerical examples
While resource estimates can provide initial clues to
the performance of a scheme, a more accurate test comes
from numerical simulations of the scheme. Numerical
tests, in particular, are able to give indications of varia-
tions in performance for different classes of channels, an
aspect often not easily captured in a theoretical analysis.
In this section, we present our numerical comparisons of
the performance of our GFM scheme with that of QPT
fidelity estimation to estimate the minimum fidelity for
channels on one to five qubits.
The test channels used in our numerical simulations
are drawn from two commonly encountered classes of ran-
dom channels. It is possible to construct specific channels
where one of the schemes outperforms the other. How-
ever, these examples are artificial and seldom relevant
in practice. The first class, which we label as Class-
HS, comprises channels chosen randomly according to the
Hilbert–Schmidt measure on the space of quantum chan-
nels [34]. To sample from this class, Haar-random uni-
tary matrices U are chosen on a d2-dimensional Hilbert
space, considered as the space of the system with an
equal-dimensional ancilla A, and the channel is defined as
E(·) ≡ trA
(
U(· ⊗ψA)U†
)
, for ψA a pure state on A. This
first class of channels is a well-studied class used in many
discussions of generic properties of quantum channels.
The second class, which we label as Class-PA, imi-
tates noise channels observed in many quantum exper-
iments today: n-qubit weak noise channels composed of
a random Pauli channel followed by a random amplitude-
damping channel. Here, the Pauli channel is EPauli(·) ≡∑d2
k=1 pkWkρWk, for d ≡ 2n, with Wk a tensor-product
Pauli operator and {pk} a probability distribution. The
random Pauli channel is generated by drawing num-
bers q2, q3, . . . , qd2 uniformly from a (d
2 − 2)-simplex,
and then setting pk = uqk, for k = 2, 3, . . . , d
2, with
u uniformly randomly chosen from the range 0 to 0.1,
and p1 ≡ 1 −
∑d2
k=2 pk. The upper limit of 0.1 on u
ensures that we have a weak (i.e., close to the iden-
tity) Pauli channel. The amplitude-damping channel is
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FIG. 4. The total number of channel uses for our GFM scheme
and for QPT fidelity estimation for n qubits and fixed target
Fmin accuracy of  = 0.01. Two classes of random channels
were used: (a) Class-HS, and (b) Class-PA (see main text).
Each histogram is generated from 100 randomly chosen chan-
nels, with the same 100 channels used for both schemes. The
medians are indicated by the arrows; the gray bars mark the
height of 10 counts. The numbers on the right (top number for
GFM, bottom for QPT) of the histograms give the number of
channels, out of 100, for which the estimated Fmin is within
the desired accuracy. The stopping criteria are adjusted so
that these numbers are around 95. The scaling of the num-
ber of channel uses with the dimension d = 2n is observed,
using the medians of the histograms, as (a) Class-HS: O(d4.2)
for QPT and O(d2.7) for GFM; and (b) Class-PA: O(d3.8) for
QPT and O(d3.4) for GFM.
EAD(·) ≡
∑d−1
j=0 Ej(·)E†j , with
E0 ≡
d−1∑
j=0
√
1− γj |ψj〉〈ψj |,
and Ej ≡ √γj |ψ0〉〈ψj |, j = 1, 2, . . . , d− 1, (16)
where γ0 = 0, γ1 = 0.1, γ2, γ3, . . . γd−1 are uniformly
randomly chosen from the range 0 and 0.1, and {ψj}d−1j=0
is a Haar-random basis for the system Hilbert space. The
amplitude-damping channel models population decay of
the n-qubit system towards some |ψ0〉 state. Physically,
|ψ0〉 is typically the energetic ground state of the system,
which may or may not be aligned with the chosen Pauli
axes directions.
In each numerical experiment, we randomly (from the
chosen class of channels) choose an n-qubit channel and
estimate Fmin using our GFM scheme and, separately,
using QPT fidelity estimation. The target accuracy for
Fmin is set to  = 0.01. The experiment is repeated
100 times (i.e., 100 different channels) for a fixed chan-
nel class and fixed n. The tuning parameters, namely,
the parameters in the CMA-ES algorithm and the DTFE
procedure, and those in the stopping criteria for the GFM
scheme and the QPT fidelity estimation scheme are pre-
chosen for each channel class and n (see Sec. II) and fixed
throughout the 100 experiments. The histograms for the
experiments are given in Fig. 4.
The numerical experiments tell a rather different story
than the resource estimates of the previous section. The
most striking feature of Fig. 4 is that QPT fidelity esti-
mation requires fewer uses of the channel than our GFM
scheme, at least for up to the tested five-qubit situation.
In terms of scaling with the dimension of the system, the
number of uses of the channel for our GFM scheme is
about O(d3), not far from the resource estimates; that
for QPT is, however, closer to O(d4), rather than the
O(d8) behavior of the resource estimates. Overall, the
numerics suggest that our GFM scheme shows some ad-
vantage over QPT in terms of scaling with the size of the
system, with a larger advantage for Class-HS than for
Class-PA (see Fig. 4). However, when the system size is
small, i.e., the case of practical interest in the near fu-
ture, QPT outperforms our scheme in actual number of
uses of the channel.
One possible reason behind the significant difference
between the observed numerical scaling and the resource
estimates on the number of channel uses is that the in-
equality relation in Eq. (15) merely provides an upper
bound on the Fmin deviation. Given a true channel E
and its estimate Ê from QPT, the deviation in minimum
fidelity of E and Ê is typically much smaller than the up-
per bound indicated in Eq. (15). This is particularly true
for the two classes of channels in our numerical examples,
as we observed empirically. Therefore, the use of Eq. (15)
grossly overestimates how stringent we need to be in the
trace-distance deviation to achieve a desired fidelity devi-
ation. This highlights the importance of directly incorpo-
rating the desired figure of merit—the minimum fidelity
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in our case—into the QPT scheme, using it within the
stopping criteria, rather than imposing a target accuracy
on the deviation of the full process matrix.
Note that the spread in the number of channel uses
visible in Fig. 4 is not solely due to our random choice
of channels. The fluctuations in the data (and hence the
final estimated Fmin values) for each run of both schemes
also contribute to the observed spread. The histograms
shown in Fig. 4 show only one run per scheme per ran-
dom channel. Additional numerical studies indicate that
if each procedure were repeated 100 times on the same
channel, the spread in the number of channel uses would
be roughly as large as what is seen in Fig. 4. Also, note
that the gaps in the histograms for the QPT fidelity esti-
mation in Fig. 4 (blue bars) are due to our choices of N1,
the base number of channel uses, subsequently doubled
in each round of the iterative procedure.
A further remark concerns the resource scaling of our
GFM scheme for Class-HS. Observe in Fig. 4(a) that we
need O(d2.7) channel uses for our scheme, a more favor-
able scaling than the O(d4.2) of QPT fidelity estimation.
In fact, we suspect a further slowdown in the increase in
channel uses with d beyond five qubits for our scheme,
gaining further advantage over QPT fidelity estimation.
This is because, numerically, we observe that for a typical
channel from Class-HS, the range of fidelity values over
all pure states shrinks logarithmically as d increases. This
means that for large d and fixed target accuracy for the
estimation of Fmin, we only need to pick any pure state
ψ, estimate f(ψ) using the DTFE scheme, and that is al-
ready close to the true Fmin value, even without further
minimization using the GFM algorithm. We thus expect
the number of uses of the channel for our GFM scheme to
be much reduced in that case. Note that this reduction
in the fidelity range is not observed for Class-PA.
As the classical computational resource remains one of
the limiting factors of tomography, it is also important
to compare the two schemes in this aspect. The classi-
cal computational resource cost of the GFM scheme is
estimated to be O(d5). For the QPT fidelity estimation
scheme, the estimated classical computational resource
cost is at least O(d6). See Appendix B for the discussion.
In this aspect, the GFM scheme has better performance
compared with the QPT fidelity estimation scheme.
V. CONCLUSION
We have explored two different direct schemes for es-
timating the minimum gate fidelity. The GFM scheme
presents an interesting hybrid application of numerical
GFM algorithms together with the experimental proce-
dure of direct target fidelity estimation. We compared
this to the alternative approach of QPT fidelity estima-
tion, a key difference of which from standard QPT pro-
cedures is the direct incorporation of the quantity of in-
terest as the stopping criterion in the iteration. Resource
estimates suggest an extremely high cost for QPT fidelity
estimation, with a scaling for O(d8) gate uses, compared
with O(d4) for the GFM approach. This large difference
in performance, however, was not seen for the numerical
tests carried out on specific classes of noise channels, with
both schemes showing a gate-use scaling closer to O(d4).
This reminds us of the need to examine the performance
of every procedure for the particular context at hand, in
addition to general results that apply in all situations.
In practice, one could consider using either scheme.
QPT fidelity estimation has the advantage that the QPT
experiment can be easier to perform, using familiar mea-
surement setups. Its performance, however, appears lim-
ited to O(d4) gate uses (for our specific numerical exam-
ples) to achieve an estimate of the minimum fidelity of a
specified accuracy. On the other hand, while the current
performance in our numerical examples is also O(d4), the
GFM approach presents a potential for future improve-
ment with an increase in the efficiency of the numerical
GFM scheme used. The GFM approach is also more ef-
ficient in terms of classical computational resource cost.
The downside, though, is that the GFM scheme, with
the need for preparing arbitrary input states suggested
by the GFM iteration, can be more difficult to implement
experimentally. That may, nevertheless, be well worth
the effort if the number of gate uses can be significantly
lowered for large d.
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Appendix A: Derivation of Eq. (15)
Here, we explain the steps leading to Eq. (15) which re-
lates |F ′min−Fmin| to ‖ρE′−ρE‖tr. We are concerned with
two arbitrary CPTP channels, E and E ′. The Choi state
of E is denoted as ρE ≡ (1⊗E)(Φ), where Φ ≡ |Φ〉〈Φ| with
|Φ〉 ≡ 1√
d
∑d
i=1 |i〉|i〉, a specific choice of a maximally en-
tangled bipartite state. The fidelity of state |ψ〉 under
the action of E is FE(ψ) ≡ F (|ψ〉, E(ψ)) = 〈ψ|E(ψ)|ψ〉,
and the minimum fidelity Fmin is attained by state |ψE〉.
Analogous definitions apply for the channel E ′, with Choi
state ρE′ and minimum fidelity F ′min, attained by state
|ψE′〉.
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We begin with the fidelity difference, and employ the
triangle inequality,
|F ′min − Fmin| = |FE′(ψE′)− FE(ψE)| (A1)
= 12 |FE′(ψE′)− FE(ψE′) + FE(ψE′)− FE(ψE)
+ FE′(ψE′)− FE′(ψE) + FE′(ψE)− FE(ψE)|
≤ 12 |FE′(ψE′)− FE(ψE′)|+ 12 |FE′(ψE)− FE(ψE)|
+ 12 |FE′(ψE′)− FE′(ψE)|+ 12 |FE(ψE′)− FE(ψE)|
= 12 |FE′(ψE′)− FE(ψE′)|+ 12 |FE′(ψE)− FE(ψE)|
+ 12 (FE′(ψE)− FE′(ψE′)) + 12 (FE(ψE′)− FE(ψE))
≤ 12 |FE′(ψE′)− FE(ψE′)|+ 12 |FE′(ψE)− FE(ψE)|
+ 12 |FE′(ψE)− FE(ψE)|+ 12 |FE′(ψE′)− FE(ψE′)|
= |FE′(ψE′)− FE(ψE′)|+ |FE′(ψE)− FE(ψE)|.
Above, we noted that FE(ψE′) ≥ FE(ψE) and FE′(ψE) ≥
FE′(ψE′) since FE and FE′ attain their minimum values
on ψE and ψE′ , respectively.
Now, straightforward calculation tells us that FF (ψ) =
d〈ψ|〈ψ|ρF |ψ〉|ψ〉 for any state |ψ〉, a CPTP channel F ,
and its associated Choi state ρF . Here, |ψ〉 is a state as-
sociated with |ψ〉 by the Choi–Jamio lkowski isomorphism
(see, for example, Ref. [35], Sec. II for further explana-
tion). Then, for any state |ψ〉,
|FE′(ψ)− FE(ψ)| = d〈ψ|〈ψ|(ρE′ − ρE)|ψ〉|ψ〉
≤ dmax
|Ψ〉
〈Ψ|(ρE′ − ρE)|Ψ〉, (A2)
We can relate this to the trace distance ‖ρE′ − ρE‖tr =
1
2
∑
i |λi|, where λis are the eigenvalues of ρE′ − ρE .
Since ρE′ − ρE is traceless, i.e.,
∑
i λi = 0, we know
that
∑
i
∣∣λ(+)i ∣∣ = ∑i∣∣λ(−)i ∣∣, where λ(+)i and λ(−)i are,
respectively, the positive and negative eigenvalues of
ρE′ − ρE . Hence, ‖ρE′ − ρE‖tr =
∑
i
∣∣λ(+)i ∣∣ = ∑i∣∣λ(−)i ∣∣ ≥
max|Ψ〉〈Ψ|(ρE′ − ρE)|Ψ〉, so that we have
|FE′(ψ)− FE(ψ)| ≤ d‖ρE′ − ρE‖tr. (A3)
Applying this inequality to the two terms in the last line
of Eq. (A1), we find
|F ′min − Fmin| ≤ 2d‖ρE′ − ρE‖tr, (A4)
yielding the inequality of Eq. (15).
The factor of d on the right-hand side is unavoid-
able: Let D(·) ≡ tr(·)1/d denote the d-dimensional era-
sure channel, and let D′(·) ≡ D(·) − ηZ〈0|(·)|0〉, for
Z ≡ |0〉〈0|−|1〉〈1|, and |0〉 and |1〉 are orthonormal states.
Let I denote the identity map. Then, for any p ∈ [0, 1],
E ≡ (1 − p)I + pD and E ′ ≡ (1 − p)I + pD′ saturate
the inequality Eq. (A4), up to a constant factor of 2:
|F ′min−Fmin| = d‖ρE′ − ρE‖tr, for these two maps. Small
p values give channels that describe weak noise, the case
of interest in this work.
Appendix B: Estimation of classical computational
resource cost
In each iteration of the GFM scheme, the classical com-
putational resource is spent on computing fidelity values
with the DTFE scheme, followed by the proposal of the
next set of states with the CMA-ES algorithm. To esti-
mate a single value of fidelity using the DTFE scheme,
one would compute the average of X over d2 bases [see
Eq. (3)]. For each basis, to estimate the value of X from
experimental data, one would take an average over the
number of different outcomes, which is bounded by d.
Therefore, the computational complexity of the DTFE
scheme is O(d3). According to Ref. [22], the computa-
tional complexity of each iteration of the CMA-ES al-
gorithm is O(d2). Since the required number of func-
tion evaluations is observed empirically to be O(d) to
O(d2) [21], the classical computational resource cost of
the GFM scheme is estimated to be O(d5).
The QPT fidelity estimation scheme is composed of
three computational tasks, i.e., linear inversion, projec-
tion of the solution from linear inversion to the nearest
CPTP map, and numerical minimization of fidelity of
the reconstructed channel. In linear inversion, one tries
to invert a system of linear equations, Ax = f . Here,
x is a d4 × 1 column vector of the parameters of the
channel. A is a m × d4 matrix determined by the in-
put states and measurements, where m denotes the total
number of outcomes. For the product tetrahedron input
states and measurements used in our scheme, m = d4.
f is a m × 1 column vector of the relative frequencies
of the m outcomes. Due to the use of product input
states and product measurements in our scheme, the
matrix A can be written as a tensor product of matri-
ces, i.e., A = A1 ⊗ A2 ⊗ ... ⊗ A2n. As a result, the
computational cost is greatly reduced. Inverting the
2n matrices, {Ai}2ni=1 costs O(n). The computation of
A−1f = A−11 ⊗ A−12 ⊗ ... ⊗ A−12n f costs O(nd4) (see Ap-
pendix E of Ref. [36]).
The projection algorithm in Ref. [30] works by project-
ing the channel onto CP space and TP space alternatively
and iteratively. In each iteration, the most computation-
ally expensive operation is the eigendecomposition of the
Choi state, which has the computational complexity of
O(d6). It is, however, not clear how the number of itera-
tions in the projection algorithm scales with the dimen-
sion. The computational complexity of the projection
algorithm is thus estimated to be at least O(d6).
The numerical minimization of the fidelity of the re-
constructed channel is performed using the conjugate-
gradient algorithm. The calculation of the gradient in
each iteration of the conjugate-gradient algorithm in-
volves a matrix-vector multiplication which cost O(d4).
The observed scaling of the number of iterations required
for the conjugate-gradient algorithm implemented here
is, at most, O(d). Thus, the computational complexity
of the numerical minimization is O(d5). Since the pro-
12
jection algorithm is the most expensive task among the
three computational tasks, the classical computational
resource cost of the QPT fidelity estimation scheme is
estimated to be at least O(d6).
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