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THE ASYMPTOTICS OF THE CURVATURE OF THE
FREE DISCONTINUITY SET NEAR THE CRACKTIP
FOR THE MINIMIZERS OF THE MUMFORD-SHAH
FUNCTIONAL IN THE PLAIN. A REVISION.
JOHN ANDERSSON, HAYK MIKAYELYAN
Abstract. We consider in 2D the following special case of the
Mumford-Shah functional
J(u,Γ) =
∫
B1\Γ
|∇u|2dx+ λ2pi
2
H1(Γ).
It is known that if the minimizer has a cracktip in the ball B1
(assume at the origin), then u ≈ λ=√z at this point. We calculate
higher order terms in the asymptotic expansion, where the homo-
geneity orders of those terms appear to be solutions to a certain
trigonometric relation.
This is the revision of the preprint arXiv:1204.5328v1, which
contains some miscalculations.
1. Introduction
1.1. The Problem. The motivation to study the problem discussed
in this paper is twofold. First of all the regularity of the minimizers of
the Mumford-Shah functional at the crack-tip is a really striking and
challenging question. This is not surprising since the crack-tip is the
only place, where the Dirichlet energy and the n−1-Hausdorff measure
of the discontinuity set scale of the same order of rn−1. On the other
hand we are interested in applications, in particular in the quasi-static
model suggested by Francfort and Marigo in [FM]. Dal Maso and
Toader in [DT] proved the existence using the time discretization and
many others contributed to research in this area in last decade. The
authors believe that the asymptotics at the crack-tip obtained in this
paper could contribute to the better analysis of the limiting process in
the time-discretized model.
Let us consider the following minimization problem; Minimize the
functional
(1) J(u,Γ) =
∫
B1\Γ
|∇u|2dx+ λ2pi
2
H1(Γ)
over all curves Γ ⊂ B1 starting at the point −1 of the complex plane
and functions u ∈ H1(B1\Γ) with boundary values g on ∂B1. We
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2 JOHN ANDERSSON, HAYK MIKAYELYAN
will assume that g is a little perturbation of the function λ=√z =
λr1/2 sinφ/2 on the ∂B1, where the discontinuity is taken at the point
−1.
Let us agree that later throughout the paper, depending on the con-
text, the functions =√z, rα sin(αφ) and rα cos(αφ) are defined to be
continuous in R2\{(x, 0)| −∞ ≤ x ≤ 0}, in B1\Γ or in B1\Γr, and the
discontinuity is set at {(x, 0)|−∞ ≤ x ≤ 0}, at Γ or at Γr respectively.
It is proven in [BD] that the pair
(λr1/2 sinφ/2; {(x, 0)| −∞ ≤ x ≤ 0})
is the global minimizer of the functional (1) in the plane R2. From this
result it follows that for the boundary value function g = λ sinφ/2,
with discontinuity at (−1, 0), the interval Γ0 = {(x, 0)| − 1 ≤ x ≤ 0}
and the function u0 = λr
1/2 sinφ/2 are the absolute minimizer of (1).
We will assume the stability of the problem under small perturba-
tions, i.e. that for small perturbations of g the minimizing set Γ is a C1
curve connecting the point (−1, 0) ∈ ∂B1 ∩ R with an unknown point
inside the ball B1 := B1(0) and that this curve is a graph of a function.
The authors refer to [D] and [AFP] for further references and as
sources of inexhaustible knowledge in the field.
Probably some of the assumptions made in the paper could be avoided,
but still we believe that the results even in this simplified formulation
are new and deserve attention.
1.2. The Main Theorem. Assume the minimizer of the functional
(1) in B1 ⊂ R2 is given by the pair (u,Γ), where Γ = {(−t, f(t))|0 ≤
t < 1}, f ∈ C1([0, 1))∩C3((0, 1)), f(0) = f ′(0) = 0 and tf ′′(t)→t→0 0.
Further assume there exist a limit in C1([0, 1))
g(t) = lim
ρ→0
f(ρt)
max0<τ<ρ |f(τ)| 6= 0.
Then there exists a constant C 6= 0 such that
f(t) = Ct1/2+αk + o(t1/2+αk)
and
(2) u(x, y) = u(0, 0) + λ=√z+Sk(x, y) +Cλbkrαk cos(αkφ) + o(rαk),
where k < αk < k +
1
2
is one of the positive solutions of
tan(piα) =
2
pi
α
α2 − 1
4
,
bk are some other absolute constants (k = 1, 2, . . . ), S1 ≡ 0 and for
k ≥ 2 there are some constants cj depending on u such that
Sk(x, y) =
k−1∑
j=1
cjr
2j+1
2 sin
(
2j + 1
2
φ
)
.
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If
lim
ρ→0
f(ρt)
max0<τ<ρ |f(τ)| = 0
then limt→0 t−Mf(t) = 0 for any M > 0.
1.3. Acknowledgment. The authors are grateful to MSRI at UC
Berkeley for the invitation to attend the Free Boundary Problems Pro-
gram in 2011 and particularly to Henrik Shahgholian, who was the
speaker of the program. The substantial part of the research was car-
ried out during the stay in Berkeley. The second author thanks Stephan
Luckhaus for useful discussions.
2. Asymptotic of the minimizing function near the
cracktip
In this section we want to calculate the asymptotic expansion for the
minimizer function u near the cracktip.
Let us assume that the pair (u,Γ) is as above and minimizes the
functional (1). Without loss of generality we can assume that the origin
is the endpoint of Γ and is tangential to the x-axis at that point, for this
reason we allow Γ to ”start” from a point different from (−1, 0). We
will parametrize Γ = {(−t, f(t)), t ∈ [0, 1]} such that at the cracktip
we have f(0) = f ′(0) = 0.
We know that on Γ the balance condition is fulfilled (see [AFP]), i.e.
(3) λ2
pi
2
HΓ(−t, f(t)) = λ2pi
2
f ′′(t)
(1 + (f ′)2)3/2
= [|∇u(z)|2]±,
where [|∇u(z)|2]± = |∇u(x, y + 0)|2 − |∇u(x, y − 0)|2 is the difference
of the values of |∇u|2 on the two sides of the discontinuity set and HΓ
is the curvature of Γ. Further we know that the first asymptotic term
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of the function u near the origin is λr1/2 sinφ/2. A natural question
arise what are the next terms in the asymptotic?
Let us consider the function
(4) vρ(x, y) = S
−1
ρ [u(ρx, ρy)− u(0, 0)− ρ1/2λr1/2 sin(φ/2)],
where Sρ = supBρ|u(x, y) − u(0, 0) − λr1/2 sin(φ/2)| and Sρρ−1/2 → 0
as ρ→ 0.
Note that
r1/2 sin(φ/2) =
1√
2
sgnΓ(x, y)
√√
x2 + y2 − x,
where sgnΓ(x, y) = sgn(y) if x ≥ 0, sgnΓ(x, y) = 1 if x < 0, y ≥ f(−x)
and sgnΓ(x, y) = −1 if x < 0, y < f(−x).
Thus
∇r1/2 sin(φ/2) =
sgnΓ(x, y)
√√
x2 + y2 + x
2
√
2|y|
(
−1 + x√
x2 + y2
;
y√
x2 + y2
)
.
The rescaled crack Γρ is given by {(−t, fρ(t))} where fρ(t) = ρ−1f(ρt).
Let us calculate ∂νvρ and ∂τvρ on the crack, where the vectors τ =
(1 + f ′2ρ)
− 1
2 (−1; f ′ρ) and ν = (1 + f ′2ρ)−
1
2 (f ′ρ; 1) are the tangential and
normal directions on Γρ
Since ∂νu = 0 on Γ we have that
(5) ∂νvρ(−t, fρ(t)) = ν · ∇r1/2 sin(φ/2) =
(1 + f ′2ρ)
−1/2sgnΓ(−t, fρ(t))
λρ1/2
Sρ
√√
t2 + f 2ρ − t
2
√
2|fρ|(
f ′ρ
(
−1− t√
t2 + f 2ρ
)
+
fρ√
t2 + f 2ρ
)
=
(1 + f ′2ρ)
− 1
2 sgnΓ(−t, fρ(t))
λρ
1
2
Sρ
√
t
t
√√
1 +
(
fρ
t
)2
− 1
2
√
2|fρ
t
|f ′ρ
−1− 1√
1 +
(
fρ
t
)2
+ fρt 1√
1 +
(
fρ
t
)2

If we now denote by σρ = supt∈(0,1)|fρ(t)| = ρ−1supt∈(0,ρ)|f(t)| and
gρ =
fρ
σρ
we obtain that
CURVATURE AT THE CRACKTIP 5
(6) ∂νvρ(−t, fρ(t)) = (1 + o(1))sgnΓ(−t, fρ(t))×
× σρ
ρ−
1
2Sρ
λ
4
√
t
g′ρ
−1− 1√
1 +
(
fρ
t
)2
+ gρt 1√
1 +
(
fρ
t
)2

In the Appendix A at the end of the paper we prove that liminfρ→0
σρ
ρ−
1
2 Sρ
<
+∞ and that for a subsequence vρk → v0 uniformly up to Γ± in C1,α
in any B1\B ( > 0).
Assuming for a sequence ρk → 0
(7)
σρk
ρ
− 1
2
k Sρk
→ A ≥ 0
and passing to the limit we obtain that for x < 0
(8) ∂yv0(x,±0) = ± λA
4
√−x
(
−2g′0 +
g0
−x
)
Let us now rewrite the condition (3) in terms of f and vr. After
rescaling we have
(9) λ2
pi
2
ρH(Γρ)(−t, fρ(t)) = [∂τuρ(−t, fρ(t))2]±.
The curvature can be expressed in terms of function f
H(Γρ)(−t, fρ(t)) = −
f ′′ρ (t)
(1 + (f ′ρ)2)3/2
and ∂τu
±
ρ in terms of vρ
∂τu
±
ρ (−t, fρ(t)) = Sρ∂τvρ(−t, fρ(t))+
ρ1/2λ [τ · ∇r1/2 sin(φ/2)]±(−t, fρ(t)).
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τ · ∇r1/2 sin(φ/2) can be expressed in ters of f as well
(10) [τ · ∇r1/2 sin(φ/2)]±(−t, fρ(t)) =
(1 + f ′2ρ)
− 1
2 sgnΓ(−t, fρ(t))λ
√
t
t
√√
1 +
(
fρ
t
)2
− 1
2
√
2|fρ
t
|
1 + 1√
1 +
(
fρ
t
)2
+ fρf ′ρt 1√
1 +
(
fρ
t
)2
 =
sgnΓ(−t, fρ(t))
λ(1 + o(1))
4
√
t

1 + 1√
1 +
(
fρ
t
)2
+ fρf ′ρt 1√
1 +
(
fρ
t
)2
 =
(1 + o(1))sgnΓ(−t, fρ(t))
λ
2
√
t
.
Putting together we rewrite (9) as follows
(11) − λ2pi
2
ρσρ
g′′ρ(t)
(1 + (f ′ρ)2)3/2
=
[
(
Sρ∂τvρ(−t, fρ(t))± ρ1/2λ [τ · ∇r1/2 sin(φ/2)](−t, fρ(t)
)2
]± =
λ
[
S2ρ
(
(∂τv
+
ρ (−t, fρ(t)))2 − (∂τv−ρ (−t, fρ(t)))2
)
+
2Sρλρ
1/2(1 + o(1))
λ
2
√
t
(
∂τv
+
ρ (−t, fρ(t) + ∂τv−ρ (−t, fρ(t)
)]
Thus
(12) − λ2pi
2
σρ
ρ−1/2Sρ
g′′ρ(t)
(1 + (f ′ρ)2)3/2
=[
Sρ
(
(∂τv
+
ρ (−t, fρ(t)))2 − (∂τv−ρ (−t, fρ(t)))2
)
+
2λ(1 + o(1))
λ
2
√
t
(
∂τv
+
ρ (−t, fρ(t) + ∂τv−ρ (−t, fρ(t)
)]
and passing to a limit
(13) − λpi
2
Ag′′0(−x) = (−x)−1/2
[
∂xv
+
0 (x, 0) + ∂xv
−
0 (x, 0)
]
Let us now denote by
W1(x, y) :=
1
2
(v0(x, y)− v0(x,−y))
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and by
W2(x, y) :=
1
2
(v0(x, y) + v0(x,−y)).
Then we obtain
2∂yW1(x, 0) = 0, for x < 0,
which means W1(x, y) is a harmonic polynomial of the form =z 2k+12 ,
k ∈ N.
For W2 we obtain
(14) 2∂yW2(x, 0) =
λA
2
√−x
(
2g′0(−x)−
g0(−x)
−x
)
and
2(−x)−1/2∂xW2(x, 0) = −Aλpi
2
g′′0(−x).
If A = 0 then W2 ≡ 0, and then we have v0(x, y) = W1(x, y) =
=z 2k+12 in R2\{(x, 0)| −∞ < x ≤ 0}, k ∈ N. We will come back to this
case at the end of this section.
Let us now consider the more interesting case A > 0. First assume
W2 = br
α cosαφ, (we know that α > 1/2). We obtain
g′′(r) =
2b
λA
2
pi
αrα−
3
2 cos piα
and
g(r) =
2b
λA
2
pi
α cos piα
α2 − 1
4
rα+
1
2 .
From here we first obtain, since supt∈(0,1) |g(t)| = 1 and g(r) = ±rα+
1
2
(15) 2b
2
pi
α cospiα
α2 − 1
4
= ±Aλ
and then from (14)
2αb sinpiαrα−1 = ± λA
2r1/2
(
2(α +
1
2
)rα−1/2 − rα−1/2
)
= ±αλArα−1
thus
sin piα =
2
pi
α cospiα
α2 − 1
4
or
(16) tanpiα =
2
pi
α
α2 − 1
4
.
We have obtained that α = αk, where k < αk < k +
1
2
are the positive
solutions of (16). Note that the smallest positive solution α1 ≈ 1.1844,
and α2 ≈ 2.0989.
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Picture 2
We proved that if we assume that
W2(x, y) = ±rα cos(αφ).
then α = αk for some k = 1, 2, . . . and
g(t) = ±t1/2+α.
In the Appendix B we prove that the case W2 = br
α cosαφ is the only
case we need to consider.
Since the orders of possible solutions for W1 and W2 are different we
will always have that one of them must be identically zero. This means
that b = ±1 and from (7) we obtain that if
f(t) = Ctαk+1/2 + o(tαk+1/2)
then
u(x, y) = u(0, 0) + λ=√z ± Cλ
Aλ
rαk cos(αkφ) + o(r
αk),
and we see from (15) that |bk| = 1Aλ > 0 depends only on k.
Let us now come back to the case A = 0: that means W2 vanishes
and W1 is not. If we have that
u(x, y) = u(0, 0) + λ=√z +Sk(x, y) + o(r 2k−12 ),
where Sk is as in (2), then we can repeat the arguments above with
the function
vρ(x, y) = S
−1
ρ (u(ρx, ρy)− ρ1/2λr1/2 sin(φ/2)−Sk(ρx, ρy)),
where Sρ = supBρ|u(x, y)−λr1/2 sin(φ/2)−Sk(ρx, ρy)|, instead of (4).
This means that we can iterate this procedure until we get the first
non-zero W2 term. If the iteration goes to infinity without giving any
non-vanshing W2, then we have that t
−Mf(t) → 0 as t → 0 for any
M > 0. Which would correspond the case limρ→0
f(ρt)
max0<τ<ρ |f(τ)| = 0.
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3. The missing Euler-Lagrange condition
In this section we present some heuristic arguments to justify the
existence of a missing Euler-Lagrange condition for the Mumford-Shah
functional.
As it is proven in [BD], for the boundary function g = λ sinφ/2, the
interval Γ = {(x, 0)| − 1 < x ≤ 0} and the function u = λr1/2 sinφ/2
give the absolute minimizer of (1). Let us take a point w ∈ Bδ and
minimize the functional (1) among all curves starting at the disconti-
nuity point at the boundary data g, i.e. (−1, 0) and ending at the point
w. Heuristically it is natural to assume that for small δ the minimizers
(uw,Γw) will exist and Γw will be a smooth curve. This would mean
in particular that the first term in the asymptotic of uw will be, up to
a rotation, of the form λw=
√
z − w. It is natural to expect that λw is
monotone in the horizontal direction and this would mean that there
exists an interface Ξ ⊂ Bδ on which λw = λ, or in other words points
where λ is the ”right” constant from the functional (1).
If we now look at the pairs (uw,Γw), where w ∈ Ξ, then all of them
satisfy the four known Euler-Lagrange conditions
(i) ∆uw = 0 in B1\Γw
(ii) ∂νu = 0 on Γ
(iii) λ2
pi
2
HΓw = [|∇uw|2]± on Γw
(iv) λw = λ
On the other hand we see that only one of them is the absolute
minimizer. Since Ξ (if the heuristics is true) is an interface near the
origin the missing condition should be of first order.
From the Main Theorem one can see that the curvature at the
cracktip can be either zero or ∞ (in case the coefficient of the α1-term
is not zero). One possible candidate for the missing Euler-Lagrage
condition could be the following:
The curvature of the crack vanishes at the cracktip.
or in terms of asymptotic, that the coefficient C of the rα1 cos(α1φ)-
term in the expansion (2) vanishes.
In an up-coming publication Zhilin Li and the second author present
a numerical verification of this argument.
Appendix A
Here we will prove that the expression
σρ
ρ−
1
2Sρ
is bounded at least on a subsequence near the origin.
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To make the problem easier to handle let us ”open” the crack. We
consider R2 as complex plane and apply
√
z conformal transformation
given by
(x, y) 7→
(
sgnΓ(x, y)√
2
√√
x2 + y2 + x;
sgnΓ(x, y)√
2
√√
x2 + y2 − x
)
.
The new function w(z) := u(z2) will be harmonic in Ω, where Ω
is the new domain. The free discontinuity set Γ will be mapped to
the symmetric set Σ = ∂Ω\∂B1. Another important point is that the
Neumann derivatives of w on Σ will be zero as it was the case with Γ.
Since the set Γ was parametrized by {(−t, f(t)) : 0 ≤ t < 1}) the set
Σ will be given by
(F (τ);±τ) =
(
1√
2
√√
t2 + f 2 − t ;± 1√
2
√√
t2 + f 2 + t
)
.
If we now calculate the σ˜ρ = supτ∈(0,ρ) ρ
−1|F (τ)| we will see that
σ˜ρ ≈ sup
t∈(0,ρ2)
√√
1 + (f
t
)2 − 1√√
1 + (f
t
)2 + 1
= sup
t∈(0,ρ2)
∣∣f
t
∣∣√
1 + (f
t
)2 + 1
≈ 1
2
σρ2 .
On the other hand
S˜ρ := supBρ|w − λy| = Sρ2
then we need to prove that
liminfρ→0
σ˜ρ
ρ−1S˜ρ
< +∞.
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Suppose
S˜ρ
ρσ˜ρ
→ρ→0 0
This means that
Vρ(x, y) =
w(ρx, ρy)− ρλy
ρσ˜ρ
→ρ→0 0.
On the other hand we can find a sequence of points zk ∈ Σ such that
zk → 0 and the angle between the normal vector νΣ(zk) = (νxΣ(zk), νyΣ(zk))
and the x-axis is large enough, i.e.
|νyΣ(zk)| ≥
1
2
σ˜|zk|.
Thus
∂νV|zk|
(
zk
|zk|
)
>
1
4
λ > 0,
which is in contradiction with the fact of V|zk| → 0.
Let us now prove that at least for a sub-sequence ∇w˜ρ is bounded
in B1/
√
2 ∩ Ω, where
w˜ρ(x, y) =
w(ρx, ρy)− ρλy
S˜ρ
.
We denote by S˜ ′ρ = supΩ∩Bρ/√2|∇w − λ(0, 1)| and observe that if we
assume
ρS˜′ρ
S˜ρ
→∞ then
V˜ρ(x, y) =
w(ρx, ρy)− ρλy
ρS˜ ′ρ
→ρ→0 0,
uniformly in B1, which would contradict the fact that
supΩ∩B1/√2|∇V˜ (x, y)| = 1.
Now we observe that the condition tf ′′(t)→ 0 yields that the scaled
boundary Σ will converge to half-plane C2-uniformly in any B1\B√
and we can construct a subsequence w˜ρk convergent in any B1/
√
2\B√.
Going back to our original coordinates we obtain a subsequence for vr
convergent in any B1/2\B.
Appendix B
Lemma 1. [Mu¨ntz Theorem] The space spanned by {1, rα1 , rα2 , ..., rαj , ...}
is dense in C([0, 1]) the uniform norm if and only if
∞∑
j=1
1
αj
=∞.
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For a proof see [C].
Lemma 2. Let Σ = {(t, 0); t ∈ [−1, 0]} and w ∈ W 1,2(B1 \ Σ) be a
function even in y that solves
(17)
∆w = 0 in B1 \ Σ
∂w
∂y
= λA
2
√−x
(
− 2g′0 + g0−x
)
on Σ
∂w
∂x
= Aλ
√−x√
2pi
g′′0 on Σ.
Moreover we assume that g ∈ C1([−1, 0]) and that g(0) = g′(0) = 0.
Then there exist aj ∈ R such that in polar coordinates (r, φ)
(18) w = a0 +
∞∑
j=1
ajr
αj cos(αjφ)
where αj are the positive solutions to
(19) tan(piα) =
2
pi
α
α2 − 1
4
.
Proof: From the intermediate value theorem it follows that (19) has
a solution αj in each interval (j, j + 1/2) (see picture 2). Therefore it
follows that ∞∑
j=1
1
αj
=∞.
Also,
∞∑
j=2
1
αj − 1 =∞.
Using Lemma 1 we can write
g′0 = a˜0 +
∑
j=1
αjajr
αj−1
for some sequence of real numbers aj. By assumption g
′
0(0) = 0 from
which it follows that a˜0 = 0. If we define
u =
∞∑
j=1
ajr
αj cos(αjφ)
simple verification to see that u is a solution to (17).
Next we consider v = w − u. Then v solves
∆v = 0 in B1 \ Σ
∂v
∂y
= 0 on Σ
∂v
∂x
= 0.
From well known unique continuation properties of harmonic functions
(see [AE] for instance) it follows that v ≡constant. The Lemma follows.

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