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We study isoperimetric constants of and self-avoiding walks (SAWs) and self-
avoiding polygons (SAPs) on Cayley graphs of hyperbolic Coxeter groups. These
graphs are tilings of the hyperbolic plane. We calculate the isoperimetric constants
of most rank three hyperbolic Coxeter groups and give an estimate for the remain-
der. We prove that for all but a few classes of these groups there are exponentially
fewer k-step SAPs than there are k-step SAWs. We prove that this is also true
of any nontrivial free product. Additionally we show that there are exponentially
more k-step SAWs on a free group Fn (resp. a “free” Coxeter group Td) than on
any strict subgroup of Fn (resp. Td).BIOGRAPHICAL SKETCH
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viiChapter 1
Isoperimetric Constants
1.1 Introduction
Isoperimetric constants of graphs have long been studied, yet there are few explic-
itly calculated examples. In this chapter we derive isoperimetric constants for the
Cayley graphs of many rank three hyperbolic Coxeter groups and provide a lower
bound for the remainder.
A Coxeter group W is a group with a presentation
W = ha1,a2,...,ad | (gigj)
miji
satisfying mii = 1, implying the generators are involutions, and 2 ≤ mij = mji ≤
∞ (where mij = ∞ indicates no relator). Common examples of Coxeter groups
are Euclidean and hyperbolic reﬂection groups. For more information on Coxeter
groups, see [2] or [5].
The Cayley graph of a group G depends on the generating set, so throughout
we will be considering a ﬁxed choice of generating set. To create the Cayley graph
of the group G with presentation
G = hai | rii,
begin with a set of vertices V = G (as a set), or in other words a vertex of the
graph for each element of the group. Place an edge from g1 to g2 for each generator
ai where g2 = g1ai. Note that if both a and a−1 are in the generating set, there
will be (at least) two edges between the vertices g and ga. If a generator is of
order 2, i.e. a = a−1, we will by convention identify the two edges from g to ga
1with labels a and a−1. Note that if there are repeated generators then the Cayley
graph may be a multigraph. Most of the Cayley graphs considered below satisfy
the properties that each is regular and there is at most one edge between a pair of
vertices. We also are able to accurately describe Cayley graphs of Coxeter groups
below by utilizing Tits’ solution to the word problem for Coxeter groups (see [2],
[5] or [11]).
Another option for visualizing Cayley graphs of the Coxeter groups that we
consider is the observation that these graphs are dual graphs of particular tessel-
lations of the hyperbolic plane by triangles. We utilize this in Section 1.3 for the
Cayley graphs of the hyperbolic groups Wm,n,p.
For the study of isoperimetric constants, we begin with any graph G = (V,E).
Let [x,y] represent any (unoriented) edge from x to y. For any set K ⊆ V , deﬁne
E(K) := {[x,y] ∈ E | x,y ∈ K},
E
∗(K) := {[x,y] ∈ E | x ∈ K or y ∈ K},
∂K := E
∗(K)E(K)
G(K) := (K,E(K)).
Using these sets we deﬁne the following isoperimetric constants:
IG := liminf
|K|→∞

|∂(K)|
|K|
| K ⊂ V ﬁnite,G(K) connected

(1.1)
β(G) := liminf
|K|→∞

|K|
|E(K)|
| K ⊂ V ﬁnite,G(K) connected

(1.2)
δ(G) := limsup
|K|→∞

|K|
|E∗(K)|
| K ⊂ V ﬁnite,G(K) connected

(1.3)
When G is transitive, it is shown in [1] that
IG := inf
K ﬁnite

|∂(K)|
|K|
| K ⊂ V, G(K) connected

2Note further that the assumption of connectivity is easily dropped because breaking
up a disconnected set into connected components will yield one component K∗ with
|∂(K∗)|
|K∗|
≤
|∂(K)|
|K|
When G is regular, we write d for the degree of G and, as in [3], we have
β(G) =
2
d − IG
and δ(G) =
2
d + IG
(1.4)
1.2 Calculating Isoperimetric Constants
1.2.1 “Free” Coxeter Groups
First, we begin with all Coxeter groups whose Cayley graphs are trees. The Cayley
graph of the group
Td = Z/2Z ∗ Z/2Z ∗ ... ∗ Z/2Z,
the free product of d copies of Z/2Z, is a d-regular tree, and we can determine
that IG = d − 2. This can be veriﬁed by considering the eﬀect of adding a single
neighboring vertex v to a connected set K. One element (v) is added to K, the
edge connecting v to some element in K is no longer a member of ∂K, while the
remaining d−1 edges connected to v now are. Since a single vertex has d neighbors,
we have that
|∂K| = (d − 2)|K| + 2
This is true independent of K and v, so as we consider the limit, we see IG = d−2.
Using (1.4), we also can compute
β(Td) = 1 and δ(Td) =
1
d − 1
.
3Figure 1.1: The Cayley graph of W2
1.2.2 One Relator Rank Three Coxeter Groups
Second, consider the groups
G = Wm = ha,b,c | a
2 = b
2 = c
2 = (ab)
m = 1i.
The Cayley graph of such a group resembles a 2m-tree where each vertex is replaced
by a 2m-gon. One way to see this is to observe that Wm is a free product of a
group of order 4 with hci. Figure 1.1 contains a portion of the Cayley graph of W2.
To calculate the isoperimetric constant IG, begin by observing that adding one
neighboring vertex v to any connected set K adds precisely one edge to ∂K unless
v completes a 2m-gon, in which case |∂(K∪{v})| = |∂K|−1. Thus we see that for
a ﬁxed size |K|, choosing K to include a maximal number of 2m-gons minimizes
|∂K|. Thus to approach IG we examine a sequence of these sets. Consider the
4following sequence of sets. Let K0 be a 2m-gon. Recursively deﬁne Ki to be the
set Ki−1 unioned with any neighboring “lollypop”, i.e. a single neighboring vertex
v together with the remainder of the vertices on the 2m-gon that v is a portion of.
This increases the size of Ki−1 by 2m, while increasing the size of ∂Ki−1 by 2m−2
(2m−1 new boundary edges less 1 for the edge connecting v to Ki−1, as it is now
in the interior). Thus we see that
|∂Ki|
|Ki|
=
(2m − 2)i + 2m
2mi + 2m
and in the limit as i → ∞, we see that
IG =
2m − 2
2m
.
Employing (1.4), we have
β(G) =
2m
2m + 1
and δ(G) =
2m
4m − 1
.
1.2.3 One Relator Coxeter Groups of Arbitrary Rank
We now examine a more general case. Consider instead the groups
G = W
(d)
m = ha1,a2,...ad | a
2
1 = a
2
2 = ...a
2
d = (a1a2)
m = 1i.
The same process applies as above for identical reasoning. We add 2m vertices to
Ki in each step, but the boundary grows instead by 2m(d − 2) − 2 edges. These
are all edges beginning at a vertex on the new 2m-gon except those that make up
the 2m-gon itself, and we again subtract the single edge making up the handle of
the “lollypop”. Thus in this instance we have
IG =
2m(d − 2) − 2
2m
.
5Observe further that
lim
m→∞IWd
m → ITd.
This shows that isoperimetric constants behave nicely with these groups, as the
Cayley graphs of the groups W d
m look increasingly like that of Td as m increases.
Utilizing (1.4), we ﬁnd that
β(G) =
2m
2m + 1
and δ(G) =
2m
2m(d − 1) − 1
.
1.2.4 Two Relator Rank Three Coxeter Groups
We now examine the groups
G = Wm,n = ha,b,c | a
2 = b
2 = c
2 = (ab)
m = (ac)
n = 1i.
The Cayley graph of G is made up of 2m-gons and 2n-gons in such a way that
every 2m-gon has a distinct 2n-gon attached to every other edge, and likewise for
2n-gons. However, there are no cycles of polygons. Figures 1.2, 1.3 and 1.4 contain
example Cayley graphs (or portions of them). Figure 1.2 was found at [4].
Using identical reasoning to that above, we see that because n > m, maximizing
the number of 2m-gons will maximize the number of instances where we reduce the
boundary by one. Thus IG can be approached by the sequence of sets beginning
with K0 a single 2m-gon and Ki created from Ki−1 unioned with a neighboring
2n-gon and all the 2m-gons adjacent to it. The number of vertices added by this
process is 2m(n − 1), as each of the new vertices is a member of one of the new
2m-gons. The number of boundary edges added is (2m−2)(n−1)−2, as each of
the new 2m-gons contributes 2m−2 boundary edges to ∂Ki, and we subtract the
two edges of the 2n-gon that were members of ∂Ki−1. Thus
IG =
(2m − 2)(n − 1) − 2
2m(n − 1)
6Figure 1.2: The Cayley graph of W2,3
Notice that in the limit as n → ∞, we see that IWm,n → IWm, showing as above
that limits of isoperimetric constants in this environment converge as we might
hope.
Further calculations with (1.4) show
β(G) =
2m(n − 1)
(2m + 1)(n − 1) + 1
and δ(G) =
2m(n − 1)
(4m − 1)(n − 1) − 1
.
1.2.5 Two relator Coxeter Groups of Arbitrary Rank
If we now consider the more general class of groups
G = ha0,...ad−1 | a
2
0 = ··· = a
2
d−1 = (a0a1)
m1 = ··· = (a0ad−1)
md−1i
7Figure 1.3: The Cayley graph of W2,4
with m1 ≤ m2 ≤ ··· ≤ md−1, and m3 to md−1 allowed to be inﬁnite, we will
achieve IG by maximizing the 2m1-gons, and using 2m2-gons whenever necessary.
Calculating as before, adding one 2m2-gon and m2 − 1 2m1-gons increases the
number of vertices by 2m1(m2 − 1) as each new vertex is a member of one of
the 2m1-gons. The change in the number of edges in the boundary is (m2 −
1)(2m1(d − 2) − 2) − 2, as each new vertex adds d − 2 edges, except the two on
the 2m2-gon, which each add one less edge. Again, we subtract the two edges of
the 2m2-gon which were previously part of the boundary. Thus we see that
IG =
(m2 − 1)
 
2m1(d − 2) − 2

− 2
2m1(m2 − 1)
.
8Figure 1.4: The Cayley graph of W3,3
1.3 A Lower Bound for Three Relator Rank Three Coxeter
Groups
This section is following the methods of H¨ aggstr¨ om, Jonasson, and Lyons in [3].
We begin by deﬁning a graph to be semi-regular if there exist positive integers
m ≤ p such that the degree of every vertex lies in the interval [m,p]. Consider the
dual of a planar graph G, denoted by G† = (V†,E†). This graph is semi-regular
when G is the Cayley graph of the hyperbolic groups Wm,n,p, where
Wm,n,p = ha,b,c | a
2 = b
2 = c
2 = (ab)
m = (ac)
n = (bc)
p = 1i
and m, n, and p satisfy
2 ≤ m ≤ n ≤ p < ∞ and
1
m
+
1
n
+
1
p
< 1.
9This follows because G† is a tessellation of the hyperbolic plane by triangles with
angles π
m, π
n and π
p. Note this is also true when any of the indices are inﬁnite, where
by convention the corresponding angle(s) of the triangle is 0. The tessellation is
obtained by beginning with a single triangle, then adding all its images under
reﬂections in the reﬂection group generated by the 3 lines in which the triangle’s
sides lie. Note that in this tessellation all vertices will be of degree 2m, 2n, or 2p.
For pictorial examples of these tessellations, some of the ﬁgures in Appendix A
display both the Cayley graph and dual tessellation.
We will need the following inequality about the graph G†.
Lemma 1.3.1. If G† is a semiregular graph, K ⊂ V† is any nonempty set and d†
is the minimum degree of the vertices in G†, then
|K|
|E∗(K)|
≤
2
d†
,
Proof:
Consider any nonempty set K ⊂ V†. Note that E∗(K) = E(K) ∪ ∂K. Combined
with the fact that
|∂K|
|K| is nonnegative, this gives
|K|
|E∗(K)|
=
2|K|
2|E∗(K)|
=
2
|E∗(K)|+|E(K)|
|K| +
|∂K|
|K|
≤
2
|E∗(K)|+|E(K)|
|K|
The denominator on the right is the “average degree” of K, which must be at least
d†, giving the result. 
This lemma implies that
δ(G†) ≤
2
d†
. (1.5)
We will also require the following lemma.
Lemma 1.3.2. For a planar regular graph G with semiregular dual G†, we have
β(G) + δ(G†) ≥ 1.
Proof:
Begin by observing that IG is unchanged if we require K to be connected and
10simply connected (when K is viewed as a union of closed faces of G†), as ﬁlling in
holes increases |K| and decreases |∂EK|. Since G is regular, (1.4) implies we can
also restrict to simply connected sets in calculating β(G).
Choose Ki ⊂ V connected and simply connected (as above) such that
|Ki|
|E(Ki)|
converges to β(G). Let K
f
i be the set of vertices in G† corresponding to the
(bounded) faces of G(Ki). Since the number of faces of the graph G(Ki) is precisely
|K
f
i |+1 (by counting the face at ∞), Euler’s formula applied to the graph G(Ki)
gives the following.
|Ki| − |E(Ki)| + |K
f
i | + 1 = 2
Rearranging and using |E∗(K
f
i )| ≤ |E(Ki)| we have that
|Ki|
|E(Ki)|
+
|K
f
i |
|E∗(K
f
i )|
≥
|Ki|
|E(Ki)|
+
|K
f
i |
|E(Ki)|
= 1 +
1
|E(Ki)|
≥ 1
This gives us the lemma as follows:
β(G) + δ(G†) ≥ lim
i→∞
|Ki|
|E(Ki)|
+ limsup
i→∞
|K
f
i |
|E∗(K
f
i )|
= limsup
i→∞
|Ki|
|E(Ki)|
+ limsup
i→∞
|K
f
i |
|E∗(K
f
i )|
≥ limsup
i→∞
"
|Ki|
|E(Ki)|
+
|K
f
i |
|E∗(K
f
i )|
#
≥ 1

Lemma 1.3.2 combined with (1.4) and (1.5) provide a lower bound for IG.
Lemma 1.3.3. IG ≥ (d − 2) − 4
d†−2, where d is the degree of G and d† is the
minimum degree of G†, as above.
11Chapter 2
Estimates for Connective Constants
2.1 Introduction
The focus of research on self-avoiding walks (SAWs) and self-avoiding polygons
(SAPs) has traditionally been centered around the lattices Zd. More recently, some
research has shifted to examine other graphs. Madras and Wu [7] studied regular
tilings of the hyperbolic plane, many of which correspond to Coxeter groups. This
section focuses on a much larger class of Cayley graphs of Coxeter groups, all of
which are hyperbolic, and nearly all are planar.
The primary tool for examining SAWs and SAPs is the connective constant.
We begin with a group G and a set S of generators of G. A length k walk w on
the group G is a sequence of vertices (w0,w1,...,wk) in the Cayley graph of G
where wi and wi+1 are neighbors for i = 0,1,...,k − 1. We say w is a SAW if
the k + 1 sites of w are distinct. A length k polygon p is a length k walk w with
w0 = wk. We say p is a SAP if the k sites are distinct. We also have a sequence
gk ∈ S of generators of G for a walk (or polygon) w. These satisfy the property
that gk is the edge label on the Cayley graph of G between the vertices wk−1 and
wk.
We denote by ck (resp. pk) the number of SAWs (resp. SAPs) of length k. The
connective constants for SAWs and SAPs are respectively
µw,G = limsup
k→∞
(ck)
1
k and µp,G = limsup
k→∞
(pk)
1
k (2.1)
We do not specify the choice of generating set, as it will be clear in all uses below.
However, diﬀerent generating sets may give diﬀerent connective constants (consider
12Z = h1i versus Z = h2,3i). When the context is clear, we additionally will not
specify the group.
We now employ the well-known subadditivity lemma, which states that for
a sequence an, if am + an ≥ am+n for all m,n ≥ 1 (i.e. an is subadditive), then
lim
n→∞
an
n
exists and equals inf
n≥1
an
n
. Because ck is a submultiplicative sequence (i.e.
ckcl ≥ ck+l as any SAW can be broken into two shorter SAWs), using logarithms
and the subadditivity lemma we can simplify the connective constant µw,G to
µw,G = lim
k→∞
(ck)
1
k = inf
k≥1
(ck)
1
k
In this chapter we focus on SAWs, ﬁrst examining the diﬀerence between µw,Fn
and µw,G, where G is a nontrivial quotient of the free group Fn. We also examine
the situation where instead of Fn, we have the “free” Coxeter group Tn. The ﬁnal
result of the chapter is a lower bound on µw for a particular class of Coxeter groups.
2.2 Quotients of Free Groups
Consider the free group
Fn = ha1,a2,...,ani.
Recall that ck,Fn represents the number of self-avoiding walks (SAWs) of length k
in Fn. Then
ck,Fn = 2n(2n − 1)
k−1,
as at any step any generator or its inverse is acceptable except the most recent.
This implies that µw,Fn = 2n − 1.
Lemma 2.2.1. For any proper quotient G of the free group Fn, we have that
µw,G < 2n − 1 = µw,Fn.
13Proof:
Observe ﬁrst that µw,K ≤ µw,G for any quotient K of G, as every SAW in K lifts
to a SAW in G, so ck,K ≤ ck,G.
Let
Gi = ha1,a2,...an | r1,r2,...,rii.
Because µw,Gi ≤ µw,G1 ≤ µw,Fn, without loss of generality we need only show the
result for one-relator groups G1. Let G = G1 be such a group.
We obtain an upper bound for the SAWs in G as follows. Let l be the length
of the relator r of G. Consider any SAW w of length k ≥ 1. Because we know of
at least one word of length l that cannot be self-avoiding in G, namely r, there are
at most (2n − 1)l − 1 ways to add l vertices to the end of w to obtain an SAW of
length l + k. Additionally, we know that there are at most ck,Fn = 2n(2n − 1)k−1
SAWs of length k. Because ck is submultiplicative, we have that for any positive
integer k,
ck ≤ 2n
 
(2n − 1)
l − 1
b k−1
l c
(2n − 1)
l−1.
This inequality is obtained by considering any ﬁrst step, then extending it by l
segments repeatedly, and then adding at most l − 1 steps to achieve the length k.
We now have that
µw,G = lim
k→∞
c
1
k
k,G
≤ lim
k→∞

2n

(2n − 1)
l − 1
b k
l c
(2n − 1)
l−1
 1
k
≤
 
(2n − 1)
l − 1
 1
l
< 2n − 1 = µw,Fn
This proves the result. 
142.3 Quotients of “Free” Coxeter Groups
The following lemma shows that similar conclusions hold with quotients of Coxeter
groups.
Lemma 2.3.1. For any nontrivial quotient W of the group Td as deﬁned in Section
1.2.1, we have that
µw,W < d − 1 = µw,Td.
Proof:
Observe ﬁrst that the number of SAWs in Td of length k is d(d − 1)k−1, which
shows that µw,Td = d − 1.
The remainder of the proof is identical to that of Lemma 2.2.1 by simply
replacing every instance of 2n with d. 
2.4 A Lower Bound for Three Generator Coxeter Groups
Proposition 2.4.1. For self-avoiding walks on
W = Wm,n,p = ha,b,c | a
2 = b
2 = c
2 = (ab)
m = (ac)
n = (bc)
p = 1i,
with 3 ≤ m ≤ n ≤ p, we have µw ≥ 2
2m−5
2m−4.
Proof:
The proof follows that of Proposition 2.1 in [7].
Partition the sites of the Cayley graph of W into layers, obtained by choosing a
single polygon as the ﬁrst layer, then selecting all neighboring polygons (across an
edge) for the second layer, then each layer is determined by all polygons neighboring
the previous layer which are not a member of a previous layer. Figure 2.1 contains
an example of the ﬁrst few layers.
15Figure 2.1: The ﬁrst 3 layers of W3,4,4
When m ≥ 3, each site on any layer but the ﬁrst has either zero or one neighbor
in the previous layer. Deﬁne a walk as follows: Begin at any site in the ﬁrst layer.
For the ﬁrst step, move to the next layer (there is only one choice). Starting now,
and any time the walk reaches a new layer, denote by x+i (respectively x−i) the
ith site from x along the same layer of x in the counterclockwise (resp. clockwise)
direction. Notice that each time the walk reaches a site x on a new layer, for
i = 1,2,...2m−5, x+i and x−i each have no neighbor in the previous layer and
1 neighbor in the next layer.
Restrict the walk as follows: Each time a walk reaches a site x on a new layer,
it may move to either x+1 or x−1. If the walk reaches x+1 (resp. x−1), it has
16two choices to move: to x + 2 (resp. x − 2) in the same layer or to the next layer.
If the walk reaches x+2m−5, (resp x−2m+5), at the next step we require the
walk to move to the next layer. The resulting walk is self-avoiding, as the layers
are disjoint. It has the property that if one step of the walk was forced, then it
had two choices at the previous 2m − 5 steps. Thus c(2m−4)k ≥ (22m−5)
k, which
implies the proposition. 
17Chapter 3
Comparing Self-avoiding Walks and
Polygons
3.1 Introduction
In this chapter we examine SAWs and SAPs as deﬁned in Section 2.1. We show
that there are exponentially fewer SAPs than SAWs by comparing the connective
constants µp and µw, deﬁned in (2.1). The results below prove µp < µw for most
three generator hyperbolic Coxeter groups Wm,n,p with 2 ≤ m ≤ n ≤ p ≤ ∞.
3.2 Two or Fewer Relators
3.2.1 A Symmetric Cayley Graph
Assuming n > 2, we consider the class of Coxeter groups
Wn,n = ha,b,c | a
2 = b
2 = c
2 = (ab)
n = (ac)
n = 1i.
For reference, a portion of the Cayley graph in the case n = 3 is shown in Figure
1.4.
Observe that by reversing the solution to the word problem for Coxeter groups,
an SAP in Wn,n consists of a collection of connected 2n-gons. Each SAP can be
constructed by beginning with a single 2n-gon and adding one connected 2n-gon
at a time. Each additional 2n-gon adds 2n−2 to the length of the SAP. Thus the
length of an SAP made up of k 2n-gons is (2n − 2)k + 2.
Deﬁne a hinge h of an SAP p to be 3 consecutive edges in p with generator
labels bab or cac. We say h corresponds to the generator gk representing the edge
18Figure 3.1: Hinges on a SAP in W3,3
labeled a. Two hinges h1 and h2 of p, corresponding to gi and gj respectively, are
distinct if i 6= j. Notice that, for an SAP, every instance where gk = a will be a
hinge, unless either k = 1 or k = l.
Intuitively, a hinge is “any (closed) edge in the Cayley graph which, if removed,
disconnects the graph”. In Figure 3.1, the edges in red are all the hinges of that
particular SAP.
Now given a hinge h corresponding to gk, deﬁne a hinge reﬂection to be the
walk deﬁned as having vertices wi, with wi = pi for 0 ≤ i ≤ k, and using the
19Figure 3.2: A hinge reﬂection in W3,3
following rule for k < i ≤ l:
wi =

    
    
wi−1a if pi = a
wi−1b if pi = c
wi−1c if pi = b
(3.1)
If we consider the edge in the Cayley graph corresponding to gk, let Lk be the line
in H2 that this edge is a segment of. The hinge reﬂection h is the reﬂection of the
portion of the SAP following h across the line Lk. Note that the vertices wk and
wk−1 are stable under this reﬂection. In Figure 3.2, the edges in red are the result
of the hinge reﬂection corresponding to the green edge.
20Lemma 3.2.1. The walk w resulting from a hinge reﬂection is self-avoiding.
Proof:
Assume not. Then we must have wi = wj for i < j. Without loss of generality we
may assume that the portion of w between wi and wj is self-avoiding. Consider
the following cases:
j ≤ k:
This would imply that we did not begin with an SAP, a contradiction.
k − 1 ≤ i:
Notice that the isomorphism of Wn,n deﬁned by sending the generators a, b, and c
to a, c, and b respectively maps SAPs to SAPs and SAWs to SAWs. This case also,
therefore, would imply that we did not begin with an SAP, again a contradiction.
i < k − 1, j > k:
We assumed that the segment between wi and wj is self-avoiding, and that wi =
wj. This implies that this segment deﬁnes an SAP. But the deﬁnition of a hinge
reﬂection implies that this SAP must include the sequence cab or bac representing
the edges from wk−2 to wk + 1.
However, no SAP can contain this sequence, as veriﬁed by examining the con-
struction of any SAP from 2n-gons. Since the only relators in the group are (ab)n
and (ac)n, we can build an SAP by beginning with a single 2n-gon and adding
others. In each step of this process, a section bab may be replaced by b(ca)n−1cb,
or a section cac may be replaced by c(ba)n−1bc. Neither of these steps can intro-
duce the sequences bac or cab, and therefore no polygon may contain either of the
sequences.
Therefore it cannot be that wi = wj for i < j, verifying that w is an SAW. 
21An important observation is that the proof only required the initial sequence
to be self-avoiding, not necessarily a polygon. This gives the following corollary:
Lemma 3.2.2. Performing a hinge reﬂection on an SAP or SAW yields an SAW.
Another observation is that, after performing a hinge reﬂection over h in an
SAP or SAW, all hinges except h in the original walk or polygon persist as hinges in
the resulting SAW (although possibly reﬂected to a diﬀerent location). Therefore,
Lemma 3.2.2 implies that we can perform multiple hinge reﬂections on an SAP
and the result will be a SAW.
3.2.2 Groups With Less Symmetry
For 2 ≤ m < n < ∞ we consider the groups
Wm,n = ha,b,c | a
2 = b
2 = c
2 = (ab)
m = (ac)
n = 1i.
For these groups the same deﬁnition of hinge applies, but the deﬁnition of hinge
reﬂection is no longer valid, as Wm,n is not symmetric with respect to b and c. For
examples, see Figures 1.2 and 1.3. Begin with an SAP P in Wm,n. Recall the
notation of pi for vertices of P and gi for the generator of Wm,n corresponding to
the segment from pi−1 to pi. Let h be a hinge in P corresponding to the edge pk−1
to pk (which implies gk = a).
We deﬁne a hinge reﬂection of P over h to be the SAW deﬁned by:
wi =

        
        
pi if 0 ≤ i ≤ k
wkb if i = k + 1 and gk+1 = c
wkc if i = k + 1 and gk+1 = b
wi−1gi−1 if i > k + 1
22Figure 3.3: A hinge reﬂection in W3,4
This is a reﬂection of the end of P across the line perpendicular to the edge
between wi and wi+1 (which was not originally in P). Note that this SAW is one
step longer than the original SAP or SAW. Figure 3.3 is an example of a hinge
reﬂection when m = 3 and n = 4. The blue edges are the original SAP, the green
edge is the hinge, and the red edges are the new tail of the SAP after the hinge
reﬂection.
Both Lemma 3.2.1 and Lemma 3.2.2 hold on groups of the form Wm,n for pre-
cisely the reason they hold for Wn,n, as no SAP on either group can contain a
sequence of edges corresponding to bac or cab.
23Figure 3.4: Adding one hexagon to a SAP in W3,3
3.2.3 Counting Hinges
We now count the number of hinges appearing in a SAP according to its length.
Notice that creating an SAP in W3,3 consists of adding hexagons, and that adding
a single hexagon destroys one hinge, but creates two more, as shown in Figure 3.4.
This gives us the following lemmas:
Lemma 3.2.3. The number of hinges in any SAP of length k in the group Wm,n
with 2 < m ≤ n < ∞ is at least
$
k
2n − 2
%
+ 1
Proof:
Observe ﬁrst that the most a 2m- or 2n-gon can add to the length of an SAP is
2n − 2. Therefore there are at least
$
k
2n − 2
%
*-gons in an SAP of length k. Now note that the initial *-gon has at least m − 1
hinges (one a may be adjacent to the initial vertex), and any connected *-gons
24increase the number of hinges by at least m − 2. Because m − 2 ≥ 1, any SAP
P has at least one more hinge than the number of *-gons that make up P. The
lemma follows. 
Lemma 3.2.4. The number of hinges in an SAP of length k in the group W2,n
with 2 < n < ∞ is at least
(n − 2)
&
k
4n − 4
'
+ 1
Proof:
There can be no more than r(n − 1) + 1 squares in an SAP with r 2n-gons (the
ﬁrst 2n-gon will have at most n squares adjacent to it, and all other 2n-gons can
have at most (n−1) additional squares adjacent). Therefore because 4n−4 is the
change in length from adding a 2n-gon and all adjacent squares, the least number
of 2n-gons in an SAP of length k is
&
k − 2
4n − 4
'
Observing that an initial square has one hinge, and an initial 2n-gon has n − 1
hinges, we can add one to our total number of hinges. Each additional 2n-gon
adds n − 2 hinges. Since n − 2 ≥ 1, the lemma follows. 
3.2.4 Uniqueness
From above, we see that performing a hinge reﬂection on a SAP in Wn,n leaves a
“calling card” of a sequence of edges labelled either bac or cab. Therefore, given
any SAW obtained from a hinge reﬂection (or series of hinge reﬂections) on an SAP,
we can reconstruct the original SAP by stepping through the walk, performing a
hinge reﬂection wherever we ﬁnd bac or cab. This implies the following lemma.
25Lemma 3.2.5. Assume P1 and P2 are SAPs in Wm,n of length r. Then for any
SAWs w1 and w2 obtained by hinge reﬂections on P1 and P2 respectively, then
(1) if we can extend w1 or w2 to be an arbitrary length SAW with a mild assump-
tion. In particular, we can extend either to have length at least
r +

r
2n − 2

.
(2) w1 = w2 if and only if P1 = P2 and the same set of hinges is used to obtain
both w1 and w2.
Proof: (1)
Given an SAW w obtained from P by hinge reﬂections (at least one), we assume
that the “last” hinge, call it h∗, in P is used. This means that all the edges following
h∗ carry the label b or c. We can then extend w by the requisite number of edges
by adding edges alternatingly corresponding to b or c, starting with whichever did
not come last, until w is suﬃciently long. Since the edge h∗ divides the Cayley
graph in two pieces, and the portion of w following h∗ has no edges labeled a, the
result is self-avoiding. Note that if the ﬁnal edge is labeled a, then choose b or c
according to whichever is not the label of the penultimate edge.
(2)
First assume P1 = P2 and H is the set of hinges used to obtain both w1 and w2.
Then we must show w1 = w2. This will be the case if hinge reﬂections commute.
Note that when m = n a hinge reﬂection only exchanges the edge labels b and
c following the hinge. Thus if we use two hinge reﬂections hi and hj, between i
and j the edge labels will be switched once and after j they will be returned to
the original. This is regardless of ordering, so hinge reﬂections commute. Now
let m ≤ n and use the second deﬁnition of a hinge reﬂection. Note that in this
26case the sole eﬀect of a hinge reﬂection on the sequence gi is inserting a term into
the sequence immediately after the hinge, incrementing the remaining subscripts.
Thus two hinge reﬂections hi and hj with i < j will insert a generator between
gi and gi+1 and betweeen what are initially gj and gj+1 in the original polygon or
walk, and regardless of ordering. Therefore we see that w1 = w2, as both satisfy
this equation.
Now if w1 = w2, then by searching w1 and w2 for the sequences bacb and cabc, we
can locate where hinge reﬂections were performed. From these we can reconstruct
P1 and P2, and since w1 = w2, they will be equal and the hinge reﬂections used
will be identical. 
3.2.5 There Are Fewer Polygons Than Walks
Theorem 3.2.1. µp < µw for all Coxeter groups of the form
W = ha,b,c | a
2 = b
2 = c
2 = (ab)
m = (ac)
n = 1i, with 2 ≤ m ≤ n ≤ ∞,
Proof: We break the proof into cases as follows.
Case 1: m = n = 2
Observe that this Cayley graph is an inﬁnite ladder. For any even number k ≥ 4
there is exactly 1 self-avoiding polygon of length k, up to translation and reﬂection.
Therefore, we see that pk = 2k, and thus
limsup
k→∞
(pk)
1
k = 1 = µp.
Zeilberger in [13] proves that
µw =
1 +
√
5
2
,
the Golden Ratio. Therefore, the theorem holds for this case.
27Case 2: m = 2, 2 < n < ∞
From Lemma 3.2.4, the assumption in Lemma 3.2.5, and n ≥ 3 we see that for
any SAP of length k there are &
k
4n − 4
'
hinges that are free to use. For convenience, let t be this number. Lemma 3.2.2
shows that any SAW resulting from using any subset of the t (remaining) hinge
reﬂections is an SAW. Thus for every SAP of length k, there are 2t distinct SAWs
associated to it of length k+t, and Lemma 3.2.5 implies all the SAWs are distinct.
Thus we have
ck+t ≥ 2
tpk
We now must show that this implies that µw > µp. First, we calculate as follows.
µw = lim
(k+t)→∞

ck+t
 1
k+t
≥ lim
(k+t)→∞

(2
t)pk
 1
k+t
= lim
(k+t)→∞
(2
t)
1
k+t lim
(k+t)→∞

pk
 1
k+t
Calculating, we ﬁnd that
t
k + t
≥
k
4n−4
4n−3
4n−4k + 1
=
1
4n − 3 + 4n−4
k
,
which implies that
lim
k→∞
2
t
k+t ≥ 2
1
4n−3.
We also have that
1
k + t
≥
1
k + k
4n−4 + 1
=
4n − 4
(4n − 3)k + 4n − 4
28which gives
lim
(k+t)→∞

pk
 1
k+t
= µ
(4n−4)
(4n−3)
p .
We can use the fact from Lemma 2.3.1 that µp ≤ µw < 2, and we have
µw ≥ 2
1
4n−3µ
4n−4
4n−3
p =

2
µp
 1
4n−3
µp > µp.
Case 3: 2 < m = n < ∞
Lemma 3.2.3 and the assumption in Lemma 3.2.5 imply that any SAP of length k
has at least
(n − 2)
$
k
2n − 2
%
hinges that are free to use. Lemma 3.2.2 implies that performing any number of
consecutive hinge reﬂections leaves us with a SAW. Therefore by Lemma 3.2.5, we
can choose any combination of the hinges in an SAP to reﬂect, which implies that
for every SAP of length k, there are at least
2
(n−2)b
k
2n−2c
SAWs of length k associated to it. Therefore, we have that
pk < 2
(n−2)k
2n−2 −(n−2)pk ≤ ck
Taking the limit, we see that
µw ≥ lim
k→∞

2
k(n−2)
2n−2 −(n−2)pk
 1
k
= lim
k→∞

2
n−2
2n−2− n−2
k

lim
k→∞
p
1
k
k
= 2
n−2
2n−2µp
> µp
and therefore the Theorem holds in this case.
29Case 4: 2 < m < n < ∞
Lemma 3.2.3 and the assumption in Lemma 3.2.5 imply that any SAP of length k
has at least

k
2n − 2

hinges that are free to use. For convenience, let t represent this number. Lemma
3.2.2 implies that performing any number of consecutive hinge reﬂections leaves us
with an SAW. Therefore, we can choose any combination of the hinges in an SAP
to reﬂect, which implies that for every SAP of length k, there are at least 2t SAWs
associated to it. We know both that these SAWs are of length t + k (or can be
extended to that length) and that they are all distinct by Lemma 3.2.5. Therefore,
we have that
ck+t ≥ (2
t)pk
We now must show that this implies that µw > µp. First, we calculate as follows.
µw = lim
(k+t)→∞

ck+t
 1
k+t
≥ lim
(k+t)→∞

(2
t)pk
 1
k+t
= lim
(k+t)→∞
(2
t)
1
k+t lim
(k+t)→∞

pk
 1
k+t
Because
t
k + t
≥
k
2n−2 − 1
2n−1
2n−2k
=
1
2n − 1
−
(2n − 1)
(2n − 2)k
,
we have that
lim
k→∞
2
t
k+t ≥ 2
1
2n−1.
30Because we also have that
1
k + t
≥
1
k + k
2n−2
=
2n − 2
(2n − 1)k
we can use the fact from Lemma 2.3.1 that µp ≤ µw < 2, and we end up with
µw ≥ 2
1
2n−1µ
2n−2
2n−1
p =

2
µp
 1
2n−1
µp > µp
completing the proof in this case.
Case 5: 2 ≤ m < ∞, n = ∞
See Figure 1.1 for an example Cayley graph of such a group. There is a single SAP
of length 2n and none of any greater length, so µp = 0. To show that there are
many SAWs, consider all walks of the form c ∗ c ∗ c ∗ c..., where each asterisk
can be replaced by either a or b. These are all SAWs because nowhere does there
appear a subword ab, and because there is a choice every 2 steps, there are 2b
k
2c
such walks of length k. Therefore µw ≥
√
2, and the theorem holds.
Case 6: n = m = ∞
The Cayley graph in this instance is a tree with degree 3, which has no SAPs.
Therefore µp = 0. Also, there are 3 · 2n−1 walks of length n, and so µw = 2.
Thus we have shown the theorem holds. 
3.3 Three Relator Rank Three Coxeter Groups
Denote by R the spectral radius associated to the adjacency matrix of G, let K ⊂ V
be a subset of sites, let ∂K and IG be as deﬁned in Section 1.1.
We will need a proposition proved in [7] as Proposition 5.2. It is stated below
for completeness:
31Proposition 3.3.1. Let R be the spectral radius of the Cayley graph of Wm,n,p.
Then
µp ≤
R +
√
R2 − 8
2
Theorem 3.3.2. For all Coxeter groups
Wm,n,p = ha,b,c | a
2 = b
2 = c
2 = (ab)
m = (ac)
n = (bc)
p = 1i,
with 7 ≤ m ≤ n ≤ p < ∞, it is the case that µp < µw.
Proof:
Begin by observing that each of these groups has a Cayley graph of degree 3.
Utilizing Proposition 3.3.1, all that remains to be shown is that R+
√
R2−8
2 < µw.
As proved in [9], I2
G +R2 ≤ D2, where D is the degree of the graph. Rearranging,
we see that R ≤
p
32 − I2
G. Substituting the estimate for IG in Lemma (1.3.3) into
this equation with d† = 2m, we have
µp ≤
R +
√
R2 − 8
2
≤
p
9 − I2
G +
p
1 − I2
G
2
≤
q
9 −
 
m−3
m−1
2 +
q
1 −
 
m−3
m−1
2
2
≤
√
8m2 − 12m +
√
4m − 8
2(m − 1)
≤
√
2m2 − 3m +
√
m − 2
m − 1
and it is easily veriﬁed that when m ≥ 7 this estimate is strictly less than the
estimate for µw given in Prop 2.4.1, which gives the result. 
Note that this proof generalizes easily to the following result.
Theorem 3.3.3. If G is any tiling with degree three and semi-regular dual (deﬁned
in 1.3) with minimum degree at least 14, then µp < µw.
323.4 Nontrivial Free Products
Theorem 3.4.1. For any non-trivial free product G = G1 ∗ G2, µw,G > µp,G.
Proof:
Begin with a group G that is a free product of a group G1 and G2. Note ﬁrst that
if |G1| = |G2| = 2, the Cayley graph of G is a line. Thus µp,G = 0 as there are no
polygons of any positive length. Also, µw,G = 1, as there are precisely 2 SAWs of
any positive length.
What remains is to show the result in the case that |G1| ≥ 3 and |G2| ≥
2. Observe ﬁrst that µp,G = max{µp,G1, µp,G2} because there are no additional
relators in G beyond those in G1 and G2. Without loss of generality we may
assume µp,G1 ≥ µp,G2 because if |G2| = 2, then µp,G2 = 0, and in all other cases we
may reorder G1 and G2. It is now enough to show that µw,G > µw,G1.
Begin with the generating function f(t) deﬁned as
∞ X
k=0
ckt
k
where ck is the number of SAWs of length n in G (for more information on gen-
erating functions, see [12]). Deﬁne f1(t) similarly, and let g2 be any nontrivial
generator of G2.
Considering SAWs in G, the following are all SAWs in G: g2 followed by a
nontrivial walk in G1, repeated any nonnegative number of times. Observe that
each repetition of the second step contributes t
 
f1(t)−1

to the generating function.
The generating function is thus the sum of powers of the last, which means we
have the generating function
¯ f(t) =
1
1 − t
 
f1(t) − 1

33where ¯ f(t) satisﬁes the property that the coeﬃcient of its nth term is less than or
equal to the coeﬃcient for the nth term of f(t). Now µw,G is the multiplicative
inverse of the smallest positive pole of f(t), and the relation above implies that
µw,G ≥ the multiplicative inverse of the smallest pole of ¯ f(t). Looking at all the
poles of ¯ f(t), we ﬁnd that they consist of the poles of f1(t) and anywhere the
denominator is 0. Thus to calculate any additional poles we need 1+t−tf1(t) = 0
or, by rearranging,
1 + t
t
= f1(t)
We know that 1
µw,G1
is the smallest positive pole of f1(t), that f1(0) = 1, and
also that f1(t) is a continuous function on the interval [0, 1
µw,G1
). Examining 1+t
t ,
we see that at 1
µw,G1
, it has the value µw,G1 + 1, and also
lim
t→0+
1 + t
t
= ∞
Therefore these functions intersect in the interval

0,
1
µw,G1

. Call this point c.
Then c is a pole of ¯ f(t) and µw,G1 < 1
c ≤ µw,G. Therefore µw,G > µw,G1 ≥ µp,G. 
34Chapter 4
The Future
In this section we suggest further avenues of research. Considering isoperimetric
constants, few results show comparisons of the isoperimetric constants of similar
groups. The results in [3], the isoperimetric constants calculated in Chapter 1 and
the form of the lower bounds in Lemma 1.3.3 suggest the following conjecture:
Conjecture 4.1. Using the notation Im,n,p to represent the isoperimetric constant
of a hyperbolic group Wm,n,p, with m ≤ n ≤ p < ∞,
Im,n,p ≤ Im,n,p+1, Im,n,p ≤ Im,n+1,p and Im,n,p ≤ Im+1,n,p
Note that if one or more of the indices is inﬁnite, Chapter 1 proves those cases.
Further results may also be found in comparing the connective constants of a
group G versus one of its subgroups H when G is not free (or “free”). An important
note is that the choice of presentation inﬂuences the connective constant, so some
restrictions may be necessary. As in Chapter 2, strict inequalities between connec-
tive constants are the goal, as non-strict inequalities are trivial if the presentations
are ﬁxed.
A ﬁnal avenue of approach relates to the result of Theorem 3.3.2. It remains
open for hyperbolic groups Wm,n,p with m ≤ 6, n,p ﬁnite. Proceeding well beyond
this, our intuition suggests that this result should hold for all inﬁnite hyperbolic
groups (Madras and Wu also conjecture this in [7] following Theorem 1.2 — they
further suggest this may be true for nonamenable graphs or graphs with exponen-
tial growth).
35Appendix A
Example Cayley Graphs
To provide some insight into the Cayley graphs that may appear, this appendix
contains a variety of images. Most examples are of groups of the type Wm,n,p.
Included at the end are examples of higher degree Coxeter groups. The necessary
deﬁnitions are
W2,2,2,3 = ha1,a2,a3,a4 : a2
i,(a1a2)2,(a2a3)2,(a3a4)2,(a1a4)3i
W2,3,2,3 = ha1,a2,a3,a4 : a2
i,(a1a2)2,(a2a3)3,(a3a4)2,(a1a4)3i
W2,2,3,4 = ha1,a2,a3,a4 : a2
i,(a1a2)2,(a2a3)2,(a3a4)3,(a1a4)4i
W2,2,2,2,2 = ha1,a2,a3,a4,a5 |
a2
i,(a1a2)2,(a2a3)2,(a3a4)2,(a4a5)2,(a1a5)2i
Note that for nearly all of the examples in this appendix, the question of whether
µw > µp remains an open question. All images below were created by [4] and [8].
36Figure A.1: The Cayley graph of W2,3,7
Figure A.2: The Cayley graph of W2,3,8
37Figure A.3: The Cayley graph of W2,3,9
Figure A.4: The Cayley graph of W2,3,20
38Figure A.5: The Cayley graph of W2,4,5
Figure A.6: The Cayley graph of W2,4,6
39Figure A.7: The Cayley graph of W2,4,7
Figure A.8: The Cayley graph of W2,5,5
40Figure A.9: The Cayley graph of W4,4,4
Figure A.10: The Cayley graph of W5,5,5
41Figure A.11: The Cayley graph of W7,7,7
Figure A.12: The Cayley graph of W10,10,10
42Figure A.13: The Cayley graph of W2,2,2,3
Figure A.14: The Cayley graph of W2,3,2,3
43Figure A.15: The Cayley graph of W2,2,3,4
Figure A.16: The Cayley graph of W2,2,2,2,2
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