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УДК 658.512.011
А.Р.АХАТОВ, Н.О.ИСРОИЛОВ (СамГУ)
ПОВЫШЕНИЕ КАЧЕСТВА ИДЕНТИФИКАЦИИ НА ОСНОВЕ ГЕНЕТИЧЕСКОЙ
НАСТРОЙКИ ПАРАМЕТРОВ МОДЕЛЕЙ НЕСТАЦИОНАРНЫХ ОБЪЕКТОВ
Кўп контурли бошқариш тизимида оптималлаштирувчи мақсад функцияси моделининг рационал
параметрлари бўйича глобал ва локал экстремумларни самарали излаш асосида тасодифий вақтли қатор (ТВҚ) билан
тавсифланган ностационар объектни сифатли идентифкация қилиш муаммоси талқин этилган. ТВҚнинг статистик
ва динамик таснифларини популяция авлоди зотлари сифатида қабул қилиш ҳамда мақсад функцияси мақбул
қийматларини аниқлашда эволюция соҳасида координата нуқталари тўпламини акс эттириш асосида излашни
оптималлаштириш учун янги ёндашув таклиф этилган. Тадрижий моделлаштириш генетик операторлари
имкониятларини бирлаштириш, умумлаштириш ва хоссаларидан фойдаланиш бўйича такомиллаштирилган генетик
алгоритм (ГА) ишлаб чиқилган. Излаш нуқталари популяциясини статистик селекциялаш, “ноқобил” авлодни йўқотиш,
элиминациялаш ва истиқболсиз зотларни алмаштириш асосида зотлар авлодини айирбошлаш амаллари киритилган.
ТВҚни идентифтикациялашга чамаланган дастурий мажмуа самарадорлиги параметрларни рекуррент ифодалар,
анъанавий ва такомиллаштирилган ГАларга таянган механизмлар бўйича тадқциқ қилинган.
Таянч сўзлар: ностационар объект, тадрижий моделлаштириш, генетик алгоритм, идентификация,
параметрларни созлаш, оператор, излаш диапазони, ечим эҳтимоли, мурожаат сони, мақсад функцияси, глобал ва
локал экстремумлар.
Сформулирована проблема повышения качества идентификации случайных временных рядов (СВР),
представляющих нестационарные объекты многоконтурных систем управления на основе эффективного поиска
глобального и локальных экстремумов при рациональных параметрах моделей целевой функции оптимизации.
Предложен новый подход к оптимизации поиска при рассмотрении статистических и динамических характеристик
СВР в качестве особей поколения популяции, а также отражения множества координатных точек в пространстве
эволюции в сторону оптимальных значений целевой функции. Разработан модифицированный генетический алгоритм
(ГА) на основе совмещения, обобщения возможностей и использования свойств генетических операторов
эволюционного моделирования. Введены процедуры статистической селекции популяции поисковых точек, исключения
“неудачных” потомков, смены поколений особи на основе элиминирования и замены неперспективных особей.
Исследована эффективность программного комплекса идентификации СВР на основе механизмов настройки
параметров по рекуррентным зависимостям, традиционным и модифицированным ГА.
Ключевые слова: нестационарный объект, эволюционное моделирование, генетический алгоритм,
идентификация, настройка параметров, оператор, диапазон поиска, вероятность решения, число обращений, целевая
функция, глобальный и локальный экстремумы.
Paper formulated the problem of increasing the quality of identification for casual time series (CTS), representing nonstationary objects in multicontour control systems on the basis of effective search of global and local extremums when parameters
of target optimization function are rational. The new approach is offered to optimization of search by consideration statistical
and dynamic characteristics of CTS as specimen of population generation, and by reflection of coordinate points set in space of
evolution toward optimal values of target function. The modified genetic algorithm (GA) is developed on the basis of overlapping,
generalization of opportunities and use of properties of genetic operators for evolutionary modeling. Procedures are entered for
statistical selection of search points population, exception "unsuccessful" descendants, change of specimen generations on the
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basis of elimination and replacement unpromising specimen. Efficiency of the program complex to CTS identification is
investigated on the basis of mechanisms to adjustment of parameters by recurrent dependences, traditional and modified GA.
Key words: non-stationary object, evolutionary modeling, genetic algorithm, identification, adjustment of parameters,
operator, range of search, probability of solution, number of appeals, target function, global and local extremes.

Постановка задачи. Методы обработки данных нестационарных объектов в системах
управления производственно-технологическими комплексами, представляемых различными
моделями описания случайных временных рядов (СВР), требуют реализации алгоритмов поиска
глобального и локальных экстремумов при решении проблемных задач идентификации в условиях
априорной недостаточности, параметрической неопределенности и нестационарных процессов.
Исследования такого рода востребованы особенно при функционировании систем мониторинга и
контроля экономических, социальных, технологических показателей [1].
Существующие подходы к оптимизации обработки данных в основном базируются на
реализацию эвристических методов поиска со случайным перебором, отжигом, запретом, а также
стохастического моделирования. Решение задач оптимизации поиска в них достигается за счет
применения многозатратных численных методов таких, как градиентного, наименьших квадратов и
др. [2,3].
В общем виде целевая функция поиска максимума на основе динамической модели описания
СВР представляется в виде [3]





F ( I i , y , I i , , I i ,u , t )  I i , y  1  a  I i ,  I i ,u  max ,
t

t

x2

0

0

x1

(1)

где I i , y   y (t ) dt , I i ,    (t ) dt , I i ,u   u ( x) dt - интегралы по модулю; y (t ) – функция выходной
величины;  (t ) - функция интенсивности воздействия отрицательных внутренних факторов; u(x)
- функция входного воздействия со значениями переменной x ; t – интервал времени поиска; a –
масштабирующий коэффициент.
Возможности динамических методов оптимизации идентификации и обработки данных
существенно расширяются благодаря применению интеллектуальных технологий анализа данных,
способных обобщать и использовать свойства нечетких множеств, нечеткой логики, нейронных
сетей (НС) и генетических алгоритмов (ГА) [4].
В отличие от традиционных методов, в качестве наиболее эффективного инструментария
решения задачи многоэкстремальной оптимизации поиска целесообразно использование ГА с
операторами искусственного отбора, селекции, кроссоверинга (генерации) особи из наилучшего
поколения популяции, которые реализуются на основе принципов эволюционного моделирования
[5].
Настоящая работа посвящена разработке и реализации методов оптимизации обработки
данных на основе гибридной модели идентификации СВР. Она включает в себя модель
авторегрессионной зависимости, модифицированный генетический алгоритм (МГА), механизм
извлечения и использования свойств нестационарных объектов [6-9].
Оптимизация поиска максимума на основе ГА. Модель оптимизации поиска максимума
целевой функции (1) связана с нахождением оптимальных значений и регулированием переменных
с помощью ГА. Механизм реализации ГА задает начальную популяцию особей (измерения СВР) в
исходном поколении популяции, реализует механизм запуска операторов искусственного отбора,
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селекции, мутации, генерации и формирует наилучшую поколение. Оценка качества выполнения
каждого оператора производится найденными значениями функции приспособленности (ФП) особи
в эволюционном процессе в виде конечного результата вычислений функции F () .
Дополнительный механизм оптимизации поиска формирует информативные точки в
последовательности СВР, которые отражают координаты существования функции F () в
пространстве элементов. При этом эволюции движений точек отражаются в пользу оптимальных
значений целевой функции.
В многокомпонентной среде каждая особь (СВР) в поколении популяции участвует в
процессе поиска оптимального значения функции, представляется в наборе в качестве хромосом,
обозначается переменной
последовательности точек

xi , которая в
x1i , x2i ,..., xli .

координатном пространстве представляется в виде
Чем выше приспособленность особи, тем сильнее

выражается ФП потомка, полученной в результате эволюции поколения популяции.
Для упрощения анализа последовательности измерений СВР и оптимизации поиска
реализован механизм для разделения общего интервала существования значений элементов в виде
сегментов, благодаря которому извлекаются и устраняются нестационарные составляющие и
производится коррекция координат элементов СВР с помощью специальных правил обработки
данных [7].
Для совершенствования механизма коррекции элементов при идентификации и обработке
СВР задача оптимизации решается при следующих условиях:
- операторы кроссоверинга, мутации, генерации и образования нового поколения популяции
особи не должны опираться на знания о локальном рельефе поверхности отклика целевой функции;
- при формировании нового поколения популяции особи не гарантируется нахождение
лучших решений, которыми обладают родители;
- диапазоны поиска при формировании лучших поколений популяции задаются с большим
запасом, в связи с чем, оптимальное решение задачи отыскивается внутри заданного диапазона
информативных элементов СВР;
- считается, что чем больше число поиска “неудачных” в процессе эволюции поколения
особей, тем выше число обращений к целевой функции и больше времени поиска глобального
экстремума.
В качестве другого эффективного подхода, направленного на совершенствование решения
задач идентификации и обработки СВР на базе динамических моделей и сокращения
многозатратного поиска максимума целевой функции предлагается применение НС с механизмом
регулирования параметров структурных компонентов сети на основе ГА. В связи с чем,
спроектирован МГА вычислительными схемами операторов элиминирования особей, регулярного
поиска глобального экстремума с требованием, чтобы значение ФП эволюционного процесса при
достигнутом поколении наилучшей популяции особей было наибольшее, а число обращений к
целевой функции оптимизации наименьшее. Кроме того, МГА модифицируется выполнением
следующих процедур: статистическая селекция поисковых точек и исключение “неудачных” особей
из наилучшего поколения популяции; регулярный поиск локальных экстремумов по принципам
использования модели типа деформируемого многогранника; смена поколений особи на основе
элиминирования и замены неперспективных особей.
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Наряду с изложенными особенностями инструментов, в новом подходе используются еще
возможности динамических моделей идентификации СВР, процедуры перетрансляции их свойств
на НС, синтез МГА и механизма регулирования параметров вычислительных схем компонентов НС.
Ключевым звеном разработанного автоматизированного комплекса идентификации и обработки
СВР при данном подходе является НС, которая выполняет функции аппроксиматора и представляет
механизмы регулирования следующих параметров: активационной функции, весов нейронов, числа
слоев и нейронов в слоях, архитектуры сети, которые обладают свойством обучения, адаптации и
самоорганизации в условиях недостаточности априорных сведений и неопределенности.
Технологии идентификации и обработки СВР реализована на основе многослойной НС и с
адаптивными алгоритмами обучения сети [9].
Исследование эффективности идентификации и обработки СВР на основе МГА. В
данном случае целевая функция оптимизации поиска (1) задается следующими интегралами:
t

I i ( P,  , t )    (t )  y ( P,  , t ) dt  max ;
0
t

I i ( P, u, t )   u (t )  y ( P, u, t ) dt  max ,
0

где

P - вектор параметров регулирования.
Входной вектор X задается параметрами  и u . Суммарное значение всех интегралов задается

в виде
t

t

0

0

I i , ( P, X , t )  b   y ( P,  , t ) dt   1  y ( P, u, t ) dt  min(max) ,
где b - масштабирующий коэффициент.
Для оценки эффективности технологии вводится функция

F ( P, X , t )  I i , ( P, X , t )  b   (t )  max .
Оптимизация функции F ( P, X , t ) достигается путем регулирования значений аргументов

P

, , u, t .
В механизме оптимизации на основе использования МГА в качестве переменных для
регулирования являются следующие:  - число особей в поколение популяции СВР; t - время,
затрачиваемое на оптимизации задачи; D - интервал значений переменных для поиска глобального
экстремума;  (t ) - вероятность правильного обращения целевой функции, чтобы F (.) имела
максимальное значение; S - число обращений целевой функции в реальном режиме времени;
аргументы  и u , которые зависят от времени t , задаваемых значений x1 и x 2 в векторе X .
Реализованные МГА протестированы в среде пакета прикладных программ (ППП) MathCad,
которые включают следующие компоненты:
- пользовательская установка начальных условий;
- статистическое задание особей в популяции;
- сортировка и элиминирование неперспективных особей;
- вероятностная селекция группы особей для поиска локальных экстремумов;
- адаптация размера используемого набора обучающих данных;
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№1-2 / 2018

CHEMICAL TECHNOLOGY. CONTROL AND MANAGEMENT.

- адаптация числа особей популяции  в широком диапазоне поиска D и нахождение
глобального экстремума;
- определение числа обращений к целевой функции, регулирование параметров поиска и
оптимизация вычисления значений целевой функции;
- расчет влияния значений числа особей в популяции поколений  ; диапазона определения
глобального экстремума D ; вероятности  обращений к целевой функции S с получением
рационального значения параметров оптимизации.
При тестировании МГА использованы функции interp и regress. Исследование проведено на
основе наборов обучения, размер которых составляет 104 измерений СВР.
На рис. 1 а) проиллюстрированы графики функции  (  ) при поиске глобального экстремума
в зависимости от переменной  . Результаты анализируются при трех дополнительно введенных
для модификации традиционного ГА вычислительных схемах.
Линия синего цвета означает результат по схеме 1, красного цвета – схеме 2, черного цвета –
схеме 3, штрих-пунктирные линии показывает значимость функции  (  ) . Высокое значение
критерия оценивается с гарантийной вероятностью 0,97.
На рис. 1. б) проиллюстрированы аналогичные графики функции  (  ) , полученные с
помощью МГА (линия синего цвета), традиционной ГА (линия красного цвета) и алгоритма
адаптивного обучения НС (линия черного цвета).
Эффект от применения МГА по графикам функции  (  ) оценивается в виде разностей
площади на плоскости координат, который повышается с 1.6 до 5.2 раза.
Для получения штрафов при оптимизации целевой функции анализируются графики  ( )
интенсивности воздействия внутренних отрицательных факторов, где в качестве генотипов в
поколении популяции выступают переменные  .
На рис. 2 показаны графики вероятностной функции  ( ) . Оценки значения целевой
функции при поиске глобального экстремума измеряются на оси ординат, значения которой
отражают моду кривой распределения, а точки в виде эксцессы кривой распределения показывают
число обращений s .




а)

б)

Рис. 1. Иллюстрация эффективности МГА.

Графики иллюстрируют также состояние решений задачи оптимизации, когда все точки
стянулись в одну точку глобального экстремума. Здесь же можно судить о временных потерях из-за
неправильной оптимизации.
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Линия черного цвета отражает вероятности потери от применения МГА, синего цвета
традиционного ГА, линия красного цвета рекуррентных зависимостей для настройки параметров
гибридных моделей идентификации СВР.
Нетрудно заметить, что МГА способствует уменьшению числа особей, участвующих при
формировании нового эффективного поколения популяции и значении функции  ( ) .

0,24
0,18
0,12
0,06

Рис. 2. Иллюстрация потери целевой функции.

В табл. 1 приведены результаты сравнения эффективности МГА и традиционного ГА на
основе регулирования следующих параметров: числа особей  в популяции; вероятности
правильных обращений



; числа обращений s ; диапазона

D возможных значений u(t ) .
Таблица 1

Диапазон значений
функции u(t )
0÷+10
+3÷+7
+15÷+25
-10÷+10
-20÷+20
-40÷+40
-3÷+3
-12÷+12

Сравнительный анализ эффективности традиционного ГА и МГА.
Число особей в популяции
Вероятность правильных
Число правильных

обращений 
обращений s
МГА
65
48
32
38
25
19
28
20

ГА
69
138
312
46
59
97
58
120

МГА
0,89
0,92
0,97
0,95
0,93
0,92
0,94
0,91

ГА
0,22
0,23
0,24
0,16
0,25
0,17
0,19
0,18

МГА
900
750
650
500
720
790
852
810

ГА
2070
1725
1625
800
1512
1422
1730
1620

Заключение. Таким образом, результаты исследования заключаются в том, что разработаны
методические основы многоэкстремальной оптимизации по гибридной модели идентификации
нестационарных объектов, включающей авторегрессионную модель, многослойную НС, механизм
регулирования переменных с помощью МГА. Установлены оптимальные значения переменных
 - числа особей в популяции СВР;  - вероятности правильного обращения к целевой функции;

s - числа

обращений;

D - диапазона поиска;  (t ) - интенсивности неправильных обращений к

целевой функции; x j - функции входного воздействия u(t ) , которые исследованы при различных
аналитических зависимостях. Определено, что эффективность МГА при оптимальных значениях
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переменных в два раза выше, чем у традиционного ГА. Положительные результаты поиска
глобального экстремума наблюдаются даже за пределами диапазона значений

D.
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