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ON CONTINUATION PROPERTIES AFTER BLOW-UP TIME
FOR L2-CRITICAL GKDV EQUATIONS
YANG LAN
Abstract. In this paper, we consider a blow-up solution u(t) (close to the
soliton manifold) to the L2-critical gKdV equation ∂tu+(uxx+u5)x = 0, with
finite blow-up time T < +∞. We expect to construct a natural extension of
u(t) after the blow-up time. To do this, we consider the solution uγ(t) to the
saturated L2-critical gKdV equation ∂tu + (uxx + u5 − γu|u|q−1)x = 0 with
the same initial data, where γ > 0 and q > 5. A standard argument shows
that uγ(t) is always global in time. Moreover, for all t < T , uγ(t) converges to
u(t) in H1 as γ → 0. We prove in this paper that for all t ≥ T , uγ(t) → v(t)
as γ → 0, in a certain sense. This limiting function v(t) is a weak solution to
the unperturbed L2-critical gKdV equations, hence can be viewed as a natural
extension of u(t) after the blow-up time.
1. Introduction
1.1. Setting of the problem. In this paper, we consider the L2 critical gKdV
equation: {
∂tu+ uxxx + (u
5)x = 0, (t, x) ∈ R× R,
u(0) = u0 ∈ H1(R).
(gKdV)
From Kato [6] and Kenig-Ponce-Vega [7], the Cauchy problem (gKdV) is locally
well-posed in H1: for all u0 ∈ H1, there is a unique strong solution u(t, x) ∈
C([0, T ), H1) to (gKdV), where T is the maximal lifespan of the solution. Moreover,
we have the following blow-up criterion: either T = +∞ or T < +∞ and
lim
t→T
‖u(t)‖H1 = +∞. (1.1)
As a universal Hamiltonian model, the gKdV equation has two conservation
laws, the mass and the energy:
M(u(t)) =
∫
|u(t)|2 = M0, (1.2)
E(u(t)) =
1
2
∫
|ux(t)|
2 −
1
6
∫
|u(t)|6 = E0. (1.3)
There is a scaling symmetry for (gKdV): for all λ > 0, if u(t, x) is a solution to
(gKdV), then so is
uλ(t, x) =
1
λ1/2
u
(
t
λ3
,
x
λ
)
. (1.4)
2010 Mathematics Subject Classification. Primary 35Q53; Secondary 35B40, 35B44, 35B60.
Key words and phrases. gKdV, L2-critical, blow-up, continuation after blow-up.
1
2 YANG LAN
The Cauchy problem (gKdV) is called L2 critical, since the scaling symmetry (1.4)
leaves the L2 norm of the initial data invariant, i.e. ‖uλ(0)‖L2 = ‖u(0)‖L2 for all
λ > 0.
There is a special class of solutions, called the soliton solutions (or solitary waves,
traveling waves, etc.). They are given by
u(t, x) = Q(x− t), (1.5)
with
Q(x) =
(
3
cosh2(2x)
) 1
4
. (1.6)
Here the function Q is also called the ground state. It is the unique nonnegative,
radial solution with exponential decay to the following ODE:
Q′′ −Q+Q5 = 0. (1.7)
FromWeinstein [25], the ground stateQ satisfies the sharp Gagliardo-Nirenberg’s
inequality:
∀ v ∈ H1,
∫
v6 ≤ 3
∫
v2x
( ∫
v2∫
Q2
)2
. (1.8)
Hence, for all u0 ∈ H
1 with ‖u0‖L2 < ‖Q‖L2, the corresponding solution is always
global in time and bounded in the energy space H1.
1.2. Overview of the blow-up dynamics for L2 critical gKdV equations.
1.2.1. Blow-up dynamics for solutions with slightly supercritical mass. For u0 ∈ H1
with ‖u0‖L2 ≥ ‖Q‖L2, blow-up may occur. In a series of work [11, 12, 13, 14, 15],
[23], Martel and Merle obtained the first qualitative results for solution with slightly
supercritical mass: ‖Q‖L2 < ‖u0‖L2 < ‖Q‖L2+α
∗, 0 < α∗ ≪ 1. In particular, they
proved the existence of solutions blowing up in finite time with negative energy, and
the ground state Q is the universal blow-up profile for all H1 blow-up solutions in
this regime.
1.2.2. Classification of the flow near the ground state. In recent works [17, 18],
Martel, Merle and Raphae¨l gave a specific description of the flow near the ground
state.
More precisely, for all 0 < α0 ≪ α∗ ≪ 1, we let
Aα0 =
{
u0 = Q+ ε0
∣∣∣‖ε0‖L2 < α0,
∫
y>0
y10ε20(y) dy < 1
}
, (1.9)
Tα∗ =
{
u0 ∈ L
2
∣∣∣ inf
λ0>0, x0∈R
∥∥∥∥u0(·)− 1
λ
1/2
0
Q
(
· − x0
λ0
)∥∥∥∥
L2
< α∗
}
. (1.10)
Then we have
Theorem 1.1 (Rigidity of the dynamics in Aα0 , Theorem 1.1 & 1.2 in [17]). For
all 0 < α0 ≪ α∗ ≪ 1, and u0 ∈ Aα0 , let u(t) be the corresponding solution to
(gKdV), and 0 < T ≤ +∞ be the maximal lifespan. Then one and only one of the
following scenarios occurs:
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• (Blow up): The solution u(t) blows up in finite time 0 < T < +∞ with
‖u(t)‖H1 =
ℓ0 + o(1)
T − t
, ℓ0 > 0,
and for all 0 ≤ t < T , u(t) ∈ Tα∗ .
In addition, there exist λ(t) > 0, x(t) ∈ R and u∗ ∈ H1, u∗ 6= 0, such
that
u(t, ·)−
1
λ1/2(t)
Q
(
· − x(t)
λ(t)
)
→ u∗ in L2, as t→ T, (1.11)
with
lim
t→T
λ(t)
T − t
= ℓ0 > 0, lim
t→T
(T − t)x(t) = ℓ−20 . (1.12)
• (Soliton): The solution is global, and for all 0 ≤ t < T = +∞, u(t) ∈ Tα∗ .
In addition, there exist a constant λ0 > 0 and a C
1 function x(t) such that
λ
1
2
0 u(t, λ0 ·+x(t))→ Q in H
1
loc, as t→ +∞,
|λ0 − 1| . δ(α0), x(t) ∼
t
λ20
, as t→ +∞.
• (Exit): For some finite time 0 < t∗ < T , u(t∗) /∈ Tα∗ .
Moreover, all of the three scenarios are possible to occur and the scenarios (Blow
up) and (Exit) are stable by small perturbation in Aα0 .
Remark 1.2. The decay assumption on the right of the initial data in the definition
of Aα0 is important. Indeed, in [19], Martel, Merle and Raphae¨l constructed H
1
blow-up solutions with exotic blow-up rate, where the initial data has a slowly
decaying tail on the right.
Remark 1.3. In [18], Martel, Merle and Raphae¨l proved the existence and unique-
ness of the minimal mass blow-up solution S(t) with ‖S(t)‖L2 = ‖Q‖L2. They also
proved that solutions in the (Exit) case have a universal behavior at the exit time,
related to the minimal mass blow up solution S(t). Solutions in this regime are
also expected to scatter at +∞. However, it still remains open.
Remark 1.4. Recall that in [16], Martel, Merle, Nakanishi and Raphae¨l proved
that the initial data set corresponding to the (Soliton) regime is a codimension one
threshold manifold in a small neighborhood of the ground state between the two
stable regimes.
1.3. The L2-critical gKdV with a saturated perturbation. Let us recall some
results about the saturated problem of L2-critical gKdV:{
∂tu+ (uxx + u
5 − γu|u|q−1)x = 0, (t, x) ∈ [0, T )× R,
u(0, x) = u0(x) ∈ H1(R),
(gKdVγ)
with q > 5 and 0 < γ ≪ 1.
This equation also has two conservation laws, the mass and the energy:
M(u(t)) =
∫
u(t)2 =M0,
Eγ(u(t)) =
1
2
∫
ux(t)
2 −
1
6
∫
u(t)6 +
γ
q + 1
∫
|u(t)|q+1 = Eγ0 .
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From the local wellposedness result obtained in [7] and the two conservation laws
above, we know that the solution of (gKdVγ) is always global in time and bounded
in H1, and for all t ∈ [0,+∞), we have
‖ux(t)‖
2
L2 . |E
γ
0 |+ γ
− 4q−5M0 < +∞.
This equation does not have a standard scaling rule, but has the following pseudo-
scaling rule: for all λ0 > 0, if u(t, x) is a solution to (gKdVγ), then
uλ0(t, x) = λ
− 12
0 u(λ
−3
0 t, λ
−1
0 x), (1.13)
is a solution to{
∂tv + (vxx + v
5 − λ−m0 γv|v|
q−1)x = 0, (t, x) ∈ [0, λ
−3
0 T )× R,
v(0, x) = λ
− 12
0 u0(λ
−1
0 x) ∈ H
1(R),
with
m =
q − 5
2
> 0. (1.14)
The pseudo-scaling rule leaves the L2 norm of the initial data invariant.
There also exist soliton solutions to (gKdVγ), given by
u(t, x) = λ
− 12
0 Qλ−m0 γ
(
λ−10 (x− x0)− λ
−3
0 (t− t0)
)
.
for all λ0 > 0, t0 ∈ R, x0 ∈ R with λ
−m
0 γ ≪ 1. Here for 0 ≤ ω < ω
∗ ≪ 1, Qω is the
unique radial nonnegative solution with exponential decay to the following ODE1:
Q′′ω −Qω +Q
5
ω − ωQω|Qω|
q−1 = 0.
In [10], Lan obtained a similar classification result for the asymptotic dynamics
of (gKdVγ) near the ground state Qγ .
More precisely, we fix a small universal constant ω∗ > 0 (to ensure the existence
of the ground state Qω), and then introduce the following L2 tube around Qγ :
Tα∗,γ =
{
u0 ∈ H
1
∣∣∣ inf
λ0>0,λ
−m
0 γ<ω
∗,x0∈R
∥∥∥∥u0 − 1
λ
1
2
0
Qλ−m0 γ
(
x− x0
λ0
)∥∥∥∥
L2
< α∗
}
.
Then we have:
Theorem 1.5 (Dynamics in Aα0). For all q > 5, there exists a constant 0 <
α∗(q) ≪ 1, such that if 0 < γ ≪ α0 ≪ α∗ < α∗(q), then for all u0 ∈ Aα0 ,
the corresponding solution u(t) to (gKdVγ) has one and only one of the following
behaviors:
(Soliton): For all t ∈ [0,+∞), u(t) ∈ Tα∗,γ. Moreover, there exist a constant
λ∞ ∈ (0,+∞) and a C1 function x(t) such that
λ
1
2
∞u(t, λ∞ ·+x(t))→ Qλ−m∞ γ in H
1
loc, as t→ +∞; (1.15)
x(t) ∼
t
λ2∞
, as t→ +∞. (1.16)
1The existence of such Qω was first proved in Section 6 of [2]. An alternative proof was given
in Section 2.1 of [10]
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(Blow down): For all t ∈ [0,+∞), u(t) ∈ Tα∗,γ . Moreover, there exist two C1
functions λ(t) and x(t), such that
λ
1
2 (t)u(t, λ(t) ·+x(t))→ Q in H1loc, as t→ +∞; (1.17)
λ(t) ∼ t
2
q+1 , x(t) ∼ t
q−3
q+1 , as t→ +∞, (1.18)
(Exit): There exists a 0 < t∗γ < +∞ such that u(t
∗
γ) /∈ Tα∗,γ.
There exist solutions associated to each regime. Moreover, the regime (Soliton)
and (Exit) are stable under small perturbation in Aα0 .
Theorem 1.6 (Limiting case as γ → 0). Let us fix a nonlinearity q > 5, and
choose 0 < α0 ≪ α∗ < α∗(q) as in Theorem 1.5. For all u0 ∈ Aα0 , let u(t) be
the corresponding solution of (gKdV), and uγ(t) be the corresponding solution of
(gKdVγ). Then we have:
(1) If u(t) is in the (Blow up) regime defined in Theorem 1.1, then there exists
0 < γ(u0, α0, α
∗, q) ≪ α0 such that if 0 < γ < γ(u0, α0, α∗, q), then uγ(t)
is in the (Soliton) regime defined in Theorem 1.5. Moreover, there exist
constants di = di(u0, q) > 0, i = 1, 2, such that
d1γ
2
q−1 ≤ λ∞ ≤ d2γ
2
q−1 , (1.19)
where λ∞ is the constant defined in (1.15).
(2) If u(t) is in the (Exit) regime defined in Theorem 1.1, then there exists
0 < γ(u0, α0, α
∗, q) ≪ α0 such that if 0 < γ < γ(u0, α0, α∗, q), then uγ(t)
is in the (Exit) regime defined in Theorem 1.5.
Remark 1.7. Theorem 1.5 shows that in the saturated setting there may be some
different behavior (the blow down behavior), which does not seem to happen in
the unperturbed cases for solution with initial data in Aα0 . Examples for solution
with a blow down behavior was also found by Donninger, Krieger [4] for energy
critical wave equations. There are also examples of blow down behavior for L2 crit-
ical NLS, where the blow down behavior can be obtained as the pseudo-conformal
transformation of the log-log blow-up solutions.
1.4. Main result. The main purpose of this paper is to construct a natural con-
tinuation after the blow-up time for the H1 blow-up solutions of (gKdV). This
type of problems arising in physics has attracted a considerable attention in past
few years but it is still poorly understood even at a formal level.
One approach is to consider a sequence of globally defined approximate solutions
{uδ(t)}δ>0 such that uδ(t) converges (as δ → 0) to the blow up solution u(t) for all
t < T , where T < +∞ is the blow-up time. Then we expect that for t > T , the
limit also exists and satisfies the original equation in some sense. And if this holds,
the limiting function can be viewed as a natural extension of the blow-up solution
u(t) after the blow-up time T .
Examples of this approach were achieved in [21, 22, 24] for the focusing L2-critical
nonlinear Schro¨dinger equation:{
i∂tu+∆u + |u|
4
d u = 0, (t, x) ∈ R× Rd,
u(0) = u0 ∈ H1(Rd),
(NLS)
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where different ways to construct the approximation sequence {uδ(t)}δ>0 are intro-
duced. In [22], Merle constructed {uδ(t)}δ>0 as solutions to{
i∂tu+∆u + |u|
4
d−δu = 0, (t, x) ∈ R× Rd,
u(0) = u0 ∈ H1(Rd).
In [24], Merle-Raphae¨l-Szeftel constructed {uδ(t)}δ>0 as global solutions to (NLS)
with initial u0,δ ∈ H1 such that limδ→0 u0,δ = u0 in H1. While in [21], Merle
constructed {uδ(t)}δ>0 as solutions to the L2-critical NLS with a saturated pertur-
bation, i.e. {
i∂tu+∆u+ |u|
4
d u− δ|u|q−1u = 0, (t, x) ∈ R× Rd,
u(0) = u0 ∈ H1(Rd),
(1.20)
with 1 + d/4 < q < 1 + 4/(d− 2). On the other hand, the saturated perturbation
like (1.20) is also considered as a correction to the NLS equations with pure power
nonlinearities. See detailed discussion in [1, 10, 20] and the references therein.
In this paper, we follow similar arguments as in [21], i.e. consider the approximate
sequence {uγ(t)}γ>0 as solutions to the saturated problem (gKdVγ) with γ > 0.
For this approximate sequence, we may ask the following questions:
• (Compactness) Is there a compact behavior for uγ(t) as γ → 0, or equiv-
alently are there a subsequence γn → 0, and a function u∞(t) such that
uγn(t) → u
∞(t), as n → +∞? And in which sense does this limiting
function u∞(t) satisfy the unperturbed gKdV equation (gKdV)?
• (Uniqueness) Is the limiting function u∞(t) unique or equivalently does
u∞(t) = limγ→0 uγ(t) hold for all t > T ? And if this does not hold, what
information is lost?
• (Stability) Is the blow-up phenomenon stable or equivalently do we have
lim sup
γ→0
‖uγ(t)‖H1 = +∞
for all t ≥ T ?
• (Continuity) Does the limiting function (if it exists) depend continuously
on the initial data?
Thanks to the work of [10], we may give a precise answer to the above questions.
Indeed, we have:
Theorem 1.8. Let 0 < α0 ≪ 1 be the universal constant introduced in Theorem
1.1 and 1.5, and u0 ∈ Aα0 such that the corresponding solution u(t) to (gKdV)
belongs to the (Blow up) regime introduced in Theorem 1.1. Let T < +∞ be the
corresponding blow-up time. Now, for q > 5 and γ > 0 small enough, we denote by
uγ(t), the solution to (gKdVγ) with initial data uγ(0) = u0. We also denote by
uext(t) =
{
u(t), if t ∈ [0, T ),
v(t), if t ∈ [T,+∞),
where v(t) is the unique global solution to (gKdV) with2
v(T ) = u∗ ∈ H1. (1.21)
Then, we have:
2Recall that u∗ ∈ H1 is the limiting profile introduced in Theorem 1.1.
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(1) For all T0 > T , R > 0, we have uext(t) ∈ C([0, T0], L2(|x| < R)), and
uγ(t)→ uext(t) in C
(
[0, T0], L
2(|x| < R)
)
, as γ → 0, (1.22)
(2) The limiting function uext(t) is a weak solution to (gKdV) in the following
sense: for all z(t, x) ∈ C∞0 (R× R), we have for all t ∈ [0,+∞):∫
R
uext(t, x)z(t, x) dx −
∫
R
u0(x)z(0, x) dx
=
∫ t
0
{∫
R
uext(s, x)∂tz(s, x) dx+
∫
R
uext(s, x)∂
3
xz(s, x) dx
+
∫
R
u5ext(s, x)∂xz(s, x) dx
}
ds. (1.23)
Comments on Theorem 1.8:
1. Global existence for v(t). From the arguments in [17], we have ‖u∗‖H1 ≪ 1,
which together with Theorem 2.8 in [7] implies the global existence of v(t) imme-
diately.
2. Continuation after blow-up time for L2-critical gKdV. Theorem 1.8 shows
that limγ→0 uγ(t) exists in C([0, T0], L2(|x| < R)), and the limiting function uext(t)
satisfies (gKdV) in the weak sense, hence can be viewed as a natural extension of
the blow-up solution u(t). Moreover, on may easily check that the limiting function
uext(t) depends continuously on the initial data in the stable blow-up regime.
3. Regular behavior for the approximate sequence. There is no singular behavior
for uγ(t) as γ → 0. More precisely, the limiting function uext(t) is unique and the
blow-up phenomenon is stable i.e. for all t ≥ T , we have
‖uγ(t)‖H1 → +∞, as γ → 0.
We mention here that these properties do not always hold true. For example,
from [22, 24], in the Schro¨dinger case, the limiting function for a special choice of
approximate sequence {uε(t)}ε>0 may not be unique. We have a loss of information
on the phase in this case, see also in [3, 5] for more detailed discussion. On the
other hand, the blow-up phenomenon is unstable for t > T . More precisely, for all
t > T ,
lim sup
ε→0
‖uε(t)‖H1 < +∞.
4. On the exotic blow-up regime. We expect to construct a similar extension
for blow-up solutions to (gKdV) in the unstable regime (for example the solutions
constructed in [18, 19].) And due to the instability, we may expect some chaotic
behavior for the approximate sequence {uγ(t)}γ>0 as γ → 0 (nonuniqueness of the
limiting function, instability of the blow-up phenomenon etc.).
5. The supercritical case. In [9], Lan proved the existence and stability of self-
similar blow-up solutions for slightly L2-critical gKdV equations. Similar results
can also be expected. But due to the supercritical structure, we know little about
the asymptotic dynamics for the saturated problem in this case. Hence it is hard
to apply the argument in this paper to the supercritical case. On the other hand,
for the self-similar blow-up solutions constructed in [9], the singularity concentrates
on a finite point. This is different from the critical case, where the singularity goes
to +∞, as t converges to the blow-up time. This fact may result in some irregular
behavior for the continuation solution (for example, loss of some information or
instability of blow-up phenomenon). But it is completely open.
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1.5. Notation. For 0 ≤ ω < ω∗ ≪ 1, we let Qω be the unique nonnegative radial
solution with exponential decay to the following ODE:
Q′′ω −Qω +Q
5
ω − ωQω|Qω|
q−1 = 0. (1.24)
For simplicity, we denote by Q = Q0. Recall that we have:
Q(x) =
(
3
cosh2(2x)
) 1
4
.
We also introduce the linearized operator at Qω:
Lωf = −f
′′ + f − 5Q4ωf + qω|Qω|
q−1f.
Similarly, we denote by L = L0.
Next, we introduce the scaling operator:
Λf =
1
2
f + yf ′.
Then, for a given small constant α > 0, we denote by δ(α) a generic small
constant with
lim
α→0
δ(α) = 0.
Finally, we denote the L2 scalar product by
(f, g) =
∫
f(x)g(x) dx.
Acknowledgment. The author would like to thank his Ph.D. supervisors F. Merle
and T. Duyckaerts for introducing this problem to him and providing a lot of
guidance.
2. Overview on the asymptotic dynamics for perturbed and
unperturbed gKdV equations
In this section we collect a number of results which can be explicitly found in
[10, 17] and which we will use in the proof of Theorem 1.8.
2.1. The nonlinear profile. Denote by Y the set of smooth function f such that
for all k ∈ N, there exist rk > 0, Ck > 0, with
|∂ky f(y)| ≤ Ck(1 + |y|)
rke−|y|.
We recall the construction of the nonlinear profiles3 Vb for (gKdV) and Qb,ω for
(gKdVγ).
Lemma 2.1 (Nonlocalized profile, Proposition 2.4 in [10], Proposition 2.2 in [17]).
For all 0 ≤ ω ≪ 1, there exist a smooth function Pω with ∂yPω ∈ Y, such that:
(LωPω)
′ = ΛQω, lim
y→−∞
Pω(y) =
1
2
∫
Qω, (2.1)
(Pω ,Q
′
ω) = 0, (Pω,Qω) =
1
16
(∫
Q
)2
+O(ω). (2.2)
3We mention here that we use a notation different from [17] to avoid misunderstanding.
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Moreover there exist constants C0, C1, . . ., independent of ω, such that
|Pω(y)|+
∣∣∣∣∂Pω∂ω (y)
∣∣∣∣ ≤ C0e− y2 , for all y > 0, (2.3)
|Pω(y)|+
∣∣∣∣∂Pω∂ω (y)
∣∣∣∣ ≤ C0, for all y ∈ R, (2.4)
|∂kyPω(y)| ≤ Cke
− |y|2 for all k ∈ N+, y ∈ R. (2.5)
Now for |b| ≪ 1, 0 ≤ ω ≪ 1, we let
Qb,ω(y) = Qω + bχ(|b|
βy)Pω(y), (2.6)
Vb(y) = Qb,0(y), (2.7)
where β = 34 .
Then we have the following properties of these two localized profiles:
Lemma 2.2 (Lemma 2.5 in [10], Lemma 2.4 in [17]). For |b| ≪ 1, 0 ≤ ω <≪ 1,
there holds:
(1) Estimates on Qb: For all y ∈ R, k ∈ N,
|Qb,ω(y)| . e
−|y| + |b|
(
1[−2,0](|b|
βy) + e−
|y|
2
)
, (2.8)
|∂kyQb,ω(y)| . e
−|y| + |b|e−
|y|
2 + |b|1+kβ1[−2,−1](|b|
βy), (2.9)
where 1I denotes the characteristic function of the interval I.
(2) Equation of Qb,w: Let
−Ψb,ω = bΛQb,ω +
(
Q′′b,ω −Qb,ω +Q
5
b,ω − ωQb,ω|Qb,ω|
q−1
)′
. (2.10)
Then, for all y ∈ R,
−Ψb,ω =b
2
(
(10Q3ωP
2
ω)y + ΛPω
)
−
1
2
b2(1− χb)Pω
+O
(
|b|1+β1[−2,−1](|b|
βy) + b2(ω + |b|)e−
|y|
2
)
. (2.11)
Moreover, we have
|∂yΨb,ω(y)| . |b|
1+2β1[−2,−1](|b|
βy) + b2e−
|y|
2 . (2.12)
(3) Mass and energy properties of Qb,ω:∣∣∣∣∣
∫
Q2b,ω −
(∫
Q2ω + 2b
∫
PωQω
)∣∣∣∣∣ . |b|2−β, (2.13)
|E(Qb,ω)| . |b|+ ω. (2.14)
Proof. See Lemma 2.4 in [17] and Lemma 2.5 in [10]. 
2.2. Geometrical decomposition of the flow and modulation estimates.
For simplicity, from this subsection, we fix a u0 ∈ Aα0 such that the corresponding
solution u(t) to (gKdV) belongs to the (Blow-up) regime as in Theorem 1.1. We
denote by T < +∞ its blow-up time. We also let uγ(t) be the corresponding solution
to (gKdVγ), which belongs to the (Soliton) regime as indicated in Theorem 1.5 for
γ > 0 small enough.
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Lemma 2.3 (Geometrical decomposition for u(t), Lemma 2.5 in [17]). There exist
three C1 functions (λ, x, b) : [0, T ) → (0,+∞) × R2, such that for all t ∈ [0, T ),
there holds
u(t, x) =
1
λ
1
2 (t)
[
Vb(t) + ε(t)
](x− x(t)
λ(t)
)
, (2.15)
with ε(t) satisfying the following orthogonality conditions
(ε(t), Q) = (ε(t),ΛQ) = (ε(t), yΛQ) = 0, (2.16)
for all t ∈ [0, T ).
Lemma 2.4 (Geometrical decomposition for uγ(t), Lemma 2.6 in [10]). For q >
5 and γ > 0 small enough, there exist C1 functions (λγ , xγ , bγ) : [0,+∞) →
(0,+∞)× R2, such that for all t ∈ [0,+∞), there holds
uγ(t, x) =
1
λ
1
2
γ (t)
[
Qbγ(t),ωγ(t) + εγ(t)
](x− xγ(t)
λγ(t)
)
, (2.17)
where4
ωγ(t) =
γ
λmγ (t)
.
And εγ(t) satisfies the following orthogonality conditions
(εγ(t),Qω(t)) = (εγ(t),ΛQω(t)) = (εγ(t), yΛQω(t)) = 0, (2.18)
for all t ∈ [0,+∞).
Moreover, for all t ∈ [0, T ), we have5(
λγ(t), bγ(t), xγ(t), εγ(t)
)
R
3×H1
−−−−−→
(
λ(t), b(t), x(t), ε(t)
)
, (2.19)
as γ → 0.
Remark 2.5. Generally, for u0 ∈ Aα0 , the geometrical decomposition (2.15) and
(2.17) may not hold true for all t ∈ [0, Tu0), where Tu0 is the maximal lifespan. But
for u0 ∈ Aα0 , such that u(t) is in the (Blow-up) regime and uγ(t) is in the (Soliton)
regime, this fact holds true. This follows from a bootstrap argument, which is the
heart of the proof of Theorem 1.1 and Theorem 1.5. For simplicity, we ignore the
bootstrap argument and focus on such u0 only.
For (λγ , xγ , bγ), we have:
Proposition 2.6 (Modulation estimates for uγ(t), Proposition 2.9 in [10]). We let
s(t) =
∫ t
0
1
λ3γ(τ)
dτ, y =
x− xγ(t)
λγ(t)
.
Then we have:
(1) (Equation of εγ): For all s ∈ [0,+∞),
∂sεγ =(Lωγεγ)y − bγΛεγ +
(
∂sλγ
λγ
+ bγ
)
(ΛQbγ ,ωγ + Λεγ)
+
(
∂sxγ
λγ
− 1
)
(Qbγ ,ωγ + εγ)y − ∂sbγ
∂Qbγ ,ωγ
∂bγ
− ∂sωγ
∂Qbγ ,ωγ
∂ωγ
+Ψbγ ,ωγ − (R
γ
bγ
(εγ))y − (R
γ
NL(εγ))y, (2.20)
4Recall m = (q − 5)/2 is defined in (1.14).
5See Lemma 2.6 and (5.17) in [10]
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where
Ψbγ ,ωγ = −bγΛQbγ ,ωγ −
(
Q′′bγ ,ωγ −Qbγ ,ωγ +Q
5
bγ ,ωγ − ωγQbγ ,ωγ |Qbγ ,ωγ |
q−1
)′
,
(2.21)
Rγbγ (εγ) = 5(Q
4
bγ ,ωγ −Q
4
ωγ )εγ − qωγ(|Qbγ ,ωγ |
q−1 − |Qωγ |
q−1)εγ , (2.22)
RγNL(εγ) = (εγ +Qbγ ,ωγ )
5 − 5Q4bγ ,ωγεγ −Q
5
bγ ,ωγ
− ωγ
[
(εγ +Qbγ ,ωγ )|εγ +Qbγ ,ωγ |
q−1 −Qbγ ,ωγ |Qbγ ,ωγ |
q−1 − qεγ |Qbγ ,ωγ |
q−1
]
.
(2.23)
(2) (Estimates induced by the conservation laws). For s ∈ [0,+∞), there holds:
‖εγ‖L2 . |bγ |
1
4 + ω
1
2
γ +
∣∣∣∣
∫
u20 −
∫
Q2
∣∣∣∣
1
2
, (2.24)
‖∂yεγ‖2L2
λ2γ
.
1
λ2γ
(
ωγ + |bγ |+
∫
ε2γe
− |y|10
)
+ γ
‖∂yεγ‖
m+2
L2
λm+2γ
+ |Eγ0 |. (2.25)
(3) (H1 modulation equation). For all s ∈ [0,+∞),∣∣∣∣∂sλγλγ + bγ
∣∣∣∣+
∣∣∣∣∂sxγλγ − 1
∣∣∣∣ .
(∫
ε2γe
− |y|10
) 1
2
+ |bγ |(ωγ + |bγ |), (2.26)
|∂sbγ |+ |∂sωγ | . (ωγ + |bγ |)
[(∫
ε2γe
− |y|10
) 1
2
+ |bγ |
]
+
∫
ε2γe
− |y|10 . (2.27)
(4) (L1 control on the right). Let
ρ1(y) =
4
(
∫
Q)2
∫ y
−∞
ΛQ, (2.28)
ρ2 =
16
(
∫
Q)2
(
(ΛP,Q)
‖ΛQ‖2L2
ΛQ+ P −
1
2
∫
Q
)
− 8ρ1, (2.29)
ρ = 4ρ1 + ρ2, (2.30)
and
Jγ1 (s) = (εγ(s), ρ1), J
γ
2 (s) = (εγ(s), ρ2), J
γ(s) = (εγ(s), ρ), (2.31)
where ρ1, ρ2, ρ were defined in (2.28)–(2.30). Then we have:
(a) (Law of λγ): for all s ∈ [0,+∞),∣∣∣∣∂sλγλγ + bγ − 2
(
(Jγ1 )s +
1
2
∂sλγ
λγ
Jγ1
)∣∣∣∣
. (ωγ + |bγ |)
[(∫
ε2γe
− |y|10
) 1
2
+ |bγ |
]
+
∫
ε2γe
− |y|10 . (2.32)
(b) (Law of bγ): for all s ∈ [0,+∞),∣∣∣∣∂sbγ + 2b2γ + ∂sωγG′(ωγ) + bγ
(
(Jγ2 )s +
1
2
∂sλγ
λγ
Jγ2
)∣∣∣∣
.
∫
ε2γe
− |y|10 + (ωγ + |bγ |)b
2
γ , (2.33)
where G ∈ C2 with G(0) = 0, G′(0) = c0 > 0, for some universal
constant c0.
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(c) (Law of
bγ
λ2γ
): for all s ∈ [0,+∞),∣∣∣∣ dds
(
bγ
λ2γ
)
+
bγ
λ2γ
(
Jγs +
1
2
∂sλγ
λ
Jγ
)
+
∂sωγG
′(ωγ)
λ2γ
∣∣∣∣
.
1
λ2γ
(∫
ε2γe
− |y|10 + (ωγ + |bγ |)b
2
γ
)
. (2.34)
2.3. Monotonicity formula and estimate on the error term. We now recall
the the monotonicity formula introduced in [17], which is the heart of the analysis
in [17]. We mention here again, for simplicity, we ignore the bootstrap argument
and focus only on the initial data whose corresponding solution u(t) to (gKdV)
belongs to the (Blow-up) regime as in Theorem 1.1.
More precisely, we let (ϕi)i=1,2, ψ ∈ C
∞(R) be such that:
ϕi(y) =


ey, for y < −1,
1 + y, for − 12 < y <
1
2 ,
yi, for y > 2,
ϕ′(y) > 0, for all y ∈ R, (2.35)
ψ(y) =
{
e2y, for y < −1,
1, for y > − 12 ,
ψ′(y) ≥ 0, for all y ∈ R. (2.36)
Let B > 100 be a large universal constant. We then define the following weight
functions:
ψB(y) = ψ
(
y
B
)
, ϕi,B(y) = ϕi
(
y
B
)
, (2.37)
and the following weighted H1 norm of ε: for all s ∈ [0,+∞),
Ni(s) =
∫ (
ε2y(s, y)ψB(y) + ε
2(s, y)ϕi,B(y)
)
dy, i = 1, 2, (2.38)
Ni,loc(s) =
∫
ε2(s, y)ϕ′i,B(y) dy, i = 1, 2. (2.39)
Similarly, for uγ(t), we define:
N γi (s) =
∫ ([
∂yεγ(s, y)
]2
ψB(y) + ε
2
γ(s, y)ϕi,B(y)
)
dy, i = 1, 2, (2.40)
N γi,loc(s) =
∫
ε2γ(s, y)ϕ
′
i,B(y) dy, i = 1, 2. (2.41)
Then we have the following monotonicity formula for uγ(t):
Proposition 2.7 (Monotonicity formula for uγ(t), Proposition 3.1 in [10]). For
γ > 0 small enough, we define the Lyapounov functional for (i, j) ∈ {1, 2}2 as
following:
Fγi,j(s) =∫ (
(∂yεγ)
2ψB + (1 + J
γ
i,j)ε
2
γϕi,B −
1
3
ψB
[
(Qbγ ,ωγ + εγ)
6 −Q6bγ ,ωγ − 6εγQ
5
bγ ,ωγ
]
+
2ωγ
q + 1
[
|Qbγ ,ωγ + εγ |
q+1 − |Qbγ ,ωγ |
q+1 − (q + 1)εγQbγ ,ωγ |Qbγ ,ωγ |
q−1
]
ψB
)
,
(2.42)
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with
J γi,j = (1− J
γ
1 )
−4(j−1)−2i − 1. (2.43)
Then the following estimates hold for all s ∈ [0,+∞):
(1) Scaling invariant Lyapounov control: for i = 1, 2,
dFγi,1
ds
+ µ
∫ (
(∂yεγ)
2 + ε2γ
)
ϕ′i,B .B b
2
γ(ω
2
γ + b
2
γ), (2.44)
where µ > 0 is a universal constant.
(2) H1 scaling Lyapounov control: for i = 1, 2,
d
ds
(
Fγi,2
λ2γ
)
+
µ
λ2γ
∫ (
(∂yεγ)
2 + ε2γ
)
ϕ′i,B .B
b2γ(ω
2
γ + b
2
γ)
λ2γ
. (2.45)
(3) Coercivity and pointwise bounds: there holds for all (i, j) ∈ {1, 2}2, and all
s ∈ [0,+∞),
N γi . F
γ
i,j . N
γ
i , (2.46)
|Jγi |+ |J
γ
i,j | . (N
γ
2 )
1
2 . (2.47)
As a consequence of the modulation estimates introduced in Section 2.2 and the
monotonicity formulas introduced above, we have the following control on the error
term εγ(t):
Lemma 2.8 (Control of the error term for uγ(t), Lemma 4.1 in [10]). We have the
following:
(1) (Almost monotonicity of the localized H1 norm: there exists a universal
constant K0 > 1, such that for i = 1, 2 and 0 ≤ s1 < s2 < +∞, there
holds):
N γi (s2) +
∫ s2
s1
(∫ [
(∂yεγ)
2(s) + ε2γ(s)
]
ϕ′i,B
)
ds
≤ K0
[
N γi (s1) + sup
s∈[s1,s2]
|bγ(s)|
3 + sup
s∈[s1,s2]
ω3γ(s)
]
, (2.48)
and
N γi (s2)
λ2γ(s2)
+
∫ s2
s1
1
λ2γ(s)
[(∫ [
(∂yεγ)
2(s) + ε2γ(s)
]
ϕ′i,B
)
+ b2γ(s)
(
|bγ(s)|+ ωγ(s)
)]
ds
≤ K0
(
N γi (s1)
λ2γ(s1)
+
[
b2γ(s1) + ω
2
γ(s1)
λ2γ(s1)
+
b2γ(s2) + ω
2
γ(s2)
λ2γ(s2)
])
. (2.49)
(2) (Control of bγ and ωγ): for all 0 ≤ s1 < s2 < +∞, there holds:
ωγ(s2) +
∫ s2
s1
b2γ(s) ds . N
γ
1 (s1) + ωγ(s1) + sup
s∈[s1,s2]
|bγ(s)|, (2.50)
(3) (Control of
bγ
λ2γ
): let c1 =
m
m+2G
′(0) > 0, where G is the C2 function
introduced in (2.33). Then there exists a universal constant K1 > 1 such
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that for all 0 ≤ s1 < s2 < +∞, there holds:∣∣∣∣bγ(s2) + c1ωγ(s2)λ2γ(s2) −
bγ(s1) + c1ωγ(s1)
λ2γ(s1)
∣∣∣∣
≤ K1
(
N γ1 (s1)
λ2γ(s1)
+
b2γ(s1) + ω
2
γ(s1)
λ2γ(s1)
+
b2γ(s2) + ω
2
γ(s2)
λ2γ(s2)
)
. (2.51)
(4) (Refined control of λγ): let λ
γ
0 (s) = λγ(s)(1− J
γ
1 (s))
2. Then there exists a
universal constant K2 > 1 such that for all s ∈ [0,+∞),∣∣∣∣(λ
γ
0 )s
λγ0
+ bγ
∣∣∣∣ ≤ K2(N γ1 + (|bγ |+ ωγ)[(N γ2 ) 12 + |bγ |]). (2.52)
2.4. Asymptotic dynamics in the (Soliton) region for (gKdVγ). This sub-
section is devoted to introduce some basic properties for the solution u(t) to (gKdV)
in the (Blow up) region and the solution uγ(t) to (gKdVγ) in the (Soliton) region.
We fix a u0 ∈ Aα0 , such that the corresponding solution u(t) to (gKdV) belongs
to the (Blow-up) regime. We denote by T < +∞, the blow-up time. We also
let γ < γ(u0, α0, q) small enough, such that the corresponding solution uγ(t) to
(gKdVγ) belongs to the (Soliton) regime
6.
Now, from Proposition 6.1 in [17], we have:
u˜(t)→ u∗ in L2, as t→ T, (2.53)
where
u˜(t, x) =
1
λ1/2(t)
ε
(
t,
x− x(t)
λ(t)
)
.
Moreover, there exist a constant ℓ0 = ℓ0(u0) > 0, such that
7
lim
t→T
λ(t)
T − t
= ℓ0 > 0, lim
t→T
b(t)
(T − t)2
= ℓ30, lim
t→T
(T − t)2x(t) = ℓ−20 . (2.54)
From (2.27)–(2.28) and (4.54) in [17], we also have u∗ ∈ H1, satisfying
‖u∗‖H1 . δ(α0)≪ 1. (2.55)
Next, we let v(t) be the solution to (gKdV) with
v(T ) = u∗.
It is easy to see from Theorem 2.8 in [7] and (3.2) that v(t) exists globally in time
and scatters at both time directions, i.e.
∃v±∞ ∈ L2, such that lim
t→±∞
‖v(t)− e−t∂
3
xv±∞‖L2 = 0,
or equivalently
‖v‖L5xL10t (R) . 1. (2.56)
6This is ensured by Theorem 1.6.
7See (4.7) in [17].
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From (4.43)–(4.45) in [17], we know that there exists a t∗1 < T such that for all
t ∈ [0, t∗1] we have
N2(t) + ‖ε(t)‖H1 + |b(t)|+ |1− λ(t)| . δ(α0), (2.57)∫
y>0
y10ε2(t, y) dy ≤ 5. (2.58)
b(t∗1) ≥ 2C
∗N1(t
∗
1), (2.59)
where C∗ is defined as following8:
C∗ = 100(K0K2 +K1).
Then for 0 < γ < γ(u0, α0) small enough, we have for all t ∈ [0, t∗1] the solution
uγ(t) satisfies
9:
N γ2 (t) + ‖εγ(t)‖H1 + |bγ(t)|+ |1− λγ(t)| . δ(α0), (2.60)∫
y>0
y10ε2γ(t, y) dy ≤ 5. (2.61)
bγ(t
∗
1) ≥ C
∗N γ1 (t
∗
1), (2.62)
Then from Section 4 of [10], we know that there exists a t∗2,γ ∈ (t
∗
1,+∞) such
that bγ(t
∗
2,γ) =
1
100ωγ(t
∗
2,γ) and for all t ∈ [t
∗
1, t
∗
2,γ ], there holds
bγ(t) ≥
1
100
ωγ(t). (2.63)
We also have for all t∗1 ≤ t1 < t2 ≤ t
∗
2,γ , there holds
10
λγ(t2) ≤ 2λγ(t1). (2.64)
And for all11 t ∈ [t∗1, t
∗
2,γ ],
0 <
N γ1 (t)
λ2γ(t)
+
ωγ(t)
λ2γ(t)
.
bγ(t)
λ2γ(t)
∼ ℓ∗, (2.65)
where
ℓ∗ =
b(t∗1)
λ2(t∗1)
> 0,
independent of γ.
While for t ∈ [t∗2,γ ,+∞), we have
12
λγ(t) ∼
(
γ
ℓ∗
) 1
m+2
, ωγ(t) ∼ γ
2
m+2 (ℓ∗)
m
m+2 , (2.66)
N γ1 (t)
λ2γ(t)
+
∣∣∣∣ bγ(t)λ2γ(t)
∣∣∣∣ . ωγ(t)λ2γ(t) ∼ ℓ∗. (2.67)
Finally, for all t ∈ [t∗1,+∞), we have
13:
N γ2 (t) + |bγ(t)| + ωγ(t) . δ(α0)≪ 1. (2.68)
8Recall that K0, K1 and K2 are defined in Lemma 2.8.
9See (4.52)–(4.55) and (5.18) in [10].
10See (4.69) in [10].
11See (4.71) in [10].
12See (4.92)–(4.94) in [10].
13See (4.82), (4.93)–(4.95) in [10].
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3. Continuation after blow-up time
In this section, we will give the proof of Theorem 1.8, using the analysis tools
introduced in Section 2.
First, we denote by
u˜γ(t, x) =
1
λ
1/2
γ (t)
εγ
(
t,
x− xγ(t)
λγ(t)
)
, (3.1)
QγS(t, x) =
1
λ
1/2
γ (t)
Qbγ(t),ωγ(t)
(
x− xγ(t)
λγ(t)
)
. (3.2)
We claim that
Lemma 3.1. The following properties hold true.
(1) For all t ≥ T , we have:
N γ1 (t)
λ2γ(t)
+ |bγ(t)|+ ωγ(t) + λγ(t)→ 0, as γ → 0, (3.3)
xγ(t)→ +∞, as γ → 0. (3.4)
(2) We have:
lim
γ→0
t∗2,γ = T. (3.5)
(3) For all T0 > T , we have:
u˜γ(t, x)→ v(t, x) in C([T, T0], L
2), as γ → 0, (3.6)
Remark 3.2. From the definition of Qb,ω, it is easy to see that for all t ≥ T and
R > 0, ∥∥QγS(t, ·)∥∥L2(|x|<R) → 0, as γ → 0,
which together with Lemma 3.1 implies (1.22) immediately.
Proof. Step 1. Proof of (3.3) and (3.4).
First, we claim that
t∗2 := lim inf
γ→0
t∗2,γ ≥ T. (3.7)
Suppose (3.7) does not hold. Then there exists a t0 < T and a sequence {γn} such
that limn→+∞ γn = 0 and for all n large enough, we have t
∗
2,γn < t0 < T . From
(2.66), we know that
λγn(t0) ∼
(
γn
ℓ∗
) 1
m+2
,
which implies that limn→+∞ λγn(t0) = 0. But from (2.19), we have
lim
n→+∞
λγn(t0) = λ(t0) > 0,
which leads to a contradiction.
Now we turn to the proof of
lim
γ→0
λγ(t) = 0, (3.8)
for all t ≥ T . From (2.66), we have for all t > t∗2, and γ > 0 small enough,
λγ(t) ∼
(
γ
ℓ∗
) 1
m+2
,
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hence, limγ→0 λγ(t) = 0 for all t > t
∗
2.
While for t ∈ [T, t∗2], thanks to (2.64), we only need to show that limγ→0 λγ(T ) =
0. Indeed, from (2.52) and (2.65) we have: for all t ∈ [t∗1, t
∗
2,γ ]
ℓ∗
3
− C
N γ1
[λγ0 ]
2
≤ −(λγ0 )t ≤ 3ℓ
∗ + C
N γ1
[λγ0 ]
2
. (3.9)
For all t0 < T close enough to T , we integrate (3.9) from t0 to T using (2.48) and
(2.49) to obtain
|λγ0 (T )− λ
γ
0 (t0)| . ℓ
∗(T − t0) +
∫ T
t0
N γ1
[λγ0 ]
2
dt . ℓ∗(T − t0) +
∫ s(T )
s(t0)
λγ(s)N
γ
1 (s) ds
. ℓ∗(T − t0) + λγ(t0)
∫ +∞
s∗1
N γ1 (s) ds.
Since we have for all t ≥ t∗1, ∣∣∣∣λγ(t)λγ0 (t) − 1
∣∣∣∣≪ 1,
the above inequalities imply that
λγ(T ) . ℓ
∗(T − t0) + λγ(t0).
Hence, from (2.54), we have
lim sup
γ→0
λγ(T ) . ℓ
∗(T − t0) + λ(t0) . ℓ
∗(T − t0).
Let t0 → T , we obtain limγ→0 λγ(T ) = 0, which implies (3.8) immediately.
Next, from (2.65) and (2.67), we have
|bγ(t)|+ ωγ(t) . ℓ
∗λ2γ(t)→ 0, as γ → 0. (3.10)
From (2.26), we have (xγ)t ∼ λ−2γ > 0 for all t ≥ 0. Then for all t0 < T ≤ t,
from (2.54) we have
lim inf
γ→0
xγ(t) ≥ lim inf
γ→0
xγ(t0) = x(t0) ∼
1
ℓ20(T − t0)
2
.
Let t0 → T , we obtain (3.4) immediately.
Now it only remains to prove
lim
γ→0
N γ1 (t)
λ2γ(t)
= 0.
For all t0 < T ≤ t, from (2.49), we have
N γ1 (t)
λ2γ(t)
.
N γ1 (t0)
λ2γ(t0)
+
b2γ(t0) + ω
2
γ(t0)
λ2γ(t0)
+
b2γ(t) + ω
2
γ(t)
λ2γ(t)
From (2.65), (2.67) and (3.10), we have
b2γ(t) + ω
2
γ(t)
λ2γ(t)
→ 0, as γ → 0.
While from (4.7), (4.12) and (4.54) in [17], we have:
lim
γ→0
(
N γ1 (t0)
λ2γ(t0)
+
b2γ(t0) + ω
2
γ(t0)
λ2γ(t0)
)
=
N1(t0) + b2(t0)
λ2(t0)
= ot0→T (1).
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Therefore, we obtain
lim
γ→0
N γ1 (t)
λ2γ(t)
= 0,
which concludes the proof of (3.3) and (3.4).
Step 2. Proof of (3.5)
Due to (3.7), we only need to prove that
t2,∗ := lim sup
γ→0
t∗2,γ ≤ T. (3.11)
Suppose (3.11) does not hold. Then there exists a t0 > T and a sequence {γn} such
that limn→+∞ γn = 0 and for all n large enough, we have t
∗
2,γn > t0 > T .
For all η > 0, we integrate (3.9) from T − η to t0 to obtain
λγn(T − η)− λγn(t0) ≥
1
3
ℓ∗(t0 − T + η)−
1
100
λγn(T − η).
Let n→ +∞, using (2.19) and (3.3), we have
λ(T − η) ≥
1
10
(t0 − T + η),
for all η > 0. This is a contradiction, since we have limt→T λ(t) = 0. This concludes
the proof of (3.5).
Step 3. Proof of (3.6).
We first introduce the following L2-perturbation theory for L2-critical gKdV
obtained in [8]:
Lemma 3.3 (L2-perturbation theory, Theorem 3.1 in [8]). Let I be an interval
containing 0 and w ∈ C(I, L2) is a solution to (gKdV) on I with
‖w‖L∞t L2x(I×R) + ‖w‖L5xL10t (R×I) < M.
Suppose w˜ ∈ C(I, L2) is a solution to the following equation:
∂tw˜ + w˜xxx + (w˜
5)x = e,
with
‖w(0)− w˜(0)‖L2 ≤M
′,
and ∥∥∥e−t∂3x(w(0)− w˜(0))∥∥∥
L5xL
10
t (R×I)
+ ‖e‖
L
5/4
x L
10/9
t (R×I)
< ǫ,
for some M ′ > 0, some 0 < ǫ < ǫ0(M,M
′). Then we have:
‖w − w˜‖L∞t L2x(I×R) + ‖w − w˜‖L5xL10t (R×I) < C0(M,M
′)ǫ. (3.12)
Remark 3.4. The statement of Lemma 3.3 is slightly different from Theorem 3.1
in [8], but the proof is exactly the same. We omit the proof here.
Now we turn to the proof of (3.6). For the remainder term u˜γ(t) with t ≥ T ,
direct computation leads to
∂tu˜γ +
[
(u˜γ)xx + u˜
5
γ
]
x
= −E −
[
F1(u˜γ)
]
x
−
[
F2(u˜γ)
]
x
,
CONTINUATION AFTER BLOW-UP TIME 19
where
E =
1
λ
7/2
γ (t)
[
−Ψbγ ,ωγ − (bγ)s
∂Qbγ ,ωγ
∂bγ
− (ωγ)s
∂Qbγ ,ωγ
∂ωγ
−
(
∂sλγ
λγ
+ bγ
)
ΛQbγ ,ωγ −
(
∂sxγ
λγ
− 1
)
Q′bγ ,ωγ
](
x− xγ(t)
λγ(t)
)
,
and
F1(u˜γ) = (Q
γ
S + u˜γ)
5 − [QγS]
5 − u˜5γ
F2(u˜γ) = −γ
[
(QγS + u˜γ)|Q
γ
S + u˜γ |
q−1 −QγS |Q
γ
S |
q−1
]
.
For all η > 0 small enough, if 0 < γ < γ(η) is small enough, we have
‖u˜γ(T − η)− v(T − η)‖L2
≤ ‖u˜γ(T − η)− u˜(T − η)‖L2 + ‖u˜(T − η)− u
∗‖L2 + ‖v(T − η)− u
∗‖L2
. δ(η), (3.13)
where we use (2.53) and the fact that v(T ) = u∗.
We claim that for all T0 > T and 0 < η < η(T0) small enough, there exists
γ(η) > 0 such that if 0 < γ < γ(η), then we have
∥∥E∥∥
L
5/4
x L
10/9
t (R×[T−η,T0])
+
2∑
i=1
‖∂xFi(u˜γ)‖L5/4x L10/9t (R×[T−η,T0])
.T0 δ(η), (3.14)
Then, we can apply Lemma 3.3 to u˜γ and v on the interval [T − η, T0], using
(2.56), (3.13) and (3.14) to obtain
sup
t∈[T−η,T0]
‖u˜γ(t)− v(t)‖L2 .T0 δ(η), (3.15)
provided that 0 < γ < γ(η). It is easy to see that (3.15) implies (3.6) immediately.
Now, it only remains to prove (3.14). First, from (2.11), (2.26) and (2.27) we
have14:∥∥E∥∥10/9
L
5/4
x L
10/9
t (R×[T−η,T0])
.
∥∥E∥∥10/9
L
10/9
t L
5/4
x ([T−η,T0]×R)
.
∫ T0
T−η
1
λ3γ(t)
[∥∥Ψbγ ,ωγ∥∥L 54 + |(bγ)s|
∥∥∥∥∂Qbγ ,ωγ∂bγ
∥∥∥∥
L
5
4
+ |(ωγ)s|
∥∥∥∥∂Qbγ ,ωγ∂ωγ
∥∥∥∥
L
5
4
+
∣∣∣∣∂sλγλγ + bγ
∣∣∣∣‖ΛQbγ ,ωγ‖L 54 +
∣∣∣∣∂sxγλγ − 1
∣∣∣∣‖Q′bγ ,ωγ‖L 54
] 10
9
dt
.
∫ T0
T−η
1
λ3γ(t)
[
(N γ1,loc)
1/2 + |bγ |
23
20 + ωγ |bγ |
]10/9
dt
.T0
∫ T0
T−η
(ωγ |bγ |)10/9
λ3γ(t)
dt+
∫ T
T−η
|bγ |23/18
λ3γ(t)
dt+
(∫ T0
T
|bγ |115/54
λ5γ(t)
dt
)3/5
+
(∫ T0
T−η
N γ1,loc
λ
27/5
γ (t)
dt
)5/9
. (3.16)
14Recall that we take β = 3
4
in (2.6).
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We estimate all these terms separately. First, from (2.65)–(2.67), we have
∫ T0
T−η
(ωγ |bγ |)10/9
λ3γ(t)
dt .
∫ T0
T−η
(ℓ∗)3/2
[
ωγ(t)
]13/18
dt
. (T0 − T + η)(ℓ
∗)
20m+27
9(m+2) γ
13
9(m+2) .T0 δ(η). (3.17)
Next, we integrate (3.9) from t to T to obtain
λγ(t) & λγ(T ) + ℓ
∗(T − t) & ℓ∗(T − t),
for all t ∈ [t∗1, T ). Together with (2.65) and (2.67), we have:∫ T
T−η
|bγ |
23
18 (t)
λ3γ(t)
dt . (ℓ∗)
23
18
∫ T
T−η
dt
λ
4/9
γ (t)
.
∫ T
T−η
dt[
ℓ∗(T − t)
]4/9 . δ(η). (3.18)
Then from (2.50), (2.66), (3.3) and (3.5), we have:
∫ T0
T
|bγ |
115
54 (t)
λ5γ(t)
dt .
(
sup
t∈[T,T0]
|bγ(t)|7/54
λ2γ(t)
)
×
∫ s(T0)
s(T )
b2γ(s) ds
.
(
sup
t∈[T,T0]
|bγ(t)|7/54
λ2γ(t)
)
×
[
N1(T ) + ωγ(T ) + sup
t∈[T,T0]
|bγ(t)|
]
.
(
sup
t∈[T,T0]
|bγ(t)|
7/54
)
×
(
N γ1 (T ) + ωγ(T )
λ2γ(T )
+ sup
t∈[T,T0]
|bγ(t)|
λ2γ(t)
)
. δ(η), (3.19)
provided that γ < γ(η) small enough.
Finally, for the term ∫ T0
T−η
N γ1,loc(t)
λ
27/5
γ (t)
dt,
from (2.64), we have:∫ T0
T−η
N γ1,loc(t)
λ
27/5
γ (t)
dt . λ
3
5
γ (T − η)
∫ +∞
s∗1
N γ1,loc(s)
λ3γ(s)
ds. (3.20)
We claim that ∫ +∞
s∗1
N γ1,loc(s)
λ3γ(s)
ds . 1. (3.21)
Indeed, from (2.44), we have for all s ∈ [s∗1,+∞):
λ3γ
(
Fγ2,1
λ3γ
)
s
+ µ
∫ (
(∂yεγ)
2 + ε2γ
)
ϕ′2,B .B b
2
γ(ω
2
γ + b
2
γ)− 3
(λγ)s
λγ
Fγ2,1. (3.22)
Recall from (3.21) in [10], we have for all s ∈ [s∗1,+∞):∫
y>0
y2ε2γ(s) .
(
1 +
1
λ
10
9
γ (s)
)[
N γ2,loc(s)
] 8
9 .
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Together with (2.26), we have for all s ∈ [s∗1,+∞):∣∣∣∣ (λγ)sλγ Fγ2,1
∣∣∣∣ . (|bγ |+ [N γ1,loc] 12)
[(
1 +
1
λ
10
9
γ (s)
)[
N γ2,loc
] 8
9 +
∫
(εγ)
2
yψB
]
. b4γ + δ(κ)
∫ (
ε2γ + (εγ)
2
y
)
ϕ′2,B.
Injecting the above estimate into (3.22) and integrating from s∗1 to +∞, we obtain:∫ +∞
s∗1
1
λ3γ
(∫ (
(∂yεγ)
2 + ε2γ
)
ϕ′2,B
)
.
N γ2 (s
∗
1)
λ3γ(s
∗
1)
+
∫ +∞
s∗1
b2γ(ω
2
γ + b
2
γ)
λ3γ
, (3.23)
where we use (2.46) for the above inequality. From (2.50), (2.65), (2.67) and (2.68),
we have: ∫ +∞
s∗1
b2γ(ω
2
γ + b
2
γ)
λ3γ
. (ℓ∗)2
∫ ∞
s∗1
b2γ ≪ 1.
From (2.60), we have
N γ2 (s
∗
1)
λ3γ(s
∗
1)
. N γ2 (s
∗
1)≪ 1.
Hence, (3.23) implies (3.21) immediately.
Combining (3.16)–(3.21), we have:∥∥E∥∥
L
5/4
x L
10/9
t (R×[T−η,T0])
.T0 δ(η), (3.24)
provided that 0 < γ < γ(η) small enough.
Next, we estimate
‖∂xF1(u˜γ)‖L5/4x L10/9t (R×[T−η,T0])
.
Direct computation leads to
‖∂xF1(u˜γ)‖
10/9
L
5/4
x L
10/9
t (R×[T−η,T0])
≤ ‖∂xF1(u˜γ)‖
10/9
L
10/9
t L
5/4
x ([T−η,T0]×R)
.
∫ T0
T−η
1
λ3γ(t)
[∥∥∥(εγ)y[(εγ +Qbγ ,ωγ )4 − (εγ)4]∥∥∥
L
5
4
x
+
∥∥∥(Qbγ ,ωγ )y[(εγ +Qbγ ,ωγ )4 −Q4bγ ,ωγ ]∥∥∥L 54x
] 10
9
dt.
.
∫ T0
T−η
1
λ3γ(t)
[∥∥(εγ)yQ4bγ ,ωγ∥∥L 54x +
∥∥(εγ)yε3γQbγ ,ωγ∥∥
L
5
4
x
+
∥∥ε4γ(Qbγ ,ωγ )y∥∥
L
5
4
x
+
∥∥εγQ3bγ ,ωγ (Qbγ ,ωγ )y∥∥L 54x
] 10
9
dt
Thus from (2.8) and (2.9), we have:
‖∂xF1(u˜γ)‖
10/9
L
5/4
x L
10/9
t (R×[T−η,T0])
.
∫ T0
T−η
1
λ3γ(t)
[(∫ [
(εγ)
2
y + ε
2
γ
]
e−
|y|
10
) 1
2
+ |bγ |
4− 4β5 ‖εγ‖H1
+ |bγ |
1− 3β10
(
‖εγ‖
3
L∞‖εγ‖L2 + ‖(εγ)y‖L2‖εγ‖
3
L∞
)] 109
dt. (3.25)
22 YANG LAN
From (2.24) and (2.25), we have for all s ∈ [0,+∞)
‖εγ(s)‖H1 +
‖(εγ)y(s)‖L2
λγ(s)
. δ(α0)≪ 1.
Together with (2.65), (2.67), (3.3), and the fact that β = 34 , we have:∫ T0
T−η
1
λ3γ(t)
[
|bγ |
4− 4β5
(
‖εγ‖H1
)
+ |bγ |
1− 3β10 ‖εγ‖
3
L∞‖εγ‖H1
] 10
9
dt
.
∫ T0
T−η
1
λ3γ(t)
[
|bγ(t)|
34
9 + |bγ(t)|
31
36
∥∥(εγ)y∥∥ 53L2
]
dt
.
∫ T0
T−η
[
(ℓ∗)
3
2 |bγ(t)|
41
18 + (ℓ∗)
2
3 |bγ(t)|
7
36
]
dt .T0 δ(η), (3.26)
provided that 0 < γ < γ(η) small enough. Then, from (3.20) and (3.21), we have
∫ T0
T−η
1
λ3γ(t)
(∫ [
(εγ)
2
y + ε
2
γ
]
e−
|y|
10
) 1
2
.T0
[∫ T0
T−η
N γ1,loc(t)
λ
27/5
γ (t)
dt
] 5
9
.T0 δ(η). (3.27)
Combining (3.25)–(3.27), we obtain that
‖∂xF1(u˜γ)‖L5/4x L10/9t (R×[T−η,T0])
.T0 δ(η). (3.28)
Finally, we estimate the term
‖∂xF2(u˜γ)‖L5/4x L10/9t (R×[T−η,T0])
.
Following from similar arguments, we have
‖∂xF2(u˜γ)‖
10/9
L
5/4
x L
10/9
t (R×[T−η,T0])
≤ ‖∂xF2(u˜γ)‖
10/9
L
10/9
t L
5/4
x ([T−η,T0]×R)
. γ10/9
∫ T0
T−η
1
[λγ(t)](5q+2)/9
[∥∥∥(Qbγ ,ωγ )y[|εγ +Qbγ ,ωγ |q−1 − |Qbγ ,ωγ |q−1]∥∥∥
L
5
4
x
+
∥∥∥(εγ)y∣∣εγ +Qbγ ,ωγ ∣∣q−1∥∥∥
L
5
4
x
] 10
9
dt
. γ10/9
∫ T0
T−η
1
[λγ(t)](5q+2)/9
[
|bγ |
1− 4β5
∥∥|εγ |q−1∥∥L∞x + [N γ1,loc] 12 + |bγ |q−1− 3β10
+ ‖(εγ)y‖L2
∥∥|εγ |q−1∥∥
L
10
3
x
] 10
9
dt. (3.29)
We use (2.24), (2.25) and the Sobolev embedding
‖εγ‖
2
L∞ . ‖εγ‖L2‖(εγ)y‖L2
again to estimate:∫ T0
T−η
γ10/9
[λγ(t)]
5q+2
9
[
|bγ |
1− 4β5
∥∥|εγ |∥∥q−1L∞x + |bγ |q−1− 3β10 + ‖(εγ)y‖L2∥∥|εγ |q−1∥∥L 103x
] 10
9
dt.
.
∫ T0
T−η
γ10/9
[λγ(t)]
5q+2
9
[
[λγ(t)]
5q−3
10 + [λγ(t)]
40q−49
20 + [λγ(t)]
5q+2
10
] 10
9
dt
.T0 δ(η), (3.30)
provided that 0 < γ < γ(η) is small enough.
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Now it only remains to estimate
γ10/9
∫ T0
T−η
[N γ1,loc(t)]
5
9
[λγ(t)](5q+2)/9
dt.
Recall that
ωγ(t) =
γ
λ
q−5
2
γ (t)
.
Together with (2.50) and (2.64)–(2.67), we have
γ10/9
∫ T0
T−η
[N γ1,loc(t)]
5
9
[λγ(t)](5q+2)/9
dt .
∫ T0
T−η
[ωγ(t)]
10/9
[N γ1,loc(t)]
5
9
[λγ(t)]3
dt
.
∫ T0
T−η
[N γ1,loc(t)]
5
9
[λγ(t)]7/9
dt .T0
[ ∫ T0
T−η
N γ1,loc(t)
[λγ(t)]7/5
dt
] 5
9
.T0 [λγ(T − η)]
8
9
[∫ +∞
s∗1
N γ1,loc(s) ds
] 5
9
.T0 δ(η), (3.31)
provided that 0 < γ < γ(η) is small enough.
Combining (3.29)–(3.31), we have
‖∂xF2(u˜γ)‖L5/4x L10/9t (R×[T−η,T0])
.T0 δ(η), (3.32)
which together with (3.24) and (3.28) implies (3.14) immediately.
Therefore we conclude the proof of (3.6) hence, the proof of Lemma 3.1. 
Recall from Remark 3.2, we complete the proof of (1.22).
Now it only remains to prove (1.23). From the definition of uext(t), it is easy to
see that (1.23) holds true for all t < T . If t ≥ T , from Lemma 3.1, we have:
QγS(t, ·)→ 0 in H
1
loc, as γ → 0
+. (3.33)
For all z(t, x) ∈ C∞0 (R× R), injecting (3.6), (3.33) into the following equation∫
R
uγ(t, x)z(t, x) dx −
∫
R
u0(x)z(0, x) dx
=
∫ t
0
{∫
R
uγ(s, x)∂tz(s, x) dx+
∫
R
uγ(s, x)∂
3
xz(s, x) dx
+
∫
R
[
u5γ(s, x)− γuγ |uγ |
q−1(s, x)
]
∂xz(s, x) dx
}
ds,
we obtain (1.23) immediately, which concludes the proof of Theorem 1.8.
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