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$EVWUDFW – In this paper we propose a financial trading system whose trading strategy is 
developed by means of an artificial neural network approach based on a learning algorithm of 
recurrent reinforcement type. In general terms, this kind of approach consists: first, in directly 
specifying a trading policy based on some predetermined investor’s measure of profitability; 
second,  in  directly  setting  the  financial  trading  system  while  using  it.  In  particular,  with 
respect to the prominent literature, in this contribution: first, we take into account as measure 
of profitability the reciprocal of the returns weighted direction symmetry index instead of the 
wide-spread  Sharpe  ratio;  second,  we  obtain  the  differential  version  of  the  measure  of 
profitability we consider, and obtain all the related learning relationships; third, we propose a 
simple procedure for the management of drawdown-like phenomena; finally, we apply our 
financial trading approach to some of the most prominent assets of the Italian stock market. 
.H\ZRUGV  –  Financial  trading  system,  recurrent  reinforcement  learning,  no-hidden-layer 
perceptron model, returns weighted directional symmetry measure, gradient ascent technique, 
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When an economic agent invests capital in financial markets, she/he has to make decisions 
under uncertainty. In such a context, her/his task consists in suitably dealing with financial 
risk in order to maximize some predetermined measure of profitability. A wide-spread class 
of tools which are used to support such risky decisions is the one of the financial trading 
systems (FTSs). 
A standard approach which is usually followed to specify a FTS consists: 
 
-  in identifying one or more variables (asset prices, transaction volumes, …) related to the 
time-behaviour of one or more suitable quantities of interest (trading signals, …); 
-  in utilizing the current and the past values of these variables to forecast (or, more in 
general, to extract information concerning with) the future values of the suitable quantities 
of interest; 
-  in using these predictions/information to implement a trading strategy by which to make 
effective trades. 
 
The distinctly operative valence of the FTSs has obviously made them popular from long time 
among professional investors and practitioners. A lot of book has been devoted to the working 
utilization of these tools (see, among the various ones, Wilder, 1978, Appel, 1979, Nison, 
1991, and Murphy, 1999). 
Nevertheless, although only in recent years, also the academic world has began to (partially) 
recognize the soundness of some of the features related to the FTSs (see, among the first ones, 
Lee HWDO, 2000, and Lo HWDO, 2000). Moreover, the really enormous – and continuously 
increasing  – mass of  collected financial data  has led to  the development  of FTSs  whose 
information extraction processes are based on data mining methodologies (see, for example, 
Plihon HWDO, 2001, and Corazza HWDO, 2002). 
Alternative approaches  to the standard building of  FTSs have been proposed both in  the 
operative literature and in the academic ones. Among the approaches belonging to the latest 
category, in this paper we consider the ones which exploit artificial neural network (ANN) 
methodologies based on learnings of recurrent reinforcement type. In general terms, these 
approaches consist: 
 
-  in directly specifying a trading policy based on some predetermined investor’s measure of 
profitability (in such a manner one avoids to have to identify the quantities of interest, and   3 
avoids to have to perform the predictions/information extraction of/concerning with such 
quantities); 
-  in directly setting the frame and the parameters of the FTS while using it (in such a way 
one can avoid to carry out the off-line setting of the trading system). 
  
Among the first contributions in this research field we recall Moody HWDO, 1998, Moody HW
DO, 2001, and Gold, 2003. In general, they show that such strategies perform better than the 
ones based on supervised learning methodologies when market frictions are considered. In 
Moody HWDO, 1998, the Authors develop and utilize a recurrent reinforcement learning (RRL) 
algorithm in order to set an FTS that, taking into account transaction costs, maximizes an 
appropriate investor utility function based both on the well-known Sharpe ratio and on its 
differential  version.  Then,  they  show  by  controlled  experiments  that  the  proposed  FTS 
performs better than standard FTSs. Finally, the Authors use their FTS to make profitable 
trades with  respect to assets  of the U.S.A. financial markets. In Moody HWDO,  2001,  the 
Authors mainly compare FTSs developed by using RRL methodologies with FTSs developed 
by using stochastic dynamic programming methodologies. In general, they show by extensive 
experiments that the former approach is better than the latter one. In Gold, 2003, the Author 
considers a FTS similar to the one develop in Moody HWDO, 1998, and apply it to financial 
high frequency data, obtaining profitable performances. 
In this paper, with respect to the cited contributions: 
 
-  instead of considering as measure of profitability the Sharpe ratio (which is the only one 
used in the quoted literature), we take into account the reciprocal of the returns weighted 
direction symmetry index reported in Abecasis HWDO, 1999 (see the third section); 
-  we obtain the differential version of the measure of profitability we consider and obtain all 
the new related learning relationships (see the third section again); 
-  we propose a simple procedure for the management of drawdown-like phenomena by 
which to integrate the considered FTS (see the fourth section); 
-  we apply our financial trading approach (FTA) (LH FTS + drawdown-like phenomenon 
management) to some of the most prominent assets of the Italian stock market (see the 
fourth section again). 
 
Finally, in the last section we provide some concluding remarks. 
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In  this  section  we  give  a  short  qualitative  introduction  of  the  learning  of  recurrent 
reinforcement type. 
Generally speaking, this kind of learning concerns an agent (in our case the FTS) dynamically 
interacting with an environment (in our case a financial market). During this interaction, the 
agent perceives the state of the environment and undertakes a related action. In its turn, the 
environment, on the basis of this action, provides a positive or negative reward (in our case 
the  investor’s  gain  or  loss).  The  recurrent  reinforcement  learning  consists  in  the  on-line 
detection of a policy (in our case a trading strategy) which permits the maximization over the 
time of a predetermined cumulative reward (see, for technical details, Sutton HWDO, 1997). 
It is to notice that, given the well-known stochastic nature of financial markets, detecting such 
an optimal trading policy is equivalent to solve a suitable stochastic dynamic programming 
problem. Under this point of view, recurrent reinforcement learning provides approximate 
solutions  to  stochastic  dynamic  programming  problems  (see,  for  more  details,  Bertsekas, 





In  this  section,  at  first  we  describe  our  discrete-time  trading  strategy  (see  the  first  sub-
section),  then  we  obtain  all  the  new  learning  relationships  related  to  the  measure  of 




Let we start by considering a discrete-time frame  7 W , , 0  = . Our trading strategy at time W, 
LH 
￿ ) , is simply based on the sign of the output, 
￿ \ , of a suitable ANN:
2 
 
-  if  0 <
￿ \ , then  1 - =
￿ )  and one short-sells the considered stock or portfolio; 
-  if  0 =
￿ \ , then  1 - =
￿
￿ ) )  and one does nothing; 
-  if  0 >
￿ \ , then  1 =
￿ )  and one buys the considered stock or portfolio.
3 
                                                           
2 When possible we maintain the same notation used in Moody HWDO, 1998, Moody HWDO, 2001, and Gold, 2003.   5 
 
We reasonably assume that this trading strategy depends on the current and past values of one 
or  more  suitable  variables  related  to  the  stock  or  portfolio  to  trade,  and  depends  on  the 
previous value of the trading strategy itself. In particular, in this paper we consider only one 
variable, the logarithmic rate of return of the stock or portfolio to trade. 
The ANN we consider is a simple no-hidden-layer perceptron model in which the squashing 
function is the  () × tanh  one (both the architectural structure and the squashing function are the 
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￿ Z Z   are the weights of the ANN at time t , 
￿
￿
￿ [ [ -   ,   ,  are the current and past values of the logarithmic rate of return of the stock or 
portfolio to trade, 
and  t , 2 +
￿ Z  is the threshold of the ANN at time t . 
As reward at the generic time period ] ] W W   , 1 -  we take into account the following quantity: 
 





￿ ) ) U ) 5 d m    
 
where 
m  is the (prefixed) amount of capital to invest, 
t U  is the geometric rate of return at time t  of the stock or portfolio to trade, 
and  d  is the (prefixed) per cent transaction cost related to the stock or portfolio quota to 
trade. 
It is to notice: 
 
-  that 
￿ 5  is the net reward of the generic time period ] ] W W   , 1 - ; 
-  that,  with  respect  to  the  cited  contributions,  in  this  paper  we  consider  a  net  reward 
formulated in terms of rate of return instead of price. 
 
Given the net reward of period, it is easy to define as follows the (net) cumulative reward 
from time 1 to time W: 
 
                                                                                                                                                                                     
3 It is to notice that 
￿ )  plays the role of the action.   6 
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It is to notice: 
 
-  that 
￿ &5  denotes the (net) capital gain at time W; 
-  that the proposed expression for the net cumulative reward is a particularization of the 
following more general one: 
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￿ L  is the free-risk rate of return of period. 
Finally, we give the new investor’s gain index at time W whose utilization (see the next sub-
section) permits the determination – YLD recurrent reinforcement learning – of the optimal 
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This index, which is the reciprocal of the returns weighted directional symmetry measure 
reported in [Abecasis HWDO, 1999], at each time W is given by the ratio between the cumulative 
“good” (LH positive) rewards and the cumulative “bad” (LH not positive) rewards. 
It is to notice that a well-working trading strategy should guarantee that: 
 










￿ 5 E 5 J
0 0
   
 
LH, after some simple arrangements, that: 
 
  1 >
  , ,  7 W , , 1  = .   
  7 
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The considered ANN is characterized by  3 + 0  parameters: 
!
"
! Z Z , 2 , 0   ,   , +  . For determining 
their  optimal  values  we  perform  a  well-founded  economic  approach  consisting  in  the 
maximization of a suitable investor’s utility function depending, at time W, on  1 5 , … , 
# 5 . In 
particular, as utility function we take into account (1). At this point, we determine the optimal 
values of the considered parameters by using an usual weight updating method based on the 















1 , , r + = - , with  2   ,   , 0 + = 0 L  ,  (2) 
 
where 
t 8  is the investor’s utility function at time t , 
and  t r  is a suitable learning rate at time t . 
It is to notice that, in each generic time period ] ] W W   , 1 - , the investor is (obviously) interested 
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’ GZ G, GZ G8 , , = ,  it  is  to  notice  that 
computing 
) ,  becomes as harder as  W increases. So, we resort to the following exponential 
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$  is the exponential moving estimates of the numerator of (1) at 
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%  is the exponential moving estimates of the denominator of 
(1) at time t , 





= .   8 
Then, in order to provide an expression for 
, ' , we act in a way similar to the one used in 
Moody HWDO, 1998, Moody HWDO, 2001, and Gold, 2003, LH: 
 
-  firstly, we consider the expansion of (3) in Taylor’s series about  0 = h ; 
-  secondly, we utilize 
0
~
= h h G , G
-  as approximation of 
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At this point, it is possible to prove that  (see, for more details, Moody HWDO, 1998, Moody HW
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G8 1 - -
=  as 
1 - t 8  does not depend on  t 5 ), 
( ) 1 sign - - - = t t
t








- - - = t t t t
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, which depends on the chosen squashing function, is easily obtainable (see, for 
instance, Bishop, 1995). 
Finally, in order to implement (2), we approximate the previous exact relationship, which 
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In this section, at first we present the experimental plan of our application, then we propose a 
simple procedure for the management of drawdown-like phenomena (see the first  
sub-section), finally we give the results coming from the application of our FTA. 
We apply the considered FTA to 13 assets of the most prominent ones of the Italian stock 
market, LH to all the assets specifying the MIB30 at September 21, 2006 such that, at that 
date, were quoted from more than 20 years: Alleanza Assicurazioni (AA), Banca Intesa (BI), 
Banca Popolare di Milano (BPM), Capitalia (C), Fiat (F), Finmeccanica (Fi), Fondiaria-Sai 
(FS), Generali Assicurazioni (GA), Mediobanca (M), Ras Fraz (RF), Saipem (S), Telecom 
Italia (TI), and Unicredito Italiano (UI). In detail, we consider close daily data from January 1, 
1973, to September 21, 2006. 
In order to make operative our FTA, we need to determine the “optimal”  
values/time-evolution  of  the  parameters  0 ,  d , 
7 r ,  h ,  and  of  the  one  related  to  the 
management of drawdown-like phenomena (see the next sub-section). For carrying out this 
“optimal” setting, we perform in a manner similar to the one utilized in Moody HWDO, 1998, 
and in Gold, 2003, LH we articulate the whole trading time period (from  0 to  7 ) in the 
following sequence of overlapping time sub-period: 
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F W D  is the length of the initial part of each time sub-period (from 
G
:






K W L W D + D ) 
during which the FTA works in an off-line modality for performing the “optimal” setting of 
















S W L W D + + D ) 1 ( )  during  which  the  FTA  works  in  an  on-line  modality  for  making  the 
financial trading.
4 
By so acting, our FTA performs uninterruptedly from 
T
U
U W D  to  7 , and in the meantime the 
parameters are periodically updated. 
                                                           
4 Of course, we need also to determine the “optimal” values of 
V
W
W W D  and 
X




Any well-working FTS should be able to minimize large losses during its running since these 
losses  could  reduce  so  much  the  capital  at  investor’s  disposal  to  make  impossible  the 
continuation of the trading itself. 
So, also our FTS should be able to minimize large losses, and in case they occur it should be 
able to guarantee the continuation of the trading. 
In order to minimize large losses, the financial trading is not performed (and is definitively 
interrupted) at that first instant time  { } 7 W , , 1 Î  in which the net capital gain, LH 
Z &5  is 
negative. In such a case, the loss can be at most  m - . 
In order to (attempt to) guarantee the continuation of the financial trading in case a large loss 
occurs, we utilize as amount of capital to invest 
 
















[ ) ) &5 5 5
\
]
] m , LH the absolute value of the largest 
loss (associated to the occurrence that the net capital gain is negative and the trading strategy 
is changed) happened during the initial part of the first time sub-period. 




In all the 13 applications, we have used an amount of capital to invest, LH  m , equal to 1. As 
far as regards the “optimal” setting of the parameters, we have determined that, in general, 
{ } 10   , 9   ,   , 4   , 3  Î 0 ,  { } 75 . 0   , 070 . 0   ,   , 010 . 0   , 005 . 0  Î d ,  01 . 0 =
^ r ,  01 . 0 = h ,  500 = D
_
‘




b W ;  of course,  0 m  varies as the investigated  stock asset varies. Moreover,  in each 
application  we  initialize  both  the  numerator  and  the  denominator  of  (1)  to  a  positive 
infinitesimally small quantity. 
In Table 1 we present the main results of our applications. In particular, we respect to each 
investigated stock asset: 
 
-  in the first column we report the identifier;   11 
-  in the second column we report the 
c &5 , with  = 7 September 21, 2006, obtained from the 
application of our FTA; 
-  in the third column we report  0 m ; 








) ) 5 5
f
g ; 
-  in  the  fifth  column  we  report  as  benchmark  the 
h &5 ,  with  = 7 September  21,  2006, 
obtained  from  the  application  of  our  FTS  (LH  FTA  –  drawdown-like  phenomenon 
management).  It  is  to  notice  that  this 
h &5   has  to  be  considered  as  a  (sometimes 
unrealistic)  upper  bound  for  the 
h &5   reported  in  the  second  column  because,  being 
lacking  the  management  of  the  drawdown-like  phenomena,  the  associated  financial 
trading can unrealistically continue also when  0 <
i &5 , with   1   ,   , 1 - = 7 W  ; 
-  in the sixth column we report the number of performed trades; 
-  in the seventh/eighth/ninth column we report the percentages of the performed trades for 
which  0 <
j 5 / 0 =
k 5 / 0 >
k 5 . 
 
ID 
l &5  
(FTA) 
0 m   Largest 
loss 






k 5  
% 
0 =
k 5  
% 
0 >
k 5  
                 
AA  –0.559  0.143  –0.348  –0.683  201  0.468  0.034  0.498 
BI  –1.161  0.161  –0.630  –1.785  187  0.503  0.069  0.428 
BPM  0.311  0.179  –0.340  0.367  96  0.510  0.073  0.417 
C  0.478  0.185  –0.778  0.567  189  0.444  0.112  0.444 
F  1.609  0.083  –0.338  1.742  199  0.492  0.021  0.487 
Fi  2.701  0.048  –0.415  2.841  147  0.463  0.088  0.449 
FS  1.211  0.075  –0.250  1.303  145  0.448  0.049  0.503 
GA  –0.076  0.228  –0.238  –0.093  152  0.520  0.033  0.447 
M  1.472  0.146  –0.231  1.687  151  0.444  0.039  0.517 
RF  0.988  0.197  –0.270  1.182  42  0.429  0.000  0.571 
S  0.126  0.032  –0.488  0.130  344  0.485  0.088  0.427 
TI  –0.807  0.497  –1.643  –1.208  236  0.483  0.059  0.458 
UI  –1.112  0.207  –0.981  0.013  3  1.000  0.000  0.000 
7DEOH – The main results of our applications. 
 
As far as concerns these results, it is to notice: 
 
-  that, although 5 of the 13 investigated stock assets show a negative 
n &5 , the summation 
of all these 
o &5 s is positive and equal to 5.181. That can be interpreted as the fact that, 
under a suitable diversification in the investments, our FTA is enough well-working in the 
long-run term (see, for example, Figure 1);   12 
-  that, of course, the magnitude of this summation is not satisfying. It certainly depends on 
the choice to utilize in the expression for 
p &5  a free-risk rate of return equal to zero, and 
also depends on the need to effect the setting of the parameters in some more refined way; 
-  that, our drawdown-like phenomenon management is enough well-performing. In fact, the 
utilization of an amount of capital to invest equal to  0 m m +  appears able to reduce all the 
losses in 7  (and, as counterpart, also all the gains in 7 ), and, among the three occurred 
critical cases (namely: Banca Intesa, Telecom Italia, and Unicredito Italiano), it is also 
able to guarantee the continuation of the financial trading of the one Telecom Italia; 
-  that in the critical case Banca Intesa, the behaviour of our FTA before the occurring of 





In  this  section  we  provide  some  remarks  for  possible  extensions  of  our  contribution.  In 
particular: 
 
-  in order to (attempt to) reduce the percentage of performed trades for which  0 <
q 5 , we 
conjecture that could be fruitful to utilize the following so-modified trading strategy: 
 
-  if 
- - < e
r \ , with  0 >
- e , then  1 - =
s ) ; 
-  if 
+ - £ £ - e e
t \ , with  0 >
+ e ,  then  1 - =
u
u ) ) ; 
-  if 
+ > e
v \ , then  1 =
w ) . 
 
Of course, in such a case we should need to determine the “optimal” values of two other 
parameters, LH 
- e  and 
+ e ; 
-  in order to (attempt to) improve the learning capabilities of the ANN, we conjecture that 
could be profitable to use a multi-layer perceptron model (to the best of our knowledge, 
such a check is carried out in Gold, 2003, but without meaningful results); 
-  in order to make more informative the set of the variables related to the time-evolution of 
the quantities of interest, we conjecture that could be fruitful to consider, beyond the 
logarithmic rate of return, at least the transaction volume;   13 
-  in order to (attempt to) explicitly take into account the risk in our FTA, we conjecture that 




)LJXUH – The case Finmeccanica (it is to notice that the cumulative reward represented in the figure is the 
gross one, LH  0 m m + +
x &5 ). 
 
-  finally, in order to (attempt to) make “close” our FTA, we conjecture that could be fruitful 
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