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Theoretical investigation of the Jahn-Teller effect and the influence of the Jahn-
Teller distortion on the properties of chemical systems 
 
 
SUMMARY 
 
Quantum mechanical description of the changes in electronic structure due to 
distortions in molecular shape and vice versa is given in the form of the vibronic coupling 
theory. Probably, the most famous concept based on this theory is the Jahn−Teller (JT) 
effect. The JT theorem states that a molecule with a degenerate electronic state 
spontaneously distorts along a non-totally symmetric vibrational coordinates. This 
removes the degeneracy and lowers the energy. In fact, the vibronic coupling, correlation 
between electronic states and vibrational motion of nuclei, describes all spontaneous 
symmetry breaking distortions, attributed to the JT, Renner-Teller and pseudo JT effects. 
The consequences of the JT effect are far-reaching. JT effect affects the high magneto-
resistance in manganites, superconductivity in fullerides, aromaticity, molecular 
stereochemistry, reactivity, magnetic properties of molecules, as well as many other 
properties. It should be emphasized that the JT effect has inspired very significant 
scientific discoveries, e.g. the concept of high-temperature superconductivity. The 
significance of the JT effect is increasingly recognized, hence, quantifying the distortion 
and getting insight into the mechanism lies at the heart of modern investigations. In this 
thesis, the JT effect and its consequences on the structure and properties of organic and 
inorganic molecules, aromaticity, excitonic coupling and excitation energy transfer are 
studied.  
The JT effect was analyzed and the JT parameters were determined for the JT active 
cyclobutadienyl radical cation (C4H4
+•), cyclopentadienyl radical (C5H5
•), benzene cation 
(C6H6
+), benzene anion (C6H6
-), tropyl radical (C7H7
•), anions and cations of corannulene 
and coronene (C20H10
- , C20H10
+, C24H12
- and C24H12
+), small metal and metalloid clusters 
(Na3, Ag3, As4
− , Sb4
−), hexaflurocuprat(II) ion ([CuF6]
4-), manganese chelate complex 
([Mn(acac)3]) and the organometallic compound cobaltocene (CoCp2) by the means of 
 
 
multideterminantal Density Functional Theory (DFT) approach. The validation of 
multideterminantal DFT method was performed by systematic investigation of the 
influence of the exchange-correlation functional (LDA, BP86, BLYP, OPBE and 
B3LYP) on the determination of the JT parameters and comparison with available data 
from the literature. JT distortion is a consequence of the electronic factors, but also 
essentially depends on the geometry of the investigated molecule. The choice of 
functional is directly associated with a specific chemical problem, however it is concluded 
that in the analysis of the JT distortion all used functionals give qualitatively satisfactory 
results. 
The analysis of the multimode JT problem in As4
− and Sb4
−, C5H5
•, C6H6
+, C6H6
-, 
C7H7
•, C20H10
- , C20H10
+, C24H12
- and C24H12
+ was performed by the means of the Intrinsic 
Distortion Path (IDP) model. All the required information, to calculate the vibronic 
coupling coefficients is contained in the minimum energy lower-symmetry structure. This 
structure is the real minimum on the potential energy surface, allowing normal mode 
analysis in the straightforward manner. The correlation of the normal modes in the 
minimum energy structure with the high symmetry normal modes according to the 
epikernel principle, has been described. With this model, it is possible to directly separate 
the contributions of the different normal modes to the JT distortion, their energy 
contributions to the JT stabilization energy along a relevant particular path of distortion 
and the forces responsible for the distortion, giving further insight into the origin and 
mechanism of the vibronic coupling. The distortion is always dominated by the modes 
that fulfill symmetry requirements, according to the JT theory. If there are several 
appropriate vibrations, harder modes will always be more important in the beginning of 
the distortion, because they reduce energy in the most efficient way, while the softer 
modes are important in the second part of the distortion, leading the molecule to the 
minimum energy conformation. Therefore, the importance of all JT active normal modes 
needs to be included in the analysis of the JT effect. 
Thorough study of the influence of the JT distortions on the aromaticity is presently 
of the utmost importance due to the increasing development of material chemistry, for 
example considering magnetism and structure of graphenes. The aromaticity in C6H6
+, 
C6H6
-, C5H5
•, CoCp2, fullerene cation and anion, As4
− and Sb4
− is investigated. The 
changes of the most popular magnetic criteria, Nucleus-Independent Chemical Shifts 
 
 
(NICS), were scanned along the particular path of distortion, IDP. The deeper inspection 
of the magnetic criteria along the IDP indicate that antiaromaticity decreases with 
increasing deviation from the high-symmetry to lower-symmetry point on the potential 
energy surface, for all investigated species. Thus, the JT effect can be surely considered 
as the unique mechanism of lowering the antiaromaticity. In order to fully understand the 
aromaticity of the JT active molecules, it is necessary to include detailed analysis of the 
JT effect. The analysis performed along the particular distortion path, IDP, enables 
predicting properties of many aromatic systems, from small organic and inorganic 
molecules, to fullerenes and complicated nano-structures. 
The new model that combines excitonic coupling and molecular vibrations is 
developed, i.e. excitonic coupling is studied from the JT perspective. Excitonic coupling 
is analyzed in the model system – benzene dimer and the proposed model is validated. 
The purpose of the new developed model is to represent and predict the properties of 
coupled identical chromophores based on intrinsic features of the constituting monomers 
alone. Therefore, the new model is allowing to study much larger systems, relevant in the 
biology and technology. This approach, in the combination with the time-dependent DFT 
(TD-DFT) calculations, provides prediction of the properties of coupled chromophores 
with the high precision.  
The results given in this thesis indicate that, in addition to the experimental 
techniques, quantum chemical methods based on the DFT play important role in the 
analysis and design of the systems with desired properties. Detailed analysis of the 
properties of molecules prone to the JT distortion by theoretical methods that reliably 
describe the JT effect, as well as the observed properties of molecular systems, is a way 
to a better understanding of the new materials. 
Keywords: Jahn-Teller effect, Aromaticity, Excitonic coupling, Multideterminantal 
Density Functional Theory, Intrinsic Distortion Path (IDP), Vibronic model for excitonic 
coupling 
Area of science: Chemistry 
Sub-area of science: Inorganic chemistry 
UDC number: 546   
 
 
Teorijsko proučavanje Jahn-Teller-ovog efekta i njegovog uticaja na osobine 
hemijskih sistema 
 
 
REZIME 
 
Kvantno-mehanički opis promena u elektronskoj strukturi kao posledica distorzije 
molekula i obrnuto dat je u formi teorije vibronske sprege. Jahn-Teller-ov (JT) efekat je 
verovatno najpoznatiji koncept zasnovan na ovoj teoriji. Po JT teoremi svi nelinearni 
molekuli sa degenerisanim elektronskim stanjem spontano se distorguju duž vibracija 
koje nisu totalno simetrične, pri čemu dolazi do uklanjanja degeneracije uz sniženje 
energije.U stvari, vibronska sprega, korelacija između elektronskih stanja i pomeraja 
jezgara, opisuje sve spontane distorzije molekulskih sistema i odnosi se na JT efekat, 
Renner-Teller-ov efekat i pseudo JT efekat. Posledice JT efekta su dalekosežne. JT efekat 
utiče na visoku magneto-otpornost manganita, superprovodljivost fulerida, aromatičnost, 
stereohemiju molekula, reaktivnost, magnetne osobine molekula, kao i mnoge druge 
osobine. Treba istaći da je JT efekat inspirisao veoma značajna naučna otkrića, na primer, 
koncept visoko-temperaturne superprovodljivosti. Značaj JT efekta se sve više 
prepoznaje, stoga, kvantifikovanje distorzije i dobijanje uvida u njen mehanizam se nalazi 
u centru modernih istraživanja. U okviru ove teze, analiziran je JT efekat i njegove 
posledice na strukturu i osobine organskih i neorganskih molekula, aromatičnost, 
ekscitonsku spregu i prenos energije ekscitacije. 
JT efekat  je analiziran i izračunati su JT parametri za ciklobutadienil radikal katjon 
(C4H4
+•), ciklopentadienil radikal (C5H5
•), benzen katjon (C6H6
+), benzen anjon (C6H6
-), 
tropil radikal (C7H7
•), anjone i katjone koranulena i koronena (C20H10
- , C20H10
+, C24H12
- 
and C24H12
+), male metalne i metaloidne klastere (Na3, Ag3, As4
− , Sb4
−), 
heksafluorokuprat(II) jon ([CuF6]
4-), helatni kompleks mangana ([Mn(acac)3]) i 
organometalno jedinjenje kobaltocen (CoCp2) primenom multideterminantne teorije 
funkcionala gustine (eng. Density Functional Theory, DFT). Validacija 
multideterminantnog DFT metoda je izvedena uz sistematsko ispitivanje uticaja različitih 
 
 
DFT funkcionala (LDA, BP86, BLYP, OPBE i B3LYP) na izračunavanje JT parametara 
i poređenje sa dostupnim podacima iz literature. JT distorzija je posledica elektronskih 
faktora, ali takođe bitno zavisi i od geometrije ispitivanog molekula.  Iako je izbor DFT 
funkcionala direktno povezan sa konkretnim hemijskim problemom, pri analizi JT 
distorzije, svi ispitivani funkcionali daju kvalitativno zadovoljavajuće rezultate. 
Izvedena je analiza uticaja većeg broja vibracija odgovornih za distorziju molekula 
primenom modela Svojstvenog puta distorzije (eng. Intrinsic Distortion Path, IDP) u 
As4
− , Sb4
−, C5H5
•, C6H6
+, C6H6
-, C7H7
•, C20H10
- , C20H10
+, C24H12
- i C24H12
+. Sve potrebne 
informacije pri izračunavanju koeficijenata vibronske sprege sadržane su u strukturi 
minimalne energije. Kod IDP modela referentna struktura je distorgovana, nisko-
simetrična struktura minimalne energije, koja predstavlja pravi minimum na površini 
potencijalne energije, pa je vibraciona analiza jednoznačna. Opisan je i način korelacije 
normalnih modova u strukturi minimalne energije sa normalnim modovima u višoj 
simetriji, saglasno epikernel principu. Ovim modelom moguće je direktno odvojiti 
doprinose različitih vibracija JT distorziji, njihov energetski doprinos JT stabilizacionoj 
energiji duž puta distorzije i odrediti sile odgovorne za JT distorziju, dajući bolji uvid u 
poreklo i mehanizam vibronske sprege. Distorzija je uvek vođena vibracijama koje 
ispunjavaju simetrijske uslove na osnovu JT teoreme. Ako postoji više JT aktivnih 
vibracija, vibracije viših frekvencija dominiraju na početku distorzije jer snižavaju 
energiju molekula na najefikasniji način, dok su vibracije nižih frekvencija važne u 
drugom delu distorzije, vodeći molekul do konformacije minimalne energije. Dakle, u 
analizi JT efekta moraju se uključiti sve JT aktivne vibracije. 
Zbog sve bržeg razvoja nauke o materijalima, ispitivanje uticaja JT efekta na 
aromatičnost je od sve većeg značaja, posmatrajući npr. magnetizam i strukturu grafena. 
Ispitivana je aromatičnost u C6H6+, C6H6-, C5H5•, CoCp2, fuleren katjonu i anjonu, As4
− i 
Sb4
−. Promene hemijskih pomeranja nezavisnih od jezgra (NICS), kao najpopularnijeg 
magnetnog kriterijuma aromatičnosti, praćene su duž svojstvenog puta distorzije, IDP 
modela. Detaljna analiza magnetnog kriterijuma duž IDP modela ukazuje na 
antiaromatičnost ispitivanih vrsta, koja se smanjuje sa sniženjem simetrije na površini 
potencijalne energije. JT efekat se može zasigurno smatrati jedinstvenim mehanizmom 
sniženja antiaromatičnosti JT aktivnih molekula. Dakle, u cilju potpunog razumevanja 
aromatičnosti JT aktivnih molekula, neophodno je uključiti i detaljnu analizu JT efekta. 
 
 
Analiza aromatičnosti izvedena duž svojstvenog puta distorzije omogućava predviđanja 
svojstava mnogih aromatičnih sistema, od malih organskih i neorganskih molekula, do 
fulerena i komplikovanih nano-struktura.  
Razvijen je model koji kombinuje ekscitonsku spregu i molekulske vibracije, odnosno 
proučavana je ekscitonska sprega iz JT perspektive. Ekscitonsko kuplovanje je 
analizirano na model sistemu – dimeru benzena i izvedena je validacija razvijenog 
modela. Svrha razvijenog modela jeste da se razumeju i predvide osobine spregnutih 
hromofora preko svojstava monomerne jedinice. Dakle, novi model omogućava 
proučavanje većih sistema od velike biološke i tehnološke važnosti. Ovakav pristup, u 
kombinaciji sa proračunima koji se zasnivaju na vremenski zavisnoj DFT metodi (TD-
DFT), omogućava predviđanja svojstava spregnutih hromofora sa velikom preciznošću. 
Rezultati ove teze ukazuju da kvantno hemijske teorijske metode, bazirane na Teoriji 
funkcionala gustine, pored eksperimentalnih tehnika, imaju bitnu ulogu pri analizi i 
dizajnu molekulskih sistema sa željenim svojstvima. Detaljna analiza osobina molekula 
koji podležu JT distorziji putem teorijskih metoda koji pouzdano opisuju, kako JT efekat, 
tako i posmatrane osobine molekulskih sistema, predstavlja put ka boljem razumevanju 
novih materijala. 
Ključne reči: Jahn-Teller-ov efekat, Aromatičnost, Ekscitonsko kuplovanje, 
Multideterminantna Teorija funkcionala gustine, Svojstveni put distorzije (IDP), 
Vibronski model za ekscitonsko kuplovanje 
Naučna oblast: Hemija 
Uža naučna oblast: Neorganska hemija 
UDK broj: 546  
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1. Introduction 
 
Language of chemistry is composed of a vast number of concepts that have become 
an integral part of what is considered to be a chemical intuition, enabling easy 
understanding of different chemical phenomena and rationalization of both, experimental 
and theoretical results. Usefulness of various chemical concepts goes even further, as their 
employment is frequently the first step towards a prediction of new properties, at least in 
a qualitative manner. From these reasons, it is evident why computational studies are 
often focused to seek origin, accurate determination of such concepts, and their precise 
definitions in quantum mechanical terms. The interconnection between molecular 
geometry and electronic structure is in the very center of theoretical chemistry. Quantum 
mechanical description of the changes in electronic structure due to distortions in 
molecular shape and vice versa is given in the form of the vibronic coupling theory.1, 2 
Probably, the most famous concept based on this theory is the Jahn−Teller (JT) effect.3 
The JT theorem states that degenerate electronic states of non-linear molecules are 
energetically unstable with respect to the nuclear displacements which lift the orbital 
degeneracy. In fact, the vibronic coupling, correlation between electronic states and 
vibrational motion of nuclei, describes all spontaneous symmetry breaking distortions,1 
attributed to the JT,3 Renner-Teller (RT)4 and pseudo JT (PJT) effects5. Thus, in general, 
the JT type distortions include proper JT distortions of molecules in a degenerate 
electronic state, PJT distortions in a non-degenerate electronic states, and RT distortions 
in linear systems.1 There are many cases in which the separation of electronic states and 
nuclear movement would lead to the lack of explanation of many physical and chemical 
phenomena, such as  ferroelectric phase transitions in perovskite crystals, colossal 
magneto-resistance in manganites,6 superconductivity in fullerides,7-10 molecular 
stereochemistry, reactivity, magnetic properties of molecules, structure and spectroscopy 
of impurity centers, conical intersections in photochemistry, and many other interesting 
phenomena11, 12. It should be emphasized that the JT effect has inspired very significant 
scientific discoveries, e.g. the concept of high-temperature superconductivity.13, 14 The 
significance of the JT effect is increasingly recognized, hence, quantifying the distortion 
and getting insight into the mechanism lies at the heart of modern investigations.  
2 
 
It is noteworthy to mention that, despite great effort has been made in the 
development of the different experimental techniques,1, 15 the experimental investigation 
of the JT effect still presents a very difficult task. On the other hand, rapid progress in 
computational science, combined with advances in a development of the electronic 
structure theory, made computational chemistry inevitable for studying the vibronic 
coupling, either as a partner to the experiment, or to provide an insight into the physical 
origin of the problem. From a broad palette of electronic structure methods, Density 
Functional Theory (DFT)16, 17 emerged into the mainstream of quantum chemical 
methods, mainly because it gives a good compromise between accuracy of the results and 
computational economy. However, the application of DFT for the vibronic coupling, and 
especially for the treatment of the degenerate electronic states, requires special caution. 
Therefore, special approaches, like multideterminantal-DFT (MD-DFT) are needed.18, 19 
In addition, the accuracy of DFT calculations, predominantly depends on the suitability 
of the approximations made for the exchange-correlation (XC) functional. The choice of 
XC functional to be used in practice depends primary on the chemical nature of the system 
and the problem under study. Unfortunately, since none of the present-day XC functional 
was constructed to deal with the vibronic coupling effects, the special attention should be 
paid in the study of the JT effect within the framework of DFT.  
The proper determination of the symmetry breaking distortions of molecules, as 
well as its influence on various properties, that are inherently related to the geometry, 
provides better understanding of various fundamental phenomena. The present thesis 
reports on the state-of-art in the field of the JT effect and the influence of the JT distortion 
on the various chemical properties. In particular, the objectives of this thesis are 
assessment of different density functional approximations for determination of the JT 
effect, as well as, addressing several, until now, not well understood phenomena related 
to the JT effect – the multimode JT effect, influence of the JT distortions on the 
aromaticity/antiaromaticity, and relationship between the symmetry breaking, JT type 
distortions and excitation energy transport.  
The multimode JT problem is related to the fact that molecular distortions are only 
in the ideal case described by the movements of nuclei along one normal mode. 
Nevertheless, in the realistic situations, there are several JT active modes, and it is not 
possible to known a priori the individual role of different normal modes in the observed 
3 
 
JT induced properties. Herein, application of the Intrinsic Distortion Path (IDP) model19-
22 is presented and it is shown that it is possible directly to separate the contributions of 
the different vibrations to the JT distortion and to determine the forces which drive the 
distortion. It is important to stress that in all cases investigated in this thesis, a general 
trend is observed in the involvement of different types of vibrations, regardless of the 
diversity of a system at the hand. 
Thorough study of the influence of the JT distortions on the aromaticity is presently 
of the utmost importance due to the increasing development of material chemistry, and 
substantial differences in aromatic/antiaromatic behavior of the JT active molecules. It 
should not be disregarded that the JT effect lies in the origin of the symmetry breaking 
processes, thus the proper picture of aromatic character of the JT active species cannot be 
made without including the JT distortion. Substantial differences in aromatic/antiaromatic 
behavior of the JT active molecules lead to the different reaction pathways, i.e. aromatic 
species are prone to high electrophilic aromatic substitutions, but show low reactivity in 
addition reactions, thus the analysis of vibonic coupling and aromaticity along the 
particular distortion path has shown to be essential. In order to not loose important, 
chemical features, the IDP model is employed for analysis of the JT distortion impact on 
the aromaticity. 
The influence of vibronic coupling on the energy transfer, a theory combining 
excitonic coupling theory and the JT theory by forming PJT type systems is developed 
and introduced in this thesis. The nature of the interaction between individual 
chromophores determines the efficiency of energy and charge transfer, essential chemical 
processes acting in biological and manmade artificial materials. The extent of excitonic 
coupling between chromophores, for example, controls light harvesting and energy 
transfer in natural and artificial photosynthesis. A detailed understanding of the physical 
effects determining the electronic properties of the model dimer, its excited states and the 
role of vibronic coupling is an essential prerequisite for the successful investigation of 
more complex systems. The new developed model predicts the properties of the dimer 
through the simple interpretation of the monomer characteristics and its intrinsic features. 
This will allow for the study of the properties of isolated molecules by looking for systems 
with improved excitation transfer properties. 
4 
 
The thesis is divided in an introductory part containing Chapters 2-5, results and 
discussion part containing Chapters 6-9, and general conclusion presented in Chapter 10. 
Chapters 2-5 describe the investigated concepts and techniques when studying JT effect 
and its influence on the properties of the chemical systems, vibronic coupling theory 
(Chapter 2), DFT (Chapter 3), aromaticity (Chapter 4) and excitonic coupling (Chapter 
5). Chapters 6-9 constitute the main part of the work and can be divided in four parts, 
where the MD-DFT procedure for the determination of the JT distortion in small aromatic 
organic radicals, anions and cations of corannulene and coronene, organometallic 
compound, metal and metaloid clusters and Werner type complexes with different XC 
functionals is given in Chapter 6, the treatment of the multimode JT problem in square-
planar arsenic and antimony anionic clusters, small, organic, aromatic, radicals and open-
shell corannulenes and coronenes by the means of MD-DFT and IDP is shown in Chapter 
7, the influence of the JT effect on the aromaticity of benzene cation and anion, 
cyclopentadienyl radical, cobaltocene, fullerene ions and square-planar arsenic and 
antimony clusters is given in Chapter 8 and the new model combining excitonic coupling 
theory and JT theory, as well as the results obtained for the benzene dimer can be found 
in Chapter 9.     
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2. Vibronic Coupling Theory 
 
Vibronic interaction, the correlation existing between the movement of electrons 
and nuclei, represents a very complicated problem in molecular and solid state physics 
and chemistry. Many issues can be easily solved by the decoupling of electronic and 
nuclear wavefunction using the adiabatic approximation.23  
The basis of the vibronic coupling theory is strictly connected to the solution of the 
non-relativistic time independent many-body Schrödinger equation:  
 
?̂?𝛹({?⃗? 𝛼}, {𝑟 𝑖, 𝜎 𝑖}) = 𝐸𝛹({?⃗? 𝛼}, {𝑟 𝑖, 𝜎 𝑖})  
Eq. 2.1. 
where the many-body wavefunction Ψ is a function of all the spatial coordinates of nuclei, 
?⃗? 𝛼, (α = 1, …, M) and spatial and spin coordinates of electrons, 𝑟 𝑖, 𝜎 𝑖, (i = 1, …, N) for a 
system containing M nuclei and N electrons. The Hamiltonian (?̂?), a sum of all possible 
interactions between electrons and nuclei, can be written as  
 
?̂? = ?̂?𝑅(?⃗? ) + ?̂?𝑟(𝑟 ) + ?̂?(𝑟 , ?⃗? ) 
Eq. 2.2. 
?̂?𝑅 is the kinetic energy of the nuclei that depends only on the nuclear coordinates, ?⃗? , ?̂?𝑟 
represents the part of the Hamiltonian that depends only on the electronic coordinates, 𝑟 . 
For the sake of simplicity, the particular coordinate dependence of the first and second 
term in the total Hamiltonian will not be explicitly shown since it is given using indexes. 
?̂?(𝑟 , ?⃗? ) takes into account the nuclei-nuclei and nuclei-electron interaction. 
 
?̂?𝑅 = ∑
−∇
?⃗? 𝛼
2
2𝑀𝛼
𝑀
𝛼=1
 
Eq. 2.3. 
?̂?𝑟 =∑(
−∇𝑟 𝑖
2
2
+
1
2
∑
1
|𝑟 𝑖 − 𝑟 𝑗|
𝑁
𝑗=1
)
𝑁
𝑖=1
 
Eq. 2.4.  
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?̂?(𝑟 , ?⃗? ) =
1
2
∑∑
𝑍𝛼𝑍𝛽
|?⃗? 𝛼 − ?⃗? 𝛽|
𝑁
𝑖=1
𝑀
𝛼=1
−
1
2
∑∑
𝑍𝛼
|𝑟 𝑖 − ?⃗? 𝛼|
𝑀
𝛼=1
𝑁
𝑖=1
 
Eq. 2.5. 
where ?⃗? 𝛼 are the positions of the M nuclei, 𝑟 𝑖 the positions of the N electrons, and 𝑍𝛼 and 
𝑀𝛼 the corresponding nuclear charges and masses, respectively.  
2.1. Adiabatic Approximation 
It is a dream of researchers to find the reasonable solutions of Schrödinger equation. 
Since a large number of variables are involved in the Schrödinger equation, and even 
electronic and nuclear variables are coupled in the equation, solving it represents a very 
complex and demanding task. The first step in solving it is to take into account various 
approximations, among which the most important one is obtained by decoupling the 
dynamics of the electrons and the nuclei, known as Born-Oppenheimer approximation.24 
The essence of the approximation lies on the fact that the nuclei are much heavier than 
the electrons. In most cases the timescale of the response of the electrons is a few orders 
of magnitude faster than that of the nuclei, which allows the dynamics of the electrons 
and nuclei to be decoupled, and thus nuclei can be treated as classical particles and can 
be considered as static with respect to quantum particle electrons. Since the wavefunction 
depends on one spin and three spatial coordinates for every electron assuming fixed 
nuclear positions, finding the solution of the Schrödinger equation is still complicated.  
2.1.1. Crude Adiabatic Approximation 
The total Hamiltonian (Eq. 2.2.) can be rewritten: 
?̂? = ?̂?𝑅 + ?̂?𝑟 + ?̂?(𝑟 , ?⃗? 0) + ?̂?
′(𝑟 , ?⃗? ) 
Eq. 2.1.1.1. 
where, 
?̂?′(𝑟 , ?⃗? ) = ?̂?(𝑟 , ?⃗? ) − ?̂?(𝑟 , ?⃗? 0) 
Eq. 2.1.1.2. 
is the vibronic Hamiltonian, and ?⃗? 0 is fixed nuclear geometry. 
In order to solve the complete Schrödinger equation, the trial solution is used: 
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𝛹(𝑟 , ?⃗? ) =∑𝜒𝑚
𝑚
(?⃗? )𝜑𝑚(𝑟 ) 
Eq. 2.1.1.3. 
The exact solution to the problem, without losing any information, can only be found 
when m→∞ (an infinite basis) which is obviously impossible to perform in practice.  
Substituting the total wavefunction from Eq. 2.1.1.3. into the total Hamiltonian (Eq. 2.2.), 
after some simple transformations, leads to the set of coupled equations: 
(?̂?𝑅 + 𝐸𝑚(𝑅0) + ?̂?𝑚𝑚
′ )𝜒𝑚(?⃗? ) + ∑ ?̂?𝑘𝑚
′
𝑘≠𝑚
𝜒𝑘(?⃗? ) = 𝐸𝜒𝑚(?⃗? ) 
Eq. 2.1.1.4. 
The previous equation defines the nuclear movement where the diabatic (first term in the 
left hand expression) and vibronic (second term in the left hand expression) terms play 
the role of potential energy terms. The vibronic matrix represents the potential that static 
nuclei observe from their interaction with the electrons and the diabatic matrix is the delay 
in the electronic wavefunction to adapt to moving nuclei. In the Crude Adiabatic (CA) 
approximation,23, 24 the off-diagonal elements of ?̂?′, the second term in the left hand 
expression of Eq. 2.1.1.4., are neglected. In order to evaluate the total Hamiltonian, the 
total wavefunction can be expressed as, 
𝛹(𝑟 , ?⃗? ) ≈ 𝛹𝐶𝐴(𝑟 , ?⃗? ) = 𝜒(?⃗? )𝜑(𝑟 ) 
Eq. 2.1.1.5. 
Obviously, the problem is reduced to a simple equation, providing the nuclear 
wavefunction for the different electronic states m,  
(?̂?𝑅 + 𝐸𝑚
′ (𝑅))𝜒𝑚(?⃗? ) = 𝐸𝜒𝑚(?⃗? ) 
Eq. 2.1.1.6. 
where 𝐸𝑚
′ (𝑅) = 𝐸𝑚(𝑅0) + 〈𝜑𝑚(𝑟 )|?̂?𝑚𝑚
′ |𝜑𝑚(𝑟 )〉 is the electronic potential in which the 
nuclei move.  
The CA approximation leads to the very crude vibronic matrix, and the calculated energy 
surface, 𝐸𝑚
′ , is far from describing those of a real molecule.  
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2.1.2. Born-Oppenheimer Approximation 
In the Born-Oppenheimer (BO) approximation, the total wavefunction is expressed 
as following,  
𝛹(𝑟 , ?⃗? ) =∑𝜒𝑚
𝑚
(?⃗? )𝜑𝑚(𝑟 , ?⃗? ) 
Eq. 2.1.2.1. 
where 𝜒𝑚(?⃗? ) represent the nuclear functions, and 𝜑𝑚(𝑟 , ?⃗? ) are the electronic functions. 
The electronic wavefunction can be obtained solving the Schrödinger equation,  
 
(?̂?𝑟 + ?̂?(𝑟 , ?⃗? ))𝜑𝑚(𝑟 , ?⃗? ) = ?̂?𝑒𝜑𝑚(𝑟 , ?⃗? ) = 𝐸𝑚(?⃗? )𝜑𝑚(𝑟 , ?⃗? ) 
Eq. 2.1.2.2. 
The problem to solve is: 
  
(?̂?𝑅 + ?̂?𝑒)∑𝜑𝑚(𝑟 , ?⃗? )𝜒𝑚(?⃗? )
𝑚
= 𝐸∑𝜑𝑚(𝑟 , ?⃗? )𝜒𝑚(?⃗? )
𝑚
 
Eq. 2.1.2.3. 
Applying the kinetic energy operator, ?̂?𝑅, to one of the terms of the total wavefunction 
from Eq. 2.1.2.1., the following is obtained, 
 
?̂?𝑅𝜑𝑚(𝑟 , ?⃗? )𝜒𝑚(?⃗? ) = −
ℏ2
2𝑀
(
𝜕
𝜕𝑅
)
2
𝜑𝑚(𝑟 , ?⃗? )𝜒𝑚(?⃗? )
= −
ℏ2
2𝑀
(
𝜕2𝜑𝑚
𝜕𝑅2
𝜒𝑚 + 2
𝜕𝜑𝑚
𝜕𝑅
𝜕𝜒𝑚
𝜕𝑅
+ 𝜑
𝜕2𝜒𝑚
𝜕𝑅2
) 
Eq. 2.1.2.4. 
Since the nuclear mass is at least 1840 times that of the electron, the nuclear speed is 
much smaller. Accordingly, electrons adjust their positions to the nuclear arrangement 
almost immediately. In other words, the electronic wavefunction does not depend on the 
nuclear momentum, and the first and second terms in Eq. 2.1.2.4., called the non-adiabatic 
operators, can be neglected. The total wavefunction is reduced to only one term, as 
following, 
𝛹(𝑟 , ?⃗? ) ≈ 𝛹𝐵𝑂(𝑟 , ?⃗? ) = 𝜒(?⃗? )𝜑(𝑟 , ?⃗? ) 
Eq. 2.1.2.5. 
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Introducing the BO wavefunction into the total Hamiltonian results in, 
(?̂?𝑅 + ?̂?𝑒)𝜑(𝑟 , ?⃗? )𝜒(?⃗? ) = 𝜑(𝑟 , ?⃗? )
ℏ2
2𝑀
𝜕2𝜒(?⃗? )
𝜕𝑅2
+ ?̂?𝑒𝜑(𝑟 , ?⃗? )𝜒(?⃗? ) = 𝐸𝜑(𝑟 , ?⃗? )𝜒(?⃗? ) 
  Eq. 2.1.2.6. 
Multiplying both sides of the previous equation by 𝜑∗, and integrating with respect to 𝑟 , 
leads to: 
?̂?𝑒(?⃗? )𝜑(𝑟 , ?⃗? ) = 𝐸𝑒(?⃗? )𝜑(𝑟 , ?⃗? ) 
Eq. 2.1.2.7. 
?̂?𝑁𝜒(?⃗? ) = 𝐸𝜒(?⃗? ) 
Eq. 2.1.2.8. 
with,  
?̂?𝑒 = ?̂?𝑟 + ?̂?(𝑟 , ?⃗? ) 
Eq. 2.1.2.9. 
?̂?𝑁 = ?̂?𝑅 + 𝐸𝑒(?⃗? ) 
Eq. 2.1.2.10. 
where 𝐸𝑒(?⃗? ) is usually called the Adiabatic Potential Energy Surface (APES) and plays 
the role of a potential in the nuclear equation.  
2.2. Vibronic Coupling Constants 
In order to discuss the APES, it is customary to set a frozen reference geometry, 
?⃗? 𝐻𝑆. This nuclear configuration of an N-atomic molecule typically belongs to a high 
symmetry (HS) point group, GHS, especially when talking about the JT and PJT effects. 
The full Hamiltonian is divided in the reference part, ?̂?𝐻𝑆, and the vibronic contribution, 
?̂?:  
?̂? = ?̂?𝐻𝑆 + ?̂? 
Eq. 2.2.1. 
?̂?𝐻𝑆 is valid for the ?⃗? 𝐻𝑆 configuration, and ?̂? describes changes occurring with the 
distortion. The vibronic coupling models are all based on a perturbative approach to the 
Eq. 2.2.1: 
10 
 
?̂? = ?̂?𝐻𝑆 + ∑ (
𝜕?̂?
𝜕?⃗? 𝐻𝑆𝑘
)
𝐻𝑆
?⃗? 𝐻𝑆𝑘
3𝑁−6
𝑘=1
+
1
2
∑ (
𝜕2?̂?
𝜕?⃗? 𝐻𝑆𝑘𝜕?⃗? 𝐻𝑆𝑙
)
𝐻𝑆
?⃗? 𝐻𝑆𝑘
3𝑁−6
𝑘,𝑙=1
?⃗? 𝐻𝑆𝑙 +⋯ 
Eq. 2.2.2. 
Vibronic coupling operator is expressed as a Taylor expansion along the normal 
coordinates, ?⃗? 𝐻𝑆𝑘:
i 
Considering that the ground state eigenfunction of ?̂?𝐻𝑆 with energy, 𝐸0, is f-fold 
degenerate, 𝛹𝑖
𝐻𝑆,0 = |Γ𝐻𝑆
𝑒𝑙𝑒𝑐𝑡𝑚𝑖⟩, where Γ𝐻𝑆
𝑒𝑙𝑒𝑐𝑡 represents the irreducible representation 
(irrep) of the ground state and 𝑚𝑖 is the component, i=1,…,f. According to the second 
order perturbation theory, the matrix elements, 𝐻𝑖𝑗,  for the wavefunctions, 𝛹𝑖
𝐻𝑆,0
, are 
given by the equation: 
𝐻𝑖𝑗 = 𝐸
0𝛿𝑖𝑗 + ∑⟨𝛹𝑖
𝐻𝑆,0|?̂?|𝛹𝑗
𝐻𝑆,0⟩
𝑓
𝑖,𝑗=1
+∑∑
|⟨𝛹𝑖
𝐻𝑆,0|?̂?|𝛹𝑖
𝐻𝑆,𝑝⟩|
2
𝐸0 − 𝐸𝑝
𝑝≠0
𝑓
𝑖=1
+⋯ 
Eq. 2.2.3. 
where 0 denotes the ground state, and p excited states.  
For the purpose of calculating the APES around ?⃗? 𝐻𝑆 (or in general around any point ?⃗? 𝑋), 
the following secular equation has to be solved: 
||
𝐻11 − 𝐸 𝐻12
𝐻21 𝐻22 − 𝐸
⋯     𝐻1𝑓
⋯     𝐻2𝑓
⋮        ⋮
𝐻𝑓1         𝐻𝑓2
    ⋮ ⋮
    ⋯ 𝐻𝑓𝑓 − 𝐸
|| = 0 
Eq. 2.2.4. 
Keeping the terms up to second order in ?⃗? 𝐻𝑆𝑘, Eq. 2.2.3. reads: 
                                                          
i The N-atomic molecule has 3N-6 normal coordinates (3N-5 for the linear molecules) which can be 
classified according to the corresponding irreps, Γ𝐻𝑆𝑘
𝑣𝑖𝑏 , of the point group GHS. In order to differentiate the 
symmetry of electronic states and vibrations, superscripts are added, e.g. Γ𝑒𝑙𝑒𝑐𝑡  and Γ𝑣𝑖𝑏. 
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𝐻𝑖𝑗 = 𝐸
0𝛿𝑖𝑗 + ∑ ∑ ⟨𝛹𝑖
𝐻𝑆,0 |(
𝜕?̂?
𝜕?⃗? 𝐻𝑆𝑘
)
𝐻𝑆
| 𝛹𝑗
𝐻𝑆,0⟩ ?⃗? 𝐻𝑆𝑘
𝑓
𝑖,𝑗=1
3𝑁−6
𝑘=1
+
1
2
∑ ∑⟨𝛹𝑖
𝐻𝑆,0 |(
𝜕2?̂?
𝜕?⃗? 2𝐻𝑆𝑘
)
𝐻𝑆
| 𝛹𝑖
𝐻𝑆,0⟩ ?⃗? 2𝐻𝑆𝑘
𝑓
𝑖=1
3𝑁−6
𝑘=1
+
1
2
∑ ∑ ⟨𝛹𝑖
𝐻𝑆,0 |(
𝜕2?̂?
𝜕?⃗? 𝐻𝑆𝑘𝜕?⃗? 𝐻𝑆𝑙
)
𝐻𝑆
|𝛹𝑗
𝐻𝑆,0⟩ ?⃗? 𝐻𝑆𝑘?⃗? 𝐻𝑆𝑙
𝑓
𝑖,𝑗=1
3𝑁−6
𝑘,𝑙=1
𝑘≠𝑙
+ ∑ ∑∑
|𝛹𝑖
𝐻𝑆,0 |(
𝜕?̂?
𝜕?⃗? 𝐻𝑆𝑘
)
𝐻𝑆
| 𝛹𝐻𝑆,𝑝⟩|
2
𝐸0 − 𝐸𝑝
𝑝≠0
𝑓
𝑖=1
3𝑁−6
𝑘=1
?⃗? 2𝐻𝑆𝑘 
Eq. 2.2.5. 
The matrix elements in Eq. 2.2.5. are the vibronic coupling constants. Obviously, the 
vibronic coupling constants define the APES. Furthermore, some of them have clear 
physical meaning, as it will be explained bellow. 
 If we rewrite Eq. 2.2.5., the following is obtained: 
 
𝐻𝑖𝑗 = 𝐸
0𝛿𝑖𝑗 + ∑ ∑ 𝐹𝑖𝑗
𝑘?⃗? 𝐻𝑆𝑘
𝑓
𝑖,𝑗=1
3𝑁−6
𝑘=1
+
1
2
∑ ∑𝐺𝑖𝑖
𝑘𝑘?⃗? 2𝐻𝑆𝑘
𝑓
𝑖=1
3𝑁−6
𝑘=1
+
1
2
∑ ∑ 𝐺𝑖𝑗
𝑘𝑙
𝑓
𝑖,𝑗=1
3𝑁−6
𝑘,𝑙=1
𝑘≠𝑙
?⃗? 𝐻𝑆𝑘?⃗? 𝐻𝑆𝑙
+
1
2
∑ ∑∑𝐾𝑣
𝑝≠0
𝑓
𝑖=1
3𝑁−6
𝑘=1
?⃗? 2𝐻𝑆𝑘 
Eq. 2.2.6. 
𝐹𝑖𝑗
𝑘 are the linear vibronic coupling constants, which reflect the force that the electrons of 
the state i create over the nuclei when they move following the normal coordinate ?⃗? 𝐻𝑆𝑘, 
see Subsection 2.2.1. for detailed discussion. 𝐺𝑖𝑖
𝑘𝑘= 𝐾0 is the harmonic force constant, see 
Subsection 2.2.2. for detailed discussion. 𝐺𝑖𝑗
𝑘𝑙 are called the quadratic vibronic coupling 
constants, which usually influence the shape of the APES in the JT active nonlinear 
molecules, producing the warping of the Mexican hat. Quadratic instability may take 
place in nonlinear molecules when linear vibronic constants are negligible.1 For linear 
molecules, the linear vibronic constants are always zero because the non-totally 
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symmetric normal modes are odd and the degenerate states are even. However, the 
quadratic terms differ from zero, and this may lead to the instability of the linear 
configurations in the case of sufficiently strong coupling, referred to the RT effect.4  𝐾𝑣 
is the vibronic force constant, which depict the linear PJT coupling of the ground state 
with excited states, see Subsection 2.2.2. 
Eq. 2.2.5. can be reduced by the symmetry rules, which allow identifying the non-zero 
vibronic coupling constants. The Hamiltonian is invariant under all symmetry operations 
in the corresponding point group. Hence, the operator 𝜕?̂?/ 𝜕?⃗? 𝐻𝑆𝑘 transforms according 
to the irrep Γ𝐻𝑆𝑘
𝑣𝑖𝑏  of the normal coordinate ?⃗? 𝐻𝑆𝑘. Similarly, the operator 𝜕
2?̂?/ 𝜕?⃗? 𝐻𝑆𝑘𝜕?⃗? 𝐻𝑆𝑙 
is a basis for the reducible representation obtained by the direct product Γ𝐻𝑆𝑘
𝑣𝑖𝑏 ⊗Γ𝐻𝑆𝑘
𝑣𝑖𝑏 ⊂
Γ𝑟. The matrix elements in Eq. 2.2.5. are only different from zero for: 
 
Γ𝐻𝑆
𝑒𝑙𝑒𝑐𝑡⊗Γ𝐻𝑆
𝑒𝑙𝑒𝑐𝑡⊗Γ𝐻𝑆𝑘
𝑣𝑖𝑏 ⊂ 𝐴1 
Eq. 2.2.7. 
or in the case of the quadratic vibronic coupling constants for: 
 
Γ𝐻𝑆𝑘
𝑣𝑖𝑏 ⊗Γ𝐻𝑆𝑙
𝑣𝑖𝑏⊗Γ𝐻𝑆
𝑒𝑙𝑒𝑐𝑡⊗Γ𝐻𝑆
𝑒𝑙𝑒𝑐𝑡 ⊂ 𝐴1 
Eq. 2.2.8. 
2.2.1. The Slope of the Adiabatic Potential Energy Surface 
The slope of the APES is defined as a derivative of energy over Cartesian 
coordinates. According to the Hellmann-Feynman theorem,25, 26 the derivative of the total 
energy with respect to a parameter, λ, is related to the expectation value of the derivative 
of the Hamiltonian with respect to λ: 
𝜕𝐸
𝜕𝜆
= 〈𝛹 |
𝜕?̂?
𝜕𝜆
|𝛹〉 
Eq. 2.2.1.1. 
The force can be expressed in the direction of the normal coordinate, ?⃗? : 
 
𝐹 = −
𝜕𝐸
𝜕?⃗? 
= −(
𝜕𝑇
𝜕?⃗? 
+
𝜕𝑉𝑒𝑛
𝜕?⃗? 
+
𝜕𝑉𝑒𝑒
𝜕?⃗? 
+
𝜕𝑉𝑛𝑛
𝜕?⃗? 
) 
Eq. 2.2.1.2. 
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Although the perturbational theory was not invoked, the integral in Eq. 2.2.1.2. is identical 
to the linear vibronic coupling constants defined in Eq. 2.2.5., and hence the force 
approach is alternative to the perturbational formulation.27, 28 The origin of the JT effect 
is a non-null symmetry-breaking force appearing in every nonlinear system in a 
degenerate electronic state.  
The potential energy operator contains three parts: nuclear-nuclear Coulomb repulsion 
(?̂?𝑛𝑛), electron-nuclear interactions (?̂?𝑒𝑛), and electron-electron repulsion (?̂?𝑒𝑒). Since ?̂?𝑒𝑒 
does not depend on the ?⃗? , 𝜕?̂?𝑒𝑒/ 𝜕?⃗? = 0, and ?̂?𝑛𝑛 is not a function of the electronic 
coordinate. As the wavefunctions are orthonormal, linear vibronic coupling constant is: 
 
𝐹 = −
𝜕𝐸
𝜕?⃗? 
= − 〈𝛹 |
𝜕?̂?
𝜕?⃗? 
|𝛹〉 = −(〈𝛹 |
𝜕?̂?𝑒𝑛
𝜕?⃗? 
|𝛹〉 +
𝜕𝑉𝑛𝑛
𝜕?⃗? 
)
= −(∫𝜌 (𝑟 )
𝜕𝑉𝑒𝑛(𝑟 , ?⃗? )
𝜕?⃗? 
𝑑𝑟 +
𝜕𝑉𝑛𝑛
𝜕?⃗? 
) 
Eq. 2.2.1.3. 
For any ?⃗?  that is not totally symmetric, 𝜕?̂?𝑛𝑛/ 𝜕?⃗?  = 0. Therefore, ?̂?𝑛𝑛 contributes to the 
slope of APES only for totally symmetric distortions. If the ground state is non-
degenerate, 〈𝛹 |
𝜕𝑉𝑒𝑛
𝜕?⃗? 
| 𝛹〉 ≠ 0, again only if ?⃗?  is totally symmetric. Consequently, for any 
stationary point on the APES, the point group does not change along any reaction path12.  
If the ground state is degenerate, representing the particular scenario of the JT effect, for 
the slope to differentiate from zero, ?⃗?  might be a basis for a non-totally symmetric 
representation. Although in such case, 𝜕?̂?𝑛𝑛/ 𝜕?⃗?  = 0, second integral in the Eq. 2.2.1.3., 
〈𝛹 |
𝜕𝑉𝑒𝑛
𝜕?⃗? 
| 𝛹〉 ≠ 0. If non-totally symmetric ?⃗?  belongs to one of the irreps which is a 
component of the direct product Γ𝐻𝑆
𝑒𝑙𝑒𝑐𝑡⊗Γ𝐻𝑆
𝑒𝑙𝑒𝑐𝑡, these normal coordinates are JT active. 
The spontaneous distortion along the JT active coordinates leads to a descent in symmetry 
and removes the degeneracy of the ground state. Moreover, the energy will be lowered if 
the system is distorted in that direction.  Using the group theory considerations, it is 
possible to know when the linear coupling constants are non-zero.  
Jahn and Teller3 studied all degenerate states for the all symmetry point groups and 
showed that for any molecular system with orbital degeneracy, there is at least one non-
14 
 
totally symmetric normal coordinate for which 〈𝛹 |
𝜕𝑉𝑒𝑛
𝜕?⃗? 
| 𝛹〉 ≠ 0, except in linear systems. 
This, was latter expressed in the well-known JT theorem3: 
 
"Any nonlinear system which is in a degenerate state will couple to a non-symmetrical 
vibration that will reduce the energy of the molecule" 
 
The JT problems are classified according to the irreps of the electronic states and normal 
modes that are coupled, Γ⊗ 𝛾.1 Since the slope of the APES at the HS point differs from 
zero, this highly symmetric configuration is not a stationary point.  
When the symmetry is lowered, the wavefunction is no longer degenerate, and the linear 
vibronic coupling constants will be zero unless the normal coordinate  ?⃗?  becomes totally 
symmetric in the new point group. The lower symmetry (LS) point group of the minimum, 
GLS, can be easily predicted from the correlation tables for the symmetry descent. In other 
words, the point group of lower symmetry configuration is the one in which the normal 
mode becomes totally symmetric. If there are several possibilities for a descent in 
symmetry, GLS is the highest one with removed degeneracy according to the epikernel 
principle.1, 29, 30 
The reason why the JT effect is usually considered to have a purely electrostatic origin 
can be found with deeper inspection of the Eq. 2.2.1.3. As already stated above, for the 
HS configuration in a JT problem, the first term in the Eq. 2.2.1.3. is the linear vibronic 
coupling constant, while the second is null due to the symmetry considerations. However, 
it must be taken into account that the expectation values of all operators included in Eq. 
2.2.1.2. change during a geometry change: 
𝜕𝑉𝑒𝑒
𝜕?⃗? 
= 〈
𝛹
𝜕?⃗? 
|?̂?𝑒𝑒|𝛹〉 + 〈𝛹|?̂?𝑒𝑒|
𝛹
𝜕?⃗? 
〉 
Eq. 2.2.1.4. 
𝜕𝑇
𝜕?⃗? 
= 〈
𝛹
𝜕?⃗? 
|?̂?|𝛹〉 + 〈𝛹|?̂?|
𝛹
𝜕?⃗? 
〉 
Eq. 2.2.1.5. 
and the Hellman-Feymann theorem only shows that the force for a particular geometry 
exclusively depends on the electron-nuclei interaction and electron density for that point, 
Eq. 2.2.1.3. After an infinitesimal distortion has taken place in the system due to this 
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force, the electron density is also changed (as expressed through the PJT effect1), and all 
terms in Eq. 2.2.1.2. start contributing to the changes in energy, as seen trivially, for 
example when writing the energy functional in DFT. Thus, and as stressed previously in 
the literature,31 when discussing the variations of geometry of a particular system one 
should not consider that the forces are merely electrostatic. In the multimode JT problem 
different distortion modes play different roles with respect to the terms in Eq. 2.2.1.2., as 
it will be shown in Chapter 7, Section 7.2. for the case of small, organic radicals. In 
particular, it can be found that some modes stabilize the molecule very strongly through 
the electron-nuclear interactions, while others play more subtle roles allowing the 
relaxation of electron-electron and kinetic energy terms through changes in the electron 
density.  
2.2.2. The Curvature of the Adiabatic Potential Energy Surface 
The presentation of the APES curvature, or force constant, 𝐾𝑘 = 𝐾0 + 𝐾𝑣, in the 
direction ?⃗? 𝐻𝑆𝑘 at ?⃗? 𝐻𝑆, is given by the following equation: 
𝐾 =
1
2
𝜕2𝐸
𝜕?⃗? 2𝑘
=
1
2
𝜕
𝜕?⃗? 𝑘
〈𝛹 |
𝜕?̂?
𝜕?⃗? 𝑘
|𝛹〉 = 〈𝛹 |
𝜕2?̂?
𝜕?⃗? 2𝑘
|𝛹〉 + 〈
𝜕𝛹
𝜕?⃗? 𝑘
|
𝜕?̂?
𝜕?⃗? 𝑘
|𝛹〉 + 〈𝛹 |
𝜕?̂?
𝜕?⃗? 𝑘
|
𝜕𝛹
𝜕?⃗? 𝑘
〉 
Eq. 2.2.2.1. 
where 
𝜕𝛹
𝜕?⃗? 𝑘
 is the first order correction to the wavefunction in perturbational theory: 
𝜕𝛹
𝜕?⃗? 𝑘
= 𝛹 +∑
〈𝛹 |
𝜕?̂?
𝜕?⃗? 𝑘
|𝛹𝑝〉
𝐸0 − 𝐸𝑝
𝑝
𝛹 
Eq. 2.2.2.2. 
𝐾0 and 𝐾𝑣 are given by the following Eqs.: 
𝐺𝑖𝑖
𝑘𝑘 = 𝐾0 = ⟨𝛹𝑖
𝐻𝑆,0 |(
𝜕2?̂?
𝜕?⃗? 2𝐻𝑆𝑘
)
𝐻𝑆
|𝛹𝑖
𝐻𝑆,0⟩ 
Eq. 2.2.2.3. 
𝐾𝑣 = 2
|𝛹𝑖
𝐻𝑆,0 |(
𝜕?̂?
𝜕?⃗? 𝐻𝑆𝑘
)
𝐻𝑆
|𝛹𝐻𝑆,𝑝⟩|
2
𝐸0 − 𝐸𝑝
 
Eq. 2.2.2.4. 
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𝐾0, which is always different from zero and positive as the 𝜕
2?̂?/ 𝜕?⃗? 2𝐻𝑆𝑘 is totally 
symmetric, tends to bring the system back to the more symmetrical situation.1 If the 
vibronic coupling is ignored, the HS configuration would be the most stable configuration 
of the system.  
𝐾𝑣 is always negative, due to the nominator 𝐸
0 − 𝐸𝑝. Since there are always some 
excited states of the same irrep as the ground state, 𝐾𝑣 is different from zero and thus, 
shows that the vibronic terms favor instability. Taking into account that 𝐾0 > 0, the only 
possibility for the appearance of a spontaneous instability that breaks the symmetry of a 
system is 𝐾0 < |𝐾𝑣|. This situation refers to the PJT effect. The importance of the PJT 
effect should not be underestimated. Its most common application is the explanation of 
the shape of molecules1, 32 and solids,1, 33 including linear systems where it has been 
shown to be stronger than the RT effect.32 The observation of symmetry-forbidden 
transitions due to vibronic coupling34 or the barrier controlling tunneling in JT systems 
are directly or strongly influenced by the PJT effect.35 It is also used to explain transition 
states in reactions,12 and has given rise to the discovery of new materials like the vibronic 
spin-crossover systems.36 
The difference between JT and PJT effects resides in their physical meaning. 
While the JT effect describes the forces that electrons produce when the system displays 
a degenerate state (Subsection 2.2.1.), the PJT describes the energetics associated with 
the change in the distribution of electrons.37 
2.3. Relevant Theory of the 𝑬⊗ (𝒃𝟏 + 𝒃𝟐) Jahn-Teller Problem. Case 
Study: Square-planar Molecules 
In pursuance of an explanation on how the vibronic coupling theory can be applied 
for qualitative analysis, the particular scenario, i.e. 𝐸 ⊗ (𝑏1 + 𝑏2) JT problem, will be 
shown in detail. 
The square-planar As4
− and Sb4
−, have 2Eg ground state in D4h point group, and six 
normal modes that are classified into A1g, B1g, B2g, B2u and Eu irreps. The symmetric 
product of the Eg electronic state transforms as A1g+B1g+B2g. These three vibrations in 
square-planar structures are depicted on Figure 2.3.1., using the vibrational energy 
distribution representation.38 
17 
 
 
Figure 2.3.1. Vibrational energy distribution representation of the A1g, B1g and B2g normal modes. 
The different colors indicate the direction of the displacement vector; the volume of the spheres 
is proportional to the contribution made by the individual nuclei to the energy of the vibrational 
mode. 
Vibrations that belong to both B1g and B2g irreps in D4h point group will distort square-
planar structure to a structure with D2h symmetry, however b1g will lead to rhombus and 
b2g to rectangular structure, Figure 2.3.2. 
 
Figure 2.3.2. JT distortion of the square-planar As4
− and Sb4
−. 
Totally symmetric coordinate does not distort the symmetry, however, in principle, needs 
to be taken into account since its vibronic coupling constant is not zero by symmetry. The 
JT E⊗(a1+b1+b2) problem in As4
− and Sb4
− is one of the simplest examples of the 
multimode problem. Taking into account coupling coefficients for D4h point group (Table 
2.3.1.), and labelling two wavefunctions of the Eg term transforming as x
2-y2 and xy, as 
B2g and B3g, respectively, according to the irreps in D2h point group in which the Eg state 
will split (Figure 2.2.), the vibronic coupling matrix W, takes the form: 
 
𝑊 = |
𝐹𝑏1𝑔𝑄𝑏1𝑔 + 𝐹𝑎1𝑔𝑄𝑎1𝑔 𝐹𝑏2𝑔𝑄𝑏2𝑔
𝐹𝑏2𝑔𝑄𝑏2𝑔 −𝐹𝑏1𝑔𝑄𝑏1𝑔 + 𝐹𝑎1𝑔𝑄𝑎1𝑔
| 
Eq. 2.3.1. 
where three vibronic coupling constants have been introduced: 
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𝐹𝑏1𝑔 = 〈𝜓𝐵2𝑔 |
𝜕?̂?
𝜕𝑄𝑏1𝑔
| 𝜓𝐵2𝑔〉 = − 〈𝜓𝐵3𝑔 |
𝜕?̂?
𝜕𝑄𝑏1𝑔
| 𝜓𝐵3𝑔〉 
Eq. 2.3.2. 
𝐹𝑏2𝑔 = 〈𝜓𝐵2𝑔 |
𝜕?̂?
𝜕𝑄𝑏2𝑔
| 𝜓𝐵3𝑔〉 = 〈𝜓𝐵3𝑔 |
𝜕?̂?
𝜕𝑄𝑏2𝑔
| 𝜓𝐵2𝑔〉 
Eq. 2.3.3. 
𝐹𝑎1𝑔 = 〈𝜓𝐵2𝑔 |
𝜕?̂?
𝜕𝑄𝑎1𝑔
| 𝜓𝐵2𝑔〉 = 〈𝜓𝐵3𝑔 |
𝜕?̂?
𝜕𝑄𝑎1𝑔
| 𝜓𝐵3𝑔〉 
Eq. 2.3.4. 
JT parameters, JT radius, RJT, and JT stabilization energy, EJT, the energy difference 
between minimum energy conformation and the energy at the degeneracy point, Figure 
2.3.3., of each vibration are given by: 
𝑅𝐽𝑇𝑖 =
𝐹𝑖
𝐾𝑖
 
Eq. 2.3.5. 
𝐸𝐽𝑇𝑖 =
𝐹𝑖
2
2𝐾𝑖
 
Eq. 2.3.6. 
 
Table 2.3.1. Coupling coefficients for D4h point group. 
Vibration 
El. state Eg⊗Eg 
component B2gB2g B2gB3g B3gB2g B3gB3g 
b1g 
 
1
√2
⁄  0 0 −1
√2
⁄  
b2g 0 1
√2
⁄  1
√2
⁄  0 
a1g 1
√2
⁄  0 0 1
√2
⁄  
APES has two kinds of stationary points which feature rhombic and rectangular 
distortions. Neglecting possible second-order interaction with the a1g vibration,
1, 39 as 
shown by ab initio results to be a correct assumption for the As4
− and Sb4
−, one of those 
stationary points will be minimum structure and the other saddle point, depending on the 
values of EJT , or vibronic coupling constants of b1g and b2g modes. The vibronic coupling 
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constants, Fi, and force constants of JT active vibrations, Ki completely define the 
potential energy surface. 
Figure 2.3.3. 3D APES of Sb4
− in the space of JT active b1g and b2g normal modes; vibronic 
coupling parameters are taken from LDA Intrinsic Distortion Path (IDP) model and numerical 
values will be given in Chapter 7, Section 7.1.; HS have square, minima (min) rectangular and 
transition states (TS) rhombic geometries. 
2.4. Relevant theory of the 𝑬⊗ 𝒆 Jahn-Teller Problem. Case Study: 
Octahedral Molecules 
Another characteristic situation in which the perturbational approach to the 
vibronic coupling plays an essential role is 𝐸 ⊗ 𝑒 JT problem, which can be explained 
without difficulty using an octahedral hexaflurocuprat(II) ion.  
The ground electronic state of the hexaflurocuprat(II) ion, in the Oh point group, is 
2Eg. According to the group theory consideration, 𝐸 ⊗ 𝐸 expands the following irreps: 
 
𝐸𝑔⊗𝐸𝑔 = 𝐴1𝑔⊕ [𝐴2𝑔] ⊕ 𝐸𝑔 
Eq. 2.4.1. 
in the Oh symmetry group. The distortion coordinate is, thus, eg. According to the previous 
Equation, the matrix elements in Eq. 2.2.5. differ from zero when considering normal 
modes belonging to a1g and eg. It should be noted that a1g vibration will not lead to any 
descent in symmetry, and can only produce the change of interatomic distances. Normal 
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modes, a1g and eg, in octahedral structures are presented on Figure 2.4.1., using the 
vibrational energy distribution representation.38  
 
Figure 2.4.1. Vibrational energy distribution representation of the a1g and eg normal modes. The 
different colours indicate the direction of the displacement vector; the volume of the spheres is 
proportional to the contribution made by the individual nuclei to the energy of the vibrational 
mode. 
Using the correlation table for the Oh point group, it can be easily seen that the descent in 
symmetry goes to the D4h. The electronic state will split into 
2A1g and 
2B1g, compressed 
and elongated geometry, respectively, Figure 2.4.2.  
 
Figure 2.4.2. JT distortion of the octahedral hexaflurocuprat(II) ion. 
Taking into account coupling coefficients for Oh point group, Table 2.4.1., we can easily 
find that the W matrix is: 
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𝑊 = |
𝐹𝑄𝑎 𝐹𝑄𝑏
𝐹𝑄𝑏 −𝐹𝑄𝑎
| 
Eq. 2.4.1. 
Table 2.4.1. Coupling coefficients for Oh point group. 
 
Vibration 
El. state Eg⊗Eg 
component AA AB BA BB 
eg a −1
√2
⁄  0 0 1
√2
⁄  
 b 0 1
√2
⁄  1
√2
⁄  0 
 
The potential energy as a function of a distortion along 𝑄𝑎 and 𝑄𝑏 is: 
𝐸 = 𝐸0 +
1
2
𝐾(?⃗? 2𝑎 + ?⃗?
 2
𝑏) ± 𝐹[(?⃗?
 2
𝑎 + ?⃗?
 2
𝑏)]
1
2 
Eq. 2.4.2. 
The change in energy along 𝑄𝑎, or 𝑄𝑏, or along any linear combination of 𝑄𝑎 and 𝑄𝑏 is 
the same. In the Eq. 2.4.2. only quadratic forms of 𝑄𝑎 and 𝑄𝑏 play a role, and thus the 
energy of a distortion along −𝑄𝑎 is the same as along 𝑄𝑎. Therefore, the APES takes a 
form of Mexican-hat surface, without any warping, Figure 2.4.3. This is the particular 
scenario, so-called dynamic JT problem, where the vibronic matrix is restricted to the 
harmonic approximation, and only linear terms are taken into the consideration. In the 
dynamic JT effect, molecule resonates between two or more equivalent modes of 
distortion. Although the vibronic coupling model is very useful in the consideration and 
explanation of the dynamic JT effect, at least in a qualitative manner, the distortion cannot 
be directly observed.  
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Figure 2.4.3. A descriptive 3D APES for linear 𝐸 ⊗ 𝑒 JT effect. 
 
When higher order vibronic constants of the normal coordinates are not zero, and have to 
be taken into account, the APES is no longer flat, and the warping occurs, Figure 2.4.4. 
The equivalent minima are replaced by the three wells separated by three saddle points. 
In the case of static JT effect, the molecule remains distorted in a particular way long 
enough for the distortion to be detected experimentally. According to the group theory, 
the condition for a static JT effect is a non-vanishing second-order vibronic coupling. 
However, elastic anharmonicity (third-order term) is also very important in warping of 
the APES, and often even more prominent than the quadratic vibronic terms.35 
 
 
Figure 2.4.4. A descriptive 3D APES for quadratic 𝐸 ⊗ 𝑒 JT effect. 
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2.5. Pseudo Jahn-Teller Two Level Problem 
In order to illustrate the concept of the PJT effect, the coupling between the non-
degenerate ground state and only one excited state, belonging to different symmetries, 
separated by an energy gap 2Δ, and coupled by a vibrational motion, 𝑄, with appropriate 
symmetry as explained above in the Section 2.2., Subsection 2.2.2. The vibronic coupling 
matrix W, takes the form: 
𝑊 = |
−Δ 𝐹𝑄
𝐹𝑄 Δ
| 
Eq. 2.5.1. 
and the energy of the system  is: 
 
𝐸 =
1
2
𝐾0?⃗? 
2 ± [(Δ2 + 𝐹2?⃗? 2)]
1
2 
Eq. 2.5.2. 
where, 𝐾0 is the primary force constants, and F is the linear PJT coupling constant 
between ground and considered excited state, see Eqs. 2.2.5. and 2.2.6. for the definitions. 
From the last Eqs. it is obvious that the PJT correction to the energy is quadratic, in 
contrast to the JT correction which was linear (if only linear vibronic coupling is 
considered). In addition, the final wavefunctions will become an admixture of 𝛹 and 𝛹𝑝, 
hence in the absence of PJT coupling the electronic wavefunctions, and consequently all 
the derived properties, e.g. electron density would remain frozen to their values at the 
reference geometry. Depending on the value of the linear vibronic constant F, with respect 
to 2Δ and 𝐾0 , two different situation may arise concerning the shape of the APES, 
illustrated on the Figure 2.5.1. The first situation is weak PJT effect, where the coupling 
between the ground and excited state is small resulting in a reduction of the frequency of 
the ground state vibrations, along with an increment of the one corresponding to the 
excited state, and there is no instability of the reference HS nuclear configuration. The 
second situation arises when there is a strong enough coupling, and the curvature of the 
ground state becomes negative leading to the instability of the reference HS point, Figure 
2.5.1. 
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Figure 2.5.1. Qualitative description of weak (blue) and strong (red) PJT coupling. 
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2.6. The Intrinsic Distortion Path 
The group theory allows finding the irrep of the non-totally symmetric vibrations 
in the HS conformation, which are JT active and remove the degeneracy and lead to a 
stabilization of the system by lowering the symmetry.  In order to get a detailed picture 
on the interaction between the deformation of the electron distribution and the 
displacements of the nuclei one needs to go beyond the group theory consideration. Thus, 
computational studies can be successfully applied in order to obtain APES of the JT active 
molecules.  
The IDP method19-21 is based on the fact that all the information about the vibronic 
coupling at the HS nuclear arrangement is also contained in the distorted LS minimum 
energy structure.  The reference point for the method is, thus, the LS configuration, a true 
minimum on the potential energy surface, and the distortion is given as a superposition 
of all totally symmetric normal modes in the LS point group, connecting the HS 
configuration with the LS structure.  
This particular reaction path, which starts from HS geometry and ends in the LS 
minimum, uses the simplified quadratic energy surface, instead of the full ab initio energy 
surface:  
𝐸𝐽𝑇 =∑
1
2
𝑖
𝐾𝑖
𝐿𝑆[?⃗? 𝑖
𝐿𝑆(𝐻𝑆)]
2
 
Eq. 2.6.1.                                                                                                  
where ?⃗? 𝑖
𝐿𝑆(𝐻𝑆) is the HS geometry expressed in terms of the LS vibrational modes. The 
potential energy surface has a simple analytical form and it is possible to directly 
distinguish the contributions of the different vibrations to the JT distortion, the forces at 
the HS point, as well as how these forces change along a relevant particular path of 
distortion.  
Since the force is derivative of the energy over the Cartesian coordinates, it is 
straightforward to obtain the total force at the HS point directly. The force which drives 
the nuclei toward the minimum stationary points on the potential energy surface can be 
projected on either HS or LS normal modes, denoted as Fi
HS and Fi
LS, respectively. Since 
the physical meaning of the linear vibronic coupling constant is the force along the 
particular, usually HS normal mode,1 the linear vibronic constants, can be evaluated as 
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Fi
HS. The two forces defined via HS and LS normal modes, although clearly different, are 
connected: 
𝐹 𝐿𝑆 = 𝐉𝐹 𝐻𝑆 
Eq. 2.6.2. 
where 𝐹 𝐿𝑆 and 𝐹 𝐻𝑆 are column vectors with magnitudes of corresponding forces as 
elements, and J  is a (3N-6) x (3N-6) Dushinsky matrix40 which correlates the HS and LS 
normal modes: 
𝐉 = (Q⃗⃗ 𝐿𝑆)
T
?⃗? 𝐻𝑆 
Eq. 2.6.3. 
The JT distortion, ?⃗? 𝐽𝑇, the distortion vector between the HS and LS points, is expressed 
in terms of either LS or HS normal modes: 
 
?⃗? 𝐽𝑇 =∑𝑟𝐽𝑇,𝑖
𝐿𝑆
𝑖
?⃗? 𝑖
𝐿𝑆 =∑𝑟𝐽𝑇,𝑖
𝐻𝑆
𝑖
?⃗? 𝑖
𝐻𝑆 
Eq. 2.6.4. 
where rJT,i is the contribution of the displacements along the mass-weighted LS or HS 
normal coordinate to the ?⃗? 𝐽𝑇, or in other words the JT radius of the mode. 
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3. Density Functional Theory  
 
The development of new physical and numerical algorithms and strong computer 
processors induces increase in using ab initio methods in computational modeling of 
physical and chemical properties of molecules.41 The quantum mechanical (QM) 
methods, which are used to describe the wavefunction of the system, successfully explain 
the experimental data, and allow the prediction of the properties of matter in 
experimentally inaccessible conditions.41 Although these methods are highly accurate,42-
45 they are very time consuming and limited by system size, thus the need for accurate, 
versatile, but less time consuming method has appeared. When calculating the properties 
related to the ground state of molecules, e.g. geometry and electronic structure, Density 
Functional Theory (DFT)16, 17 has emerged into the mainstream of QM approaches and 
nowadays DFT represents one of the most popular and successful QM methods.16, 17, 46-51 
A key goal of most electronic structure theory is to solve the non-relativistic time 
independent many-body Schrödinger equation and the conventional QM approaches 
employ the wavefunction as the central quantity. Contrary to the wavefunction based 
methods, DFT, as the central observable, uses the electron density, ρ(r), which uniquely 
determines the Hamiltonian, and thus all properties of the system. Regardless of how 
many electrons the system possesses, the electron density is always three dimensional. 
ρ(r), integrated over all space, gives the total number of electrons N: 
 
𝑁 = ∫𝜌(𝑟)𝑑𝑟 
Eq. 3.1. 
In  late 1920s and beginning of 1930s Thomas,52 Fermi,53 Dirac54 and Wigner55 
stated that the electronic energy can be expressed in terms of the electronic density. The 
relevance of the simple Thomas-Fermi model is not in computing the ground state energy 
and density but more as an indicator that the energy can be determined purely using the 
electron density. This approach is extremely simple and qualitatively correct for atoms. 
However it does not predict a binding energy for molecules, and the proof is not rigorous. 
J. C. Slater intuitively proposed in 195156 to represent the potential of exchange and 
correlation by the cubic root of the electronic density. This modification was motivated 
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by the theory of the homogeneous electronic gas, introduced by Thomas and Fermi, and 
particularly characterized by the introduction of its exchange potential. Slater's work 
simplified the Hartree-Fock (HF) method in a way that the exchange potential is 
calculated locally from the one third power of the density. This is the Hartree-Fock-Slater 
method, or Xα method. 
3.1. Hohenberg-Kohn Theorem 
After more than 40 years from the first Thomas-Fermi model, Hohenberg and Kohn 
set up the foundations of DFT which allows expressing the electronic Hamiltonian as a 
functional of ρ(r).57 Their theory relies on two main theorems. First theorem states that 
external potential, Vext, the interaction of electrons and nuclei, uniquely determines ρ(r). 
Second one states that the ground state electron density can be found using a variational 
principle.  
In the electronic Hamiltonian only Vext depends explicitly on the nuclear 
configuration. As a consequence of the first theorem, the whole electronic Hamiltonian 
can be expressed as a functional of ρ(r). Briefly, knowledge of ρ(r) implies knowledge of 
the wavefunction and Vext, and hence of all other observables.  
For any given ground state density ρ0(r) it is possible to calculate the corresponding 
ground state wavefunction Ψ0(r1, r2,…, rN), which means that all ground state observables 
are functionals of ρ0(r), too. If there is another external potential, V′ext, which differs from  
Vext by more than a constant and can also give the same ground state electron density, 
there are two different Hamiltonians,  ?̂? and ?̂?′, with the same ground state electron 
density, but with two different wavefunctions, Ψ and Ψ′: 
 
𝐸0 < ⟨𝛹
′|?̂?|𝛹′⟩ = ⟨𝛹′|?̂?′|𝛹′⟩ + ⟨𝛹′|?̂? − ?̂?′|𝛹′⟩
= 𝐸0
′ +∫𝜌(𝑟)[𝑉𝑒𝑥𝑡(𝑟) − 𝑉𝑒𝑥𝑡
′ (𝑟)] 𝑑𝑟 
Eq. 3.1.1. 
where 𝐸0 and 𝐸0
′  are the ground state energies for ?̂? and ?̂?′, respectively. Similarly: 
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𝐸0
′ < ⟨𝛹|?̂?′|𝛹⟩ = ⟨𝛹|?̂?′|𝛹⟩ + ⟨𝛹|?̂?′ − ?̂?|𝛹⟩ = 𝐸0 −∫𝜌(𝑟)[𝑉𝑒𝑥𝑡(𝑟) − 𝑉𝑒𝑥𝑡
′ (𝑟)] 𝑑𝑟 
Eq. 3.1.2. 
 Adding Eqs. 5.1.1. and 5.1.2. the following contradiction is obtained: 
 
𝐸0 + 𝐸0
′ < 𝐸0
′ + 𝐸0 
Eq. 3.1.3. 
This obvious nonsense leads us to the conclusion that there are no two different 
external potentials that give the same ground state electron density. Thus, ρ(r) uniquely 
determines external potential, and all ground state properties.  
The total energy of the system can be written explicitly as a function of ρ(r): 
 
𝐸[𝜌(𝑟)] = 𝑇[𝜌(𝑟)] + 𝑉𝑛𝑒[𝜌(𝑟)] + 𝑉𝑒𝑒[𝜌(𝑟)] = ∫𝜌(𝑟)𝑉𝑒𝑥𝑡(𝑟)𝑑𝑟 + 𝐹𝐻𝐾 [𝜌(𝑟)] 
Eq. 3.1.4. 
where 
𝐹𝐻𝐾[𝜌(𝑟)] = 𝑇[𝜌(𝑟)] + 𝑉𝑒𝑒[𝜌(𝑟)] 
Eq. 3.1.5. 
Since 𝐹𝐻𝐾[𝜌(𝑟)] only depends on 𝜌(𝑟) and is independent from 𝑉𝑒𝑥𝑡, 𝐹𝐻𝐾[𝜌(𝑟)] is a 
universal functional of 𝜌(𝑟).  
The second theorem shows that the ground state energy can be obtained 
variationally, with the density that minimizes the total energy being the exact ground state 
density, which is expressed as: 
𝐸0[𝜌0] ≤ 𝐸𝑉𝑒𝑥𝑡[𝜌] 
Eq. 3.1.6. 
Suppose the ground state wavefunction is Ψ and its electron density is ρ(r). Thus the ρ(r) 
uniquely determines 𝑉𝑒𝑥𝑡. If there is another wavefunction, Ψ′, with an arbitrary variation 
from Ψ and its electron density is 𝜌′(𝑟), then the following can be obtained: 
 
⟨𝛹′|?̂?|𝛹′⟩ = ∫𝜌′(𝑟)𝑉𝑒𝑥𝑡(𝑟)𝑑𝑟 + 𝐹𝐻𝐾 [𝜌
′(𝑟)] = 𝐸[𝜌′(𝑟)] ≥ 𝐸[𝜌(𝑟)] 
Eq. 3.1.7. 
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Obviously, the energy will reach the minimum only when the electron density is the 
ground state electron density.  
If the universal functional 𝐹𝐻𝐾[𝜌(𝑟)] was known, the determination of the ground state 
energy and electron density would be an easy task since it requires only the minimization 
of a functional of the 3-dimensional density function.  
3.2. The Kohn-Sham Equations 
The determination of universal functional 𝐹𝐻𝐾[𝜌(𝑟)] presented one of the main 
problems in DFT. Most of the models, such as Thomas-Fermi approximation, were not 
able to reproduce the kinetic energy of the system. In 1965, Kohn and Sham58 suggested 
the solution to this problem by re-introducing the idea of non-interacting electrons 
moving in an effective field, which enabled the calculation of the kinetic energy and 
transformed DFT into a practical electronic structure theory. 
The functional 𝐹𝐻𝐾[𝜌(𝑟)] is a sum of the kinetic energy of non-interacting electron 
(Ts), the Coulomb energy (E
Coulomb), and all the many-body quantum effects which are 
summarized into the exchange and correlation energy term (Exc). The total energy of the 
system is: 
𝐸[𝜌(𝑟)] = ∫𝜌(𝑟)𝑉𝑒𝑥𝑡(𝑟)𝑑𝑟 + 𝐹𝐻𝐾 [𝜌(𝑟)]
= ∫𝜌(𝑟)𝑉𝑒𝑥𝑡(𝑟)𝑑𝑟 + 𝑇𝑠[𝜌(𝑟)] + 𝐸
𝐶𝑜𝑢𝑙𝑜𝑚𝑏[𝜌(𝑟)] + 𝐸𝑥𝑐[𝜌(𝑟)] 
Eq. 3.2.1. 
The effective potential, Veff, can be defined as follows,  
 
𝑉𝑒𝑓𝑓 =
𝛿{∫𝜌(𝑟)𝑉𝑒𝑥𝑡(𝑟)𝑑𝑟 + 𝐸
𝐶𝑜𝑢𝑙𝑜𝑚𝑏[𝜌(𝑟)] + 𝐸𝑥𝑐[𝜌(𝑟)]}
𝛿𝜌(𝑟)
= 𝑉𝑒𝑥𝑡(𝑟) + ∫
𝜌(𝑟′)
|𝑟 − 𝑟′|
𝑑𝑟′ + 𝑉𝑥𝑐(𝑟) 
Eq. 3.2.2. 
where 𝑉𝑥𝑐(𝑟) is the exchange-correlation potential. 
The main equation in Kohn-Sham (KS) DFT which is the one-electron 
Schrödinger-like equation can be expressed as: 
  
31 
 
[−
1
2
∇2 + 𝑉𝑒𝑓𝑓]𝛷𝑖 = 𝜖𝑖𝛷𝑖 
Eq. 3.2.3. 
The functions 𝛷𝑖 are the Kohn-Sham one-electron orbitals, and the 𝜖𝑖’s are the 
energies of the KS one-electron orbitals. 
The 𝜌(𝑟) is defined as follows,  
𝜌(𝑟) =∑|𝛷𝑖|
2
𝑁
𝑖=1
 
Eq. 3.2.4. 
Finally, the total energy can be written as: 
𝐸 =∑𝜖𝑖 −
1
2
𝑁
𝑖=1
∬
𝜌(𝑟)𝜌(𝑟′)
|𝑟 − 𝑟′|
+ 𝐸𝑥𝑐[𝜌(𝑟)] − ∫𝑉𝑥𝑐(𝑟)𝜌(𝑟)𝑑𝑟 
Eq. 3.2.5. 
The Eqs. 3.2.2., 3.2.3., and 3.2.4. are KS equations and they must be solved self-
consistently in order to obtain KS orbitals. The general procedure is to begin with an 
initial guess of the electron density, construct the Veff and then get the KS orbitals. The 
electron density is obtained based on these orbitals and the process is repeated until 
convergence is achieved. Once the final electron density is obtained, the total energy can 
be easily calculated. The KS equations recast the many-body Schrödinger equation into 
a set of coupled, single-particle equations and isolate all many-body interaction into the 
XC density functional. For exact functional, and for exact external potential, KS orbitals 
would give exact ground state electron density and energy. Unfortunately, the uniform 
functional that would give exactly the same answer as the Schrödinger equation for the 
ground state of any system, is not affordable. Since, Exc term, which includes the non-
classical aspects of the electron-electron interaction along with the kinetic energy of the 
real system different from the non-interacting system, is not known exactly, an 
approximation needs to be used. 
3.3. Exchange-Correlation Functionals 
The only unknown term for obtaining the exact energy within DFT is Exc, in which 
all complexity is hidden.59 Many proposals have been made for describing this XC 
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energy, and by now there is an almost endless list of approximated functionals with 
varying levels of complexity, separated into a number of classes. A useful way for Exc 
categorization, “Jacob’s ladder”, has been proposed by Perdew,60 where XC functionals 
are grouped hierarchically according to their complexity on rungs of a ladder, from the 
simplest to the most sophisticated, Figure 3.3.1. Furthermore, XC functionals can be 
categorized into non-empirical (formulated only by satisfying some physical rules) and 
empirical (made by fitting to the known results of atomic or molecular properties). 
 
 
 
Figure 3.3.1. Jacobs’s ladder of density functional approximations. 
3.3.1.  Local Spin Density Approximation (LDA) 
LDA61 depends solely upon the value of the electron density at each point in space. 
Within this approximation a real inhomogeneous system is divided into infinitesimal 
volumes and the electron density in each of the volumes is taken to be constant. The Exc 
for the density within each volume is assumed to be the Exc obtained from the uniform 
electron gas for that density: 
 
𝐸𝑥𝑐
LDA[𝜌(𝑟)] = ∫𝜌(𝑟)𝜖𝑥𝑐
𝑢𝑛𝑖𝑓 (𝜌(𝑟))𝑑𝑟 
Eq. 3.3.1.1.  
where 𝜖𝑥𝑐
𝑢𝑛𝑖𝑓
 is the XC energy per particle of the interacting uniform electron gas of 
density 𝜌(𝑟). The Exc is decomposed into exchange, Ex, and correlation, Ec, terms linearly, 
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𝐸𝑥𝑐 = 𝐸𝑥 + 𝐸𝑐 
Eq. 3.3.1.2. 
The analytical expression for the exchange energy, Ex, is known exactly
54, 56: 
 
𝐸𝑥
LDA[𝜌(𝑟)] = −
3
4
(
3
𝜋
)
1
3⁄
∫𝜌
4
3⁄ (𝑟) 𝑑𝑟 
Eq. 3.3.1.3.  
The calculation of the Ec is not straightforward and only limiting expressions for the 
correlation density are known exactly, leading to numerous different approximations 
for correlation energy per particle. In the high- and low-density limits corresponding to 
infinitely-weak and infinitely-strong correlation, energy density is, respectively17:  
 
𝜖𝑐 = 𝐴 ln(𝑟𝑠) + 𝐵 + 𝑟𝑠(𝐶 ln(𝑟𝑠) + 𝐷) 
Eq. 5.3.1.4. 
𝜖𝑐 =
1
2
(
𝑔0
𝑟𝑠
+
𝑔1
𝑟𝑠
3
2⁄
+⋯) 
Eq. 5.3.1.5. 
where the Wigner-Seitz radius, 𝑟𝑠, is related to the density as follows, 
 
4
3
𝜋𝑟𝑠
3 =
1
𝜌
 
Eq. 5.3.1.6. 
Accurate quantum Monte Carlo simulations for the energy of homogeneous 
electron gas have been performed for several intermediate values of the density, providing 
accurate values of the correlation energy density.62 The most favored LDA’s to the 
correlation energy density interpolate these accurate values obtained from simulation 
while reproducing the exactly known limiting behavior. Various approaches, using 
different analytic forms for 𝜖𝑐, have generated several LDA’s for the correlation 
functional, and Vosko-Wilk-Nusair (VWN)61 represents the most popular one.  
Generally, LDA provides good geometries, although bond lengths are usually 
underestimated, vibrational frequencies or charge densities. However, the LDA is not a 
good approximation for systems with weak bonds or for prediction of the thermodynamic 
properties. 
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3.3.2. Generalized Gradient Approximation (GGA) 
Since the KS density is non-local, and a purely local approximation seemed not to 
be enough, the further approximation needed to be introduced. The most frequently used 
way is to introduce the gradient of the density to create the Generalized Gradient 
Approximation (GGA) in which the potentials depends both on the value of the density, 
and on the value of the gradient of the density in a point of the space. GGAs usually 
correct the results obtained at LDA level of theory. However, it should be pointed out that 
the use of GGA functionals does not always mean an improvement over the LDA results. 
In this work we will show that for most of the systems studied, e.g. small, aromatic, 
organic radicals, organometallic compound, metalloid clusters, the choice of a specific 
GGA, e.g. BP8663, 64 or OPBE,65 does not affect the final results.  
3.3.3. The Hybrid Functionals 
The hybrid functionals represent the class of DFT approximations obtained by 
linear combination of the exact exchange interaction calculated from the HF theory and 
Ex and Ec from standard functionals. The exact exchange, taken from the HF and 
incorporated into the hybrids, is expressed as follows, 
𝐸𝑥
HF = −
1
2
∑∬𝛹𝑖
∗(𝑟1
𝑖,𝑗
)𝛹𝑗
∗(𝑟1) −
1
𝑟12
𝛹𝑖(𝑟2)𝛹𝑗(𝑟2)𝑑𝑟1𝑑𝑟2 
Eq. 3.3.2.1. 
One of the most commonly used version of hybrids is B3LYP,63 which stands for 
Becke, 3-parameter, and Lee-Yang-Parr. 
Although the computational cost of hybrids is much higher in comparison to the 
LDA and GGA functionals, such approximations have been shown to offer noticeably 
improved performance over LDA and GGA levels of theory for the calculations of gas 
phase properties of molecules and solids.66-69  
Nowadays, more sophisticated approximations to the XC functionals have 
appeared, e.g. meta-GGAs and meta-hybrids. The meta-functional is referred typically to 
one that includes a dependence on the kinetic energy density, i.e. on the Laplacian of the 
orbitals.41 
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3.4. DFT Calculation of the Jahn-Teller Ground State Properties – MD-
DFT Method 
The group theory consideration can be used for a qualitative discussion about JT 
distortion, although the degree of the distortion and how big the energy gain is due to the 
descent in symmetry remain unknown. The first goal in the analysis and characterization 
of the JT system is the determination of the JT parameters which quantify the potential 
energy surface: the EJT, which gives energy stabilization due to the JT effect, the warping 
barrier (Δ) which gives the energy difference between two minima LS structures, and the 
JT radius (RJT), which shows a direction and magnitude of the distortion, Figure 3.4.1. 
These parameters are directly connected to the vibronic coupling constants discussed in 
Chapter 2, and their relationship depends on the model used. For example, using the 
second order Taylor expansion around the HS point, the JT parameters for 𝐸 ⊗ 𝑒 are:1 
 
𝑅𝐽𝑇
𝑚𝑖𝑛 =
|𝐹|
𝐾 − 2|𝐺|
 
Eq. 3.4.1. 
𝑅𝐽𝑇
𝑇𝑆 = −
|𝐹|
𝐾 + 2|𝐺|
 
Eq. 3.4.2. 
𝐸𝐽𝑇 =
𝐹2
2(𝐾 − 2|𝐺|)
 
Eq. 3.4.3. 
𝛥 =
4𝐸𝐽𝑇|𝐺|
𝐾 + 2|𝐺|
 
Eq. 3.4.4. 
These expressions are typically used in the MD-DFT analysis of the 𝐸 ⊗ 𝑒 JT problem.18 
However, similar equations taking into account for example anharmonicity, as well as for 
other type of the JT problems can be found in literature.1 
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Figure 3.4.1. Qualitative cross section through the potential energy surface, along JT active 
distortion coordinate Qa; Definition of the JT parameters - the JT stabilization energy, EJT, the 
warping barrier, Δ, the JT radius, RJT. 
To obtain these variables it is necessary either to perform the experiment, and fit 
the results to the proposed model, or to carry out a computational study. The experimental 
determination of the JT distortion is very difficult and there is no consistency between the 
different methods. Therefore, preference is given to the theoretical simulations,70 either 
to complement the experiment, or to understand and seek the microscopic origin of the 
vibronic coupling effects. In spite of the general success in application of the DFT, the 
modern alternative to the wavefunction-based ab initio methods, in variety of tasks in 
chemistry and physics, there are still somewhat troublesome issues, like treatment of the 
excited states, weak interactions, and degenerate states. Substantial progress in dealing 
with these issues has been made lately.71 Degeneracy of electronic states is particularly 
difficult to deal, and consequently requires special caution.72-74 DFT can rigorously treat 
degenerate states either by reformulation of original Hohenberg-Kohn theorem using 
constrain search formalism75 or sub-system ensemble DFT.76, 77 MD-DFT, developed by 
Daul et al.,18 successfully treats the degenerate states and offers fast and easy way to 
calculate properties of medium-to-large sized molecules. Numerous JT active molecules 
have been accurately analyzed by the means of MD-DFT.18-21, 78-80  
The underlying idea of the MD-DFT approach in the analysis of the JT distortion 
is to know geometries and energies of the HS and LS points on the APES and the 
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calculation procedure consists of the three steps. Shwarz81 and Baerends82 pointed out 
that a single determinant KS-DFT is insufficient in the description of degenerate 
electronic states.  Thus, the electronic state of the HS configuration requires to be 
represented with more than one Slater determinants. It was proposed to use the average 
of configuration (AOC) SCF calculation,18 where the degenerate orbitals are equally 
populated, leading to a homogenous distribution of electrons over the components of the 
degenerate irreducible representation, in order to retain the A1 symmetry of the total 
electron density in the HS point group. E.g. for e3 electronic configuration, 1.5 electrons 
are placed into each of the two e orbitals. Obviously, AOC type calculation approximates 
the electronic structure, if the vibronic coupling would not be present. The AOC approach 
gives a proper geometry of HS species (step 1), but using simply the energy obtained in 
this way would be false,83 and consequently the JT stabilization energy is not the energy 
difference between the HS and LS points. This issue is due to the self-interaction error 
(SIE) present in the approximate exchange, which is sometimes referred to as 
overestimation of the delocalization by approximate DFT. In approximate DFT the 
Coulomb interaction is treated exactly, while the exchange part is approximated and for 
a single electron these two terms should cancel each other. The residual interaction of the 
electron with itself, SIE, will always artificially stabilize the energy of systems having 
fractional number of electrons compared to the corresponding ones with integer number 
of electrons. In order to compare the LS geometries with HS structure, the unpaired 
electron needs to be distinguishably placed in one of the degenerate orbitals. To tackle 
this problem, a single point calculation imposing the HS symmetry on the nuclear 
geometry and the LS on the electron density, should be used (step 2). This gives the 
energy of a Slater determinant with an integer electron orbital occupancy. The last, 
straightforward step, involves geometry optimization of the LS structure with the proper 
occupation of KS orbitals. This yields the different LS geometries and energies that 
correspond to the minimum and to the transition state on the potential energy surface, 
respectively. The EJT is the difference in energy obtained in the second and last step for 
the structures with the same electron distribution. In order to quantify the JT distortion, a 
vector ?⃗? 𝐽𝑇 is defined as the vector between the HS and LS nuclear configurations. The 
?⃗? 𝐽𝑇 is given by the length of the distortion vector between the HS and the LS minimum 
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energy conﬁgurations. The MD-DFT calculation scheme for the particular example of the 
JT effect in hexaflurocuprat(II) ion, [CuF6]
4-, is presented in Figure 3.4.2. 
 
 
Figure 3.4.2. MD-DFT approach for the calculation of the JT parameters for the Oh→D4h 
distortion of [CuF6]4- ion. 
3.5.  DFT Calculations of the Excited State Properties 
In the last few decades DFT has become the method of choice for calculation of 
the ground state properties of large molecules, by replacing the interacting many-electron 
problem with an effective single particle problem that can be promptly solved. Officially, 
classic DFT formalism can only predict properties of the ground electronic states, and 
cannot describe excited electronic states. Concerning electron excitations, DFT was first 
used in the framework of ∆SCF approach.51, 84-86 Another method which has been proven 
to perform well in the determination and understanding of excited state properties of 
coordination compounds, and is also computationally cheap, is Ligand Field Density 
Functional Theory.87 The most popular DFT based method for the calculations of excited 
states is the Time-Dependent Density Functional Theory (TD-DFT).88-94 Unfortunately, 
as in the ground state DFT, the exact form of the effective potential remains secluded, 
and the approximations have to be administered in order to get access to nonlinear optics 
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properties, and via linear-response theory introduced to TD-DFT,95 to excited state 
information of medium- to large-sized molecules. 
The major application of TD-DFT is the evaluation of vertical excitation energies 
and the calculation of the electronic absorption spectra.96, 97 TD-DFT is not only capable 
for simulation of vertical transition energies,98 but also for predicting excited state 
structures,99 investigation of the excited state potential energy surfaces, emission 
wavelengths,96 dipole moments,100 and circular dichroism spectra of chiral molecules101, 
102. Photochemical reaction mechanisms certainly represent the challenging task for TD-
DFT. However, nowadays it is possible to perform mixed TD-DFT/classical trajectory 
surface-hopping calculations in order to get better insight of the potential mechanisms 
and reaction branching ratios.103-107 Recently proposed subsystem formulation of TD-
DFT108 has shown to be very successful for the calculations of multi-chromophoric 
systems.109, 110 TD-DFT, a relatively young technique, has become a hot topic in the world 
of quantum chemistry since it can provide accurate results at a low computer cost. Still, 
there are cases where it failed to reproduce the experimentally obtained data.111, 112  
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4. Aromaticity 
 
Aromaticity and its antipode, antiaromaticity, examples of chemical concepts,113-117 
are vastly used to intuitively describe chemical bonding in organic chemistry. Delocalized 
electronic structure of aromatic compounds yields enhanced planarity, equalized bond 
lengths, enhanced stability, favoring of substitution instead of addition that would be 
typical for isolated double bonds, and the ability to sustain ring currents when exposed to 
external magnetic fields. In spite of diverse utilization of aromaticity and antiaromaticity, 
these two concepts are still mainly applicable to molecules with an even number of 
electrons. The Hückel Molecular Orbital (MO) theory proposed that species with 4n+2 π 
electrons are aromatic, whereas structures with 4n π electrons are defined as 
antiaromatic.118, 119 Molecules with odd number of π electrons are supposed to show 
antiaromaticity.120-123  
Removal of one electron from 4n+2 π system should result in a 4n+1 π system, and 
transition from aromaticity to antiaromaticity is expected. Understanding this transition 
and relation between 4n+2 π and 4n+1 π systems is connected fundamentally to the 
understanding of concepts of aromaticity and antiaromaticity. Detachment of electron 
from typical aromatic molecule, which is closed shell, planar, highly symmetric and with 
degenerate frontier orbitals, will lead to a 4n+1 π molecule in a degenerate electronic state 
that is subject to the JT effect. Since the JT theorem states that a molecule with a 
degenerate electronic state distorts along non-totally symmetric vibrational coordinates 
by removing the degeneracy and lowering the energy, it is obvious that the JT effect is in 
sharp contrast to the aromaticity. In other words, the JT effect induces unequalization of 
bond lengths, leading to the stabilization of the system upon distortion. The detailed 
analysis how the JT distortions influence the antiaromaticity will be shown in Chapter 8, 
where the answer to the question whether the JT effect can be regarded as the origin of 
the antiaromaticity in the systems with 4n+1 π electrons will be given. 
Although the Hückel rules of aromaticity, based on a number of electrons in π MOs, 
are very appealing due to their simplicity, they actually neither quantify nor give physical 
explanation of this intriguing effect. Because of the importance of aromaticity, there have 
been many attempts to rationalize it and to derive a universal quantitative measure of 
it.114, 115, 117, 124 Aromatic compounds possess specific magnetic properties such as: proton 
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chemical shifts, magnetic susceptibility exaltation, nucleus-independent chemical shifts 
(NICS) and ring current plots.125-128 Beside vastly used magnetic properties, there are also 
other criteria for the definition and analysis of aromaticity: structural (geometric) 
criterion, energetic criterion - enhanced stability (large resonance energy), as well as the 
determination of the most significant Tx,y (translationally)- and Rz (rotationally)-allowed 
occupied→unoccupied MO transitions129 and adaptive natural density partitioning 
analysis130, and so forth. Each of these properties can be used to probe the aromaticity of 
a molecule, though unfortunately, they do not need to be consistent with each other.  
Computed NICS indices are presently the most widely used and are a very efficient 
tool for the exploration of this phenomenon. NICS index is the negative of magnetic 
shielding which is computed at a point of interest in space. The diamagnetic and 
paramagnetic effects of the ring currents associated with aromatic and antiaromatic 
features (i.e., shielding and deshielding of nuclei) can be determined according to the 
calculated NICS index. Negative NICS values in interior positions of rings indicate the 
presence of induced diatropic ring currents, or aromaticity, whereas positive values 
denote paratropic ring currents and antiaromaticity. The more negative the NICS values, 
the more aromatic the rings are. NICS parameters can be computed at selected points 
inside or around molecules, typically at ring centers and above. NICS values calculated 
at the geometrical center of the ring are denoted as NICS(0).131 Similarly, NICS values at 
1 Å above the perpendicular plane of the rings are defined as NICS(1), and the NICS(1)zz 
tensor component has been presented to provide better insight of the overall molecular 
magnetic properties. It was suggested that this latter quantity gives the best measure of 
aromaticity among the different NICS related definitions.132 NICS(0) and NICS(1)zz 
values describe rather different effects. It is likely that NICS(1)zz values account mainly 
for the π aromaticity effect, while NICS(0) results better reflect both, the σ and π 
aromaticity or antiaromaticity effects. 
Initially aimed to describe properties of planar organic cyclic compounds, with 
4n+2 π electrons, concept of aromaticity, has been extended to 4n triplet aromaticity,133 
pericyclic transition states,134 Möbius aromaticity,135 3D and spherical aromaticity,136 as 
well as to the aromaticity of inorganic compounds137-139. In spite of a large number of 
papers devoted to the aromaticity of these various systems, the molecules prone to the JT 
distortion are relatively infrequently studied.120-122 In attempt of seeking the origin, 
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explanation and understanding of these two confronting phenomena, the influence of the 
JT distortion on the aromaticity in small organic radicals, organometallic compound, 
fullerene ions and inorganic clusters will be given in details in the Chapter 8.   
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5. Excitonic Coupling 
 
Conjugated π-systems are deservedly the subject of extensive experimental and 
theoretical studies, considering that π-conjugated smart materials have become 
increasingly important in everyday life.140-152 A comprehensive collection of their 
electronic spectra and electronic and structural properties has been presented over 
decades, with regard to their remarkable applicability in organic light-emitting diodes 
(OLED)153, in semi-conducting layers of field-effect transistors (FET),140, 151, 154, 155 as 
well as in organic solar cells which are being developed as cheap substitutes for silicon-
based solar cells. However, the low energy conversion efficiency of organic solar cells is 
the main bottleneck, which still limits their usage. This is partially due to rather inefficient 
excitation energy transport (EET)150, 156 within the organic materials. For designing 
improved organic materials, all occurring processes and the effects determining their 
efficiency need to be ascertained and eventually well understood.  
To investigate EET pathways in organic materials theoretically, the first step is the 
calculation of the excitonic coupling (EC) between individual chromophores using 
quantum chemical methods for the excited states of the system, because the qualitative 
character and the quantitative rate of EET is determined by EC.144, 157, 158 EET usually 
occurs from an electronically excited molecule to a non-excited spatially close molecule 
with lower excitation energy via Förster, when Coulomb coupling dominates, or Dexter-
type (exchange coupling), or both transfer mechanisms between excitonically coupled 
dimers.159 In general, two types of EET are distinguished, in-coherent and coherent 
EET160. The first is often described as "hopping" of excitation energy from one site to the 
other, i.e. the exciton is localized on one monomer unit due to its geometry relaxation and 
then transferred dynamically to a neighboring site. The latter one is usually understood in 
terms of delocalized excited electronic states over several chromophores and the 
monomer units remain structurally identical. However, most real cases of practical 
importance belong to intermediate situations.  
In EC theory, the Hamiltonian of two monomer units in a coupled dimer is separated 
into intramolecular and intermolecular contributions as follows, 
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?̂?𝑒𝑥𝑐𝑖𝑡𝑜𝑛 =∑?̂?𝑚
𝑚
(𝑅) +
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∑?̂?𝑚𝑛
𝑚𝑛
(𝑅) 
Eq. 5.1. 
Hm describes each individual monomer, while Vmn describes all Coulomb interactions 
between coupled monomer units. If only the electronic part of the interaction between 
monomer 1 and 2 is considered, 
 
?̂?𝑚𝑛 = ?̂?12
𝑒𝑙−𝑒𝑙 
Eq. 5.2. 
It follows that, 
〈𝛷1𝑎2𝑎|?̂?12
𝑒𝑙−𝑒𝑙|𝛷1𝑏2𝑏〉 = 𝑉𝑒𝑥𝑐𝑖𝑡𝑜𝑛 
Eq. 5.3. 
where 𝛷1𝑎2𝑎 is an anti-symmetric expansion of the electronic states of the dimer, and 
𝑉𝑒𝑥𝑐𝑖𝑡𝑜𝑛 is electronic coupling matrix element between the two states. Expansion of the 
Hamiltonian in the two-state basis of degenerate coupled excited states and 
diagonalization gives the eigenvalues of the coupled states as 
 
𝜀± = 𝐸𝑒𝑥 ± 𝑉𝑒𝑥𝑐𝑖𝑡𝑜𝑛 
Eq. 5.4. 
where Eex is the energy of the uncoupled states. In the two-state dimer case, the energy 
difference between the coupled states corresponds to 2𝑉𝑒𝑥𝑐𝑖𝑡𝑜𝑛. Electronic coupling 
matrix element depends on the intermolecular coordinates. In the weak coupling case,161 
where the relaxation energy of the donor is significantly higher than the electronic 
coupling between donor and acceptor, the rate for the EET is given by Fermi’s golden 
rule162: 
𝑘EET =
2𝜋
ℏ
|𝑉𝑒𝑥𝑐𝑖𝑡𝑜𝑛|
2𝐽EET 
Eq. 5.5. 
JEET represents the Franck-Condon weighted density, i.e. the overlap of the bands of the 
donor fluorescence and acceptor absorption spectra. 𝑉𝑒𝑥𝑐𝑖𝑡𝑜𝑛, electronic coupling matrix 
element between the two neutral excited (NE) states, Frenkel excitations, depends on the 
intermolecular separation, R, and individual transition dipole moments, ?⃗? , as it is given 
by well-known Förster formula163, 164, 
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5  
Eq. 5.6. 
Besides NE states, the energy transfer properties can also be influenced by charge transfer 
(CT) states, and thus both kinds of states and their mutual interaction are necessary for 
the proper description of EET. The definitions of NE and CT states for excitonically 
coupled dimer in a localized picture is straightforward.165 In NE state, where an electron 
is excited from an occupied orbital of one monomer unit to a virtual orbital of itself, 
Figure 5.1., no charge separation occurs. If an electron is excited from one monomer unit 
to another, CT state can be defined, Figure 5.1. According to the definition of the CT 
state, it can be supposed that CT excitation includes a charge separation, which sometimes 
can lead to the wrong conclusion. However, it is possible that a CT state includes 
simultaneous excitation from one monomer unit to another in a dimer system. Briefly, an 
excitation from monomer 1 to monomer 2, and an excitation from 2 to 1 may introduce 
same amount of charge separation and compensate each other, and thus dipole moment 
of the system remains unaltered. This situation takes the place when the monomers are 
symmetrical to each other e. g. when the system has a center of inversion or a mirror 
plane. The insight into the corresponding orbitals represents a usual way to distinguish 
the character of an excited state related to the excitation. The qualitatively correct excited 
state character can be predicted in a simple way if the corresponding orbitals are localized 
to each monomer. The complication arises if some of the corresponding orbitals are 
delocalized over the dimer, especially when symmetry is used for the calculation of the 
reference wavefunction, and the specification of the excited state character cannot be 
easily determined.  
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Figure 5.1. Schematic representation of neutral excited (NE) and charge transfer (CT) states. 
 
In summary, the calculation of EC between individual chromophores, which 
determines the qualitative character and the quantitative rate of EET, can be obtained 
from quantum chemical calculations of the excited states of the system, but there are three 
basic problems: (1) An accurate description of excited states is in general not 
straightforward. (2) The huge size of the molecular systems prohibits the use of accurate 
theoretical methods. (3) This type of analysis necessarily requires a picture of locally 
excited states of the individual chromophores. Quantum-chemical calculations, however, 
typically yield a delocalized picture, which prohibits, or at least severely complicates, the 
extraction of ECs.  
Two major competing energetic effects determine whether the excited state is 
localized on one site of the dimer: EC and geometry relaxation. Depending on the relative 
size of these contributions, the dimer either relaxes its geometry leading to localization 
of the excited state on one site, or the monomer units remain structurally identical and the 
excited state stays delocalized. Since EC is strongly distance dependent, it is clear that 
the distance between the sites tunes also the ratio between these two energetic 
contributions.  
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In order to understand the geometry relaxation of an electronically excited dimer, 
or equivalently, the localization of the exciton, it is necessary to explicitly take nuclear 
motion into account. Many theories exist for the description of EET processes160, 
however, only a very few studies are available that consider both electronic and 
vibrational contributions to the energy transfer process in a rigorous, quantum mechanical 
way.158, 166-168 Typically, the effect of vibrations is often included as dynamic disorder in 
the electronic coupling.169, 170 The coupling between electronic and vibrational degrees of 
freedom is generally quantified by the so-called non-adiabatic couplings,171 and 
structural, symmetry-breaking distortions can be explained in this framework by JT and 
PJT theory.1 Thus, the understanding of the localization mechanism of excited states and 
the driving forces responsible for it, in the framework of the established PJT formalism 
and Förster’s degenerate perturbation theory approach164, is not a simple task. The model 
for the reliable description, interpretation and prediction of EC taking into account 
vibronic coupling, and the interplay between these two effects was developed and the 
theory lying behind can be found in the Chapter 9, Section 9.1.   
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6. Results and Discussion: The Choice of the Exchange-
Correlation Functional for the Determination of the Jahn-
Teller Parameters by DFT 
 
The accuracy of DFT calculations predominantly depends on the suitability of the 
approximations made for the XC functional. In contrast to the wavefunction based 
methods, DFT lacks a procedure to systematically improve the accuracy, and one of the 
biggest skills in employing DFT to reproduce and predict various properties of molecules, 
is the proper choice of XC functional. Much of the research in the field of DFT is devoted 
to developing new XC functionals, which will yield to the results of better quality. 
Different XC functionals give more or less accurate results for the different problems 
under study.172-177 The choice of XC functional to be used in practice depends primarily 
on the chemical nature of the system and the problem under study. Having in mind the 
importance of the JT effect, proper determination of the JT parameters represents a 
fundamental task in order to get deeper insight into the vibronic coupling. Definition of 
the JT parameters is given on Figure 3.2., and their relation to the vibronic coupling 
constants are shown in Chapter 2. MD-DFT can be successfully employed for simulations 
in systems where electron degeneracy or near-degeneracy requires use of 
multideterminantal approaches, but the selection of XC functional is still crucial for the 
quality of the results. It is noteworthy that none of the present-day approximate XC 
functional was constructed to deal with the vibronic coupling effects, and thus, there are 
no guarantees when selecting XC approximation, but some general guidelines in analysis 
of the JT effect in the simple and efficient way are offered.  
In order to clarify which XC functional should be used for study of the JT effect 
within MD-DFT framework, the molecules which differ in the nature of chemical 
bonding, range of EJT, symmetry of distortion, and also type of the JT problems 
(E(b1+b2), Ee) were chosen. Results for small, aromatic, organic radicals, CnHn (n=4-
7); corannulene anion and cation (C20H10
- and C20H10
+) and coronene anion and cation 
(C24H12
- and C24H12
+) are given in Table 6.1. MD-DFT results for small metal clusters - 
sodium cluster (Na3) and silver cluster (Ag3); arsenic and antimony clusters (As4
− and 
Sb4
−); Werner type complexes - hexaflurocuprat(II) ion ([CuF6]
4-); 
tris(acetylacetonato)manganese(III) ([Mn(acac)3]) and organometallic compound - 
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bis(cyclopentadienyl)cobalt(II) (cobaltocene, CoCp2) are presented in Table 6.2. The XC 
functionals used for the determination of the JT parameters are LDA characterized by the 
VWN parameterization,61 and GGAs, such as BP86,63, 64 BLYP,63, 178 OPBE65 and  hybrid 
B3LYP179, 180. It is noteworthy that the experimental determination of the JT parameters 
is very difficult and there are often uncertainties in the values, because they are obtained 
from fitting to different models. Conversely, theoretical values fall within a broad range, 
hence, it is often hard to say which value is the reference one. 
Cyclobutadienyl radical cation (C4H4
+•), cyclopentadienyl radical (C5H5
•), benzene 
cation (C6H6
+), benzene anion (C6H6
-), tropyl radical (C7H7
•), C20H10
- , C20H10
+, C24H12
- 
and C24H12
+ have a single electron or a hole in a doubly degenerate highest occupied 
molecular orbital, representing the family of the JT active hydrocarbon rings. Unlike the 
C5H5
•, C6H6
+, C6H6
-, C7H7
•, C20H10
- , C20H10
+, C24H12
- and C24H12
+ which are the examples 
of Ee problem, C4H4+• presents paradigm of E(b1+b2) JT problem (see Chapter 2, 
Section 2.3).  
The previous CASSCF calculation for C4H4
+• revealed the EJT of 2637 cm
-1,181 
which is in agreement with our results. C5H5
• is one of the most studied JT active 
molecules both experimentally and theoretically. The results by Miller et al. who used 
dispersed fluorescence spectroscopy are considered to be benchmark result (EJT=1237 
cm-1).182 MD-DFT calculation at LDA level of theory gives the value of 1244 cm-1, which 
is even better than the values obtained by high level ab initio calculations.182, 183 The 
calculated data for C6H6
+ are in accordance to the previous theoretical studies, which 
report the value of EJT between 700 and 1000 cm
-1.184-186 The experimentally estimated 
JT stabilization energy for C7H7
• is 1043 cm-1, whereas a previously theoretically obtained 
value is 1374 cm-1.187 The obtained values for the JT parameters with different XC 
functionals are consistent (Table 6.1), except for the case of B3LYP where an 
overestimation of EJT can be noticed. This is not surprising, as B3LYP has a tendency to 
overestimate the exchange and correlation energies of localized electrons.188 In the case 
of C6H6
+, different XC functionals lead to a different ground electronic state in the D2h 
point group. LDA gives the 2B2g state, whereas GGA and B3LYP give 
2B3g as the 
minimum on the potential energy surface, Table 6.1. As the values of the warping barrier 
are in the range from -39.5 cm-1 to 29.1 cm-1, the JT effect can be considered as dynamic, 
independent of the choice of the XC functional used. The warping barrier is 
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experimentally reported to be 8 cm-1, and the 2B2g  state to be a minimum,
189 although this 
result has to be taken with caution since the experimental techniques are often ambiguous 
in the investigation of the JT effect. In all cases good agreement with both experimental 
and theoretical data is achieved.181, 182, 184-187, 189-198 
The JT parameters for C20H10
- , C20H10
+, C24H12
- and C24H12
+ do not depend 
significantly on a selection of XC functionals, except in the case of B3LYP where slightly 
higher values were noticed, Table 6.1. This is in agreement with the results on the JT 
active small aromatic organic radicals. In the case of C20H10
-, Yoshizawa et al. calculated 
EJT of 952 cm
-1 with B3LYP functional.199 HF and MP2//HF calculations highly 
overestimated EJT with the values of 2525 and 3984 cm
-1, respectively.200 MD-DFT EJT 
values are in the range of 404-540 cm-1, depending on the chosen XC functional, Table 
6.1. The warping barrier between the five equivalent minima is experimentally estimated 
to be 18 cm-1 using electron spin resonance (ESR) spectroscopy,201 and previous 
DFT/B3LYP value199 was 2.4 cm-1. The warping barrier obtained with MD-DFT method 
is close to zero, or at least very small, independently of the choice of XC functional used. 
This is in accordance with the group theory analysis for the JT molecules with C5 main 
axes in the HS nuclear arrangement.19 The EJT values for C20H10
+ are slightly higher in 
comparison to the results obtained for C20H10
-, at all levels of theory, Table 6.1. Different 
ground states obtained by different XC functionals (Table 6.1.) are due to the very small 
warping barriers, which are in the range of the precision of the calculation. According to 
earlier DFT/B3LYP study,202 the values of EJT for C24H12
- and C24H12
+ were 645 and 484 
cm-1, respectively, which is in very good agreement with the MD-DFT computations, 
Table 6.1. Regarding C24H12
-, Sato et al. obtained the JT stabilization energy to be 2395 
cm-1 at MP2//HF level.203 The MD-DFT EJT values fall in the range of 290-410 cm
-1, 
Table 6.1. Former ab initio calculations revealed that C2h represents the global minimum 
point on the potential energy surface, and the energy barrier between C2h and D2h 
structures was reported to be less than 0.8 cm-1.203 The MD-DFT calculations revealed 
even smaller value of 0.3 cm-1. The JT effect was not observed in the ESR spectra, even 
at low temperature.201, 204 According to the observed hyperfine coupling (HFC) constants 
all hydrogen atoms are equivalent due to the very small warping barrier. The 
pseudorotation about the D6h JT crossing makes the HFC constant averaged.  
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Table 6.1. Results of the DFT calculations performed to analyze the JT effect of minimum on the 
potential energy surface for small, aromatic, organic radicals, CnHn (n=4-7), corannulene anion 
and cation (C20H10- and C20H10+) and coronene anion and cation (C24H12- and C24H12+); the JT 
parameters EJT and Δ are given in cm-1 and RJT in (amu)1/2Å. 
 
 Distortion  LDA BP86 BLYP OPBE B3LYP 
  EJT 2418 2470 2497 2413 2649 
C4H4+• D4h→D2h Δ 2595.5 2046.2 2220.4 1902.7 1842.2 
  RJT 0.31 0.32 0.33 0.31 0.32 
  EJT 1244 1302 1303 1300 1686 
C5H5• D5h→C2v Δ 0.0 -0.8 -0.8 -1.6 0.0 
  RJT 0.25 0.26 0.27 0.26 0.27 
  EJT 879 885 880 891 970 
C6H6+ D6h→D2h Δ 29.1 -37.1 -8.1 -62.9 -39.5 
  RJT 0.27 0.28 0.28 0.28 0.28 
C6H6- 
 EJT 788 834 857 824 925 
D6h→D2h Δ 38.7 39.5 40.3 33.1 17.7 
 RJT 0.19 0.19 0.19 0.19 0.29 
  EJT 853 923 936 917 1123 
C7H7• D7h→C2v Δ 0.0 0.0 0.0 0.0 0.0 
  RJT 0.16 0.17 0.17 0.16 0.18 
  EJT 405 417 424 410 540 
C20H10- C5v→ Cs Δ 1.6 1.6 0.0 1.6 0.8 
  RJT 0.32 0.31 0.30 0.30 0.34 
  EJT 548 536 525 551 665 
C20H10+ C5v→ Cs Δ 2.4 0.0 0.8 0.0 1.6 
  RJT 0.53 0.51 0.49 0.53 0.58 
  EJT 290 302 315 302 410 
C24H12- D6h→ D2h Δ 12.1 5.6 8.9 12.9 0.8 
  RJT 0.12 0.13 0.14 0.13 0.15 
  EJT 287 302 304 303 401 
C24H12+ D6h→ D2h Δ 12.9 6.4 7.3 12.1 0.0 
  RJT 0.19 0.20 0.20 0.20 0.22 
 
The electronic structures of Na3 and Ag3 molecules are determined primarily by 
the behavior of three valence electrons (one donated by each Na or Ag atom). In the HS, 
D3h point group, sodium and silver clusters are in the degenerate electronic states. The JT 
distortion leads to the splitting of the degenerate state 2E1
’ into 2A1 and 
2B2 with a descent 
in symmetry to C2v. According to the DFT calculations, the 
2B2 state is the global 
minimum, while the transition state on the potential energy surface is 2A1. Analyzing the 
influence of different XC functionals for Na3 and Ag3 clusters revealed that BLYP 
approximation overestimates the JT stabilization energy, the warping barrier and the JT 
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radius, Table 6.2., and the geometry differs significantly. The DFT results at BLYP level 
give one bond length to be 6.5 Å and other two 3.3 Å and one angle with the value of 
164.5° and other two 7.3°, which are far from the results obtained with the other applied 
XC approximations and reference values.205 The same trend was observed for the Ag3 
molecule. Hence, the BLYP is shown to be less accurate than other applied XC 
functionals. In both cases, good agreement with previous theoretical studies is obtained,1, 
35, 205-210 with the exception of the aforementioned BLYP, Table 6.2. 
Arsenic and antimony anionic four-member rings, As4
−and Sb4
−, have a single 
electron in a doubly degenerate HOMO, leading to 2Eg ground electronic state, in perfect 
square-planar nuclear configurations that belong to the D4h point group.  Hence, these 
molecules are JT unstable, and distort to the conformations of lower, D2h symmetry, with 
the rectangular or rhombic geometries. 2Eg ground electronic state splits into two non-
degenerate electronic states, 2B3g and 
2B2g in D2h point group (see Chapter 2, Section 2.3.). 
MD-DFT results are summarized, in Table 6.2. In all cases rectangle, with 2B3g electronic 
state is the minimum structure, while 2B2g rhombus is the transition state on the
 potential 
energy surface. Calculated JT stabilization energies are consistent to each other, 
independently of the chosen XC functional. 
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Table 6.2. Results of the DFT calculations performed to analyze the JT effect of minimum on the 
potential energy surface for Na3, Ag3, As4
− , Sb4
−, [CuF6]4-, [Mn(acac)3] and CoCp2; the JT 
parameters EJT and Δ are given in cm-1 and RJT in (amu)1/2Å. 
 
 Distortion  LDA BP86 BLYP OPBE B3LYP 
  EJT 961 1006 1456 708 1182 
Na3 D3h→C2v Δ 345.2 365.4 759.8 169.4 450.9 
  RJT 3.92 4.36 14.27 2.48 5.49 
  EJT 504 686 966 806 889 
Ag3 D3h→C2v Δ 167.0 289.6 514.6 345.2 394.4 
  RJT 2.01 3.39 9.26 4.42 4.97 
  EJT 703 846 775 948 840 
As4
− D4h→D2h Δ 774.3 496.2 648.8 149.1 299.7 
  RJT 0.09 0.09 0.09 0.09 0.09 
  EJT 556 518 644 528 579 
Sb4
− D4h→D2h Δ 596.8 322.9 490.9 133.7 148.2 
  RJT 0.08 0.09 0.09 0.09 0.09 
  EJT 2417 3467 2917 9327 2604 
[CuF6]4- Oh→D4h Δ 804.1 1246.1 1312.3 7337.3 991.3 
  RJT 1.89 2.53 2.74 14.05 2.26 
  EJT 1756 1626 1601 843 1785 
[Mn(acac)3] D3→C2 Δ 360.5 325.0 313.8 424.3 333.9 
  RJT 1.26 1.44 1.45 2.06 1.29 
  EJT 814 762 694 838 728 
CoCp2 D5h→C2v Δ 0 0 -0.8 -1.6 -2.4 
  RJT 0.35 0.34 0.32 0.35 0.34 
 
It is a well-known fact of coordination chemistry that hexa-coordinated copper(II) 
and manganese(III) complexes exibit a strong JT coupling. In the Oh point, the copper(II) 
ion has a 2Eg electronic ground state. After descent in symmetry to D4h, the electronic 
state splits into 2A1g and 
2B1g, compressed and elongated geometry, respectively. The 
values for the warping barrier, Δ, Table 6.2., unambiguously indicate that the APES is 
not flat, thus the state 2B1g  is energy minimum, whereas 
2A1g is the transition state. The 
octahedral Cu(II) units in the crystals of K2CuF4, Ba2CuF6, and so forth, were originally 
misinterpreted as compressed by EPR measurements and X-ray data.211-213 More 
elaborate investigations, including Extented X-Ray Absorption Fine Structures (EXAFS) 
measurements214-216 and DFT calculations217 showed that, in fact, the local octahedra are 
elongated. However, it should be pointed out that complete understanding of the 
electronic structure of K2CuF4 is difficult considering only isolated [CuF6]
4-  fragment, 
without considering the effects of the electrostatic potential of the rest of the lattice,217 
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unlike the case of KZnF3:Cu
2+ where elongated [CuF6]
4- complexes are formed due to the 
static JT effect.218 The evaluated EJT values are in the range of 2400-3400 cm
-1 for all used 
functionals, with the exception of OPBE, which gives a very high JT stabilization energy. 
Experimentally estimated EJT from UV-Vis spectra are found to be 2082.5 or 2195.5 cm
-
1 (EJT  are extracted from UV-Vis transition using the relation E ≈ 4EJT).219, 220 Thus, to 
explain the differences in RJT, the bond distances in [CuF6]
4- at HS and LS nuclear 
configurations were analyzed and then compared with the available experimental data, 
Table 6.3.221, 222 It can be clearly seen (Table 6.3.) that the LDA gives the most accurate 
geometry. The OPBE gives quite good results for the equatorial bonds in the D4h global 
minimum structure with absolute deviations from experimental data of 0 Å. However, 
axial bond distances are too long (4.4 Å), indicating the great discrepancy. This 
discrepancy can be explained by high negative charge of the complex ion, which is only 
partially compensated by the conductor like screening solvation model (COSMO) model 
(see Computational Details Section). COSMO model was employed in order to partially 
simulate the environmental effects in the crystal lattice of highly negative charged 
complex.223 It should be mentioned that without COSMO, fluoride ions as ligands 
dissociate in D4h symmetry. Other GGA functionals, as well as B3LYP show bigger 
deviation in the observed equatorial bond distances, and more accurate results for bond 
lengths in the axial position.  
Table 6.3. Calculated DFT and experimental bond lengths (Å) in [CuF6]4-. 
[CuF6]4- LDA BP86 PW91 BLYP OPBE B3LYP EXP221 EXP222 
Oh, Cu-F 2.01 2.10 2.10 2.10 2.12 2.10 2.02 2.05 
D4h, ax-Cu-F 2.28 2.45 2.44 2.51 4.37 2.40 2.22 2.30 
D4h, eq-Cu-F 1.91 1.96 1.96 1.97 1.93 1.96 1.92 1.93 
 
The other Werner-type complex, [Mn(acac)3], has D3 symmetry with a 
2E1 ground 
state. Because of the JT effect, the symmetry decreases to C2, whereby the ground state 
splits into 2A and 2B. An axial elongation corresponds to the 2A state, the minimum on the 
potential energy surface, while the transition state, compressed octahedron, is in the 2B 
electronic state, higher in energy by 313-425 cm-1, Table 6.2., which is in a good 
agreement with a previous DFT study.224 The DFT calculations at the OPBE level clearly 
underestimate the JT stabilization energies, Table 6.2. The differences in the values of the 
JT parameters can be explained by the differences in the geometries obtained with the 
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different level of theory. It is well-known that inclusion of gradient corrections leads to 
bond elongation compared to the LDA results.176 The overlays of the crystal structure225 
and structures computed at the LDA and OPBE levels are presented in Figure 6.1. 
Obviously, the structure obtained with LDA matches better to the X-ray structure, which 
is a confirmation that LDA tends to give better geometries for Werner-type complexes.176, 
226 Therefore, the proper determination of geometry not only in a metric data but also in 
conformation of the ligands is very important in the determination of JT parameters. 
 
Figure 6.1. Overlay of experimental X-ray (gray) with LDA optimized (light blue) global 
minimum structure (left) and OPBE optimized (light blue) global minimum structure (right). 
CoCp2 possesses two possible HS conformations, eclipsed (D5h) and staggered 
(D5d). The presented results are limited to  CoCp2 in D5h symmetry, as DFT calculation 
revealed that the eclipsed conformation is more stable and the JT effect does not depend 
on the rotation of the rings.80 Similar to the cases of organic radicals, values of the JT 
parameters in this organometallic compound do not depend significantly on a choice of 
XC functionals, Table 6.2. The different ground states obtained using different functional 
(Table 6.2.) are due to the very small warping barriers, which are in the range of the 
precision of the calculation. Negligible warping barrier is expected because second order 
vibronic coupling constant is zero in D5h point group.
19 The calculated parameters, Table 
6.2., are in agreement with the value of 1050 cm-1 estimated from the solid state EPR 
spectra.227 In contrast to, for example C5H5
•, the experimental value for CoCp2 cannot be 
considered as a benchmark, as the experimental results are strongly dependent on the 
diamagnetic host matrix.227 This is clearly an example of experimental difficulties in the 
quantification of the JT parameters. 
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6.1. Conclusion 
All molecules under study belong to the JT active species, and they represent 
completely different chemical systems; hence, the obtained results can be assumed as 
general. 
For small, aromatic, organic, radicals and anions and cations of corannulene and 
coronene, the JT parameters do not depend on a choice of the XC functional. The results 
obtained by the means of MD-DFT are mutually consistent, regardless of the level of 
theory, and are in good agreement with the results of previous studies, both experimental 
and theoretical.  
DFT analysis of the JT effect in small metal clusters, Na3 and Ag3, gives acceptable 
results for all applied XC functionals, except for BLYP which clearly gives wrong 
geometries of the distorted structures. Thus, one should be careful in using BLYP for the 
quantification of the JT distortion in such cases.  
Particular choice of the XC functional for the determination of the JT parameters 
in square-planar arsenic and antimony anionic clusters is not crucial.  
The LDA tends to give better geometries for Werner-type compounds in 
comparison to the GGA and hybrid functionals. The GGA functionals always yield longer 
bonds and, hence, worse agreement with the experimental data for Werner-type species. 
Thus, great attention should be given to the choice of the XC functional for the analysis 
of the JT effect and determination of the JT parameters in Werner-type complexes.  
Obtained JT parameters for organometallic compound, cobaltocene, are consistent 
regardless of the performed XC functional. 
To obtain reliable results, the LDA performs remarkably well, as it provides the 
best geometries for both the HS and LS species. The difficulties in the determination of 
the JT parameters are not to be found in the definition of degenerate states, but in the 
determination of the precise geometry of the HS and LS points. 
6.2. Computational Details 
The DFT calculations have been carried out using the Amsterdam Density Functional 
program package, ADF2010.01.228-230 Geometry optimization of all investigated 
molecules was performed using LDA characterized by the VWN parameterization,61 and 
GGAs, such as BP86,63, 64 BLYP,63, 178 OPBE65 and  hybrid B3LYP179, 180. An all electron 
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Triple-zeta Slater-type orbitals (STO) plus one polarization function (TZP) basis set has 
been used for all atoms. All calculations were spin-unrestricted. Separation of the orbital 
and the geometrical symmetry, as used in the calculation of the energies of the HS nuclear 
conﬁgurations is done using SYMROT subblock in the QUILD program, version 
2010.01,175 provided in the ADF2010.01 program package. Analytical harmonic 
frequencies231, 232 were calculated in order to ascertain that LS structure corresponds to 
the stationary points on the potential energy surface. COSMO,233-235 as implemented in 
ADF,236 with the dielectric constant of water ε = 78.4 was included in the DFT 
calculations in the case of hexafluorocuprat(II) ion, in order to partially simulate the 
environmental effects in the crystal lattice.223  
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7. Results and Discussion: Treatment of the Multimode Jahn-
Teller Problem 
 
The distortion from a HS nuclear arrangement, due to the JT effect, toward a LS 
energy minimum conformation is a displacement on the 3N-6 potential energy surface. In 
the ideal case, the distortion corresponds to the movements of nuclei along one normal 
mode that belongs to a non-totally symmetric irrep of the HS point group of molecule. 
The analysis of the structural distortion from the HS nuclear arrangements of the JT active 
molecules presents a challenge because of the superposition of the effects produced by 
many different normal modes. Briefly, complications arise when there are more than one 
vibration responsible for the distortion, a typical scenario when considering polyatomic 
molecules and almost a certainty when dealing with solid-state problems. As the 
dimension of the problem becomes much higher, the Mexican-hat representation of the 
APES is not appropriate anymore for the description of the distortion, and new effects 
may arise. The appraisal of the influence of different normal modes on the JT effect is 
referred to as a multimode problem. When there are several JT active modes, it is not 
possible to known a priori the individual role of normal modes in the observed JT induced 
properties. The profound and elegant theoretical studies have been carried out in order to 
tackle the multimode problem and quantify the role played by different normal modes in 
symmetry breaking processes, using interaction mode.1, 23, 237 Recently, a new approach 
to analyse the multimode problem, called IDP model,19-22 Chapter 2, Section 2.6., has 
been proposed. The reference point for the model is the LS configuration, a true minimum 
on the potential energy surface. All the required information, to calculate the vibronic 
coupling coefficients is contained in the LS structure, at least to a good approximation. 
Within the harmonic approximation the potential energy surface has a simple analytical 
form, so with this model, it is possible to directly separate the contributions of the 
different normal modes to the JT distortion, their energy contributions to the JT 
stabilization energy along a relevant particular path of distortion and the forces at the HS 
point, giving further insight into the origin and mechanism of the vibronic coupling.  
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7.1. Multimode Jahn-Teller Problem in Square-Planar Arsenic and 
Antimony Clusters 
Arsenic and antimony anionic four-member rings, As4
− and Sb4
−, examples of 𝐸 ⊗
(𝑏1 + 𝑏2) multimode JT problem, have 
2Eg ground electronic state in the D4h point group.  
Descent in symmetry goes to D2h, with the rectangular or rhombic geometries. 
2Eg ground 
electronic state splits into the 2B3g and 
2B2g. The rectangle, with 
2B3g electronic state is the 
minimum structure with no imaginary frequencies, while 2B2g rhombus is the transition 
state on the potential energy surface. Some XC functionals revealed that D2h rhombus 
structure present subject of further symmetry reduction due to the pseudo JT distortion, 
with slightly puckered rhombus in C2v symmetry and 
2B1 electronic state being 
additionally stabilized for around 300 cm-1, Tables 7.1.1. and 7.1.2. Electronic energies 
of As4
−and Sb4
− calculated for HS and LS points, as well as their AOC energies, according 
to the calculation procedure explained in Chapter 3, Section 3.4. are listed in the Tables 
7.1.1. and 7.1.2. The JT parameters calculated with different XC functionals are given in 
Chapter 6, Table 6.2. Considering that minimum rectangular structures arise as a 
consequence of a proper JT distortion, further analysis of combined JT/PJT effect is not 
necessary.  
Table 7.1.1. Results of the DFT calculations performed to analyze the JT effect in As4
−; Energies 
are in eV. 
Occupations State Geometry LDA BP86 B3LYP 
𝑒𝑔
1.5𝑒𝑔
1.5 2Eg D4h -19.424 -17.608 -20.642 
𝑏2𝑔
2 𝑏3𝑔
1  2B3g D4h -19.428 -17.608 -20.903 
𝑏3𝑔
2 𝑏2𝑔
1  2B2g D4h -19.381 -17.617 -20.937 
𝑏2𝑔
2 𝑏3𝑔
1  2B3g D2h -19.515 -17.713 -21.007 
𝑏3𝑔
2 𝑏2𝑔
1  2B2g D2h -19.419 -17.652 -20.970 
𝑏2
2𝑏1
1𝑎1 
2B1 C2v -19.444 -17.66 -20.970 
𝑎1
2𝑏2
1𝑏1 
2B2 C2v -19.779 -17.858 -21.075 
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Table 7.1.2. Results of the DFT calculations performed to analyze the JT effect in Sb4
−; Energies 
are in eV. 
 
Occupations State Geometry LDA BP86 B3LYP 
𝑒𝑔
1.5𝑒𝑔
1.5 2Eg D4h -17.171 -15.502 -18.092 
𝑏2𝑔
2 𝑏3𝑔
1  2B3g D4h -17.164 -15.507 -18.311 
𝑏3𝑔
2 𝑏2𝑔
1  2B2g D4h -17.129 -15.506 -18.341 
𝑏2𝑔
2 𝑏3𝑔
1  2B3g D2h -17.233 -15.572 -18.383 
𝑏3𝑔
2 𝑏2𝑔
1  2B2g D2h -17.159 -15.532 -18.364 
𝑏2
2𝑏1
1𝑎1 
2B1 C2v -17.172 -15.532 -18.364 
𝑎1
2𝑏2
1𝑏1 
2B2 C2v -17.457 -15.678 -18.426 
 
 
In order to understand these simplest examples of the multimode JT effect, IDP 
analysis was performed. EJT obtained from IDP analysis is in a good agreement with DFT 
calculations, Table 7.1.3., for both, As4
2−and Sb4
2−, confirming validity of harmonic 
approximation employed in IDP model. An analysis of multimode problem in these 
systems revealed negligible contribution of a1g normal mode, with RJT less than 0.004 Å 
and stabilization energy of approximately 0.2 cm-1. 
 
Table 7.1.3. The JT stabilization energy, EJT (cm-1) and JT radius, RJT (Å) for distortions of As4
− 
and Sb4
− from square-planar to rectangle and rhombus structures obtained by MD-DFT and IDP 
models with different XC functionals (LDA, BP86 and B3LYP). 
 
 
  As4
− Sb4
− 
 Structure rhombus rectangle rhombus rectangle 
 El. State B2g B3g B2g B3g 
 EJT(MD-DFT) 304.9 703.4 239.5 556.2 
LDA EJT(IDP) 329.2 756.6 258.2 519.8 
 RJT 0.120 0.086 0.140 0.084 
 EJT(MD-DFT) 281.0 845.8 207.8 517.5 
BP86 EJT(IDP) 580.1 732.0 184.2 480.1 
 RJT 0.130 0.090 0.117 0.086 
 EJT(MD-DFT) 266.4 840.1 189.0 578.9 
B3LYP EJT(IDP) 222.7 825.6 123.2 562.4 
 RJT 0.104 0.093 0.096 0.090 
 
Values of the vibronic constants and force constants, from IDP and MD-DFT, 
with different XC functionals, are presented in Table 7.1.4. With these parameters and 
vibronic coupling model described in Chapter 2, Section 2.3., potential energy surface in 
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the space of JT active b1g and b2g normal modes is constructed, Figure 7.1.1. The potential 
energy profile is essentially parabolic.  Forces along the two JT active modes are changing 
linearly from HS D4h nuclear configuration toward the corresponding D2h stationary 
points. If distortions to rectangle and rhombus are considered independently, the JT 
problem shows features of single mode JT effect. However, in D4h symmetry, this is truly 
multimode problem, and direction of the distortion is dictated by higher forces of harder 
b2g mode, Table 7.1.4. As it could be expected, for softer b1g mode somewhat larger 
distortion is needed to reach the stationary point on the potential energy surface, Table 
7.1.3.  
Table 7.1.4. Analysis of the JT effect in As4
− and 𝑆𝑏4
−: vibronic coupling constants of b1g and b2g 
normal modes, Fb1g and Fb2g (in 103cm-1/Å), and force constants of b1g and b2g normal modes, Kb1g 
and Kb2g (in 103cm-1/Å2) obtained by IDP model and by MD-DFT with different XC functionals. 
 
 
  As4
− 𝑆𝑏4
− 
  Fb1g Kb1g Fb2g Kb2g Fb1g Kb1g Fb2g Kb2g 
LDA 
IDP 5.629 48.1 17.564 202.8 3.797 27.9 12.391 147.8 
MD-DFT 5.082 42.3 16.358 190.2 3.421 24.4 13.242 157.6 
BP86 
IDP 6.004 43.4 16.342 181.0 3.132 26.6 11.173 129.3 
MD-DFT 4.323 33.2 18.796 208.8 3.552 30.4 12.035 139.9 
M06-L 
IDP 4.847 36.8 11.896 127.0 6.124 26.6 10.850 167.7 
MD-DFT 4.064 35.0 26.827 304.8 1.631 7.1 7.861 120.9 
B3LYP 
IDP 4.375 42.1 17.824 191.2 2.561 26.6 12.499 138.7 
MD-DFT 5.123 49.2 18.066 194.3 3.937 41.0 12.864 142.9 
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Figure 7.1.1.  Potential energy surface of Sb4
− in the space of JT active b1g and b2g normal modes, 
3D (up) and 2D (down); vibronic coupling parameters are taken from LDA IDP model; minima 
have rectangular and transition states rhombic geometries. 
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7.1.1. Conclusion 
The simplest multimode JT problem, 𝐸 ⊗ (𝑏1 + 𝑏2), in square-planar arsenic and 
antimony anionic clusters is investigated by the means of the IDP model. Although at the 
first glance one may assume that 𝐸 ⊗ (𝑏1 + 𝑏2) represents single mode effect, it is truly 
multimode problem since the direction of the distortion is guided with higher forces of 
harder vibration. The synergic effect of the MD-DFT and IDP allows for calculating of 
vibronic coupling constants and getting deeper insight into the origin and mechanism of 
the distortion.  
7.1.2.  Computational Details 
All investigated molecules were optimized by DFT calculations using the Amsterdam 
Density Functional program package, ADF2013.01.229, 230, 238 The LDA characterized by 
the VWN parameterization61 was used for the symmetry-constrained geometry 
optimizations. In addition BP8663, 64 and B3LYP178, 179 XC functionals were employed. 
TZP basis set was used for all atoms. Separation of the orbital and the geometrical 
symmetry, as used in the calculation of the energies of the HS nuclear conﬁgurations, is 
done using SYMROT subblock in the QUILD program, version 2013.01,239 provided in 
the ADF2013.01 program package. In all cases, the global minimum was confirmed by 
the absence of the imaginary frequency modes.  
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7.2. Multimode Jahn-Teller Problem in Small Aromatic Radicals 
 
C5H5
•, C6H6
+, C6H6
- and C7H7
• are important species in organic chemistry but also 
are very interesting for spectroscopic and quantum chemistry studies. All of them have a 
single electron or a hole in a doubly degenerate highest occupied molecular orbital, 
leading to a degenerate state arising as a consequence of an addition or removal of an 
electron in the parent aromatic molecule, as in Figure 7.2.1., presenting paradigmatic 
examples of the Ee JT problem.  
 
 
 
Figure 7.2.1. Structures of C5H5, C6H6+, C6H6- and C7H7; a simple MO scheme is outlined. 
 
To tackle the multimode problem in these molecules, the JT distortion is expressed 
as a linear combination of all totally symmetric normal modes in the LS minimum energy 
conformation by the means of the IDP model, Chapter 2, Section 2.6., allowing 
quantification and clarification of the role played by the different symmetry-breaking and 
totally symmetric vibrations in the global distortion.  
In addition, the structural analysis is complemented by investigation of the 
different electronic interactions (electron-nuclei, electron-electron, etc.) present in the 
Hamiltonian, leading to a more complete and balanced view of the changes undergone by 
the system along the JT distortion.   
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7.2.1.  Energy Component Analysis  
In the time-independent, nonrelativistic, BO approximation, the molecular 
Hamiltonian operator, consists of a sum of the electron kinetic energy, the nuclear-nuclear 
Coulomb repulsion, the electron-nuclear interaction and the electron-electron repulsion 
operators. The energy of a system, which is the expectation value of the Hamiltonian 
operator, can be expressed as a sum of the expectation values of the corresponding 
operators. All of the quantities can be calculated with the Hartree-Fock, post Hartree-
Fock, or DFT approaches. An analysis of the changes of these energy components during 
a chemical transformation helps to understand the nature of chemical bonding in a 
molecule. The studies along this line were performed for the analysis of the formation of 
covalent bonds,240-242 to explain the Hund's rule,243-245 aromaticity,246, 247 different spin 
states of iron complexes,248 PJT distortions,249-255 DFT-based quantification of the steric 
and quantum effects,256-262 and so forth. Nevertheless, energy component analysis was 
seldom used for the exploration of the JT effect.263-265 Within the KS-DFT formalism,17, 
58 changes of the individual energy terms can be formulated as: 
 
∆𝐸 = ∆𝑇𝑠 + ∆𝑉𝐾𝑆 = (∆𝑇𝑤 + ∆𝑇𝑝) + (∆𝑉𝑒𝑙𝑠𝑡 + ∆𝑉𝑋𝐶) 
Eq. 7.2.1.1. 
 
∆𝑉𝑒𝑙𝑠𝑡 = ∆𝑉𝑒𝑛 + ∆𝐽 + ∆𝑉𝑛𝑛 
Eq. 7.2.1.2. 
where ∆𝑇𝑠 is change of the kinetic energy of a fictitious system of noninteracting electrons 
and ∆𝑉𝐾𝑆 is a change of the KS potential energy that consists of the changes of the 
electron-nuclear potential energy (∆𝑉𝑒𝑛), changes of the classical Coulomb electron-
electron repulsion (∆𝐽), and changes of the exchange-correlation potential energy (∆𝑉𝑋𝐶). 
∆𝑉𝑒𝑛, ∆𝐽 and ∆𝑉𝑛𝑛 are conveniently grouped together into the classical electrostatic term, 
∆𝑉𝑒𝑙𝑠𝑡. ∆𝑉𝑋𝐶 consists of the residual part of the true kinetic energy, sometimes referred to 
as the correlation kinetic energy,17, 266, 267 and the nonclassical electrostatic interactions. 
∆𝑇𝑠 is partitioned into the changes of the Weizsäcker kinetic energy ΔTw
268 and the Pauli 
kinetic energy ΔTp256, 269-275. Liu defined Tw as a steric energy from KS-DFT.256 Tp, itself 
simply defined as 𝑇𝑝  =  𝑇𝑠  −  𝑇𝑤, is regarded as an extra kinetic energy required of the 
fermions by the Pauli exclusion principle.256 Tw is consistent with Weisskopf's kinetic 
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energy pressure;276 it is related to Bader's atoms in molecule approach277 and and Fisher 
information theory278, 279. Tp appears in a definition of electron localization function.
280, 
281 The fermionic quantum energy contribution can be defined as a Tp + 𝑉𝑋𝐶.
256 DFT based 
quantification of the steric, electrostatic, and fermionic quantum energy contributions was 
applied in the analysis of various chemical problems.256-262  
7.2.2.  Distortion of Cyclopentadienyl Radical, Benzene Cation and Tropyl 
Radical 
The ground electronic state of C5H5
•, C6H6
+, and C7H7
• in a HS point group belongs 
to a double degenerate irrep which splits into two non-degenerate electronic states in LS 
point group. This yields two different LS geometries, usually referred as dienyl (2B1 
C5H5
•) and allyl (2A2 C5H5
•) or elongated (2B2g C6H6
+, 2B1 C7H7
•) and compressed (2B3g 
C6H6
+, 2A2 C7H7
•) structures. The JT active distortion is the totally symmetric reaction 
coordinate in the LS point group. The other component of the double degenerate JT active 
distortion allows mixing of the two electronic states emerging from the degenerate ground 
state. This is summarized in Table 7.2.2.1.  
 
Table 7.2.2.1. Summary of the group theory considerations for the JT distortions in C5H5•, C6H6+, 
and C7H7•. Γel is irrep of the electronic state; ΓJT is irrep of the JT active vibrations; N is the number 
of atoms in a molecule; Na1 is the number of totally symmetrical vibrations in the LS point group. 
One component of the degenerate pairs of vibrations in the HS becomes a1 in the LS point group. 
 
Molecule Distortion Γel ΓJT 3N-
6 
Na1 Origin of the LS a1 
vibs C5H5• D5h→ C2v E’’1→A2+B1 E’2→ A1+B2 24 9 4e’2, 2a’1, 3e’1 
C6H6+ D6h→ D2h E1g→ 
B2g+B3g 
E2g→ 
Ag+B1g 
30 6 4e2g, 2 a1g 
C7H7• D7h→ C2v E’’2→A2+B1 E’3→ A1+B2 36 13 4e’3, 4e’2, 3e’1, 2a’1 
 
 
The JT parameters, EJT, Δ and RJT, calculated by the means of MD-DFT and IDP 
are summarized in Table 7.2.2.2. Results using LDA are presented because particular 
choice of XC functional is not essential, as shown in Chapter 6. In all cases, EJT obtained 
from IDP analysis is in a good agreement with DFT calculations, Table 7.2.2.2. The 
strongest stabilization is observed for C5H5
•. As previously discussed (Chapter 6), these 
results are in great agreement with experimentally estimated values, e.g. EJT for C5H5
• 
from dispersed fluorescence spectrum  is 1237 cm-1.182 Essentially zero Δ for C5H5• and 
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C7H7
• is consistent with vibronic coupling for D5h and D7h point groups.
19 For C6H6
+ Δ is 
very small, which is in accordance with previous studies.186 
 
Table 7.2.2.2. Results of the DFT calculations performed to analyze the JT effect in C5H5•, C6H6+, 
and C7H7•. The JT parameters EJT and Δ are given in cm-1 and RJT in (amu)1/2Å. 
 
Molecule JT parameters geometry, state  
C5H5• 
EJT C2v,
2A2 1244.5 
EJT C2v,
2B1 1244.5 
EJT (IDP) C2v,
2A2 1238.0 
EJT (IDP) C2v,
2B1 1238.0 
Δ  0.0 
RJT C2v,
2A2 0.25 
RJT C2v,
2B1 0.25 
C6H6+ 
EJT D2h, 
2B2g 879.2 
EJT D2h,
 2B3g 831.6 
EJT (IDP) D2h, 
2B2g 839.1 
EJT (IDP) D2h,
 2B3g 791.1 
Δ  32.2 
RJT D2h, 
2B2g 0.27 
RJT D2h,
 2B3g 0.27 
C7H7• 
EJT C2v,
2A2 853.3 
EJT C2v,
2B1 853.3 
EJT (IDP) C2v,
2A2 861.2 
EJT (IDP) C2v,
2B1 862.2 
Δ  0.0 
RJT C2v,
2A2 0.16 
RJT C2v,
2B1 0.16 
 
 
On the potential energy profile it is possible to distinguish two distinct regions 
(Figures 7.2.2.1.a, 7.2.2.2.a, 7.2.2.3.a). In the first region the energy is changing faster, 
and depending on the particular molecule, after 25-40% of the path most of the EJT is 
obtained. An analysis of the multimode JT distortion shows that, regardless of the number 
of totally symmetric normal modes in LS minimum energy conformation, Table 7.2.2.1., 
three vibrations are most important for the distortion and for the EJT: C-C stretch, C-C-C 
bend, and C-C-H bend (Figures 7.2.2.1.a, 7.2.2.2.a, 7.2.2.3.a, Figure 7.2.2.4. (for the case 
of C6H6
+); and Table 7.2.2.3.). These three vibrations are found to be the most important 
in the computational and experimental studies on C5H5
• and C6H6+.
182, 184, 192 It should be 
pointed out that in these studies only those three normal modes are considered, while IDP 
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takes into account all possible normal modes. Initially, the most important JT active mode 
is the hardest of the three modes, the C-C stretch, while in the second region, where the 
system relaxes toward the global minimum, softer modes become more important, and 
the APES is flat. Monitoring changes of all the energy components along the IDP, Eqs. 
7.2.1.1. and 7.2.1.2., gives a whole picture of what happens inside the molecule during 
the JT distortion. The results are presented in Figure 7.2.2.1.c,d for C5H5
•, Figure 
7.2.2.2.c,d for C6H6
+, and in Figure 7.2.2.3.c,d for C7H7
•. Curves have been displaced 
vertically to make each energy component zero for the HS configuration, so that the 
stabilizing and destabilizing interactions along the distortion path can be clearly 
identified. A similar trend of the changes of energy components is observed for all of the 
molecules. Two regions are clearly differentiated in the ΔT/ΔV profiles. Most of the total 
energy stabilization is achieved around the HS point when the distortion is driven by the 
lowering of ΔV and simultaneous increase of ΔT. The initial downward push is clearly 
due to the JT effect, which is due to the stabilization of the Velst, and the C-C stretch is 
mainly involved in the distortion. After that, the contribution of the C-C stretch drops to 
the zero. The origin of this distortion is clearly associated to the electron-nuclear 
interaction, Figure 7.2.2.1., and occurs along the C-C stretch, as the active electrons 
occupy the space between the carbon atoms. Changes in the VXC energy are an order of 
magnitude smaller than changes of the Velst and are not important for the qualitative 
picture. The kinetic energy apparently favors the HS nuclear configuration. Changes in 
the Ts are directed with the changes of the Tp, which can be identified as the main opposing 
contribution to the JT distortion. If we look in more detail into changes of the Velst, it can 
be seen that the main stabilization comes from the Ven which goes quickly down, to adapt 
to the nontotally symmetrical electron density, as expected from the theoretical 
considerations, Chapter 2. Two other electrostatic contributions, Vee and Vnn, show the 
opposite tendency, thus giving in total smaller changes in the Velst. However, after the 
initial push, the system reaccommodates leading to the strong reduction of the Tp, Vee, and 
Vnn. While Tw almost did not change in the first region, it becomes destabilizing in the 
second region, and it is changed then parallel to the changes in the Velst. Owing to this 
behavior of Tw, the total kinetic energy does not contribute globally to stabilize the 
system. On the other hand the Tp, Vee, and Vnn repulsions clearly stabilize the system in 
the final run. In fact, the energy contribution due to the Ven interactions at the end is 
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positive, and the global stabilization seems to come from the electron-electron and nuclear 
readjustment. Obviously, the correct answer can only be obtained from looking at the 
whole path and understanding the changes undergone by the forces using the previously 
explained theory in Chapter 2. Thus, while the initial distortion is clearly associated with 
the usual JT distortions, in the second region softer, bending modes play a more important 
role, due to the changes of the density caused by the modification of the geometry in the 
first push. This leads to enhancing the effects of energy components with opposite signs, 
which are almost cancelling each other, yielding to the very small total energy variation. 
From the point of view of the JT theory, this also underlines the very important role of 
the PJT effect, associated to the density changes to obtain the final stabilization energy 
and barriers in JT systems. 
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Figure 7.2.2.1. Intrinsic distortion path and energy component analysis of the JT D5h→C2v 
distortion in C5H5•. 
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Figure 7.2.2.2. Intrinsic distortion path and energy component analysis of the JT D6h→D2h 
distortion in C6H6+. 
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Figure 7.2.2.3. Intrinsic distortion path and energy component analysis of the JT D7h→C2v 
distortion in C7H7•. 
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Figure 7.2.2.4. Vibrational energy distribution representation of the C-C stretch, C-C-C bend and 
C-C-H bend normal modes for C6H6+. The different colours indicate the direction of the 
displacement vector; the volume of the spheres is proportional to the contribution made by the 
individual nuclei to the energy of the vibrational mode. 
 
Table 7.2.2.3. Analysis of the multimode JT problem in C5H5•, C6H6+, and C7H7• by the LS totally 
symmetric normal modes in harmonic approximation. Frequencies of selected normal modes are 
in cm-1 as obtained from DFT calculations; contribution of the normal mode ?⃗? 𝑘 to the ?⃗? 𝐽𝑇 is given 
by ck in %; Ek energy contribution of ?⃗? 𝑘 to the EJT in %. 
 
 
 
 
 
 
 
 
 
7.2.3.  Distortion of Benzene Anion 
The benzene molecule, C6H6, with the D6h nuclear arrangement has a double-
degenerate highest occupied molecular orbital (HOMO), e1g, and a double-degenerate 
lowest unoccupied molecular orbital (LUMO), e2u. Therefore, C6H6
- is JT unstable. C6H6
- 
has 2E2u ground electronic state in conformation that belongs to the D6h point group. As 
in the case of C6H6
+, the distortion coordinate is e2g, and hence very similar distortion for 
both cases is expected. DFT results for the benzene anion are presented in Table 8.4. After 
Assignment molecule HS-irrep 𝜈𝑘 in LS ck Ek 
C-C-C bend 
C5H5• e’2 831 24.19 19.99 
C6H6+ e1g 591 51.99 34.33 
C7H7• e’3 894 5.31 1.87 
C-C-H bend 
C5H5• e’2 1040 52.18 20.02 
C6H6+ e1g 1166 34.63 16.99 
C7H7• e’3 1234 30.53 3.92 
C-C stretch 
C5H5• e’2 1482 13.93 53.74 
C6H6+ e1g 1556 12.40 46.99 
C7H7• e’3 1234 44.07 87.55 
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the descent in symmetry to D2h, the electronic state splits into 
2B1u and 
2Au. As it can be 
seen from Table 7.2.3.1., the D2h structure is not the most stable conformation of C6H6
-, 
and further reduction of symmetry occurs. 
 
Table 7.2.3.1. Results of the DFT calculations performed to analyze the JT effect in C6H6-. The 
JT parameters EJT and Δ are given in cm-1 and RJT in (amu)1/2Å. 
 
Molecule JT parameters geometry, state  
C6H6- 
EJT D2h,
2Au 788.0 
EJT D2h,
2B1u 735.6 
EJT (IDP) D2h,
2Au 779.2 
EJT (IDP) D2h,
2B1u 823.6 
Δ  38.7 
RJT D2h,
2Au 0.19 
RJT D2h,
2B1u 0.19 
EJT/PJT C2, 
2A1 1187.3 
EJT/PJT D2,
 2A 1126.8 
EJT/PJT (IDP) C2, 
2A1 1060.5 
EJT/PJT (IDP) D2,
 2A 1009.7 
Δ  46.8 
RJT/PJT C2, 
2A1 0.62 
RJT/PJT D2,
 2A 0.57 
 
Out of six totally symmetric normal modes in the D2h point group, similar to the 
case of the cation, the influence of the same three normal modes is most significant. The 
IDP method for the JT distortion of C6H6
-, in Figure 7.2.3.1., reveals the same trend as in 
the previous cases. The distortion starts with the C-C stretch (𝜈 (D2h) = 1496 cm-1, 23.27% 
to the RJT, 69.16% to the EJT), in Figure 7.2.3.1.b, and with stabilization of the electron-
nuclear attraction, Figure 7.2.3.1.d. After 20% of the path, most of the energy stabilization 
is achieved, as in Figure 7.2.3.1.a. In the second region there is a strong reduction of the 
electron-electron, nuclear-nuclear, and Pauli kinetic energy. The difference to the case of 
cation is that the C-C-C bending is not as important (𝜈 (D2h) = 604 cm-1, 9.58% to the RJT, 
5.21% to the EJT), and C-C-H bending is dominating in this region (𝜈 (D2h) = 1093 cm-1, 
64.63% to the RJT, 22.21% to the EJT), as in Figure 7.2.3.1.d.  
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Figure 7.2.3.1. Intrinsic distortion path and energy component analysis of the JT D6h→D2h 
distortion in C6H6-. 
 
DFT calculations show the differences between the electronic structure of the 
benzene cation and anion. In the case of anion, LUMO, both in the D6h and in D2h 
configurations, is σ* (a1g) MO as it could be expected from the electronic structure of the 
neutral benzene. Thus, the first excited state of anion is 2A1g, which is estimated to lie 
around 0.1 eV above the ground 2E2u state in a D6h configuration and 0.7 eV above the 
ground states in D2h configurations. Due to the PJT coupling of the ground, π* electronic 
state with the excited σ* state, DFT frequency calculations reveal one imaginary e2u 
frequency in D6h, one au imaginary frequency in 
2Au D2h structure, and two imaginary 
frequencies in 2Bu, one b1u and one b1g (pseudorotation around the JT cusp). Following 
the imaginary frequencies, the true stationary points on the APES were obtained. The out-
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of-plane C2v conformation, depicted in Figure 7.2.3.2.a, is the global minimum, which 
lies around 400 cm-1 below the planar D2h structures. The out-of-plane conformation is 
more stable than the twisted D2 conformation, in Figure 7.2.3.2.b, for 47 cm
-1. This 
situation is similar to the case of C6F6
-.282  
 
 
 
Figure 7.2.3.2. Graphical representation of the out-of-plane, C2v, conformation (a) and twisted, 
D2, conformation (b) of C6H6-. 
 
The relation between the structures of D2h, C2v, and D2 symmetry on the APES is 
schematically shown in Figure 7.2.3.3. Twisted D2 and planar D2h (
2Au) conformations 
are saddle points on the APES. D2h (
2B1u) planar conformation is second-order saddle 
point on the APES, which is indicated with dashed arrows in Figure 7.2.3.3. Both C2v and 
D2 point groups are subgroups of D2h and D6h point groups, and the puckering and twisting 
of C6H6
- are consequence of the combined JT and PJT effects. 
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Figure 7.2.3.3. Relation between various structures of C6H6-; open (white) and closed (black) 
circles represent carbon atoms lying below and above the mean plane of the C6H6-; energies are 
given relative to the global minimum, C2v structure, in cm-1; D6h structure lies 1190 cm-1 above 
the global minimum; the symmetry of the vibrations with negative force constants in D2h 
structures and their direction is indicated. 
 
To analyze the combined JT and PJT distortion of C6H6
-, D6h→C2v distortion, it 
is necessary to consider nine totally symmetric normal modes in C2v minimum energy 
conformation. They correlate to the four e2g, two a1g, two b2u, and one e2u vibration in D6h. 
Even though this distortion is more complicated than previously discussed cases, EJT 
obtained from the IDP analysis, 1060 cm-1, is still in rather good agreement with the value 
of 1187 cm-1 from MD-DFT calculations. Two distinct regions on the APES could be 
distinguished, in Figure 7.2.3.4.a. Very early along the IDP, c.a. after 5% of the path, a 
strong stabilization of around 500 cm-1 is achieved. In this region C-C stretch (𝜈 (C2ν) = 
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1531 cm-1, 1.3% to the RJT, 25.9% to the EJT+PJT) and C-C-H bending (𝜈 (C2ν) = 1112 cm-
1, 3.9% to the RJT, 10.4% to the EJT+PJT) are dominating, in Figure 7.2.3.4.b. So, in this 
region, there is a proper JT distortion, similar to the previously described cases. In the 
second region the adiabatic energy surface is not flat, and energy gradually decreases for 
additional 500 cm-1. In this region distortion is almost completely described with the out-
of-plane normal mode (𝜈 (C2ν) = 320 cm-1, 90.9% to the RJT, 51.2% to the EJT+PJT). This 
out-of-plane vibration correlates to the modes with imaginary frequencies in D6h or D2h 
structures. All of the other vibrations have negligible influence on the both the distortion 
and the stabilization. The total stabilization energy is due to the stabilization of the 
electron-nuclear attraction along the path. This is because PJT π*-σ*mixing introduces 
additional bonding within a molecule. Tw and VXC are also getting stabilized, while other 
energy components are opposing to the distortion, as in Figure 7.2.3.4.c,d. 
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Figure 7.2.3.4. Intrinsic distortion path and energy component analysis of the combined JT/PJT 
D6h→C2v distortion in C6H6-. 
7.2.4.  Conclusion 
In this Chapter, a general approach to analyze the multimode JT problem in the 
family of the JT active hydrocarbon rings, CnHn (n = 5-7), is presented. Additionally the 
examination of the systematic effects in the shape of the potential energy surfaces in these 
molecules was elucidated.  
All considered species have a doubly degenerate electronic ground state which is 
coupled with vibrations of doubly degenerate irreps in the HS point group. Although the 
nature of chemical bonding is the same in all systems, they differ in the symmetry of the 
distortion, range of EJT, the number of atoms, and hence the number of different normal 
modes that need to be considered in the IDP analysis. The results obtained by MD-DFT 
and IDP model are in a good agreement with the theoretical and experimentally estimated 
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values reported in the literature so far.182, 184, 186, 187, 192 These results demonstrate the 
utility of this methodology, not only for the analysis of the proper JT effect, but also when 
PJT coupling is present. However, IDP method has not yet been explored in the cases 
where PJT or hidden JT effect.36, 283, 284 The inspection of the IDP indicates that linearly 
JT active vibrations dominate along the path; harder ones are most important in the 
beginning, while softer ones take over along the path. Totally symmetric type vibrations 
appear not to be important. The contribution to the EJT mainly originates from C-C stretch 
normal modes in CnHn molecules. The energy component analysis revealed that, while 
the electron-nuclear interactions are very important in the stabilization of the system 
around the HS point, other forces due to the electron-electron, nuclear-nuclear, and kinetic 
interactions are dominant in later stages of the distortion, although contributing very little 
to the total stabilization of the molecule through bending deformations. It can be 
concluded that, looking only at the values of individual energy components at HS and LS 
structures, without analyzing the details of their changes along the distortion path, 
chemically important features could be lost, and even wrong conclusions could be drawn. 
The correct answer can be obtained by inspection of the IDP, monitoring the changes of 
the contributions of the most important normal modes, in conjunction with energy 
component analysis. The subtle changes of the energy components are emerging as the 
outcome of the multimode JT effect in combination with changes in the electron density 
through the PJT effect. The assessment of the changes of individual energy components, 
in the combination with the IDP analysis of the multimode JT problem, gives an 
information about the main driving force for the distortion. This helps to rationalize the 
influence of different movements of nuclei on the electron density in a molecule. 
7.2.5. Computational Details 
The DFT calculations have been carried out using the Amsterdam Density Functional 
program package, ADF2010.01.228-230 The LDA characterized by the VWN61 
parameterization have been used for the symmetry constrained geometry optimizations. 
TZP basis set has been used for all atoms. All calculations were spin-unrestricted. 
Separation of the orbital and the geometrical symmetry, as used in the calculation of the 
energies of the HS nuclear configurations is done using SYMROT subblock in the 
QUILD program, version 2010.01,175 provided in the ADF2010.01 program package. 
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Analytical harmonic frequencies231, 232 and normal modes at the LS stationary points were 
calculated. For the IDP analysis LDA geometries and information from corresponding 
frequency calculations were used.  Values of the individual energy components were 
obtained from single-point LDA calculations, with 6-31G* basis set for all of the atoms, 
on the geometries obtained from the IDP analysis, using a NWChem program package, 
version 6.0.285 
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7.3. Multimode Jahn-Teller Problem in the Open-Shell Corannulenes and 
Coronenes 
A rising technological area is focused and oriented on the electrical properties of 
fullerenes, graphene sheets, and similar carbon-based nanostructures, due to their 
outstanding properties and numerous ideas about their (potential) uses in 
nanotechnology.286, 287 Consequently, the discovery and development of carbon 
nanostructures have stimulated studies on the chemistry of corannulene ([5]circulene, 
C20H10)
288, 289 and coronene ([6]circulene, C24H12),
290 Figure 7.3.1. Since C20H10 and 
C24H12 can be considered as fragments of fullerene (C60) and graphite, respectively, the 
characterization of their electronic features is of the essential importance. C20H10 is a 
highly symmetric molecule (C5v point group) representing the curvature in all known 
fullerenes and the end caps of nanotubes. It belongs to the family of polycyclic, strained, 
nonplanar aromatic hydrocarbons composed of five aromatic hexagons distributed around 
a central five-membered ring. C24H12, also known as a superbenzene, and molecular 
model of graphene sheets, consists of six aromatic hexagon rings symmetrically arranged 
around an inner six-membered ring (D6h point group). Both molecules belong to an 
important class of functional organic materials, extensively studied for application in 
electronic devices.291-294 
 
 
 
Figure 7.3.1. Structures of C20H10 and C24H12, respectively. 
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Because of their rich function, appearance in diverse natural environments, and 
search for new organic materials and superconductors, the study on the open-shell C20H10 
and C24H12, with degenerate ground electronic states, have also attracted a great deal of 
attention.295-300 Charged C20H10 and C24H12, i.e. C20H10
- , C20H10
+, C24H12
- and C24H12
+, 
are species disposed to the multimode JT effect, thus, the determination, analysis, and 
getting further insight into the vibronic coupling in these molecules present a challenging 
task and interesting scientific topic.199-203, 295, 300-308 Herein, the performance IDP model, 
Chapter 2, Section 2.6., in the analysis of the multimode JT problem in C20H10
- , C20H10
+, 
C24H12
- and C24H12
+, is reported and the results are compared with the previous studies 
on C5H5
∙, C6H6
+, C6H6
- (Chapter 6 and Section 7.2.), fullerene cation and fullerene 
anion.20, 21, 79  
C20H10
- and C20H10
+ have bowl-shaped structure (C5v symmetry) with unpaired 
electron in e1 doubly degenerate orbital. Due to the JT effect the symmetry is reduced to 
the Cs and
 2E1 ground state splits into two non-degenerate electronic states, 
2A' and 2A'', 
Figure 7.3.2. and Table 7.3.1. The electronic terms of planar C24H12
- and C24H12
+ in D6h 
symmetry are 2E1g and 
2E2u, respectively. 
 The degenerate states of C24H12
- and C24H12
+ 
split into non-degenerate electronic states upon elongated and compressed distortion from 
D6h to D2h symmetry, Figure 7.3.2. and Table 7.3.1. 
 
 
Figure 7.3.2. Schematic representation of the JT effect in C20H10- , C20H10+, C24H12- and C24H12+. 
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Table 7.3.1. Summary of the group theory considerations for the JT distortions in C20H10- , 
C20H10+, C24H12- and C24H12+. Γel is irrep of the electronic state; ΓJT is irrep of the JT active 
vibrations; N is the number of atoms in a molecule; Na1 is the number of totally symmetrical 
vibrations in the LS point group. One component of the degenerate pairs of vibrations in the HS 
becomes a1 in the LS point group. 
 
Molecule Distortion Γel ΓJT 3N-6 Na1 Origin of the LS a1 vibs 
C20H10- C5v→ Cs E1→A’+A’’ E2→ A’+A’’ 84 43 9a1, 16e1, 18e2 
C20H10+ C5v→ Cs E1→A’+A’’ E2→ A’+A’’ 84 43 9a1, 16e1, 18e2 
C24H12- D6h→ D2h E1g→ B2g+ B3g E2g→Ag+B1g 102 18 6a1, 12e2g 
C24H12+ D6h→ D2h E2u→ Au+ B1u E2g→Ag+B1g 102 18 6a1, 12e2g 
 
In order to elucidate whether the distortion in C20H10
- , C20H10
+, C24H12
- and 
C24H12
+ is localized in the central ring of the investigated species, or spread over the whole 
molecules, molecular orbital (MO) analysis is performed, Figure 7.3.3. According to the 
careful inspection of doubly degenerate MOs (HS point group) containing unpaired 
electron, it is evident that the MOs are delocalized over the carbon skeleton of molecules 
and thus, all of the fragments (pentagons and hexagons depending on the molecule) play 
the role in the JT distortion. 
 
 
 
Figure 7.3.3. Schematic representation of doubly degenerate MOs containing unpaired electron 
in C20H10- , C20H10+, C24H12- and C24H12+. 
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Bearing in the mind that calculated MD-DFT EJT values using LDA for C5H5
•, 
C6H6
+, fullerene cation and fullerene anion are 1244,20, 78 879,20, 78 599,21 and 312 cm-1,79 
respectively, and that these values are in very good agreement with earlier experimental 
and theoretical investigations,182, 184, 309-317 calculated EJT for all investigated species give 
the confidence in the accuracy of the results, (See Chapter 6) . Particular choice of the 
XC functional for the determination of the JT parameters in C20H10
- , C20H10
+, C24H12
- and 
C24H12
+ is not essential (Chapter 6). However, in all cases, EJT obtained from IDP analysis 
is in a good agreement with DFT calculations using LDA, Table 7.3.2., confirming the 
validity of the model. 
 
Table 7.3.2. Results of the DFT calculations performed to analyze the JT effect in C20H10- , 
C20H10+, C24H12- and C24H12+. The JT parameters EJT and Δ are given in cm-1 and RJT in (amu)1/2Å. 
 
Molecule JT parameters   Molecule JT parameters  
C20H10- 
EJT, 
2A’ 405  
C24H12- 
EJT, 
2B2g 290 
EJT, 
2A’’ 403 EJT, 
2B3g 279 
EJT (IDP), 
2A’ 414 EJT (IDP), 
2B2g 284 
EJT (IDP), 
2A’’ 396 EJT (IDP), 
2B3g 276 
Δ 1.6 Δ 12.1 
RJT, 
2A’ 0.32 RJT, 
2B2g 0.12 
RJT, 
2A’’ 0.23 RJT, 
2B3g 0.12 
C20H10+ 
EJT, 
2A’ 541  
C24H12+ 
EJT, 
2Au 275 
EJT, 
2A’’ 548 EJT, 
2B1u 287 
EJT (IDP), 
2A’ 559 EJT (IDP), 
2Au 276 
EJT (IDP), 
2A’’ 577 EJT (IDP), 
2B1u 285 
Δ -2.4 Δ -12.9 
RJT, 
2A’ 0.43 RJT, 
2Au 0.19 
RJT, 
2A’’ 0.53 RJT, 
2B1u 0.19 
 
In order to determine the linear vibronic coupling constants, and to get further 
insight into the multimode problem in C20H10
- , C20H10
+, C24H12
- and C24H12
+,  the forces 
at the HS point were calculated toward the distortion to the LS structures, Tables 7.3.3.-
7.3.6. An analysis of the multimode JT distortion shows that, out of 43 totally symmetric 
normal modes in the LS minimum conformation, Table 7.3.1., in the case of C20H10
- and 
C20H10
+, 10 and 15 normal modes describe the distortion, respectively, Tables 7.3.3. and 
7.3.4. In the case of C24H12
- and C24H12
+, out of 18 a1g modes, 8 vibrations are sufficient, 
Tables 7.3.5. and 7.3.6. These selected normal modes contribute the most to the JT 
distortion (RJT), and to the overall force at the HS point.  
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The IDP profiles for the distortion from the C5v cusp to the Cs global minimum 
for both, C20H10
- and C20H10
+, Figures 7.3.4. and 7.3.5. (top), clearly distinguishes two 
different regions. In the first region, the energy is changing fast, and most of the EJT is 
obtained after 10% of the path. In the second region the molecules have just relaxed 
toward the global minima. The distortion starts with the hardest C-C stretching modes, 
mostly tangential in character, Figures 7.3.4. and 7.3.5. (bottom). In the case of C20H10
- 
the vibrations at 1616 and 1481 cm-1 correspond to C-C stretch mainly localized in the 
central pentagon ring, and hexagon rings, respectively, Figure 7.3.6. These two modes 
have the largest linear vibronic coupling constants, Table 7.3.3. and Figure 7.3.4. 
(bottom), and their contributions to the total force decrease rapidly along the IDP path. 
According to the earlier work, only one mode at 1669 cm-1, corresponding to C-C stretch 
delocalized over whole carbon skeleton, has a large coupling constant.199 The data 
obtained for C20H10
+ show that only one force along C-C stretching mode at 1483 cm-1 is 
pushing the nuclei toward a minimum, Table 7.3.4. and Figure 7.3.5. (bottom). The 
difference in the motion of the atoms in normal modes around 1480 cm-1 of C20H10
- and 
C20H10
+, Figure 7.3.6., lead to the different contributions to the driving forces, Tables 
7.3.3. and 7.3.4. The contribution to the distortion of lower frequency modes for both, 
C20H10
- and C20H10
+, is not negligible, Tables 7.3.3. and 7.3.4. In the second region of 
IDP, these soft modes, mostly with radial character, lead molecules toward the global 
minima. For both investigated species, wagging vibrations at 184 (for C20H10
-) and 150 
cm-1 (for C20H10
+) do not contribute significantly to the total force, Figures 7.3.4. and 
7.3.5. (bottom) and Tables 7.3.3. and 7.3.4, but play the main role concerning the JT radii.  
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Table 7.3.3. Analysis of the multimode JT effect in C20H10- at the C5v nuclear configuration: the 
JT radii (rJT,i, (amu)1/2Å), contribution of the chosen C5v normal modes to the distortion (ci), and 
the forces (linear vibronic coupling constants, FiHS, cm-1/ Å) of the chosen C5v normal modes. 
Total force along all 43 JT active modes is 22019 cm-1/Å. The total rJT and FHS are vector sum. 
 
C20H10-, C5v→Cs 
Assignment Freq., cm-1 rJT,i, (amu)1/2Å ci FiHS, cm-1/Å 
wagging 184 0.2647 0.7031 229 
wagging 333 0.0443 0.0196 78 
C-C-C bending 428 0.0501 0.0252 892 
wagging 601 0.1031 0.1067 3838 
wagging 697 0.0483 0.0235 1699 
C-C-C and C-C-H bending 1074 0.0440 0.0210 5109 
C-C-H bending 1198 0.0209 0.0044 2574 
C-C stretching 1414 0.0144 0.0021 3011 
C-C stretching 1481 0.0594 0.0354 13010 
C-C stretching 1616 0.0585 0.0343 15658 
Total  0.3115 0.9753 21788 
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Figure 7.3.4. IDP analysis of the C5v→Cs multimode JT distortion in C20H10-: change of the 
energy from C5v nuclear configuration to the Cs global minimum (top); changes of the forces along 
the important C5v normal modes (bottom). 
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Table 7.3.4. Analysis of the multimode JT effect in C20H10+ at the C5v nuclear configuration: the 
JT radii (rJT,i, (amu)1/2Å), contribution of the chosen C5v normal modes to the distortion (ci), and 
the forces (linear vibronic coupling constants, FiHS, cm-1/ Å) of the chosen C5v normal modes. 
Total force along all 43 JT active modes is 21244 cm-1/Å. The total rJT and FHS are vector sum. 
 
C20H10+, C5v→Cs 
Assignment Freq., cm-1 rJT,i, (amu)1/2Å ci FiHS, cm-1/Å 
wagging 150 0.4443 0.6889 746 
wagging 276 0.0713 0.0177 996 
C-C-C bending 434 0.2227 0.1732 3676 
C-C-C and C-C-H bending 538 0.0300 0.0031 922 
wagging 607 0.0805 0.0227 1971 
wagging and C-C-H bending 650 0.1056 0.0390 4079 
wagging 772 0.0455 0.0073 1912 
wagging 821 0.0344 0.0041 2208 
C-C-C and C-C-H bending 1087 0.0481 0.0081 5717 
C-C-H bending 1133 0.0114 0.0005 818 
C-C-H bending 1214 0.0203 0.0014 3245 
C-C stretching 1378 0.0160 0.0008 3385 
C-C stretching 1409 0.0174 0.0011 4205 
C-C stretching 1483 0.0825 0.0238 17999 
C-C stretching 1642 0.0126 0.0005 2368 
Total  0.5331 0.9922 21156 
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Figure 7.3.5. IDP analysis of the C5v→Cs multimode JT distortion in C20H10+: change of the 
energy from C5v nuclear configuration to the Cs global minimum (top); changes of the forces along 
the important C5v normal modes (bottom). 
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Figure 7.3.6. Schematic representation of the hardest C-C stretching modes in C20H10- and 
C20H10+. The size of vibrational motion on a nucleus is represented as sphere with the radius 
depending on the magnitude of the motion. The different colors indicate the direction of the 
motion. 
 
On the potential energy profiles of C24H12
- and C24H12
+, again, two distinct regions 
were observed, Figures 7.3.7. and 7.3.8. (top), respectively. In the first 20-30 % of the 
path the most of the EJT is obtained. The C-C stretching modes of 1655 and 1652 cm
-1 for 
C24H12
- and C24H12
+, respectively, afford the largest coupling constants, and hence 
stabilize the molecules, Tables 7.3.5. and 7.3.6. and Figures 7.3.7. and 7.3.8. (bottom), 
which is in very good agreement with results obtained by Kato et al.202 In the second 
region of the IDP, molecules relax toward the LS minima, Figures 7.3.7. and 7.3.8. (top). 
Softer modes, C-C-C bending, which cause a deformation of the carbon skeleton, become 
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more important, allowing relaxation, and the APES is flat. The discrepancy with previous 
study202 refers to the contribution of the two C-H stretching modes to the distortion. The 
IDP analysis did not find these modes to contribute significantly to the JT distortion in 
C24H12
- and C24H12
+, because MO analysis, Figure 7.3.3., does not show any contribution 
of hydrogen s orbitals to the HOMOs of C24H12
- and C24H12
+.   
Table 7.3.5. Analysis of the multimode JT effect in C24H12- at the D6h nuclear configuration: the 
JT radii (rJT,i, (amu)1/2Å), contribution of the chosen D6h normal modes to the distortion (ci), and 
the forces (linear vibronic coupling constants, FiHS, cm-1/ Å) of the chosen D6h normal modes. 
Total force along all 18 JT active modes is 21219 cm-1/Å. The total rJT and FHS are vector sum. 
 
C24H12-, D6h→D2h 
Assignment Freq., cm-1 rJT,i, (amu)1/2Å ci FiHS, cm-1/Å 
C-C-C bending 359 0.0676 0.3017 760 
C-C-C and C-C-H bending 489 0.0473 0.1477 1097 
C-C-C and C-C-H bending 986 0.0233 0.0358 2060 
C-C-H bending 1117 0.0309 0.0630 3041 
C-C-H bending 1230 0.0243 0.0390 3341 
C-C stretching 1454 0.0142 0.0133 2962 
C-C stretching 1496 0.0326 0.0698 7024 
C-C stretching 1652 0.0698 0.3218 18972 
Total  0.1226 0.9921 21083 
 
93 
 
 
Figure 7.3.7. IDP analysis of the D6h→D2h multimode JT distortion in C24H12-: change of the 
energy from D6h nuclear configuration to the D2h stationary point (top); changes of the forces 
along the important D6h normal modes (bottom). 
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Table 7.3.6. Analysis of the multimode JT effect in C24H12+ at the D6h nuclear configuration: the 
JT radii (rJT,i, (amu)1/2Å), contribution of the chosen D6h normal modes to the distortion (ci), and 
the forces (linear vibronic coupling constants, FiHS, cm-1/ Å) of the chosen D6h normal modes. 
Total force along all 18 JT active modes is 19296 cm-1/Å. The total rJT and FHS are vector sum. 
 
C24H12+, D6h→D2h 
Assignment Freq., cm-1 rJT,i, (amu)1/2Å ci FiHS, cm-1/Å 
C-C-C bending 368 0.1664 0.7460 2384 
C-C-C and C-C-H bending 487 0.0500 0.0672 1058 
C-C-C and C-C-H bending 1005 0.0187 0.0094 2245 
C-C-H bending 1143 0.0320 0.0276 3819 
C-C-H bending 1247 0.0262 0.0185 4197 
C-C stretching 1475 0.0089 0.0021 2124 
C-C stretching 1496 0.0408 0.0447 9359 
C-C stretching 1655 0.0554 0.0827 15335 
Total  0.1925 0.9982 19269 
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Figure 7.3.8. IDP analysis of the D6h→D2h multimode JT distortion in C24H12+: change of the 
energy from D6h nuclear configuration to the D2h stationary point (top); changes of the forces 
along the important D6h normal modes (bottom). 
It is interesting to note that in C5H5
•, C6H6
- and C6H6
+ the distortion also always 
starts with the hardest C-C stretch modes,20, 318 Table 7.3.7. Soft modes, C-C-C bend and 
C-C-H bend, relax molecules toward the global minima. The force along these three 
relevant modes in the case of C5H5
∙ is 37666 cm-1/Å, Table 7.3.7. The forces along the 
selected important vibrations for C20H10
- and C20H10
+ are around 21000 cm-1/Å, Tables 
7.3.3. and 7.3.4. The larger driving force in C5H5
∙ results in larger EJT. As C24H12
- and 
C24H12
+ are constructed out of six-member carbon rings, it is not surprising that the same 
trend is observed in the case of C24H12
-, C24H12
+, C6H6
- and C6H6
+, Tables 7.3.5.-7.3.7. 
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Moreover, recent analysis of the multimode JT effect in fullerene cation and anion 
revealed that the distortion starts with hardest frequency anti-squashing modes, mainly 
C-C stretch modes, contributing the most to the total force.21, 79 Thus, the IDP analysis 
may give a general trend in the distortion behavior of the JT active molecules with C-C 
bonds. In all the cases, direction of the distortion can be qualitatively understood from the 
shape and phase pattern of frontier MOs.21, 79, 319 The distortion will always be directed in 
the way of maximizing the bonding interactions, and minimizing antibonding interactions 
of the orbitals partially occupied by an electron. This is related to the fact that mechanism 
of the distortion must be in close relationship with the electronic structure, as has been 
emphasized by Kato et al. in studying the JT effect in series of charged hydrocarbons.318, 
320-322 However, deeper analysis is needed to understand the different role of the normal 
modes to the distortion. Analysis of the multimode problem, as given by IDP analysis, 
explains this in a straightforward manner.  
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Table 7.3.7. Analysis of the multimode JT effect in C5H5•, C6H6- and C6H6+ at the HS nuclear 
configuration: the JT radii (rJT,i, (amu)1/2Å), contribution of the chosen HS normal modes to the 
distortion (ci), and the forces (linear vibronic coupling constants, FiHS, cm-1/ Å) of the chosen HS 
normal modes. The total rJT and FHS are vector sum. 
 
Assignment Freq., cm-1 rJT,i, (amu)1/2Å ci FiHS, cm-1/Å 
C5H5•, D5h→C2v 
C-C-C bending 832 0.1541 0.3695 11749 
C-C-H bending 1052 0.1242 0.2403 13084 
C-C stretching 1426 0.1571 0.3842 33309 
Total  0.2527 0.9940 37666 
C6H6-, D6h→D2h 
C-C-C bending 593 0.2323 0.7658 9218 
C-C-H bending 1168 0.0779 0.0861 11126 
C-C stretching 1596 0.1018 0.1471 29440 
Total  0.2653 0.9990 32795 
C6H6+, D6h→D2h 
C-C-C bending 557 0.0990 0.2878 2867 
C-C-H bending 1108 0.0907 0.2414 10218 
C-C stretching 1545 0.1265 0.4691 34126 
Total  0.1845 0.9983 35738 
 
7.3.1. Conclusion 
Analysis of the multimode JT distortion in C20H10
- , C20H10
+, C24H12
- and C24H12
+ 
is presented, combining MD-DFT and IDP methods.  
Since there are more than one set of degenerate JT active modes in investigated 
molecules, the JT distortions are derived from the sum of contributions of all possible 
vibrations. However, not all of them have the same role. The C-C stretching modes play 
the most important role in the stabilization of the systems, both in the anions and cations 
of corannulene and coronene, pushing the nuclei toward the minima on the potential 
energy surface. The further inspection of the IDP in C20H10
- , C20H10
+, C24H12
- and C24H12
+ 
revealed that the relaxation of the geometry arrives in the final part of the path and is 
encountered by the lowest frequency vibrational modes. The present study hopefully 
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complements previous works on C5H5
•, C6H6
+, C6H6
-, fullerene cation, and fullerene 
anion.20, 21, 79, 319  
7.3.2.  Computational Details 
The DFT calculations have been carried out using the Amsterdam Density Functional 
program package, ADF2013.01.229, 230, 238 Geometry optimization of all investigated 
molecules was performed using LDA characterized by the VWN parameterization.61 TZP 
basis set has been used for all atoms. All calculations were spin-unrestricted. Separation 
of the orbital and the geometrical symmetry, as used in the calculation of the energies of 
the HS nuclear conﬁgurations, is done using SYMROT subblock in the QUILD program, 
version 2013.01,239 provided in the ADF2013.01 program package. Analytical harmonic 
frequencies231, 232 were calculated in order to ascertain that LS structures correspond to 
the stationary points on the potential energy surface. For the IDP analysis LDA 
geometries and information from corresponding frequency calculations were used.   
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7.4.  Final Remarks on the Treatment of the Multimode Jahn-Teller 
Problem  
A general approach to analyze the multimode JT distortion is presented and applied 
to study the APES in square-planar arsenic and antimony anions, small organic radicals 
and cations and anions of corannulene and coronene. The specific formulation of the JT 
distortion in terms of the Hessian of the LS minimum has several advantages. The LS 
structure is a true minimum on the APES, and the potential energy expression has a simple 
analytical form in the harmonic approximation. Expressing the distortion along the 
minimal energy path from the HS to LS minimum gives the change of contribution of 
different normal modes to the JT distortion. IDP analysis rigorously treats all the possible 
normal modes and provides important chemical information like an approximation to the 
minimum energy path, and the decomposition of the JT forces in a mode-per-mode basis 
without the requirement of case-by-case model. In fact, the contributions of each mode 
along the path are not fixed in IDP, allowing an analysis of the importance of each one 
depending on their distance to the HS configuration. The combination of the alternative 
methods for the analysis of the multimode problem, one starting from the HS nuclear 
configuration and reduction of the multimode problem to a single interaction mode1 and 
IDP model starting from the LS nuclear configuration may be a possible general solution 
of the multimode problem and can be considered as a reliable tools for the better 
understanding of the JT phenomena.   
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8.  Results and Discussion: The Influence of the Jahn-Teller 
Effect on the Aromaticity 
 
Aromaticity, intuitive concept in chemistry and physics, is considered as a property 
of systems that are thermodynamically stabilized as a consequence of cyclic electron 
delocalization. The delocalized electronic structure of aromatic compounds yields 
enhanced planarity, equalized bond lengths, enhanced stability due to the resonance, 
favoring of the substitution instead of the addition that would be typical for isolated 
double bonds, and the ability to sustain ring currents when exposed to the external 
magnetic fields. Contrary to the concept of aromaticity, JT effect induces unequalization 
of bond lengths, leading to the stabilization of the system upon a distortion. The 
investigation of the influence of JT distortion on the aromaticity of 4n+1 π open-shell 
molecules is certainly of the increasing importance due to the rapid developments in 
material chemistry, for example considering magnetism and structure of graphene 
nanodots.323 Understanding relation between aromatic 4n+2 π and antiaromatic 4n+1 π 
JT active systems is necessary for applying concept of aromaticity to a design of new 
molecules, and in general for the investigation of their electronic structure, chemical 
bonding and properties. Thus, finding a method of choice to determine both chemically 
relevant phenomena is essential since they lead to the different reaction pathways and the 
connection of aromaticity and vibronic coupling demands tremendous caution. In this 
Chapter, the impact of the JT distortion on the aromaticity in cyclopentadienyl radical, 
benzene cation and anion, bis(cyclopentadienyl)cobalt(II), fullerene ions and square 
planar arsenic and antimony anionic clusters is presented.  
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8.1. Magnetic Criteria of Aromaticity in a Benzene Cation and Anion: How 
Does the Jahn-Teller Effect Influence the Aromaticity? 
NICS values for C6H6
+ and C6H6
- were calculated along the relevant particular path 
of distortion, the IDP path, as well as evaluation of their magnetic susceptibility and 
anisotropy. It is worth noting that negative and positive NICS values are associated with 
aromatic and antiaromatic rings, respectively. Discussion whether the loss or gain of 
antiaromaticity occurs gradually along the IDP or suddenly at a certain point on the APES 
will help to gain insight into the relationship between the vibronic coupling and 
aromaticity. 
C6H6
+ and C6H6
-, with 4n+1 π electrons, are JT unstable and prefer the conformation 
of lower symmetry, as discussed in Chapter 7. C6H6
+ adopts D2h symmetry in the global 
minimum structure. Due to the PJT coupling of the ground π* electronic state with the 
excited σ* state in C6H6-, the out-of-plane C2v conformation is found to be the global 
minimum on the potential energy surface. The C2v geometry obtained is a consequence 
of both, proper JT and PJT distortion. Analysis of the changes of the aromatic character 
of these JT active molecules along the IDP for D6h→D2h distortion for both C6H6+ and 
C6H6
-, and D6h→C2v for C6H6- are shown in Figures 8.1.1., 8.1.2. and 8.1.3.a.  
The benzene molecule is typical example of a π aromatic system, showing a 
minimum NICS value at certain distances from the center of the ring plane (Table 8.1.1.). 
Magnetic susceptibility data for benzene are presented in the Table 8.1.2. All calculations 
of NICS parameters on C6H6, performed for comparison purposes, were in good 
agreement with previous theoretical values [NICS(0) = -9.7 ppm132].  
For both C6H6
+ and C6H6
-, NICS values were evaluated at the ring center above the 
ring plane (0 Å - 10 Å) along the IDP path from D6h to D2h structures and the values for 
the HS and LS points are reported in Table 8.1.1. Since the calculation of magnetic 
properties in species with a degenerate ground state may lead to incorrect results, the 
NICS values were calculated imposing HS (D6h) nuclear arrangement and LS (D2h) 
symmetry of electron density. NICS values monitored along the path for the 2B2g state in 
C6H6
+ and the 2Au state in C6H6
-, which are the minima on the corresponding D2h potential 
energy surfaces, are presented. The results for other states are qualitatively the same.  
According to the obtained NICS index (Table 8.1.1.), C6H6
+ and C6H6
- reveal antiaromatic 
character, as expected.121 However, plotted NICS values versus the JT distortion, JTX RR

/
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, and the distance from the ring center (Figures 8.1.1. and 8.1.2.) give a more detailed 
picture. Aromaticity favors bond equalization while antiaromaticity leads to bond 
alternation. Removing or adding an electron to the benzene molecule causes non-totally 
symmetric electron density in high symmetry, D6h point group, while bond distances 
remain the same. Due to the non-totally symmetric electron density, C6H6
+ and C6H6
-, in 
D6h, possess strong antiaromatic character. Near the point of electron degeneracy the 
HOMO-LUMO gap is significantly small, hence NICS parameters have large values in 
the first region of the distortion path (Figures 8.1.1. and 8.1.2.). Although the JT distortion 
leads to the bond unequalization, our results reveal lowering of antiaromatic behavior 
along the IDP. The forces, responsible for removing orbital degeneracy, lead to 
enhancement of the HOMO-LUMO gap. 
 
Table 8.1.1. Calculated NICS values for C6H6, C6H6+ and C6H6- at HS and LS geometries; 
NICS(0), NICS(1) and NICSzz(1) are given in ppm 
 
 Geometry Electronic state NICS(0) NICS(1) NICSzz(1) 
C6H6 D6h 
1A1g -7.9 -10.1 -29.0 
C6H6+ 
D6h 
2B2g 130.2 106.2 322.1 
D2h 
2B2g 28.3 18.5 59.1 
 D6h 
2Au 220.3 172.6 502.7 
C6H6- D2h 
2Au 57.3 45.0 129.2 
 C2v 
2A1 9.7 5.4 17.9 
 
Values of mean molar magnetic susceptibility (χM), molar magnetic anisotropy (Δχ) 
and the z-component of the magnetic tensor (χzz) for the studied molecules, at their HS 
and LS conformations, are given in Table 8.1.2. In comparison to benzene, C6H6
+ in D6h 
point group has large positive magnetic susceptibility data, while in the global minimum, 
D2h symmetry, these values become slightly negative. In the case of C6H6
-, the z-
component of the magnetic tensor has a large positive value for a molecule in HS 
conformation and becomes negative after the first descent in symmetry. The large 
negative magnetic anisotropy value for the benzene anion in D2h symmetry cannot be an 
indicator for aromatic character since the x-component of the magnetic tensor has a large 
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positive value, while the y- and z-components have small negative values (χxx=192.7 cgs-
ppm, χyy= -27.1 cgs-ppm, χzz= -23.7 cgs-ppm). 
Table 8.1.2. Magnetic susceptibility data for C6H6, C6H6+ and C6H6- at HS and LS geometries; 
χM, Δχ and χzz are given in cgs-ppm 
 
 Geometry Electronic state χM Δχ χzz 
C6H6 D6h 
1A1g -56.1 -64.9 -99.4 
C6H6+ 
D6h 
2B2g 75.1 293.0 270.5 
D2h 
2B2g -16.1 -9.8 -22.6 
 D6h 
2Au 286.2 818.2 831.7 
C6H6- D2h 
2Au 47.3 -106.6 -23.7 
 C2v 
2A1 -46.3 23.4 -30.7 
 
The global minimum of C6H6
-, C2v structure with 
2A1 electronic state, is slightly 
puckered, thus the NICS parameters were calculated at the center, above and below the 
average ring plane (-10 Å – 10 Å). The results obtained from D6h toward distorted C2v 
structure, considering the combined JT/PJT effect, are given in Table 8.1.1. Following 
NICS values along the IDP, from the HS point to C2v minimum energy conformation, two 
regions could be distinguished. In the first 3% of the path the JT effect dominates, the 
molecule stays planar and NICS values decrease fast but smoothly, similar to the 
previously described case. In the second region, where the distortion is almost completely 
described by the out-of-plane vibration (see Chapter 7),20 decreasing of NICS values is 
abrupt. At the point RX/RJT=0.97 an almost steep-like change in the NICS values occurs. 
At this point NICS parameters change from low positive to low negative values as the 
distance from the ring plane increases (Figure 8.1.3), revealing the non-aromatic 
character.324 Explanation for this abrupt change of NICS values is associated with mixing 
of the ground π* state with the first excited σ* state at a certain point, which leads to a 
discontinuity in the values. It should be pointed out that from the same point, PJT mixing 
becomes very important, and determines the overall puckered structure. 
Magnetic susceptibility data for C6H6
- for distortion caused by combined JT/PJT 
effects are presented in Table 8.1.2. Observing reduction of symmetry from D6h to C2v, 
the magnetic susceptibility data have almost the same trend as in the C6H6
+ ion.  
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Figure 8.1.1. Schematic plots of the NICS values along the IDP for the benzene cation (D6h to 
D2h), 
2B2g electronic state. 
 
 
Figure 8.1.2. Schematic plots of the NICS values along the IDP for the benzene anion (D6h to 
D2h), 
2Au electronic state. 
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a) 
 
 
 
b) 
 
Figure 8.1.3. a) Schematic plots of the NICS values along the IDP for the benzene anion (D6h to 
C2v), 
2A1 electronic state; b) Schematic plot of the NICS values from the ring center up to 10 Å 
above the ring following an axis perpendicular to the ring plane, at RX/RJT=0.97. 
 
8.1.1. Conclusion 
Monitoring the changes in NICS values for C6H6
+ and C6H6
- along the IDP path 
indicate that antiaromaticity decreases with increasing deviation from D6h to D2h point 
group. C6H6
- adopts a non-planar conformation in its global minimum as a consequence 
of the combined JT/PJT effect,20 thus avoiding antiaromaticity. However, if we compute 
NICS values only in D6h structure and C2v global minimum conformation, wrong 
conclusions can be made and antiaromatic character could be determined. The full NICS 
profile along the IDP shows non-aromatic behavior.   
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8.1.2. Computational Details 
The structures of C6H6
+ and C6H6
-  were optimized by DFT calculations using the 
Amsterdam Density Functional program package, ADF2010.01.228-230 The LDA 
characterized by the VWN61 parameterization have been used for the symmetry 
constrained geometry optimizations. TZP basis set was used for all atoms. Analytical 
harmonic frequencies231, 232 were calculated and in all cases the global minimum was 
confirmed by the absence of imaginary frequency modes. 
Calculations of NICS values and magnetic susceptibility data were performed at the 
B3LYP/6-311+G level of theory64, 325 using the Gaussian 09W program package326 using 
LDA optimized geometries. To evaluate magnetic properties, the gauge-including atomic 
orbitals (GIAO) method was used.327 NICS parameters were calculated for ghost atoms 
located at the center of C6H6, C6H6
+ and C6H6
-. In order to obtain the full profile of 
aromatic/antiaromatic behavior of the investigated molecules, calculations of NICS 
parameters were performed from 0 Å to 10 Å, in steps of 0.5 Å, along the IDP. 
In addition to the nucleus-independent chemical shifts, mean molar magnetic 
susceptibility (χM) and molar magnetic anisotropy (Δχ) became important tools to prove 
the term of aromaticity. The tensor normal to the aromatic ring (χzz) is much larger than 
the average of other tensors, thus the aromatic compounds have large negative magnetic 
anisotropy (Eqs. 10.2.1. and 10.2.2.).  
 
𝜒𝑀 =
𝜒𝑥𝑥 + 𝜒𝑦𝑦 + 𝜒𝑧𝑧
3
 
Eq. 8.2.1. 
∆𝜒 = 𝜒𝑧𝑧 −
𝜒𝑦𝑦 + 𝜒𝑥𝑥
2
 
Eq. 8.2.2.  
  
107 
 
8.2. Nucleus-Independent Chemical Shift Profiles Along the Intrinsic 
Distortion Path for Jahn-Teller Active Molecules. Study on Cyclopentadienyl 
Radical and Cobaltocene 
In spite of relatively simple composition, aromaticity of the JT active Cp• and 
Co(Cp)2 have not been fully rationalized so far. The NICS were determined for the 
reference non JT active species, cyclopentadienyl anion (Cp–) and bis(η5-
cyclopentadienyl)iron(II) (Fe(Cp)2), and molecules prone to the JT effect, Cp
• and 
Co(Cp)2. In order to preserve chemically important features, the full NICS profile of Cp
• 
and Co(Cp)2 along the IDP was performed.  
The planar Cp–, in its singlet ground state with D5h symmetry was optimized using 
several different levels of theory. All chosen XC functionals reproduced experimental 
geometrical parameters328 with sufficient accuracy, Table 8.2.1. Fe(Cp)2 molecule has 
two possible conformations, eclipsed D5h and staggered D5d. According to the previous 
studies, D5h conformation is the global minimum on the potential energy surface, although 
the energy difference between two conformations is very small.329-333 Calculated bond 
lengths, Table 8.2.1., are in excellent agreement with the experimental data.334  
Since all the functionals reproduced geometrical parameters with good accuracy, 
the NICS were computed at B3LYP/6-311+G* level, using geometries obtained with the 
simplest LDA functional. Calculated NICS values for Cp– and Fe(Cp)2 are given in Table 
8.2.2. Previous sophisticated computational studies, provide a rather satisfactory insight 
into the nature of aromaticity of Cp– revealing that Cp– is aromatic, which is in accordance 
with herein presented results.115, 324, 335-338 It is important to emphasize that the NICS 
parameters for Cp– were computed at the center of pentagon and at various distances form 
the center of the ring. In the case of Fe(Cp)2, the starting point for NICS calculation was 
1 Å above the central metal ion following the z-axis. The NICS value calculated at 1.6 Å 
represents the NICS in the center of pentagon ring of the cyclopentadienyl ligand. 
According to the results, both molecules show aromatic character, and the Fe(Cp)2 is more 
aromatic, Table 8.2.2.115, 324, 335-341 The isolated Cp– ring has the NICS value of -12.52 
ppm in the center, Table 8.2.2. When two Cp– rings are placed at the distance which they 
have in Fe(Cp)2 molecule (3.2 Å) the NICS parameter calculated at the center of one 5-
membered ring is -12.13 ppm. Therefore, the difference in the NICS parameters 
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calculated for ghost atoms in the center of isolated Cp– and Cp– in Fe(Cp)2 is rather due 
to the coordination to the central metal ion, than the presence of other ring.  
It is worth noting that Cp• and Co(Cp)2 have a hole and an unpaired electron in a 
doubly degenerate highest occupied molecular orbital, respectively, referring to the JT 
problem. Since it has been previously shown that the eclipsed conformation is more stable 
and the JT effect does not depend on a rotation of the rings,80 the discussion will be limited 
only to Co(Cp)2 in eclipsed conformation. Average bond distances for distorted LS 
structures of Cp•, calculated at different levels of theory, are consistent, Table 8.2.1. 
Calculated bond lengths of Co(Cp)2 are in accordance with average bond distances 
obtained by X-ray experiment,342 regardless of the choice of selected XC functional, 
Table 8.2.1. 
Table 8.2.1. Selected bond lengths (Å) for stationary points of investigated molecules calculated 
with different XC functionals. 
 
Molecule Bond LDA BP86 PW91 OPBE S12g B3LYP S12h Exp. 
Cp– (D5h, 
1A1
’) C-C 1.406 1.420 1.417 1.413 1.414 1.410 1.404 1.413328 
Fe(Cp)2 (D5h, 
1A1
’) 
Fe-C 2.004 2.055 2.049 2.006 2.033 2.082 2.048 2.03334 
C-C 1.422 1.434 1.432 1.429 1.429 1.422 1.417 1.43334 
Cp• (C2v, 
2B1) C-C 
1.364 
1.424 
1.374 
1.439 
1.372 
1.436 
1.370 
1.432 
1.371 
1.432 
1.365 
1.432 
1.360 
1.426 
--- 
Cp• (C2v, 
2A2) C-C 
1.455 
1.390 
1.471 
1.402 
1.468 
1.400 
1.462 
1.397 
1.463 
1.397 
1.465 
1.394 
1.457 
1.389 
--- 
Co(Cp)2 (C2v, 
2B1) 
Co-C 
2.029 
2.070 
2.098 
2.091 
2.134 
2.155 
2.084 
2.128 
2.149 
2.038 
2.080 
2.108 
2.070 
2.112 
2.135 
2.129 
2.175 
2.185 
2.092 
2.137 
2.151 
2.119342 
C-C 
1.434 
1.415 
1.402 
1.447 
1.426 
1.412 
1.445 
1.424 
1.410 
1.441 
1.421 
1.408 
1.441 
1.421 
1.408 
1.435 
1.415 
1.400 
1.429 
1.409 
1.396 
1.429342 
Co(Cp)2 (C2v, 
2A2) 
Co-C 
2.090 
2.047 
2.022 
2.150 
2.111 
2.083 
2.143 
2.104 
2.076 
2.101 
2.056 
2.031 
2.129 
2.089 
2.062 
2.184 
2.153 
2.118 
2.149 
2.115 
2.083 
2.119342 
C-C 
1.406 
1.426 
1.438 
1.416 
1.438 
1.450 
1.414 
1.436 
1.448 
1.412 
1.432 
1.444 
1.412 
1.432 
1.444 
1.404 
1.427 
1.439 
1.400 
1.421 
1.432 
1.429342 
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Although the JT effect in Cp• and Co(Cp)2 has been often studied,
182, 192, 227 the 
influence of the vibronic coupling on their aromatic character has not been investigated 
so far. The question is whether or not the distortion has a significant impact on the change 
of aromaticity. In the Cp• and Co(Cp)2, the degeneracy of the 
2E1
’’ state is broken by the 
JT distortion which stabilizes the system. Therefore, the NICS parameters were computed 
at LDA optimized geometries, for both the, HS and LS points on the potential energy 
surfaces. Observing the NICS values at the HS point of Cp•, high antiaromatic character 
is noticeable, Table 8.2.3. Calculated parameters for the global minimum of Cp• show 
that it still possesses antiaromatic character,120 but much weaker than in the HS point, 
Table 8.2.3. This is very similar to the case of benzene cation (Chapter 8, Section 8.1.). 
Moving from the center of pentagon ring along the z-axis, NICS indices decrease. In the 
case of Co(Cp)2 it is evident that molecule at the HS point has high antiaromatic character, 
Table 8.2.4. In the global minimum structure, Co(Cp)2 shows σ aromaticity and π 
antiaromaticity according to the NICS and NICSzz values, Tables 8.2.3. and 8.2.4.  
Table 8.2.2. Calculated NICS values (ppm) for Cp– and Fe(Cp)2 using LDA optimized geometries 
at various distances (Å) from the center of the molecules (for Fe(Cp)2 NICS calculated at 1.6 Å 
corresponds to the NICS value at the center of Cp– ligand). 
 
Distance / Å NICS NICSzz 
Cp– 
0.0 -12.52 -15.95 
1.0 -9.44 -33.70 
2.0 -3.97 -17.86 
3.0 -1.63 -7.87 
4.0 -0.77 -3.87 
5.0 -0.40 -2.13 
Fe(Cp)2 
1.0 -103.47 -65.35 
1.6 -42.14 -29.40 
2.0 -31.15 -29.73 
3.0 -9.46 -29.07 
4.0 -2.44 -13.37 
5.0 -0.95 -6.38 
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Table 8.2.3. Calculated NICS values* (ppm) for Cp• using LDA optimized geometries at HS 
and LS geometries at various distances (Å) from the center of the ring. 
 
Electronic 
state 
Distance / Å NICS NICSzz 
Cp• (D5h) 
2B1/
2A2 
0.0 86.88 273.95 
1.0 72.10 217.30 
2.0 21.36 61.38 
3.0 6.65 18.12 
4.0 2.69 7.06 
5.0 1.34 3.40 
Cp• (C2v) 
2B1/
2A2 
0.0 20.78 77.09 
1.0 14.79 45.84 
2.0 3.58 8.00 
3.0 0.91 0.87 
4.0 0.31 -0.12 
5.0 0.13 -0.22 
           * NICS values for both LS structures are the same. 
 
Table 8.2.4. Calculated NICS values* (ppm) for Co(Cp)2 using LDA optimized geometries at HS 
and LS geometries at various distances (Å) from central metal ion. NICS value calculated at 1.7 
Å corresponds to NICS parameter in the center of the pentagon in Co(Cp)2.  
 
Electronic 
state 
Distance / Å NICS NICSzz 
Co(Cp)2 (D5h) 
2B1/
2A2 
1.0 302.49 1135.98 
1.7 67.59 281.61 
2.0 42.20 182.76 
3.0      24.86 73.78 
4.0 9.80 24.48 
5.0 4.04 9.32 
Co(Cp)2 (C2v) 
2B1/
2A2 
1.0 -3.91 209.45 
1.7 -10.86 42.41 
2.0 -11.11 21.41 
3.0 -1.64 -5.91 
4.0 -0.10 -5.08 
5.0 -0.04 -2.92 
              * NICS values for both LS structures are the same. 
 
Since dependence of the NICS parameters from the distortion, JTX RR

/ , and 
distances (Å) from the center of the molecules gives a more detailed picture, NICS were 
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monitored along the IDP for Cp• and Co(Cp)2, Figures 8.2.1. and 8.2.2. NICS were 
scanned only for 2B1 state, since NICS parameters computed for 
2A2 state are almost the 
same. Due to the non-totally symmetric electron density, both molecules, in D5h, possess 
strong antiaromatic character. Near the point of electron degeneracy, i.e. near the HS 
nuclear arrangement, the HOMO-LUMO gap is substantially small, thus the NICS 
parameters have large positive values in the first region of the IDP (Figures 8.2.1. and 
8.2.2.). Going toward the global minimum point on the potential energy surface, the NICS 
values decrease, hence initially strong antiaromatic character lowers, and finally, in the 
case of Co(Cp)2 the NICS indices become negative, Figures 8.2.1. and 8.2.2. It is worth 
noting that the negative NICS values in Co(Cp)2 occur after 40 % of the IDP where the 
most of the JT stabilization is attained. The driving force responsible for the removal of 
orbital degeneracy leads to the enlargement of the HOMO-LUMO gap. Considering Cp•, 
for both, the HS and LS nuclear arrangement, calculations revealed that the NICS 
decrease gradually along the z-axis, Figure 8.2.1. Moving apart along the z-axis in HS 
configuration of Co(Cp)2, abrupt decrease of NICS parameters is observed until distance 
of 1.7 Å (center of pentagon ring), Figure 8.2.2. Going even further, NICS show a smooth 
decreasing trend, as expected.  
 
 
Figure 8.2.1. Schematic plot of the NICS values along the IDP for Cp• (from D5h to C2v), 
2B1/
2A2 
electronic states.   
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Figure 8.2.2. Schematic plot of the NICS values along the IDP for Co(Cp)2 (from D5h to C2v), 
2B1/
2A2 electronic states.   
8.2.1. Conclusion 
The detail analysis of the NICS parameters, as one of the most widely used and 
efficient magnetic criteria, in Cp–, Fe(Cp)2, Cp
∙ and Co(Cp)2 is presented by the means of 
DFT. Calculations revealed that Cp- and Fe(Cp)2 are highly aromatic molecules. 
According to the NICS, Cp– ring in Fe(Cp)2 is far more aromatic than isolated Cp–, 
showing the impact of the Fe2+ ion. In other words, these results would be highly attractive 
in applied sciences for the design of new advanced materials with desired properties, and 
the understanding of electronic structure, chemical bonding and properties in a moiety of 
aromatic species.  
In the case of Cp∙ and Co(Cp)2 the monitoring of the NICS along the IDP has been 
performed. Similarly to the previous study (Chapter 8, Section 8.1.),123 antiaromaticity 
decreases with increasing deviation from the high symmetry D5h structures to the low 
symmetry C2v global minimum structures, confirming that the JT distortion represents a 
mechanism for reducing the antiaromatic character. In the LS structure of Co(Cp)2 the 
NICS become even negative, revealing aromatic character, in contrast to the Cp∙. This is 
again due to the coordination to the Co2+ ion. 
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8.2.2. Computational Details 
The DFT calculations have been carried out using the Amsterdam Density Functional 
program package, ADF2013.01.229, 230, 238 Geometry optimization of all investigated 
molecules was performed using LDA characterized by the VWN parameterization,61 as 
well as GGA such as BP86,63, 64 PW91,343 OPBE,65 and S12g,344 and  hybrids, B3LYP178, 
179 and S12h344. TZP basis set has been used for all atoms. All calculations were spin-
unrestricted. Analytical harmonic frequencies231, 232 were calculated in order to ascertain 
that LS structures correspond to the stationary points on the potential energy surface. 
Calculations of the NICS values were performed at the B3LYP/6-311+G level of 
theory64, 325 using the Gaussian 09W program package326 using LDA optimized 
geometries. To evaluate magnetic properties, the GIAO method was used.327 NICS 
parameters were calculated for ghost atoms located at the center of Cp– and Cp•. In order 
to obtain the full profile of aromatic/antiaromatic behavior, calculations of the NICS 
parameters were performed from 0 Å to 5 Å, in steps of 0.5 Å. In order to avoid the 
influence of the magnetic field of the central metal ion in metallocenes, the first NICS 
value was calculated 1 Å above the metal ion along the z-axis. For JT active species in 
the HS nuclear arrangement the NICS values were calculated imposing HS (D5h) nuclear 
arrangement and LS (C2v) of electron density. The NICS parameters for JT active species, 
Cp• and Co(Cp)2, were scanned along the IDP. The details about IDP analysis for Cp
• can 
be found in Chapter 7, Section 7.2., and for Co(Cp)2 in the literature
22. 
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8.3. Spherical Aromaticity of the Jahn-Teller Active Fullerene Ions 
The well-known concept of aromaticity can be applied not only to the 
planar molecules, but also onto 3D spherical species, therefore defined as spherical 
aromaticity.136, 345-349 According to the Hirsch’s rule,345-347 spherical structures with 
2(N+1)2 π electrons are aromatic, where N is an arbitrary positive integer, analogously to 
4n+2 Hückel rule for cyclic annulenes. π shells in the fullerene molecule (C60) are full-
filled with 2(N+1)2 electrons, thus implying the aromatic character.350 Moreover, 
according to endohedral helium (3He) chemical shifts, charged fullerenes obeying 2(N+ 
1)2 rule present even more aromatic species than neutral one.345, 347 However, the 
structures with partially filled π orbitals demand more extensive examination of 
aromaticity, due to the violation of the 2(N+1)2 rule. An additional problem arises in 
species with the degenerate ground state due to the presence of the JT effect. Hence, the 
examination of the spherical aromaticity in the JT active species is rather interesting and 
requires detailed analysis. Among many techniques, NICS are certainly the most useful 
indicator of aromatic character,131, 351 as well as of the spherical aromaticity. Additionally, 
3He NMR chemical shifts have proven to be powerful tools to probe the interior magnetic 
fields of the cage compounds, and give significant data about aromatic behavior.352-359 
In order to explain the relationship between the vibronic coupling and spherical 
aromaticity, the NICS values were calculated for fullerene anion (C60
-) and fullerene 
cation (C60
+), Figure 12.1., along the IDP. With the aim of getting even deeper insight 
into the origin of aromatic behavior and to elucidate the influence of the JT distortion on 
the spherical aromaticity, the NICS parameters were also computed for the JT inactive 
species, neutral fullerene molecule and charged one, C60
10+, examples of the 2(N+ 1)2 
rule, Figure 8.3.1., for comparison purposes. NMR chemical shifts of 3He nucleus placed 
in the cavity of C60, C60
10+,C60
- and C60
+ species were determined, to complement the 
NICS analysis. 
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Figure 8.3.1. Structures of C6010+,C60, C60+ and C60-; simple molecular orbital scheme. 
The calculated NICS values for C60 (Ih) and C60
10+ (Ih) structures, along the C5, C3 
and C2 symmetry axis from the center of the cages toward centers of pentagon rings, 
hexagon rings and mutual bond of two hexagons, Figure 8.3.2., are summarized in Table 
8.3.1. 
Table 8.3.1. NICS parameters (ppm) for C60 and C6010+ calculated along C5, C3 and C2 symmetry 
axis at various distances (Å) from the center of the molecules. 
 
 
 Ih, C60  Ih, C6010+  
Distance/Å C5 C3 C2 C5 C3 C2 
0 -3.11 -3.11 -3.11 -83.20 -83.20 -83.20 
1 -3.07 -3.13 -3.17 -83.20 -86.08 -83.23 
2 0.21 -4.19 -4.94 -81.93 -79.81 -82.54 
3 12.81 -2.86 -35.14 -45.40 -39.84 -68.44 
4 9.09 0.68 -24.50 -12.48 -11.23 -33.94 
5 3.32 -0.32 -2.83 -1.01 -1.89 -1.19 
 
It is clear from Table 8.3.1. that C60 pentagons are antiaromatic while hexagons possess 
weak aromatic character. Since the mutually opposite effects of five- and six-membered 
rings are practically canceled near the cage center, the moderate aromaticity is noticed. 
However, the precise definition of aromatic behavior of C60 is still ambiguous in 
accordance with previous studies.360, 361 In contrast to the neutral fullerene molecule, the 
calculations on hypothetical C60
10+ reveal strong shielding in all possible directions, C5, 
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C3 and C2 axis, as expected,
125, 348 Table 8.3.1. The five-membered and six-
membered rings of the C60
10+ show a synergistic diatropic (aromatic) effect, so this highly 
charged fullerene has a large homogeneous magnetic field region.  
By adding or removing one electron from neutral C60 molecule, the JT active C60
- 
and C60
+ are obtained, Figure 8.3.1. Fullerene anion has an 2T1u electronic ground state in 
icosahedral (Ih) point group, and the descent in symmetry goes to the D3d global minimum 
structure with an 2A2u ground electronic state.
79 The ground electronic state of C60
+, in Ih 
symmetry is 2Hu. It has been shown that the distortion leads to structures belonging either 
to D5d or D3d point groups,
311, 362 where the first one is the global minimum. Descent in 
symmetry from the HS point to the LS conformation leads to the loss of symmetry 
elements, i.e. descent in symmetry from Ih point group to D3d leads to the loss of C5 
symmetry axis, while the lowering of symmetry to D5d point group leads to the loss of C3 
axis. For this purpose, the NICS values of the JT active fullerene ions were determined 
along C3  and C2 axis for C60
- and C5  and C2 axis for C60
+, Figure 8.3.2. 
 
 
 
 
Figure 8.3.2. C5, C3 and C2 rotation axis in fullerene, respectively. 
NICS parameters for C60
- and C60
+ were calculated imposing HS (Ih) nuclear 
arrangement and LS (D3d and D5d, respectively) electron density. NICS values for the C60
- 
cage in the HS point show strong antiaromatic character in both directions, along C3 and 
C2 axis, Table 8.3.2. In the global minimum structure, D3d symmetry, paratropic 
(anitaromatic) character is observed. However, in comparison to the HS structure 
antiaromatic effect is weaker. Moving toward the surface of the C60
- along C3 and C2 
symmetry axis, the decrease of antiaromaticity is spotted, Table 8.3.2. The analysis of 
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local effects leads to the conclusion that pentagon rings in D3d structure have aromatic 
character, while the hexagons are non-aromatic, Table 8.3.3. In order to explain how the 
JT distortion affects the spherical aromaticity, NICS parameters were scanned along the 
IDP for JT active C60
- from Ih to the D3d global minimum structure, moving from the 
center of the cage toward the surface, following C3 and C2 symmetry axis, Figures 8.3.3. 
and 8.3.4., respectively. Due to the non-totally symmetric electron density, C60
-, in Ih, 
possesses strong antiaromatic character. Near the point of electron degeneracy the 
HOMO-LUMO gap is significantly small, hence NICS parameters have large values 
which decrease with increasing distortion, Figure 8.3.3. Near the center of the cage, 
approximately in the first five percent of the path, NICS values change abruptly, while in 
the second region the changes become smoother. Since NICS parameters remain roughly 
constant near the surface of the molecule, JT distortion has insignificant influence on the 
change of antiaromaticity, Figure 8.3.3. The similar trend was observed moving toward 
the C-C bond of hexagon rings, Figure 8.3.4. 
Evaluated NICS values for the C60
+ in its HS point show antiaromatic character, 
which is more pronounced along the C2 axis than in the direction along the C5 axis, Table 
8.3.2. The open-shell icosahedral C60
- is somewhat more antiaromatic than icosahedral 
C60
+ as indicated by NICS indices, Table 8.3.2. Considering the global minimum structure 
of C60
+ cage, very weak aromatic character can be observed in its interior, similar to the 
neutral C60. Moving toward the surface of the molecule along two chosen directions, i.e. 
C5 and C2 symmetry axis, the same trend is noticed as in the case of neutral fullerene. 
NICS parameters calculated at the centers of pentagon and hexagon for the global 
minimum structure of C60
+ indicate local antiaromatic characters, Table 8.3.3. NICS 
values have been scanned along the IDP, following the directions along C5 and C2, 
Figures 8.3.5. and 8.3.6., respectively. As it can be seen from Figure 8.3.5., the NICS 
indices calculated near the center of the cage, change rapidly versus the JT distortion, 
RX/RJT, in the first ten percent of the path. In the second region, the NICS parameters 
decrease gradually toward the global minimum. Moving towards the surface of the 
pentagon rings, JT distortion has even less influence on the changes of the NICS indices. 
Hence, the JT distortion has a significant impact on the aromaticity/antiaromaticity only 
in the interior of C60
+, along C5 axis. Following the C2 symmetry axis, Figure 8.3.6., 
opposite effect is noticed in contrast to the scanned NICS parameters along C5, which is 
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in accordance with results given in Table 8.3.2.  The largest decrease in NICS parameters 
is between 2 and 4 Å, where Ih point, i.e. C60
+ with Ih geometry and D5d electron density, 
shows great antiaromatic character, while global minimum structure is highly aromatic. 
Evidently, the JT effect strongly affects not only the aromaticity inside the cage but also 
near the surface of the six-membered rings in contrast to the effect toward the five-
membered rings. 
Table 8.3.2. NICS parameters (ppm) of the cage compounds: C60- and C60+ at HS and LS 
geometries calculated along C3 and C2 symmetry axis for C60- and C5 and C2 axis for C60+ at various 
distances (Å) from the center of the molecules 
 
 Ih, C60- D3d, C60- Ih, C60+ D5d, C60+ 
Distance/Å C3 C2 C3 C2 C5 C2 C5 C2 
0 254.84 254.84 22.30 22.30 92.62 92.62 -1.82 -1.82 
1 251.93 251.70 21.93 21.08 75.28 102.82 -2.72 -1.28 
2 217.78 251.00 17.02 21.30 42.81 140.06 -1.37 -0.55 
3 87.51 316.58 4.19 9.46 25.88 107.17 9.88 -24.88 
4 11.39 85.42 -0.09 -9.82 10.28 46.06 7.21 -16.13 
5 -20.75 57.17 -3.98 5.02 0.46 16.75 1.76 0.58 
 
Table 8.3.3. NICS parameters (ppm) for global minimum structures of C60- and C60+ calculated at 
the center of pentagon and hexagon rings (NICS (0)) and one angstrom above the ring center 
(NICS (1)) 
 
 D3d, C60- D5d, C60+ 
 NICS (0) NICS (1) NICS (1)zz NICS (0) NICS (1) NICS (1)zz 
Pentagon -18.54 -6.38 -17.55 9.89 5.28 16.39 
Hexagon 2.43 -1.46 -3.85 12.60 7.86 24.88 
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Figure 8.3.3. Schematic plot of the NICS values along the IDP for the fullerene anion along C3 
axis. 
 
Figure 8.3.4. Schematic plot of the NICS values along the IDP for the fullerene anion along C2 
axis. 
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Figure 8.3.5. Schematic plot of the NICS values along the IDP for the fullerene cation along C5 
axis. 
 
 
Figure 8.3.6. Schematic plot of the NICS values along the IDP for the fullerene cation along C2 
axis. 
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The analysis of 3He NMR isotropic chemical shielding tensors data, Table 8.3.4., 
are in agreement with results obtained by NICS methodology. The isotropic chemical 
shielding tensors of C60 and C60
10+ minima conformations are positive, indicating 
aromatic character of the species. High positive value of the 3He shielding tensors of 
C60
10+ is a consequence of the strong aromaticity, as expected.360 The high negative value 
of 3He NMR chemical shielding tensor for C60
- in its Ih symmetry confirms strong 
antiaromatic character, which is decreasing by reducing the symmetry to D3d. Observing 
and comparing 3He shielding tensors of C60 and C60
+ in Ih geometries, the great change in 
the aromaticity appears. However, the global minimum conformation of C60
+ possesses 
similar weak aromatic character as neutral fullerene.   
Table 8.3.4. 3He NMR chemical shielding tensors (ppm) of the cage compounds: C60, C6010+, C60- 
and C60+ at HS and LS geometries calculated at the center of the molecules. 
 
 
 3He NMR chemical shielding tensor 
Ih, C60 62.50 
Ih, C6010+ 143.00 
Ih, C60- -194.21 
D3d, C60- 37.50 
Ih, C60+ -33.88 
D5d, C60+ 61.17 
 
8.3.1. Conclusion 
Derived NICS indices revealed that the magnetic field inside C60 and C60
10+ is 
practically uniform throughout the interior cavity until reaching the walls, where the local 
effects are decisive. Addition of the one electron to the LUMO of C60 while retaining the 
Ih geometry leads to the appearance of the intense antiaromaticity, while the removal of 
one electron from HOMO orbital causes the less pronounced paratropic character. 
Monitoring the changes of the NICS values for C60
- and C60
+ along IDP, indicate that the 
antiaromaticity decreases with increasing deviation from the HS to the LS point group. 
C60
- remains antiaromatic in the global minimum structure. In the global minimum 
conformation C60
+ has a quite similar aromatic character as neutral, non-JT active C60. In 
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the analogy to the benzene cation and anion (Chapter 8, Section 8.1.)123 and 
cyclopentadienyl radical (Chapter 8, Section 8.2.), the JT effect acts to reduce the 
antiaromaticity, representing a mechanism of lowering it.  
8.3.2. Computational Details 
The structures of C60, C60
10+, C60
- and C60
+ were optimized by DFT calculations using the 
Amsterdam Density Functional program package, ADF2010.01.228-230 The LDA 
characterized by the VWN parameterization61 was used for the symmetry-constrained 
geometry optimizations. TZP basis set was used for all atoms. In all cases, the global 
minimum was confirmed by the absence of the imaginary frequency modes. 
NICS values and 3He NMR chemical shifts were calculated at the B3LYP/6-311+G level 
of theory64, 325 using the Gaussian 09W program package326. To evaluate magnetic 
properties, the GIAO method was used.327 NICS parameters were calculated for ghost 
atoms located at the center of investigated molecules, as well as in the center and 1 Å 
above the pentagon and hexagon rings. In order to obtain the full profile of spherical 
aromatic behavior, calculations of NICS parameters were performed from 0 Å to 5 Å, in 
steps of 1 Å, following C5, C3 and C2 symmetry axis of C60 and C60
10+. NICS parameters 
for JT active fullerenes were scanned along the IDP, following C3 and C2 symmetry axis 
for C60
- and C5 and C2 axis for C60
+. Calculations of 3He NMR chemical shifts were done 
at the center of C60, C60
10+, C60
- and C60
+ molecules.    
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8.4. DFT Investigation of the Influence of Jahn-Teller Distortion on the 
Aromaticity in Square-Planar Arsenic and Antimony Clusters  
Aromaticity in metal and metalloid clusters is subject of intensive research139, 363-
367 since the discovery of Al4
2−, using photoelectron spectroscopy and ab initio 
calculations.368, 369 The aromaticity in these species is unusual and its analysis is 
challenging task due to the so-called multifold aromaticity and conflicting aromaticity,363, 
364, 367, 370 necessitating careful inspection of typical counting rules 371 and application of 
different aromaticity criteria.117, 124, 125, 366, 372 
The investigation of aromaticity in four-atomic metalloid clusters based on arsenic 
and antimony is presented. More specifically, DFT analysis of the JT active 4n+1 π 
As4
−and Sb4
− and their parent, square-planar, 4n+2 π As4
2− and Sb4
2−species has been 
performed. The full NICS profile along the IDP has been scanned in order to understand 
the aromatic behavior of the species prone to the JT distortion.  
Square-planar, As4
2− and Sb4
2−are well-known building blocks of solid materials, 
for example in (2,2,2-crypt-K+)2Sb4 crystal,
373 (K@18-crown-6)2As4,
374 
[Na(NH3)5]2As4·2NH3,
375 [Nb(η5-Cp*)(CO)2(η4-As4)]376. These clusters are valent 
isoelectronic to the classical aromatic C4H4
2- di-anion, and often considered to be 
examples of inorganic aromatic compounds. Aromatic character of 2Na+As4
2−and 
2Na+Sb4
2−, and antiaromatic character of Na+As4
− and Na+Sb4
−, was confirmed from MO 
analyses and verified by experimental photodetachment spectra122. Contrary to this 
findings, NICS profile of  As4
2− and Sb4
2−show anti-aromoaticity,324 or non-aromaticity377 
and electron localization function for As4
2− exhibit delocalization through the lone 
pairs.374 It seems that, in spite of relatively simple composition, the structure and aromatic 
properties of four-member metalloid rings, though studied experimentally122, 374, 378, 379 
and computationally122, 374, 377, 380-383 have not been fully rationalized so far. Thus, in 
addition to answering the important issue of the JT influence on the aromatic behavior of 
As4
− and Sb4
−, the above mentioned discrepancies in determination of aromaticity in As4
2− 
and Sb4
2− have potentially been rationalized. The standard NICS analysis is supplemented 
by determination of the most significant Tx,y (translationally)- and Rz (rotationally)-
allowed occupied→unoccupied MO transitions129 and with adaptive natural density 
partitioning (AdNDP) analysis130 and compared to the well-known aromatic Al4
2−. 
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Square-planar, D4h, arsenic and antimony di-anionic four-atoms clusters (As4
2−and 
Sb4
2−), have 1A1g electronic ground state. Considering their electronic structure and planar 
geometry, one could expect appearance of aromatic character according to the Hückel 
4n+2 π electrons rule. Contrary to these expectations calculated NICS values for As4
2−and 
Sb4
2−  at the various distances from the centers of the molecules planes, Table 8.4.1., 
revealed antiaromatic character. The obtained data are in accordance with previous study 
of J. Oscar et al.324 For comparison purposes, NICS values were calculated for di-anionic 
4-atoms aluminum cluster, Al4
2−, Table 8.4.1., which are also in full accordance with 
previous studies and its aromatic properties.363 Investigation of aromaticity in metalloid 
clusters demands deeper insight, and observation of isotropic NICS parameter only, is not 
satisfactory because isotropic NICS values of two-dimensional rings do not reflect the 
ring current exclusively, owing to the contamination by local σ currents. The out-of-plane 
component of the NICS tensor (NICSzz) has been recommended as an alternative 
aromaticity criterion for planar systems.129, 384 Closer analysis of calculated NICSzz 
values, Table 8.4.1., indicates that investigated metalloid species exhibit conflicting 
aromatic/antiaromatic behavior. Namely, with increasing the distance from the ring 
centers NICSzz indices adopt slightly negative values, Table 8.4.1. 
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Table 8.4.1. Calculated NICS values (ppm) for Al4
2−, As4
2− and Sb4
2− at various distances (Å) 
from the center of the molecules.  
 
Distance / Å NICS NICSzz 
Al4
2− 
0 -34.45 -66.15 
1 -27.39 -54.86 
2 -15.03 -33.73 
3 -7.34 -18.91 
4 -3.67 -10.80 
5 -2.00 -6.47 
As4
2− 
0 9.10 76.67 
1 4.39 22.18 
2 0.90 -2.92 
3 0.22 -3.35 
4 0.05 -2.03 
5 0.02 -1.20 
Sb4
2− 
0 9.30 66.11 
1 4.13 30.53 
2 0.78  3.17 
3 0.51 -1.32 
4 0.41 -1.22 
5 0.29 -0.81 
 
Rationalization of which effect, aromatic or antiaromatic, dominates is given by 
the group theory. The contribution to the induced ring current can be estimated through 
the analysis of σ and π type diatropic (aromatic) translationally allowed, Tx,y, and 
paratropic (antiaromatic), rotationally allowed – Rz, transitions.129 Diatropic and 
paratropic contributions to the induced ring current are described with following 
equation: 
 
𝜎 =
1
2𝑐2
∑〈𝛹𝑖 |
𝑟𝑟𝑁𝐼 − 𝑟𝑁⊗ r
|𝑟 − 𝑅𝑁|3
|𝛹𝑖〉 −
2
𝑐
𝑜𝑐𝑐
𝑖
∑ ∑
1
𝜀𝑖 − 𝜀𝑎
〈𝛹𝑖 |
𝐿𝑁
|𝑟 − 𝑅𝑁|3
|𝛹𝑎〉 ⊗ 〈𝛹𝑎|𝐿𝑁|𝛹𝑖〉
𝑢𝑛𝑜𝑐𝑐
𝑎
𝑜𝑐𝑐
𝑖
 
Eq. 8.4.1.  
The symbol r refers to the electronic position and RN to the vector position where the 
shielding is calculated. LN is the angular momentum operator, εi and εa are the eigenvalues 
of the occupied and unoccupied molecular orbital, respectively. In D4h point group, Tx,y 
and Rz transform as Eu and A2g irreps, respectively. This implies that only 
1A1g⊗Eu⊗1Eu, 
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and 1A1g⊗A2g⊗1A2g transitions are allowed according to the mentioned criteria. The most 
important magnetically active MOs of Al4
2−, As4
2− and Sb4
2−, participating in the Tx,y and 
Rz allowed transitions, are presented in the Figures 8.4.1., 8.4.2. and 8.4.3., respectively. 
Considering highly aromatic Al4
2− molecule, transitions 5a1g→6eu, 2b2g→6eu and 
2a2u→2eg are Tx,y allowed, Figure 8.4.1. The rotational transitions between relevant 
orbitals are forbidden, leading to the high diatropic character. Differently to the 
observations for Al4
2−, metalloid clusters As4
2− and Sb4
2− exhibit rotationally allowed Rz 
transitions, that  induce strong antiaromatic behavior, Figures 8.4.2. and 8.4.3., 
respectively. Namely, 12eu →13eu and 18eu →19eu are Rz allowed, for arsenic and 
antimony cluster, respectively. The lowest Tx,y transitions are 4a2u→6eg for As4
2−, and 
6a2u→9eg for Sb4
2−. Hence, opposed to the strong double (σ+π) aromatic character of 
Al4
2−, metalloid clusters As4
2− and Sb4
2− posses conflicting, weak π aromaticity and strong 
σ antiaromaticity.   
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Figure 8.4.1. The molecular orbital diagram of Al4
2−, showing symmetries, 3D molecular orbital 
pictures, and the Tx,y-allowed transitions leading to the diamagnetic ring currents. 
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Figure 8.4.2. The molecular orbital diagram of As4
2−, showing symmetries, 3D molecular orbital 
pictures, and the Tx,y- and Rz-allowed transitions leading to the diamagnetic and paramagnetic 
ring currents, respectively. 
 
 
 
Figure 8.4.3. The molecular orbital diagram of Sb4
2−, showing symmetries, 3D molecular orbital 
pictures, and the Tx,y- and Rz-allowed transitions leading to the diamagnetic and paramagnetic 
ring currents, respectively. 
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The detail AdNDP analysis for  Al4
2− confirms double σ aromaticity in addition to 
π aromaticity derived from 4c-2e π bond, (Figure 8.4.4.). This findings are in accordance 
with previous studies of Boldyrev et al.385 In the case of As4
2− and Sb4
2−, the part of the 
electron density due to the valence electrons is partitioned into four lone pairs, four 2c-2e 
σ bonds, two 2c-2e π bonds, and one aromatic 4c-2e π bond (Figure 8.4.5.). This is 
consistent to the observations derived through the analysis of NICS values.   
 
 
Figure 8.4.4. Results of the AdNDP localization for Al4
2−. 
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Figure 8.4.5. Results of the AdNDP localization for As4
2− and Sb4
2−. 
 
NICS values were evaluated at the ring center and above the ring plane (0 Å - 5 
Å) along the IDP from D4h to D2h structures in the JT active As4
− and Sb4
−. The values for 
the HS and LS points are reported in Table 8.4.2. Since the calculation of magnetic 
properties of open-shell species with a degenerate ground state may lead to incorrect 
results, NICS were calculated and monitored imposing HS (D4h) nuclear arrangement and 
LS (D2h) symmetry of electron density (See Chapter 8, Section 8.1.). According to the 
obtained NICS indices, As4
2−and Sb4
2− have antiaromatic character, Table 8.4.2. 
Obviously, the removal of one electron from HOMO orbitals destroys originally present 
weak π aromaticity, as confirmed by highly positive NICSzz(1) values in both D4h and D2h 
structures. This findings were complemented with detail AdNDP analysis (Figure 8.4.6.). 
The total density is partitioned into four lone pairs, four 2c-2e σ bonds and two 2c-2e π 
bonds. In contrast to As4
2− and Sb4
2− fully delocalized aromatic 4c-2e π bond is not 
present.  
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Figure 8.4.6. Results of the AdNDP localization for As4
− and Sb4
−. 
 
The full NICS profile along the distortion path, i.e. NICS values versus the JT distortion, 
?⃗? X ?⃗? JT⁄ , and the distance from the ring center, Figures 8.4.7. and 8.4.8. (down), give a 
more detailed interpretation of antiaromatic behavior. Moving from the center of the ring, 
sudden increase of NICS parameters is observed until distance of 1 Å. Going even further 
from the center of the ring, NICS show a decreasing trend, as expected. E⊗(b1+b2) JT 
effect is the main mechanism of distortion, triggering the abrupt change in NICS values, 
in the first 20 % of the IDP path. After the first 20 % NICS continue to decrease gradually 
toward the global minimum structure, due to the changes in electronic wave function, or 
in other words by PJT effect.  
Above presented analysis shows that high antiaromaticity of D4h structures 
indicates JT instability of square-planar configuration. AdNDP orbitals, Figure 8.4.6., 
correctly reflect changes in electron density upon removal of one electron from parent π 
aromatic As4
2−and Sb4
2−that result in non-zero forces leading to the rectangular minima 
132 
 
with two isolated double bonds. It should be mentioned that rectangular forms of As4
− and 
Sb4
− are still relatively highly antiaromatic, Table 8.4.2., and are in fact only local minima. 
Global minima of As4
− and Sb4
− are C2v “roof” structures with 2B2 electronic state,122, 382 
as confirmed by our calculations, Chapter 7, Section 7.1., Tables 7.1.1. and 7.1.2. This is 
a consequence of the JT distortion of 2T state in tetrahedral isomers created by addition 
of an electron to the neutral tetrahedral clusters.  
 
Table 8.4.2. Calculated NICS values (ppm) for As4
−and Sb4
− at HS and LS minimum geometries. 
 
 
 Geometry Electronic state NICS(0) NICS(1) NICSzz(1) 
As4
− 
D4h 
2B3g 268.32 285.74 867.53 
D2h 
2B3g 35.97 28.24 95.22 
Sb4
− 
D4h 
2B3g 527.47 618.94 1867.73 
D2h 
2B3g 34.44 29.12 98.24 
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Figure 8.4.7. Changes in energy, IDP model (up); Schematic plots of the NICS values along the 
IDP for the As4
− (D4h to D2h), 
2B3g electronic state (down). 
 
 
 
Figure 8.4.8. Changes in energy, IDP model (up); Schematic plots of the NICS values along the 
IDP for the Sb4
− (D4h to D2h), 
2B3g electronic state (down). 
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8.4.1. Conclusion 
The four-atomic anionic planar forms of arsenic and antimony clusters were 
studied. Aromatic properties of these systems was rationalized by the means of detailed 
analysis of NICS values, analysis of occupied→unoccupied MO transitions that 
contribute to the calculated NICS values and by the means of AdNDP analysis. As4
2− and 
Sb4
2− are found to possess conflicting, weak π aromaticity and strong σ antiaromaticity. π 
aromaticity of As4
2− and Sb4
2− is completely lost after detachment of one electron from 
HOMO orbitals, resulting in antiaromatic, JT active  As4
− and Sb4
− species. It was shown 
that high antiaromaticity of square-planar As4
− and Sb4
−  is a signature of JT effect that 
was examined in detail by MD-DFT and IDP model (Chapter 6, Chapter 7, Section 7.1.). 
In both examined clusters, antiaromaticity decreases with increasing deviation from high 
symmetry D4h structures to low symmetry rectangular minima. 
8.4.2. Computational Details 
All investigated molecules were optimized by DFT calculations using the Amsterdam 
Density Functional program package, ADF2013.01.229, 230, 238 The LDA characterized by 
the VWN parameterization61 was used for the symmetry-constrained geometry 
optimizations. In addition BP8663, 64 and B3LYP178, 179 XC functionals were employed. 
TZP basis set was used for all atoms. Separation of the orbital and the geometrical 
symmetry, as used in the calculation of the energies of the HS nuclear conﬁgurations, is 
done using SYMROT subblock in the QUILD program, version 2013.01,239 provided in 
the ADF2013.01 program package. In all cases, the global minimum was confirmed by 
the absence of the imaginary frequency modes.  
NICS values were calculated at the B3LYP/6-311+G level of theory64, 325 using the 
Gaussian 09W program package326 using LDA optimized geometries. To evaluate 
magnetic properties, the GIAO method was used.327  NICS indices were calculated with 
6-311+G* basis set for Al4
2−, As4
2− and As4
−, while LANL2DZ was used for antimony 
clusters, since the 6-311+G* basis set is not available for Sb. NICS parameters were 
calculated for ghost atoms located at the center of Al4
2−, As4
2−, Sb4
2−, As4
− and Sb4
−. In 
order to obtain the full profile of aromatic behavior, calculations of NICS parameters 
were performed from 0 Å to 5 Å from the center of the rings, in steps of 0.5 Å. Moreover, 
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NICS parameters for JT active molecules were scanned along the IDP. The AdNDP 
analysis was performed with Multiwfn3.2 program package.386 
8.5. Final Remarks on the Influence of the Jahn-Teller Distortion on the 
Aromaticity 
The connection of aromaticity and the JT effect is of utmost importance, since both 
effects have been very useful in the characterization and interpretation of the structure, 
stability and reactivity of many molecules. The IDP model gives direct insight on 
microscopic origin, mechanism and consequences of distortion. The deeper inspection of 
the magnetic criteria along the IDP indicate that antiaromaticity decreases with increasing 
deviation from the HS to LS point on the potential energy surface. Thus, the JT effect is 
not a source of antiaromaticity, and rather is the mechanism of lowering it. The fact that 
JT distortion is a mechanism for reducing the antiaromatic character, seems to be of 
general validity, as similar behavior was observed for the various JT active molecules: 
benzene cation and anion, cyclopentadienyl radical, cobaltocene, fullerene cation and 
anion, and arsenic and antimony anionic clusters. These results suggest that without 
analyzing details on how NICS values change along the distortion path, chemically 
important features could be lost. 
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9. Results and Discussion: A Simple Monomer-Based Model-
Hamiltonian Approach to Combine Excitonic Coupling and 
Jahn-Teller Theory 
 
Excitonic coupling is the physical quantity that determines the function and 
efficiency of many photo-biological processes like light harvesting or light reception, or 
of technological devices like organic light emitting diodes or organic photovoltaics. The 
model for the reliable description, interpretation and prediction of excitonic coupling 
taking into account vibronic coupling, and the interplay between these two effects is 
presented. The necessary quantities for the dimer Hamiltonian can be derived from 
monomer calculations alone. The proposed theory is validated using the benzene dimer 
as test case, since it presents one of the simplest, aromatic systems with π-π interaction, 
representative of more complex chromophores. In addition, extensive experimental and 
theoretical data are available in the bibliography, which can be compared to the computed 
data.387-396 For the purpose of this work, TD-DFT was chosen as standard method for the 
calculation of the excited states, due to its computational efficiency. Its accuracy is here 
clearly sufficient despite its well-known drawbacks.397  
9.1. Vibronic Model for Excitonic Coupling 
In order to develop a theory, which takes excitonic and vibronic coupling into 
account, and to understand their mutual influence at least in a qualitative manner, one 
needs to start with some basic assumptions: (a) It is assumed that the monomer is a closed-
shell species (see Figure 9.1.1., left) which should be correct for most systems not 
containing transition metal ions. (b) The first excited state of the monomer is mainly 
described by a single excitation from the HOMO to the LUMO. While this condition 
implies a very small configuration interaction, this later condition is reasonable if excited 
states with other configurations are sufficiently separated from the HOMO-LUMO ones. 
(c) In order to take advantage of a JT-type formulation it is assumed that some kind of 
symmetry element relating the two monomers in a dimer exists. In the case of the benzene 
dimer shown in Figure 9.1.1. (right) this operation can be taken to be a reflection or 
inversion but the theory is not limited to them in its application to other cases as, for 
example, it could be applied to an n-monomer system with a Cn axis in the system. 
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Figure 9.1.1. Scheme of the frontier orbitals of the monomer and the dimer, in which, a symmetry 
operation relates the monomer orbitals to the dimer ones. Hence it is possible to classify the dimer 
orbitals accordingly, here with respect to the coplanar reflection plane. 
 
The nature of the lowest excited states in a symmetric dimer will be firstly discussed. For 
simplicity, it is first supposed that monomer HOMO and LUMO are non-degenerate, 
however this restriction can be easily lifted and the solutions for the degenerate case will 
be given also below for benzene. Using the symmetry condition (c) we can write the dimer 
orbitals as symmetrized combinations of the monomer orbitals: 
 
𝛷𝐻
𝛼 =
1
√2(1 ± 𝑆𝐻)
(𝛷𝐻
1 ± 𝛷𝐻
2 ) 
Eq. 9.1.1.                    
𝛷𝐿
𝛼 =
1
√2(1 ± 𝑆𝐿)
(𝛷𝐿
1 ± 𝛷𝐿
2) 
Eq. 9.1.2. 
In the equations above the sign corresponds to the character of the wavefunction with 
respect to the considered symmetry operation. The combination with the + sign will be 
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called even (α=e) and the combination with the - sign odd (α=o). It is important to note 
that the even and odd notations here refer exclusively to the main symmetry operation 
and they should not be understood as proper even or odd character with respect to 
inversion in real space which, in many cases, the studied molecules lack. The symbols SH 
and SL denote the HOMO-HOMO and LUMO-LUMO orbital overlaps. Note that in 
deriving expressions 9.1.1. and 9.1.2. the interactions of the HOMO of a monomer with 
the LUMO of the other, and vice versa are neglected. This is justified, because the 
HOMO-LUMO interaction is small. Using conditions (a) and (b) all singly excited 
determinants that give rise to the lowest dimer singlet excited states can be generated 
(Figure 9.1.2.), which can be classified with respect to the position of the electron and 
hole of the exciton, as well as from a symmetry point-of-view. 
 
Figure 9.1.2. Scheme of all singly excited determinants within the dimer orbital space composed 
only of linear combinations of the HOMOs and the LUMOs of the monomer units, and the 
notation used to differentiate the different excited states arising from it. 
 
In a second step the structural distortion that occurs on the monomer when the system is 
excited into the excited state will be taken into account. If this distortion is described by 
an effective mode ?⃗? , using symmetry, we can construct two distortion modes for the 
dimer: 
?⃗? 𝑒 =
1
√2
(?⃗? 1 + ?⃗? 2) 
Eq. 9.1.3. 
?⃗? 𝑜 =
1
√2
(?⃗? 1 − ?⃗? 2) 
Eq. 9.1.4. 
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Here, and similar to previous notation, ?⃗? 𝑒 and ?⃗? 𝑜 have +1 and -1 character with respect 
to the symmetry operation, and ?⃗? 1 and ?⃗? 2 are local distortions in each of the monomers. 
In Figure 9.1.3. a schematic representation of these modes for the benzene dimer in a D6h 
configuration is given.  
  
Figure 9.1.3. Schematic representation of a symmetric ?⃗? 𝑒  (left) and anti-symmetric distortion 
?⃗? 𝑜  (right) of the benzene dimer. The size of vibrational motion on a nucleus is represented as  
sphere with the radius depending on the magnitude of the motion. The different colours indicate 
the direction of the motion. 
Finally, the system Hamiltonian as a sum of electronic, vibrational and vibronic parts will 
be built. The electronic contribution (?̂?𝑒𝑙({𝑟 }; 𝑅)) depends on the electron coordinates, 
{𝑟 }, and the distance between the monomers, R, the vibrational on the distortion 
coordinates (?⃗? 𝑒, ?⃗? 𝑜) while the vibronic part depends on both:  
 
?̂? = ?̂?𝑒𝑙({𝑟 }; 𝑅) + ?̂?𝑜
′ ({𝑟 }; 𝑅)𝑄𝑜 + ?̂?𝑒
′({𝑟 }; 𝑅)𝑄𝑒 + ?̂?𝑣(𝑄𝑒 , 𝑄𝑜; 𝑅) 
Eq. 9.1.5. 
Using this Hamiltonian a vibronic matrix  ⟨Ψ𝑖|?̂?|Ψ𝑗⟩ can now be created using the states 
shown in Figure 9.1.2. This matrix can be simplified using symmetry to determine only 
non-zero elements to yield:  
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𝐻𝐽𝑇 =
1
2
𝐾𝑒𝑄𝑒
2 +
1
2
𝐾𝑜𝑄𝑜
2
+ (
∆𝑒𝑒 + 𝐹𝑒𝑒𝑄𝑒 𝐹𝑒𝑒
𝑜𝑜𝑄𝑒 𝐹𝑒𝑒
𝑒𝑜𝑄𝑜 𝐹𝑒𝑒
𝑜𝑒𝑄𝑜
𝐹𝑒𝑒
𝑜𝑜𝑄𝑒 ∆𝑜𝑜 + 𝐹𝑜𝑜𝑄𝑒 𝐹𝑜𝑜
𝑒𝑜𝑄𝑜 𝐹𝑜𝑜
𝑜𝑒𝑄𝑜
𝐹𝑒𝑒
𝑒𝑜𝑄𝑜 𝐹𝑜𝑜
𝑒𝑜𝑄𝑜 ∆𝑒𝑜 + 𝐹𝑒𝑜𝑄𝑒 𝐹𝑒𝑜
𝑜𝑒𝑄𝑒
𝐹𝑒𝑒
𝑜𝑒𝑄𝑜 𝐹𝑜𝑜
𝑜𝑒𝑄𝑜 𝐹𝑒𝑜
𝑜𝑒𝑄𝑒 ∆𝑜𝑒 + 𝐹𝑜𝑒𝑄𝑒
) 
Eq. 9.1.6. 
where we have defined the excitonic coupling constants Δ𝑖 = ⟨Ψ𝑖|?̂?|Ψ𝑖⟩ and the diagonal  
F𝑖 = ⟨Ψ𝑖|𝑑?̂?/𝑑𝑄𝛼|Ψ𝑖⟩ and off-diagonal 𝐹𝑖
𝑗 = ⟨Ψ𝑖|𝑑?̂?/𝑑𝑄𝛼|Ψ𝑗⟩ vibronic coupling 
constants (here the index i and j run along the states ee, oo, eo and oe as defined in Figure 
9.1.2. and  stands for e or o). Using the singlet wavefunctions of the electronic 
configurations and taking into account that the diagonal terms represent the force exerted 
by the excited electrons with respect to the ground state, the following expressions for the 
diagonal vibronic coupling elements is: 
 
𝐹𝑒𝑒 = 𝐹𝑜𝑜 = 𝐹𝑒𝑜 = 𝐹𝑜𝑒 = −⟨𝛷𝐻
𝑒 |𝑓𝑒|𝛷𝐻
𝑒 ⟩ + ⟨𝛷𝐿
𝑒|𝑓𝑒|𝛷𝐿
𝑒⟩  
Eq. 9.1.7.                                                          
in which 𝑓𝑒 represents the vibronic operator for a single-electron along Qe. Thus, all 
diagonal vibronic coupling elements are approximately the same. The expressions for the 
off-diagonal elements are: 
 
𝐹𝑒𝑒
𝑜𝑜 = 𝐹𝑒𝑜
𝑜𝑒 = 0 
Eq. 9.1.8. 
𝐹𝑒𝑒
𝑒𝑜 = 𝐹𝑜𝑜
𝑜𝑒 = ⟨𝛷𝐿
𝑒|𝑓𝑜|𝛷𝐿
𝑜⟩ 
Eq. 9.1.9. 
𝐹𝑒𝑒
𝑜𝑒 = 𝐹𝑜𝑜
𝑒𝑜 = ⟨𝛷𝐻
𝑒 |𝑓𝑜|𝛷𝐻
𝑜 ⟩ 
Eq. 9.1.10. 
Expression 9.1.7. suggests that the force with respect to the ground state on the dimer 
comes from the removal of an electron from the HOMO (due to the negative sign) that is 
placed into the LUMO, while expressions 9.1.9. and 9.1.10. suggest that they are related 
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to the forces of individual electrons in the LUMO and the HOMO, respectively. Indeed, 
using expressions 9.1.1. and 9.1.2. the integrals are observed: 
⟨𝛷𝐻
𝑒 |𝑓𝑜|𝛷𝐻
𝑜 ⟩ =
1
√2(1 − 𝑆𝐻
2)
[⟨𝛷1𝐻|𝑓1|𝛷1𝐻⟩ − ⟨𝛷1𝐻|𝑓2|𝛷1𝐻⟩] 
Eq. 9.1.11.                                                   
This integrals can be further simplified taking into account that vibronic operators decay 
very quickly (typically αr-3) to neglect the second term in the sum when compared to the 
first one. Moreover, the first product, whose meaning is that of a reduction factor due to 
the delocalization of the electron in between the two individual monomers orbitals, can 
in fact be simplified since our first-principles calculations indicate that 𝑆𝐻
2 ≪ 1. Under 
these conditions Eqs. 9.1.7., 9.1.9. and 9.1.10. in terms of integrals depending just on a 
single monomer can be written as: 
𝐹𝑒𝑒 = 𝐹𝑜𝑜 = 𝐹𝑒𝑜 = 𝐹𝑜𝑜 =
1
√2
(−⟨𝛷𝐻|𝑓|𝛷𝐻⟩ + ⟨𝛷𝐿|𝑓|𝛷𝐿⟩) =
1
√2
𝑓𝑚𝑜𝑛𝑜 
Eq. 9.1.12. 
𝐹𝑒𝑒
𝑒𝑜 = 𝐹𝑜𝑜
𝑜𝑒 =
1
√2
𝑓𝐿 
Eq. 9.1.13. 
𝐹𝑒𝑒
𝑜𝑒 = 𝐹𝑜𝑜
𝑒𝑜 =
1
√2
𝑓𝐻 
Eq. 9.1.14. 
Here fmono= 𝑓𝐿 − 𝑓𝐻  is the force experienced in the monomer by removing an electron 
from the HOMO and placing it in the LUMO, i.e. the force in the excited state of the 
monomer, while fL and fH are the individual forces created by adding an electron to the 
LUMO or removing an electron from the HOMO of a monomer, respectively. These two 
last quantities can be associated with the force on the monomer along the effective mode 
Q when an electron is added or removed, i.e. the forces for the anion and the cation. In 
order to check expressions 9.1.12.-9.1.14. and the assumptions leading to them the ab 
initio forces of the anion and cation (Eqs. 9.1.13. and 9.1.14.) are compared with that of 
the neutral excited monomer (given by Eq. 9.1.12.). Acting in a similar way for the 
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vibrational part, and imposing that at long range the frequencies of vibration of the dimer 
need to be those of the monomer we obtain: 
𝐾𝑒 = 𝐾𝑜 = 𝐾𝑚𝑜𝑛𝑜 
 Eq. 9.1.15. 
Thus, the full vibronic matrix (Eq. 9.1.6.) can finally be reduced to: 
 
𝐻 =
1
2
𝐾𝑚𝑜𝑛𝑜(𝑄𝑒
2 + 𝑄𝑜
2)
+
(
 
 
 
 
 
 
∆𝑒𝑒 +
1
√2
𝑓𝑚𝑜𝑛𝑜𝑄𝑒 0
1
√2
𝑓𝐿𝑄𝑜
1
√2
𝑓𝐻𝑄𝑜
0 ∆𝑜𝑜 +
1
√2
𝑓𝑚𝑜𝑛𝑜𝑄𝑒
1
√2
𝑓𝐻𝑄𝑜
1
√2
𝑓𝐿𝑄𝑜
1
√2
𝑓𝐿𝑄𝑜
1
√2
𝑓𝐻𝑄𝑜 ∆𝑒𝑜 +
1
√2
𝑓𝑚𝑜𝑛𝑜𝑄𝑒 0
1
√2
𝑓𝐻𝑄𝑜
1
√2
𝑓𝐿𝑄𝑜 0 ∆𝑜𝑒 +
1
√2
𝑓𝑚𝑜𝑛𝑜𝑄𝑒)
 
 
 
 
 
 
 
Eq. 9.1.16. 
Here one can see that all vibronic interactions in the dimer can be reduced to quantities 
obtainable from the monomer. This is a very desirable property since it may allow 
estimation of the role of vibronic coupling in exciton transport without the need to carry 
out costly dimer calculations, but to do so is generally advised to validate the model with 
ab initio calculations.  
Now, the physical content of the derived model can be analyzed. The coupling to ?⃗? 𝑒 
occurs on the diagonal of the Hamiltonian and connected with fmono, while, on the other 
hand, the coupling to ?⃗? 𝑜 is always accompanied by vibronic constants fH and fL. Taking 
into account that fmono=fL-fH, there will be systems in which the coupling to ?⃗? 𝑒 dominates 
(fL and fH are very different), while in others the coupling to ?⃗? 𝑜 dominates 
(fL~fH→|fmono|<<|fL|,|fH|). The emerging picture is that in the first case the distortion is the 
same and the solution that dominates the vibronic problem (Eq. 9.1.16.) is an exciton 
where electron and hole travel together. On the other hand, the case where fL~fH leads to 
different distortions in the two monomers favoring the localization of the electron and 
hole separately, i.e. formation of polarons. Thus, even though the model does not contain 
several important key ingredients like electrostatic attraction between hole and electron, 
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it provides a very sensible picture of which conditions would favor the separation of the 
exciton in polarons. These limit solutions can be obtained from Eq. 9.1.16. when the 
excitonic coupling energy ∆ is much smaller than the vibronic coupling energy (f∙Q). In 
that case the solutions take the form: 
 
Ψ±
𝑒 =
1
√2
(Ψ𝑜𝑜 ±Ψ𝑒𝑒) 
Eq. 9.1.17. 
Ψ±
𝑜 =
1
√2
(𝛹𝑜𝑒 ±𝛹𝑒𝑜) 
Eq. 9.1.18. 
While the (+) combinations correspond to two excitonically coupled local excited states, 
the (-) combinations represent two symmetrized CT excitations.398  Later in this Chapter 
will be shown that the CT states do not play a role in the benzene dimer due to their 
symmetry. 
 
 
Figure 9.1.4. Singly excited determinants arising from single HOMO-LUMO excitations in the 
benzene monomer (left) and benzene dimer (right). 
 
The changes between the above model and the one that arises when the HOMO and 
LUMO are doubly degenerate, as in the case of benzene will be given in the following. 
The main difference between these models is that in the latter case many more states are 
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involved (see Figure 9.1.4. and compare with Figure 9.1.2.). Observing the monomer 
states in Figure 9.1.4., in principle, the vibronic coupling problem is more complicated 
since vibrations belonging to a1g, a2g and e1g can be involved. However, ab initio 
calculations indicate that in the benzene molecule the effective mode ?⃗?  belongs to a1g and 
as a consequence the other possibilities will not be taken into account. When constructing 
all excited states in the benzene dimer involving only the doubly degenerate HOMO and 
LUMO, instead of the previously four possibilities, now sixteen different states are 
possible. However, since the effective mode in the monomer is a1g, the resulting even 
(?⃗? 𝑒) and odd (?⃗? 𝑜) dimer modes have a1g and a2u symmetry, respectively. As a 
consequence, the lower 1B states do not couple with the higher-lying 1E ones. Therefore 
the E states can be completely neglected in the model. Because the charge transfer states 
belong to these E states, they do not play any role in the derived excitonic coupling model 
due to the symmetry restrictions of the distortion modes. Thus, the dimensionality of the 
vibronic matrix can be reduced to eight, and using the same approximations as in Eqs. 
9.1.7. to 9.1.14., it is found:
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𝐻 =
1
2
𝐾𝑚𝑜𝑛𝑜(𝑄𝑒
2 + 𝑄𝑜
2) +
(
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
∆1𝑒
𝑒𝑒 +
𝑓𝑚𝑄𝑒
√2
0 0 0 0 0
𝑓𝐿
√2
𝑄𝑜 0
0 ∆1𝑜
𝑜𝑜 +
𝑓𝑚𝑄𝑒
√2
0 0 0 0 0
𝑓𝐿
√2
𝑄𝑜
0 0 ∆1𝑜
𝑒𝑜 +
𝑓𝑚𝑄𝑒
√2
0
𝑓𝐻
√2
𝑄𝑜 0 0 0
0 0 0 ∆1𝑜
𝑜𝑒 +
𝑓𝑚𝑄𝑒
√2
0
𝑓𝐻
√2
𝑄𝑜 0 0
0 0
𝑓𝐻
√2
𝑄𝑜 0 ∆2𝑒
𝑒𝑒 +
𝑓𝑚𝑄𝑒
√2
0 0 0
0 0 0
𝑓𝐻
√2
𝑄𝑜 0 ∆2𝑒
𝑜𝑜 +
𝑓𝑚𝑄𝑒
√2
0 0
𝑓𝐿
√2
𝑄𝑜 0 0 0 0 0 ∆2𝑜
𝑒𝑜 +
𝑓𝑚𝑄𝑒
√2
0
0
𝑓𝐿
√2
𝑄𝑜 0 0 0 0 0 ∆2𝑜
𝑜𝑒 +
𝑓𝑚𝑄𝑒
√2 )
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Eq. 9.1.19. 
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Note again that, as in the previous case, only information from monomer calculations are 
required to arrive at a complete description of the benzene dimer coupling Hamiltonian.  
The underlying computational procedure for the construction of the dimer model 
Hamiltonian consists of the following steps: 
1. Geometry optimization of the monomer and calculation of verical excitation 
energies using different TD-DFT levels of theory and comparison with 
experimental data. 
2. Geometry optimization of the monomer in the first excited state and identification 
of the distortion mode. 
3. Choice of mutual orientations of monomer units in the dimer, followed by 
calculations of vertical excitation energies at different intermolecular separations 
between two monomer units; selection of particular intermolecular distances from 
the potential energy curves.  
4. Performing calculations along the symmetric (?⃗? 𝑒) and anti-symmetric (?⃗? 𝑜) 
distortion of the excimer at chosen intermolecular separations. 
5. Determination of all parameters in the model Hamiltonian (Eq. 9.1.19.); 
comparison of the results obtained using the model Hamiltonian with ab initio 
computed ones; validation of proposed model.  
 
As already mentioned, the parameters fH and fL correspond to the forces acting on the 
monomer HOMO and LUMO at the ground state geometry, and their difference should 
be practically equal to the force acting on the excited neutral molecule, fmono. These 
parameters have been obtained by fitting the curves of HOMO and LUMO energies along 
the monomer distortion coordinate. Ke and Ko correspond to the monomer force constant 
in the excited state and can be extracted by fitting the curves of the first excited state along 
the particular distortion. ?⃗? 𝑒 and ?⃗? 𝑜 have been constructed over the distortion mode of 
monomer, ?⃗? 1 and ?⃗? 2.  
In order to study the localization mechanism of the excited benzene dimer and to 
calculate the model Hamiltonian, it is first necessary to compute properties of the benzene 
monomer to extract the required constants. For this purpose, equilibrium distances and 
vertical excitation energies have been calculated at different levels of theory and 
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compared with available data. Afterwards, TD-DFT results will be presented and 
compared to the proposed model for the excitonically coupled benzene dimer.  
9.2. The Benzene Monomer 
The optimized structure of the benzene molecule, in D6h symmetry, at B3LYP-
D3/TZP level of theory, has equilibrium bond lengths values of rCC = 1.39 Å and rCH = 
1.08 Å, in perfect agreement with CCSD(T)/cc-pVQZ results.399   
The excited states of benzene have been the subject of various theoretical and 
experimental studies.393, 400-410 The obtained  TD-DFT values of the excitation energies 
of the seven lowest excited states of benzene are given in Table 9.2.1. and compared with 
experimental data. The three well-known absorption bands in the UV spectrum of 
benzene at 4.90, 6.20, and 6.94 eV are assigned to the transitions 1A1g→1B2u, 1A1g→1B1u, 
and 1A1g→1E1u, respectively. Although, the transitions to 11B2u, and 11B1u excited states, 
are symmetry forbidden in benzene,411 due to vibronic interactions they still occur in the 
experimental spectrum.409 The excitation energies are calculated at different levels of 
theory.. The results are consistent to each other, and to the previous theoretical 
considerations,410 and do not show large basis set or exchange/correlation functional 
dependance (Table 9.2.1). For further studies we have chosen TD-B3LYP/TZP level, 
although it is clear that it does not exhibit the necessary accuracy to perform a quantitative 
state-of-the-art study of the excited states of benzene.410 Qualitatevely same results could 
be obtained with other levels of theory. However, the focus of the present study is not the 
investigation of the exicted states of benzene, but the rationalization of the electronic 
structure of the excited benzene dimer and the verification of the proposed model 
Hamiltonian approach. It is also important to note that the CT problem of TD-DFT is 
irrelevant here, since the CT states are excluded from the investigation based on their 
symmetry and the fact that they do thus not play a role in the excitonic coupling.  
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Table 9.2.1. Vertical excitation energies of C6H6 (eV) calculated at the level of TD-DFT using 
different functionals and basis sets. All calculations were performed in D6h symmetry with 
rCC=1.39 Å and rCH=1.08 Å.  
 
Eex/eV Singlet π→π* Triplet π→π* 
 11B1u 1
1B2u 1
1E1u 1
3B1u 1
3E1u
 13B2u 1
3E2g 
B3LYP        
DZP 5.53 6.34 7.31 4.07 4.84 5.23 7.23 
TZP 5.41 6.18 7.14 4.01 4.76 5.13 6.56 
TZ2P 5.43 6.18 7.14 4.02 4.77 5.14 6.57 
QZ4P 5.44 6.15 6.99 4.04 4.76 5.11 6.24 
BP86        
DZP 5.34 6.21 7.20 4.46 4.83 5.10 7.49 
TZP 5.26 6.08 7.05 4.41 4.77 5.02 6.77 
TZ2P 5.27 6.08 7.05 4.42 4.77 5.03 6.77 
QZ4P 5.29 6.07 6.98 4.43 4.77 5.02 6.47 
PBEsol        
DZP 5.34 6.22 7.20 4.47 4.83 5.11 7.44 
TZP 5.27 6.09 7.06 4.42 4.77 5.03 6.70 
TZ2P 5.27 6.09 7.05 4.43 4.78 5.04 6.71 
QZ4P 5.29 6.06 6.96 4.43 4.78 5.02 6.32 
SAOP        
DZP 5.32 6.20 7.16 4.44 4.81 5.09 7.14 
TZP 5.28 6.09 7.05 4.42 4.78 5.04 6.59 
TZ2P 5.28 6.10 7.05 4.43 4.79 5.05 6.61 
QZ4P 5.30 6.07 6.96 4.43 4.78 5.03 6.56 
PBE0        
DZP 5.58 6.36 7.35 3.98 4.86 5.27      7.52 
TZP 5.51 6.25 7.22 3.94 4.81 5.20 6.87 
TZ2P 5.51 6.24 7.21 3.95 4.81 5.20 6.89 
QZ4P 5.53 6.22 7.14 3.97 4.81 5.17 6.54 
Experiment400-404 4.90 6.20 6.94 3.94 4.76 5.60 6.83/7.24 
 
TD-DFT geometry optimization, without constraining the symmetry, has shown 
that the equilibrium structure of the first excited singlet state has D6h symmetry and bond 
lengths of  rCC = 1.43 Å and rCH = 1.08 Å. It is obvious that the structural relaxation, 
which leads from the ground state geometry of benzene to the equilibrium geometry of 
the first excited state, occurs along the totally symmetric breathing mode. Following this 
breathing mode from the ground state geometry, the potential energy curves of the three 
lowest singlet excited electronic states of benezene, in D6h symmetry, have been 
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computed (Figure 9.2.1.). These three states of 1B1u, 
1B2u and
 1E1u symmetry are the lowest 
singlet states arising from HOMO-LUMO excitations.  
In order to verify the applicability and accuracy of the proposed model 
Hamiltonian, which requires only intrinsic features of the constituting monomer to 
reproduce the excited states of the dimer, we have calculated the necessary parameters fH 
and fL  and obtained values of 14.53 eV/Å and 23.30 eV/Å, respectively. According to the 
model, the difference between these forces (8.77 eV/Å) acting on the monomer cation on 
removal of an electron from the HOMO or on the anion on addition of an electron to the 
LUMO, perfectly corresponds to the force (8.48 eV/Å) acting on the excited neutral 
monomer. 
 
 
Figure 9.2.1. Potential energy curves of the ground and the three lowest excited singlet states of 
benzene along its totally symmetric vibrational breathing mode. 
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9.3. The Benzene Dimer 
Selected possible mutual orientations of two benzene molecules forming a dimer, 
i.e. parallel (sandwich-shaped) (D6h), T-shaped (C2v), parallel-displaced (C2h) and 
parallel-twisted (D6), are presented in Figure 9.3.1. In the case of the D6h, C2v and D6 
structures, the intermolecular separation coordinate R was defined as the distance between 
the centers of masses of the two benzene molecules. In C2h orientation, the intermolecular 
separation coordinate R was chosen to be the distance between the center of mass of one 
benzene ring and center of the closest C-C bond of the other benzene ring.  
 
Figure 9.3.1. Investigated mutual orientations of the benzene dimer. 
Numerous theoretical studies have nowadays shown that the T-shaped and the 
parallel-displaced structures are minima on the potential energy surface of the benzene 
dimer,412, 413 which is in agreement with the calculations. Symmetry constrained geometry 
optimizations of the benzene dimer in all investigated mutual orientations result in 
equilibrium bond distances rCC = 1.39 Å and rCH = 1.08 Å, which are equal to the bond 
lengths of the benzene monomer. Since the equilibrium bond distances are the same as in 
the isolated monomer, the ground state geometry is practically not affected by the 
presence of another benzene molecule at this intermolecular distance. The optimal 
intermolecular separation between two benzene units, Req, is 3.89 Å for D6h, 3.63 Å for 
C2h, 4.97 Å for C2v and 3.82 Å for D6 at the theoretical level of DFT/B3LYP-D3, with 
splitting of the first two excited states of 0.28 eV for D6h, 0.04 eV for C2h, 0.08 eV for C2v 
and 0.00 eV for D6 minima structures, respectively, at the theoretical level of TD-
DFT/B3LYP (Figure 9.3.2.).  
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The potential energy curves of the energetically lowest electronic states of all 
studied dimer orientations along the intermolecular separation coordinate R, going from 
7 Å to 3 Å in steps of 0.5 Å, are shown in Figure 9.3.2. At distances R < 3 Å strong 
repulsive Coulomb interaction appears resulting in a steep increase of the energies of the 
electronic states and consequently in their mixing.  
The potential energy curves of the electronic states of the parallel, eclipsed, D6h, 
benzene dimer at various intermolecular separations, R (Figure 9.3.2., top left), show that 
the two first excited states are practically degenerate at intermolecular distances larger 
than 5 Å. At separations < 5 Å, a significant excitonic splitting of these states becomes 
apparent. With decreasing monomer distances, the splitting becomes more significant, 
and at R = 3 Å, it has a value of 1.39 eV. In the other studied dimer orientations, the 
splitting of the first two excited states at R = 3 Å is smaller. In the parallel-displaced 
orientation, C2h, it has a value of 0.47 eV (Figure 9.3.2., top right), while in the D6 
orientation, the splitting is completely absent (Figure 9.3.2., bottom left). In the T-shaped 
orientation (Figure 9.3.2., bottom right), the splitting of first two excited states is 0.07 eV 
at an intermolecular separations of 4.5 Å. 
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Figure 9.3.2. Potential energy curves along the intermolecular separation coordinate R of the 
benzene dimer in D6h (top left), C2h (top right), D6 (bottom left) and C2v (bottom right) orientation 
with rCC1 = rCC2  = 1.39 Å at the theoretical level of TD-DFT/B3LYP-D3. 
The largest EC, i.e. the most pronounced splitting of the excited states, appears in 
the D6h parallel sandwich orientation. It has been shown previously that a minimum on 
the potential energy surface of the lowest excited state exists in this D6h orientation 
corresponding to a benzene excimer (1B2g) with an intermolecular separation of only 3.05 
Å.414 Hence, we studied the localization of the exciton in this parallel D6h conformation. 
The relevant potential energy curves of the benzene dimer were determined at fixed 
values of R (3 Å – excimer minimum, 3.89 Å – ground state minimum and 5 Å – 
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borderline case) by following the symmetric and anti-symmetric combinations of the 
breathing mode, which belong to a1g and a2u irreducible representations in the D6h point 
group, by varying the bond distance rCC from 1.25-1.50 Å in steps of 0.025 Å. By 
elongation of all C-C bonds in one benzene monomer and simultaneous compression of 
all C-C bonds in the other one, i.e. following the anti-symmetric distortion, the symmetry 
of the benzene dimer is reduced from D6h to C6v. Therefore, calculations were performed 
in D6h (rCC1 = rCC2) and C6v (rCC1  rCC2) point groups. 
Cuts through the potential energy surfaces obtained at TD-DFT/B3LYP-D3 level 
along the symmetric and anti-symmetric distortions, at intermolecular separation of 3, 
3.89 and 5 Å are displayed in Figures 9.3.3., 9.3.4. and 9.3.5. (top), respectively. In the 
same Figures (bottom), results obtained using the model Hamiltonian (Eq. 9.1.19.) are 
shown. Remember that all necessary parameters for the model Hamiltonian, except the 
Δ, are extracted from ab initio calculations of the monomer alone.ii However, it is 
straightforward to derive also Δ from monomer calculations alone knowing the relative 
orientation of the monomers using the classical Förster equation (see Chapter 5) for the 
coupling of the transition dipole moments.   
The overall agreement between ab initio and model curves is excellent, despite of 
the simplicity of the proposed model. The only discrepancy can be found for the slope of 
the four highest considered excited states in the model, Figures 9.3.3., 9.3.4. and 9.3.5. 
(bottom right). This is not surprising, since in PJT theory higher excited states are 
generally needed to soften these curves.36, 415 However, for the localization of the exciton, 
i.e. the correct description of the shape of the 1B2g curve, which is reproduced perfectly, 
only eight states are needed, which are included in the model. In addition, a slight 
                                                          
ii The obtained force of the dimer at small R corresponds to the force derived from Eq. 12 and can be 
presented through the force calculated for the monomer. At intermolecular separation of 3 Å, the force 
obtained by TD-DFT calculations of the dimer is 5.68 eV/Å, and correspond to the value of 6.01 eV/Å 
obtained using Eq. 12 in the model. With increasing the separation between monomer units total force that 
drives the nuclei to the minimum increases, and at R = 3.89 Å it has the value of 6.96 eV/Å. The total force 
at intermolecular distance of 5 Å is 8.54 eV/Å, which is in the excellent agreement with the force obtained 
for the monomer in the first excited state (8.48 eV/Å). Ke and Ko were obtained from the monomer force 
constant in the excited state. Following the model and Eq. 15 the dimer force constants are equal to the 
monomer force constant. Kmono has a value of 313.07 eV/Å2. The dimer forces, Ke and Ko, where the 
monomer units are strongly separated, are 318.10 eV/Å2 and 269.82 eV/Å2, respectively. Moving to smaller 
intermolecular separations, Ke and Ko have almost constant values. At intermolecular distance of 3.89 Å Ke 
is 316.49 eV/Å2 and at R = 3 Å it has value of 318.28 eV/Å2. Ko calculated at intermolecular separation of 
3.89 Å is 262.43 eV/Å2 and at intermolecular separation of 3 Å the constant has a value of 283.45 eV/Å2. 
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anharmonicity of the TD-DFT computed curves can generally be noted (Figures 9.3.3., 
9.3.4. and 9.3.5., top left). Obviously, this remains undetected in the purely harmonic 
model (Figures 9.3.3., 9.3.4. and 9.3.5., bottom left).  
At an intermolecular separation of 3 Å, the splitting of the first two excited states, 
1B2g and 
1B1u, is apparent (Figure 9.3.3., left). Along the anti-symmetric distortion of the 
first exicted state, only one minimum exists (Figure 9.3.3., right). Having a closer look at 
Figure 9.3.3. (top right), the minimum of the curve of the first excited state lies at rCC1 = 
rCC2, though at longer bond lengths of 1.41 Å, which is between the equilibrium bond 
lengths of the benzene molecule in the ground and first excited state.  
Moving to the intermolecular separation of 3.89 Å, the splitting of the states 
decreases, as expected (Figure 9.3.4., left), because excitonic coupling decreases with 
intermolecular distance as R-6. Regarding the anti-symmetric distortion (Figure 9.3.4., top 
right), the interaction between the two first excited states at the point rCC1 = rCC2 = 1.41 Å 
can be noticed. Consequently, two very weakly visible minima in the first excited state, 
where one monomer unit has C-C bond lengths 1.43 Å and the other 1.39 Å and vice 
versa, arise, which represent characteristic examples of PJT distortion. This situation can 
be seen as an intermediate case where weak localization of the exciton due to the PJT 
distortion can occur. The curve of the first excited state along the anti-symmetric 
distortion coordinate Qo obtained from the model Hamiltonian (Figure 9.3.4., bottom 
right) is in excellent agreement with the ab initio curve.   
Finally, at R = 5 Å, the first two excited states, 1B2g and 
1B1u, are practically 
degenerate (Figure 9.3.5., left). At this intermolecular separation, only a very weak 
interaction exists between the two monomer units. Removal of the degeneracy is achieved 
along anti-symmetric distortion and a symmetric double minimum emerges (Figure 
9.3.5., right). The obtained minima correspond to structures in which one benzene 
monomer has C-C bond lengths of 1.43 Å and the other of 1.39 Å and vice versa. It is 
obvious that one monomer takes on the equilibrium bond distance of the electronic ground 
state, while the other the one of the first excited state. In other words, localization of the 
exciton on one of the monomers in the excited benzene dimer can occur at this 
intermolecular separation of 5 Å.  
It should be noted that in this case degeneracy exists by construction i.e. by putting 
two equivalent molecules in spatial proximity exhibiting D6h symmetry. However, the 
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distortion that the system undergoes is not due to the JT effect. The reasons can be found 
in point group theory as the final state representation must come from the sum of the two 
initial irreducible representations. Therefore, the subspace of the degenerate B2g and B1u 
state corresponds to a double irrep (B2g + B1u). Taking the direct product with itself, the 
result is the total symmetric representation A1g plus the asymmetric A2u, which is exactly 
the connecting mode between the D6h and C6v symmetric structures, representing the anti-
symmetric distortion mode of the benzene C-C bonds. Moreover, the strong mixing of 
these two initial wavefunctions strongly changes the initial character of the state 
transferring charge from one molecule to the other clearly indicating that this is a strong 
PJT effect with a very small gap. 
Similarly to previous results for the CO dimer,158 distance dependent EC can 
either quench the PJT effect (R = 3 Å), or lead to the formation of PJT (R = 3.89 Å)  that 
becomes very strong with quasi-degeneracy at (R = 5 Å). In the two later cases, breaking 
the symmetry results in asymmetrically distorted molecular geometries with lower energy 
and concomitant localization of the excitation energy on one monomer unit. 
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Figure 9.3.3. Potential energy curves of the lowest excited states along the symmetric and the 
anti-symmetric distortion coordinates Qe (left) and Qo (right) at an intermolecular separation R of 
3 Å of the D6h benzene dimer; TD-DFT/B3LYP-D3 calculated plots are given on the top, while 
the plots obtained using the model Hamiltonian are given at the bottom. 
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Figure 9.3.4. Potential energy curves of the lowest excited states along the symmetric and the 
anti-symmetric distortion coordinates Qe (left) and Qo (right) at an intermolecular separation R of 
3.89 Å of the D6h benzene dimer; TD-DFT/B3LYP-D3 calculated plots are given on the top, while 
the plots obtained using the model Hamiltonian are given at the bottom. 
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Figure 9.3.5. Potential energy curves of the lowest excited states along the symmetric and the 
anti-symmetric distortion coordinates Qe (left) and Qo (right) at an intermolecular separation R of 
5 Å of the D6h benzene dimer; TD-DFT/B3LYP-D3 calculated plots are given on the top, while 
the plots obtained using the model Hamiltonian are given at the bottom. 
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9.4. Conclusion 
A novel scheme for analyzing exciton localization or equivalently excitation energy 
transfer in excitonically coupled dimers taking vibronic coupling into account is 
presented, which can be derived from intrinsic properties of the constituting monomers 
alone. The derived model has here been exemplified using the benzene dimer and its 
validity and applicability has been tested against ab initio results. Most importantly, the 
derived Hamiltonian forms the basis for more advanced quantum simulations of excitons 
in coupled chromophores. 
Spatially separated equivalent molecules have degenerate excited states by 
construction. In principle, two possibilities exist to lift the degeneracy, either by lowering 
the intermolecular separation between two monomer units to increase EC, or by vibronic 
coupling where only a small displacement of the atoms removes the degeneracy and 
lowers the energy of the states, indicating  strong vibronic coupling in the excited states, 
whereas the ground state is not affected. In other words, if two chromophores are close 
enough that excitonic coupling plays the main role for splitting of the excited states, this 
situation corresponds to the coherent regime of excitation energy transfer as the exciton 
remains delocalized over both chromophores. With increasing the intermolecular 
separation, EC strength decreases, and as soon as the vibronic coupling approaches a 
similar magnitude than EC, pseudo JT distortion occurs and the exciton tends to localize 
on one monomer. Going to even larger intermolecular separation, a very strong PJT effect 
removes the excited states degeneracy.  
In order to rationalize the effects that are taking place in the process of exciton 
localization, we have developed this model based on the vibronic coupling theory, to 
elucidate the mechanism of exciton localization vs. excitation energy transfer, in strong, 
weak and intermediate EC case. The key role of the PJT coupling, especially in 
intermediate EC situations has been illuminated. In particular, neglecting the PJT 
coupling between excited states in the model would always lead to a delocalized picture 
of the exciton.  
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9.5. Computational Details 
The structures of the benzene monomer and its dimer were optimized at the level of DFT 
using the Amsterdam Density Functional program package, ADF2010.01.228-230 The 
hybrid B3LYP,179, 180 with included dispersion,416 B3LYP-D3, was used for the 
symmetry-constrained geometry optimizations. TZP basis set was used for all atoms. The 
difference in energy between two optimized monomers and the dimer, where two 
monomer units are placed at large intermolecular separation, i.e. there is practically no 
interaction between them, was 0.0047 eV, confirming  the size-consistency of the 
calculations.  
Vertical excitation energies of benzene were calculated using TD-DFT, at B3LYP-D3 
optimized geometry with B3LYP,179, 180 BP86,63, 64 PBEsol,417 SAOP418, 419 and PBE0420, 
421 levels of theory. In order to elucidate the best combination of functional and basis set 
the vertical excitation energies were calculated with DZP, TZP, TZ2P and QZ4P basis set 
for all used XC functionals. Vertical excitation energies and potential energy curves of 
the excited states of benzene dimer were approximated by adding the excitation energies 
to the B3LYP-D3 ground state. 
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10.  General Conclusion and Outlook 
 
The results presented in this thesis demonstrate state-of-art approach for the 
analysis of the multimode JT problems, combining MD-DFT and IDP model, and the 
influence of the vibronic coupling on the important molecular properties. 
 Simple algorithm of MD-DFT allows quantifying the JT distortion and its energy 
stabilization in fast and efficient way and thus, can be successfully applied for the 
calculation of the JT parameters, as well as geometries of chemically different molecules 
prone to the JT distortion. The performance of the MD-DFT approach using various XC 
functionals has been evaluated for: small, organic radicals, CnHn (n=4-7); open-shell 
corannulenes and coronenes; organometallic compound - bis(cyclopentadienyl)cobalt(II) 
(cobaltocene); small metal clusters - sodium cluster (Na3) and silver cluster (Ag3); square-
planar arsenic and antimony anionic clusters and Werner-type complexes - 
hexaflurocuprat(II) ion ([CuF6]
4-) and tris(acetylacetonato)manganese(III) ([Mn(acac)3]). 
The JT distortion is a consequence of electronic factors, but strongly depends on the 
geometry. The selection of the XC functional is strictly connected to the chemical system 
at hand, but to obtain qualitatively reliable results, the simplest LDA is satisfactory, 
regardless of the diversity of the systems prone to the JT distortion. Although other XC 
functionals perform better in the quantification of other properties of molecules, that is, 
the B3LYP for magnetic couplings,173 the BP86 for EPR hyperfine data,174 the OPBE for 
reliable spin-state energies for iron complexes,422 the LDA appears to be the most 
accurate for the determination of the JT parameters by the means of MD-DFT. 
Quantification of the JT distortion in this simple and efficient way is of great interest as 
the experimental determination of the JT parameters is very difficult and there is often 
uncertainty in the obtained values. Conversely, multireference wavefunction methods are 
usually not affordable for large systems, giving the advantage to MD-DFT as a reliable 
tool for the study of vibronic coupling. 
In addition the analysis of the multimode JT effect using concept of the IDP model 
is shown. Systematic analysis of the JT distortion of essentially different organic and 
inorganic molecules, i.e. arsenic and antimony anionic clusters, examples of 𝐸 ⊗ 𝑏1 +
𝑏2 JT problem, and small, organic radicals and anions and cations of corannulene and 
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coronene, examples of 𝐸 ⊗ 𝑒 JT problem, has provided confidence in the validity of the 
model. The distortion is always dominated by the modes that fulfill symmetry 
requirements, and that mostly affect the corresponding, partially occupied frontier 
orbitals. If there are several appropriate vibrations, harder modes will always be more 
important in the beginning of the distortion, because they reduce energy in the most 
efficient way, while the softer modes are important in the relaxation part of the distortion 
path. The importance of both, the harder and softer normal modes, needs to be included 
in the proper analysis of the JT effect. Since the IDP approach, within the harmonic 
approximation, assumes the energy surface to be quadratic, the potential energy surface 
has a simple analytical form, and it is possible directly to separate the contributions of the 
different vibrations to the JT distortion, the forces at the HS point, as well as how these 
forces change along a relevant particular path of distortion. IDP in conjunction with MD-
DFT presents an effective method, not only for quantifying the distortion of the JT active 
molecules with C-C bonds, but also for a broad palette of the JT active molecules.22, 423, 
424 Therefore, this fully non-empirical approach can be considered as a reliable tool for 
better understanding of the JT effect and getting deeper insight into the origin and the 
mechanism of the vibronic coupling. Moreover, important features in the coupling 
between the electron distribution and the motion of the nuclei could be lost without 
employment of this conceptually simple model. 
Since the discovery of the JT effect has become a source of inspiration for many 
researchers, not only as an adoption of new cognitions, but as the effect which affects 
many fundamental properties of molecules, the influence of the JT distortion on the 
aromaticity and excitonic coupling is presented.  
The development in material chemistry is relentlessly growing and takes up a 
monopoly in modern science. Therefore, the relation between two fundamentally opposite 
effects, vibronic coupling and aromaticity certainly represents the topic of great interest. 
The investigation and understanding of the influence of the JT distortion on the 
aromaticity of 4n+1 π open-shell molecules, i.e. cyclopentadienyl radical, benzene cation 
and anion, bis(cyclopentadienyl)cobalt(II), fullerene ions and square planar arsenic and 
antimony clusters, is presented. The changes of the most famous magnetic criteria, NICS, 
were scanned along the particular path of distortion, IDP. The deeper inspection of the 
magnetic criteria along the IDP indicate that antiaromaticity decreases with increasing 
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deviation from the HS to LS point on the potential energy surface, for all investigated 
species. Thus, the JT effect can be surely considered as the unique mechanism of lowering 
the antiaromaticity. 
Since the understanding of excitonics will help in the optimization of solar energy 
conversion efficiency, the study of excitons represents great and recurring interest in 
scientific community. The investigation of excitons, which determine the efficiency of 
EET, leads to the possible rational design of better manmade devices, i.e., organic 
photovoltaic devices, electroluminescence and solar energy cells, or light-emitting 
diodes. The exciton coupling parameter, has been studied and a novel scheme for 
analyzing exciton localization or equivalently excitation energy transfer in excitonically 
coupled dimers taking vibronic coupling into account is presented. The proposed theory 
has been validated using the benzene dimer as the model of more complex systems. More 
importantly, the derived Hamiltonian forms the basis for more advanced quantum 
simulations of excitons in coupled chromophores. The purpose of the new developed 
model is to represent and predict the properties of coupled identical chromophores based 
on intrinsic features of the constituting monomers alone, allowing the study of much 
larger biological or chemical systems, but still to achieve microscopic insights into the 
details of exciton localization vs. excitation energy transfer in complex systems. It is 
noteworthy that the developed simplified model leads to the same conclusions as 
computationally demanding ab initio calculations, bearing the advantage of giving 
detailed insight in the behavior of excitonically coupled chromophores. Conceptually 
simple model introduced in this thesis will give the direct insight into the one of the 
nowadays problems in the design of new functional materials and devices - the EET 
between the chromophores. Potential applications of these results, apart from the purely 
fundamental understanding of EET, lie in the framework of molecular nanoengineering, 
optoelectronics, use in biomimeting technical applications and photobiology where 
excitations in nearby proteins are coupled, allowing energy to be captured by antenna 
systems and transported to the protein active sites. 
In the framework of vibronic coupling theory it is possible to find rationalizations 
of different molecular phenomena and to gather detailed information on the interplay 
between electronic structure and nuclear motions. This is an important prerequisite for 
the analysis of various properties in complex systems. Such a new perspective will allow 
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the novel analysis and deeper understanding of fundamental chemical problems. 
Application of this theory and new models developed in this thesis will hopefully pave 
the road to a computational design of new functional materials and devices. 
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