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I 
The aim of this paper is to show the convergence of certain solution of 
the homogeneous linear partial differential equation 
L,(u) L=t E St% + P,(S, ) t) sp -I- P&s, ) t, E)U = 0 
as E > 0 goes to zero1 to a solution of the limit equation (e == 0) 
(1) 
L”(U) = 0 US) 
where P,(S, , t, l ) (i = 1, 2) are polynomials in 6, , Sx, ,..., 6, and E with 
complex coefficients which are C” functions in the real parameter t in 
J = [0, T] for some fixed positive number T. 
We demand here that P,(8,, t) does not depend on E. 
This relationship has been discussed in [f] for equation of order n but 
with constant coefficients. Here we permit the coefficients to depend on the 
real parameter t. 
[Here I wish to thank the referee for his suggestion which enables me 
to reduce the size of this paper considerbly.] 
DEFINITION (1). For any integer p > 0 and any function U(X) in Cc let 
the norm of u be defined as follows: 
1 In what follows there will be for each E certain exceptional sets of z (z in E”) 
of measure zero for which our conclusions do not apply. In order to be able to draw 
inferences as E + 0, e > 0 we wish to be able to disregard these sets. 
Now let the notion E ---* 0 be henceforth interpreted as meaning “E tends to zero 
through an arbitrary sequence of positive numbers.” Then all of the corresponding 
exceptional sets will still be according to Theorem (2) in [I] a countable union of 
sets of measure zero and accordingly itself has measure zero. 
314 
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(A is the Fourier transformation). The space Cz with the norm (3) gives 
a Hilbert space. We shall call it II,,, space. 
DEFINITION (2). Let u(t) be a variable element of II,,, depending a real 
parameter t in j. Then u(t) is HP,,E continuous in t if the mapping t in 
J -+ zl(t) in ND,3c is continuous, i.e. t -+ t, in j implies that u(t) -+ u(t,) in 
%z . We say that u(t) is I&z-differentiable at t = t, , if there exists a 
function g(t) in EfV,, such that (t -- to)-‘[u(t) -- u(tu)] -+ g(ta) in HPS2 as 
t .--+ f, . Then we denote g(t) by (d/ldt) u(t). 
DEFINITION (3). We say that equation (1) is I&-stable equation for 
E -+ 0 in 0 < 1’ .< T with respect to a particular solution u(t) of (1”) for 
(E = 0), if and only if, uE(k) -+ uu(t) in II,,. for t in J whenever ~,(t, X) 
is an H ~,r,z solution of equation (1) with the property: 
um - uo(O) (3) 
in H,,, and there exists a function F(x) in II,,, with the following property: 
I W(O, 41 d I %)I (4) 
for all small E > 0. 
II 
In this section we shall derive an asymptotic expansion for Yj(t, x, E) 
(the solution of equation (2)) with the initial conditions 
Sf”Yj(O, x, E) = a,, . (5) 
Just for the simplicity, we made the order of equation (1) be 2. Otherwise 
it would be harder to compute the constants in Y$(t, x, G) by using’ the 
above initial conditions. 
As in [I] we associate equation (1) with the linear ordinary differential. 
equation 
for x in E”. 
ED,~u + P&Z, t) Dp + P&-Z, t, ,)u = 0 (61 
LEMMA (1.). Let Yj(t, Z, e) be the solutions of equation (6) with the initial 
conditions (5) satisfying the following condition: There exist tzuo constants 
co > 0 and C such that 
sup 1 Y&, Z, e)I .< c (7) 
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for all t in J and 0 < E < , q, and the sup is taken over all z in Em. Then real 
[PI(iz, t)] is nonnegative for all t in J. 
Proof. We rewrite equation (6) as 
D[eDy -+- Pl(i2i, t)y] + .P2(iz, t, .5)y == 0 
where; p2 = (dP,/dt) + P2 . Finding u from the equation 
D,u -t IQix, t, e)y = 0 
and substituting it in the equation 
dl,y + P&2, t)y = 21 
we find that 
y == exp [- (I /c) 1 P&z, t) dt] 
For y = YI(iz, t, E) using the initial conditions (5) we find C, = 0 and 
C, = 1. Consequently 
Y1(i.z, t, E) = [l -+ G(a, t, E)] exp [- (I/E) j PI(ix, t) dt] 
where 
G(x, t, c) == J” exp [(l/c) 1’ PI(iz, t) dt] f (1” -- Fz(iz, t, E) YI dt) ds. 
Using the trkdngular inequality we get 
I Ydt, x, 4 3 ) exp [-f j- f’&, t) dt]il 1 -.. 1 Gb, 911 . (*I 
Notice that YI(t, ZE) is bounded and P a ( ix, t, E) is a polynomial in E, therefore 
if, real PI(iz, t) < 0 then Ascoli’s theorem implies that 
I G@, t, 4 -* 0 
as c + 0. The inequality (*) shows that 
I Y&, x, 4 -+ a 
as E + 0 and this is a contradiction. The lemma is proved. 
Let 0 = .Ic d7%/dtk. Inserting this in equation (6), we have 
Ay s yL21 + PI(iz, t)y[ll + &,(ix, t, G) y == 0. (8) 
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In an expression like e(l/~)J(t) (e,(t) + + eI(t) ck.a + **a), the term e,(t)” shall 
be called the principal term. 
We observe that the roots of the polynomial equation 
w2 + P&z, t) w 2- 0 (9) 
are distinct except for a set of Em measure zero. ‘They arc 
WI r:: 0, 
and 
wg z=z -P1(i2, t). 
Hence by Lemma (1) we conclude the following: 
I.,EMMA (2). For every value of i (i = 1,2) there exists an injbzite number 
of functions u,,(t), u,,,(f) ,..., continuous an& with continuous derivatives of all 
orders such that ui,,(t) does not vanish at any point of J and if the functiom 
u,(t, c) exp [k sl wi(s) ds] g q,(t) ~j 
are substituted in the expression A(y) for y, then the coejicient of 
in the expansion thus obtained vanishes identically. 
Proof. Write y(t, l) = exp[l/e $, w(s) ds] v(t, C) where w(s) is some 
definite one of the two roots wi(t). We find the following: 
y"l(t, E) :--i cxp [; 1; w(s) ds][w(t) v(t, 6) $ [ll(f, E)] 
y’*l(t, l ) ::I exp [i J’” w(s) ds]((w(t)3 -+- E(d/dt) w(t)> v(t, C) 
0 
+ 2w(t) vqt, 6) -I- vqt, C)). 
Hence we conclude 
A(y) = exp [t /: w(s) ds] A(v) 
where 
A(V(t, E)) := 0121 -I- a#, E) v[ll -+ q,(t, E)V 
(10) 
(11) 
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with CQ(~, E) = 2w(t) + PJiz, t), 
u&t, c) - (w(t))” + e(d/dt) w(t) + P&z, E) w(t) + P&z, t, e). 
For convenience we write: 
If we let 
a,(4 4 = 1, 
a&, <) = 0. (n > 2). 
Then 
a&) == (w(t))’ --I.- P&z, t) w(t) = 0 (12) 
u,,(t) = 2w(t) -I-- P&z, t) (13) 
so that n,,(t) f pmJ, the two roots zui(t) being distinct. If we then insert 
in (10) 
m-1 
v(t, c) = c z+(t) 2, 
i=o 
we find the condition that the coefficient of 
exp [i 1: w(s) A] eh (h _- 0, l,..., 112) 
The equation (14) is true for k = 0 by (12). For the case h # 0 we can 
write (14) in the form: 
If in (14) k = h, then n = j -= 0 and the term corresponding to this set 
of values has a coefficient a,,(t) - 0 if k == h - 1. Since this is the case, 
we have either 12 = 1, j = 0 or n = 0, j = 1, and the corresponding terms 
are the first terms of equation (15). 
It appears then that ul,-,(t) can be determined in term of 21h-s , uBW3 ,..., u. 
as a solution of certain linear differential equation of the first order which 
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has no singular points in J, since a,,(l) f 0. Thus u,(t), ur(t),..., z~,+~(t) can 
be obtained in succession from (14) for (h ::= 1, 2,..., m). For each z~(t) we 
obtain in this way a sequence of functions U,,,(Z), uil(t),..., such that if the 
expressions 
be substituted for y in A(y) the coefficient of 
exp [(l/k) J: ZUi(S) ds] 8 (i == 1, 2 and IJ .:= 0, l,..., m) 
vanishes by (15) since the conditions (14) are now satisfied. for Iz = 1,2,..., ‘WL 
Furthermore the differential equation for ui,,,(t) is homogeneous, so that, by 
taking for u,,(t) a solution which is different from zero at one point of jl 
we are sure that zdio(t) does not vanish at any point of J. Since the ai; 
were continuous, u<*(t), I ..., are also continuous with all of their 
derivatives. The sequence of functions uir,(Q ~,~r(t),.~-, has then the properties 
stated in the Icmma. 
hMMA (3). The homogeneous linear ordinary dzpeerential: equation of order 
B.CO with two solutions q(t, E) hr~s the fkrrn 
The coeficients hi,(t) .which appears here are continuous with all their derivatives, 
and 
b,,(t) := Pl(iz, t) and h,,(t) =: 0 
for all j > 0; and $ 
P.,(h, t, .s) = f P2j(t) &, 
U 
then 
6,; --= .PZj(l), (j 2; m). 
Notice that b,,(t) = 0. 
Letting, 
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then 
b, = Pij , (i = 1, 2). 
Proof of Lewna (3). The homogeneous linear differential equation of 
order two with solutions u,(t, C) is 
For the element of this determinant we have 
where, 
&j”(t) TTY [Wi(t)]“‘ Uio(t)e 
Thus if we factor out of (18) 
(20) 
the differential equation takes the form 
B2(t, E) y[“l + jqt, e)yCll -I- /3”(t, E) y ::= 0 (21) 
where pi(t, E) are polynomials in E. We have for the principal term of /$(t, E) 
In view of (20) this last determinant may be written 
This, except for a set of Emz measure zero, is not zero at any point on J as 
the w,(t) are distinct and the q,,(t) f 0 by Lemma (2). Therefore for E -( E(, 
But we can write (21) in the form 
yL21 + bl(t, c) yrll + b,,(t, E) y = 0. (22) 
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Now the functions 6,(t) and their derivatives arc continuous since the w/(t) 
and zli(t) are of this character. The first part of the lemma is thus proved. 
Now let j,, be the smallest value of j which, for some i and t, 
h,j(t) f &j(t) 
From (19) and (20) we see that the principal term of 
-._- 
B[zr,(t, E) - A(ui(f, c)j] :E B - A[+ e)J (23) 
is 
E 4 [i [h7&j - zJ7‘~jo(t)]~i(t)]k] U,;“(f). 
k=O 
(24) 
Assume j, :g HZ if possible. In each part of the difference (23) the coefficient of 
must then vanish, in the first since zri(t, e) are solutions of 6(y) = 0; in 
the second part, by Lemma (2). Therefore from (24) 
we concl.udc that 
bj”(t) =.= %#>, (It = 0, I, 2) 
The wi(t) being distinct. This is a contradiction. Hence j,, >. 112. The proof 
of Lemma (3) is completed. 
Consider the two equations 
utt + P&j Ut + (l/4 bou = 0, (25) 
Ytt + P&)Yt -I- u/4 b”Y == [U/f) 4l -- .P2l.Y 
I- E n”tl&(t, 4Y @3) 
where Q(t, E) is continuous in t and E. 
Lety - u(t, E) o(t, E) with $0, c) = 1 and q(0, E) = 0 and u(t, E) = ui(t, E.), 
i = 1, 2, given in Lemma (2). Substituting into (26) yields 
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which can be integrated to give 
v(t) =:: 1 + 8“ J-1 [u(s)]-” J; Q(u) v(u) u”(u) exp [ - i J; P,(Z) dl] da ds. 
Upon multiplying by u(t) and interchanging the order of integrations, the 
last equation becomes 
y(t) = u(t) + P J” y(u) qt, u, c) du (27) 
0 
where 
K(t, (3, l ) = Q(u) I* [u(s)]-.” u(t) u(u) exp [- f 1’ P,(1) ~81 ds 
” 0 
which implies that K(i’, 0, C) is bounded for 0 < E ~5 co and for both u = u1 
or u = ua . 
The method of standard successive iterations shows that there exists a 
unique solution y(t) to equation (27). Furthermore, the solution y(t) is 
bounded for t in J and 0 6: E <Q co . As a consequence, we have 
where E,, and l$ are functions in E and others but bounded for 0 s< E < co . 
E. can be derived from equation (27) and EI can be found by taking the 
derivative of equation (27). WC can sum the above results into the following 
theorem. 
TIIEORRM (1). l’he ordinary darerential equation (8) has two independent 
svl~tionsy,(t, zz, 6) (i = 1,2) such that if the integer m is chosen at pleasure, then 
Now let yI and yB be as in Theorem (1). Therefore the general solutions 
of equation (2) are: 
Y& I, c) =:= A,y, -j- A&, Y&, z, 4 = B,Y, -t B,Y, . 
Using the initial conditions (3) we compute the constants A, and Bi as: 
)je, -:z (-(d/df(y,(O, z, 4)/W, 4, A2 = WW(y,(O, x, W&A 4 
4 = (~40, x, Wf(~, 4 B, =:= (-~~(0, x, ~))/ll(x, e) 
(28) 
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where 
f-q% 4 = Y,(+w) Yl(O, 4 - Y,(O> ~,444 Y&J, 5 4. 
I?y the fact that eul(t) = 0, us(t) - -P,.(zk, t) and by Theorem (1) we have 
m-1 
yl(t, I, e) = 1 UIj(t),i + E"'E* 
jZ." 
(29) 
Irk-1 
y2(t, 2fy 6) :.-.: C U&t),j exp z1 *t 
[ J 
Pl(iZ,iS) ds + EW” . 
j-0 E 0 I 
Lemma (2) indicates that for all t in J none of uIo(t) and z&l) is equal. to zero. 
Therefore, except for a set of E” measure zero, R(z, C) f 0 for all small 
E > 0. Consequently we have &(a, E), I$(z, E), and &(a, C) converging to 
zero as E tends to zero (B, , B, , A, are converging as functions of E; i.e. x is 
fixed.) Theorem (1) indicates that yi(t, XC) are bounded (i = I, 2) in E. 
Therefore we conclude that, except for a set of IP mea.sure zero, Ys(t, x, E) 
tends to zero as E tends to zero for all t in J and each z in E”, while Yr(l, x, C) 
goes to A&z, 0) y,(t, x, 0). 
From (2X) and (29) we can write 
Yl(4 2, 4 = (%“(w(~~l0(0)) -I- 44. (30) 
From equation (15) we can determine %“(t) as the solution of the equation 
du , 
,t-;(iz, t) x + P&x, t, 0) =c 0. (31) 
Now (30) and (31) together show that 
I;@, t, e) -+ Y&z, t, 0) as E -+ 0 
for all t in 1, where YI(t, x, 0) is the solution of the equation 
Pl(iX, t)(d/dt) y -t P&x, t, 0) =-= 0 (32) 
with the initial condition Y(0, x, 0) =- 1. Now we sum the above results 
in the following lemma. 
LEMMA (4). If Yj(t, z, ) E are the soEutiom of equation (6) with the initial 
conditions (5) and satisfy the condition (7), then, except for a set of Em measure 
zero, and for all x in E” we have 
Yl(“, z, 4 - Y,(t, x, 0) 
and 
Yz(t, z, e) - 0 
as E tends to zero and for all t in J. 
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III 
Jn this section we shall prove the main theorem of the paper. 
THEOREM (2). Let the depee qfP,(ix, E, t) in z be at most k where (j = 1, 2) 
and for all t i?z J assme that Pl(iz, t) + 0. Let also u,(t, x) be HD,,C,, , the 
continuously dz~erentinbh solution of the equation (IO). Suppose that Y1(t, z, E) 
and Yz(t, x, E) satisfy condition (7) in Lemma (I). Then equation (1) is an 
IT, stable equation. 
Remark (I). If neither P1(iz, t) nor I’?(&, t, l ) depends on t, then we 
can prove that condition (7) is equivalent to another condition on the roots 
of the polynomial equation 
cwP -I- Pi(iz) w -I- Ps(i.., e) = 0. 
Those who are interested may see a special case in [3]. 
Remark (2). Notice that if Pi( ix, t) = 0, we will lose both solutions of 
equation (6) as well as the initial conditions (5) by passing to the limit; 
so the condition that P1(iz, t) is not zero becomes necessary. 
Proof of Theorem (2). As in Theorem (2) in [I], WC can write 
u(t, s, E) - u(t, x, 0) L= (l/dZh) S,- eizms(E;(t, x, C) d(O, 2, E) 
- &(t, z, 0) ti(0, z, 0)) dx f (l/d%+) S,$,& eiz.zYz(t, x, l ) St ti(0, z, 6) dx. 
Using Fourier transform notations, we have 
u(t, E, e) -.- u(t, x, 0) = F-‘(Yl(t, %, l ) qo, z”, c) - Yl(t, z, 0) zyo, z, 0)) 
+ 5-y Y&, z, l ) S&(0, x,)). 
Hence 
Ilu(t, x, l ) --- u(t, x, O)ll, = (s,- I(1 + 1 z la)e/a (lqt, x, E) - zi(2, x, 0)12 dz)ll’: 
< (.I- E”” 
I(1 + 1 I 12)~~ (Y#, z, c) zqo, z, e)) - E;(t, x, 0) qo, x, 0))l” q2 
+ (IEm I(1 + I x Iv+ Y&, 2, 4 S&(0, z, 4” dz) 
d u Em I(1 -t- I z 12F2 ((yI(t, z, c) tqo, z, e) - zi(0, x0)) 
+ (Y1(t, x, 6) ‘- Y&, x, 0)) G(O, z, 0)12 dz)li2 
--I- (s,_ I(1 -t- 1 z /y/2 Y&, z, <) S&O, z, <)I” &ye 
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< (IEm i(1 + 1 z 12)J’/2 (YI(t, x, c)[zi(O, x, c) - C(O, z, O)])i” dz)i’ 
+ (/,Em I(1 -I- / x la)r+ (Y&, x, C) - Y&> x, 0)) qo, x, o)ls)l/” 
i- (J,“, !(l + / .z /s)@p Y& z, l ) 8,ti(O, x, E)I” q2. 
By using condition (7), we get 
s E’” 
I(1 + / x 12)pi2 Y& z, c)[(tZ(O, z, e) -- zG(O, x, O)]l” dz 
< C s,- I(1 + 1 z J~)P/~ (G(0, 2, C) --. zi(O,, z, O))iz dz 
and by condition (3) it follows that 
r I(1 -j- 1 x j2)pj2 (zi(0, z, E) - G(O, z, O))l” dz -+ 0 as E’+ 0 . p 
(33) 
for all t in J. 
Lemma (4) together with condition (7) give the boundedness of Yr(t, x, 0); 
hence, by the Lebesgue dominated convergence theorem, we have 
f 1 E” 
I(1 -t- I .-z 12y2 (E’ (t , z, E) - Y,(t, z, 0)) li(0, x, O)l” dz -* 0 (34) 
as E -+ 0 for all t in J. 
Again conditions (4) and (7) and Lemma (4) give with the dominated con- 
vergence theorem 
s Em 
I(1 + 1 2: j2)r’j2 Y2(t, x, E) 6&O, x, e)I” dx -+ 0 (35) 
as E -+ 0, for all t in J. 
Hence (33), (34), and (35) imply the fol1owin.g: 
// u(t, x, e) - u(t, x, 0)/l, -+ 0 as E 3 0, for all t in J. 
Theorem (2) is proved. 
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