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Abstract 
The aim of this thesis is to analyze statistically the available QSO, LRG, galaxy 
and cluster samples in order to estimate the QSO-galaxy lensing anti-correlation 
signal and measure the mass of foreground galaxies and clusters and to estimate 
the QSO-LRG clustering amplitude, the QSO bias and their dependence on QSO 
luminosity. We also investigate the behaviour of the group-galaxy infall parameter 
and their rms velocity dispersions for different group memberships. The aim here is 
to make dynamical estimates of the group masses to check the QSO lensing results. 
We first cross-correlate the SDSS photo-z, g < 21, 1.0 < zp < 2.2 QSOs with g < 
21 galaxies and clusters in the same areas. The anti-correlation found is somewhat 
less than the results of Myers et al. based on 2QZ QSOs. But contamination 
of the QSOs by low redshift NELGs and QSOs can cause underestimation of the 
anticorrelation lensing signal. Correcting for such low redshift contamination at 
the levels indicated by our spectroscopic checks suggests that the effect is generally 
small for QSO cross-correlations with g < 21 galaxies but may be an issue for fainter 
galaxy samples. Thus when this correction is applied to the photo-z QSO sample 
of Scranton et al. the anti-correlation increases and the agreement with the 2QZ 
results of Myers et al. is improved. When we also take into account the fainter 
r < 21 galaxy limit of Scranton et al. as opposed to g < 21 for Myers et al., the two 
observational results appear to be in very good agreement. 
We then measure the bias of QSOs as a function of QSO luminosity at fixed 
redshift (z < 1) by cross-correlating them with Luminous Red Galaxies (LRGs) in 
the same spatial volume, hence breaking the degeneracy between QSO luminosity 
and redshift. We use three QSO samples from 2SLAQ, 2QZ and SDSS covering a 
iv 
QSO absolute magnitude range —24.5 < M^. < —21.5, and cross-correlate them 
with 2SLAQ (z « 0.5) and AAOmega (z « 0.7) photometric and spectroscopic 
LRGs in the same redshift ranges. The 2-D and 3-D cross-clustering measurements 
are generally in good agreement. Our (2SLAQ) QSO-LRG clustering amplitude 
( r 0 = 6.8*o;3h_ 1Mpc) as measured from the semi-projected cross-correlation function 
appears similar to the (2SLAQ) LRG-LRG auto-correlation amplitude ( r 0 = 7.45 ± 
0.35h _ 1Mpc) and both are higher than the (2QZ+2SLAQ) QSO-QSO amplitude 
( r 0 ^ 5.0h _ 1 Mpc). Our measurements show remarkably little QSO-LRG cross-
clustering dependence on QSO luminosity. Assuming a standard ACDM model 
and values for bmc measured from LRG autocorrelation analyses, we find 6q = 
1.45 ± 0.11 at Mbj ss -24 and bQ = 1.90 ± 0.16 at Mbj ss -22 . 
We also find consistent results for the QSO bias from a 2-space distortion anal-
ysis of the QSO-LRG cross-clustering at z ~ 0.55. The velocity dispersions fitted to 
QSO-LRG cross-correlation, f(<7,7r) , at 680 k m s - 1 are intermediate between those 
for QSO-QSO and LRG-LRG clustering, as expected given the larger QSO redshift 
errors. The dynamical infall results give 0Q = 0.55 ± 0.10, implying bQ = 1.4 ± 0.2. 
Thus both the z—space distortion and the amplitude analyses yield 6q « 1.5 at 
Mt,j « -23. The implied dark matter halo mass inhabited by QSOs at z ~ 0.55 is 
~ 1 0 1 3 / i _ 1 M o , again approximately independent of QSO luminosity. 
Prompted by the indications from QSO lensing that there may be more mass 
associated with galaxy groups than expected from virial analyses, we make new dy-
namical infall estimates of the masses associated with 2PIGG groups and clusters. 
We analyse the redshift distortions in the cluster-galaxy cross-correlation function 
as a function of cluster membership, cross-correlating z < 0.12 2PIGG clusters and 
groups with the ful l 2dF galaxy catalogue. We make estimates of the dynamical 
infall parameter, 0, and new estimates of the group velocity dispersions for group 
membership classes out to z < 0.12. We first find that, out to 30-40h _ 1Mpc, the 
amplitude of the ful l 3-D redshift space cross-correlation function, £ C f l , rises mono-
tonically with group membership. 
We use a simple linear-theory infall model to fit £ { ( T , T T ) in the range 5 < s < 
40h _ 1 Mpc. We find that the (5 versus membership relation for the data shows 
a minimum at intermediate group membership n « 20 or L « 2 x 1 0 1 1 h _ 2 L O ) 
implying that the bias and hence M/L ratios rise by a significant factor 5x) 
both for small groups and rich clusters. The minimum for the mocks is at a 2 — 3x 
lower luminosity than for the data. However, the mocks also show a systematic shift 
between the location of the (3 minimum and the M / L minimum at L « 1 0 1 0 h _ 2 L G 
given by direct calculation using the known D M distribution. Our overall conclusion 
is that bias estimates from dynamical infall appear to support the minimum in star-
formation efficiency at intermediate halo masses. Nevertheless, there may still be 
significant systematic problems arising from measuring (3 oc \ = 5pmass/dpgiliaxies 
using large-scale infall rather than M / L using small-scale velocity dispersions. 
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Prologue 
As the results and analysis in this thesis have already been written as separate 
papers, chapters 3, 4 and 5 of this thesis are presented largely in the form that 
they are published (Mountrichas & Shanks 2007a, b, Mountrichas et al. 2008). 
Each contains a Section which explores the background and relevance of the work 
presented in that chapter. As a result, the first chapter is not a self-contained 
introduction to the whole thesis, but rather a brief overview of the current status of 
cosmology. 
xxvi 
Chapter 1 
Introduction 
1.1 History and First Cosmological Models 
The word cosmology consists of the words cosmos and logos and means the logic 
of cosmos. Its first use goes back in time tracing the first primitive social groups 
that humankind developed. Its area of interest changed as the meaning of the 
word cosmos was progressing. At first cosmos was everything with which humans 
immediately interacted, anything that was included in their daily experience. As 
time passed by, cosmos started to have a broader meaning. Pythagoras was the first 
one to use the word cosmos for the universe and nowadays cosmology deals with the 
dynamical structure, the physical origins and the nature of the universe on its very 
largest scales. 
In 340 B.C. Aristotle, in his book, 'On the Cosmos' he argued that the Earth 
is spherical and not flat as previously believed. He based his argument on the fact 
that the Polar Star seems lower on the sky when is observed from the southern areas 
of the Earth and higher from the Northern. He also argued that only by assuming 
a spherical Earth one can explain the phenomenon of the eclipse of the Moon. On 
the other hand, he believed that the Earth was standing steady at the centre of 
the universe. In the second century, A.C. Ptolemaios, based on this picture for the 
universe, he created an astronomical model: The Earth is steady at the centre and 
is surrounded by eight spherical bodies which carry the planets and the stars. The 
external sphere is carrying the stars that remain at the same positions relative to 
1 
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each other. The flaw of his model was that in order to predict the positions of the 
planets he had to assume that the Moon was following a trajectory which brings i t 
some times at a distance from the Earth that is half the usual. So i t should appear 
twice as big. Nevertheless his model was the most successful one in the years to 
follow. In 1514 A.D. a polish priest, Nicolaus Copernicus, suggested a much simpler 
model. He assumed that the Sun stands steady at the centre of the universe and that 
the Earth and the planets are moving in circular orbits around it . His idea though 
was not taken seriously. Only after a century later Kepler and Galileo start to 
support his idea. In 1609, Kepler modified this model, suggesting that the planets 
are following elliptical orbits and not circular. An explanation of these elliptical 
orbits was given in 1687, by Newton when he published his book, Philosophiae 
Naturalis Principia Mathematica. In this book, Newton not only created a physical 
theory of how masses are moving in space and time but he also gave the mathematics 
needed to analyse this motions. 
At the beginning of the twentieth century Einstein's General Relativity came to 
change the way that scientists were observing and understanding the universe. The 
important change that Einstein's ideas brought to cosmology was that the universe 
was not considered static anymore. Although i t is possible to consider cosmology 
in a Newtonian framework, no one had seriously attempted to do so, as i t was 
generally accepted that the universe was devoid of dynamics. The first arguments 
against an infinite and static universe are attributed to the German philosopher 
Heinrich Olbers. His argument stemmed from the observation that the sky is dark 
at night. He suggested that if we accept that this is not a phenomenon of the current 
epoch then the only way that this can be explained is to assume that the stars were 
not always bright but they started to emit light at some time in the past. So the 
night is dark either because the light from these stars has not reached us yet or the 
intervening matter has not been heated enough to reach a temperature at which i t 
radiates as much as i t receives. According to Olbers the universe is either young 
or it expands. The former contradicts the ages of the oldest stars and so the right 
answer is that the universe is not static. 
Modern cosmology relies on a basic principle which is a generalization of the 
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Copernican principle, that the Earth is not the centre of the Solar system. That 
principle states that the universe is homogeneous and isotropic (except for local 
irregularities) and is called cosmological principle. The confirmation of this principle 
came in 1965, with the discovery of the Cosmic Microwave Background (CMB), by 
Penzias and Wilson. 
In the rest of this Chapter we shall describe some basic equations and param-
eters of modern Cosmology and then we shall give the theoretical background of 
gravitational lensing and correlation function estimators, which consist the basis of 
this thesis. 
In everyday experience a phenomenon is known which in Physics is called Doppler 
shift or Doppler effect. According to that, the frequency of a sound changes relatively 
to the motion of the source of the sound. Light behaves in a similar way. If the light 
source is moving, then the electromagnetic wave reaches the observer at a different 
frequency, and thus different wavelength, than the one emitted. So if a star is 
approaching Earth its light will be shifted towards the blue region of the spectrum, 
whereas if i t is moving away from the Earth its light will be shifted towards larger 
wavelengths, i.e. the red area of the spectrum. 
Lets consider a source of light and an observer. The source and the observer 
are moving relative to each other with velocity vt. The light emitting from the 
source has wavelength Ao, as measured by a stationary frame. The source emits two 
successive pulses with time difference dt' as measured by the stationary frame. The 
two pulses arrive at the observer with time difference 
1.2 Redshift and Hubble's Law 
A* = dt' + 
vtdt (1.1) 
c 
At , vt — = 1 + — 
dt' c 
(1.2) 
but At = * and dt' = 
C C ' 
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A 0 c 
This is the Doppler shift formula. 
In order to have an observable measurement of the expansion of the universe a 
new variable, the redshift, was introduced. The redshift is defined as 
Z E E A _ I . (1.4) 
Ao 
The above equation gives z — ^ for small velocities. In the 1920's Edwin Hubble 
compared the redshift and the corresponding distance of the nearby galaxies and 
found that their recession velocity v is directly proportional to their distance f , ie 
v = H 0 f , (1.5) 
where H0 is the Hubble constant. I t is conventional to parameterize its value in 
terms of the parameter h, 
H0 = lOOhkms^Mpc" 1 . (1.6) 
The value of the Hubble constant as estimated by the W M A P team is H0 = 73 ± 
3 k m s _ 1 M p c _ 1 (Spergel et al, 2006) and is close to the estimate from the HST project, 
HQ = 7 2 ± 8 k m s _ 1 M p c _ 1 and Cunhaet al. (2006) analysis based on SZE/X-ray data, 
H0 = 72+£gkms- 1 Mpc- 1 . 
1.3 Friedmann Equations 
In the same way that we need vectors to work in Newtonian theory, we need tensors 
to work in general relativity. We are not interested here in the geometrical signifi-
cance and the strict definition of what tensors actually are. We shall mention only 
the minimum necessary in order to follow the route in history that lead to what is 
called Friedmann Equations. Thus, a covariant tensor of order 1 is a set of quanti-
ties (Xa) in the xa—coordinate system, associated with a point P, which transforms 
according to 
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X'a = ^ X b . (1.7) 
ox Q 
The rank of a particular tensor is the number of array indices required to describe the 
quantity. Any symmetric covariant tensor field of rank 2, X'ab defines a metric. A 
metric can be used to define distances and lengths of vectors. Thus the geometrical 
properties of space-time are described by a metric. The simplest metric for an 
expanding universe in which the Cosmological Principle is valid is called Robertson-
Walker metric and has the form 
rir2 
ds2 = (cdt)2 - a(t)2[-^— + r2(d92 + sin29d4>2)], (1.8) 
J. r C / 
where k = + 1 for positive curvature, k = 0 for zero curvature and A; = — 1 for 
negative curvature. 
Using the Robertson-Walker metric, Einstein's General Relativity Equations and 
assuming that the universe can be approximated by a perfect fluid (Weyl's postulate) 
we obtain Friedmann equations 
d 4 _,, 3p. Ac 2 . 
- = - r G ( „ + ; ! ) + — (1-9) 
a o cr 3 
The dot denotes derivative with respect to time t. a is the scale factor of the 
Universe, p is the density of matter and radiation in the universe, p the pressure, G 
the gravitational constant and A the cosmological constant which was added later 
by Einstein in order to avoid an expanding universe. 
Friedmann equations can also take a different form which includes the Hubble 
constant. The velocity can be written as 
v = — = = -r. (1.11) 
dt \r\ a 
Comparing equations (1.5) and (1.11) we find a different way to define H (we drop 
the subscript 0, as i t only denotes the value of the variable for the present epoch), 
i.e. 
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H = -. (1.12) 
a 
So Friedmann equations (1.9 and 1.10) can now be written as follows: 
a H + H (1.13) 
{-f = H2 (1.14) 
a 
We can also derive an important relationship between the scale factor, a, and red-
shift, z, i.e. 
l + z = ^ . (1.15) 
a 
The last equation relates the redshift directly to the size of the universe. 
1.4 The Density of the Universe 
Combining together equations (1.10) and (1.14) for k = 0 (flat universe), A=0 we 
get a certain density, known as critical density, pc(t) 
We can then define a quantity that describes the flatness of the universe 
pit) 8nG „ 
Pc\t) 2>H2 
In a similar way, if we set p = 0 (no contribution from the matter) and we assume 
again a fiat universe (k=0), we find 
IU - ^ (1-18) 
n = Qm + f l A . (1.19) 
We can now rewrite Friedmann equation (1.10) 
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.2 Irf 
n - 1 - SET (1 -20) 
The rat io ^ has dimensions of [ l e n g t h ] - 2 and i t defines the curvature of the universe 
whereas the cosmological constant defines the destiny of the universe. I f k < 0 
(Q < 1) we get an open universe. I f k > 0 (Q, > 1) we get a closed universe. I f 
k = 0 (Q = I) then i t stays fixed at this value for all times and the universe is flat. 
Moreover, for HA < 0 the universe w i l l recollapse to a Big Crunch. For £7 A > 0 i t w i l l 
expand forever (unless there is sufficient matter to cause collapse before S7A becomes 
impor t an t ) . I f QA = 0, then the universe w i l l expand forever i f Qm < 1 and i t w i l l 
recollapse i f Clm > 1. We note tha t i f H A ^ 0, then there is no necessary relationship 
between spatial curvature, k, and the fate of the universe (Carrol l , 2001). 
Observational measurements give different values for f i m . I ts accurate measure-
ment is one of the most impor tan t areas of research for modern cosmology. Mea-
surements of the angular power spectrum of the C M B (Spergel et al . 2006) give 
Qmh2 = 0.1271^13- Percival et al. (2006) suggest fim = 0 . 2 5 6 ^ ; ^ . Tegmark et al. 
(2006) find Q.m = 0.24 ± 0.02. A value of Qm = 0.3 and fiA = 0.7 for a flat universe 
is generally accepted. 
Now tha t basic parameters of modern cosmology have been described, in the 
next Sections of this Chapter we shall give a description of gravi ta t ional lensing and 
correlation functions. 
1.5 Gravitational Lensing 
1.5.1 Deflection Angle 
One very interesting application of the theory of general re la t iv i ty to cosmology 
is the gravi ta t ional deflection of l ight as i t passes through great concentrations of 
mass, such as galaxies and clusters of galaxies. This effect w i l l be one of the subjects 
mainly studied in this thesis and some of the most impor tan t equations of its theory 
w i l l be presented next. 
I f 4> is the gravi ta t ional potent ial of a pointl ike mass M at a distance r, where 
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(j) = -GM/r, (1.21) 
where G is the gravi tat ional constant, then the deflection angle a of a l ight ray 
passing through this gravi tat ional potential is given by the general re la t iv i ty 
AGM 
a = r > 1.22 
w i t h x being the smallest distance to the mass M . This turns out to be twice the 
deflection angle given by the Newtonian theory. 
Now we shall estimate this deflection angle in the case tha t the mass M is not 
point l ike bu t dis t r ibuted spherically which is a very good approximat ion for an 
isolated galaxy. The mass, i n this case, is a func t ion of the distance r f r o m the core 
of the spherical d is t r ibut ion , which spherical d i s t r ibu t ion we assume is isothermal, 
i.e. the velocity dispersion a is independent of the radius. Then the gas pressure is 
p = p(r)a\ (1.23) 
where a is the one dimensional line-of-sight velocity dispersion assuming the velocity 
d is t r ibut ion is isotropic. The equation of the hydrostatic equi l ibr ium states tha t the 
pressure force per uni t volume ( -dp/dr ) and the gravi ta t ion force (gp) per un i t 
volume balance each other, 
- t - ^ * > - ™ 
Outside the core the density follows the power law f o r m of p oc 1/r 2 . Thus, 
2a2r 
M(r) = (1.25) 
The gravi ta t ional potential is then given by 
4>{r) = I drGM/r2 = 2a2lnr. (1.26) 
Jo 
Then the deflection angle worked out in general re la t iv i ty is 
a = 47r(cr/c)2, (1.27) 
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where c is the speed of l ight . 
1.5.2 Geometry of Gravitational Lensing 
Let us assume tha t d0i is the distance between an observer and the large concentra-
t ion of mass (lens, e.g. cluster of galaxies), dis the distance between the lens and the 
source (e.g. QSO) and dos the distance between the observer and the source. I n a 
flat cosmological model: d03 = d0i + d(3. A l ight ray emit ted f r o m the source passes 
through the gravi tat ional potent ial of the lens and is deflected by an angle a given 
by the equation 1.22. The angular distance between the image of the source seen 
because of the effect of lensing and tha t w i thou t the presence of the lens is given by 
9' and 9 is the angular distance between the image and the lens. Now i f 9q is the 
angle between the source and the lens, then 
V = 9qdos. (1.28) 
The last equation can be rewri t ten as 
T? - 9dos - adls (1.29) 
eq = e - %±a, ( i . 30 ) 
"'OS 
and subst i tu t ing a f r o m equation 1.22 we finally get the Lens Equat ion 
d , 4 G M 
dos X& 
1.5.3 Einstein Ring 
Let us assume a specific geometry of the observer, the lens and the source. Let 
assume 9q = 0, i.e. the observer, the lens and the source are aligned. Then 9 can be 
wr i t t en as 
» = (1.32) 
d0s xc 
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where x = d0i& and in the case we study 9 — 9B the so-called "Einstein Radius" 
Therefore, 
„2 4GM dls 
QE = — t - - A - - (1-33) 
Thus, i n this case the images are displaced symmetrical ly about the lens and for 
a ro ta t ional symmetry about the line-of-sight they sweep a r ing, known as Einstein 
Ring. Now 9q can be rewri t ten as 
0q = e - 6 f , (1.34) 
w i t h solutions 
\{9q±jei + A6E). (1.35) 
1.5.4 Magnification Bias 
Gravi ta t iona l lensing has two effects on the image of a source, namely the amplif ica-
t ion effect and the solid angle effect. The amplif icat ion effect brightens the apparent 
magnitude of the background sources resulting in an increase of the objects that we 
observe in a magnitude l imi ted survey. On the other hand, lensing effectively reduces 
the solid angle behind the lens, resulting i n a decrease of the number of background 
sources. Let Ai and Aa be the area of the image and the source, respectively. I f ue 
is the emit ted solid angle and u>0 is the observed solid angle then the magnificat ion, 
H, is given by 
u>e Ai , d o s . 2 / 1 o c \ 
M = — = -ri-r-) • \136) 
Since, 
A3 = d2036qd6q tan <f> (1.37) 
Ai = d2ol9d9tim<f>> (1.38) 
we get for the magnificat ion 
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, 9 dO , , 
" = ^ - < 1 3 9 > 
As mentioned before lensing has two competing effects. The f i rs t is two increase 
the flux of an image comparing to the flux of its source, increasing the numbers of ob-
jects tha t we observe in a survey w i t h magnitude l i m i t m, by the factor N < ~ < ^ ^ ° 9 ^ 
and the second is to dis tor t the solid angle behind the lens, reducing the number of 
objects observed by a factor l / / i . Therefore, the number of objects we observe i n 
the presence of lensing comparing to the number observed in the absence of lensing 
is given by (Narayan 1989) 
/ i JV(< m) v ' 
The application of this effect w i l l be studied in Chapter 3 where we shall see the 
different lensing results for faint and bright QSO samples. 
1.6 The two-point correlation function 
A very useful statist ical tool for measuring the clustering of the objects is the two-
point correlation func t ion . I n 2-D space, the most commonly used correlation func-
t ion , is the so-called angular correlation func t ion w(9), which measures the prob-
abi l i ty of f ind ing a pair of objects w i t h i n an angle, 9, relative to what would be 
expected f r o m a un i fo rm d is t r ibu t ion (Poisson d is t r ibu t ion) . This un i fo rm dis t r i -
bu t ion is, usually, given by a number catalogue which is constructed fol lowing the 
real d i s t r ibu t ion of objects as a prescription and creating random points tak ing in to 
account the completeness and general conditions of the real catalogue. A general-
isation of the two-dimensional correlation func t ion w(9), is the three-dimensional 
correlation func t ion f ( r ) , where we are interested in the entire volume of a survey. 
The basic idea, on which correlation functions are based, is as follows. The 
probabi l i ty to f i n d an object w i t h i n a volume element d V is 
dP = ndV, (1.41) 
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where n is the number density of the object. Now the j o i n t probabi l i ty of f ind ing 
objects in solid angles SQ-i, 60,2 separated by an angle 0 and w i t h a mean number 
density N , is given by 
dP{6) = i v 2 [ i + w(e)]snxsn2, (1.42) 
where w(6) is the angular correlation funct ion . I n the same way, the spatial (3-D) 
correlation func t ion , £ ( z ) is defined as 
dP(x) = n 2 ( z ) [ l + Z{x)\dVidV2, (1.43) 
where dV\ and dV2 are two volume elements, x is the separation between the two 
objects and n(z) is the spatial density. 
In practice one counts the number of data-data pairs ( D D ) , random-random pairs 
(RR) and data-random pairs ( D R ) in the volume of the sky tha t we are interested 
in . Different estimators have been developed to evaluate £. The most common one 
and also the one used in this thesis is the fol lowing estimator developed by Peebles 
(1979) which is given by 
< DR{x) > Udata 
where n r a n is the number of random points used for the cross-correlation and ndata 
is the number of data points, e.g. QSOs. So, the n r s m - factor normalises the number 
ndata 
density of random points to tha t of the data. Another correlation func t ion , is the 
Hami l ton (1993) estimator given by 
< DD{x) >< RR(x) > _ 
<DR(x)>* 1 j 
Finally, one more correlation estimator is the one developed by Landy and Szalay 
(1993) 
< DD(x) > - 2 < DR(x) > ^ + < RR(x) > ( ^ ) 2 
f ( x ) = — — 2=2= — " r o " M 46) 
* ( ) < R R ( x ) > ( ^ ) 2 K ' 
Hami l ton and Landy and Szalay estimators give more accurate results when the 
scale of interest is close to the sample size. As already mentioned the estimator 
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mostly used in this thesis is the one given by equation 1.44. I f a different estimator 
is used somewhere, i t w i l l be mentioned. 
1.7 Error Estimators 
I n this Section we shall present the error estimators used in this work. One very 
common error estimator is the so-called Poisson estimator given by 
The Poisson estimator assumes tha t the pairs in each bin are independent. However, 
this is not the case especially at large separations where the objects are strongly 
clustered. This causes an underestimation in the Poisson error compared to the 
t rue error of the measurements, on large scale. O n the other hand, the Poisson 
errors are an overestimation in very small scales. Throughout this thesis we use the 
so-called Field-to-Field error estimator (unless otherwise stated). 
I n order to measure the Field-to-Field errors we need a large enough area w i t h 
an adequate number of observed objects. Then, we divide this area into sub-areas 
and cross-correlate each one separately. The variance between the subsamples is 
measured. Finally, the error is given by the standard error between the subsamples 
inverse weighted by variance to account for different number of objects i n each 
subsample, i.e. 
N 
where N is the number of the sub-areas in which the in i t i a l area is divided, DRL(9) 
and DR(6) are the data-random points of the sub-area and the to ta l area, respec-
tively and UL(9) and u(Q) are the correlation func t ion measurements for the sub-area 
and to ta l area, respectively. 
A comparison between Poisson and Field-to-Field errors, i n the case of galaxies-
clusters cross-correlation, w i l l be given later on (Chapter 5). 
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1.8 Prom spatial to angular correlation function 
A relationship between the angular correlation func t ion and the spatial correlation 
func t ion can be derived, i f we make assumptions about the t rue d is t r ibu t ion in space 
of the objects we are interested in and the selection cri ter ia of the sample we use. 
This relationship is given by Limber (Limber 's formula, 1953). When the samples 
used are shallow then Limber 's formula yields a simple scaling factor (Peebles, 1973). 
Things become more complicated when very deep samples are considered, where 
relativist ic and evolutionary effects are not negligible. 
These effects introduce four addit ional factors. First , proper lengths and the 
angles they subtend become curved. This effect is impor tan t regardless of the un-
derlying cosmology. Second, at high redshifts the K-correct ion factor cannot be ne-
glected (K-correction is due to the fact tha t astronomical measurements are taken 
through a single filter or a single bandpass. Therefore, one only sees a f rac t ion of 
the to ta l spectrum, redshifted into the frame of the observer). The t h i r d factor is 
t ha t a deep sample contains objects at high redshifts, i.e. the depth of the sample 
depends on the brightness evolution of the objects. Finally, the clustering evolution 
of the objects should be taken into account. 
Following Phil l ipps et al. (1978) we shall derive a relativist ic generalization 
of Limber 's equation. I n order to do tha t we mul t ip le equation 1.43 by the jo in t 
selection func t ion (j)(zi), (t>{z2), integrate over line-of-sights z\, z2 and equate w i t h 
equation 1.42, i.e. 
/•oo roo 
N2[l+w(6)} = / d z J ^ g i z M z ^ Z i ) dz2f2(z2)g(z2)n(z2)<t>(z2)[l + £(r ) ] , 
Jo Jo 
(1.49) 
where f ( z ) is the angular diameter distance of the objects and g(z) is the derivative 
of the proper distance w i t h respect to z. Assuming tha t n(z) varies as (1 + z ) 3 and 
tha t cf> varies much more slowly than f , the last equation gives, 
w { 6 ) = [j?dzr(zMz)(i + zmz)F • ( L 5 0 ) 
where we have changed (zx, z2) to (z, y ) . This equation w i l l be used in Chapter 4. 
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1.9 Outline of the thesis 
The aim of this thesis is to analyze statistically the available large QSO, L R G , galaxy 
and cluster samples in order to estimate the QSO-galaxy lensing anti-correlation 
signal and measure the mass of foreground galaxies and clusters and to estimate 
the QSO-LRG clustering ampli tude, the QSO bias and their dependence on QSO 
luminosity. We also investigate the behaviour of the group-galaxy infa l l parameter 
and their rms velocity dispersions for different group memberships. The a im here is 
to make dynamical estimates of the group masses to check the QSO lensing results. 
I n Chapter 2 we describe the main QSO surveys used in this thesis. Given that 
the accuracy of photometric QSO redshifts is very impor tan t for lensing purposes 
(intrinsic clustering) we test this accuracy by comparing our photometr ic QSO sam-
ple w i t h spectroscopic data sets. I n Chapter 3 we investigate the reasons for the 
discrepancy on the QSO-galaxy anti-correlation signal between Myers et al . 2003 
and Scranton et al. 2005 results. I n Chapter 4, we estimate the QSO-LRG clustering 
ampli tude and the QSO bias as well as their dependence on QSO luminosity, using 
bo th a redshift-space dis tor t ion and an ampli tude analysis. I n Chapter 5, we study 
the behaviour of the in fa l l parameter, /3, for group-galaxies of different membership, 
as well as their rms velocity dispersion via the redshift d is tor t ion of the group-galaxy 
cross-correlation functions. Finally, in Chapter 6 we summarize the conclusions of 
this work. 
Chapter 2 
QSO redshift surveys 
2.1 Introduction 
I n Sections 2.2-2.4 of this Chapter we shall outl ine the three main QSO surveys 
used in this thesis, i.e. 2QZ, SDSS and 2SLAQ. I n Section 2.5 we shall check for 
systematic effects i n our QSO cross-correlations analysis by using stars as control 
sample and in Section 2.6 we shall compare our photometric QSO redshifts (SDSS) 
w i t h spectroscopic catalogues in order to estimate the contaminat ion level i n our 
photo-z QSO sample. The latter w i l l be used in Chapter 3 to correct our lensing 
signal. 
2.2 The 2dF QSO Redshift Survey 
The 2QZ covers two areas on the sky, one in the N o r t h Galactic Cap (NGC) w i t h 
147°.5 < ra < 222°.5 and - 2 ° . 5 < dec < 2°.5 and one i n the South Galactic 
Cap (SGC) w i t h 325°.0 < ra < 48° .75 and - 3 2 ° . 5 < dec < - 2 7 ° . 5 . The 2QZ 
QSO target sample (Smi th et al. 1997) was UVX-selected f r o m colour cuts i n the 
(u — bj),(bj — r) plane w i t h i n a magnitude range of 18.25 < bj < 20.85. The 
f ina l 2QZ catalogue consists of 22,159 QSOs. Ou t of the 22,159 QSOs, 12,303 are 
located in the SGC and 9,856 in the N G C in a redshift range of 0.12 < z < 3.5 
and 0.1 < z < 3.2, respectively, al though the completeness drops at redshifts higher 
than z > 2.2. Throughout this thesis we use QSOs in the N G P w i t h qual i ty ' 1 1 ' and 
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z < 2.2, unless stated otherwise. The quali ty for each object has been assigned by 
two different observers and i t refers to the qual i ty of the spectrum of the object. ' 1 ' 
means good spectrum quality, '2 ' means poor and '3 ' when an ident if icat ion could 
not be assigned to the object. A QSO spectrum consists of many absorption lines 
which trace the intervening gas along our line of sight to any QSO, in addi t ion to 
strong emission lines intrinsic to the QSO itself. 
The spectra were taken w i t h the Two-degree Field (2dF) spectrograph which has 
one impor tan t restriction on the placement of the 2dF fibre, i.e. the smallest angle 
between two objects i n a 2QZ field is 30 arcsec, which in t u r n means that there may 
be a paucity of objects at small separations (fibre collisions problem). Nevertheless, 
this doesn't affect our results, as QSOs were given a higher observational pr ior i ty 
and we expect only few to be rejected due to their p rox imi ty to galaxies. Moreover, 
most of the 2QZ fields were observed more than once to avoid these fibre al location 
problems (23.6% of the objects have more than one spectroscopic observation). 
2.3 The Sloan Sky Digital Survey 
The Sloan Sky D i g i t a l Survey (SDSS) is an imaging and spectroscopic survey of 
the sky. I t uses a wide-field 2.5-m telescope (Gunn et al . 2006) at Apache Point 
Observatory, New Mexico. SDSS has the advantage to gather images in five broad 
bands, (u,g,r,i,z) i n a range of 3,200-10,000 A. The Data Release 6 (DR6) was 
published in June, 2007. I t covers 9,583 square degrees and has spectra for 1,271,680 
objects (7,425 sq. degrees) which include 790,860 galaxies, 90,108 QSOs w i t h z < 2.3 
and 13,539 QSOs w i t h z > 2.3. 
Our SDSS QSO sample consists of D R 1 photometr ic QSOs extracted by Richards 
et al . (2004). Thei r catalogue consists of 100,563 QSO candidates to g = 21 f r o m 
2099deg2 of the SDSS D R 1 imaging data. The method used to estimate these 
photometric redshifts is described in detail by Weinstein et al . (2004). Very briefly, 
they use two sets of QSOs. For the QSOs in the f i rs t set they have spectra and for 
those in the second set they have photometry, i.e. the five broad bands of SDSS. 
Then, they sort the spectroscopic QSOs into redshift bins. Next , they plot the 
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Figure 2.1: Redshift-number counts of our photometr ic SDSS D R 1 QSOs (solid line) 
and spectroscopic SDSS DR3 QSOs (dashed line). 
SDSS colours of their photometric QSOs as functions of redshift . Most QSOs in a 
part icular redshift b in have very similar colours, and i t is this colour-redshift relation 
tha t they parameterize. Instead of estimating a Gaussian redshift error, they use 
an upper and lower redshift bound along w i t h the l ikel ihood tha t the redshift was 
w i t h i n those bounds. I n this work we use a QSO sample which consists of QSO 
w i t h i n the redshift range o f l . 0 < 2 < 2 . 2 a s well a second QSO sample in which 
QSOs have redshifts z ^ > 1.0 and z u p < 2.2. I n the first case our sample has 
37,876 QSOs and in the second case 29,297 QSOs. The redshift-number counts for 
the former photometric QSO sample are shown in Fig . 2.1 (solid l ine). 
We also use spectroscopic SDSS QSOs. Our sample in this case has been 
extracted f r o m DR5 (IAB < 19.1) and in to ta l i t consists of 79,394 QSOs w i t h 
z < 2.3 and 11,217 QSOs w i t h z > 2.3 w i t h redshift confidence level more than 0.9 
(zConf > 0.9). The spectroscopic redshift-number counts are also shown in Fig . 
2.1 (dashed l ine). The redshift d i s t r ibu t ion is more un i fo rm for spectroscopic QSOs 
than for photometric QSOs, in the redshift range of our interest (0.3 < z < 2.2). 
This is mainly because of the brighter magnitude l i m i t for the spectroscopic sample. 
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2.4 The 2dF-SDSS L R G and QSO Survey 
The 2dF-SDSS L R G A n d QSO (2SLAQ) survey is focused on s tudying the redshift 
evolution of Luminous Red Galaxies (LRGs) and faint QSOs. I t combines the pre-
cision of the SDSS photometric survey w i t h spectroscopic capabilities of the 2dF 
instrument (Cannon et al. 2006). The survey covers two narrow stripes along the 
celestial equator. The Nor thern Stripe runs f r o m 08.M: to 15.^3 in R A and i t consists 
of 5 sub-strips (a, b, c, d, e). The Southern Stripe runs f r o m 20.' l6 to 04.^0 (one 
str ip, s, see Cannon et al. 2006, Fig . 2). I n this thesis QSOs f r o m the N G P w i l l be 
used, unless stated otherwise. Their magnitude l i m i t is 18.0 < g < 21.85. 
As 2SLAQ uses the same instrument as 2QZ (2dF) i t also suffers f r o m the fibre 
collisions problem. This bias is par t ia l ly overcome (but not to the same degree as for 
2QZ) w i t h i n the overlap regions of adjacent 2dF fields. The bias is also alleviated by 
the policy of re-allocating some fibres after the first night on a given field (Cannon 
et al. 2006). The bias is larger for QSOs, as LRGs were given higher p r io r i ty than 
QSOs in the allocation process of 2SLAQ (in the 2QZ survey QSOs had a higher 
p r io r i ty ) . So QSOs which lie near LRGs w i l l not be observed. The fibre collision 
effect w i l l be addressed in Chapter 4. 
2.5 Star-galaxy cross-correlation results 
I n the next Sections of this Chapter we shall per form some check tests which are v i t a l 
for the accuracy of our lensing measurements, presented in the fol lowing Chapter. 
I n this Section we check the consistency between the SDSS D R 4 galaxies in the N G P 
2QZ area and the random catalogue we use to replace them. 
A p a r t f r o m the QSOs, galaxies and LRGs that are the main objects used in 
this thesis, all three of the surveys mentioned above include other types of objects, 
such as stars and NELGs. Stars can be used as control samples as they display 
no cosmological signature and so their cross-correlation w i t h galaxy samples can 
be used to reveal gradients i n the galaxy samples which are not recreated in the 
random catalogues and affect QSO-galaxy or QSO-galaxy group cross-correlation 
results. We do not expect the star-galaxy cross-correlations to be f la t on small 
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Figure 2.2: Star-galaxy cross correlation results. Fi l led circles show the results f r o m 
the 2SLAQ stars, open circles f r o m the 2QZ stars and triangles f r o m the SDSS stars. 
The average stellar signature is f la t . 
scales because of the galaxy contamination in the star samples (5%-10%). 
Fig . 2.2 shows the star-galaxy cross-correlations for three different star samples, 
i.e. 1,961 2QZ stars (open circles), 497 2SLAQ stars (f i l led circles) and 543,281 SDSS 
stars (triangles). A l l three cross-correlations have been done in the N G P of the 2QZ 
area, which is a common area for the three surveys and the galaxy sample (same 
in al l cases) consists of 450,480 SDSS DR4 galaxies (g < 21) which is the galaxy 
sample we use for the QSO-galaxy cross-correlations (Chapter 3) in this area. On 
small scales (9 < 1') the anti-correlation signal detected using the 2SLAQ and 2QZ 
star samples, is probably due to statistics. The positive correlation detected using 
the (larger) SDSS star sample is probably, as already mentioned, due to the galaxy 
contamination of the star sample. Nevertheless, the average result f r o m the three 
star samples is, as expected, nul l on scales larger than 1'. 
0) 
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2.6 Comparison Between Photometric and Spec-
troscopic Redshifts 
As previously noted our SDSS D R 1 QSO sample consists of photometr ic QSOs tha t 
are derived using the method described by Richards et al. (2005) and is similar 
to the method tha t has been used by Scranton et al. (2005). I n this Section we 
examine the contamination percentage in our SDSS D R 1 photometric sample to 
assess whether i t is high enough to affect the lensing results presented in the next 
Chapter (see Section 3.5.1). 
The contaminat ion tha t is most impor tan t is the f rac t ion of low redshift QSOs 
and compact narrow emission-line galaxies (NELGs) in the 1.0 < zp < 2.2 QSO 
photo-z sample since they can confuse any lensing signal w i t h intrinsic clustering 
w i t h the galaxies. Thus, we want our photometric QSO redshifts to be as accurate as 
possible. We shall also be include stellar contaminat ion which can di lute to a lesser 
extent the lensing signal. Richards et al. (2004) and also Myers et al. (2007) claim 
5% non-QSO contaminat ion over the f u l l magnitude and redshift range. We now 
wish to check this number and, more impor tant ly , also determine the contamination 
of the 1 < zp < 2.2 QSO photo-z sample by zs < 0.6 (zs < 0.3) QSOs and NELGs 
tha t may affect cross-correlation w i t h r < 21 (g < 21) galaxies. Our analysis studies 
the contaminat ion level i n the D R 1 photometr ic QSO sample we use (g < 21) 
regardless the QSO magnitudes (see Fig . 8 of Richards et al . 2004). 
As mentioned, the a lgor i thm developed by the SDSS team uses upper and lower 
l imi t s for the redshifts assigned. Thus, in what follows we check the contamination 
level in the 1.0 < zp < 2.2 QSO photo-z sample as well as a separate check which 
uses the lower and upper confidence l imi t s of the D R 1 spectroscopic redshifts, i.e 
ziow > 1 0 and z u p < 2.2. We shall check i f there are differences in the two analyses. 
Al though , as we shall see next, the results between the two analyses are very similar 
we shall base our corrections in Chapter 3 on the 1.0 < zp < 2.2 estimations, 
according to our published paper. 
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2.6.1 Comparison with the 2QZ catalogue 
I n order to check the contamination in the photometric D R 1 QSO sample we f i rs t 
compare i t w i t h the 2QZ catalogue. I n the 2QZ there are 23,290 objects and in 
our D R 1 QSO sample 4,535 QSOs in the 2QZ area, w i t h g < 20.85, 1.0 < zp < 
2.2. 3,025 objects are common in the two sets. 2,516 of these objects have been 
identif ied as QSOs in the 2QZ and 509 have different or no I D in the 2QZ, i.e. 16 
are NELGs , 91 stars and 402 have not been identif ied by the 2QZ team. Finally, 
1,510 ( = 4,535 - 3,025) D R 1 QSOs are not included in the 2QZ. Fig. 2.3 shows 
the photometr ic vs. the spectroscopic redshift of the common objects ( including 
stars, N E L G S and objects w i t h no I D ) . The objects tha t interest us (contaminants) 
are those tha t lie w i t h i n the rectangle. Table 2.1 summarises the contaminat ion 
statistics as derived f r o m the plot . There are 169 low spectroscopic redshift QSOs 
and N E L G s in a to ta l of 2,024 objects (Table 2.2). According to these numbers 
we f ind a contaminat ion of (8.3 ± 0.6)% for objects tha t have photometric redshift 
between 1.0 < zp < 2.2 and 2QZ spectroscopic redshift z3 < 1.0. I n the same way 
the contaminat ion of spectroscopic redshift zs < 0.6 objects is (3.6 ± 0.4)% (73 
low spectroscopic redshift QSOs and NELGs in a to ta l of 2,024 objects). Finally, 
for z < 0.3 the contaminat ion is (0.6 ± 0.2)% (12 spectroscopic redshift QSOs and 
N E L G s at low-z in a to ta l of 2,024 objects). 
Comparing next the 2QZ catalogue w i t h our z^ > 1.0 and z u p < 2.2 photo-
metric QSOs, we find 1,504 matching (common) objects between the 2 data sets. 
Among those there are 112 objects tha t have 2QZ spectroscopic redshift z3 < 1.0 
(18 of those are N E L G s ) . So the contaminat ion level is 7.5 ± 0.7%. I f we repeat 
the same analysis for spectroscopic redshift zs < 0.6 we f ind 66 contaminants (17 
N E L G s and 49 QSOs), i.e. 4.4 ± 0.5%. Finally, for zs < 0.3 the contaminat ion 
percentage is 0.5 ± 0.2%. The contamination levels are shown in Table 2.3. 
D R l objects tha t have been identified as stars in the 2QZ also di lute any ant i-
correlation by the factor (1 — f s ) 2 where / s is the f rac t ion of stars in the D R l sample. 
This effect of including uncorrected stars is usually much smaller than the effect 
of including low redshift N E L G s and QSOs. From Table 2.1 f 3 = 55/2024 =2 .7% 
giv ing (1 — f s ) 2 = 0.95 which implies tha t the anti-correlation is also decreased by 
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~ 5% due to star contamination. 
2.6.2 Comparison with the 2QZ+SDSS catalogue 
The D R 1 QSO catalogue we are using has also spectroscopic redshifts for the QSOs 
wherever available, either from the 2QZ or f r o m spectra obtained by SDSS. Based 
on this in fo rmat ion there are 1,215 NELGs and QSOs w i t h photometric redshift 
1.0 < zp < 2.2 and spectroscopic redshift zs < 1.0 out of 15,776 objects. So the 
overall contaminat ion is (7.7 ± 0.2)%. For spectroscopic redshift za < 0.6 there 
are 594 contaminat ing QSOs and NELGs so the contaminat ion is now (3.8 ± 0.2)% 
and f ina l ly for z3 < 0.3 there are 134 low spectroscopic QSOs and N E L G s and the 
contaminat ion is (0.9 ± 0.1)% (Table 2.2). 
For our zlow > 1.0 and z u p < 2.2 QSO sample we f i nd 817 NELGs and QSOs 
w i t h zs < 1.0 out of 11,359 objects, i.e. (7.2 ± 0.3)%. For spectroscopic redshift 
zs < 0.6 there are 466 contaminat ing QSOs and N E L G s so the contaminat ion is 
now (4.1 ± 0.2)% and finally for zs < 0.3 there are 91 low spectroscopic QSOs and 
NELGs and the contamination is (0.8 ± 0.1)% (Table 2.3). 
2.6.3 Comparison with QSOs in the COSMOS field 
Next we repeated the same procedure using the QSO spectroscopic sample f r o m 
Prescott et al. (2006). I n that paper they ident i fy 95 QSOs in the COSMOS field 
that are also contained in the SDSS sample. The QSOs lie w i t h i n 18.3 < g < 22.5 
and a range in redshift 0.2 < z < 2.3. 42 out of these 95 QSOs are in our D R 1 
sample at its g < 21 l i m i t and 31 have 1.0 < zp < 2.2. So in a similar way we plot 
their spectroscopic redshift ( f r o m Prescott et al.) against their photometr ic redshift 
( f r o m our D R 1 sample) i n Fig. 2.4. As we see there are three contaminants (open 
circles) out of the 31 objects tha t have photometric redshift between 1 < zv < 2.2 
(asterisks), so the contamination now is (9.7 ± 5.6)% w i t h spectroscopic redshift 
z < 1.0. Only one of these 3 has z < 0.6 and this has z = 0.0375 which makes 
the contaminat ion (3.2 ± 3.2)% bo th for spectroscopic redshift ranges z < 0.6 and 
z < 0.3 but the sample may be too small to draw any strong conclusion. 
2.6. Comparison Between Photometric find Spectroscopic Redshifts 24 
i i 
N 
w » w ft 
•ft *m- *** *» 
«*»* * ft — MM ft * W ftftW-0> 
wow 
ftft-
-MD-
1 -at 
*•-
ftCMHI * • 
4H(H» ft * 
W-WHt- ft 
*» «- *»ft wt 
** ft »* 
• ft ftft 
1 
1 
spectroscopic z 
Figure 2.3: Photometric vs. spectroscopic redshift for the common objects between 
the D R 1 and 2QZ catalogues. 
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Repeating the previous analysis for ziow > 1.0 and z u p < 2.2 we f i n d 22 common 
QSOs between the 2 data sets. Among those, there are 2 QSOs w i t h za < 1.0 
(9.1 ± 6 . 4 % ) , and 1 w i t h zs < 0.3 (4.5 ± 4 . 5 % ) . The contaminat ion level percentage 
is again shown in Table 2.3. 
2.6.4 Comparison with spectroscopic QSOs from AAOmega 
I n order to check the contaminat ion statistics par t icular ly of the ~ | D R 1 QSOs 
that lie outside the 2QZ selection at g < 21 we made new AAOmega (Sharp et al . 
2006) observations in four fields, on the nights of 3-7 March 2006 inclusive. These 
fields are the COSMOS field w i t h centre 10 00 28.8 02 12 21, the C O M B 0 1 7 S l l 
w i t h 11 42 58.0 -01 42 50, the 2SLAQ d05 w i t h 13 21 36.0 -00 12 35 and the 2SLAQ 
e04 14 47 36.0 -00 12 35 (see Section 3.1 and Tables 1 and 2 of Ross et al. 2007 for 
details). Basic QSO spectral reduction was done by S.M. Croom using the 2dfdr 
package. 
For the ident i f icat ion of QSOs and assignment of redshifts we used the A U T O Z 
and 2 D F E M L I N E S routines wr i t t en by Lance Mi l l e r and Scott Croom for the 2QZ 
(see Section 3.1 of Croom et al. 2001 and Section 2.3.1 of Croom et al . 2004). 
We f i rs t used A U T O Z which automatical ly identifies objects and assigns redshifts 
to them. Then, using the 2 D F E M L I N E S program we checked these redshifts by 
eye. This program steps through each object in the file created by the A U T O Z in 
tu rn , s tar t ing w i t h the best IDs though the worst. I f the I D and the redshift are 
ok we moved to the next object. I f either the ident i f icat ion or the redshift were 
not secure a '? qual i ty f lag was put next to the I D or redshift . For our calculations 
we have taken into account spectra tha t have unambiguous redshifts. T h a t means 
that whenever we had to add a question mark to the redshift then this object was 
excluded as a potent ia l contaminant but was s t i l l counted as a common object. 
There are 123 QSO spectra taken for D R 1 QSOs (1.0 < zp < 2.2) tha t are not 
previously included in a spectroscopic catalogue. From these 123 objects identified 
as QSOs in our D R 1 QSO photometric sample there were 5 N E L G s w i t h z < 0.3 and 
1 QSO w i t h z < 0.6. So f r o m the comparison of our photometr ic sample w i t h this 
spectroscopic one, the contaminat ion is (4.1 ± 1.8)% for z < 0.3 and (4.9 ± 2.0)% 
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Figure 2.4: Spectroscopic redshifts ( f r o m Prescott et al.) against photometric red-
shifts ( f r o m D R 1 sample). The open circles are the three contaminants and the 
asterisks are the objects w i t h photometric redshift 1.0 < zp < 2.2. 
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for z < 0.6. For these calculations we have only taken into account first-class 
spectra tha t have unambiguous redshifts. T h a t means tha t whenever we had to 
add a question mark to the redshift then this object was excluded as a potential 
contaminant but was s t i l l counted in the 123 objects. I f we exclude these objects as 
well f r o m the to ta l number of objects, then the to ta l number of good spectra falls 
to 78 and the contaminat ion goes up to (6.4 ± 2.9)% for z < 0.3 and (7.7 ± 3.4)% 
for z < 0.5. The former, more conservative, numbers are listed in Table 2.2. 
Repeating the analysis now w i t h the upper and lower l imi t s for redshifts, we f i nd 
89 common objects between AAOmega and our photometric QSO catalogue w i t h 
z\ow > 1 0 and z u p < 2.2. 9 objects have zs < 1.0 and 6 objects have za < 0.6 (Table 
2.3). 
Now we shall present the spectra of these 6 contaminants tha t are not included 
in previous spectroscopic catalogues. One of these contaminants is in the e04 field. 
This object i n the SDSS D R 1 data set is identif ied as a quasar w i t h photometr ic 
redshift zv = 1.575. As we can see f r o m its spectrum in Fig. 2.5, i t is actually 
a galaxy at redshift zs = 0.1386. A second contaminant is in the d05 field. I ts 
photometric SDSS redshift is zp = 1.575, whereas i ts spectrum shown in F ig . 2.6 
reveals tha t i t is a N E L G at redshift zs = 0.2007. One more contaminant is i n the 
S l l field. I ts photometric redshift in SDSS is zp = 1.525, whereas i t is a N E L G at 
zs = 0.1481. Final ly, there are three more contaminants in the COSMOS field. Two 
of them are N E L G s at zs = 0.3744 and z3 = 0.2194, instead of QSOs at zp = 1.325 
and zp = 1.575. (Figures 2.8 and 2.9). I t should be noted tha t the lat ter object is 
also included in the Prescott et al. spectroscopic QSO catalogue, but is identified 
as a QSO at z = 1.1616. The t h i r d contaminant in the COSMOS field is indeed a 
QSO but at za = 0.5194 and not zp = 1.575, as assigned by the SDSS team. Its 
spectrum is i n Fig. 2.10. We notice that half of the contaminants mentioned above 
are in the same redshift b in , i.e. have photometric redshift zp = 1.575. This seems 
to be a coincidence. 
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2.6.5 Summary of the contamination results 
The contaminat ion results summarised in Tables 2.2 and 2.3 allow comparison be-
tween the data sets described above as well as between the two analyses. We see 
tha t there is no significant differences in the two analyses. There is v i r tua l ly no 
change to any of our quoted contaminations at zs < 0.3 or zs < 0.6 and i f anything 
the numbers get sl ightly higher for the > 1.0 and z u p < 2.2 QSO sample. 
We conclude that for spectroscopic redshift zs < 0.3 our D R 1 sample has an « 2% 
contaminat ion, in both cases. This comes f r o m the fact tha t 1/3 of our sample which 
is in 2QZ has contamination 0.6% for 1 < zp < 2.2 (0.5% for z l o w > 1.0 and z u p < 2.2) 
the rest has 4.1 ± 1.8% (4.5 ± 2.2%) as found f r o m the comparison w i t h the four 
AAOmega fields. Weight ing by the relative size of the 2QZ and non-2QZ components 
of the D R 1 QSO sample, this gives an estimate of 1.8 ± 0.6% for the zs < 0.3 
contaminat ion, bo th for 1 < zp < 2.2 and ziow > 1.0 and z u p < 2.2. The error here is 
dominated by the AAOmega estimate of the non-2QZ D R 1 contaminat ion. However, 
we note tha t the 2QZ+SDSS contamination is higher (0.9 ± 0 .1%, 0.8 ± 0.1%) than 
the 2QZ contaminat ion (0.6 ± 0.2%, 0.5 ± 0.2%) and tha t the COSMOS estimate 
of overall contaminat ion is also higher so we believe our estimate of 1.8 ± 0.6% for 
zs < 0.3 contaminat ion is reasonable. 
The D R 1 za < 0.6 contamination, which is more appropriate for r < 21 selected 
galaxies, is s imilarly estimated to be ( 2 / 3 x 3 . 6 + 1 / 3 x 4 . 9 ) = 4 . 0 ± 0 . 7 % and 5 . 2 ± 0 . 9 % 
for 1 < zp < 2.2 and zi^ > 1.0 and z u p < 2.2, respectively (see Tables 2.2 and 2.3). 
The overall contamination for zs < 1 is estimated to be (2/3 x 8.3 + 1/3 x 10.6=) 
9 . 1 ± 0 . 6 % for 1 < zp < 2.2 and 8.4 ± 0.7% for z l o w > 1.0 and z u p < 2.2. This can be 
compared to the low-redshift contaminat ion rate of 7.3% ( A . D . Myers , pr iv . comm) 
indicated by Fig. 2 of Myers et al. (2007). These contaminat ion fractions also apply 
approximately to the QSO-photo-z sample of Scranton et al . since i t appears to have 
similar contaminat ion rates to the D R 1 sample used here. I n the next Chapter we 
shall see how this contaminat ion level can change the lensing signal. 
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Table 2 .1: Contaminat ion. D R l vs. 2QZ 
object I D 1.0 < zp < 2.2, za < 1.0 1.0 < z p < 2.2 
QSOs ' 1 1 ' 144 1999 
NELGs 25 25 
Stars ' 1 1 ' 55 55 
Tota l number 224 2079 
Con tamina t ion= 169/2024= (8.3 ± 0.6)% 
Table 2.2: Contaminat ion level in the SDSS photometric QSO sample of 1.0 < zp < 
2.2 
1.0 < zp < 2.2 za < 1.0 zs < 0.6 zs < 0.3 
2QZ set 8.3 ± 0.6% 3.6 ± 0.4% 0.6 ± 0.2% 
2QZ+SDSS 7.7 ± 0 . 2 % 3.8 ± 0.2% 0.9 ± 0 . 1 % 
COSMOS 9.7 ± 5 . 6 % 3.2 ± 3.2% 3.2 ± 3 . 2 % 
AAOmega fields 10.6 ± 2 . 9 % 4.9 ± 2.0% 4.1 ± 1.8% 
Tota l § 8 . 3 % + ±10 .6% § 3 . 6 % + £ 4 . 9 % § 0 . 6 % + ± 4 . 1 % 
con t .= 9.1 ± 0 . 6 % 4.0 ± 0.7% =1.8 ± 0 . 6 % 
Table 2.3: Contaminat ion level in the SDSS photometric QSO sample of > 1.0 
and zuv < 2.2 
ziow > 1 0 and z u p < 2.2 za < 1.0 zs < 0.6 zs < 0.3 
2QZ set 7.5 ± 0.7% 4.4 ± 0.5% 0.5 ± 0.2% 
2QZ+SDSS 7.2 ± 0.3% 4.1 ± 0 . 2 % 0.8 ± 0 . 1 % 
COSMOS 9.1 ± 6 . 4 % 4.5 ± 4.5% 4.5 ± 4.5% 
AAOmega fields 10.2 ± 2.5% 6.7 ± 2.8% 4.5 ± 2.2% 
Tota l § 7 . 5 % + | 10.2% §4 .4% + £ 6 . 7 % § 0 . 5 % + |4 .5% 
cont .= 8.4 ± 0.7% 5.2 ± 0 . 9 % =1.8 ± 0 . 6 % 
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Figure 2.5: The contaminant in the e04 field. This object is a galaxy w i t h zs = 
0.1386. Instead in the SDSS data set is a QSO w i t h zv = 1.575. 
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Figure 2.6: The contaminant in the d05 f ield. This object is an N E L G w i t h zs = 
0.2007. Instead in the SDSS data set is a QSO w i t h zp = 1.175. 
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Figure 2.7: The contaminant in the S l l f ield. This object is an N E L G w i t h zs 
0.1481. Instead in the SDSS data set is a QSO w i t h zv = 1.525. 
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Figure 2.8: A contaminant in the COSMOS field. This object is an N E L G w i t h 
zs = 0.3744. Instead in the SDSS data set is a QSO w i t h zp = 1.325. 
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Figure 2.9: A contaminant in the COSMOS field. This object is an N E L G w i t h 
za = 0.2194. Instead in the SDSS data set is a QSO w i t h zp = 1.575. The specific 
object is also in Prescott et al. (2006) spectroscopic sample but i t is identified as a 
QSO at redshift zc = 1.1616. 
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Figure 2.10: A contaminant in the COSMOS field. This object is a QSO w i t h 
zs = 0.5194. Instead in the SDSS data set is a QSO w i t h zp = 1.575. 
Chapter 3 
QSO Lensing Magnification: A 
Comparison of 2QZ and SDSS 
Results 
3.1 Introduction 
Large concentrations of mass at low redshift such as galaxies and groups of galaxies 
can gravi ta t ional ly lens background objects such as galaxies, QSOs, supernovae and 
the cosmic microwave background. As discussed in Chapter 1, this phenomenon 
affects these background sources in two ways. I t magnifies and distorts them. This 
systematic d is tor t ion is called cosmic shear (see e.g. Mellier and Meylan 2005 for 
a review) and the magnif icat ion cosmic magnif icat ion ( W u 1994, Broadhurst et al. 
1995). I n t u r n cosmic magnification has also two effects named the solid angle and 
ampl i f ica t ion effect (Section 1.5.4). These two competing effects are responsible for 
the different results expected for different magnitude QSO samples. So for bright 
QSO samples w i t h a steep number count slope the ampli f ica t ion effect dominates 
and we expect a positive cross-correlation w i t h foreground galaxies whereas for fa in t 
samples w i t h a flatter count slope we expect a negative cross-correlation signal. 
Intermediate QSO samples give a nu l l result. For example, Boyle et al . (1988) 
found significant anti-correlation on scales of 4' around galaxies using fa int QSOs 
(B < 20.9). Wi l l i ams and I r w i n (1998) and Nollenberg and Wi l l i ams (2005) found 
33 
3.1. Introduction 34 
significant positive correlation on angular scales of the order of one degree (their QSO 
samples respectively consisted of QSOs w i t h i n 16 < mB < 18.5 and 13 < B < 17.5) 
and Gaztanaga (2003) measured the cross-correlation between photometr ic galaxies 
and bright , i < 18.8 spectroscopic QSOs using only the SDSS E D R and found a 
positive cross-correlation of 20% on arcminute scales. 
A l though the idea seems simple, QSO-galaxy cross-correlations have been a con-
troversial subject over the years as different results and different strength of the 
signal are detected even when the same or similar QSO magnitude samples have 
been used. I n this Chapter we are looking for a possible explanation of the apparent 
discrepancy between the results of Scranton et al. (2005) and Myers et al . (2003, 
2005) where in the lat ter paper they seem to f i nd a much stronger anti-correlation 
signal at the same (g < 21) QSO magnitude l i m i t . I n particular, we shall look for 
the effects of low redshift contamination in the photo-z QSO sample and also mea-
sure the QSO-galaxy cross-correlation at the same QSO and galaxy l imi t s as used 
by Myers et al. (2003, 2005). We shall also be looking at the impor tan t effect of 
the g < 21 galaxy magnitude l i m i t used by Myers et al. (2003, 2005) as opposed to 
the r < 21 l i m i t used by Scranton et al. (2005). 
I n Section 3.2 we explain the data tha t we use and how they differ f r o m Scranton 
et al. and Myers et al. (2005) data sets. We also provide details of our analysis. I n 
Section 3.3 we present our results f r o m QSO-galaxy cross-correlation and in Section 
3.4 the results of cross-correlating the same QSOs w i t h galaxy groups. I n Section 
3.5 we check the effect of the contamination (see Chapter 2) of the photometr ic QSO 
sample tha t we (and Scranton et al.) use on the results. I n Section 3.6 we include 
the effect of the galaxy samples on our cross-correlation measurements. I n Sections 
3.7 and 3.8 we use f i t t i n g models for the cross-correlations w i t h galaxies and clusters 
f r o m Myers et al. (2003 and 2005) and Scranton et al . and compare them w i t h our 
results. Finally, in Section 3.9 we discuss the conclusions tha t can be drawn as to 
the reason tha t causes the difference in the results in the three published papers. 
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3.2 The Data and Analysis 
Our galaxy sample consists of SDSS DR4 galaxies at the magnitude l i m i t of g < 21 
where the sky density is ~ 1200deg~2. I t should be noted at the outset tha t our 
galaxy sample and that of Myers et al. (2005) is different f r o m tha t of Scranton et 
al. , as they use galaxies w i t h r < 21 w i t h a sky density of ~ 3500deg~2. This means 
tha t care must be taken in comparing these results because the projected galaxy 
clustering in the r < 21 sample w i l l have « 2 x lower correlation func t ion ampli tude 
due to its increased depth. The QSO sample we use is the same sample which is 
extracted by Richards et al . (2004), by applying their 'Kernel Density Es t imat ion ' 
method on the D R 1 dataset. Scranton et al. use a similar method to extract their 
QSO sample but they apply i t to the DR3 set instead. We also use the same redshift 
range as Scranton et al. which is 1.0 < zp < 2.2. So the main difference between 
the QSO sample we use for our analysis and Scranton et al . use for theirs should be 
a larger number of QSOs in their sample (DR3 vs. D R 1 ) . 
I n to ta l we have 37,876 QSOs in the above redshift range and 1,599,159 galaxies. 
The numbers for each area separately as well as the galaxy density (g < 21) are 
shown in Table 1. Our random catalogue consists of 7 times the number of the 
galaxies. A l l 'holes' found i n SDSS data have been added to our random catalogues 
so the numbers shown above are our final number of objects. F ig . 3.1 shows the 
d is t r ibu t ion of the QSOs tha t comprise our sample. The indicated areas 1-5 are 
those tha t were used for our cross-correlation analysis. I n terms of our analyses 
of the SDSS photo-z QSO samples, we accept tha t these may be less sophisticated 
than those of Scranton et al. For example, we do not mask out poor seeing or 
high reddening areas and we use the standard SDSS star-galaxy classifier rather 
than Bayesian star-galaxy separation parameters. We believe that our g < 21 QSO 
l i m i t is conservative enough to make these differences cause negligible effects. More 
important ly , we ignore the statistical ranges allowed for QSO photo-z, zp, generally 
taking a sharp cut w i t h 1 < zp < 2.2. Scranton et al. also weight their cross-
correlation by the QSO photo-z probabil i ty. We shall f lag the points where these 
different approaches may affect our conclusions. 
The 2QZ QSOs are taken f r o m the 2QZ catalogue (Croom et al. 2004). The 
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Table 3.1: Number of g < 21 D R 1 QSOs, g < 21 galaxies and the QSO and galaxy 
density for each area separately 
area 1 2 3 4 5 
QSOs 5,373 10,380 5,720 15,225 1,178 
Galaxies 203,164 455,541 216,204 679, 200 45,050 
QSOs d e g - 2 34.5 31.6 31.8 29.2 30.2 
Galaxies d e g - 2 1302 1386 1202 1303 1155 
2QZ comprises two bdeg x 75deg declination strips, one i n an equatorial region in 
the N o r t h Galactic Cap ( N G C ) and one at the South Galactic Cap (SGC). I n our 
analysis when we mention the 2QZ area or 2QZ QSOs we mean only the N G C of 
the 2dF QSO survey, unless we present results f r o m Myers et al. (2005) in which 
case the cross-correlation has been done in bo th the N G C and SGC. We should 
underline here that the most impor tan t difference between the 2QZ and the D R 1 
QSO dataset tha t we use or the DR3 tha t Scranton et al. use is tha t 2QZ QSOs 
are spectroscopically confirmed whereas the method used to extract the D R 1 / D R 3 
QSOs is based on Bayesian photometric classification and the redshifts assigned to 
the objects are photometric redshifts. 
Throughout our analysis we centre on QSOs and count galaxies or clusters for our 
cross-correlations so our random catalogues are constructed w i t h the same angular 
selection func t ion as our galaxy samples. To measure the two-point correlation 
func t ion u>(6), we use the equation 1.44. Our errors are f ield-to-f ield errors. In 
this case we divide our data sets into 25 subsamples and measure the f ield-to-field 
variations of the cross-correlation funct ion . The error is then estimated using the 
equation 1.48. 
Since 2QZ QSOs had higher pr ior i ty than 2dFGRS galaxies for spectroscopic 
observations there is no issue for fibre incompleteness to deal w i t h . Of course, this 
is also true for the photo-z sample. On the smallest scales there is a lower l i m i t for 
cross-correlation of 10" due to confusion caused by galaxy overlaps. 
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Figure 3.1: The d is t r ibu t ion of our D R 1 QSO and galaxy samples. The numbers 
indicate the areas in which the samples were cross-correlated. Area 3 is the 2QZ 
area. 
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3.3 QSO-galaxy cross-correlation results 
We firs t cross-correlate our SDSS D R 1 photo-z g < 21 QSO sample w i t h our SDSS 
D R 4 g < 21 galaxy sample. The results are shown in F ig . 3.2 by the black fi l led 
circles. For comparison the N G C results from Myers et al. (2005) have also been 
added (triangles) w i thou t their errorbars and for reference the results f r o m Scranton 
et al . (squares) also wi thou t their errorbars. The results f r o m Scranton et al. are 
taken f r o m their faintest QSO sample 20.5 < g < 21, cross-correlated w i t h r < 21 
galaxies. From this plot i t seems tha t our results are sl ightly higher than those of 
Myers et al. (2005) throughout most of the range of scales. The Scranton et al . 
results have a smaller anti-correlation signal as expected due to the different galaxy 
sample they use (Section 3.6). 
We have also included the results when we cross-correlate 2QZ QSOs w i t h the 
same galaxy sample (g < 21) in the 2QZ N G C area. These results are shown by the 
open circles. This is 1.8 x bigger area than used by Myers et al . (2003, 2005) due 
to the smaller SDSS area previously available. Finally, asterisks show the results 
f r o m cross-correlating our D R 1 QSOs w i t h the same galaxy sample in the 2QZ 
area. The 2QZ QSOs again tend to give more anti-correlation than the D R 1 QSOs 
cross-correlated w i t h the same galaxy sample. 
Fig . 3.3 shows the same results as the previous plot bu t this t ime our D R 1 QSO 
sample consists of 17,426 QSOs w i t h magnitude 20.5 < g < 21.0. The ampli tude 
of the anticorrelation signal is similar to tha t found i n Fig. 3.2 for g < 21 QSOs 
and again is stronger, as expected, than the signal detected by Scranton et al. for 
r < 21 galaxies, but consistent w i t h Myers et al . 
Fig . 3.4 shows the QSO-galaxy cross-correlation results for br ight QSOs. Here 
our D R 1 sample consists of 1.0 < zp < 2.2 QSOs in the magnitude range 17 < g < 
19, Scranton et al. (squares) where the QSOs have 17 < g < 19 and the galaxies 
have r < 21 . We have also plot ted the results f r o m Gaztanaga (2004) (triangles) 
where the specific data points are drawn f r o m his QSO sample w i t h 18.3 < i < 18.8 
and 0.8 < z < 2.5 and their galaxy sample w i t h 19 < r < 22. We then show the 
results when we cross-correlate the 339 bright (18.25 < g < 19.0) 2QZ QSOs in the 
2QZ N G C area (open circles). These results give zero signal and a bump appears on 
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scales from 4'-16'. This bump is consistent with the statistical noise as we can see 
from the field-to-field errorbars and moreover it disappears when we cross-correlate 
the same QSO sample with galaxies in groups (Section 3.4, Fig. 3.10). Our DR1 
and 2QZ results seem consistent although the errors are large. Both results also 
appear lower than the results of Gaztanaga. The results are consistent with those 
of Scranton et al. although their galaxy sample is fainter. Summarising, our results 
for bright QSOs, from DR1 and 2QZ give, at least at small scales, a less positive 
cross-correlation than that seen by Gaztanaga but one consistent with that found 
by Scranton et al., although the S/N is poor. The interpretation of this latter 
result requires account to be taken of their fainter limit and the QSO count slope 
at g ~ 19. We postpone further discussion to Sections 3.5 and 3.6 where the effects 
of contamination will also be discussed. 
3.4 QSO-galaxies in groups cross-correlation re-
sults 
The next step was to find groups of galaxies in the 5 areas of the DR4 dataset. 
Although there are no group results from Scranton et al. with which to compare, we 
can still compare the QSO photo-z and spectroscopic results, in a situation where 
the S/N of any lensing effect may be expected to be higher than for galaxies. We 
therefore use the same method that is described in Myers et al. (2003) and references 
therein to determine these groups. We use a factor 6 by which we wish our group 
density to exceed the mean surface density of the area that is being examined. In 
our case we use 6 = 8. Then we draw a circle with the largest possible radius, such 
that our group density doesn't fall below 5 times the mean surface density. Groups 
are defined when these circles overlap and the mean surface density does not fall 
below the critical value (friends-of-friends). From these groups we select for our 
cross-correlations the ones with at least 7 members in order to reduce the likelihood 
of chance alignments of galaxies at different redshifts being grouped together. An 
example of how the galaxies of these groups look is shown in Fig. 3.5. In total there 
are 14,143 groups with more than 7 members in the 5 areas that we use. 
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Figure 3.2: QSO-galaxy cross-correlation results. Our D R l results are shown by 
the black filled circles and cover the whole magnitude range for the QSO sample 
(g < 21) and g < 21 for the galaxies. Triangles are the results from Myers et al. 
(2005) for the NGC of the 2QZ (centring on QSOs and counting galaxies). Squares 
show Scranton et al. where the faintest QSO sample has been used, 20.5 < g < 21, 
and r < 21 for galaxies. We have also included our results by cross-correlating 2QZ 
QSOs with the same galaxy sample in the 2QZ area. These results are shown by 
the open circles. Asterisks show the results from cross-correlating our D R l QSOs 
with the same galaxy sample in the 2QZ area. The errors are field-to-field errors. 
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Figure 3.3: QSO-galaxy cross-correlation results. This time our DR1 QSO sam-
ple comprises of QSOs with 20.5 < g < 21.0. The errors are field-to-field errors. 
Triangles are the results from Myers et al. (2005) and squares from Scranton et al. 
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Figure 3.4: QSO-galaxy cross-correlation results for bright QSOs. Our DR1 QSO 
sample consists of QSOs with 17 < g < 19 (black circles). The results of Scranton 
et al. for QSOs with 17 < g < 19 and galaxies with r < 21 are also shown (squares). 
The triangles show the results from Gaztanaga (2004). His sample consists of QSOs 
with 18.3 < i < 18.8 and 0.8 < z < 2.5 and galaxies with 19 < r < 22. Finally, we 
present the results from the 339 bright (18.25 < bj < 19.0) 2QZ QSOs in the 2QZ 
area (open circles). 
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We next cross-correlated our DR1 QSO sample with galaxies that are in groups 
with at least 7 members. The signal detected in this case is usually stronger than the 
one in QSO-galaxy cross-correlations because groups have a bigger mass. In total 
our galaxy sample consists of 146,490 galaxies in groups. In Fig. 3.6 we show the 
results for each of the 5 areas separately. The errors are field-field errors. An anti-
correlation effect is consistently seen in all 5 areas. The combined results for all the 
5 areas are shown in Fig. 3.7. For comparison, the results from Myers et al. (2003) 
for both the NGC and SGC have been added (triangles). They use 22,417 2QZ 
QSOs and nearly 300,000 galaxies of limiting magnitude b = 20.5 found in groups 
of at least 7 members. From the comparison we see that their signal is stronger 
on scales of 0.4-2.5 arcmins, which is expected as the results from the SGC show 
a slightly stronger anti-correlation signal (Myers et al., 2003) and so they push the 
overall result down. Again, as for the QSO-galaxy results we show the results of the 
cross-correlation of 2QZ QSOs with the galaxies in clusters in the NGC of the 2QZ 
area. The results are shown by the open circles. Finally, asterisks show the results 
from our DR1 QSO cross-correlation with the same galaxy sample in the 2QZ area. 
The signal detected is at a lower level. From the plot we see that 2QZ QSOs give 
a stronger anti-correlation signal than the one detected by using our DR1 QSOs in 
the 2QZ area but statistically consistent with Myers et al. (2003). Fig. 3.8 shows 
the results, when we cross-correlate our QSO photo-z sample with galaxies in groups 
with 15 or more members (open circles). The results from QSO-galaxies in groups 
with more than 7 members have been added (filled circles) for comparison. We note 
that when the lens mass is double (15 galaxy members vs 7 galaxy members) the 
amplitude of the lensing signal doubles as well. 
Previously we have cross-correlated individual group galaxies rather than the 
centre of groups. Fig. 3.9 shows the results from DR1 QSOs with centres of groups 
of galaxies with more than 7 members (filled circles). Open circles show the results 
from Myers et al. (2003) combined for both the NGC and the SGC together with a 
best fit model which will be briefly discussed in Section 3.8. Although these results 
are generally easier to compare directly with models, the signal-noise is weaker due 
to non-weighting by cluster membership. Again our DR1 results appear to show 
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less anti-correlation than the 2QZ results. 
Fig. 3.10 also shows the results from cross-correlating our bright DR1 QSOs 
(17.0 < g < 19.0) with galaxies in clusters with more than 7 members (filled circles). 
Some positive signal at 1' is again seen, increased by about a factor of four from the 
QSO-galaxy case in Fig. 3.4. 
However, the positive signal is still only at a marginally significant level. We 
shall argue later that the lack of a strong positive signal may be explained by being 
close to the knee of the QSO count slope where /?' « 0.4 and only a small lensing 
effect might be expected. 
Finally, we extracted the bright QSOs from the 2QZ sample (18.25 < bj < 19.0, 
1.0 < z < 2.2) and cross-correlate them with galaxies in clusters (with more than 7 
members). The results are shown by the open circles in Fig. 3.10 and seem to give 
a slightly positive signal but this result is again not statistically significant. Also, 
the bump that appeared in Fig. 3.4 when we cross-correlated the same QSO sample 
with galaxies has disappeared. 
3.5 Effects of the contamination in the QSO sam-
ple 
In this Section we present two ways to correct our cross-correlation results for the 
contamination in our photometric QSO sample. 
3.5.1 Effects of ~ 2% contamination on the DR1 QSO-galaxy 
results 
Based on the contamination level of our SDSS DR1 QSO sample, as estimated in 
the previous Chapter, we shall see how an « 2% contamination for z < 0.3 can 
alter our cross-correlation results in the case of QSO-galaxy and QSO-cluster cross-
correlations. We will first base our calculations on the galaxy-galaxy autocorrelation 
results at g < 21.0 represented by w = O.330 - 0 8 with 6 in arcmins (see Fig. 8 of My-
ers et al). We multiplied this g < 21 galaxy w(9) by the z < 0.3 1.8% contamination 
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Figure 3.5: Galaxies (g < 21) in groups with more than 7 members in the strip 
between —1.5 < 6 < +1.5deg and 0h< a <2h40 in Area 1. 
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Figure 3.6: The D R l QSO - DR4 galaxies in groups cross-correlation results for 
each area separately. The errors are field-field errors. 
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Figure 3.7: Cross-correlation between QSOs and galaxies in groups of galaxies with 
at least 7 members (filled circles). The errors are field-to-field errors. The triangles 
show the combined results from Myers et al. (2003) for both the NGC and SGC. 
They use 22,417 2QZ QSOs and nearly 300,000 galaxies of limiting magnitude b = 
20.5 found in groups of at least 7 members. Their cross-correlation is done in the 
SGC and NGC strip of the 2QZ. From the comparison we see that their signal is 
stronger on scales of 0.4-2.5 arcmins. We also show the results of the cross-correlation 
of 2QZ QSOs with the galaxies in clusters in the 2QZ area. The results are shown by 
the open circles and give a weaker anti-correlation signal than found in the results of 
Myers et al. but still the signal is stronger than the one detected by using our DR1 
QSO sample. Asterisks show the results from our DR1 QSOs cross-correlation with 
the same galaxy sample in the 2QZ area. Stars show the results when we average 
our open circles from the NGC of 2QZ with Myers et al. results for the SGC. 
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Figure 3.8: Cross-correlation results of QSO-galaxies in groups with more than 15 
members (open circles) are compared to cross-correlation results of QSO-galaxies in 
groups with more than 7 members (filled circles). When the lens mass gets double 
the lensing signal doubles, as well. 
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Figure 3.9: Cross-correlation between D R l QSOs in 5 areas and centres of groups 
of galaxies with at least 7 members, assuming S = 8. Open circles show the results 
from Myers et al. (2003) combined for both the NGC and the SGC together with a 
best fit model which will be briefly discussed in Section 3.8. Our signal here is less 
strong due to non-weighting by cluster membership. 
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Figure 3.10: Bright 2QZ QSOs (18.25 < bj < 19.0, 1.0 < z < 2.2) cross-correlated 
with galaxies in clusters with at least 7 members (open circles) give a slightly stronger 
positive signal but still insignificant. Also, the bump has disappeared which suggests 
that it was due to statistics. Filled circles show the results for our bright DR1 QSOs 
(17.0 < g < 19.0) cross-correlated with galaxies in clusters with at least 7 members 
in the 5 areas. A signal is marginally detected at 1'. 
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estimate, and then subtracted this correction from the SDSS photo-z galaxy-QSO 
cross-correlation results, assuming that the product of the two correlation functions 
is negligible (see Geller et al. 1984). Thus, at 1' this correction is -0.007 and at the 
smallest bin 9 = 0'.2 the correction only rises to -0.02. 
Assuming this correction, our previous Fig. 3.2 now appears as seen in Fig. 3.11. 
In this plot our DR1 QSO results in the 5 areas (filled circles) have been changed 
assuming 1.8% contamination and remain statistically consistent with the 2QZ QSO 
results (open circles). The agreement improves but only slightly. Also, the results 
using our DR1 QSO sample in the 2QZ area (asterisks) have been changed using 
the same corrections and they remain statistically consistent with the 2QZ QSO and 
our DR1 QSO results. 
Finally, we have corrected the Scranton et al. results (squares) assuming con-
tamination of 4% and the fit to the r < 21 galaxy autocorrelation function shown 
in Fig. 3.16. At 1' this correction is -0.006 and at the smallest bin 9 = 0'.3 the 
correction rises to -0.01. The anti-correlation at 9 = 0'.3 increased by a factor of 
~ 2. 
We have also corrected the results for the bright photo-z QSOs samples that 
appear in Fig. 3.4. The corrected results are shown in Fig. 3.12 assuming 1.8% 
contamination. These results show some positive signal but only at marginally 
significant levels. The most significant result is from the 17 < g < 19 QSO-galaxy 
result of Scranton et al. which after correction gives wqg = 0.024 ± 0.018 at 1'. 
We now correct the QSO-cluster cross-correlations for contamination. Here we 
base the correction on the galaxy-cluster cross-correlation results of Stevenson et al. 
(1988) who used the same group detection parameters as we do here. They cross-
correlate galaxies with groups of galaxies with > 7 and more than > 15 members 
down to bj = 20.2 (see their Fig. 9). We use their results for clusters with more 
than 7 members which matches our cluster selection and we correct our results 
assuming as before 1.8% contamination of galaxies in our DR1 QSO sample. At 1' 
this correction is -0.11 and at the smallest bin 9 = 0'.3 the correction rises to -0.12. 
The results are shown in Fig. 3.13. Applying the 1.8% contamination correction 
to our results increases the anti-correlation at 1' by a factor ~ 3 and improves 
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consistency with the Myers et al. (2003) model at all scales. 
Summarising, the effects of contamination are low for the photo-z QSOs when 
cross-correlated with g < 21 galaxy samples. They can be more significant at small 
scales for photo-z QSOs cross-correlated with r < 21 galaxy samples. 
3.5.2 Contamination correction estimated via low-2 objects 
in the 2QZ catalogue 
A different way to correct for the contamination in the cross-correlation results 
is to base our correction on a cross-correlation between all the low redshift (z < 
0.6) objects that are in the 2QZ catalogue (QSOs, NELGs, LINERs, ...) with the 
foreground galaxies. We found 2,667 low-z objects in the NGC of the 2QZ and the 
cross-correlation results with g < 21 galaxies appear in Fig. 3.14. Note that this 
result has a much lower amplitude than the g < 21 galaxy autocorrelation results 
due to the bigger mis-match between the average redshift of the g < 21 and z < 0.6 
2QZ samples. For the g < 21 galaxy results this cross-correlation correction used is 
similarly small to the auto-correlation corrections discussed above and so we only 
focus on the correction for the r < 21 galaxies of Scranton et al. We again use the 
4% z < 0.6 contamination correction appropriate for g < 21 QSOs cross-correlated 
with r < 21 galaxies. The results are shown in Fig. 3.15 alongside the uncorrected 
results and the observational model (wg9(e) = -0.024 ±o!oo7 0 _ i o ± a 3 ) from Myers et 
al. (2005). At V the correction is -0.0028 and at 9 = 0'.3 the correction is -0.004. 
So at 1' the auto-correlation function route gives a 2x lower correction than the 
cross-correlation route. Since the r < 21 cross-correlation has poorer signal to noise 
while the autocorrelation route has more uncertainty associated with the assumed 
n(z) in what follows we shall be using the average of these two corrections for the 
QSO-galaxy cross-correlations of Scranton et al. The (average) corrected results are 
also shown in Fig. 3.15. 
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Figure 3.11: QSO-galaxy cross-correlation results as in Fig. 3.2 but our DR1 QSOs 
in the 5 areas (filled circles) and in the 2QZ area (asterisks) have been changed as-
suming contamination of 1.8% and the fit to g < 21 galaxy autocorrelation function 
shown in Fig. 3.16. Scranton et al. (squares) have also been changed assuming 
contamination of 4% and the fit to the r < 21 galaxy autocorrelation function (Fig. 
3.16). 
3.5. Effects of the contamination in the QSO sample 54 
0.2 
o 
• i—H 
-t-> 
o 
tl—I 
a 
o 
. I — I 
-4-> 
csS 
r—t 
<D 
SH 
O 
O 
0 
o 
•Scranton et al (4%, r<21) 
AGaztanaga 
•Our DR1 b r igh t QSOs (1.8%) 
°2QZ b r igh t QSOs 
-o-
O • o o 
. o O 
0.2 -
- 1 0 1 
log separa t ion(arcmins) 
Figure 3.12: QSO-galaxy cross-correlation results for bright QSOs as in Fig. 3.4. 
Our DR1 QSO sample consists of QSOs with 17 < g < 19 (filled circles) and is 
corrected assuming 1.8% contamination of the g < 21 galaxies, Scranton et al. 
(squares) is corrected assuming 4% contamination and the fit to the r < 21 galaxy 
autocorrelation function shown in Fig. 3.16. The triangles show the results from 
Gaztanaga (2004). His sample consists of QSOs with 18.3 < i < 18.8 and 0.8 < z < 
2.5. Finally, we present the results from the 339 bright (18.25 < bj < 19.0) 2QZ 
QSOs in the 2QZ area (open circles). 
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Figure 3.13: QSO-galaxy group centres cross-correlations. The f i l led circles show 
the QSO-group centres cross-correlation results as shown in F ig . 3.9. The asterisks 
show the results when we consider 1.8% contaminat ion and take into account the 
galaxy-cluster results f r o m Stevenson et al. Open circles show the results of Myers 
et al. (2003). The model f r o m Myers et al. is also shown (solid line) 
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Figure 3.14: Cross-correlation of the 2,667 low redshift (z < 0.6) QSOs and N E L G s 
in the N G C of the 2QZ w i t h our g < 21 galaxy sample is shown by the filled circles. 
The line shows the best f i t which is w = 0 . 1 1 # _ 0 8 . cross-correlation of the 2,667 low 
redshift (z < 0.6) QSOs and NELGs in the N G C of the 2QZ w i t h our r < 21 galaxy 
sample is shown by the open circles. The dashed line shows the best fit which is 
w=O.O70-°- 8 . 
3.5. Effects of the contamination in the QSO sample 57 
0.2 
o 
• H 
-+-> 
o 
o 
. i—i 
-t-> 
o o 
0 
-0.2 
~ i — i — r i i i r ~ i — i — i — r ~ i — i — i — r n — r 
• Scranton et al 
• Scranton et al (4%, r<21 , low-z) 
* Scranton et al (average contamination) 
o Our DR1 QSOs (1.8%) 
- model f r o m Myers et al 
j? «E-
i i i i J L 
-0.5 0 0.5 
log separation(arcmins) 
Figure 3.15: QSO-galaxy cross-correlation results. Squares show original Scranton 
et al . results, asterisks Scranton et al. assuming 4% contaminat ion and the f i t 
to the cross-correlation f r o m the low redshift objects w i t h r < 21 galaxies. Open 
circles show our D R 1 QSOs when we apply 4% contaminat ion and the f i t to the 
cross-correlation f r o m the low redhif t objects w i t h g < 21 galaxies. Fi l led circles 
show the results f r o m the average of the two ways of est imating the contaminat ion 
(galaxy auto-correlation and low-z objects) applied to Scranton et al. Finally, the 
line shows the Myers et al.(2005) model for QSO-galaxy cross-correlation. 
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3.6 2QZ versus SDSS comparison - including ef-
fect of the galaxy samples 
As noted in Section 3.2 throughout our analysis we are using g < 21 galaxies whereas 
Scranton et al. use r < 21 galaxies. This is the reason (apart f r o m the contaminat ion 
of the photometric QSOs) tha t we don ' t expect to get the same answers for the QSO-
galaxy cross-correlations. I n Fig. 3.16 we show our auto-correlation results f r o m 
g < 21 galaxies and the results f r o m r < 21 galaxies. The galaxy auto-correlation 
for g < 21 is taken f r o m Myers et al. (2005); the result for r < 21 has been calculated 
for 35000 SDSS galaxies to this l i m i t . As we see there is a factor of 2-3 lower ant i-
correlation for the r < 21 galaxies. This is due to increased effects of project ion on 
clustering in the r < 21 galaxy sample w i t h its 50% increased depth and 3.5 x higher 
sky density (3500deg - 2 vs. lOOOdeg - 2) which leads to weaker clustering. Therefore 
we also expect lower lensing anti-correlation signal by a similar factor of 2-3, based 
at least on the models used by Myers et al. (2005) f r o m either Wi l l i ams &; I r w i n 
(1999) or Gaztanaga (2004). Using b « 0.1 in a standard A C D M cosmology we 
predict the QSO-galaxy cross-correlation result for Myers et al . for galaxies w i t h 
r < 21 {wqg(r < 21) = ^ | ^ ^ t t ; w ( g < 21) where Agg is the ampli tude of the galaxy 
auto-correlation func t ion) . The results are shown in F ig . 3.17. Squares show the 
Scranton et al . results (4% contaminat ion averaged as described in Section 3.5.7) 
and the triangles show Myers et al. results renormalized for an r < 21 galaxy 
sample as described above. As we see the results are in very good agreement. So 
the disagreement between the Scranton et al. and Myers et al. results is due to 
these two factors; contaminat ion was not taken into account by Scranton et al. and 
the galaxy samples in the two analyses are different. When the results are changed 
based on those two factors they are consistent. 
As already noted, the low signal seen in the corrected cross-correlation results 
for br ight galaxies could very well be explained by the slope of the QSO number 
counts in the region of interest. Table 1 of Scranton et al. (see also Myers et al., 
2003) shows the slopes measured for the D R 1 sample. A t 19 < g < 19.5 the slope 
is p1 = +0.56 and at 19.5 < g < 20.0 the slope is P' = 0.43. From equation 
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(A5) of Myers et al. the magnif icat ion implied for groups by the anti-correlation of 
wqg ~ -0 .15 at a QSO l i m i t of g < 21 is ~ 0.5 mag for groups at separation of 1' 
(see Fig. 3.13). Assuming the former f3' = 0.56 slope this would be imply wqc ~ 0.2 
for the g < 19 QSO-group correlation in Fig. 3.10. Assuming the latter (3' = 0.43 
slope would imply wqc = 0.04. This is consistent w i t h the results shown in Fig . 
3.10 at 1' where the contamination corrected wqc = 0.06 ± 0.06. The wqg result of 
Scranton et al. at 17 < g < 19 seems to show higher S / N than any of the others. I f 
the contamination corrections obtained via Fig . 3.16 are the same as for the fainter 
samples, these results w i l l only be sl ightly affected, decreasing f r o m wqg — 0.02 to 
wqg = 0.018 on 1' scales. 
The contaminat ion corrected results f r o m Scranton et al. for 17 < g < 19 
QSOs cross-correlated w i t h r < 21 galaxies give wqg = 0.014 ± 0.009. I f we take 
uiqg = - 0 . 0 1 for g < 21 QSOs and the r < 21 galaxies then assuming /?' — 0.29 at 
g < 21 and /?' = 0.564 at g ~ 19 this implies w — 0.015 f r o m equation (A5) of Myers 
et al. (2003) and therefore the bright and fa int results are i n agreement, conf i rming 
the claim by Scranton et al. even after contamination correction. 
I n summary, the br ight QSO-group galaxy correlation shows positive signal which 
is only sl ightly above the noise but is consistent w i t h the anti-correlation signal 
at fainter magnitudes. From here on, we shall only model the fa int QSO cross-
correlation where the S / N is generally higher. 
3.7 Galaxy model fitting 
Since the observational results appear to be in agreement, the question then remains 
as to how the interpretations are so different. Scranton et al. c la im tha t a standard 
A C M model can explain the QSO lensing data whereas Myers et al. suggest tha t 
b « 0.1 or a high mass density EdS cosmology (or both) is needed to explain the 
observations. Scranton et al. fol low the Press-Schechter formalism of Jain, Scranton 
and Sheth (2003) assuming the standard cosmology and using the Halo Occupation 
Models ( H O D ) prescription of Zehavi et al. (2005) as f i t t ed to the SDSS galaxy 
correlation funct ion . Previous authors (e.g. Col in et al . 1999) have suggested 
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Figure 3.16: Galaxy auto-correlation results. The f i l led circles show the results f r o m 
the g < 21 sample taken f r o m Myers et al. (2005). Error bars represent la jackknife 
errors. The open circles show the auto-correlation results for the r < 21 sample. 
The errors are f ield-field. 
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Figure 3.17: QSO-galaxy cross-correlations. The triangles show Myers et al . (2005) 
results modif ied for an r < 21 galaxy sample. Squares show the results f r o m Scranton 
et al. averaged for 4% contaminat ion as described in Section 5.7. The two results 
are in very good agreement. 
3.7. Galaxy model fitting 62 
that in such models there can be anti-bias at the level of up to 6 ~ 0.6 on scales 
0.1 < r < l h _ 1 M p c w i t h 6 « 1 on larger scales. As discussed by Myers et al. 
(2005) significantly stronger anti-bias than this at 0.1 < r < l h _ 1 M p c was required 
by their galaxy-QSO lensing results (see their Fig . 10) and these results are now 
strengthened by the agreement found in the new SDSS QSO datasets of Scranton 
et al. as well as those analysed here. We believe tha t the factor of ~ 6 tha t we 
are seeking is too large to be explained by some subtlety in the H O D prescription. 
We also note tha t Guimaraes, Myers & Shanks (2006) used the Hubble Volume 
simulation of the standard model to test i f some subtlety in either galaxy or group 
assignment could explain the large anti-correlation as an artefact. However, these 
authors confirmed tha t approximately unbiased galaxy dis t r ibut ions assuming the 
standard cosmology were a factor of 10 away f r o m explaining the ampli tude of 
anti-correlation seen w i t h either galaxies or galaxy groups and clusters. 
We take our best data for the spectroscopic 2QZ sample which is the Nor thern 
2QZ str ip reported here, combined w i t h the Southern 2QZ s t r ip as reported by 
Myers et al . (2003) for galaxies, inversely weighted by variance. We find tha t a 
fit of vJqg(Q) = —0.023 ± 0 . 0 0 6 / ? - a 9 6 ± 0 3 describes our data, where 6 is expressed in 
arcminutes. The results are shown in Fig . 3.18. Open circles show the weighted 
average results for bo th strips and the short-dashed line shows our model. The new 
N + S result is almost exactly the same as tha t of Myers et al. (see their eq. 21) and 
so our f i t t ed galaxy bias at 6 = 1' ( ~ 0 . 1 h _ 1 M p c ) remains bo.i = 0.13 ± 0.06 f r o m 
the model of Wi l l i ams &; I r w i n (1998). The same model gives 6 0 . i = 0.32 ± 0.15 in 
the Einstein-de Sitter case. Here and below, the model of Gaztanaga (2003) would 
give proport ionately smaller bias values (see Table 1 of Myers et al . 2005). 
We then take our best photometric D R 1 5 areas QSO-galaxy result corrected for 
contamination as in Fig . 3.11. We find tha t a fit of w q g { 0 ) = -0 .007 i O . O O S f l - 1 - 4 * 0 4 3 
describes our data. I n Fig . 3.18 filled circles show our results and the line shows our 
model. Scaling again v ia equation (19) of Myers et al. we find 6o.i = 0.18 ± 0.08 for 
the standard cosmology in the Gaztanaga case. I n the Wi l l i ams &; I r w i n case, the 
result gives b 0 . i = 0.44 ± 0.20, s t i l l lower than 6 « 1 as suggested by Scranton et al. 
Finally, we take the corrected Scranton et al. QSO-galaxy cross-correlation re-
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suits (4% average correction) and find tha t a f i t (F ig . 3.18) of wqg^) = —0.009 ± 
O.OO30- 1 O ± 0 - 3 8 . The squares in Fig. 19 show Scranton et al. results w i t h a 4% 
average correction and the long dashed line shows our model. Scaling here v ia equa-
t ion (19) of Myers et al. (2005) and taking into account their r < 21 galaxy l i m i t 
gives bo.i = 0.14 ± 0.06 for the Gaztanaga model and 6 0 . i = 0.32 ± 0.15 under the 
assumptions of Wi l l i ams &; I r w i n . Again these results are in reasonable agreement 
w i t h those of Myers et al. 
3.8 Cluster Model Fitting 
Here we fit our best new data in terms of the cluster/group lensing effect. We, f irst , 
assume tha t the mass d i s t r ibu t ion in the groups follow a Singular Isothermal Sphere 
(SIS) profile. I n this case the sources are magnified by a factor 
M = %i . (3.1) 
P 0 - 4 7 1 - 4 * £ ) 2 v > 
where dis is the distance between the lens and the source, d o s is the distance between 
the observer and the source, c is the speed of l ight , a is the velocity dispersion 
of the SIS and 6 is the angle between the source, the observer and the centre of 
the lens (Section 1.5). The factor 4 7 r ^ ( ^ ) 2 is, as mentioned i n Chapter 1, the 
Einstein radius, so 6E = 4 7 r ^ i ( ^ ) 2 . Then the correlation func t ion is given by w(9) = 
^2.5/3'-i _ ^ w n e r e @' is the slope of the number-magnitude relation. When /3' = 0.4 
then w(6) — 0, for higher values of /?' we observe a correlation and for lower values 
an anti-correlation (Myers et al. 2003). Using the last two equations we can predict 
the f o r m of the correlation funct ion . 
The second approach we follow is the so-called N F W density profile for dark 
matter haloes (Navarro, Frenk k W h i t e 1995, 1996, 1997). This density profile is 
described by the radial mass func t ion 
™ ( 3 ' 2 ) 
where ps is the cr i t ical density and x is the radial coordinate in units of a scale 
radius rs (x = This density matter profiles describes haloes tha t have masses 
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Figure 3.18: Our f i ts for our D R 1 QSOs in the 5 areas (corrected for 1.8% contam-
inat ion) and for Scranton et al . (4% average correction based on the r < 21 galaxy 
autocorrelation). The weighted averaged results f r o m the N G C and SGC (Myers et 
al.) are shown by the open circles. The short dashed line shows our f i t . 
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f r o m 9 orders of magnitude, i.e. f r o m globular clusters to galaxy clusters. In i t ia l ly , 
i t was restricted for the standard C D M model, bu t now is considered as a universal 
two parameter func t ion describing the structure of dark mat ter haloes (Bartelmann, 
1996). I f we now consider lensing at a radius of the impact parameter b around the 
profile, then 
(3.3) 
j r x (3.4) 
d9 = j^dx. (3.5) 
The amount tha t the image w i l l be magnified by the lens is given by equation 1.39. 
H = | | (3 6) 
9q d6q 
Combining equation 3.4, 3.5 and 1.39 the latter becomes 
I KTa Tsdx I I / 1~s \2 %dx | . . 
Maoz et al. (1997) estimated f r o m Fig. 9 of Navarro et al . (1997) that the scale 
length rs depends on the cluster mass as 
r ° = m w ^ ) V l ~ l k p c - ( 3 - 8 ) 
The index 7 varies depending on the cosmological model and is 7 ~ 1/3 for C D M . 
When 7 is large, low mass clusters have dense central regions and can become 
efficient lenses. As i t has already been shown (Section 1.5.1) the angle a tha t a l ight 
ray is bent passing w i t h i n the impact parameter b f r o m the centre of a cyl indrical ly 
symmetric mass d i s t r ibu t ion is 
„ = (3.9) 
The latter can be re-wri t ten for a lensing cluster w i t h surface density profile E ( r ) 
and scale radius r s , as (Maoz et al . 1996) 
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4 G M j . 5 
<* = 2 ~ f ( x ) , (3.10) 
r3c2 
where M i , 5 is the mass w i t h i n 1 . 5 / i - 1 M p c of the centre of the halo. The func t ion 
f (x ) is defined (Maoz et al. 1996) 
Fonr)rdr 1 g(x) 
n*) - X J ^ M P c E { r ) r d r x g { h b M p c / r s y v-") 
the func t ion g(x) is given (Bartelmann, 1996) 
g(x) = In- + J - ^ t a n - 1 J?—± , (x > 1) (3.12) 
2 V z 2 - 1 V z + 1 
5(a) = i n | + ^ _ t o n f e - y ^ - | , (z < 1) (3.13) 
5 ( x ) = / n | + l ( x = l ) . (3.14) 
From 3.10 and 3.11 we get 
a = ^Ml± Six) (3.15) 
c2r3g(1.5Mpc/r3) x 
From 3.9 and 3.15 we get 
dts c2r3g(l.5Mpc/r3) x c2r3g(l.5Mpc/r3) x dos 
The derivative of the last equation w i t h respect to x gives, 
dBq_dB__ dls 4GMi,5 d ^ 
dx dx dos c2rsg(1.5Mpc/rs) dx 
Deviding now 3.16 by x gives, 
(3.17) 
0g = e 4GML5 g(x) dl3 
x x c2r3g{\.bMpc/r3) x2 dos 
Now taking into consideration f r o m 3.4 tha t | = equation 3.18 gives, 
9q _ rs dl3 4 G M L 5 g{x) 
x Dt d03c2rsg(1.5Mpc/r3) x2 
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Similarly, equation 3.17 becomes ( 
dx 
dx Di dos c2rsg(1.5Mpc/rs) dx 
(3.20) 
Implement ing equation 3.19 and 3.20 into equation 3.7 we can numerically find the 
magnif icat ion. 
Following now the 2 procedures wr i t t en above we take our best photometric 
D R 1 5 areas dataset corrected for contaminat ion as i n Fig . 3.13 for centres of 
groups. Using a x2 f i t after the fashion of Myers et al . , we find tha t a velocity 
dispersion of 1040 k m s - 1 fits the n > 7 group data (xled = 0-7) and the SIS model 
is shown in Fig . 3.19 by the solid line. This value is higher by a factor of « 3 
than what is expected for groups (see also Chapter 5). One reason may be tha t 
our n > 7 galaxy group sample also contains very rich clusters w i t h high velocity 
dispersions. Moreover line-of-sight contaminat ion may be an addit ional reason tha t 
boosts our velocity dispersion measurements. Nevertheless, this is close to the value 
of 1156kms _ 1 found by Myers et al . We, also fit the N F W profile which is shown 
by the long dashed line. The best N F W f i t has a mass of M f f i 1 = 1.3 x 1 0 1 5 / i - 1 M o 
w i t h X 2 r e d = 10 . 
Finally, in a similar way as we d id in the previous Section we combine our results 
f r o m the cross-correlation of 2QZ QSOs w i t h centres of groups in the N G C w i t h 
Myers et al. results in the SGC and then we fit a model to our weighted average 
results (open circles, F ig . 3.19). Here our x2 f i t for the SIS velocity dispersion yields 
1060 k m s - 1 (xled ~ 1-3) again close to the value found by Myers et al . The SIS 
model is shown by the dot ted line in Fig . 3.19. The N F W profile i n this case yields 
a mass of M^z = 1.0 x 1 0 1 5 h - l M Q w i t h xled = 1-5. 
3.9 Discussion + Conclusion 
Using a photometric QSO sample which was extracted by the same method as tha t 
of Scranton et al. we have investigated the reasons that their results appear different 
f r o m Myers et al. (2005), giving a lower anti-correlation signal. 
We first cross-correlated our D R 1 SDSS QSO sample w i t h galaxies (g < 21) 
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Figure 3.19: Our weighted average results for both the N o r t h and South strips are 
shown by the f i l led circles and the f i t to them by the dot ted line. The x2 fit for the 
cross-correlation of our D R 1 QSOs and centres of groups i n the 5 areas (corrected for 
1.8% contamination) is shown by the solid line. 2QZ results are s imilar ly represented 
by the open circles and the dot ted line. The long dashed line shows the best fitting 
N F W model profi le for the D R 1 QSO-group centres cross-correlation and the long-
short dashed line for the 2QZ QSO-group centres cross-correlation. 
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and found tha t our results are in reasonable agreement w i t h Myers et al. (2005) 
at least on scales larger than 1'. 2QZ QSOs and D R 1 QSOs cross-correlated w i t h 
the same g < 21 galaxy sample give consistent results on scales larger than 1'. The 
results of Scranton et al. show a smaller anti-correlation signal as expected f r o m 
the different galaxy sample ( r < 21) that they use. In the case of cross-correlations 
between QSO-galaxies in clusters, the results repeat the same pat tern in that we 
detected anti-correlation consistent w i t h the results of Myers et al . (2003) but at 
considerably higher S / N than for galaxies. 
Based on the low-redshift contamination in the 1 < zp < 2.2 photometric SDSS 
QSO sample as estimated in Chapter 2 (w 2% for z3 < 0.3 and « 4% for zs < 
0.6), we then corrected our D R 1 results and Scranton et al. results assuming these 
percentages of contaminat ion. Then comparing the autocorrelation results f r o m 
g < 21 and r < 21 galaxies we modif ied Myers et al. (2005) QSO-galaxy cross-
correlation results and we found tha t the observational results are actually in very 
good agreement. 
Therefore we have found that there are two reasons tha t Scranton et al. and 
Myers et al. results look different. The first is tha t the low-redshift contaminat ion 
in the photometr ic QSO sample has not been taken into account and the second 
is tha t the galaxy sample used in each analysis is different. When we account for 
these effects, we consider that the Scranton et al. SDSS results at faint magnitudes 
provide strong observational confirmation of the results of Myers et al. (2005, 2003) 
in the same QSO magnitude range. 
Correcting for low-redshift contamination also lowers the positive correlation 
claimed by Scranton et al. at bright magnitudes. However, i n the 17 < g < 19.0 
b in of Scranton et al. some positive signal is s t i l l seen even after contaminat ion 
correction, at an appropriate ampli tude to match the anti-correlation seen at fainter 
magnitudes. B u t the strong anti-correlation seen at QSO l i m i t g < 21 suggests 
that the relevant slope for g < 19 QSO samples (/?' = 0.564) is close to the cr i t ical 
P' = 0.4 slope found at 19 < g < 20. This means that l i t t l e positive correlation is 
expected in this magnitude range despite the strong anti-correlation seen at fainter 
QSO magnitudes. We note that for cluster/group lensing the relevant slope may 
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be in the n (m) bin fainter than the QSO l i m i t because this is where the QSOs sit 
before magnif icat ion. 
This then leaves the question of why Myers et al. require a strong anti-bias 
of b « 0.1 in the standard cosmology to explain the fa int QSO anti-correlation 
whereas Scranton et al. require b « 1. We have noted tha t Scranton et al. use 
a more complicated analysis than that of Myers et al. (2005), using the H O D of 
Zehavi et al. (2005). However, the H O D that they use appears to have b « 0.6 — 1 
in the region of interest and i t appears d i f f icu l t to explain away the factor of 6 — 10 
discrepancy by other subtleties in the H O D approach. Moreover, Guimaraes, Myers 
and Shanks (2005) used mock galaxy catalogues w i t h 6 ^ 1 derived f r o m the Hubble 
Volume simulat ion using standard parameters and confirmed that models w i t h b « 1 
are a factor of « 10 away f r o m explaining the QSO magnif icat ion data. 
W i t h the SDSS results now observationally conf i rming the 2QZ results, we believe 
that QSO lensing has now come of age. We note there remain discrepancies w i t h 
the 6 « 1 results found f r o m weak-lensing cosmic shear results. However as noted 
by Hi ra ta &; Seljak (2004) there are serious potent ia l problems w i t h weak lensing 
shear results i n tha t the effects of intrinsic galaxy alignments are d i f f i cu l t , i f not 
impossible, to eliminate f r o m the shear analysis. I t is impor tan t to reconcile the 
QSO magnif icat ion and weak shear results for i f i t proves tha t our QSO magnif icat ion 
results are more accurate then the consequences for cosmology would be significant. 
For example, Shanks (2007) has noted the potential impact of the QSO magnif icat ion 
results on the interpretat ion of the acoustic peaks in the C M B . 
Chapter 4 
QSO-LRG 2-Point 
Cross-Correlation Function and 
Redshift-Space Distortions 
4.1 Introduction 
Useful constraints on the nature of QSOs can be drawn from even the simplest mea-
sure of QSO clustering, the amplitude of the real-space 2-point correlation function. 
For example, measuring QSO clustering on small scales can constrain models of 
galaxy mergers and quasar formation (Myers et al. 2007). Furthermore, the red-
shift evolution and luminosity dependence of the QSO bias can be studied. Recent 
work on the clustering dependence of the QSO bias on redshift suggested evolution of 
the 2QZ QSO bias (Croom et al. 2005). However, the fact that the most luminous 
QSOs lie at high redshifts, while the faintest are at low redshifts, made it diffi-
cult to study how QSO properties depend on luminosity. Surveys such as 2SLAQ, 
that span a wide range of QSO luminosities, have broken that redshift-luminosity 
degeneracy and revealed little QSO clustering dependence on luminosity, at fixed 
redshift (da Angela et al. 2008). Moreover, the amplitude of the QSO clustering is 
correlated with the average mass of the halos associated with the QSOs, providing 
indications of QSO lifetimes and making it possible to constrain QSO evolutionary 
models (Croom et al. 2005, da Angela et al. 2008). 
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Redshift space distortions of the clustering pattern also contain dynamical infor-
mation on the QSO bias that are independent of any assumption about underlying 
mass clustering. The clustering is affected at small scales by the rms velocity dis-
persion of QSOs along the line-of-sight (Fingers of god) and, second by dynamical 
infall of matter into higher density regions, which causes a flattening of the clus-
tering pattern in the redshift direction. In addition to these dynamical distortions, 
geometrical distortions are introduced if a wrong cosmological model is used in or-
der to convert the observed redshifts into comoving distances. They therefore also 
constrain, more weakly, the value of the cosmological density parameter, f 2 m . 
In the linear regime of clustering, dynamical infall is governed by the parameter 
0 = £l°m6/b- (Peebles, 1980, Kaiser 1987, Loveday et al. 1996, Matsubara & Suto 
1996, Matsubara h Szalay 2001, Peacock et al. 2001, Hoyle et al. 2002, da ingela 
et al. 2008, Ross et al. 2007). In recent years, measurements of QSO clustering 
(da ingela et al. 2008) yielded a 0QSo(z = 1-4) = 0 .60 l£n a n d bQSo(z = 1.4) = 
1.5 ± 0.2 for a combined sample of QSOs from the 2dF QSO Redshift Survey (2QZ, 
Croom et al. 2004) and the 2dF-SDSS LRG and QSO Survey (2SLAQ, Cannon 
et al. 2006). Ross et al. 2007 performed similar measurements on the 2SLAQ 
Luminous Red Galaxies (LRGs) clustering and found 0LRG{Z = 0.55) = 0.45^05 
and bLRG{z = 0.55) = 1.66 ± 0.35. 
In this Chapter we use QSOs from the 2QZ, 2SLAQ and SDSS (DR5) surveys 
and LRGs from 2SLAQ and AAOmega first to study the dependence of QSO-LRG 
clustering amplitude on QSO luminosity. We also measure QSO-LRG redshift dis-
tortions to estimate the dynamical infall parameter, 0. These surveys provide large 
numbers of QSOs and LRGs with a range of luminosities at fixed redshifts. So our 
results, for example on QSO bias, should be statistically improved over those from 
QSO-QSO clustering. Moreover, we use photometric LRG samples, which are signif-
icantly larger than the spectroscopic ones and measure QSO 2-D correlation function 
amplitudes, using Limber's formula to convert to 3-D real-space measurements. 
In Section 4.2 we describe the QSO and LRG samples we use in our measure-
ments. In Section 4.3 we present results from the 2-point cross-correlation func-
tion u{6), in Sections 4.4 and 4.5 we show our results for the redshift-space cross-
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correlation function, £ 3 , and the semi-projected cross-correlation function, wp(o)/a, 
respectively. Section 4.6 has our results for the real-space cross-correlation function 
and in Section 4.7 we present our £(cr, T T ) results, model the redshift-space distor-
tions and estimate the QSO infall mass and bias. We also study, in Section 4.8, the 
dependence of the redshift-space cross-correlation function, the QSO bias and the 
mass of the QSO-LRG Dark Matter Haloes (MDMH) on QSO luminosities at fixed 
redshifts. Finally, in Section 4.9 we present our conclusions. 
4.2 Data 
4.2.1 Spectroscopic data 
Our spectroscopic LRG sample is taken from the 2SLAQ and consists of 8,656 LRGs 
within 0.35 < z < 0.75 (that is the 'Gold Sample' of Ross et al. 2007, see their Fig. 
1 for the LRG distribution). 5,995 LRGs are in the Northern strip (sectors a, b, c, 
d, e, from Fig. 1 of Ross et al.) and 2,661 LRGs in the Southern strip (sector s). 
Our QSOs are taken from three spectroscopic samples; the NGC of 2QZ, the 
NGC+SGC of 2SLAQ and the Data Release 5 (DR5) of SDSS. The QSO red-
shift range mainly used in our analysis is the same one as for the 2SLAQ LRGs 
(0.35 < z < 0.75). The 2SLAQ QSOs have the same distribution on the sky as 
the spectroscopic 2SLAQ LRGs (see Fig. 2 of da Angela et al.). The 2QZ and 
SDSS QSOs cover only the NGC of the 2SLAQ LRGs. The brightest of our QSO 
samples is from SDSS, which consists of QSOs with i A B < 19.1. Our 2QZ sample 
consists of QSOs with 18.25 < bj < 20.85 and the 2SLAQ sample of QSOs with 
18.0 < g < 21.85. After matching the QSO and spectroscopic 2SLAQ LRG areas 
we get the numbers shown in Table 4.1. 
4.2.2 Photometric data 
For measuring the 2-point angular cross-correlation function, w(6), we can also use 
larger, photometric LRG samples from the 2SLAQ and the AAOmega surveys. For 
the AAOmega LRGs we have followed the selection criteria of Ross et al. (2007). 
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Table 4.1: The numbers of spectroscopic QSOs and spectroscopic 2SLAQ LRGs. 
2SLAQ area (0.35 < z < 0.75) 
QSOs LRGs 
2SLAQ 699 8,656 
2QZ 307 5,995 
SDSS 218 5,995 
Table 4.2: The numbers of spectroscopic QSQs and photometric LRGs. 
2SLAQ area (0.35 < z < 0.75) AAOmega area (0.45 < z < 0.90) 
QSOs LRGs QSOs LRGs 
2SLAQ 503 19,300 786 23,836 
2QZ 1,048 32,188 1,265 40,060 
SDSS 7,395 468,416 7,083 571,676 
The numbers for these LRG data sets and the new matched QSO samples are shown 
in Table 4.2. We should mention here that in the case of photometric 2SLAQ 
and AAOmega LRGs with the 2SLAQ QSOs we did not perfectly match the two 
areas. The photometric 2SLAQ LRG area is a rectangle (137.5° < ra < 230.0°, 
-1 .25° < dec < 1.0°) which covers the whole NGC of 2SLAQ, including the gaps 
in between the sectors a, b, c, d, e, whereas the 2SLAQ QSOs have the distribution 
mentioned in the previous Section. This slight mis-match does not affect our results, 
but is the reason that, in Table 4.2, photometric 2SLAQ LRGs matched with 2SLAQ 
QSOs appear more numerous than the spectroscopic 2SLAQ LRGs matched with 
2SLAQ QSOs in Table 4.1 (19,300 vs. 8,656). Furthermore, the 2SLAQ QSO set, 
in the 2SLAQ photometric area, is smaller than that in the 2SLAQ spectroscopic 
area (503 vs 699) because in the photometric case we do not use the SGC part of 
2SLAQ (sector s). 
The redshift distribution of all the QSO samples, in a redshift range of 0.0 < 
z < 1.0 is shown in Fig. 4.1. The 2SLAQ and 2QZ distributions are, as expected, 
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Figure 4.1: The solid line shows N(z) for the 2SLAQ, the dashed line for the 2QZ 
and the dotted line for the SDSS QSO samples. The 2SLAQ and 2QZ distributions 
are, as expected, very similar. The SDSS distribution is flat, in the 2SLAQ and 
AAOmega redshift ranges we are interested in. 
very similar. The SDSS distribution is roughly flat, in the redshift range we are 
interested in, although we note a peak at z ~ 0.2 which is outside our region of 
interest. Fig. 4.2 shows the redshift distribution of our 2SLAQ LRG sample. 
4.3 Q S O - L R G angular cross-correlation function 
4.3.1 Cross-correlation and error estimators 
In this Section we first estimate the 2SLAQ QSO-2SLAQ LRG and 2QZ QSO-2SLAQ 
LRG angular cross-correlation functions w(9) using our spectroscopic samples, both 
for QSOs and LRGs. We then cross-correlate our photometric 2SLAQ and AAOmega 
LRG samples with 2SLAQ, 2QZ and SDSS (DR5) QSOs. The estimator we use is 
given by equation 1.44, where n r a n is the number of points in our random cata-
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Figure 4.2: N(z) for the 2SLAQ LRG sample. 
logue, ridata is the number of LRGs, DD(9) are QSO-LRG pairs and DR{6) are the 
QSO-random point pairs counted at angular separation x = 6. 
Our spectroscopic LRG random catalogue is the same as that described by Ross 
et al. 2007 (with 20 x more randoms than LRGs) whereas the photometric 2SLAQ 
and AAOmega LRG random catalogues contain ~ 11 x more randoms than LRGs. 
Coverage completeness and spectroscopic completeness are taken into account in the 
construction of all random catalogues. 
The accuracy of the errors on our measurements plays an important role, partic-
ularly when we use our results to model the redshift-space distortions in Section 4.7. 
For that, the error estimator we use throughout this Chapter is the Field-to-Field 
estimator given by equation 1.48. In order to calculate the Field-to-Field errors we 
have divided the 2SLAQ area into 4 approximately equal areas. 
2SLAQ LRGs 
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4.3.2 w(6) results from the redshift samples and correction 
for fibre collision 
Fig. 4.3 shows our angular correlation results when we cross-correlate 2SLAQ QSOs 
with spectroscopic 2SLAQ LRGs. Filled circles show the results when we cross-
correlate our entire 2SLAQ QSO sample with the 2SLAQ LRGs. Open circles show 
the results from 2SLAQ QSOs in the redshift range of 1.0 < z < 2.2 cross-correlated 
with the same LRG sample. Finally, triangles show the results when we use 2SLAQ 
QSOs in the redshift range of 0.35 < z < 0.75. The fibre collision problem affects 
our results as can be seen from the anti-correlation we find, in all cases, between our 
QSOs and LRGs on small scales. The results are very similar when we use 2SLAQ 
QSOs in the whole redshift range and within 1.0 < z < 2.2. The anti-correlation 
amplitude is increased when we use our low redshift QSO sample, which also shows 
an increased fibre effect, but its statistical significance is smaller as the sample is 
much smaller than the other two. Now, we shall use these results in order to correct 
our 2-D and 3-D results, for fibre collisions. 
We shall base our correction on the Hawkins et al. (2003) expression, i.e. 
w ' = T T V ( 4 1 ) 
wp is the cross-correlation results when our samples come from the input catalogue 
and in our QSO-LRG case wp = 0 if there is no redshift overlap between QSOs and 
LRGs and assuming no lensing. wz represents the cross-correlation results from the 
2SLAQ catalogue and these are the results shown in Fig. 4.3. The correction should 
therefore be 
W j = - ± — . (4.2) 
1 + wz 
Next, we determine wz based on the measurements shown in Fig. 4.3. As already 
noted, on small scales (< 2'), we see the anti-correlation caused by the fibre effect. 
We also note a small positive bump on scales up to ~ 80'. This bump is expected 
to be caused by physical QSO-LRG cross-correlations for the 0.35 < z < 0.75 range 
(triangles) and also to a lesser extent in the unrestricted redshift range (closed 
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circles). The cause of small positive excess seen at the 1.0 < z < 2.2 could be due to 
the fibre collision effect. If we include this small positive bump in the fibre correction, 
our £(s) cross-correlation measurements do not change. Therefore, this bump will 
be ignored when we present our 3-D results in the next Section. Nevertheless, 
the feature's effect is larger for the 2SLAQ QSO-2SLAQ (photometric) LRG w(6) 
measurements which will be presented later (Fig. 4.5) and it will be taken into 
account there. 
Finally, Fig. 4.4 shows our results when we cross-correlate 2QZ QSOs with 
spectroscopic 2SLAQ LRGs. No fibre collision effect is expected in this case since 
2QZ QSOs had higher priority than 2dFGRS galaxies for spectroscopic observations. 
Thus there is no issue of fibre incompleteness (see also, e.g., Myers et al. 2003). The 
reason for performing these measurements is to see if we can detect any signal in 
the case of the overlapped redshift range (triangles). Although the results when we 
use 2QZ QSOs in 1.0 < z < 2.2 range (open circles) seem to give a null average 
signal as expected, in the case of the common QSO-LRG redshift range (triangles) 
the samples are small and the results appear too noisy to draw any statistically 
significant conclusions. 
4.3.3 Results from the photometric samples 
Before we proceed to measure the redshift-space cross-correlation function, we shall 
repeat our w(8) measurements, cross-correlating our spectroscopic QSO samples 
from SDSS, 2QZ and 2SLAQ with the photometric LRG samples, which were pre-
sented in Section 4.2.2 and Table 4.2. The purpose of these measurements is to see 
how the LRGs correlate with bright and faint QSOs and then use Limber's formula 
to convert these 2-D measurements into 3-D real-space measurements and compare 
them with our results from the spectroscopic samples (Section 4). 
The results using 2SLAQ photometric LRGs are shown in Fig. 4.5 (filled circles 
are corrected for fibre collisions, from 0.1' < 6 < 100', i.e. including the bump in 
Fig. 4.3) and the results using the AAOmega photometric LRGs are shown in Fig. 
4.6. We should note that neither the AAOmega nor the 2SLAQ results have been 
corrected for stellar contamination of the LRGs ( ~ 15% in AAOmega and « 5% in 
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Figure 4.3: 2SLAQ QSO-2SLAQ (spectroscopic) LRG cross-correlation results. 
There are (9,044) 2SLAQ QSOs in the whole redshift range (filled circles), 6,002 
2SLAQ QSOs between 1.0 < z < 2.2 (open circles) and 699 2SLAQ QSOs with 
redshift range 0.35 < z < 0.75. The 2SLAQ (spectroscopic) LRG sample consists of 
8,656 LRGs. The solid line shows our best fit to the results (filled circles) on small 
scales (9 < 2'). 
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Figure 4.4: 2QZ QSO-2SLAQ LRG cross-correlation results. There are (2,854) 2QZ 
QSOs ('11' quality) in the whole redshift range (filled circles), 1,699 2QZ QSOs 
between 1.0 < z < 2.2 (open circles) and 307 2SLAQ QSOs with redshift range 
0.35 < z < 0.75. The 2SLAQ (spectroscopic) LRG sample consists of 5,995 LRGs 
(NGP). 
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Figure 4.5: QSO-2SLAQ (photometric) LRG cross-correlation results. The 2SLAQ 
QSO-2SLAQ (photometric) LRG results (filled circles) have been corrected for fibre 
collisions. We have also plotted the fits to these measurements. 
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Figure 4.6: QSO-AAOmega (photometric) LRG cross-correlation results. We have 
also plotted the fits to these measurements. 
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2SLAQ). In both cases, triangles show the results using SDSS QSOs, filled circles 
using 2SLAQ QSOs and open circles using 2QZ QSOs. The 9Q and r 0 values from 
the fits (in the range 0.1'-100' ) to these measurements are also shown. We note, 
that both results show a slightly steeper slope for the brightest QSO sample (SDSS, 
7 = —0.8 ± 0.1) compared to the other QSO samples. 
Comparing our w(9) results from 2QZ QSO-spectroscopic LRGs (triangles of 
Fig. 4.4) with those from 2QZ QSO-photometric LRGs (open circles of Fig. 4.5) 
we note that the latter shows a positive signal whereas the former shows no signal, 
at least on small scales, and appears to be noisy. This is probably because the 2QZ 
QSO sample is much larger ( « 3x) in the photometric LRG area (Table 4.2) than 
it is in the spectroscopic LRG area (Table 4.1). 
4.4 3-D cross-correlation functions, £(s) and £(r) 
In this Section we present our results for the QSO-LRG redshift-space cross-correlation 
function, £(s), for different QSO and LRG samples. Fig. 4.7 shows the results 
using our 2SLAQ QSO-2SLAQ (spectroscopic) LRG samples. Our 2SLAQ QSO 
sample consists of QSOs with the same average redshift as the 2SLAQ LRGs, i.e. 
0.35 < z < 0.75. Filled circles show the results when the fibre collision effect is not 
taken into account and open circles show the results when the fibre collision is taken 
into consideration, as described in the previous Section. As we can see the effect is 
bigger on small scales (i.e. s < 3h - 1 Mpc) than i t is on larger scales. 
We also repeat this redshift-space cross-correlation measurement using the 2QZ 
and the SDSS QSO samples, both within a redshift range of 0.35 < z < 0.75, and 
spectroscopic 2SLAQ LRGs. As already mentioned, the 2QZ survey has a brighter 
magnitude limit than 2SLAQ, i.e. bj = 20.85 instead of bj = 21.85. The brightest 
of the three samples is that from SDSS {IAB < 191)- Our results are shown in 
Fig. 4.8. On small scales, < 5h _ 1 Mpc we can see the suppression of £(s), due to 
the non-linear redshift-space distortions (small-scale peculiar velocities, < w2z >1/'2). 
The effect is less for SDSS, possibly because SDSS uses narrow lines to determine 
redshifts for QSOs at low redshift and [OIII] 5007 is seen for the whole redshift 
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Table 4.3: r0 and 7 values from the fits on the QSO-2SLAQ (photometric) LRG 
£(r) measurements. 
0 0 
photometric 2SLAQ LRGs 
2SLAQ QSOs 2QZ QSOs SDSS QSOs 
7.5+_°0j S.Offi 7.018:3 
- 7 i . 7 t « i.7±S:i i.8tg:l 
range in question for SDSS spectra. 2SLAQ/2QZ redshifts are purely template fits 
and so will instead be driven by the broad lines. On larger scales the results are in 
good statistical agreement, regardless of the brightness of the QSO sample. This 
agreement is also confirmed by the fits to these measurements (Table 4.4). Since the 
results are affected by the 'Finger of god' effect on small scales, the fits are applied 
on 5 —25h _ 1Mpc scales. The agreement between the £(s) results, suggests that QSO 
bias is also independent of QSO luminosity since the QSOs span a range of more 
than 2 magnitudes at fixed redshift. 
To further check our observations, we use Limber's formula (Limber 1953, Ru-
bin 1954) and following Phillipps et al. (1978) we calculate the real-space cross-
correlation function, £(r) from our previous (Section 4.3.3) w(9) measurements from 
the photometric LRG samples. The fits appear in Fig. 4.9 and in Table 4.3. The 
black solid line ( r 0 = 7.5 ± 0.3,7 = 1-7 ± 0.2) is the fit using the 2SLAQ QSO-
2SLAQ LRG sample, the dotted line ( r 0 = 8.0 ± 0.4,7 = 1.7 ± 0.2) using the 2QZ 
QSO-2SLAQ LRG sample and the dashed line ( r 0 = 7.0 ± 0.3,7 = 1-8 ± 0.1) using 
the SDSS QSO-2SLAQ LRG sample. The blue lines are the fits using our QSO sam-
ples with AAOmega LRGs. Once again, we note that the results are approximately 
independent of the luminosity of the QSO sample. 
In Fig. 4.8 we have plotted the fits from the QSO-2SLAQ (photometric) LRGs 
with the results from the spectroscopic 2SLAQ LRGs already discussed. This is a 
comparison between £(r) (photometric) and £(s) (spectroscopic) results. As we can 
see from Fig. 4.8 the agreement is not good at small scales (< 5h _ 1 Mpc) but this 
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Table 4.4: s 0 and 7 values from the fits on the QSO-2SLAQ (spectroscopic) LRG 
£(s) measurements, on scales of 5-25h _ 1Mpc. 
as) 
spectroscopic 2SLAQ LRGs 
2SLAQ QSOs 2QZ QSOs SDSS QSOs 
so 8.2io!i 8-olg:? 7 c+0.3 ' - ° - 0 . 2 
-<v 1 fi+02 7 J^-O-o.i 
1 7+0.2 
L - ' -0.1 
1 S + 0 - 2 
is due to non-linear redshift-space distortions (Finger of god) that affect £ ( s ) but 
not the £(r) measurements on small scales. A fairer comparison can be made on 
larger scales. Taking into account the 'Kaiser boost' (see equation 4.14, « 1.25 for 
(3 = 0.35, as we shall see next) we compare the fits (Tables 4.3 and 4.4) to the QSO-
2SLAQ (photometric) LRGs and QSO-2SLAQ (spectroscopic) LRGs, respectively. 
We see that they are in reasonable agreement. 
Finally, in Fig. 4.10 we compare our redshift-space measurements for QSO-
LRGs with QSO-QSO (da ingela et al. 2008) and LRG-LRG (Ross et al. 2007) 
measurements. Triangles show the 2QZ+2SLAQ QSO £(s) results, filled circles 
show the 2SLAQ LRG £(s) results and open circles show our results for the 2SLAQ 
QSO-2SLAQ (spectroscopic) LRG redshift-space cross-correlation. The fact that 
QSO-QSO and QSO-LRG results appear flatter than the LRG-LRG ones, on small 
scales, may be explained by the intrinsic dispersion and the redshift errors, which are 
higher for broad emission line QSOs than for LRGs (ss 650kms _ 1 vs. « SOOkms-1). 
This would affect mostly the QSO-QSO results and the least the LRG-LRG results, 
as observed. The QSO-LRG measurements should then lie in between the QSO-QSO 
and LRG-LRG measurements, as they do. On larger scales (> 5h _ 1 Mpc) the QSO-
QSO correlation amplitude appears lower than the LRG-LRG one. This implies that 
the QSO bias is smaller than the LRG bias. Assuming the model £ m r n = (see 
Section 4.7.2), the agreement between the QSO-LRG amplitude and the LRG-LRG 
amplitude would imply that 6q sa b^. So the overall conclusion is that f>g < 6/,. 
These issues will be further discussed in Section 4.8. 
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Figure 4.7: 2SLAQ QSO-2SLAQ (spectroscopic) LRG redshift-space cross-
correlation results. Filled circles show the results when the fibre collision effect 
is not taken into account and open circles show the results when the fibre collision 
is taken into consideration. As we can see the effect is bigger on small scales (i.e. 
s < 3h - 1 Mpc) than it is on larger scales. 
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Figure 4.8: QSO-2SLAQ LRG redshift-space cross-correlation results. Filled circles 
show the results when using 2SLAQ QSOs, open circles using 2QZ QSOs and t r i -
angles using SDSS DR5 QSOs (0.35 < z < 0.75, in all cases). A l l measurements 
have been made with spectroscopic 2SLAQ LRGs. The lines show the £(r) fits from 
the photometric samples, which appear to be in agreement with the spectroscopic 
results. 
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Figure 4.9: £(r) fits via Limber's formula following Phillipps et al. 1977, of our 
w(6) measurements from spectroscopic QSO samples with photometric 2SLAQ and 
AAOmega LRG samples. 
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Figure 4.10: Comparison of £ ( s ) measurements for QSO-LRGs w i t h QSO-QSO (da 
Angela et al . (2005) and L R G - L R G (Ross et al . 2006) measurements. Triangles are 
the 2 Q Z + 2 S L A Q QSO £( s ) results (0.3 < z < 2.2), filled circles show the 2SLAQ 
L R G £(s ) results and open circles show the results for the 2SLAQ QSO-2SLAQ 
L R G redshift-space cross-correlation. The solid line shows our \ 2 fit to the data 
f r o m 5 - 2 5 1 r 1 M p c , which gives s0 = 8.2 ± O . l h ^ M p c and 7 = l.6±°02v 
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Figure 4.11: The semi-projected cross-correlation func t ion results for the 2SLAQ 
QSOs-2SLAQ (spectroscopic) LRGs (f i l led circles), the 2QZ QSOs-2SLAQ (spectro-
scopic) LRGs (open circles) and SDSS QSOs-2SLAQ (spectroscopic) LRGs ( t r ian- . 
gles). We have also plot ted the f i ts f r o m the w(6) measurements of the photometric 
2SLAQ L R G sample, using Limber 's formula. 
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Figure 4.12: The semi-projected correlation func t ion results for the ( 2 Q Z + 2 S L A Q ) 
QSO (open circles) and the 2SLAQ L R G - L R G (triangles) f r o m da Angela et al . 
(2005) and Ross et al . (2007), respectively. The solid line shows our x2 fit to the 
data f r o m 5 - 2 5 1 r 1 M p c , which gives r 0 = 6 . 8 l g ; J h - 1 M p c and 7 = l J l g l 
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4.5 The semi-projected cross-correlation function 
I f s\ and s 2 are the distances of two objects 1, 2, measured in redshift-space, and 6 
the angular separation between them, then a and 7r are defined as 
7r = (s2 — Si) , along the line-of-sight (4.3) 
a = ( S 2 ~^Sl^0, across the line-of-sight. (4.4) 
The effects of redshift d is tor t ion appear only in the radial component, 7r; integrat ing 
along the n direction, we calculate what is called the projected correlation func t ion , 
wp(a) 
poo 
w>p(a) = 2 / £(<7,7r)d7r. (4.5) 
JO 
I n our case we take the upper l i m i t of the integrat ion to be equal to n m a x = 
7 0 h - 1 M p c . This l i m i t has been chosen to minimise the effect of the small-scale 
peculiar velocities and redshift errors (da Angela et al . ) . I f we include very large 
scales, the signal becomes dominated by noise and, on the other hand, i f we take 
our measurements on very small scales the ampli tude w i l l be underestimated. Now, 
since wp(a) describes the real-space clustering, the last equation can be wr i t t en in 
terms of the real-space correlation funct ion , £ ( r ) , (Davis &; Peebles, 1983), i.e. 
f P ( * ) = 2 / n l K ' dr (4.6) 
Calculat ing the projected cross-correlation func t ion wp(a) w i l l help us estimate the 
real-space cross-correlation func t ion , £ ( r ) . The r 0 f r o m the wp(a)/a f i t s is estimated 
using the fol lowing equation: 
where T(x) is the Gamma funct ion . 
F ig . 4.11 shows our wp(a)/a measurements f r o m the different QSO samples 
cross-correlated w i t h the spectroscopic 2SLAQ LRGs. Fi l led circles show the results 
4.6. T h e real -space cross -corre la t ion funct ion 91 
using 2SLAQ QS0s-2SLAQ LRGs, open circles using 2QZ QSOs-2SLAQ LRGs 
and triangles SDSS QSOs-2SLAQ LRGs. We see tha t the semi-projected cross-
correlation func t ion confirms our results in redshift-space, i.e. the measurements 
are in agreement regardless of the luminosi ty of the QSO sample. This can also 
be confirmed by the f i ts to these measurements shown in Table 4.5. As for the 
£ ( s ) case, we also include the f i t s f r o m the w(9) measurements of the photometr ic 
2SLAQ L R G sample, using Limber 's formula. The photometr ic f i ts are, again, in 
good agreement w i t h the spectroscopic measurements, fur ther support ing the idea 
tha t the cross-clustering is independent of QSO luminosity. 
Fig . 4.12 shows the wp(a)/a results for the 2SLAQ QSO-LRGs (f i l led circles). 
As in the previous Section, we have also included the semi-projected correlation 
func t ion results for the ( 2 Q Z + 2 S L A Q ) QSO (open circles) and the 2SLAQ L R G -
L R G (triangles) f r o m da Angela et al. (2006) and Ross et al. (2007), respectively. 
We note that , at small scales ( < 3 h _ 1 M p c ) , although the results are noisier than 
for the £ (s ) measurements, QSO-LRG and QSO-QSO measurements have a sl ightly 
smaller ampli tude than the L R G - L R G one but to a much lesser degree than in 
the £ (s ) measurements. This confirms our previous explanation tha t the ampli tude 
difference in the redshift-space measurements at small scales is due to the QSO 
redshift errors, an effect which does not affect the wp(a)/a measurements. On 
larger scales, wp(a)/a measurements conf i rm our previous observations for lower 
QSO-QSO ampli tude comparing w i t h the QSO-LRG and the L R G - L R G ampli tude. 
Finally, the solid line shows our x 2 fit to the QSO-LRG data f r o m 5 - 2 5 h _ 1 M p c 
(for consistency reasons w i t h the £ ( s ) fits), which gives r 0 = 6 . 8 + o 3 h _ 1 M p c and 
-y = 1.7^o!3- This is similar to the (2SLAQ) L R G - L R G auto-correlation ampli tude 
( r 0 = 7.45 ± O ^ h ^ M p c ) and bo th are higher than the ( 2 Q Z + 2 S L A Q ) QSO-QSO 
ampli tude ( r 0 ^ 5 . 0 h _ 1 M p c ) at z = 1.4. 
4.6 The real-space cross-correlation function 
Using the results f r o m the projected cross-correlation func t ion , described in the 
previous Section, and fol lowing Saunders et al . 1992, we can calculate the real-
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Table 4.5: r 0 and 7 values f r o m the fits on the wp(a)/a measurements, on scales of 
5-25h" 1 Mpc. 
w p { a ) / a 
spectroscopic 2SLAQ LRGs 
2SLAQ QSOs 2QZ QSOs SDSS QSOs 
ro 6.8±°: 3 6.ol8:J 6-318:? 
"7 1.71S3 1 5 +
0 1 
i - ° - 0 . 2 
1-818:1 
Table 4.6: r 0 and 7 values f r o m the fits on the £ ( r ) measurements, on scales of 
5-25h- 'Mpc. 
spectroscopic 2SLAQ LRGs 
2SLAQ QSOs 2QZ QSOs SDSS QSOs 
r0 7 n
+ 0 - 2 
'- u-0.1 
7 n+o.3 
' u -0 .3 
c cx+0.4 
O.O_0 2 
- 7 0 -1+0.2 ^ - O . l 1 fi
+CU 
i - ° - o . i 
9 O+0.2 
^• o-0.3 
space cross-correlation func t ion , £ ( r ) , as follows: 
«r) = - i r * ^ * , . (4.8) 
^ 7r V(CT2 - r 2 ) 
Assuming a step func t ion for wp(a) = W{, 
f w . - l ^ a ^ ^ ^ ^ 1 ^ ) , (4.9) 
for r = <7j. 
The QSO-2SLAQ (spectroscopic) L R G real-space results are shown in Fig . 4.13. 
I n the same Figure we have also plot ted the £ ( r ) fits f r o m the QSO-photometric 
L R G w(6) measurements, described in Section 4.4. A l l the samples seem to give 
consistent results al though, as already mentioned, these £ ( r ) measurements f r o m the 
spectroscopic samples are very noisy and no significant conclusions can be drawn. 
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Figure 4.13: The real-space cross-correlation func t ion , £ ( r ) , results for our different 
samples. The dashed lines show the f i ts f r o m the QSO-photometric L R G w{6) 
measurements. 
Finally, Table 4.6 shows the r 0 and 7 values f r o m the f i ts to the spectroscopic 
samples, on scales of 5 < r < 2 5 h _ 1 M p c . 
4.7 Contraints on ft from redshift-space distor-
tions 
4.7.1 The £(<7,7r) cross-correlation function 
As already noted, QSO-LRG velocity dispersion and their dynamical in fa l l into 
higher density regions are two mechanisms tha t dis tor t the spherically symmetric 
clustering pat tern in real space. We measure the £(cr, ir) cross-correlation func t ion 
in the case of 2SLAQ, 2QZ and SDSS QSOs w i t h the (spectroscopic) 2SLAQ LRGs. 
The purpose is to use the shape of the £(cr, n) and our previous £ measurements 
in order to model the redshift-space distortions and pu t constraints on 0. Fig. 
4.14 shows a comparison between our 2SLAQ QSO-2SLAQ L R G ((a, IT) (solid line) 
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results and the results using our model I (dashed line, see below). As we can see, 
model I is in very good agreement w i t h the data both on small and large scales. 
4.7.2 Description of £(cr, 7r) models 
To place constraints on the infa l l parameter we model the redshift-space distortions 
measured above. First , we define our models for bias, 6, and infa l l parameter /?, 
Um = ^ r , (4 . io ) 
OQOL 
where 6Q and bi are the QSO and L R G bias, respectively, given by 
QO-6 no.e 
* ( 4 1 1 ) 
where PQ and 0L are the QSO and L R G infa l l parameter, respectively and Clm is 
given in a f l a t universe as 
S&Q. + zf 
U m [ Z ) Q ^ ( l + z)3 + f]0-
In our analysis in this Section we shall use two models. M o d e l I is the one used 
in da Angela et al. modif ied accordingly to match our cross-correlation analysis, 
instead of the auto-correlation (QSO-QSO) which was used in tha t study. 
I n general, the power spectrum in real and redshift space is given by (Kaiser 
1987) 
Ps(k) = (l + (3(z)nl)2Pr(k)} (4.13) 
and the similar relation between £ ( r ) and £(s ) is (Hami l ton 1993) 
« ' > - T T p l w - ( 4 ' 1 4 ) 
where P3(k) is the power-spectrum in redshift-space, PT(k) is the power-spectrum 
in real-space, and ^ is the cosine of the angle between the wavevector k and the 
line-of-sight. Equat ion 4.13 can also take the fo rm, 
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Figure 4.14: A comparison between our 2SLAQ QSO-2SLAQ L R G £(a,n) (solid 
line) results and the results using our Model I (dashed line). As we can see, model 
I is i n very good agreement w i t h the data bo th on small and large scales. 
\i is now the cosine of the angle between r and n, P;(/ i) are the Legendre poly-
nomials of order / and £o( r)> &(r) and £ 4 ( r ) being the monopole, quadrupole and 
hexadecapole components of the linear £ ( r ) . 
I n our analysis there are two in fa l l parameters, (3Q and 0L, one for QSOs and one 
for LRGs. Therefore, equations 4.14, 4.13 and 4.15 (Jiang, pr iv . communication) 
should be modif ied as follows: 
P(z) + -P(z)2 6(r)P 2(M) 
(4.15) 
€ ( 0 = (4.16) 
1 + WQ{Z) + PL{Z)) + \PQ{Z)(3l{Z) 
Ps{k) = (1 + 0Q(z)li2k)(l + PL(zhl)Pr(k), (4.17) 
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fa,«) = (^ + \{0Q{z)+0L{z))+l-0Q{z)0L{z)^Ur)P^) 
' - f ( / W + & ( * ) ) + \PQ(Z)02{Z)\ 6 (r )P 2 (^) 
+ ^ Q { z ) 0 L { z ) U r ) P ^ ) , (4.18) 
The problem w i t h this formal ism is tha t the model only constrains the sum of the 
infa l l parameters, i.e. 0Q + 0L, and not to each of them individual ly . So, in what 
follows we keep 0L constant using the value found by Ross et al. , 0i = 0.45 ± 0.05, 
and use the model to constrain the QSO infa l l parameter 0Q. 
Now, the magnitude of the elongation along the 7r-direction of the £(cr, n) plot 
caused by the peculiar velocity of the object is denoted by < u\ > 1 / ' 2 , which can be 
expressed by a Gaussian (Ratcl i ffe et al. 1996), as 
/ ( « * ) = 1 i f l ^ - L K I / . ) - ( 4 I 9 ) 
V27T < U)\ > 1 / 2 2 < 
To include the small scale redshift-space effects due to the random motions of galax-
ies, we convolve the £ ( < T > 7 r ) model w i t h the peculiar velocity d is t r ibu t ion , given by 
equation 4.19. Then, £(cr, TT) is given by 
/
+oo 
£'(a, 7T - ut(l + z)/H(z))f(uz)dujz, (4 . 20) 
•oo 
where £ ' ( c r i 7 r — + Z ) / H { z ) ) is given by equation 4.15. 
Finally, we exploit the Alcock—Paczynski effect (Alcock & Paczynski 1979) which 
says tha t the rat io of observed angular size to radial size varies w i t h cosmology 
(isotropic clustering). I f we assume tha t the cluster is isotropic, then we can con-
strain the cosmological parameters by requiring tha t they produce equal tangential 
and radial sizes. I n our case the angular and the radial size are a and ir. Following 
the application of the test and assumed cosmology as used by da Angela et al. and 
using their f i t t i n g procedure we obtain our results (see below). I n particular, we 
use the 7 values f r o m our f i ts to £ ( s ) , let r 0 and the velocity dispersion vary as free 
parameters and compute the x2 values for each f i ^ — 0{z) pair. 
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The second model (model I I ) is as follows. £(cr, 7r) is now defined as (Peebles 
1980, Hoyle 2000) 
/
+oo 
( l + £ ( r ) ) / ( u ; , ) d u , z , (4.21) 
•oo 
where the f(u>z) is given, as before, by equation 4.19. Next we introduce the in fa l l 
velocity of the galaxies, v(rz), as a func t ion of the real-space separation along the 
7r direction, rz. This can be derived f r o m the equation of conservation of particle 
pairs, which are w i t h i n a comoving separation r f r o m a mass particle, i.e. (Peebles 
1980) 
I f x2C(x, *)dx + - ) ^ r 2 ( l + r (r, t)Mr, t ) = 0, (4.22) 
6t J0 a ( t ) 
where a(t) is the scale factor. Assuming tha t ^ ( r ) is described by a power law model, 
we solve the above equation to f ind the in fa l l velocity of the particles, which is 
v(rz) = - - l _ n w W o - 6 g ( z ) r g q L ^ r ) • (4.23) 
3 - 7 bQbL + i;QL{r) 
We now modi fy equation 4.21 to include the effects of the bulk motions 
/
+oo 
(1 + a r ) ) f M l + z) ~ v{rz))duz. (4.24) 
•oo 
This is the model I I £(CT, 7r); we then follow the same implementat ion of the 
"Alcock-Paczynski" effect and f i t t i n g procedure as for model I . As in model I , we 
keep bi constant, using the same value as above (Ross et al . ) , i.e. /?/, = 0.45 ± 0.05 
and bL = 1.66 ± 0 . 3 5 . 
4.7.3 Results 
We now use our £(cr, IT) measurements f r o m the previous Section and the So and 7 
values f r o m the £ ( s ) fits shown in Table 4.4 to put constraints on (3Q and 6Q and 
< uz > 1 , / 2 , for each of the QSO samples. The results are shown in Table 4.7 and in 
Fig . 4.15. 
Comparing the results f r o m both models f r o m the three different QSO samples 
associated w i t h the same spectroscopic 2SLAQ L R G sample, we note tha t model 
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Figure 4.15: Likel ihood contours of 9Pm-(3{z = 0.55) for Q S O - 2 S L A Q LRGs, using 
model I ( lef t ) and I I ( r ight ) . The QSO samples are f r o m (top to bo t tom) 2SLAQ, 
2QZ and SDSS. The best f i t values are shown in Table 4.7. 
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Table 4.7: QSO 6Q, (3Q and < J\ > ^ 2 measurements f r o m modell ing the redshift-
space distortions. 
QSO 6 Q and PQ 
model I model I I 
2SLAQ 2QZ SDSS 2SLAQ 2QZ SDSS 
M -
n 0 6 N 
"m \ l - 6 6 t £ g 
1 oc+1.41 l OU_ 0 6 7 
1 or+0.88 
i - Z J -0 .46 
1 Q7+2.28 1 2 c ; + 1 - 7 4 i , l o - 0 . 3 2 
PQ 0 . 4 5 ^ ; | u - d d -0 .38 0.60±g;» 0.40lg;g o.6oi8:g 0 .65 l° ; f 7 
>V2 (krns" - 1 ) 630 560 670 750 720 710 
I gives sl ightly lower QSO-LRG velocity dispersions than model I I , bu t bo th are 
consistent ( ~ 6 2 0 k m s _ 1 and ~ 7 2 7 k m s _ 1 ) w i t h the expected < UJ2Z > 1 / 2 ~ 6 1 2 k m s _ 1 , 
produced by adding in quadrature QSO and L R G velocity dispersions f r o m previous 
QSO-QSO and L R G - L R G studies, which gave 8 0 0 k m s _ 1 and 3 3 0 k m s _ 1 , respectively. 
Comparison of 6g between the different samples (for bo th models) shows tha t the 
results are in good statistical agreement (Table 4.7). The best way to summarise 
the results is to average them. A l l six measurements (the three samples and the 
two models) give an average of 0Q = 0.55 ± 0.10 and bQ = 1.4 ± 0.2 at z=0.55, 
which is consistent w i t h the values found by da Angela et al . , (3Q = 0.60lo!n a n d 
bQ = 1.5 ± 0.2 at z=1.4 and bQ = 1.1 ± 0.2 at z ~ 0.6 (see their F ig . 13). 
4.8 QSO bias and halo masses 
4.8.1 QSO-LRG clustering dependence on luminosity 
Previous at tempts to study the dependence of clustering on luminosity, were not 
successful because of the redshift- luminosity degeneracy, as higher luminosi ty QSOs 
reside at higher redshifts. Combining QSOs w i t h large L R G samples provides the 
statist ical power to break this degeneracy. I n this Section, we shall t r y to examine 
i f and how the QSO-LRG clustering depends on QSO luminosity, at f ixed redshift . 
We f i rs t estimate the average absolute magnitude of each of our QSO samples, 
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Figure 4.16: £20 cross-correlation measurements of the three QSO samples w i t h 
2SLAQ LRGs. Fi l led symbols show the results using spectroscopic samples and 
open symbols using photometric ( L R G ) samples. 
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Figure 4.17: £20 cross-correlation measurements f r o m the three QSO samples w i t h 
(photometric) AAOmega LRGs. 
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as follows: 
Mbj = bj - 25 - 5logwdL + 2.5(1 + a') l o g 1 0 ( l + z) (4.25) 
where Mbj is the absolute magnitude of each QSO, bj (or g) is its apparent mag-
nitude, di is the luminosi ty distance (Mpc) tha t corresponds to the redshift z and 
the last term is the k-correction, where we have assumed a QSO spectral index 
a' = —1.0. We should note here tha t we treat the bj band (2QZ) as being equiva-
lent to the g band (2SLAQ, SDSS) (Richards et al . 2005). 
I n order now to check i f there is a dependence of QSO-LRG clustering on l u m i -
nosity we use the integrated correlation funct ion , as a more robust statistical tool 
(see da Angela et al .) . We calculate the integrated correlation func t ion up to scales 
of 2 0 h _ 1 M p c and normalise the result to the volume contained in a sphere w i t h 
radius of 2 0 h _ 1 M p c : 
The choice of the radius has been made for two reasons. The first is that the 
2 0 h _ 1 M p c scale is large enough to apply linear theory (Croom et al. 2005), and 
redshift-space distortions (finger of god or redshift errors) do not significantly affect 
the measurements. 
I n the case of the QSOs-2SLAQ (spectroscopic) LRGs we have estimated £20 v ia 
equation 4.26 using the £{s) measurements shown in Fig . 4.8. For the QSO-2SLAQ 
(photometric) and AAOmega LRGs we have substi tuted the £ ( s ) in equation 4.26 
w i t h the £ ( r ) fits shown in Fig. 4.9. The results using 2SLAQ LRGs (spectroscopic 
and photometr ic) are shown in F ig . 4.16 and using AAOmega LRGs are shown in 
Fig. 4.17. No conclusion can be drawn about the redshift evolution of the QSO-LRG 
clustering as the average redshift of the samples is too restricted. Al though the £20 
results using the AAOmega LRGs, show some indications tha t br ight QSOs (SDSS) 
cluster less w i t h LRGs than fa in t QSOs (2SLAQ) , the results using the 2SLAQ 
L R G samples (bo th spectroscopic and photometric) stay statist ically constant, thus 
conf i rming the results in the previous Sections, tha t the QSO-LRG clustering is 
independent of QSO luminosity. 
s as C20 
'20 
(4.26) 
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4.8.2 QSO bias 
Having tested the luminosity dependence of the QSO-LRG clustering, we now in -
vestigate the dependence of the QSO bias on the luminosity. Assuming tha t this 
bias is independent of scale, we calculate the QSO bias using: 
bQbL = — => bQ ss — - — — — , (4.27) 
£mm 0 L c f m m ( r , 20) 
where £ m m is the matter real-space correlation func t ion , averaged in 2 0 h _ 1 M p c 
spheres. I n the case of QSO-photometric LRGs we use our £ (r, 20) measurements 
as estimated before. For consistency, we use our wp(a) measurements (shown in 
Table 4.8) for the QSO-2SLAQ (spectroscopic) LRGs, since these measurements are 
less noisy than those for £ ( r ) . To estimate £ m m we use the values as estimated by 
da i n g e l a et al. (2008). For the case of QSO-AAOmega LRGs £ m m = 0.11 at 
(z ta 0.7) and in the case of QSO-2SLAQ LRGs £ m m = 0.12 (z « 0.55). Finally, we 
calculate the L R G bias for the AAOmega and 2SLAQ, based on the results shown 
in Table 5 of Ross et al . 2007 (AAOmega: r 0 = 9.03 ± 0.93 and 7 = 1.73 ± 0.08, 
2SLAQ: r0 = 7.45 ± 0.35 and 7 = 1.72 ± 0.06). We find, b L { A A Q ) = 2.35 ± 0.20 
and bi{2SLAQ) = 190 ± 0.08. The lat ter is in reasonable agreement w i t h the value 
found by Ross et al . , f r o m redshift-space distortions, b^SLAQ) = 1-66 ± 0.35. The 
derived QSO bias values for each case are shown in Tables 4.8 and 4.9 (as well as 
the corresponding @Q values) and in Figures 4.18 and 4.19. 
Comparing the values for the QSO biases f r o m the different samples, we note 
tha t the QSO biases using 2SLAQ L R G samples show indications for luminosi ty 
dependent QSO bias, in the sense tha t 6Q reduces for higher luminosi ty samples, at 
least in the case of spectroscopic 2SLAQ LRGs. The same pat tern is repeated when 
using AAOmega L R G samples. The spectroscopic samples yield lower 6Q values 
than the photometric samples. This is due to the fact tha t the ampli tude of the 
£ ( r ) measurements of the photometric samples is higher than the ampli tude of the 
wp(a) measurements of the spectroscopic samples (see F ig . 4.11). Combining the 
2SLAQ (photometric and spectroscopic) samples w i t h the photometric AAOmega 
samples we find bQ = 1 . 9 0 ± 0 . 2 2 , bQ = 1 . 8 5 ± 0 . 2 3 and bQ = 1 . 4 5 ± 0 . 2 6 , for 2SLAQ, 
2QZ and SDSS QSOs, respectively. Comparing now the values for the QSO bias 
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f r o m the spectroscopic 2SLAQ L R G samples w i t h those obtained in Section 4.7.3, 
we note that the ampli tude results, give an average of 6Q = 1.5 ± 0.1 which is i n 
very good agreement w i t h the average of bg = 1.4 ± 0.2 obtained f r o m the redshift-
space dis tor t ion results. Our measurements f ind an overall QSO bias of 6Q « 1.5 at 
z = 0.55 and Mbj « - 2 3 . 
I n Figures 4.18 and 4.19 we have also plot ted two points (stars), tha t are at low 
redshifts, taken f r o m Fig . 13 of da Angela et al. . The one w i t h Mbj ~ —24.0 at z ~ 
0.7 is in statistical agreement w i t h our 6Q values f r o m the AAOmega L R G samples, 
at the same mean redshift and brightness. The second one, w i t h Mbj — —22.9 
at z ~ 0.6, is lower than our 6Q values f r o m 2SLAQ L R G samples, at z = 0.55, 
but statist ically not rejected by them (at least not by those f r o m the spectroscopic 
samples). The overall impression is tha t our 6Q « 1.5 at z = 0.55 is i n agreement 
w i t h the values found by da Angela et al . , 6Q = 1.5 ± 0.2 at z = 1.4 and sl ightly 
higher than 6Q = 1.1 ± 0.2 found at z ~ 0.6. 
4.8.3 Dark Matter Halo Mass 
Since the bias of Dark Mat te r Halos is correlated to their mass ( M o & W h i t e 1996), 
we shall a t tempt to measure this mass {MDMH)- I n our analysis we shall fol low da 
Angela et al. and Croom et al. and assume an ellipsoidal collapse model, described 
by Sheth et al. (2001). Then the bias and the M D M H are related via 
b ( M D M H ) = i + - J — [ a ™ ( a u * ) + a™b(av2)l-e 
a"°oc{z) 
a i / 2 + 6 ( l - c ) ( l - f ) J 
where a = 0.707, b = 0.5 and c = 0.6. v is defined as v = 6 c ( z ) / a ( M D M f { , z ) , 
w i t h 5C to be the cr i t ical density for collapse, given by, 6C = 0 . 1 5 ( 1 2 7 r ) 3 Q m ( z ) 0 0 0 5 5 
(Navarro et al. 1997). a ( M D M H t z ) = a(MDMH)G(z), where a ( M D M H ) is the rms 
f luc tua t ion of the density field on the mass scale w i t h value MDMH and G(z) is the 
linear growth factor (Peebles 1984). The CT(MDMH) can then calculated as 
a ( M D M H ) 2 = ^ 1 ^ k2P(k)w(kr)2dk, (4.29) 
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Figure 4.18: Measurement of the QSO bias, 6Q, for QSOs and 2SLAQ L R G samples. 
For consistency, spectroscopic samples use £20 f r o m wp(a) in Table 4.8 rather than 
the £ (s ) values shown in Fig. 4.16. Stars show the two points taken f r o m Fig . 13 of 
da Angela et al. The fainter one is at < z > ~ 0.6 and the brighter at < z > ~ 0.7. 
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Figure 4.19: Measurement of the QSO bias, 6Q, for QSOs and the (photometric) 
AAOmega L R G sample. Stars show the two points taken f r o m Fig . 13 of da Angela 
et al. The fainter one is at < z > ~ 0.6 and the brighter at < z > ~ 0.7. 
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w i t h P(k) to be the power spectrum of density perturbations and w(kr) is the Fourier 
t ransform of a spherical top hat, which is given by (Peebles 1980): 
, , . sin(fcr) — kr C O S ( A T ) . , , 
">(fcr) = 3 \ k r ) 3 (4-30) 
where the radius and mass are related through 
i 
iDMH ' 
47rp0 
(4.31) 
where po is the present mean density of the Universe, given by p0 = Q^p^. i t = 
2.78 x 1 0 n Q ^ , h 2 M Q M p c ~ 3 . The power spectrum used in our analysis has the linear 
fo rm, P(k) = PoT(k)2kn, w i t h PQ to be a normalisat ion parameter which depends 
on CT8 and T ( k ) is the transfer func t ion (Bardeen et al. 1986). 
The results are shown in Figures 4.20 and 4.21. Once again, al though for the 
AAOmega L R G samples the derived QSO halo masses show indications of increasing 
as we move to fainter QSO samples, in the case of 2SLAQ (photometric and spec-
troscopic) L R G samples halo masses stay statist ically constant. The average value 
is MDMH = l013h~1MQ. Comparing now this result w i t h those f r o m other authors 
(Croom et al. 2005, da Angela et al. 2008), we note tha t their MDMH estimates are 
generally lower than ours ( ~ 3 x 1 0 1 2 / i _ 1 M Q ) al though at higher redshifts (z = 1.4). 
They also f i n d tha t the hosts of QSOs have the same mass at all redshifts, thus 
rejecting cosmologically long-lived QSO models. Our higher masses at z = 0.55 
may be more consistent w i t h the long-lived predictions of 6 x 1 0 1 4 h ~ 1 M Q at z — 0 
and 1 0 1 3 / i _ 1 M G at z ~ 0.5. The caveat is t ha t for our measurements we need to use 
a value for bi i n order to derive 6Q. 
4.9 Discussion + Conclusions 
I n this Chapter we have performed an analysis of the clustering of QSOs w i t h LRGs. 
For this purpose, we first used the 2-point angular cross-correlation func t ion , w(6), 
and measured the cross-correlation between 2SLAQ and AAOmega LRGs and dif-
ferent luminosi ty QSOs. The results show tha t there is l i t t l e cross-correlation de-
pendence on QSO luminosity. 
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• • QS0S-2SLAQ LRGs(speCZ) 
OQSOS-2SLAQ LRGs(pholoz) 
•23 
Figure 4.20: Measurement of the M D M H , for different QSO and 2SLAQ L R G sam-
ples. 
4qS0s-AAn LHGs 
•23 
Figure 4.21: Measurement of the M D M H , for different QSO and AAOmega L R G 
samples. 
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Table 4.8: QSO-2SLAQ L R G £20 cross-correlation measurements, as well as QSO 
6g and PQ measurements, assuming bi(2SLAQ) = 1-90 ± 0.08, f r o m the ampli tude 
results. For consistency, the £20 measurements for the spectroscopic samples come 
f r o m Wp(a) and f r o m £ ( r ) via w(9) for the photometric cases. 
QSO bQ and pQ 
spectroscopic 2SLAQ LRGs photometr ic 2SLAQ LRGs 
2SLAQ QSOs 2QZ QSOs SDSS QSOs 2SLAQ QSOs 2QZ QSOs SDSS QSOs 
£20 0.37 ± 0.06 0.33 ± 0.10 0.31 ± 0.14 0.44 ± 0.08 0.49 ± 0.06 0.38 ± 0.08 
bQ 
1 cn+0.17 1 AA+0.26 i o7+0.37 i QI+0.21 9 i r+0.16 
i u ^ - 0 . 1 7 i 4 *-0 .26 1 ' ° ' - 0 . 3 7 1 - y i - 0 . 2 1 ^ i o - 0 . 1 6 1 fi7+
018 
1 0 1 -0.18 
0 4 f i + 0 0 5 f l M " 1 " 0 0 9 0 t U + 0 1 4 n 2 8 + 0 0 3 n ^ + 0 0 2 
b ) U . ^ D _ 0 0 5 U . O i . _ o o g U . O i l _ 0 i 4 U . ^ O _ 0 0 3 U . O O _ 0 0 2 
u - 4 o -0 .05 
-21 .7 -22 .9 - 2 3 . 7 - 2 1 . 7 - 2 2 . 9 - 2 3 . 7 
Table 4.9: Q S O - A A O L R G £ 2 0 cross-correlation measurements, as well as QSO 6g 
and PQ measurements, assuming b^An) = 2.35 ± 0.20, f r o m the ampli tude results. 
QSO bQ and 0Q 
photometric AAOmega LRGs 
2SLAQ QSOs 2QZ QSOs SDSS QSOs 
£20 0.55 ± 0 . 1 1 0.50 ± 0 . 1 1 0.33 ± 0 . 0 8 
h 
9 i y + 0 . 2 8 -1 Q C + 0 . 2 7 
1 1 - 0 . 2 8 I Y O - 0 . 2 7 1 3 n
+ 0 1 9 
1 . 0 U _ Q i 9 
f j°£ \ n 07+0.05 n 4 1+o.oe n m + 0 1 ° 
U D I - 0 . 1 0 
- 2 2 . 2 -23 .5 -24 .5 
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Next, we measured the redshift-space cross-correlation funct ion . We again see no 
QSO-LRG clustering dependence on QSO luminosity, as al l the QSO-spectroscopic 
L R G samples gave similar results. We used Limber 's formula to fit r 0 to 2-D results. 
The f i ts for r 0 f r o m 3-D £(s ) are in very good agreement w i t h the f i ts to the 2-D w(9) 
results. Then, we compared our QSO-LRG clustering w i t h 2SLAQ L R G - L R G (Ross 
et al. 2007) and 2 Q Z + 2 S L A Q QSO-LRG (da Angela et al. 2008) clustering results. 
We noted that , on small scales, the QSO-QSO and QSO-LRG results appear flatter 
than the L R G - L R G results. As confirmed later by the wp(a)/a measurements, this 
is due to the larger QSO redshift errors (broad-lines). On larger scales ( > 5 h _ 1 M p c ) 
the QSO-QSO correlation ampli tude appears lower than the QSO-LRG and L R G -
L R G amplitudes, suggesting that 6Q < b^. The f ract ional errors on are ~ 50% 
smaller than those on £QQ i n same redshift range. 
The results f r o m the semi-projected cross-correlation func t ion , wp(a)/a, are in 
agreement w i t h our £ ( s ) observations, yielding consistent r 0 and 7 values w i t h them. 
The comparison w i t h the 2SLAQ L R G - L R G (Ross et al. 2007) and 2 Q Z + 2 S L A Q 
QSO-LRG (da Angela et al. 2008) confirms our results f r o m redshift-space, i.e. tha t 
the small-scale ampli tude difference in £ ( s ) is due to the larger QSO redshift errors 
and tha t QSO-QSO clustering ampli tude is lower than QSO-LRG and L R G - L R G 
ampli tude. The real-space cross-correlation funct ion , £ ( r ) , also seems to agree w i t h 
the £ (s ) and wp(a)/a results, al though i t is noisier. 
Then, we measured the £(er, 7r) cross-correlation func t ion for all our (spectro-
scopic) samples and used the results to model the redshift-space distortions. For 
that , we used two models which gave consistent results w i t h each other and be-
tween the different samples. The redshift-space distortions yielded an average of 
PQ = 0.55 ± 0.10, bQ = 1.4 ± 0.2 which is sl ightly higher than bQ = 1.1 ± 0.2 at 
z ~ 0.6, f r o m da Angela et al. 
A f t e r calculating the average absolute magnitude of each QSO sample we mea-
sured the integrated cross-correlation func t ion for each one of our QSO-LRG sam-
ples. We noted no evidence for QSO-LRG clustering dependence on QSO luminosity. 
Then, using L R G biases as estimated by previous studies, we calculated the QSO 
biases. I n this case there were indications of luminosi ty dependence, in the sense 
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t ha t 6Q may reduce as we move to brighter QSO samples. Our analysis yielded a 
6Q = 1.5 ± 0 . 1 (at Mbj fa —23) which is in very good agreement w i t h our result f r o m 
redshift-space distortions. 
Finally, using the relation between bias and MDMH suggested by Sheth et al . 
(2001), we calculated the corresponding masses of the QSO hosts. QSO halo masses 
were estimated to be ~ 1 0 1 3 ^ i - 1 M o at z fa 0.55. Our MDMH estimations are higher 
than those f r o m Croom et al. (2005) and da Angela et al. (2006) (at z = 1.4) 
and may be explained by long-lived QSO populat ion models. Since the bias val-
ues are independent of QSO luminosity at fixed redshift , the halo masses are also 
independent of luminosi ty and this represents the main result of this Chapter. 
Chapter 5 
Cross-clustering of 2 P I G G galaxy 
groups and 2dFGRS galaxies 
5.1 Introduction 
Previous QSO lensing results (Myers et al . 2003, 2005, Mountrichas k Shanks 2007) 
have indicated that galaxies are anti—biased on small scales at a higher level than 
predicted by the standard cosmological model. I n continuat ion of this investigation, 
we now make dynamical infa l l estimates of the masses associated w i t h 2dFGRS 
Percolation-Inferred Galaxy Groups (2PIGG) groups and clusters to compare our 
results w i t h QSO lensing estimates and also the velocity dispersion mass estimates 
of Eke et al. (2006). 
Here we obta in those dynamical in fa l l estimates of group masses using redshift 
dis tor t ion analysis. The analytical background has already been discussed in the 
previous Chapter. These redshift-space distortions can be investigated using either 
the spatial two-point correlation func t ion (e.g. Ratcl i ffe et al . 1997) or its Fourier 
t ransform, the power spectrum (e.g. Ou t ram, Hoyle and Shanks 2001). I n recent 
years many galaxy catalogues have been used for this purpose, the D u r h a m / U K S T 
Galaxy Redshift Survey (Ratcl i ffe et al. 1996), the I R A S Point Source Redshift Sur-
vey (PSCz, Taylor et al . 2000), the Nearby Opt ica l Galaxy ( N O G ) sample (Giur ic in 
et al. 2001), the Zwicky catalogue (Padil la et al. 2001) and others. The parame-
ters we can measure in these analyses are the velocity dispersion of the galaxies (or 
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galaxy groups), the in fa l l parameter P, the ampli tude of galaxy clustering r 0 , the 
density parameter, f 2 m , and the bias factor, b. 
Recently, large group catalogues have been used to study the variat ion of their 
halo mass-to-light ra t io ( M / L ) w i t h luminosity. These calculations show us in what 
halo sizes mass is most efficiently converted into stars. Most recently, the 2P IGG 
team analysed 2P IGG group velocity dispersion on the 2P IGG group catalogue 
(Eke et al. 2004a) and found a variat ion of the halo mass-to-light rat io w i t h group 
luminosity. More precisely, they found an increase by a factor of 5 in the bj band and 
3.5 in the rF band, of the halo M / L w i t h a 100 times increased group luminosity 
(Eke et al. 2004b) as well as a m i n i m u m at a to ta l group luminosi ty of L w 5 x 
1 0 9 h _ 2 L © (Eke et al. 2006). Padil la et al. 2004 measured the clustering ampli tude 
of 2PIGG galaxy groups. They found tha t the most luminous groups are 10 times 
more clustered than the f u l l 2P IGG catalogue. 
I n the work presented here, we t ry to estimate group masses using dynamical 
in fa l l rather than jus t the velocity dispersion. We believe tha t estimating masses by 
in fa l l may be more accurate because no s tabi l i ty or v i r i a l assumptions are needed. 
We do this by estimating the 3-D redshift space cross-correlation func t ion , £Cg{s), 
between the 2P IGG groups and clusters w i t h the 2dFGRS galaxies (Section 5.3) 
as well as the semi-projected cross-correlation func t ion , wp(a)/a and the real-space 
cross-correlation func t ion , £ C 9 ( r ) (Sections 5.4, 5.5). I n Section 5.6 we present our 
£ c s (cr , 7r) results and constrain the cluster-galaxy in fa l l parameter, (3, by modell ing 
the redshift-space distortions. I n Section 5.7 we f i nd the group luminosities and 
we repeat our previous measurements, as a func t ion of luminosity. Finally, our 
conclusions are presented in Section 5.8. 
5.2 Data and Clustering Analysis 
5.2.1 Data 
The 2dFGRS galaxies (Lewis et al. 2002) are here used both as the source of 
the group and cluster catalogue and as dynamical tracers. The 2dFGRS sample 
contains 191,440 galaxies ( N G P + S G P ) once cuts have been applied for f ield and 
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Table 5.1: Number of groups in the data and mock catalogues (z < 0.12). 
Kgal data mock 
= 1 45,227 20,152 
2-3 11,742 9,959 
= 4 2,517 1,096 
5-8 3,005 1,375 
9-17 1,082 592 
18-29 204 201 
30-44 54 100 
45-69 43 67 
> 70 39 80 
sector completeness. The magnitude l i m i t of the survey is bj = 19.45. 
The galaxy groups we use are taken f r o m the 2dFGRS Percolation-Inferred 
Galaxy Group (2PIGG) catalogue (Eke et al. 2004a). The groups are derived 
using a friends-of-friends (FOF) algori thm. This a lgor i thm has been calibrated and 
tested using mock 2dFGRS catalogues and then applied to the real 2dFGRS in or-
der to construct the 2 P I G G catalogue. The a lgor i thm as well as its cal ibrat ion is 
described in detai l by Eke et al. 2004a. The catalogue consists of 28,877 groups 
w i t h at least two members ( in the whole redshift range). Following Eke et al. we 
shall only use groups w i t h z < 0.12 because at higher redshifts the fract ion of the 
to t a l group luminosi ty observed falls below 50% and also the contamination rate 
increases. We also fol low the group membership classes used in F ig . 5 of Eke et 
al. 2004a but we spli t the 18 < ngai < 44 and ngai > 45 each into 2 subsamples to 
get group samples w i t h intermediate and high memberships. Moreover we use two 
more 'group' samples at small memberships, those w i t h 2 < ngai < 3 and n — 1. 
The numbers of each group sample used are shown in Table 5.1. 
I n our measurements we also use mock catalogues constructed by the 2PIGG 
team (Eke et al. 2004a) and which are available on the W o r l d Wide Web. Mock 
catalogues are simulated samples which follow the same selection cri ter ia w i t h the 
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real samples. I n our case, high-resolution N-body simulations of cosmological vol-
umes (Jenkins et al. 1998) and a semi-analytical model of galaxy format ion (Cole et 
al. 2000) were used for the construction of the mock catalogues. A f u l l description 
of the catalogues and the methods used for their construction is given by Eke et al . 
2004a. The mock catalogue consists of 25,201 groups in bo th the N G P and the SGP 
(in the whole redshift range). This number is sl ightly lower than the corresponding 
one f r o m the real data. We divide the mock groups in the same classes as for the 
data and apply the redshift cut of z < 0.12. The numbers are again shown in Table 
5.1. We note tha t the mock catalogue contains more large membership groups than 
the data catalogue. 
For our random catalogues, field and sector completeness have been taken into 
account. The catalogues consist of w 11 x the number of our galaxies, i.e. 2,105,840 
random points in the N G P + S G P . 
5.2.2 Cross-correlation and errors estimators 
The correlation func t ion estimator tha t we use for our analysis is given by equation 
1.44, where n r a n is the number of the random points i n our catalogue, ridata is the 
number of galaxies we use, DD{6) is the group-galaxy pairs and DR(6) is the group-
random point pairs counted at angular separation 6. 
The errors we use throughout our analysis are Field-to-Field errors (equation 
1.48). For tha t purpose we have divided N G C and the SGC each into 3 equal areas 
and then measure the correlation functions for each one of these 6 areas. I n the 
next Section we shall see how the Field-to-Field errors compare w i t h Poisson errors 
(equation 1.47) for our £ (s ) measurements. 
5.3 Redshift—space cross-correlation function 
In this Section we present our measurements for the group-galaxy redshift-space 
cross-correlation func t ion £Cg(s) for different group memberships, as they were de-
scribed in Section 5.2. The purpose of these measurements is to study how the 
clustering ampli tude changes for different groups and clusters and to obtain the 
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values for the correlation ampli tude s0 and the slope 7 f r o m single power law fi ts , 
i n order to use them later on when we shall model our £(cr, n) measurements (even 
though, as shall be explained, we w i l l u l t imate ly let SQ float as a free parameter i n 
the redshift d is tor t ion f i t s ) . We f i rs t measure £ C 5 ( s ) in each Galactic Cap separately, 
i.e. N G C and SGC and then by adding the DDs together and the normalised DRs 
and using the expression 1.42 we combine these measurements to get the overall re-
sult. We should note tha t the SGC tends to give a sl ightly bigger correlation length, 
which is i n accordance w i t h the fact tha t larger membership clusters are found in 
the SGC. The combined results (Nor th+Sou th ) are shown in Fig . 5.1. 
As expected the groups w i t h larger memberships have higher correlation lengths 
( s 0 ) and the ungrouped galaxies have by far the smallest correlation length. This 
is reflected in the fits (2 < s < 2 0 h _ 1 M p c ) to these cross-correlation functions. A l l 
the fits assume the same power law form, i.e. £Cg(s) = ( s / s o ) - 7 w i t h bo th so and 7 
allowed to vary. The error estimates come f r o m the la deviat ion f r o m the minimized 
X2 on these fits. The solid line in Figure 5.1 is the best fit to our £Cg(s) measurements 
for our group sample w i t h ngai = 4. The slope is 7 = 1.6 ± 0.1 and the correlation 
length is s 0 = 4.5 ± 0 . 4 h _ 1 M p c . The dashed line is the fit to our groups w i t h the 
largest membership, i.e. n g a i > 70, w i t h 7 = 1.5 ± 0.3 and So = 11.5 ± l . l h _ 1 M p c . 
The fits for all the other group samples have also been estimated and appear in 
Table 5.2. As we see our f i t s give 7 ~ 1.5 — 1.8 and s 0 ~ 2.0 — 1 1 . 5 h _ 1 M p c . 
We next repeat our measurements using the mock catalogues for galaxies and 
groups. The £Cg(s) results are shown in F ig . 5.2. The SQ and 7 values f r o m the 
fits on the results appear in Table 5.3. F rom the comparison between the £Cg{s) 
measurements f r o m the data and the mock catalogues we see tha t the results are 
very similar on al l scales. The agreement is confirmed f r o m the fits shown in Tables 
5.2 and 5.3. 
As already mentioned in the previous Section, for our measurements we have 
used Field-to-Field errors. Fig. 5.3 shows how the ra t io of these errors to Poisson 
errors, depends on the separation, s. We note that the ra t io increases as we move to 
larger scales. The reason is that on larger scales the group-galaxy pairs become less 
independent causing an underestimation by Poisson errors. O n our scales of interest 
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(i.e. 2 — 20h ' M p c ) , the results follow a power law, i.e. (s /0.5h ^ p c ) 1 1 . 
5.4 The semi-projected cross-correlation function 
The semi-projected cross-correlation func t ion , w p ( o ) / c r , has already been described 
in Section 4.5. Fig. 5.4 shows the w p { a ) / a results for the different galaxy-group 
samples. Since the measurements are noisier than those for £ ( s ) , we make fits on 
scales of 2 < r < 1 0 h - 1 M p c . The solid line (Fig . 5.4) shows the f i t for the galaxy 
sample w i t h n g a i = 4 which gives a correlation length of r 0 = 5 . 5 h _ 1 M p c w i t h 
slope of 7 = 1.8. The dashed line is our f i t for the galaxy groups w i t h n g a i > 70 
which gives r0 = 1 1 . 5 h _ 1 M p c and 7 = 2.4. The fits for a l l the other group samples 
appear in Table 5.2. W i t h the exception of very small groups and very rich clusters, 
the slope remains roughly the same, whereas the ampli tude, as expected, increases 
w i t h increased group membership. Fig . 5.5 shows the w p { o ) / o results for the 
different galaxy-group samples using the mock catalogues and Table 5.3 shows the 
fits ( 2 < r < 1 0 h _ 1 M p c ) . F rom the comparison between the data and the mock 
catalogues, we see tha t the results are very similar on a l l scales. 
5.5 The real-space cross-correlation function 
The real-space cross correlation funct ion , £ C g ( r ) i has already been described in Sec-
t ion 4.6. The results are shown in Fig . 5.6. As in the previous Sections, Table 
5.2 shows the r 0 and 7 values f r o m the fits (2 < r < 1 0 h _ 1 M p c ) . Once again, we 
notice tha t the real space cross-correlation func t ion has a higher correlation length 
for groups w i t h larger membership. The results seem to be in agreement w i t h the 
£Cg(s)
 a n d the w p { a ) / a measurements, although they are much noisier. 
Then we repeat the £ c g { r ) measurements using the mock catalogues. The results 
are shown in Fig . 5.7. The results f r o m the fits appear in Table 5.3. From the 
comparison between the data and the mock catalogues, we see tha t the results are 
very similar on al l scales. 
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Figure 5.1: The galaxy group-galaxy redshift-space cross-correlation func t ion £ c g ( s ) 
for different group memberships. The solid line is the best fit to our £ c s ( s ) measure-
ments for our group sample w i t h ngai = 4. The slope is 7 = 1.6 and the correlation 
length is s 0 = 4 .5h~ 1 Mpc. The dashed line is the fit to our groups w i t h the largest 
membership, i.e. ngai > 70, w i t h 7 = 1.5 and So = 1 1 . 5 h _ 1 M p c . 
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Figure 5.2: The galaxy group-galaxy redshift-space cross-correlation func t ion £Cg{s) 
for different group membership using the mock catalogues. The solid line is the 
best fit to our £ C 3 ( s ) measurements for our group sample w i t h ngal = 4. The slope 
is 7 = 1.6 and the correlation length is s 0 = 4 . 8 h _ 1 M p c . The dashed line is the 
fit to our groups w i t h the largest membership, i.e. ngax > 70, w i t h 7 = 1.9 and 
s 0 = 9 . 0 h _ 1 M p c . 
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Figure 5.3: Var ia t ion between £ c s ( s ) Field-to-Field and Poisson errors over the sep-
arat ion s. Fi l led circles correspond to galaxy groups w i t h ngai = 4 and open circles 
to galaxy groups w i t h 45 < ngai < 69. On our scales of interest (i.e. 2 — 2 0 h _ 1 M p c ) 
the results follow a power law, i.e. ( s / 0 . 5 ) 1 1 . 
Table 5.2: ro (or s 0 ) and 7 values for the three cross-correlation functions, i.e. £Cg(s)> 
wp(a)/a and £Cg(r), using the data catalogues. 
as) wp{a)l a Z(r) 
so 7 r0 7 r0 7 
= 1 1.8 ± 0 . 2 1.6 ± 0 . 2 3.0 ± 0 . 2 2.7 ± 0 . 2 3.5 ± 0 . 5 1.3 ± 0 . 2 
2-3 4.0 ± 0 . 4 1.5 ± 0 . 1 4.0 ± 0 . 5 2.2 ± 0 . 2 3.5 ± 0 . 5 1.2 ± 0 . 3 
= 4 4.5 ± 0 . 4 1.6 ± 0.1 5.5 ± 0 . 5 1.8 ± 0 . 3 3.5 ± 0 . 4 1.1 ± 0 . 3 
5-8 5.5 ± 0 . 4 1.6 ± 0 . 2 8.0 ± 0 . 8 1.8 ± 0 . 2 5.5 ± 1.0 1.5 ± 0 . 2 
9-17 7.0 ± 0 . 5 1.5 ± 0 . 2 10.5 ± 0 . 9 1.7 ± 0 . 2 6.5 ± 1.0 1.5 ± 0 . 2 
18-29 7.5 ± 0 . 6 1.7 ± 0 . 2 14.0 ± 1.4 1.6 ± 0 . 2 9.0 ± 1.0 1.3 ± 0 . 2 
30-44 7.5 ± 0 . 8 1.8 ± 0 . 2 16.0 ± 1.5 1.5 ± 0 . 2 8.5 ± 0 . 8 1.3 ± 0 . 2 
45-69 11.0 ± 0 . 9 1.5 ± 0 . 3 15.5 ± 2 . 0 1.9 ± 0 . 2 5.0 ± 1.0 2.3 ± 0 . 4 
> 70 11.5 ± 1.1 1.5 ± 0 . 3 11.5 ± 1.5 2.4 ± 0 . 2 6.5 ± 0 . 6 2.3 ± 0 . 4 
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Figure 5.4: The galaxy group-galaxy semi-projected cross-correlation function up(a) 
for different group membership, using the data catalogues. The solid line shows 
the fit for the galaxy sample with n s o ( = 4 which gives a correlation length of 
rQ = 4.5h _ 1Mpc with slope of 7 = 2.6. The dashed line is our fit for the galaxy 
groups with ngai > 70 which gives r 0 = 11.5h _ 1Mpc and 7 = 2.4. 
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Figure 5.5: The galaxy group-galaxy semi-projected cross-correlation function u!p(a) 
for different group membership using the mock catalogues. The solid line shows 
the fit for the galaxy sample with ngai = 4 which gives a correlation length of 
r 0 = 7.0h _ 1Mpc with slope of 7 = 1.7. The dashed line is our fit for the galaxy 
groups with ngai > 70 which gives r 0 = 6.5h _ 1Mpc and 7 = 2.9. 
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Figure 5.7: The real-space correlation function, £,Cg(r), results using the mock cata-
logues. 
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Table 5.3: r 0 (or SQ) and 7 values for the three cross-correlation functions, i.e. £Cg(s), 
wp(a)/a and £Cg(r), using the mock catalogues. 
lis) wp(a)/ a €(r) 
so 7 r0 7 r0 7 
=1 1.8 ± 0 . 2 1.8 ± 0 . 1 8.0 ± 0 . 5 1.4 ± 0 . 1 2.0 ± 0 . 2 1.2 ± 0 . 2 
2-3 4.0 ± 0 . 3 1.5 ± 0 . 1 5.5 ± 0 . 4 1.9 ± 0 . 1 3.0 ± 0 . 2 1.5 ± 0 . 2 
=4 4.8 ± 0 . 4 1.6 ± 0 . 2 7.0 ± 0 . 5 1.7 ± 0 . 1 3.0 ± 0 . 2 1.5 ± 0 . 2 
5-8 5.0 ± 0 . 4 1.6 ± 0 . 2 9.0 ± 0 . 9 1.6 ± 0 . 2 3.5 ± 0 . 4 1.5 ± 0 . 2 
9-17 6.0 ± 0 . 4 1.6 ± 0 . 2 10.5 ± 1.0 1.6 ± 0 . 1 5.5 ± 1.0 1.3 ± 0 . 2 
18-29 6.0 ± 0 . 5 1.9 ± 0 . 2 7.5 ± 0 . 8 1.9 ± 0 . 2 4.5 ± 0 . 5 1.7 ± 0 . 2 
30-44 7.0 ± 0 . 6 1.8 ± 0 . 2 10.5 ± 1.0 1.7 ± 0 . 2 3.0 ± 0 . 3 2.2 ± 0 . 3 
45-69 7.5 ± 0 . 7 2.0 ± 0 . 3 5.0 ± 0 . 8 2.0 ± 0 . 3 4.5 ± 0 . 6 2.4 ± 0 . 4 
> 70 9.0 ± 1.0 1.9 ± 0 . 2 6.5 ± 0 . 5 2.9 ± 0 . 2 5.0 ± 0 . 5 2.6 ± 0 . 4 
5.6 Constraining (5 from redshift-space distortions 
5.6.1 The £cs(cr, 7r) cross-correlation function 
Now we shall present our ^(CT , results from the group-galaxy data samples as 
well as the mock catalogues. These results will be used later in order to model the 
redshift-space distortions. More precisely, the shape of the £c<,(<r, 7r) measurements 
will be used. 
Fig. 5.8 shows our results for galaxy groups with ngai = 4, 9 < ngai < 17 and 
45 < ngai < 69 (solid lines). Comparing the results from different samples we see 
that, moving to bigger galaxy groups, differentiations from the nearly symmetric 
clustering pattern of ngai = 4 group-galaxies start to increase. Elongations in the 
redshift direction along the line-of-sight (7r-direction) are most evident for the larger 
membership galaxy-group samples of 45 < ngai < 69. 
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Figure 5.8: £cg(tf, 7r) results for group-galaxy sample with n g Q / = 4, 18 < ngai < 29 
and 45 < ngai < 69 group samples (from top to bottom). The results from the 
fitted models (dashed lines) are consistent with those from the data (solid lines) in 
all cases. 
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5.6.2 Model description 
We assume that the effects of redshift-space distortions can be modelled by adjusting 
£(r) for the effects of velocity dispersion and a simple infall model. The model we 
assume for the bias is, 
U = ^ (5-1) 
Next we introduce the infall velocity of the galaxies, v(rz), as a function of the 
real-space separation along the 7r direction, rz, adapting eqn 77.24 of Peebles (1980) 
and assuming a power law of slope —7 for £Cg(r) we get, 
v(rz) = -^—0H(z)rzCcg(r), (5.2) 
6 - 7 
where we have substituted 0 = Equation 5.2 applies in the linear regime 
(£cm ^ 1) for infall into rich clusters. We accept it is an approximation to apply 
equation 5.2 to groups, where group-group interactions may be non-negligible. 
The magnitude of the elongation along the 7r-direction of the £ c s(cr, TT) plot caused 
by the galaxy velocity dispersion denoted by < uiz > l y ' 2 , is again given by equation 
4.19. In order to include the small scale redshift-space effects due to the random 
motions of galaxies, we convolve the t,Cg(v, model with the velocity dispersion 
distribution, given by the equation 4.19. Then £C5(<7,7r) is given by (Peebles 1980, 
Hoyle 2000) 
/
+ 0 0 
( l + f ( r ) ) / ( w , ) < U , (5.3) 
• 0 0 
and modifying this to include the effects of the bulk motions we finally get 
/
+ 0 0 
( l + U 0 ) / ( ^ - ^ ) ) ) d u ; z . (5.4) 
• 0 0 
This is the £Cg(c, n) we get from our model and following the fitting procedure 
described in Section 4.7.2 we put constraints on (3cg for each one of our group-galaxy 
samples. 
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Figure 5.9: Likelihood contours of n°m - (3(z = 0.11) (left) and < w\ > 1 / 2 -0(z = 
0.11) (right) for the ngai = 4, 18 < ngai < 29 and 45 < ngai < 69 group samples 
(from top to bottom). The best fit values are shown in Tables 5.4 and 5.5. 
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5.6.3 Results from modelling redshift-space distortions 
In our analysis we have used three methods, which differ in their treatment of 
the galaxy velocity dispersion. For our first method, we use the average velocity 
dispersions of our group samples, as assigned by the 2PIGG team. We shall call 
these, fixed group velocity dispersions. It should be noted, that in the measurement 
of these < w\ >xl2 the 2PIGG team has included the redshift measurement error 
which will contribute 
<7 e rr ~ 85kms * (Eke et al. 2004a) to their velocity dispersion 
measurements. 
The second method is to fit the group velocity dispersion, i.e. choose that which 
gives the smallest x2 value to our — (3 estimates from £cg(a,n). We shall call 
these x2 velocity dispersions of our samples. We do not expect the two group velocity 
dispersions (fixed and x2) to be the same because our fits to £ c g take into account 
both the finger—of—god effect and the dynamical flattening in the tt direction. On 
the other hand, the 2PIGG velocity dispersion estimation ignores dynamical infall, 
at least before any calibration is applied from the mock catalogues. 
The third and final method is to keep = 0.3 constant, and instead fit for the 
group velocity dispersion. Thus, instead of fitting Q,^ — (3 we fit for < w\ > 1 / , a — (3 
at fixed r C 
For all three methods, the assumed cosmology has Q m = 0.3 and — 0.7. 
We also use the SQ and 7 values from the fits on the £ C g( s ) measurements, shown 
in Tables 5.2 and 5.3 for the data and the mocks, respectively. Nevertheless, as 
already noted, we let So vary as a free parameter. As has been pointed out (Section 
5.3), the fits on the £cg(s) measurements have been made on scales of 2 — 20h _ 1Mpc. 
However, in our fitting procedure we use scales of 5 — 40h _ 1Mpc. Since the errors 
increase at larger scales we have simply extrapolated our smaller scale fits into this 
region. The reason for moving further away from the group centres is that the 
infall model in equation 5.2 only applies on large linear scales. Our results, both 
for the group-galaxy velocity dispersions, < w2z > 1 / , ; 2 , and the infall parameters, /?, 
are shown in Tables 5.4 and 5.5. In Fig. 5.9 we show the — 0(z = 0.11) and 
< w\ > 1 / 2 —0(z = 0.11) contours (methods 2 and 3) for data group-galaxy samples 
with ngai — 4, 18 < ngai < 29 and 45 < n f f a i < 69, respectively. 
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Table 5.4: Estimation of < wl > 1 / , ; 2 for different galaxy group memberships. 
< w2z > 1 / 2 (km/s) 
data mock 
fixed x2 Q°n = const fixed x 2 = const 
=1 250 200158 240 2 0 0 ^ ° 0 
2-3 160 280 2001}° 165 280 250tg 
=4 174 250 200i?g 190 280 200t£ 
5-8 221 300 300± 2 0, 226 300 300^ 
9-17 285 290 200i?g 299 280 200t\l 
18-29 371 280 2 0 0 ^ 388 280 i o u - 1 5 0 
30-44 420 270 250+6 0 443 260 30011°, 
45-69 488 430 400+^8 472 450 4001118 
> 70 606 410 400^8 588 390 3001$ 
Fig. 5.8 shows our £cs(cr, 7r) model results for galaxy groups with ngai = 4, 
9 < ngai < 17 and 45 < ngal < 69 (dashed lines). The results from the fitted models 
(dashed lines) are consistent with those from the data (solid lines) in all cases. 
5.6.4 Discussion of the results 
Fig. 5.10 (top) shows a comparison of the < wl > 1 / 2 values using the three dif-
ferent methods, for the data. We see, that the fixed values (open circles) increase 
with increased group membership whereas the x 2 velocity dispersions (filled circles) 
stay roughly constant for small and intermediate group-galaxy samples and rise for 
clusters. The reason for this discrepancy may be due to the different methods, as 
explained above. Our third method (keep Sl^ constant, triangles) follows (roughly) 
the same pattern as the x 2 fits. The same pattern is repeated for the mocks (Fig. 
5.10, bottom). Finally, Fig. 5.11 shows a data-mock comparison using the x 2 group 
velocity dispersions. The two results are in very good agreement and in both cases 
we notice the big jump that the velocity dispersion makes for the group samples 
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Table 5.5: Estimation of 0 for different galaxy group memberships. 
data mock 
ngal P(fixed) P(x2) 0,^ — const 0( fixed) /?(x2) = const 
= 1 4.oo±i:S J . . O U _ j 0 0 6.501^ :88 4.25l8;g 
2-3 4.8018:8 2.60ig:s 9 7 r + 0 . 2 5 L - 1 "-"-o^ s 6-501™ 3-8015J8 4.2511:88 
=4 9 er+0.50 z - o o - 0 . 4 0 1-8018:5? 1.801858 9 7 r + 0 . 6 0 z - ' ° - 0 . 6 2 9 c n +0.95 L - J U - 0 . 9 0 9 90+1.55 z - z u - 0 . 4 0 
5-8 l . O O _ 0 25 
i oc+0.28 
1 , o o - 0 . 3 5 
i or+0.30 
l o o - 0 . 3 5 i-5oi8:S i 9 c+0.35 i - z , J - 0 . 2 0 i.20l8;?| 
9-17 0.751™ o.75±S:S o.9ol8:?? o.6oi8:?2 0.6018:?? o.8oi8:?8 
18-29 o.4oig:?J o.3oi°: 0? o.3oi8:?8 0.301858 o.3oi8:i 0.301858 
30-44 n o q + 0 . 2 7 u - o u - 0 . 3 0 U . O U _ 0 3 0 0.3018:58 o.4oi8:i o.5oi8:l 0.801858 
45-69 1 20 + 0 - 5 5 
l z u - 0 . 4 8 i-30±S:S 1.2018:1 i.5on?:i8 i.50i;:58 
1 20 + 0 - 3 5 
> 70 1.0U_o.52 2.50l?:I0 2.5018:18 i-80l8:S i.9oi8:^ 
9 r n +3 .00 
^ • d u - 0 . 9 0 
with the two largest memberships. 
Fig. 5.12 (top) shows a comparison of the 0 values using the three different meth-
ods for the data. We see that all three give consistent results. Small group-galaxies 
have a large infall parameter which decreases as we move to larger membership 
group-galaxy samples. This is in agreement with the lensing results presented in 
Chapter 3. Then, it rises up again for cluster-galaxies. It is unclear what causes the 
infall parameter to rise again. This could be due to statistics since our rich cluster 
samples are very small (Table 5.1). The increase of 0 means that the implied bias 
rises by the same factor ( « 8x). The same pattern is followed using the mock cat-
alogues (Fig. 5.12, bottom). The only difference is that the factor is now slightly 
higher than in the data case. Of course, in the case of mocks, the minimum in 0 is 
expected, as the efficiency of galaxy formation is modelled to be lower at high and 
low halo masses. Finally, Fig. 5.13 shows a comparison between the data and the 
mocks using the x2 < w l >1^2- Once again, the agreement is very good. 
As already mentioned the infall parameter, 0, estimated in this Section is a bias 
indicator. Therefore, we would like to compare our Fig. 5.12 with the M / L results 
of Eke et al. 2004b and 2006. Both results show a similar behaviour, i.e. the 
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existence of a minimum value for (5 (or M/L) which rises for small groups and rich 
clusters. What we would like to check is the agreement concerning the position of 
this minimum, i.e. to check if the two analyses agree on which halo masses support 
the most efficient star-formation. This is the subject of the next Section. 
5.7 Galaxy group luminosities 
5.7.1 Calculation of group luminosities 
In this Section we shall convert our average group memberships to the corresponding 
luminosities in order to compare our results with Eke et al. 2004b and 2006. First 
we calculate the observed luminosity for each galaxy, using the apparent magnitude, 
m (= bj), given by the SDSS team, i.e. 
M g a l / l i m = b f ' l i m - 25 - 5logdL - (5-5) 
where Mgal and Miim is the absolute magnitude of the galaxy and limiting bj abso-
lute magnitude of the survey at the position of this galaxy, respectively, df, is the 
luminosity distance, calculated by di = j^, which is a good approximation for our 
low redshift galaxies (H0 = 100hkms _ IMpc~ 1). The last term is the k-correction 
(Norberg et al. 2002). Then the corresponding luminosities are: 
Lgal/Um/* _ 1 Q - 0 . 4 ( M 9 o l / l i m / . - M o ) (5 g ) 
where L©, M© are the solar luminosity and absolute magnitude and M* (= —19.725) 
and Lt are the characteristic galaxy absolute magnitude and luminosity, respectively. 
Then the observed luminosity of a group is just the sum of the group galaxy lumi-
nosities, i.e. 
Lgroup _ Lgai(i) ^ ^ 
We then correct this to include the contribution from galaxies that have luminosities 
below the luminosity limit ( L i i m ) , at the group redshift. This is done by dividing 
r(a+2, Lmin) 
the observed group luminosity by the incomplete V function, —r(a+2) — > w n e r e a 
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Figure 5.10: < w\ > 1^ 2 vs membership for the data (top) and the mock (bottom) 
catalogues. Filled circles show the results when using x2 minimisation to estimate 
< w\ > 1 ^ 2 , open circles show the fixed values for < w2z > ^ 2 and triangles when we 
set fi?n = 0.3 and let < w\ > 1 / 2 vary. 
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Figure 5.11: < wl > 1 / ' 2 vs membership, a comparison between the data (filled 
circles) and the mocks (open circles) using x2 minimisation to estimate < wl >1//2. 
We notice the jump of the velocity dispersion for the group samples with the two 
largest memberships. 
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Figure 5.12: (3 vs membership for the data (top) and the mock (bottom) catalogues. 
Filled circles show the results when using x2 minimisation to estimate < w\ >1/2, 
open circles when we use the fixed values for < w\ >1^2 and triangles when we set 
n°m = 0.3 and let < w\ > 1 / 2 vary. 
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(= —1.18, Eke et al. 2004b) is the power law index for the faint end slope (Schechter 
1976). 
5.7.2 Replacing the group membership with group luminos-
ity 
Fig. 5.14 shows the derived luminosities for all the groups for the data (left) and the 
mocks (right). Although, the ungrouped galaxies span a wide range of luminosities, 
especially in the case of the data, we notice that, as expected, bigger groups and 
clusters have bigger luminosities and their scatter is small. This can be better seen 
in Fig. 5.15 where we have calculated the average luminosity per group membership. 
Using now the average luminosity for each group sample, as shown in Figures 
5.15, we replace the membership, n, with its corresponding observed luminosity. 
The results are shown in Fig 5.16 for the data and the mocks. The @ values shown 
in these Figures are those taken from the x2 velocity dispersions method described 
in the previous Section. The position of the minimum, which is what interests us, 
appears to be at lower luminosity for the mocks than for the data, although it may 
be claimed that the minimum is just flatter for the data. This difference is due to the 
fact that the mock catalogues contain less luminous intermediate groups and rich 
clusters than the data catalogues, as can be seen in Fig. 5.15. Nevertheless, we can 
say that the minimum appears at « 1 0 n h - 2 L o , i.e. about an order of magnitude 
higher than in Eke et al. results from M/L. 
There are various reasons that may cause the difference between our results and 
those of Eke et al. Thus, in the next Section, in an attempt to better match the 
Eke et al. analysis, we shall re-sample our groups as a function of luminosity and 
estimate their M / L from velocity dispersions, in order to see if we can reproduce 
their results. 
5.7.3 Sampling groups as a function of their luminosity 
According to Eke et al. (2004b), group luminosity is the best way to rank groups 
in order of size especially for small groups where their luminosity can be better 
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Figure 5.14: Luminosities, from the data (left) and mock (right) catalogues, for all 
the groups as well as for the galaxies that do not belong to groups ( n = l ) 
Figure 5.15: Average luminosities of our data (left) and mock (right) group samples. 
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Figure 5.16: ft values for different group luminosities, when we substitute the average 
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Figure 5.17: 0 values for different group luminosity samples, when we re-sample our 
groups according to their luminosities. 
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Table 5.6: Number of groups in the data and mock catalogues, when sampling them 
as a function of luminosity. 
group luminosity (h 2L©) data mock 
L < 2 x 109 439 99 
2 x 109 < L < 10 1 0 2,939 2,311 
10 1 0 < L < 3 x 10 1 0 7,421 6,313 
3 x 10 1 0 < L < 10 1 1 4,332 3,991 
10 1 1 < L < 6 x 10" 745 681 
L > 6 x 10 1 1 28 45 
Table 5.7: So and 7 values for the redshift-space cross-correlation functions, £Cg{s), 
using the luminosity based analysis. 
£cg(s) fitS 
data mock 
group luminosity (h 2L©) •So 7 so 7 
L < 2 x 109 2.9 ± 0 . 2 1.8 ± 0 . 1 3.3 ± 0 . 3 1.6 ± 0 . 1 
2 x 109 < L < 10 1 0 3.3 ± 0 . 1 1.9 ± 0 . 1 3.9 ± 0 . 1 1.7 ± 0 . 1 
10 1 0 < L < 3 x 10 1 0 4.3 ± 0 . 1 1.5 ± 0 . 1 4.2 ± 0 . 1 1.5 ± 0 . 1 
3 x 10 1 0 < L < 10 1 1 3.5 ± 0 . 2 1.7 ± 0 . 1 4.9 ± 0 . 2 1.5 ± 0 . 1 
10" < L < 6 x 1 0 n 8.5 ± 0 . 2 1.5 ± 0 . 1 7.1 ± 0 . 2 1.7 ± 0 . 1 
L > 6 x 1 0 u 14.8 ± 0.8 1.5 ± 0.3 10.2 ± 0.4 1.8 ± 0.3 
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Table 5.8: Values of < w\ > 1 / ' 2 when we divide our group samples according to their 
luminosity ( x 2 method). 
data mock 
group luminosity (h 2 L Q ) fixed x2 fixed x 2 
L < 2 x 109 102 140 130 235 
2 x 10 9 < L < 10 1 0 135 120 144 210 
l O 1 0 < L < 3 x 10 1 0 166 200 169 235 
3 x 10 1 0 < L < 10" 206 210 209 235 
10 1 1 < L < 6 x 10 1 1 345 235 383 285 
L > 6 x 10 1 1 601 510 652 285 
Table 5.9: Values of /3 when we divide our group samples according to their lumi-
nosity ( x 2 method). 
data mock 
group luminosity (h 2L©) ? ( X 2 ) P(x2) 
L < 2 x 109 3.401SS o qn+2.oo O . O U _ 0 82 
2 x 109 < L < 10 1 0 2-eo±S58 2.80li88 
10 1 0 < L < 3 x 10 1 0 1.801855 
Q nri+0.52 
3 x 10 1 0 < L < 10 1 1 1.40l° i 2 i 4n+
0- 3 0 
10 1 1 < L < 6 x 10" 0.60^;?2 
L > 6 x 10 1 1 1-601851 1 2O + 0 - 2 0 
.12 
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determined than their mass (Eke et al. 2004b, Figs 3 and 4). Therefore, we rank 
our group samples, not by membership as we did in Section 5.2, but by luminosity. 
We use 6 luminosity bins as shown in Table 5.6. Then for these new group samples 
we measure the redshift-space cross-correlation function using the methods described 
in Section 5.3 (s 0 and 7 values from the fits are shown in Table 5.7), the £ Cs(c, 
cross-correlation function described in Section 5.6 and follow the fi t t ing procedure 
described in Section 5.7 (x2 method), both for the data and the mock samples. We 
then obtain the values for the group-galaxy velocity dispersion, < w2z > 1 ^ 2 , and infall 
parameter, /?, shown in Tables 5.8 and 5.9, respectively. 
Fig. 5.17 shows our new 0 measurements. The agreement between the data 
and the mocks is still excellent and, as expected, we still find a minimum value 
for p. Nevertheless, the position of this minimum ( « 1 0 n h _ 2 L o ) continues to be 
significantly higher than that found by Eke et al. (2006). In order to check the 
consistency of our results, in the next Section we shall calculate the M / L ratio of 
our group samples. 
5.7.4 Mass-to-Light ratios 
We now want to see how the halo mass-to-light ratios vary as a function of group 
luminosity. Thus, we calculate the masses of the groups, using the expression (Eke 
et al. 2004a) 
M = A ^ - , (5.8) 
where a is the group velocity dispersion (removing 85kms _ 1 in quadrature for red-
shift errors, see previous Section), r is the rms projected galaxy separation of each 
group (Mpc/h), A = 5.0, as used by Eke et at. 2004a and G is the gravitational 
constant. 
We first use for a, the average fixed velocity dispersions for each group luminosity 
sample from Eke et al. (2004a), as shown in Table 5.8 and the average r for each 
group sample from the rms projected galaxy separation values (Mpc/h) given by the 
2PIGG team. Then we repeat the estimates, replacing r by so (Table 5.7) and the 
fixed velocity dispersion by the x2 fit, for a (Table 5.8). The two estimates are shown 
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in Fig. 5.18 for the data (top) and the mock (bottom) catalogues, respectively. The 
triangles show Eke et al. results (Fig. 15 of Eke et al. 2006 for the data and Fig. 
16 of Eke et al. 2004b for the mocks). As we see, data and mocks are in excellent 
agreement. The difference in the M / L ratios (open and filled circles) is because the 
So values are higher than the r values. The most important feature of these Figures 
is the behaviour of the position of the minimum. Using the results from our analysis 
(s 0 and < w2z > 1 / / 2 , open circles), in agreement with our previous results for (3, the 
minimum appears at L ~ 2 x 1 0 n h - 2 L Q whereas using the fixed < w\ > 1 / ' 2 and the 
r values from the 2PIGG team (filled circles) i t appears at lower luminosities, i.e. 
L ~ 5 x 1 0 1 0 h _ 2 L o . This difference at the position of the minimum of the M / L ratio, 
is because the fixed values for < w2 > ^ 2 show a jump for the two most luminous 
group samples, resulting in larger masses for those whereas the values for < w\ >1^2 
using the x 2 minimisation remains roughly the same for all the group samples, as 
shown in Table 5.8. Therefore, the minimum using these fixed < w2z > 1 / / 2 values 
appears at our third most luminous group rather the second. 
Although using the Eke et al. (2004a) velocity dispersion and group sizes has 
reduced the discrepancy in the position of the M/L minimum by a factor of ~ 3 a 
difference of a factor of 8 between the M/L and P minima still persists. Investigating 
this further we now use, instead of average mass and luminosity values for each 
group, their median values. The results are shown in Fig. 5.19 for the data (top) 
and the mock (bottom), respectively. We notice that there are differences between 
the two methods. The average values have slightly higher M / L values but most 
importantly the minimum in the M / L ratio, when we use the median values, appears 
at smaller luminosities. Actually now, comparing those two plots with Fig. 15 in Eke 
et al. 2006 for the data, and Fig. 16 in Eke et al. 2004b for the mocks we see that we 
reproduce all the features of the plots of the 2PIGG team. More specifically, M / L 
ratio increases by a factor of 5 when spanning luminosities from 10 1 0 — 1 0 1 2 h _ 2 L o 
and shows a minimum at « 5 x 1 0 9 h _ 2 L © in excellent agreement with the position 
of the minimum as found by the 2PIGG team. 
5.8. Discussion + Conclusions 141 
5.7.5 Reasons for the difference in ^ and (5 minima 
Summarising the reasons for the difference in the position of the minima between 
P(L) and j;(L), we note that there are already different minima shown by j;(L) 
depending on whether median or average j^(L) values are used. When the median 
^• (L) is used, the position of the minimum decreases by a factor of ~ 8 in L. These 
conclusions also apply when assuming the velocity dispersions of Eke et al. (2004a) 
instead of our x 2 fitted values (3x lower). Thus, if the %2 fitted velocity dispersion 
and average MjL are used the position of the minimum of the M/L moves up in 
L and appears at the same luminosities as in (5. Eke et al. (2004b) claim that 
the simulations suggest the use of the median in the velocity dispersion fits. I f the 
simulations are correct then this would imply that the position of the P minimum in 
L is either due to other physical effects or that we shouldn't be using average values 
for p. The other physical effects include the suggestion that the ^ and P results 
may apply to different scales around the cluster. There also remain questions as to 
whether i t is fair to compare ^ estimates with P ~ £ ~ 8pmass/6pgaiaxies. 
5.8 Discussion + Conclusions 
Using the 2PIGG galaxy group catalogue we have investigated the behaviour of the 
infall parameter P for group-galaxies of different membership, as well as their rms 
velocity dispersions via the redshift distortion of the group-galaxy cross-correlation 
functions. 
We first separated our galaxy group set into subsamples, following approximately 
the Eke et al. 2004a membership classes. We also used mock catalogues, created 
by the 2PIGG team, and we applied the same membership classification to them, in 
order to compare our results from the data sets with those from the mock catalogues. 
We cross-correlated these group samples with 2dFGRS galaxies, in order to 
measure the redshift-space, £Cg(s), the semi-projected, wp(a)/a and the real-space, 
£ c g ( r ) , cross-correlation functions. For each of them, we fitted a power law, e.g. 
£cg(r) = ( ^ A o ) - 7 - In agreement with previous studies, we noticed that the cor-
relation amplitude increased, both for the data and the mocks, as we moved to 
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Figure 5.18: Average M / L ratio for each one of our data (top) and mock (bottom) 
group luminosity samples. Filled circles show the results when we use the fixed values 
for the velocity dispersion and the values for the rms projected galaxy separation, 
as given by the 2PIGG team. Open circles show the average M / L ratio using our x2 
measurements for the velocity dispersion of each group and the So values estimated 
from fits to the redshift-space cross-correlation function. Triangles show Eke et al. 
results (2006-top, 2004b-bottom). 
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Figure 5.19: A comparison between the average (open circles) and the median (filled 
circles) values of the M / L ratio for each one of our data (top) and mock (bottom) 
group luminosity samples. The median values move the minimum of the ratio to 
10 x lower group luminosities. 
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richer groups. Also, the redshift-space cross-correlation amplitude and slope are 
statistically in agreement with those from the real-space cross-correlation function. 
Compar ing the data and the mock for each of the cross-correlation functions, we no-
ticed that, they are all in agreement, especially the results from the redshift-space 
function, which is the least noisy. 
Next, we measured the £ C g ( f i cross-correlation function and used its shape and 
the So and 7 from the £,cg{s) fits to model the redshift-space distortions and measured 
the x 2 group-galaxy rms velocity dispersion, < w2 > 1 / / 2 , and the infall parameter, (3. 
Our measurements showed that < w2 >xl2 remains roughly constant for small and 
intermediate group-galaxies and rises for clusters whereas the values of < w2 >1^2, 
estimated by the 2PIGG team increase with increased group membership. The 0 
results for the data and the mocks are in very good agreement and show a minimum 
for the dynamical infall at intermediate group memberships. 
Prompted by previous studies of group M / L ratios as a function of their lumi-
nosities, in the last Section we calculated the average luminosities for each of our 
group samples and replaced the group memberships with their corresponding lumi-
nosities. This revealed a discrepancy of more than an order of magnitude in the 
position of the minimum between (3 and M/L. In order to examine this discrepancy 
we re-sampled our groups using as a criterion their luminosity instead of their mem-
bership and calculated their M / L ratios. This analysis revealed that the reasons 
for the difference in the position of this minimum is due to the different velocity 
dispersion measurements between us and Eke et al. (2004b) and most importantly 
due to the use of median instead of average values. 
Our overall conclusion is that bias estimates from dynamical infall broadly appear 
to support the minimum in star-formation efficiency at intermediate halo masses and 
also that there may be slight differences with mock catalogues. However, there is 
a systematic shift between the M/L and /3(oc £) minima. Judged by the mock 
results, the use of the median values rather than the average seems to give more 
accurate M/L results. Unfortunately, there is no option to use a median rather 
than an average (5 for the z-distortion results. There is also the possibility that the 
mock M/L with L has been mis-estimated by Eke et al. 2004b, since this involves 
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friends-of-friends routines applied to define halo masses and then independently 
to find group luminosities and the process of matching the two is not without its 
complications. More work is therefore needed on the D M mocks to check further the 
reasons for this difference in interpretation. However, i t may be more likely that our 
larger scale estimates of P measure a different aspect of the galaxy mass-luminosity 
relation than the small scale a measurements. Also there may remain issues about 
the validity of comparing the dynamical infall parameter \ ~ 6p 
mass/ & Pgalaxies) 
with the ratio from the velocity dispersions. 
Finally, the results presented here seem to be in agreement with our previous 
QSO-galaxy group lensing results (Myers et al. 2003, Mountrichas k. Shanks 2007). 
There we found that n > 7 groups showed large effective masses and galaxies also 
showed an effective anti-bias of b cs 0.2 or 0 « 2.5. These n > 7 groups have 
luminosities which places them at ~ 5 x 1 0 1 0 L o . In Fig. 5.17 they, thus, would 
appear to have a higher P than those at minimum, in agreement with the lensing 
conclusions. Moreover individual galaxies appear to have P ~ 3 or 6 ~ 0.15 again 
in agreement with the conclusion for the galaxy lensing results of Myers et al. 2005. 
The only surprise is that the mock catalogues show similar behaviour. This suggests 
that such large P variations might be expected even in standard galaxy formation 
models. 
Chapter 6 
Conclusions 
6.1 Summary 
Observational cosmology has made remarkable progress over the last few years. 
Surveys described and used in this thesis, such as the 2QZ, 2SLAQ, 2dFGRS and 
SDSS have provided us a large amount of data. The use of these datasets has made 
i t possible to greatly improve the statistical significance of our measurements and 
put stronger constraints on cosmological parameters. I t is also impressive that the 
results from these measurements are in such a good agreement with those from the 
CMB (WMAP, Spergel et al. 2007). This great success of observational evidence has 
led to the verification of theoretical predictions as well as bringing new challenges 
to theoretical models. The combination of these observational estimates brings us 
to the era of the so-called precision cosmology. Recent measurements appear to 
indicate that the universe is flat (Q = 1.02 ± 0.02) and dominated by matter and 
dark energy (J7m = 0.27 ±0 .04 , H A = 0.73 ±0 .04) , while the baryonic matter is only 
Q(, = 0.044 ± 0.004 (Bennett et al. 2003b). Nevertheless, the great achievements 
of modern cosmology should not create the impression that there are not still open 
issues, like the formation and evolution of large-scale structure, the estimation of 
the Hubble constant and the exact composition of the universe. 
The aim of this thesis was to analyze statistically the available large QSO, 
LRG, galaxy and cluster samples in order to estimate the QSO-galaxy lensing anti-
correlation signal and measure the mass of foreground galaxies and clusters and to 
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estimate the QSO-LRG clustering amplitude, the QSO bias and their dependence 
on QSO luminosity. The high redshift QSO— low redshift galaxy results naturally 
led to our investigation of the behaviour of the group-galaxy infall parameter and 
their rms velocity dispersions for different group memberships. The aim here was 
to make dynamical estimates of the group masses to check the QSO lensing results. 
6.2 Main results—conclusions 
6.2.1 QSO lensing 
Having described the QSO and galaxy samples in Chapter 2, in Chapter 3 we used 
a photometric SDSS QSO sample and cross-correlated i t with galaxies (g < 21). 
Our results are in agreement with Myers et al. (2005), at least on scales larger 
than 1'. The results of Scranton et al. (2005) showed a smaller anti-correlation 
signal but this is expected because of their fainter galaxy sample (r < 21). The 
same pattern is repeated in the case of QSO-galaxies in clusters cross-correlations, 
i.e the results are consistent with Myers et al. (2003) but at considerably higher 
S/N than for galaxies. Taking into consideration the low-redshift contamination 
in the 1.0 < zp < 2.2 photometric QSO sample (w 2% for zs < 0.3 and w 4% 
for za < 0.6) as estimated by comparing the photometric sample with spectroscopic 
datasets; and comparing the autocorrelation results from g < 21 and r < 21 galaxies 
we modified the Myers et al. (2005) results and found that they are actually in very 
good agreement with those of Scranton et al. Therefore when we account for those 
two effects, we consider that the Scranton et al. SDSS results at faint magnitudes 
provide strong observational confirmation of the results of Myers et al. (2005). 
At bright magnitudes the contamination correction lowers the Scranton et al. 
signal, at a marginally significant level, but still at an appropriate amplitude to 
match the anti-correlation signal at fainter magnitudes. The strong anti-correlation 
seen at QSO limit g < 21 suggests that the relevant slope for g < 19 QSO samples 
is close to the critical slope found at 19 < g < 20, i.e. little positive correlation is 
expected in this magnitude range. 
Since the Scranton et al. and Myers et al. results are in agreement, i t is still an 
6.2. Main results—conclusions 148 
open question why the latter require a strong anti-bias (b « 0.1) whereas the former 
suggest b w 0.6 — 1. 
6.2.2 QSO-LRG clustering 
In Chapter 4 we performed an analysis of the clustering of QSOs with LRGs. For 
this purpose we have used three spectroscopic QSO samples, i.e. 2QZ, 2SLAQ 
and SDSS and one spectroscopic (2SLAQ) LRG sample. Moreover we used two 
larger photometric LRG samples from 2SLAQ and AAOmega. First, we used the 
2-point angular cross-correlation function, w(9), and measured the QSO-LRG cross-
correlation for different QSO luminosities. The results showed that there is li t t le 
cross-correlation dependence on QSO luminosity. 
Next, we measured the redshift-space cross-correlation function. For these mea-
surements we also used Limber's formula to f i t r$ to 2-D photometric results. The 
fits for r 0 from 3-D £(s) are in very good agreement with the fits to the 2-D w{6) 
results. Both indicate that there is little QSO-LRG clustering dependence on QSO 
luminosity. 
We also compared our QSO-LRG clustering results with 2SLAQ LRG-LRG (Ross 
et al. 2007) and 2QZ+2SLAQ QSO-QSO (da Angela et al. 2008) clustering results. 
We noted that on small scales, the QSO-QSO and QSO-LRG results appear flatter. 
As confirmed later by the wp{a)/a measurements, this is due to the larger QSO red-
shift errors (broad-lines). On larger scales (> 5h _ 1 Mpc) the QSO-QSO correlation 
amplitude appears lower than the QSO-LRG and LRG-LRG amplitudes. 
The results from the semi-projected cross-correlation function, wp(a)/a, are in 
agreement with our £(s) observations giving consistent r 0 and 7 values. The com-
parison with 2SLAQ LRG-LRG (Ross et al. 2007) and 2QZ+2SLAQ QSO-QSO 
(da Angela et al. 2008) confirms our results from redshift-space. The real-space 
cross-correlation function, also seems to agree with the £(s) and wp(a)/a, although 
it is noisier. 
We then measured the £(c, 7r) cross-correlation function and used two different 
models to model the redshift-space distortions. The two models gave consistent 
results with each other and between the different samples. The redshift-space dis-
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tortions yielded an average of Pq = 0.55 ± 0.10, 6Q = 1.4 ± 0.2 at z = 0.55 which is 
slightly higher than 6Q = 1.1 ± 0.2 at z ~ 0.6 from da Angela et al. 
Following an amplitude analysis we measured the integrated cross-correlation 
function for each of our QSO-LRG samples. We noted no evidence for QSO-LRG 
clustering dependence on QSO luminosity. Using LRG bias, as estimated by previous 
studies, we then calculated the QSO bias, 6Q. In this case there were indications 
of luminosity dependence, in the sense that 6Q may reduce as we move to brighter 
QSO samples; this is in the opposite sense to what is expected in high peaks biasing 
models. Our amplitude analysis yielded a 6Q = 1.5 ± 0.1 (at M y « -23) which is 
in very good agreement with our results from redshift-space distortions. 
Finally, using the relation between bias and M D M h suggested by Sheth et al. 
(2001), we calculated the corresponding masses of the QSO hosts. QSO halo masses 
were estimated to be ~ 1 0 1 3 h _ 1 M © at z « 0.55. Our Mdmh estimates are higher 
than those from Croom et al. 2005 and da Angela et al. 2008 (at z = 1.4) and may 
be explained by long-lived QSO population models. 
The main result of this Chapter is that the QSO bias values are independent of 
QSO luminosity, at fixed redshift. 
6.2.3 Cluster-galaxy clustering 
In Chapter 5 we cross-correlated 2PIGG galaxy groups of different membership 
with 2dFGRS galaxies, in order to measure the redshift-space, £ C f f (s) , the semi-
projected, wp(a)/a, and the real-space, Ccg(f), cross-correlation functions. In each 
case, we fitted a power law, e.g. £Cfl(?~) = ( r / r o ) ~ 7 - We also used mock catalogues, 
created by the 2PIGG team, and we applied the same membership classification to 
them. In agreement with previous studies, we noticed that the correlation amplitude 
increased, both for the data and the mocks, as we moved to richer groups. Also, the 
redshift-space cross-correlation amplitude and slope are statistically in agreement 
with those from the real-space cross-correlation function. Comparing the data and 
the mock for each of the cross-correlation functions, we noticed that, they are all in 
agreement, especially the results from the redshift-space function, which is the least 
noisy. 
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Next, we measured the £Cg(<?, TT) cross-correlation function and used its shape and 
the s 0 and 7 from the ^ ( s ) fits to model the redshift-space distortions and measured 
the x2 group-galaxy rms velocity dispersion, < w\ > ^ 2 , and the infall parameter, (3. 
Our measurements showed that < w\ > 1 / ' 2 remains roughly constant for small and 
intermediate group-galaxies and rises for clusters whereas the values of < w\ >1/2, 
estimated by the 2PIGG team increase with increased group membership. The (3 
results for the data and the mocks are in very good agreement and show a minimum 
for the dynamical infall at intermediate group memberships. 
Prompted by previous studies of group M / L ratios as a function of their lumi-
nosities (Eke et al. 2006), we then calculated the average luminosities for each of 
our group samples and replaced the group memberships with their corresponding 
luminosities. This revealed a discrepancy of more than an order of magnitude in 
the position of the minimum between P and M/L. In order to examine this dis-
crepancy we re-sampled our groups using as a criterion their luminosity instead of 
their membership and calculated their M / L ratios. This analysis revealed that the 
reasons for the difference in the position of this minimum is due to the different 
velocity dispersion measurements between us and Eke et al. and most importantly 
due to the use of median instead of average values. 
Our overall conclusion is that bias estimates from dynamical infall broadly appear 
to support the minimum in star-formation efficiency at intermediate halo masses and 
also that there may be slight differences with mock catalogues. However, there is a 
systematic shift between the M/L and /3(oc £) minima. Judged by the mock results, 
the use of the median values rather than the average seems to give more accurate 
M/L results. There is also the possibility that the mock M/L with L has been 
mis-estimated by Eke et al. 2004b, since this involves friends-of-friends routines 
applied to define halo masses and then independently to find group luminosities and 
the process of matching the two is not without its complications. More work is 
therefore needed on the DM mocks to check further the reasons for this difference 
in interpretation. However, i t may be more likely that our larger scale estimates of 
P measure a different aspect of the galaxy mass-luminosity relation than the small 
scale a measurements. Also there may remain issues about the validity of comparing 
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the dynamical infall parameter /?(~ £ ~ dp 
mass/fiPgalaxies) with the ratio from 
the velocity dispersions. 
Finally, these results seem to be in agreement with our previous QSO-galaxy 
group lensing results (Chapter 3). There we found that n > 7 groups showed large 
effective masses and galaxies also showed an effective anti-bias o f 6 « 0 . 2 o r / 3 « 2 . 5 . 
These n > 7 groups have luminosities which place them at ~ 5 x 1010LQ. In Fig. 5.17 
they, thus, would appear to have a higher f3 than those at minimum, in agreement 
with the lensing conclusions. Moreover individual galaxies appear to have (3 ~ 3 or 
b ~ 0.15 again in agreement with the conclusion for the galaxy lensing results of 
Myers et al. 2005. The only surprise, at least to us as observers, is that the mock 
catalogues show similar behaviour. This suggests that such large P variations might 
be expected even in standard galaxy formation models. 
6.3 Future prospects 
This thesis demonstrates the importance of gravitational lensing and redshift-space 
distortions in the statistical analysis of large datasets of QSOs, LRGs, galaxies and 
clusters. Gravitational lensing is a useful tool to measure mass associated with 
galaxies and galaxy groups. Clustering measurements and the dynamical effects 
superimposed on them reveal to us the dynamics of the universe as well as the 
geometry and evolution of large-scale structure. 
Large (spectroscopic) QSO samples, which will be available in the future, will 
provide us with QSOs at different redshifts and magnitudes. Thus, lensing mea-
surements will become even more robust. In addition, large bright QSO samples 
wil l make it possible, perhaps, to significantly detect the positive QSO-galaxy and 
QSO-galaxy group cross-correlation signal expected in the steep part of the QSO 
count slope. 
These QSO samples, as well as, LRG samples at higher redshifts will also pro-
vide us with enough data to study further the dependence of QSO bias on redshift 
and QSO luminosity. These, in turn, will improve our understanding on QSO evo-
lution and feedback mechanisms. Furthermore, new and more accurate models for 
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the dynamical distortions in n) can be developed and provide us with better 
constraints on basic cosmological parameters, such as D.m and 0. 
Finally, new galaxy surveys and higher resolution N-body simulations of cosmo-
logical volumes as well as semi-analytical models of galaxy formation will help us 
construct even more precise mock catalogues and study the dynamics of galaxies 
and clusters on different scales. 
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