This paper proposes a recent version of compound Poisson distributions named the Poisson quasi-Lindley (PQL) distribution by compounding Poisson and quasi-Lindley distributions. Some properties of the distributions are given with estimation and some illustrative examples.
Introduction
Statistical distributions are commonly applied to describe real-world phenomena and are most frequently used in different fields such as medicine, finance, biological engineering sciences, and actuarial science. The one-parameter Lindley distribution is used in modeling lifetime data, and appears to perform well. To obtain it, let X be a random variable following the one-parameter distribution with the density function (Lindley, 1958)     2 1e
, , 0 f, 1 0, otherwise
(1) Sankaran (1970) used (1) assuming that the parameter of a Poisson distribution has Lindley distribution, and it was named the Poisson-Lindley distribution. Asgharzadeh, Bakouch, and Esmaeili (2013) , Ghitany, Al-Mutairi, and Nadarajah (2008) , and Ghitany, Atieh, and Nadarajah (2008) studied the new distribution bounded to (1) and derived the zero-truncated Poisson-Lindley and Pareto Poisson-Lindley distributions. Sankaran (1970) introduced the discrete Poisson-Lindley distribution by combining the Poisson and Lindley distributions. Mahmoudi and Zakerzadeh (2010) proposed an extended version of the compound Poisson distribution, which was obtained by compounding the Poisson distribution with the generalized Lindley distribution, which was further analyzed by Zakerzadeh and Dolati (2009) . Zeghdoudi and Nedjar (2016a) and Shanker and Mishra (2013) introduced the pseudo-Lindley and quasi-Lindley distributions, based on mixtures of gamma (2, θ) and exponential (θ) distributions, where the density function of the random variable X is given by Nedjar (2016b, 2017) proposed compound Poisson distributions, named the Poisson Gamma Lindley (PGaL) distribution and Poisson pseudoLindley, by compounding Poisson and gamma Lindley (pseudo-Lindley) Zeghdoudi (2016a, 2016b) distributions. The purpose of this study is to introduce a new lifetime distribution by compounding Poisson and quasi-Lindley distributions, which may be useful in modeling lifetime data and biological sciences.
Poisson Quasi-Lindley Distribution
Consider dF(λ) = e λΦ h(λ)Β(Φ)dλ, where h(λ) = α + θλ and B(Φ) = -Φ / (α + 1), then the compound Poisson distribution is (Sankaran, 1970) 
Then, replace Φ with -θ:
Now, the density function of Poisson quasi-Lindley (PQL) is given by
Remark 1:
If α = θ, this distribution is the Poisson-Lindley distribution. The first and second derivatives of f PQL (x) are
and
is the unique critical point at which f PQL (x; θ, α) is maximum and f PQL (x) is concave. But if ˆ0 x  , the density function f PQL (x) is decreasing in x. Therefore, the mode of PQL is given by
The cumulative distribution function (cdf) of the PQL is
The plots of density and distribution for some value of α and θ are given in Figures  1 and 2 . 
Survival and Hazard Rate Function
be the survival and hazard rate function of PQL, respectively.
Proposition 1:
Let h PQL (x) be the hazard rate function of X. Then h PQL (x) is increasing.
Proof:
According to Glaser (1980) and from the density function of PQL,
it follows that
Maximum Likelihood Estimates
Consider the point estimation of the parameters that index the PQL(θ, α). Let the log-likelihood function of a single observation (say x i ) for the vector of parameters (θ, α) be written as
The derivatives of ln l(x; θ, α) with respect to θ and α are:
The maximum likelihood estimators  of θ and  of α are obtained by solving non-linear equations 1, 1
Proposition 2:
Let X 1 , X 2 ,…, X n be n independent random variables from the PQL(α, θ) distribution. Then the moment generating function (mgf) of According to (19) and using the independent random variables X 1 , X 2 ,…, X n , the mgf of 1 n ii SX   . Also, successive derivation is used and, by recurrence, find (18).
Corollary 1: Let X ~ PQL(θ, α). Then the mean and variance for X are
which achieves the proof.
Moments Estimates
Using the first moment m and second moment m 2 about the PQL distribution, we have 
The solution of (m2 -m)θ 2 -4mθ + 2 = 0 is   The Lambert W function is a standard due to its implementation in the computer algebra system Maple in the 1980s (Conte & de Boor, 1980) and, subsequently, Corless, Gonnet, Hare, Jeffrey, and Knuth (1996) provided a comprehensive survey of the history, theory, and applications of this function. The Lambert W function is defined as the solution of the equation: Table 1 are some quantile of the PQL distribution, which were calculated from the closed-form expression for Q X (u) given in Theorem 1. Displayed in Table 2 are the mode, mean and median for PQL distribution for different choices of parameters θ and α.
Simulation
The behavior of the MM estimators are examined for a finite sample size (n). A simulation study consisting of following steps is being carried out for each triplet (θ, α; n) Shown in Table 3 ,  is positively biased with bias(θ) → 0 for θ → 0, and  is negatively biased with bias(α) → 0 for α → 0. Shown in Table 4 , MSE(θ) and MSE(α) → 0 where θ → 0 and n → ∞.
Example 2
Shown in Table 5 are some distributions of copying groups of random digits with expected frequencies obtained by fitting the Poisson, Poisson-Lindley, and PQL distributions. 
Conclusion
A new two-parameter distribution is proposed, referred to as the PQL distribution, which contains the Poisson Lindley distribution as special case. Various properties of the distribution are examined including the density function (pdf), cumulative distribution (cdf), survival and hazard rate function, moment generating function (mgf), mean, variance, and some results. Also, maximum likelihood estimates and moment estimates are discussed. The PQL model was fitted to several real data sets to show the potential of the new proposed distribution. The PQL distribution gives a much closer fit than the Poisson and Poisson-Lindley distributions, and thus can be considered as an important tool for modeling lifetime data. This suggests that the new model provides more accurate estimates as well as better fits.
