There is a well-known Bayesian interpretation for function estimation by spline smoothing using a limit of proper normal priors. The limiting prior and the conditional and intrinsic autoregressive priors popular for spatial modelling have a common form, which we call partially informative normal. We derive necessary and sufficient conditions for the propriety of the posterior for this class of partially informative normal priors with noninformative priors on the variance components, a condition crucial for successful implementation of the Gibbs sampler. The results apply for fully Bayesian smoothing splines, thin-plate splines and L-splines, as well as models using intrinsic autoregressive priors.
INTRODUCTION
There is a large literature on the frequentist approach to nonparametric regression (Eubank, 1988; Wand & Jones, 1995; Fan & Gijbels, 1996) . The Bayesian view is not so well developed, although the Bayesian approach has a long history. In work fundamental to this paper, Kimeldorf & Wahba (1970) and Wahba (1978) demonstrated that certain forms of spline smoothing correspond to Bayesian estimates under a class of improper Gaussian prior distributions on function spaces. This framework is fully explained in Wahba (1990) and forms the basis for this paper. We discuss a fully Bayesian approach with noninformative priors on critical variance components. Our purpose is to derive conditions under which the posterior distribution is proper.
Bayesian function estimation is closely related to the treatment of spatial components in hierarchical models. With appropriate proper priors, researchers have found powerful Bayesian smoothing splines, thin-plate splines and L-splines among others, as well as for discretised versions.
In 0 2, we introduce the basic models. We begin with a class of penalised least squares estimators including smoothing splines and thin-plate splines, and we review their Bayesian justification as limits of posterior means with normal priors. These priors are closely related to a large class of spatial priors currently popular in the Bayesian literature including conditional autoregressive processes and intrinsic autoregressive processes. We then show how these processes and the limiting improper priors derived from a Hilbert space framework for penalised likelihood problems including smoothing splines are instances of partially informative normal priors. The main results of this paper, given in 0 3, provide necessary and sufficient conditions for the propriety of the joint posterior in this common framework for hierarchical Bayesian models with partially informative normal priors and commonly used noninformative priors on two variance components. These results extend earlier work in Sun et al. (1999) , where sufficient conditions were derived for a class of proper priors on the variance components. Finally, several computational algorithms are listed and discussed in 0 4. (1) with xi-=X(ti), where X(t) is a zero-mean autoregressive Gaussian process whose pth derivative, dW(t), is scaled white noise. Wahba (1978) 
PARTIALLY INFORMATIVE PRIORS FOR SMOOTHING SPLINES
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Letting a -+ oo, Wahba showed that lima_ is exactly the solution to system (6). Writing this solution in terms of an influence matrix go = S(i)y, Wahba (1983) showed that lima.--var(gIy, a, i) = 6oS(i1). Details can also be found in Wahba (1990, In all these cases, the general version of the smoothing spline corresponds to a Bayes estimate under a partially diffuse prior. The proof goes through in complete generality, and this Bayesian interpretation for penalised estimates holds for a large class of estimation problems in function spaces as well (van der Linde, 1995). Such a prior is inconvenient in applications, especially when n, the number of points, becomes large. However, for large n, with the help of approximations given for example in Speckman (1985) , it is possible to show that WJ(6o0, (19) which corresponds to an invariant prior for 60 and a constant prior for 6521
Partially informative and autoregression normal priors
In general, we assume that the priors of 60 and 61 are independent and that, for i= 0, 1, the prior density of 6i is of inverse Gamma type, with wi(6i)oc ( Step 2. Sample (6oIz, y) from IG[ao + IN, bo + 1ISSE + En=1 ri(yji-zi)2}0
Step 3. Sample (zj15, In some cases, it is also possible to sample z componentwise through the following alternative to Step 3 in Algorithm 2.
Step 3*. Sample (ziIz 5jt +-i5 60, 61, y) from N{wi(riii601'j-1/61LEk±iaikZk), Wi}, where Wi This is attractive when the prior distribution for z is specified with a sparse precision matrix, such as an intrinsic autoregressive model. However, componentwise updating of z may not be efficient in running Gibbs sampling. Carter & Kohn (1994) use state-space methods to generate the z updates efficiently. They report that a Gibbs cycle that updates the entire vector z exhibits faster convergence than if the zi are updated individually.
