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Abstract  
 In this paper we are concerned with a general form of the Henon map 
as a retarded functional equation. The existence of a unique solution is proved. 
The continuous dependence of the solution and the local stability of fixed 
points are investigated. Dynamics of periodic points, Chaos, bifurcation, and 
topological conjugacy of the resulting system are discussed in Matlab. 
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Introduction 
 Discontinuous (sectionally continuous) dynamical systems have been 
defined as a problem of retarded functional equation and studied in El-Sayed 
(2011). The generalized time-delayed Henon map was introduced in Bilal, S, 
Ramaswamy, R, (2013). In this work we study the discontinuous (sectionally 
continuous) dynamical system of the Henon map as a problem of retarded 
functional equation with two diff erent delays  
𝑥(𝑡) = 1 + 𝛽𝑥(𝑡 − 𝑟1) − 𝛼𝑥
2(𝑡 − 𝑟2), 𝑟1𝑟2 > 0, 𝑡  ∈ (0, 𝑇]                    (1.1) 
with   𝑥(𝑡) = 𝑥0,     𝑡 ≤ 0,                                                                                  (1.2) 
where 𝛼 > 0 and |𝛽| < 1. 
 
 The existence of a unique continuous dependence solution is proved. 
The local stability of fixed points is studied. The chaos, bifurcation and chaotic 
attractor are discussed. Comparison with the corresponding discrete 
dynamical system of the Henon map  
𝑥𝑛+1 = 1 + 𝛽𝑥𝑛−1 − 𝛼𝑥𝑛
2,     𝑛 = 1,2,3,4, …,                                             (1.3) 
is given. 
Let 𝑓: [0, 𝑇] × 𝑅𝑛 → 𝑅 and 𝑟1, 𝑟2, … , 𝑟𝑘 ∈ 𝑅
+. 
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Consider the problem of retarded functional equation 
𝑥(𝑡) = 𝑓(𝑥(𝑡 − 𝑟1), 𝑥(𝑡 − 𝑟2), … , 𝑥(𝑡 − 𝑟𝑘)),
𝑡𝜖(0, 𝑇],                           (1.4) 
with the initial condition 
𝑥(𝜏) = ∅(𝜏),             𝜏 ≤ 0.                                                                                (1.5)  
If  𝑇 is a positive integer, 𝑟𝑘 = 𝑘, ∅(0) = 𝑥0, and 𝑡 = 𝑛 = 1,2,3, …, then 
problem (1.4)-(1.5) will be the discrete dynamical system 
𝑥𝑛 = 𝑓(𝑥𝑛−1, 𝑥𝑛−2, … , 𝑥𝑛−𝑘),     𝑛 = 1,2,3, … , 𝑇,                                     (1.6) 
𝑥(0) = 𝑥0.                                                                                                         (1.7) 
 This shows that discrete dynamical system (1.6)-(1.7) is a special case 
of the problem of retarded functional equation (1.4)-(1.5). Consider also the 
singularly perturbed diff erential diff erence equation Bohai, NA (2007). 
∈ 𝑥′(𝑡) = −𝑥(𝑡) + 𝑓(𝑥(𝑡 − 1)),                                                              (1.8) 
and the singularly perturbed delay diff erential equation da Cruze (2007) 
 ∈xꞌ(t) = 𝑎0x(t) +∑ 𝑥
𝑘
𝑗=1  (t – 𝑚𝑗), (1.9) 
 𝑚𝑗 ≥ 0,𝑚𝑗 ∈ 𝑍, 𝑗 = 1… . , 𝑘 
The limiting cases as ∈ → 0 of (1.8) and (1.7) are special cases of retarded 
functional equation (1.4)-(1.5). 
Let 𝑡 ∈  (0, 𝑟], then 𝑡 –  𝑟 ∈  (– 𝑟, 0], the solution of (1.4)-(1.5) (by the method 
of steps as in Wu et. al. (2014) is given by 
 x(t) = 𝑥1(t) = f( φ(0)),   t ∈ (0,r] 
For t ∈ (r, 2r], then t – r ∈ (0,r], the solution of (1.4)-(1.5) is given by 
 x(t) = 𝑥2(t) = f (𝑥1(t) = f(f(φ(0))) = 𝑓
2(φ(0)), t ∈ (r,2r]. 
Repeating the process we can easily deduce the solution of (1.4)-(1.5) which 
is given by x(t) = xn(t) = f 
n(φ(0),  t ∈ (n – 1)r,nr], 
which is continuous on each subinterval ((k – 1)r,kr), k = 1,2,3,...n, but 
lim
𝑡→kr
𝑥(𝑘+1)𝑟(t)=𝑓
𝑘+1(φ(0))≠𝑥𝑘𝑟, 
which implies that the solution of problem (1.4)-(1.5) is discontinuous 
(sectionally continuous) on (0,T]. 
Now we have the following definitions. 
Definition 1.1 The discontinuous (sectionally continuous) dynamical system 
is the problem of retarded functional equation (1.4)-(1.5). 
Definition 1.2 The fixed points of discontinuous (sectionally continuous) 
dynamical system (1.4)-(1.5) are the solution of the equation 
𝑥(𝑡)  =  𝑓 (𝑡, 𝑥, 𝑥, . . . , 𝑥). (1.10) 
Remark 1.3 We should notice that the difference equations representing the 
Henon map in its different cases, 
𝑥𝑛+1 = 1 +  𝛽𝑥𝑛−1 – 𝛼𝑥𝑛−1
2  , 𝑛 = 1,2,3,4..  
 𝑥𝑛+1 = 1 +  𝛽𝑥𝑛 – 𝛼𝑥𝑛−1
2  , 𝑛 = 1,2,3,4. ..  
 𝑥𝑛+1  =  1 +  𝛽𝑥𝑛 –     𝛼𝑥𝑛
2 , 𝑛 = 1,2,3,4. ..  
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are just special cases of our problem (1.1)-(1.2). 
Existence and uniqueness 
 Now consider the discontinuous (section ally continuous) dynamical 
system of the Henon map (1.1)-(1.2). The existence of a unique solution as 
well as the continuous dependence of the solution on the initial data are 
proved. We study also the continuous dependence of the solution on the 
parameter α. 
 Let 𝐿1 = 𝐿1[0, 𝑇], 𝑇 < ∞, be the class of Lebesgue integrable 
functions on [0,T] with the norm 
‖𝑓‖=∫  |𝑓(𝑡)|𝑑𝑡,
𝑡
0
𝑓 ∈ 𝐿1. 
Let 𝐷 = {𝑥 ∈ ℝ ∶ |𝑥| < 𝑘, 𝑘 =
1
1−|𝛽|
} ⊂ 𝐿1[0, 𝑇]. 
Definition 2.1 By a solution of problem (1.1)-(1.2) we mean that the function 
x ∈ L1 satisfies problem (1.1)-(1.2). 
Theorem 2.2 The sufficient condition for the existence of a unique solution 
of problem (1.1)-(1.2) is |β | + 2αk < 1. 
Proof:  Define the operator 𝐹: 𝐿1 → 𝐿1 on 𝐷 by 
Fx(t) = 1 + βx(t – r1) – αx2(t – r2), 
Then Fx(t) ≤ 1 + β |x | < 1 + |β |k ≤ k. 
This proves that F : D → D. 
Now, for x,y ∈ D, we have 
|Fx – Fy|≤|β |x(t – r1) – y(t – r1) + α|x2(t – r2) – y2(t – r2)|. 
Thus we can get 
‖𝐹𝑥 –  𝐹𝑦‖≤|β |‖𝑥 –  𝑦‖ + 2αk‖𝑥 –  𝑦‖ 
If M = |β | + 2αk < 1, then  ‖𝐹𝑥 –  𝐹𝑦‖≤ M‖𝑥 –  𝑦‖. 
So, problem (1.1)-(1.2) has, on D, a unique solution x ∈ L1. 
 
Continuous dependence on the initial conditions 
 Theorem 2.3 The solution of discontinuous (section ally continuous) 
dynamical system (1.1)-(1.2) is continuously dependent on the initial data. 
 Proof:  Let x(t) and 𝑥∗(𝑡) be the solutions of dynamical system (1.1)-
(1.2) and the dynamical system of equation (1.1) with the initial data 
 x(0) = 𝑥∗(𝑡) (2.1) 
Then x(t) – 𝑥∗(𝑡) ≤|β |x(t – r1) – 𝑥∗(𝑡) (t – r1) + αx2(t – r2) – x∗2(t – r2), 
and we can get  
‖𝑥(𝑡) – 𝑥∗(𝑡) ‖≤ (r1 |β | + r2α)|𝑥0 − 𝑥0 | +(|β | +2αk)‖𝑥 – 𝑥
∗(𝑡) ‖. 
This implies that 
‖𝑥(𝑡) – 𝑥∗(𝑡)  ‖≤ 
𝑟1β+𝑟2
1 –|β | – 2α𝑘
|𝑥0 − 𝑥0 |. 
That is,|𝑥 − 𝑥∗(𝑡) | ≤ δ  ⇒   ‖𝑥(𝑡) − 𝑥∗(𝑡) ‖≤∈= 
𝑟1β+𝑟2
1 –|β | – 2α𝑘
 δ. 
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Continuous dependence on the parameter α 
 Theorem 2.4 The solution of discontinuous (sectionally continuous) 
dynamical system (1.1)-(1.2) is continuously dependent on the parameter α. 
Proof:  Let x(t) and x∗(t) be the solutions of dynamical system (1.1)-(1.2) and 
the dynamical system 
x(t)=1+βx(t–r1)–𝛼∗x2(t–r2),                                                                      (2.2)    
with the initial data (1.2), then 
|𝑥(𝑡) – 𝑥∗(𝑡) | ≤ |α𝑥∗2(𝑡 – 𝑟2) – 𝛼
∗𝑥∗2(𝑡 – 𝑟2)|, 
which gives  
 ‖𝑥(𝑡) – 𝑥∗(𝑡) ‖≤|β |‖𝑥 – 𝑥∗(𝑡)  ‖ + 2α‖𝑥 – 𝑥∗(𝑡)  ‖‖+ 𝑘‖|α – 𝛼∗ | ‖𝑥∗‖ 
This implies that 
‖𝑥(𝑡) – 𝑥∗(𝑡)  ‖≤
‖𝑥‖
1 –|β | – 2α𝑘
|α – 𝛼∗| 
That is, |α – 𝛼∗|≤ δ ⇒  ‖𝑥(𝑡) − 𝑥∗(𝑡) ‖ ≤ ∈=  
‖𝑥∗‖
1 −β− 2α𝑘
 δ. 
 
Fixed points and stability 
 Exactly like its discrete counter part, dynamical system (1.1)-(1.2) has 
two fixed points which are the solutions of the equation 
x = 1 + βx – αx2. 
So, we have 
              (xfix)1  =          
(β – 1)+ √(1−𝛽)2+4α
2𝑎
 .    
              (xfix)2   =        
(β – 1)− √(1−𝛽)2+4α
2𝑎
 .  
 Obviously, they exist only for (1 – β)2 + 4α ≥ 0 Liu (2007). To 
determine the stability of a fixed point, consider a small perturbation from the 
fixed point by letting x(t) = 𝑥𝑓𝑖𝑥 +∈0 𝜆
𝑡. 
Substituting in (2.2) we get 𝑥𝑓𝑖𝑥 +∈0 𝜆
𝑡 = 1 + 𝛽(𝑥𝑓𝑖𝑥 +∈0 𝜆
𝑡−𝑟1) −
𝛼(𝑥𝑓𝑖𝑥 +∈0 𝜆
𝑡−𝑟2)2.  
which implies that the fixed points are asymptotically stable if all roots of the 
equation 
 1 = 𝛽𝜆−𝑟1 − 2𝛼𝑥𝑓𝑖𝑥𝜆
−𝑟2                                                                         (3.1)           
Satisfy |λ| < 1, where x(t) = xfix + λt. Here we study three cases: 
• 𝑟1 = 𝑟2then (xfix)1 is stable if (1 – β)
2 + 4α < 4. 
• 𝑟2 = 2𝑟1 then (xfix)1 is stable if 2β + 4α < 3. 
• 𝑟1 = 2𝑟1 then (xfix)1 is stable if α < 
3
4
(1 – β)2. 
 In all the simulations, 𝑟1and 𝑟1 are rationally dependent.   
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Figure 1. illustrates the trajectories of (1.3), while Figure 2 illustrates the trajectories of 
(1.1) 
 
 Figure 1 Trajectories of (1.3) with 𝛼 = 1.2 and 𝛽 = 0.4.     Figure 
2 Trajectories of (1.1) with 𝛼 = 1.2 and 𝛽 = 0.4 
                                                                                               and 𝑟1 = 𝑟2 = 1. 
Bifurcation and chaos 
 In this section we show, by numerical experiments illustrated by 
bifurcation diagrams, that the dynamical behavior of discontinuous (section 
ally continuous) dynamical system (1.1)-(1.2) is completely affected by the 
change in both r and T Kuznetsov, YA (2004). We consider three cases for 
different delays r1 and r2 as follows. 
• Case 1: r1 > r2. 
Let β = 0.3 be fixed and vary α from 0 to .1.4 with step size 0.001 and the 
initial condition (x0,y0) = (0.3,0). 
Take 𝑟1  =  2 and 𝑟2 = 1 and t ∈ [0,150] in (1.1)-(1.2) (Figure 3). 
Take 𝑟1= 0.50 and 𝑟2= 0.25 and t ∈ [0.38] in (1.1)-(1.2) (Figure 4). 
Take 𝑟1= 0.3 and 𝑟2 = 0.1 and t ∈ [0.20] in (1.1)-(1.2) (Figure 5). 
Take 𝑟1 = 0.25 and 𝑟2 = 0.15 and t ∈ [0,15] in (1.1)-(1.2) (Figure 6). 
 
 
 
 
 
 
 
 
 
 
          Figure 3                                                          Figure 4 
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             Figure 5                                                          Figure 6 
 
 We see clearly in Figure 3 the bifurcation from a stable fixed point to 
a stable orbit of period two at α = 0.4, and then the bifurcation from period 
two to period four at α = 0.9. 
 The further period doubling occurs at decreasing increments in α, and 
the orbit becomes chaotic for α ≃ 1.1. 
• Case 2: r1 = r2. 
Take r1 = r2 = 1 and t ∈ [0,100] in (1.1)-(1.2) (Figure 7). 
Take r1 = r2 = 2 and t ∈ [0,200] in (1.1)-(1.2) (Figure 8). 
Take r1 = r2 = 0.1 and t ∈ [0,10]in (1.1)-(1.2) (Figure 9). 
Take r1 = r2 = 0.2 and t ∈ [0,15] in (1.1)-(1.2) (Figure 10). 
 
 
 
 
 
 
 
 
 
                              Figure 7              Figure 8 
 
 
 
 
 
 
 
 
 
Figure 9             Figure 10 
 
• Case 3: r1 < r2. 
Take r1 = 1 and r2 = 2 and t ∈ [0,200] in (1.1)-(1.2) (Figure 11). 
Take r1 = 0.1 and r2 = 0.2 and t ∈ [0,20] in (1.1)-(1.2) (Figure 12). 
Take r1 = 0.25 and r2 = 0,75 and t ∈ [0,30] in (1.1)-(1.2) (Figure 13). 
Take r1 = 0.15 and r2 = 0,25 and t ∈ [0,50] in (1.1)-(1.2) (Figure 14). 
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Figure 11            Figure 12 
 
 
 
 
 
 
 
 
Figure 13            Figure 14 
 
Diffeomorphism of Henon map 
 By definition, a Henon Map 𝑋𝛼,𝛽: ℝ
2 → ℝ2 is a diffeomorphism of the 
plane with property that no straight line maps to a parallel staight line. Under 
certain condition, existence of the Henon Map has been proved by Benedicks 
and Carleson (1991).   
 Definition 5.1 Let f : A  A and g : B B be two maps. Then f and g 
are said to be topologically conjugate if there exists a homeomorphism h such 
that ℎ ∘ f = g ∘ f. 
 Definition 5.2 Let 𝛼, 𝛽ℝ. The Henon Map for 𝛼 and 𝛽 is given by 
𝑋𝛼,𝛽: ℝ
2 → ℝ2 with 
𝑋𝛼,𝛽 = (
𝛼 − 𝛽𝑦 − 𝑥2
𝑥
) 
Remark 5.3 The has the following Jacobian:  
with  
Claim 5.4 For 𝛽  0, the inverse of 𝑋𝛼,𝛽 is: 
  𝑋𝛼,𝛽
−1   (  
𝑥
𝑦  ) = (
𝑦
𝛼−𝑥−𝑦2
𝛽
 )  
Proof. 
𝑋𝛼,𝛽
−1 (𝑋𝛼,𝛽 (  
𝑥
𝑦  )) = 𝑋𝛼,𝛽
−1 (  𝛼 − 𝛽𝑦 − 𝑥
2
𝑥
  ) = (
𝑥
𝛼−(𝛼−𝛽𝑦−𝑥2)𝑥2
𝛽
 ) = (  
𝑥
𝑦  ) 
Let (  
?́?
?́?
  )  ≠  (  
𝑥
𝑦  ), for (  
?́?
?́?
  ) , (  
𝑥
𝑦  )  ∈ ℝ
2. 
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If   𝑋𝛼,𝛽
−1  (  
?́?
?́?
  ) = 𝑋𝛼,𝛽
−1  (  
𝑥
𝑦  )  ⇒ (
?́?
𝛼−?́?−(𝑦)́ 2
𝛽
 ) = (
𝑦
𝛼−𝑥−𝑦2
𝛽
 ) 
⇒  𝑦 = ?́?  and 𝑥 = ?́?. This is contradiction. Hence, 𝑋𝛼,𝛽
−1  is one-to-one. 
 The case 𝛽 = 0 
Let 
 𝑓𝜇 : ℝ → ℝ and is given by 𝑓𝜇(x) = 𝜇𝑥 (1 − 𝜇𝑥),) 
 𝑓𝜇 : ℝ → ℝ and is given by 𝑓𝜇(x) = 1 − 𝜇𝑥
2, 
 g : ℝ → ℝ and is given by g (x) =   x2 and  
𝜙𝛼: ℝ → ℝ
2 and is given by 𝜙𝛼(𝑥) =  (  
g
𝛼
(𝑥)
𝑥
  ) 
with  and are continuous functions.  
Theorem 5.5 For every 𝛼  ℝ ∶  𝑋𝛼,0 ∘ 𝜙𝛼 ∘ g𝛼 
Proof. 
𝑋𝛼,0 ∘ 𝜙𝛼=𝑋𝛼,0 (  
𝛼 − 𝑥2
𝑥
  ) = (  
𝛼 − (𝛼 − 𝑥2)2
𝛼 − 𝑥2
  ) = 𝜙𝛼 (𝛼 − 𝑥
2) = 𝜙𝛼 ∘ g𝛼 
Proposition 5.6 a) For 𝛼 ≥
1
4
, 𝛼 ∈  ℝ and 𝜇(𝛼) = 1 + √1 + 4𝛼, 𝑔𝛼 is a 
topological conjugate to  𝑓𝜇 . 
   b) For 𝛼 ∈ ℝ and 𝜇(𝛼) = 𝛼, is a topological conjugate to 𝑓𝜇 
Proof. a) Let ℎ ∶ ℝ → ℝ  be given by ℎ(𝑥) = 𝑐𝑥 + 𝑑 with 𝑐 ∈ ℝ\{0} and 𝑑 ∈
ℝ. 
Then:  ℎ−1(𝑦) =
𝑦−𝑑
𝑐
. 
It follows that: 
(ℎ−1 ∘ g
𝛼
 ∘ ℎ) (𝑥) = ℎ−1(𝛼 − (𝑐𝑥 + 𝑑)2) =
1
𝑐
(𝛼 − 𝑐2𝑥2 − 2𝑐𝑑𝑥 − 𝑑2 − 𝑑) 
 = 𝑐𝑥2 − 2𝑑𝑥 −
1
𝑐
(𝑑2 + 𝑑 − 𝛼) 
If 𝑐 =  𝜇  and 𝑑 = −
𝜇
2
, (𝜇 ∈  ℝ\{0}),   then (ℎ−1 ∘ g
𝛼
 ∘ ℎ) (𝑥) = −𝜇𝑥2 +
𝜇𝑥 −
1
4𝜇
(𝜇2 − 2𝜇 − 4𝛼)= 𝑓𝜇(𝑥) −
1
4𝜇
(𝜇2 − 2𝜇 − 4𝛼) 
Since 𝜇 = 1√1 + 4𝛼,  it follows 𝜇2 − 2𝜇 − 4𝛼 = 0. 
b) Let 𝑑 = 0 and 𝛼 = 𝑐 = 𝜇 be as in the proof of a).  
It follows: (ℎ−1 ∘ g
𝛼
 ∘ ℎ) (𝑥) = −𝜇𝑥2 + 1 = 𝑓𝜇(𝑥). 
Corollary 5.7 Let 𝛼 and 𝜇 =  𝜇(𝛼) be as in part 𝛼) of proposition 1.6, then 
there exists a continuous map  𝜓𝛼:  
𝜓𝛼 : ℝ → ℝ
2  such that 𝐻𝛼,0 ∘ 𝜓𝛼 = 𝜓𝛼 ∘ 𝑓𝜇 
Proof. Using proposition 1.6 there exists a bijective map 
 ℎ ∶ ℝ → ℝ  such that  𝜙𝛼  ∘ ℎ = ℎ ∘ 𝑓𝜇   
Theorem 5.8 gives: 
 𝑋𝛼,0 ∘ 𝜙𝛼 ∘ ℎ = (𝑋𝛼,0 ∘ 𝜙𝛼) ∘ ℎ =  (𝜙𝛼 ∘ g𝛼) ∘ ℎ 
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 =  𝜙𝛼 ∘ (g𝛼 ∘ ℎ) = 𝜙𝛼 ∘ ℎ ∘ 𝑓𝜇 
 with 𝜓𝛼 ∘ 𝑓𝜇 
Corollary 5.9 Let 𝛼  and  =  (𝛼) be as in part 𝛽) of proposition 1.6, then 
there exists a continuous map   :   
Proof. Similar to the proof of corollary 1.7 
Remark 5.10  Neither theorem 1.5, corollary 1.7 nor corollary 1.8 makes any 
statement on the toplogical (semi-) conjugacy, since the surjectivity of the 
conjugate functions is not satisfied. 
 The case 𝛽 ≠ 0 
Theorem 5.11  Let  A =  
α
β2
, B =  
1
β
, then  Xα,β is topologically conjugate to 
𝐻𝛼,𝛽
−1  . 
Proof. Let 𝜙 ∶ ℝ2 → ℝ2 be given by 𝜙 (  
𝑥
𝑦  ) =  
1
𝐵
 (  
𝑥
𝑦  ) , then 
  𝜙 ∘ 𝑋𝛼,𝛽
−1  = 𝜙 (  
𝑦
1
𝐵
(𝐴 − 𝑥 − 𝑦2)  ) = (  
1
𝐵
(𝐴 − 𝑥 − 𝑦2)
1
𝐵
𝑦
  ) 
  = (  
𝛼 −
𝛽
𝐵
𝑦 −
1
𝐵2
𝑥2)
1
𝐵
𝑦
  ) =  𝑋𝛼,𝛽 (  
1
𝐵
𝑦
1
𝐵
𝑥
  ) = 𝑋𝛼,𝛽 ∘ 𝜙 
Clearly, is a homeomorphism since it is a linear coordinate transformation. 
Remark 5.11.1 It is sufficient to consider the case |𝛽| ≥ 1.  
|𝛽| ≥ 1 ⇔ |𝐵| ≥ 1.  Similar calculations for 𝐻𝛼,𝛽
−1  instead of 𝐻𝛼,𝛽 lead to the 
same result. 
5.11.2 The special case |𝛽| = 1 is treated in a similar fashion to 0 <|𝛽|<1. 
Hence, from now on we will assume: 0 < |𝛽| < 1. 
 
The Dynamics of Periodic Points: 2-Dimensional Maps  
 Let 𝐺 𝐶1(ℝ2, ℝ2)  and x0 ℝ2. Then 1 (G, x0) and 2 (G, x0) are the 
eigenval-use of DG(x0), i. e., the solution to det (DG(x0)  I2) = 0.  
Definition 6.1 Let F   𝐶1 (ℝ2, ℝ2) be a bijective map, x0  ℝ2 and (x0) = x0 
(n ℕ). Then x0 is called: 
 Attractive n-periodic point of F iff  ∀i  {1, 2} : i(Fn, x0) < 1. 
Repelling n-periodic point of F iff  ∀i  {1, 2} : i(Fn, x0) > 1. 
Saddle n-periodic point of F iff  ∃i  {1, 2} : i(Fn, x0) > 1 for which  
 j  {1, 2} ( j  i) : i(Fn, x0) > 1. 
Theorem 6.2 a) 𝑥0 is an attracting n-periodic point   ∃𝜀 > 0 : ∀𝑦  B(𝑥0, 𝜀)  
such that 
𝑙𝑖𝑚
𝑥 → ∞
  Fnk (y) = 𝑥0. 
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b) 𝑥0 is a repelling n-periodic point  ∃𝜀 > 0 : ∀𝑦  B(𝑥0, 𝜀) such that that 
𝑙𝑖𝑚
𝑥 → ∞
F-nk (y) = 𝑥0. 
c) 𝑥0 is an attracting n-periodic point  there exits a regular 𝐶
1-curve with  
𝑥0 |Γ| such that for every path of ,  I is an open interval, the following holds 
∀𝑡 I : F-nk((t)) 𝑥0 if k  .   
Proof. See R. L. Devaney (1986) 
Lemma 6.3  
For all k  ℕ : {i(Fk, 𝑥0) : i  {1, 2}} = {i (F, 𝑥0) : i  {1, 2}} 
Proof. The following holds: F ∘ Fk = Fk ∘ F (∀𝑘ℕ). By the Chain Rule: 
DF((Fk, 𝑥0)). DF
k (x0) = DF ((F, 𝑥0)). DF(𝑥0) 
 (𝐷𝐹𝑘)−1(𝑥0) . DF (F
k (𝑥0)) . DF
k (𝑥0)
2 = (DFk)-1 (𝑥0). DF
k (x0) . DF (𝑥0)  
= DF (𝑥0) 
 DF (Fk(𝑥0)) and DF (𝑥0) are similar 2  2-matrices. 
Hence, DF(Fk (𝑥0)) and DF (𝑥0) have equal eigenvalues. 
 The Fixed Points of 𝑋𝛼,𝛽 
Let 
 𝛼0(𝛽) =  −
1
4
(𝛽 + 1)2 
 𝛼1(𝛽) =  
3
4
(𝛽 + 1)2 
Theorem 6.4 a)  ∀𝛼 < 𝛼0(𝛽), 𝑋𝛼,𝛽  has no fixed point. 
b) 𝑖𝑓 𝛼 =  𝛼0(𝛽), then 𝑋𝛼,𝛽 has exactly one fixed point, namely: 
𝑝0(𝛼, 𝛽) =
1
2
(  
−(𝛽 + 1)
−(𝛽 + 1)
  ) 
c) ∀𝛼 >=  𝛼0(𝛽), 𝑋𝛼,𝛽 has exactly two fixed point, namely: 
𝑝 − (𝛼, 𝛽) =
1
2
(  
𝑥−(𝛼, 𝛽)
𝑥−(𝛼, 𝛽)
  ) , 𝑝 + (𝛼, 𝛽) =
1
2
(  
𝑥+(𝛼, 𝛽)
𝑥+(𝛼, 𝛽)
  )  
   𝑤𝑖𝑡ℎ 𝑥±(𝛼, 𝛽) = −
𝛽+1
2
±√(
𝛽+1
2
)
2
+ 𝛼 
Proof.  Let (  
𝑥
𝑦  ) ℝ
2: 𝑋𝛼,𝛽  (  
𝑥
𝑦  ) =  (  
𝑥
𝑦  )  𝑥 = 𝛼 − 𝛽𝑦 − 𝑥
2 and 𝑦 = 𝑥 
 𝑥2 + (𝛽 + 1)𝑥 − 𝛼 = 0  𝑥 {𝑥+, 𝑥−} with 𝑥±(𝛼, 𝛽) = −
𝛽+1
2
± 𝛼  ℂ 
a) For 𝛼 <  𝛼0(𝛽) the following holds: 𝑥± ∉  ℝ 
b) For 𝛼 <  𝛼0(𝛽) the following holds: 𝑥+(𝛼, 𝛽) = 𝑥−(𝛼, 𝛽) = −
1
2
(𝛽 +
1) ⇒ ∃ precisely one  𝑝0(𝛼, 𝛽) =
1
2
(  
−(𝛽 + 1)
−(𝛽 + 1)
  ) : 𝑋𝛼,𝑏 
(𝑝0(𝛼, 𝛽)) = 𝑝0(𝛼, 𝛽) 
    c) For 𝛼 <  𝛼0(𝛽)  the following holds: ∃ precisely one 𝑥+(𝛼, 𝛽) ℝ and 
precisely one  𝑥−(𝛼, 𝛽) ℝ, 
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     such that 𝑥+(𝛼, 𝛽)  ≠ 𝑥−(𝛼, 𝛽) ∶ 𝑋𝛼,𝛽  (  
𝑥±(𝛼, 𝛽)
𝑥±(𝛼, 𝛽)
  ) =  (  
𝑥±(𝛼, 𝛽)
𝑥±(𝛼, 𝛽)
  ) 
Theorem 6.5  𝑎)∀𝛼 > 𝛼0(𝛽): 𝑝−(𝛼, 𝛽) is a saddle fixed point. 
𝑏)∀𝛼0(𝛽) < 𝛼 < 𝛼1(𝛽):  𝑝+(𝛼, 𝛽) is an attracting fixed point. 
𝑐) 𝛼 = 𝛼1(𝛽) ⇒ ∃ (𝑖  {1,2}): 𝜆1(𝐻𝛼,𝛽,𝑝+(𝛼, 𝛽)) = −1 
𝑑)∀𝛼 > 𝛼(𝛽): 𝑝+(𝛼, 𝛽) is a saddle fixed point. 
Proof. 
a) The Eigenvalues 𝜆𝑖 (𝑋𝛼,𝛽  (  
𝑥0
𝑦0
  )) = −𝑥0 ±√𝑥0
2 − 𝛽, i {1, 2} 
           𝑝−(𝛼, 𝛽) =
−1
2
(  
(𝛽 + 1 + 𝜔)
(𝛽 + 1 + 𝜔)
 ) , 𝜔 =  √(𝛽 + 1)2 + 4𝛼 > 0.  
 Case 1: Consider  
    𝜆1 = 𝜆1 (𝑋𝛼,𝛽, 𝑝−(𝛼, 𝛽)) =  
𝛽+1+𝜔
2
+√(
1+𝛽
2
+
𝜔
2
)
2
− 𝛽 ⇒ 2.1 
   𝜆1 > 
𝛽+1
2
 + √(
1+𝛽
2
)
2
− 𝛽 =
1+𝛽
2
+
1−𝛽
2
= 1 
 Case 2: Consider  𝜆2 = 𝜆2 (𝑋𝛼,𝛽, 𝑝−(𝛼, 𝛽)) =  
𝛽+1+𝜔
2
+√(
1+𝛽
2
+
𝜔
2
)
2
− 𝛽 
√(
1+𝛽
2
+
𝜔
2
)
2
− 𝛽 = √(
𝜔
2
)
2
+
1
4
+
𝛽
2
+
𝛽2
4
+ 2(
𝜔
2
) (
1
2
+
𝛽
2
)  
 = √(
𝜔
2
+ (
𝜔
2
+
𝛽
2
−
1
2
))
2
+ 2(
𝜔
2
) 
 𝜆2 < 
𝛽+1+𝜔
2
−√(
𝜔
2
+ (
𝛽
2
−
1
2
))
2
 
 - Case 2.1: 
𝛽+1+𝜔
2
  0  𝜆2 <
1+𝛽
2
+
𝜔
2
−
𝜔
2
−
𝛽
2
+
1
2
= 1 
 - Case 2.2: 
𝛽+1+𝜔
2
 < 0  𝜆2 <
1+𝛽
2
+
𝜔
2
+
𝜔
2
+
𝛽
2
−
1
2
= 𝛽 + 𝜔 
Let 𝜆2  ≤ −1 then: 
1+ 𝛽 > 0, 𝜔 > 0 and √(
1+𝛽
2
+
𝜔
2
)
2
− 𝛽 ≥ 0 
⇒ (
1 + 𝛽
2
+
𝜔
2
)
2
− 𝛽 ≥ 1 + (
1 + 𝛽
2
+
𝜔
2
)
2
+ 1 + 𝛽 + 𝜔 
−𝛽 ≥ 2 + 𝛽 + 𝜔 ⇒ −𝛽 ≥ 1 +
𝜔
2
. 
This is a contradiction. Hence, |𝜆2| < 1. 
b)         𝑝+(𝛼, 𝛽) =
1
2
(  
(𝜔 − 𝛽 − 1)
(𝜔 − 𝛽 − 1)
  ) , 𝜔 = √(𝛽 + 1)2 + 4𝛼 > 0. 
Eigenvalue 𝜆𝑖 = 𝜆𝑖 (𝑋𝛼,𝑏, 𝑝+(𝛼, 𝛽)) =  
𝛽+1+𝜔
2
 ± 𝑧, 𝑖  {1, 2}  and 
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  𝑧 = √(
𝛽+1−𝜔
2
)
2
− 𝛽 
 Case 1: 𝛽 > 0 
Case 1.1: Complex Eigen values:  
Let (1 − √𝛽)2 <  𝜔 < (1 + √𝛽)2 (By letting the radicals equal to zero) z is 
complex  z =  𝑖√𝛽 − (
𝜔 − 1 −𝛽
2
)
2
 
  |𝜆𝑖| = √(
1 + 𝛽
2
+
𝜔
2
)
2
+ 𝛽 − (
𝜔 − 1 − 𝛽
2
)
2
= √𝛽 < 1, 𝑖 {1,2}  
Case 1.2 : Real Eigen values:  
1. Case 1.2.1: 0    (1 − √𝛽)2 
* a) Consider  
  𝜆1 =
𝛽+1−𝜔
2⏟  
𝐼
+ 𝑧⏟
𝐼𝐼
  
(I) 0  
𝛽+1−𝜔
2
 ≤
𝛽+1
2
 
  (II) 0  z  √(
𝛽+1
2
)
2
=
𝛽−1
2
 
   𝜆1 < 1 and 𝜆1 ≤ 0 
  (I) 
𝛽+1−𝜔
2
 ≤  𝛽 
  (II) z  0 
   𝜆1 < −1 
* b) Consider 𝜆2 =
𝛽+1−𝜔
2
− 𝑧 
(I) 
𝛽+1−𝜔
2
 ≥ √𝛽 
  (II)  z  
1−𝛽
2
 
   𝜆2  ≥ √𝛽 +
1−𝛽
2
>
1−𝛽
2
>
𝛽
2
> −1 
  (I) 
𝛽+1−𝜔
2
 ≤  
𝛽+1
2
 
  (II) z   0 
   𝜆2 < 1 
 Hence, |𝜆𝑖| < 1, 𝑖  {1,2} 
2. Case 1.2.2: (1 − √𝛽)2  ≤  𝜔 2(1 + 𝛽)  
* a) Consider 𝜆1 =
𝛽+1−𝜔
2
+ 𝑧 
(I) 
𝛽+1−𝜔
2
 ≤ −√𝛽 
  (II) z ≤ 
1−𝛽
2
 
   𝜆1  ≤ −√𝛽 +
1−𝛽
2
<
1
2
< 1 
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  (I) 
𝛽+1−𝜔
2
  ≤  
𝛽+1
2
 
  (II) z ≥  0 
   𝜆1  ≥ −
𝛽+1
2
> −𝛽 > −1 
* b) Consider 𝜆2 =
𝛽+1−𝜔
2
− 𝑧 
(I) 
𝛽+1−𝜔
2
 ≤ −√𝛽 
  (II) - z ≤ 0 
   𝜆2  ≤ −√𝛽 < 1 
  (I) 
𝛽+1−𝜔
2
  ≥
𝛽+1
2
 
  (II) −𝑧 ≥ −
1−𝛽
2
 
   
𝛽+1−𝜔
2
 > −𝛽 𝜆2 ≥
𝛽
2
−
1
2
≥ −
1
2
> −1 
Hence, |𝜆𝑖| < 1, 𝑖  {1,2} 
 Case 2 𝛽 < 0 can be proved in a similar way to the case 𝛽  0. 
c) If > 𝛼1(𝛽) =
3
4
 (𝛽 + 1)2, then √(𝛽 + 1)2 + 4𝛼 = 2(𝛽 + 1).  For 
this Eigenvalue the following holds: 
 𝜆𝑖 (𝑋𝛼,𝛽, 𝑝+(𝛼, 𝛽)) =  
1+𝛽−2(𝛽+1)
2
 ± √
(+𝛽−2(𝛽+1))
2
2
− 𝛽 
 = −
1+𝛽
2
 ±  √(
1+𝛽
2
)
2
− 𝛽 =  −
1+𝛽
2
 ±
1−𝛽
2
= −1 or −𝛽, 𝑖  {1,2} 
d)   𝑝+(𝛼, 𝛽) =
1
2
(  
(𝜔 − 𝛽 − 1)
(𝜔 − 𝛽 − 1)
  ) , 𝜔 = √(𝛽 + 1)2 + 4𝛼 
For > 𝛼1(𝛽) =
3
4
 (𝛽 + 1)2, the following holds:  𝜔 > 2(𝛽 + 1) 
The Eigen values: 
 𝜆𝑖 = 𝜆𝑖(𝐻𝛼,𝛽,𝑃 + (𝛼+, 𝛽) =  
1+𝛽−𝜔
2⏟  ±
𝐼
√(
𝜔−𝛽−1
2
)
2
− 𝛽,
⏟          
𝐼𝐼
 𝑖  {1,2} 
 Consider  𝜆1 = 
1+𝛽−𝜔
2
−√(
𝜔−𝛽−1
2
)
2
− 𝛽, 
 (I) 
1+𝛽−𝜔
2
<
1+𝛽
2
2.1  
 (II) √(
𝜔−𝛽−1
2
)
2
− 𝛽 > 2.1 √(
𝛽+1
2
)
2
− 𝛽 = √(
𝛽−1
2
)
2
=
1−𝛽
2
 
 (III) and ⇒ 𝜆1 < − 
1+𝛽
2
−
1−𝛽
2
= −1 ⇒ |𝜆𝑖| > 1. 
 Consider 𝜆2 = 
1+𝛽−𝜔
2
+√(
𝜔−𝛽−1
2
)
2
− 𝛽, 
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 Let 𝜆2  ≥  1 ⇒  √(
𝜔−𝛽−1
2
)
2
− 𝛽
⏟          
≥
>0
1 −
1+𝛽−𝜔
2⏟      
>0(2.1)
 
 ⇒ −
𝛽+𝜔
2
≥
𝜔−𝛽
2
⇒  𝜔 ≤ 0. 
This is contradiction. Hence, |𝜆2| < 1.  
 Let 𝜆2  ≤  −1 ⇒ √(
𝜔−𝛽−1
2
)
2
− 𝛽
⏟          
≥
>0
𝜔−𝛽−3
2⏟  
>0
 
   ⇒ (
𝜔−𝛽−1
2
)
2
− 𝛽 ≤ (
𝜔−𝛽−3
2
)
2
 
 ⇒  𝜔 ≤ 2 + 2𝛽.  
This is contradiction with 2.1. Hence, |𝜆2| < 1. 
 Period-Doubling with  
Theorem 6.6 At 𝛼1(𝛽) the first period − doubling takes place, i. e., 
1. ∀𝛼 < 𝛼1(𝛽): 𝐻𝛼,𝛽
2  (𝑝(𝛼, 𝛽)) = 𝑝 (𝛼, 𝛽) ⇒  𝑋𝛼,𝛽(?̃?(𝛼, 𝛽)) =
𝑝 (𝛼, 𝛽)  
2. For 𝛼 =  𝛼1(𝛽): exists precisely one ?̃?0(𝛼, 𝛽) ∈ ℝ
2 such that  
𝑋𝛼,𝛽
2  (?̃?(𝛼, 𝛽)) = 𝑝0(𝛼, 𝛽)and 𝑋𝛼,𝛽(?̃?0(𝛼, 𝛽)) ≠  𝑝0(𝛼, 𝛽)  
3. ∀𝛼 < 𝛼1(𝛽): ∃ exists precisely one ?̃?1(𝛼, 𝛽) ∈ ℝ
2 such that  
𝑋𝛼,𝛽
2  (𝑝1(𝛼, 𝛽)) = 𝑝1(𝛼, 𝛽)and 𝑋𝛼,𝛽(?̃?1(𝛼, 𝛽)) ≠  𝑝1(𝛼, 𝛽).  
Furthermore, ∃exists precisely one ?̃?2(𝛼, 𝛽) ∈ ℝ
2 (?̃?1(𝛼, 𝛽) ≠ 𝑝1(𝛼, 𝛽) 
such that  𝑋𝛼,𝛽
2  (?̃?2(𝛼, 𝛽)) = 𝑝2(𝛼, 𝛽)and 𝑋𝛼,𝛽(?̃?2(𝛼, 𝛽)) ≠  𝑝2(𝛼, 𝛽)  
4. 𝑇he following holds: lim
𝛼→𝛼1(𝑏) 
 𝑝𝑖(𝛼, 𝛽) = 𝑝 + (𝛼, 𝛽), 𝑖  {0,1,2} 
Proof. 
 𝑋𝛼,𝛽
2 (  
𝑥
𝑦  ) = (  
𝑥
𝑦  )  (  
𝛼 − 𝛽𝑥 − (𝛼 − 𝛽𝑦 − 𝑥2)2
𝛼 − 𝛽𝑦 − 𝑥2
  ) = (  
𝑥
𝑦  ) 
  𝑦 =
1
𝑐
(𝛼 − 𝑥2) and 𝑥 =
1
𝑐
(𝛼 − 𝑦2), (𝑐 = 1 + 𝛽)   
  (𝑥 − 𝑝−) . (𝑥 − 𝑝+) . (𝑥
2 − 𝑐𝑥 + 𝑐2 − 𝛼) = 0   
 with 𝑝± = 𝑝±(𝛼, 𝛽) =  
−1−𝛽+𝜔
2
, and 𝜔 = √𝑐2 − 4𝛼 
 By letting 𝑥2 − 𝑐𝑥 + 𝑐2 − 𝛼 equal to zero  
   𝑥1,2 =
−𝑐±√𝑐2+4(𝛼−𝑐2)
2
= 
−𝑐±√4𝛼−4𝑐2)
2
 
1. ∀𝛼 <  𝛼1(𝛽): 4𝛼 − 4𝑐
2 < 0 ⇒ There is no periodic point with period 2.  
2. 𝐹𝑜𝑟 𝛼 =  𝛼1(𝛽): 4𝛼 − 4𝑐
2 = 0 ⇒ ∃ exists precisely one 𝑝2(𝛼, 𝛽) such 
that 𝑋𝛼,𝛽
2  (𝑝2(𝛼, 𝛽)) = 𝑝2(𝛼, 𝛽): 
   𝑝1(𝛼, 𝛽) = (  
𝑐+?́?
2
𝛼
𝑐
−
1
4𝑐
(𝑐 + ?́?)2
  ) 
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   𝑝2(𝛼, 𝛽) = (  
𝑐−?́?
2
𝛼
𝑐
−
1
4𝑐
(𝑐 − ?́?)2
  ) 
with ?́? = √4𝛼 − 4𝑐2 
4. With 𝑝+(𝛼, 𝛽) as in theorem 2.4, the following true:  
 𝑝±(𝛼, 𝛽)  →  
1
2
 (  
𝑐
𝑐
  ) as 𝛼 → 𝛼1(𝛽). Furthermore, ?́? → 0  as 𝛼 → 𝛼1(𝛽). 
Hence,  lim
𝛼→𝛼1(𝛽) 
𝑝𝑖(𝛼, 𝛽) =
1
2
 (  
𝑐
𝑐
  ) 
Notations 6.7 For 0 < |𝛽| < 1 fixed at random, let  𝜇𝑘(𝛽) be the k-th period-
doubling parameter of H𝛼,𝛽. 
Remark 6.8 From theorem 2.5, it follows: 𝜇1(𝛽) = 𝛼1(𝛽). 
Theorem 6.9 Collect-Eckman (1980) 
 There exists an 𝜀0 > 0 such that for all the following holds: 
 1. there exists 𝜇1(𝛽)  ∈  ℝ ∶  lim
𝑎→∞ 
 𝜇𝑛(𝛽) = 𝜇∞(𝛽)  
 2. lim
𝛼→∞ 
 
𝜇𝑛(𝛽)−𝜇𝑛−1(𝛽)
𝜇𝑛+1(𝛽)−𝜇𝑛(𝛽)
= 𝛿, whereby is the Feigenbaum Constant.   
Proof.   See [2] and [3]. 
 The Iterations of 𝑋𝛼,𝛽
𝑛  as |𝑛|  →  ∞   
Notations 6.10     For ( 
𝑥
𝑦 )  ∈ ℝ
2   we will denote 𝑋𝛼,𝛽
𝑛  by ( 
𝑥𝑛
𝑦𝑛
 )  , 𝑛 ∈  ℤ. 
  We partition ℝ2 into:  
 𝑀1 = {( 
𝑥
𝑦 ) ∈ ℝ
2 ∶ 𝑥 ≤ −|𝑦|} 
 𝑀2 = {( 
𝑥
𝑦 ) ∈ ℝ
2 ∶ 𝑥 ≥ −|𝑦| 𝑎𝑛𝑑 𝑦 ≤ 0} 
 𝑀3 = {( 
𝑥
𝑦 ) ∈ ℝ
2 ∶ 𝑥 ≥ −|𝑦| 𝑎𝑛𝑑 𝑦 ≥ 0} 
Lemma 6.11  For 𝛼0(𝛽),  the following holds: 
1. 𝑋𝛼,𝛽(𝑀1)  ⊆  𝑀1
0 𝑎𝑛𝑑 𝑥1 < 𝑥0.  
2. 𝑋𝛼,𝛽(𝑀3)  ⊆  𝑀1
0   
            3. 𝑋𝛼,𝛽
2 (𝑀2 ∪𝑀3) ⊆ 𝑀2
0 
           4. For all ( 
𝑥0
𝑦0
 )  ∈ 𝑀2: |𝑦−1|  > |𝑦0|  
Proof. We consider first 𝛽 > 0 : 
1. Let  ( 
𝑥0
𝑦0
 )  ∈ 𝑀1 
  Case 1: 𝑦0 ≥ 0 ⇒ 𝛽 ≤ −𝛽𝑦0 ⇒ 𝛽𝑦0 ≤ −𝛽𝑥0 
 𝑥1 = 𝛼 − 𝛽𝑦0 − 𝑥0
2  ≤ 𝛼 + 𝛽𝑦0 − 𝑥0
2 ≤ 𝛼 − 𝛽𝑥0 − 𝑥0
2 
 < −(
𝛽+1
2
)
2
− 𝛽𝑥0 − 𝑥0
2 = −(𝑥0 +
𝛽+1
2
)
2
𝑥0 < 𝑥0 
 ⇒ 𝑥1 < 𝑥0. 
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Since 𝑋𝛼,𝛽
2 ( 
𝑥0
𝑦0
 ) = ( 
𝛼 − 𝛽𝑦 − 𝑥0
2
𝑥0
 ),  it follows 𝑋𝛼,𝛽 ( 
𝑥0
𝑦0
 ) ⊆ 𝑀1
0 
   Case 2: 𝑦0 < 0 ⇒ 𝛽𝑦0 ≤ −𝛽𝑥0  
 𝑥1 = 𝛼 − 𝛽𝑦0 − 𝑥0
2  ≤ 𝛼 + 𝛽𝑦0 − 𝑥0
2 < −(
𝛽+1
2
)
2
− 𝛽𝑥0 − 𝑥0
2 
 = −(𝑥0 +
𝛽+1
2
)
2
+ 𝑥0 < 𝑥0 
 ⇒ 𝑥1 < 𝑥0. 
 ⇒ 𝑋𝛼,𝛽 ( 
𝑥0
𝑦0
 ) ⊆ 𝑀1
0 
2. Let  ( 
𝑥0
𝑦0
 )  ∈ 𝑀3 
  Case 1: 𝑥0 ≤ 0, ( ⇒ 𝑦1 ≤ 0) ⇒ 𝑥0 − 𝑦0 ⇒ −𝑥0 ≥ −𝑦0 
 𝑥1 = 𝛼 − 𝛽𝑦0 − 𝑥0
2 < −(
𝛽+1
2
)
2
− 𝛽𝑦0 − 𝑥0
2 
 < −(
𝛽+1
2
)
2
− 𝛽𝑥0 − 𝑥0
2 
  = −(𝑥0 +
𝛽+1
2
)
2
< 𝑥0 = 𝑦1 
 ⇒ 𝑥1 < 𝑦1. 
 Since 𝑦 ≤ 0,  it follows 𝑋𝛼,𝛽 ( 
𝑥0
𝑦0
 ) ⊆ 𝑀1
0 
 Case 2: 𝑥0 > 0, ( ⇒ 𝑦1 > 0) ⇒ 𝑥0 < −𝑦0 ⇒ 𝑦0  ≤ −𝑥0 
 Since 𝑦0  ≥ 0,  it follows 𝑥1 = 𝛼 − 𝛽𝑦0 − 𝑥0
2 < 0 
 ⇒ 𝑥1 < −(
𝛽+1
2
)
2
− 𝛽𝑦0 − 𝑥0
2 < 0 
 |𝛼 − 𝛽𝑦0 − 𝑥0
2| > (
𝛽+1
2
)
2
+ 𝛽𝑦0 + 𝑥0
2 
 
(𝑥0 > 0)
≥
 (
𝛽+1
2
)
2
− 𝛽𝑥0 + 𝑥0
2 = ((
𝛽+1
2
)
2
− 𝑥0)
2
+ 𝑥0 ≥ 𝑥0 
 ⇒ |𝑥1| > 𝑥0  ⇒  −𝑥1 > 𝑦1 ⇒ 𝑥1 < −𝑦1. 
Since  𝑦1 > 0,  it follows: 
  𝑋𝛼,𝛽 ( 
𝑥0
𝑦0
 ) ⊆ 𝑀1
0 
3. Let  ( 
𝑥0
𝑦0
 )  ∈ (𝑀2 ∪𝑀3). Then 𝑥0 ≥ −|𝑦0|.  
  Case 1: 𝑥−1 ≤ 0.  That is to say, 𝑥−1 > 𝑦 − 1 
 𝑦−1. 𝛽 = 𝛼 − 𝑥0 − 𝑦0
2 < −(
𝑏+1
2
)
2
− 𝑥0 − 𝑦0
2 
 < −(
𝛽+1
2
)
2
− 𝑦0 − 𝑦0
2 = −((
𝛽+1
2
)
2
− 𝑦0)
2
+ 𝛽𝑦0 
 ⇒ 𝑦−1 < −
1
𝛽
((
𝛽+1
2
)
2
− 𝑦0)
2
+ 𝑦0 < 𝑦0 
 ⇒ 𝑥−1 > 𝑦−1 
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  Case 2: 𝑦0 > 0.  (⇒ (𝑥0 > −𝑦0 = −𝑥−1) 
  ⇒ 𝑥−1 > 0. That is to say, 𝑥−1 > 𝑦−1 
 𝑦−1 =
1
𝛽
 (𝛼 − 𝑥0 − 𝑦0
2) <
1
𝛽
(− (
𝛽+1
2
)
2
− 𝑥0−𝑦0) 
 <
1
𝛽
 (− ((
𝛽+1
2
)
2
−𝑦0)
2
−𝛽𝑦0) < −𝑦0 < 𝑦0 < 𝑥−1 
 ⇒ 𝑥−1 > 𝑦−1 
4. Let ( 
𝑥0
𝑦0
 ) From case 2, part 3) above, it follows that:  
𝑦−1 < 𝑦0 < 0 ⇒ |𝑦−1| > |𝑦0|. 
Finally, the case b < 0 can be proven in a similar fashion. 
Theorem 6.12 If 𝛼 < 𝛼0(𝛽), then lim
𝑛→±∞ 
 ‖𝑋𝛼,𝛽
𝑛 (𝑝)‖  → ∞,   for all  𝑝 ∈ ℝ2. 
Proof. 
1. Case1:  
Using lemma 6.11, (1), if follows by induction: xn < ⋯ <  x1  < x1 
(strongly monotonically decreasing).  
Let (𝑥𝑛)𝑛 be bounded from below ⟹ (𝑥𝑛)𝑛 is convergent  
𝑦𝑛+1 = 𝑥𝑛
⇒
 
(𝑦𝑛)𝑛  is convergent. 
Since ( 
𝑥𝑛+1
𝑦𝑛+1
 ) = 𝑋𝛼,𝛽  ( 
𝑥𝑛
𝑦𝑛
 ) and 𝑋𝛼,𝛽 is continuous, it follows:  
 ∃ ( 
?̃?
?̃?
 ) ∈ 𝑀1 ∶ 𝑋𝛼,𝛽  ( 
?̃?
?̃?
 ) =  ( 
?̃?
?̃?
 ) 
 ⇒ 𝐻𝛼,𝛽 has a fixed point. This contradicts theorem 2.4. 
2. Case 2:  
 Let ( 
𝑥0
𝑦0
 )  ∈ 𝑀3. Using lemma 2.11, (2), it follows:  𝑋𝛼,𝛽 ( 
𝑥0
𝑦0
 ) ∈ 𝑀1.  
 Now apply case 1. 
3. Case 3: 
 Let ( 
𝑥0
𝑦0
 )  ∈ 𝑀2. Using lemma 2.11, (3), (4) and a similar argument to 
case 1, it follows:  
  (𝑦−𝑛)𝑛   and (𝑥−𝑛)𝑛 are divergent.  
Notations 6.13 For  𝛼 > 𝛼1(𝛽) Let 
 𝑅 = 𝑅(𝛼, 𝑏) =
1
2
 (1 + |𝑏| + √(1 + |𝑏|)2 + 4𝛼)  ∈ ℝ 
 and 𝑆 = 𝑆(𝛼, 𝑏) = [−𝑅, 𝑅]2 
Theorem 6.14  
If 𝛼 > 𝛼(𝛽), ( 
𝑥0
𝑦0
 ) ∈ ℝ2\𝑆, then either |𝑥𝑛|  ⟶
𝑛→∞ 
∞ 𝑜𝑟 |𝑦−𝑛|  ⟶
𝑛→∞ 
∞. 
Proof. Similar to theorem 2.12. Instead of choose the following partition: 
 𝑀1 ∩ 𝑆
𝐶 ,     𝑀2 ∩ 𝑆
𝐶 ,    𝑀3 ∩ 𝑆
𝐶 of 𝑆𝐶 . 
Corollary 6.15 If 𝛼 > 𝛼1(𝛽), then Per (𝐻𝛼,𝛽)  ⊆  𝑆(𝛼, 𝛽). 
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Proof.       Follows from theorem 6.14 
5. Topological Conjugacy  
Definition 7.1 Let 𝛼, 𝛽 ∈ ℝ and 𝛼 > 𝛼2(𝛽). Let 𝑘𝛼,𝛽: Λ(𝛼, 𝛽)  →  {0,1}
ℤ be 
given by: 
     (𝑘𝛼,𝛽(𝑥))𝑖 = 0 if 𝑋𝛼,𝛽
𝑖 (𝑥) ∈  𝑉0 and (𝑘𝛼,𝛽(𝑥))𝑖 = 1if 𝑋𝛼,𝛽
𝑖 (𝑥) ∈  𝑉1.  
Theorem 7.2 Let  𝛼 > 𝛼(𝛽), then 𝑘𝛼,𝛽  is continuous, surjective such 
that: 𝑘𝛼,𝛽 ∘ 𝑋𝛼,𝛽 =  𝜎 ∘ 𝑘𝛼,𝛽 . 
Proof.  See R.L. Devaney(An Introduction to Chaotic Dynamical Systems) 
Theorem 7.3 Let 𝛼 >  
5+2√5
4
  (1 + |𝛽|2), then 𝑘𝛼,𝑏 is a homeomorphism.  
Proof.  See R.L. Devaney(An Introduction to Chaotic Dynamical Systems) 
Corollary 7.4 Let 𝛼 > 
5+2√5
4
  (1 + |𝛽|2), then Λ (𝛼, 𝛽) is a Cantor set in ℝ2. 
Corollary 7.5 𝐿𝑒𝑡 𝛼 >  𝛼2(𝛽), then 𝐻𝛼,𝛽 is strongly chaotic on Λ (𝛼, 𝛽). 
Corollary 7.6 Let 𝛼 > 
5+2√5
4
  (1 + |𝛽|2), then 𝑋𝛼,𝛽 is topologically 
conjugate to the Horsehoe map 𝐹. 
 
Conclusion 
 The discontinuous (section ally continuous) dynamical system of the 
Henon map describes dynamical properties for diff erent values of the 
parameters 𝑟1, 𝑟2 ∈ ℝ
+ when the time 𝑡 ∈ [0, 𝑇] is continuous. Indeed, the 
stability of fixed points depends on the values of delay parameters 𝑟1 and 𝑟1 as 
we have seen. The bifurcation diagrams, as well as, depend on the values of 
delay parameters 𝑟1 and 𝑟2 and the time interval[0, 𝑇]. On the other hand, from 
Figures 3-4, 7-8, and 11-12 it looks like there is a scale that gives identical 
chaotic behavior. We have also noticed that homeomorphism; dynamics of 
periodic Points and   topologically conjugate  of the chaotic behavior of 
Henon systems are investigate in its diff erent versions. 
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