We re-analyze Simultaneous Power Iteration and the Block Lanczos method, two classical iterative algorithms for the singular value decomposition (SVD). We are interested in convergence bounds that do not depend on properties of the input matrix (e.g. singular value gaps).
Introduction
Any matrix A ∈ R n×d with rank r can be written using a singular value decomposition (SVD) as A = UΣV ⊤ . U ∈ R n×r and V ∈ R d×r have orthonormal columns (A's left and right singular vectors) and Σ ∈ R r×r is a positive diagonal matrix containing A's singular values: σ 1 ≥ . . . ≥ σ r .
Among countless applications, the SVD is often used in machine learning and dimensionality reduction to provide an optimal low rank approximation to A. Specifically, the Eckart-YoungMirsky theorem guarantees that A's partial SVD can be used to construct a rank k approximation A k such that both A − A k F and A − A k 2 are as small as possible. A k is simply equal to A projected onto the space spanned by its top k singular vectors. That is, A k = U k U ⊤ k A. The SVD is also used for principal component analysis (PCA). A's top singular vector u 1 provides a top principal component, which describes the direction of greatest variance within A. The i th singular vector u i provides the i th principal component, which is the direction of greatest variance orthogonal to all higher principal components. In other words,
where AA ⊤ is the covariance matrix of A and σ i is its i th singular value. Since classical methods for computing a partial SVD are expensive, substantial research has focused on fast, randomized approximation algorithms that seek nearly optimal low rank approximation and PCA [Sar06, MRT06, RST09, HMT11, CW13] . These algorithms have proven to be very fast in practice, especially for large data problems [HMST11, SKT14, IBM14, Tul14] .
Ideally, an approximate partial SVD algorithm will provide good theoretical guarantees for both k rank approximation and PCA. For a specified error ǫ, we hope to return a rank k matrix Z with orthonormal columns z 1 , . . . , z k satisfying:
Frobenius Norm Error:
Spectral Norm Error:
Per Vector Error: ∀i, u
Furthermore, we seek runtime bounds that do not depend on properties of A. While substantial literature exists on the convergence of iterative and approximate SVD algorithms, nearly all runtime guarantees depend on the gaps between A's singular values and become useless when these gaps are small. This limitation is due to a focus on how quickly approximate singular vectors converge to the actual singular vectors of A. When two singular vectors have nearly identical values they are difficult to distinguish, so convergence inherently depends on singular value gaps.
Only recently has a shift in approximation goal allowed for algorithms that avoid this dependence, and thus run provably fast for any matrix. For low rank approximation and PCA, we are only concerned with finding a subspace that captures nearly as much information in A as its top singular vectors -distinguishing between two close singular values is overkill.
Comparing Guarantees
The Frobenius norm guarantee (1) is well studied and there now exist algorithms achieving (1 + ǫ) error in O(nnz(A)) time, plus lower order terms depending on ǫ, where nnz(A) is the number of nonzero entries in A [CW13] . However, as highlighted in prior work [RST09, HMT11, SKT14] Frobenius norm error is often insufficient, especially in applications to data analysis and machine learning. When A has a "heavy-tail" of singular values, as is common for noisy data, A−A k 2 F = r i=k+1 σ 2 i can be huge, potentially larger than even A's largest singular value. This renders (1) meaningless since Z does not need to align with any large singular vectors to obtain good multiplicative error.
To address this shortcoming, a number of papers [Sar06, Woo14, SKT14] suggest targeting spectral norm error (2). When looking for a rank k approximation, A's top k singular vectors are usually considered data and the remaining tail is noise. Intuitively, a spectral norm guarantee ensures that ZZ ⊤ A recovers A up to this noise threshold. A series of work [RST09, HMT11, WC14, BDMI14, Woo14] shows that classical Simultaneous Power Iteration, implemented with randomized start vectors, achieves (1 + ǫ) spectral error.
However, while intuitively stronger for many matrices, (1 + ǫ) spectral error does not imply (1 + ǫ) Frobenius error. Even more concerning, we can construct matrices for which neither low rank approximation guarantee implies any sort of accuracy in Z. Consider an A with its top k + 1 squared singular values all equal to 10 followed by a tail of smaller singular values (e.g. 1000k at 1). A − A k 2 2 = 10 but in fact A − ZZ ⊤ A 2 2 = 10 for any rank k matrix Z, leaving the spectral norm bound useless. At the same time, A − A k 2 F is large, so (1 + ǫ) multiplicative Frobenius error is meaningless as well. For example, any
F . We address this concern by introducing a per vector guarantee (3) which requires each approximate singular vector z 1 , . . . , z k to capture nearly as much variance as the corresponding true singular vector. The error bound is very strong in that it depends on ǫσ 2 k+1 instead of multiplica-
, which would be weaker for A's larger singular vectors. While (3) is reminiscent of the bounds sought in classical numerical analysis [Saa80] , we stress that it does not require each z i to converge to u i in the presence of small singular values gaps.
Our Contributions
In this paper we re-analyze the decades old Simultaneous Power Iteration and the Block Lanczos methods, combined with simple randomized initializations, for guarantees (1), (2), and (3).
Algorithm 1 Simultaneous Iteration
5: SetŪ k to the top k singular vectors of M. Our proof appears in parts as Theorems 6 and 7 (runtime) and Theorems 10, 11, and 12 (accuracy).
While Simultaneous Iteration was known to achieve (2) [Woo14] , surprisingly no bounds comparable to (1) and (3) are known. In fact, our analysis is the first to show that an approximation algorithm can achieve per vector guarantees like (3) in runtime independent of singular value gaps.
Perhaps of greater interest is the fact that our analysis naturally applies to Krylov subspace methods like Block Lanczos. The theory for these methods is more limited, even though they have been proposed, discussed, and tested as a potential improvements over randomized power methods [RST09, HMST11, Hal12] . As highlighted in [SKT14] , "Despite decades of research on Lanczos methods, the theory for the randomized algorithms is more complete and provides strong guarantees of excellent accuracy, whether or not there exist any gaps between the singular values." Theorem 1 addresses this issue by giving the first gap independent bound for a Krylov subspace method. For guarantees (2) and (3), randomized Block Lanczos gives the fastest known algorithm, improving on the ǫ dependence of Simultaneous Iteration (substantially for small ǫ).
Finally, in Section 5.3 we use our results to give a very simple alternative analysis that does depend on singular value gaps and can offer significantly faster convergence when A has decaying singular values. It is possible to take further advantage of this result by running Algorithms 1 and 2 with a Π that has > k columns, a very simple modification for accelerating either method.
Background and Intuition
The goal of this section is to 1) provide background on algorithms for approximate singular value decomposition and 2) give intuition for Simultaneous Power Iteration and the Block Lanczos method, justifying why they can give strong gap-independent error guarantees.
Frobenius Norm Error
Progress on algorithms for Frobenius norm error low rank approximation (1) has been most considerable. Work in this direction dates back to the strong rank-revealing QR factorizations of Gu and Eisenstat [GE96] . They give deterministic algorithms that run in approximately O(ndk) time, vs. O(nd min(n, d)) 1 for a full SVD, and roughly achieve constant factor Frobenius norm error.
Recently, randomization has been applied to achieve even faster algorithms with (1 + ǫ) error. The paradigm is to compute a linear sketch of A into very few dimensions using either a column sampling matrix or Johnson-Lindenstrauss random projection matrix Π. Typically AΠ has at most poly(k/ǫ) columns and can be used to quickly find Z using a number of methods [Sar06, CEM + 15].
This approach was developed and refined in several pioneering results, including [FKV04, DFK + 04, DKM06, DV06] for column sampling, [PTRV00, MRT06] for random projection, and definitive work by Sarlós [Sar06] . Recent work on sparse Johnson-Lindenstrauss type matrices [CW13, MM13, NN13] has brought the cost of Frobenius error low rank approximation down to O(nnz(A) + n poly(k/ǫ)) time, where the first term is the number of non-zero entries in A and is considered to dominate since typically k ≪ n, d.
The sketch-and-solve method is very popular, largely because the the computation of AΠ is easily parallelized and, regardless, pass-efficient in a single processor setting. Furthermore, once a small compression of A is obtained, it can be manipulated in fast memory. This is not typically true of A itself, making it difficult to directly process the original matrix at all. Fast implementations of random projection methods are available through [ME11] , [IBM14] , and [SKT14] .
Spectral Norm Error
Unfortunately, as discussed, Frobenius norm error is often insufficient when A has a heavy singular value tail. Furthermore, it seems an inherent limitation of sampling or random projection methods. The noise from A's lower r − k singular values corrupts AΠ, making it impossible to extract a good partial SVD if the sum of these singular values (i.e. A − A k 2 F ) is too large. In other words, any error inherently depends on the size of this tail.
This raises a natural question -is there any way to reduce this noise down to the scale of σ k+1 = A − A k 2 and thus achieve a spectral norm bound like (2)? The answer is yes, and in fact this is exactly the intuition behind the famed power method.
Simultaneous Power Iteration (Algorithm 1), also known as subspace iteration, or orthogonal iteration, denoises A by working with the powered matrix A q [Bau57, Rut70] . By the spectral theorem, A q has exactly the same singular vectors as A, but its singular values are equal to the singular values of A raised to the q th power 2 . Powering spreads the values apart and accordingly, A q 's lower singular values are relatively much smaller than its top singular values (see Figure 1a) . This effectively reduces the noise in our problem -if we use a sketching method to find a good Z for approximating A q , even up to Frobenius error, Z will have to align very well with A q 's large singular vectors.
Specifically, q =Õ(1/ǫ) is sufficient to increase any singular value ≥ (1 + ǫ)σ k+1 to be significantly (i.e. poly(d) times) larger than any value ≤ σ k+1 . So A q − A q k 2 F is extremely small compared to the top singular values of A q . In order to achieve even rough multiplicative approximation to this error, Z must align extremely well with every singular vector with value ≥ (1 + ǫ)σ k+1 . It thus provides an accurate basis for approximating A up to small spectral norm error.
Computing A q directly is costly, so A q Π is computed iteratively. We start with a random Π and repeatedly multiply by A on the left. Since even a rough Frobenius norm approximation for A q suffices, Π is often chosen to have just k columns. Each each iteration thus takes O(nnz(A)k) time. After A q Π is computed, Z can simply be set to a basis for its column span. Note that per vector guarantees will require a more careful choice of this basis.
To the best of our knowledge, this approach to analyzing Simultaneous Iteration without dependence on singular value gaps began with [RST09] . The technique was popularized in [HMT11] and its analysis improved in [WC14] and [BDMI14] . [Woo14] gives the first bound that directly achieves (2), showing that O(log d/ǫ) power iterations is sufficient for (1 + ǫ) error. All of these papers rely on an improved understanding of the benefits of starting with a randomized Π, which has developed from work on the sketch-and-solve paradigm. 
Beating Simultaneous Iteration with Lanczos
Numerous papers hint at the possibility of beating Simultaneous Iteration with the Block Lanczos method [CD74, GU77, GLO81], a well studied variant of Lanczos iteration [Lan50] , which is the canonical Krylov subspace method for large singular value problems. In particular, [RST09] , [HMST11] and [Hal12] suggest and experimentally confirm the potential of randomized Block Lanczos (Algorithm 2) for beating Simultaneous Iteration for low rank approximation. [ME11] also notes the difficulty of beating state-of-the-art Lanczos implementations [Lar01, Lar05] with Simultaneous Iteration.
The intuition behind Block Lanczos matches that of many accelerated iterative methods. Simply put, there are better polynomials than A q for denoising tail singular values. In particular, we can use lower degree polynomials, allowing us to compute fewer powers of A and thus leading to an algorithm with fewer iterations. For example, an appropriately shifted √ q degree Chebyshev polynomial can push the tail of A nearly as close to zero as A q , even if the long run growth of the polynomial is much lower (see Figure 1b) . Specifically, q =Õ(1/ √ ǫ) will increase any singular value ≥ (1 + ǫ)σ k+1 to be significantly larger than any singular value below σ k+1 -enough to achieve near optimal spectral norm error using a sketching method. Block Lanczos takes advantage of such polynomials by working with the block Krylov subspace,
from which we can construct p √ q (A)Π for any polynomial p √ q (·) of degree √ q. Since an effective polynomial for denoising A must be scaled and shifted based on the value of σ k+1 , we cannot easily compute p √ q (A)Π directly. Instead, we argue that the best k rank approximation to A lying in the span of K at least matches the approximation achieved by projecting onto the span of p √ q (A)Π. Finding this best approximation will therefore give a nearly optimal low rank approximation to A. Unfortunately, there's a catch. Perhaps surprisingly, it is not clear how to efficiently compute the best spectral norm error low rank approximation to A lying in a specific subspace (e.g. K's span) [BDMI14, SR10] . This challenge precludes an analysis of Krylov methods parallel to the recent work on simultaneous power iteration. Nevertheless, we show that computing the best Frobenius error low rank approximation in the span of K, exactly the post-processing step taken by classic Block Lanczos, will give a good enough spectral norm approximation for achieving (1 + ǫ) error.
Per Vector Error
Achieving the per vector guarantee of (3) requires a more nuanced understanding of how Simultaneous Iteration and Block Lanczos denoise the spectrum of A. The analysis for spectral norm low rank approximation relies on the fact that A q and p √ q (A) blow up any singular value ≥ (1 + ǫ)σ k+1 to much larger than any singular value ≤ σ k+1 . This ensures that the Z outputted by both algorithms aligns very well with the singular vectors corresponding to these large singular values.
If σ k ≥ (1 + ǫ)σ k+1 , then Z aligns well with all top k singular vectors of A and we get good Frobenius norm error and the per vector guarantee (3). Unfortunately, when there is a small gap between σ k and σ k+1 , Z could miss intermediate singular vectors whose values lie between σ k+1 and (1 + ǫ)σ k+1 . This is the case where gap dependent guarantees of classical analysis break down.
Nevertheless, we can argue that A q or, for Block Lanczos, another √ q-degree polynomial in our Krylov subspace, significantly separates singular values > σ k+1 from those < (1 − ǫ)σ k+1 . Thus, each column of Z will align with A at least nearly as well as u k+1 . There may be a large subspace of singular vectors with values in the intermediate range
Our polynomial cannot spread apart these values significantly, so we cannot characterize how Z aligns with this space. However, as long as it avoids singular values below this range, we can guarantee (3). For Frobenius norm low rank approximation, we can argue that the degree to which Z falls outside of the space spanned by the top k singular vectors depends on the number of intermediate singular values between σ k+1 and (1 − ǫ)σ k+1 . These are the singular values that may be 'swapped in' for the true top k singular values. Since their weight counts towards A's tail, we can show that the total loss compared to optimal is at worst ǫ A − A k 2 F .
Preliminaries
Before proceeding to the full technical analysis, we overview required results from linear algebra, polynomial approximation, and randomized low rank approximation.
Singular Value Decomposition and Low Rank Approximation
As mentioned, the singular value decomposition can be used to write any A ∈ R n×d as A = UΣV ⊤ , where U ∈ R n×r and V ∈ R d×r have orthonormal columns and Σ ∈ R r×r is a positive diagonal matrix containing the singular values of A: σ 1 ≥ σ 2 ≥ . . . ≥ σ r . The singular value decomposition exists for all matrices. The pseudoinverse of A is given by A + = VΣ −1 U ⊤ . Additionally, for any polynomial p(x), we define p(A) = Up(Σ)V ⊤ . Note that, since singular values are always take to be non-negative, p(A)'s singular values are given by |p(Σ)|.
Let Σ k be Σ with all but its largest k singular values zeroed out. Let U k and V k be U and V with all but their first k columns zeroed out. For any k,
k is the closest rank k approximation to A for any unitarily invariant norm, including the Frobenius norm and spectral norm [Mir60] . The squared Frobenius norm is given by A 2
We often work with the remainder matrix A−A k and label it A r\k . Its singular value decomposition is given by A r\k = U r\k Σ r\k V ⊤ r\k where U r\k , Σ r\k , and V ⊤ r\k have their first k columns zeroed. While the SVD gives a globally optimal rank k approximation for A, both Simultaneous Iteration and Block Lanczos will return the best k rank approximation falling within some fixed subspace spanned by a basis Q (with rank ≥ k). For the Frobenius norm, this simply requires projecting A to Q and taking the best rank k approximation of the resulting matrix using an SVD.
Lemma 2 (Lemma 4.1 of [Woo14] ). Given A ∈ R n×d and Q ∈ R m×n with orthonormal columns,
This low rank approximation can be obtained using an SVD (equivalently, eigendecomposition) of
Proof. The first fact is well known in the literature and is given as Lemma 4.1 of [Woo14] . The second fact just follows from noting that, if the SVD of Q ⊤ A is given by
In general, this rank k approximation does not give the best spectral norm approximation to A falling within Q [BDMI14] . A closed form solution for the best spectral norm approximation can be obtained using the results of [SR10] , which are related to Parrott's theorem. However we do not know an efficient way to compute this solution without essentially performing an SVD of A. It is simple to show at least that, given a rank k basis, the optimal spectral norm approximation for A spanned by that basis is obtained by projecting A to the basis:
Lemma 3 (Lemma 4.14 of [Woo14] ). For A ∈ R n×d and Q ∈ R n×k with orthonormal columns,
Other Linear Algebra Tools
Throughout this paper we will use span(M) to denote the column span of the matrix M and will say that a matrix Q is an orthonormal basis for the column span of M if Q has orthonormal columns and QQ ⊤ M = M. That is, projecting the columns of M to Q fully recovers those columns. QQ ⊤ is the orthogonal projection matrix onto the span of Q.
If two matrices M and N have the same dimensions and MN
This matrix Pythagorean theorem follows from the fact that M + N 2 F = tr((M + N)(M + N) ⊤ ). As an example, note that for any orthogonal projection QQ ⊤ A, A ⊤ (I − QQ ⊤ )QQ ⊤ A = 0 so:
This implies for example, that since
F over all rank k orthogonal projections.
Randomized Low Rank Approximation
As mentioned, our proofs build on well known sketch-based algorithms for low rank approximation with Frobenius norm error. A short proof of the following Lemma is in Appendix A:
Lemma 4 (Frobenius Norm Low Rank Approximation). Take any A ∈ R n×d and Π ∈ R d×k where the entries of Π are independent Gaussians drawn from N (0, 1). If we let Z be an orthonormal basis for span (AΠ), then with probability at least 99/100, for some fixed constant c,
Chebyshev Polynomials
As outlined in Section 2.3, our proof also requires polynomials to more effectively denoise the tail of A. As is standard for Krylov subspace methods, we use a variation on the Chebyshev polynomials. The proof of the following Lemma is relegated to Appendix A.
Lemma 5 (Chebyshev Minimizing Polynomial). Given a specified value α > 0, gap γ ∈ (0, 1], and degree q ≥ 1, there exists a degree q polynomial p(x) such that:
Implementation and Runtimes
In this section we briefly discuss runtime and implementation considerations for Algorithms 1 and 2, our randomized variants of Simultaneous Power Iteration and the Block Lanczos methods.
Simulatenous Iteration
Algorithm 1 can be modified in a number of ways. Π can be replaced by a random sign matrix, or any matrix achieving the guarantee of Lemma 4. Π may also be chosen with p > k columns. We will discuss in detail how this approach can give improved accuracy in Section 5.3.
In our implementation we set Z = QŪ k . This ensures that, for all l ≤ k, Z l gives the best rank l Frobenius norm approximation to A within the span of K (See Lemma 2). This is necessary for achieving per vector guarantees for approximate PCA. However, if we are only interested in computing a near optimal low rank approximation, we can simply set Z = Q. Projecting A to QŪ k is equivalent to projecting to Q as these two matrices have the same spans. 
Block Lanczos
As with Simultaneous Iteration, we can replace Π with any matrix achieving the guarantee of Lemma 4 and can use p > k columns to improve accuracy (see Section 5.3). Additionally, Q can be computed in a number of ways. In the traditional Block Lanczos algorithm, one starts by computing an orthonormal basis for AΠ, the first block in the Krylov subspace. Bases for subsequent blocks are computed from previous blocks using a three term recurrence that ensures Q ⊤ AA ⊤ Q is block tridiagonal, with k × k sized blocks [GU77] . This technique can be useful if qk is large, since it is faster to compute the top singular vectors of a block tridiagonal matrix. However, computing Q using a recurrence can introduce a number of stability issues, and additional steps may be required to ensure that the matrix remains orthogonal [GVL96] .
An alternative is to compute K explicitly and then compute Q using a QR decomposition. This method is used in [RST09] and [HMST11] . It does not guarantee that Q ⊤ AA ⊤ Q is block tridiagonal, but helps avoid a number of stability issues. Furthermore, if qk is small, taking the SVD of Q ⊤ AA ⊤ Q will still be fast and typically dominated by the cost of computing K.
Theorem 7 (Block Lanczos Runtime). Algorithm 2 runs in time
Proof. Computing K requires O(nnz(A)kq) time just like computing K for Simultaneous Iteration (see Theorem 6). The remaining steps are analogous to those in Simultaneous Iteration except somewhat more costly as we work an k · q dimensional rather than k dimensional subspace. Finding Q takes O(n(kq) 2 ) time. Computing M take O(nnz(A)(kq) + n(kq) 2 ) time and its SVD then requires O((kq) 3 ) time. Finally, multiplyingŪ k by Q takes time O(nk(kq)). Plugging in q = Θ(log d/ √ ǫ) gives the claimed runtime.
Error Bounds
We now prove that both Algorithms 1 and 2 return a basis Z that gives relative error Frobenius (1) and spectral norm (2) low rank approximation error as well as the per vector guarantees (3).
Main Approximation Lemma
We first prove a general approximation lemma, which gives three guarantees formalizing the intuition given in Section 2. All other proofs follow nearly immediately from this lemma. For simplicity we assume throughout that k ≤ r ≤ n, d. However, if k is greater than r = rank(A) it can be seen that both algorithms still return a basis satisfying the proven guarantees. We start with a definition: Definition 8. For a given matrix Z ∈ R n×k with orthonormal columns, letting Z l ∈ R n×l be the first l columns of Z, we define the error function:
Recall that A l is the best rank l approximation to A. This error function measures how well Z l Z ⊤ l A approximates A in comparison to the optimal.
Lemma 9 (Main Approximation Lemma). Let m be the number of singular values σ i of A with σ i ≥ (1+ǫ/2)σ k+1 . Let w be the number of singular values with 1 1+ǫ/2 σ k ≤ σ i < σ k . With probability 99/100 Algorithms 1 and 2 return Z satisfying:
Property 1 captures the intuition given in Section 2.2. Both algorithms return Z with Z l equal to the best Frobenius norm low rank approximation in span(K). Since σ 1 ≥ . . . ≥ σ m ≥ (1 + ǫ/2)σ k+1 and our polynomials separate any values above this threshold from anything below σ k+1 , Z must align very well with A's top m singular vectors. Thus E(Z l , A) is very small for all l ≤ m.
Property 2 captures the intuition of Section 2.4 -outside of the largest m singular values, Z still performs well. We may fail to distinguish between vectors with values between 1 1+ǫ/2 σ k and (1 + ǫ/2)σ k+1 . However, aligning with the smaller vectors in this range rather than the larger vectors can incur a cost of at most O(ǫ)σ 2 k+1 . Since every column of Z outside of the first m may incur such a cost, there is a linear accumulation as characterized by Property 2.
Finally, Property 3 captures the intuition that the total error in Z is bounded by the number of singular values falling in the range 1 1+ǫ/2 σ k ≤ σ i < σ k . This is the total number of singular vectors that aren't necessarily separated from and can thus be 'swapped in' for any of the (k − m) true top vectors with singular value < (1 + ǫ/2)σ k+1 . Property 3 is critical in achieving near optimal Frobenius norm low rank approximation.
Proof. Proof of Property 1
Assume m ≥ 1. If m = 0 then Property 1 trivially holds. We will prove the statement for Algorithm 2, since this is the more complex case, and then explain how the proof extends to Algorithm 1.
Let p 1 be the polynomial from Lemma 5 with α = σ k+1 , γ = ǫ/2, and q ≥ c log(d/ǫ)/ √ ǫ for some fixed constant c. We can assume 1/ǫ = O(poly d) and thus q = O(log d/ √ ǫ). Otherwise our Krylov subspace would have as many columns as A and we may as well use a classical algorithm to compute A's partial SVD directly. Let Y 1 ∈ R n×k be an orthonormal basis for the span of p 1 (A)Π.
Recall that we defined p 1 (A) = Up 1 (Σ)V ⊤ . As long as we choose q to be odd, by the recursive definition of the Chebyshev polynomials, p 1 (A) only contains odd powers of A. Any odd power i can be evaluted as AA ⊤ (i−1)/2 A. Accordingly, p 1 (A)Π and thus Y 1 have columns falling within the span of the Krylov subspace from Algorithm 2 (and hence its column basis Q).
By Lemma 4 we have with probability 99/100:
Furthermore, one possible rank k approximation of p 1 (A) is p 1 (A k ). By the optimality of p 1 (A) k ,
The last inequalities follow from setting q = Θ(log(d/ǫ)/ √ ǫ) and from the fact that σ i ≤ σ k+1 = α for all i ≥ k + 1 and thus by property 3 of Lemma 5,
. Noting that k ≤ d, we can plug this bound into (4) to get
Applying the Pythagorean theorem and the invariance of the Frobenius norm under rotation gives
Y 1 falls within A's column span, and therefore U's column span. So we can write Y 1 = UC for some C ∈ R r×k . Since Y 1 and U have orthonormal columns, so must C. We can now write
Letting c i be the i th row of C, expanding out these norms gives
Since C's columns are orthonormal, its rows all have norms upper bounded by 1. So c i 2 2 p 1 (σ i ) 2 ≤ p 1 (σ i ) 2 for all i. So for all l ≤ r, (6) gives us
Recall that m is the number of singular values with σ i ≥ (1 + ǫ/2)σ k+1 . By Property 2 of Lemma 5, for all i ≤ m we have σ i ≤ p 1 (σ i ). This gives, for all l ≤ m:
and so
Converting these sums back to norms yields Σ l
Now Y 1 Y ⊤ 1 A l is a rank l approximation to A falling within the column span of Y and hence within the column span of Q. By Lemma 2, the best rank l Frobenius approximation to A within Q is given by QŪ l (QŪ l ) ⊤ A. So we have
giving Property 1.
For Algorithm 1, we instead choose
this polynomial satisfies the necessary properties:
k+1 and for all i ≤ m, σ i ≤ p 1 (σ i ). Further, up to a rescaling, p 1 (A)Π = K so Y 1 spans the same space as K. Therefore since Algorithm 1 returns Z with Z l equal to the best rank l Frobenius norm approximation to A within the span of K, for all l we have:
giving the proof.
Proof of Property 2
Property 1 and the fact that E(Z l , A) is always positive immediately gives Property 2 for l ≤ m. So we need to show that it holds for m < l ≤ k. Note that if w, the number of singular values with 1 1+ǫ/2 σ k ≤ σ i < σ k is equal to 0, then σ k+1 < 1 1+ǫ/2 σ k , so m = k and we are done. So we assume w ≥ 1 henceforth. Again, we first prove the statement for Algorithm 2 and then explain how the proof extends to the simpler case of Algorithm 1.
Intuitively, Property 1 follows from the guarantee that there is a rank m subspace of span(K) that aligns with A nearly as well as the space spanned by A's top m singular vectors. To prove Property 2 we must show that there is also some rank k subspace in span(K) whose components all align nearly as well with A as u k , the k th singular vector of A. The existence of such a subspace ensures that Z performs well, even on singular vectors in the intermediate range [
Let p 2 be the polynomial from Lemma 5 with α = 1 1+ǫ/2 σ k , γ = ǫ/2, and q ≥ c log(d/ǫ)/ √ ǫ for some fixed constant c. Let Y 2 ∈ R n×k be an orthonormal basis for the span of p 2 (A)Π. Again, as long as we choose q to be odd, p 2 (A) only contains odd powers of A and so Y 2 falls within the span of the Krylov subspace from Algorithm 2. We wish to show that for every unit vector x in the column span of Let Y inner ∈ R n×min{k,w} be an orthonormal basis for the columns of p 2 (A inner )Π. Similarly let Y outer ∈ R n×k, be an orthonormal basis for the columns of p 2 (A outer )Π.
Every column of Y inner falls in the column span of A inner and hence the column span of U inner ∈ R n×w , which contains only the singular vectors of A corresponding to the inner singular values. Similarly, the columns of Y outer fall within the span of U outer ∈ R n×r−w , which contains the remaining left singular vectors of A. So the columns of Y inner are orthogonal to those of Y outer and [Y inner , Y outer ] forms an orthogonal basis. For any unit vector x ∈ span(p 2 (A)Π) = span(Y 2 ) we can write x = x inner + x outer where x inner and x outer are orthogonal vectors in the spans of Y inner and Y outer respectively. We have:
We will lower bound x ⊤ A 2 2 by considering each contribution separately. First, any unit vector x ′ ∈ R n in the column span of Y inner can be written as x ′ = U inner z where z ∈ R w is a unit vector.
Note that we're abusing notation slightly, using Σ inner ∈ R w×w to represent the diagonal matrix containing all singular values of A with 1 1+ǫ/2 σ k ≤ σ i ≤ σ k without diagonal entries of 0. We next apply the argument used to prove Property 1 to p 2 (A outer )Π. The (k + 1) th singular value of A outer is equal to σ k+w+1 ≤ 1 1+ǫ/2 σ k = α. So applying (7) we have for all l ≤ k,
Note that A outer has the same top k singular vectors at A so (A outer ) l = A l . Let x ′ ∈ R n be any unit vector within the column space of Y outer and let Y outer = (I − x ′ x ′ ⊤ )Y outer , i.e the matrix with x ′ projected off each column. We can use (10) and the optimality of the SVD for low rank approximation to obtain:
Plugging (9) and (11) into (8) yields that, for any x in span(Y 2 ), i.e. span(p 2 (A)Π),
So, we have identified a rank k subspace Y 2 within our Krylov subspace such that every vector in its span aligns at least as well with A as u k . Now, for any m ≤ l ≤ k, consider E(Z l , A). We know that given Z l−1 , we can form a rank l matrix Z l in our Krylov subspace simply by appending a column x orthogonal to the l − 1 columns of Z l−1 but falling in the span of Y 2 . Since Y 2 has rank k, finding such a column is always possible. Since Z l is the optimal rank l Frobenius norm approximation to A falling within our Krylov subspace we have:
Proof of Property 3
By Properties 1 and 2 we already have, for all l ≤ k,
k+1 . So if k − m ≤ w then we immediately have Property 3. Otherwise, w < k − m so w < k and thus p 2 (A inner )Π ∈ R n×k only has rank w. It has a null space of dimension k − w. Choose any z in this null space. Then p 2 (A)Πz = p 2 (A inner )Πz + p 2 (A outer )Πz = p 2 (A outer )Πz. In other words, p 2 (A)Πz falls entirely within the span of Y outer . So, there is a k − w dimensional subspace of span(Y 2 ) that is entirely contained in span(Y outer ).
For l ≤ m + w, then Properties 1 and 2 already give us
k+1 . So consider m + w ≤ l ≤ k. Given Z m , to form a rank l matrix Z l in our Krylov subspace we need to append l − m orthonormal columns. We can choose min{k − w − m, l − m} columns, X 1 , from the k − w dimensional subspace within span(Y 2 ) that is entirely contained in span(Y outer ). If necessary (i.e. k − w − m ≤ l − m), We can then choose the remaining l − (k − w) columns X 2 from the span of Y 2 . Similar to our argument when considering a single vector in the span of Y outer , letting Y outer = I − X 1 X ⊤ 1 Y outer , we have by (10):
By applying (12) directly to each column of X 2 we also have:
Assume that min{k − w − m, l − m} = k − w − m. Similar calculations show the same result when min{k − w − m, l − m} = l − m. We can use the above two bounds to obtain:
giving Property 3 for all l ≤ k.
Error Bounds for Simultaneous Iteration and Block Lanczos
With Lemma 9 in place, we can easily prove that Simultaneous Iteration and Block Lanczos both achieve the low rank approximation and PCA guarantees (1), (2), and (3).
Theorem 10 (Near Optimal Spectral Norm Error Approximation). With probability 99/100, Algorithms 1 and 2 return Z satisfying (2):
Proof. Let m be the number of singular values with σ i ≥ (1 + ǫ/2)σ k+1 . If m = 0 then we are done since any Z will satisfy
Otherwise, by Property 1 of Lemma 9,
Additive error in Frobenius norm directly translates to additive spectral norm error. Specifically, applying Theorem 3.4 of [Gu14] , which we also prove as Lemma 15 in Appendix A,
Finally, Z m Z ⊤ m A = ZZ ⊤ m A and so by Lemma 3 we have A − ZZ ⊤ A 2 2 ≤ A − Z m Z ⊤ m A 2 2 , which combines with (13) to give the result.
Theorem 11 (Near Optimal Frobenius Norm Error Approximation). With probability 99/100, Algorithms 1 and 2 return Z satisfying (1):
Proof. By Property 3 of Lemma 9 we have:
w is defined as the number of singular values with
Plugging into (14) we have:
Adjusting constants on the ǫ gives us the result.
Theorem 12 (Per Vector Quality Guarantee). With probability 99/100, Algorithms 1 and 2 return Z satisfying (3):
2 since applying a projection to A will decrease each of its singular values (which follows for example from the Courant-Fischer min-max principle). Then by Property 2 of Lemma 9 we have, for all i ≤ k,
, so simply adjusting constants on ǫ gives the result.
Improved Convergence With Spectral Decay
In addition to the traditional Simultaneous Iteration and Block Lanczos methods (Algorithms 1 and 2), our analysis applies to the common modification of running the algorithms with Π ∈ R n×p for p ≥ k [RST09, HMST11, HMT11]. This technique can significantly accelerate both methods for matrices with decaying singular values. For simplicity, we focus on Block Lanczos, although all arguments immediately extend to the simpler Simultaneous Iteration. In order to avoid inverse dependence on the potentially small singular value gap
− 1, the number of iterations of Block Lanczos inherently depends on 1/ √ ǫ. This ensures that our matrix polynomial sufficiently separates small singular values from larger ones. However, when
− 1} iterations, which is sufficient for separating the top k singular values significantly from the lower values. Specifically, in the Block Lanczos case, if we set α = σ k+1 and γ = σ k σ k+1
− 1, we know that with
− 1} , (5) still holds. We can then just follow the proof of Lemma 9 and show that Property 1 holds for all l ≤ k (not just for l ≤ m as originally proven). This gives Property 2 and Property 3 trivially.
Furthermore, for p ≥ k, the exact same analysis shows that q = Θ log(d/ǫ)/ min{1,
suffices. When A's spectrum decays rapidly, so σ p+1 ≤ c · σ k for some constant c < 1 and some p not much larger than k, we can obtain significantly faster runtimes. Our ǫ dependence becomes logarithmic, rather than polynomial:
Theorem 13 (Gap Dependent Convergence). With probability 99/100, for any p ≥ k, Algorithm 1 or 2 initialized with Π ∼ N (0, 1) d×p returns Z satisfying guarantees (1), (2), and (3) as long as
This theorem may prove especially useful in practice because, on many architectures, multiplying a large A by 2k or even 10k vectors is not much more expensive than multiplying by k vectors. Additionally, it should still be possible to perform all steps for post-processing K in memory, again limiting additional runtime costs due to its larger size.
Finally, we note that while Theorem 13 is more reminiscent of classical gap-dependent bounds, it still takes substantial advantage of the fact that we're looking for nearly optimal low rank approximations and principal components instead of attempting to converge precisely to A's true singular values. This allows the result to avoid dependence on the gap between adjacent singular values, instead varying only with
, which should be much larger.
Frobenius Norm Low Rank Approximation
We first give a deterministic Lemma, from which the main approximation result follows.
Lemma 14 (Special case of Lemma 4.4 of [Woo14] , originally proven in [BDMI14] ). Let A ∈ R n×d have SVD A = UΣV ⊤ , let S ∈ R d×k be any matrix such that rank V ⊤ k S = k, and let C ∈ R n×k be an orthonormal basis for the column span of AS. Then:
Proof. We follow [Woo14] . Apply Lemma 14 with S = Π. With probability 1, V ⊤ k S has full rank. So, to show the result we need to show that (
F for some fixed c. For any two matrices M and N, MN F ≤ M F N 2 . This property is known as spectral submultiplicativity. Noting that U r\k Σ r\k 2 F = A − A k 2 F and applying submultiplicativity,
By the rotational invariance of the Gaussian distribution, since the rows of V ⊤ are orthonormal, the entries of V ⊤ k S and V ⊤ r\k S are independent Gaussians. By standard Gaussian matrix concentration results (Fact 6 of [Woo14] , also in [RV10]), with probability at least 99/100,
2 ≤ c 2 k for some fixed constants c 1 , c 2 . So,
for some fixed c, yielding the result. Note that we choose probability 99/100 for simplicity -we can obtain a result with higher probability by simply allowing for a higher constant c, which in our applications of Lemma 4 will only factor into logarithmic terms.
Chebyshev Polynomials
Lemma 5 (Chebyshev Minimizing Polynomial). Given a specified value α > 0, gap γ ∈ (0, 1], and degree q ≥ 1, there exists a degree q polynomial p(x) such that: Proof. The required polynomial can be constructed using a standard Chebyshev polynomial of degree q, T q (x), which is defined by the three term recurrence:
T 0 (x) = 1 T 1 (x) = x T q (x) = 2xT q−1 (x) − T q−2 (x) Each Chebyshev polynomial satisfies the well known property that T q (x) ≤ 1 for all x ∈ [−1, 1] and we can write the polynomials in closed form [MH02] :
For Lemma 5, we simply set:
which is clearly of degree q and well defined since, referring to (15), T q (x) > 0 for all x > 1. Now, p((1 + γ)α) = (1 + γ)α T q (1 + γ) T q (1 + ǫ) = (1 + γ)α, so p(x) satisfies property 1. With property 1 in place, to prove that p(x) satisfies property 2, it suffices to show that p ′ (x) ≥ 1 for all x ≥ (1 + γ)α. By chain rule, p ′ (x) = (1 + γ) T q (1 + γ) T ′ q (x/α).
Thus, it suffices to prove that, for all x ≥ (1 + γ),
We do this by showing that (1 + γ)T ′ q (1 + γ) ≥ T q (1 + γ) and then claim that T ′′ q (x) ≥ 0 for all x > (1 + γ), so (17) holds for x > (1 + γ) as well. A standard form for the derivative of the Chebyshev polynomial is if q is even, 2q (T q−1 + T q−3 + . . . + T 2 ) + q if q is odd.
(18) can be verified via induction once noting that the Chebyshev recurrence gives T ′ q = 2xT ′ q−1 + 2T q−1 − T ′ q−2 . Since T i (x) > 0 when x ≥ 1, we can conclude that T ′ q (x) ≥ 2qT q−1 (x). So proving (17) for x = (1 + γ) reduces to proving that (1 + γ)2qT q−1 (1 + γ) ≥ T q (1 + γ).
Noting that, for x ≥ 1, (x + √ x 2 − 1) > 0 and (x − √ x 2 − 1) > 0, it follows from (15) that T q−1 (x) (x + x 2 − 1) + (x − x 2 − 1) ≥ T q (x), and thus
So, to prove (19), it suffices to show that 2(1 + γ) ≤ (1 + γ)2q, which is true whenever q ≥ 1. So (17) holds for all x = (1 + γ). Finally, referring to (18), we know that T ′′ q must be some positive combination of lower degree Chebyshev polynomials. Again, since T i (x) > 0 when x ≥ 1, we conclude that T ′′ q (x) ≥ 0 for all x ≥ 1. It follows that T ′ q (x) does not decrease above x = (1+γ), so (17) also holds for all x > (1+γ) and we have proved property 2.
To prove property 3, we first note that, by the well known property that T i (x) ≤ 1 for x ∈ [−1, 1], T q (x/α) ≤ 1 for x ∈ [0, α]. So, to prove p(x) ≤ α 2 q √ γ−1 , we just need to show that
Equation (15) gives T q (1+γ) ≥ Proof. We follow the proof given in [Gu14] nearly exactly, including it for completeness. By Weyl's monotonicity theorem (Theorem 3.2 in [Gu14] ), for any two matrices X, Y ∈ R n×d with n ≥ d, for all i, j with i + j − 1 ≤ n we have σ i+j−1 (X + Y) ≤ σ i (X) + σ j (X). If we write A = (A − B) + B and apply this theorem, then for all 1 ≥ i ≥ n − k, σ i+k (A) ≤ σ i (A − B) + σ k+1 (B).
Note that if n < d, we can just work with A ⊤ and B ⊤ . Now, σ k+1 (B) = 0 since B is rank k, so: 
