A QUASILINEAR APPROACH TO FULLY NONLINEAR PARABOLIC (S)PDEs ON R d
Introduction
In this article we provide a very general framework to deal with fully nonlinear (stochastic) parabolic partial differential equations on R d , but the method can be extended to more general situations (see Section 5 for more on this).
Fully nonlinear (stochastic) PDEs are not as studied as semilinear and quasilinear (stochastic) PDEs. In the deterministic case some methods has been developed (see [3, 11] ) but in the stochastic case not many result on existence are available, see [2, 4, 9, 10] for some results. The narrowness of the results in stochastic case seems to be due to the fact that the semigroup (or more generally abstract) approaches are not available at first sight. For deterministic parabolic PDEs, in an abstract setting some results are proved by linearization technique in [3, 11] and the results in [4] are indeed related to this one. Our method is completely different from the above mentioned ones. Indeed, we are able to recast the fully nonlinear problem in an abstract quasilinear (stochastic) evolution equation for which many sharp existence results are now available, this is due to the recent progresses in the theory of (stochastic) maximal regularity; see [6, 13, 18, 19, 20] . To do this, we take advantage of paradifferential technique, which has been shown quite useful in study of fully nonlinear elliptic and parabolic equations; see [14, 15] . Besides the abstract quasilinear formulation of the fully nonlinear problem, our main task is to prove that the operator thus defined has good properties as the ordinary differential operator, which are necessary to use the quasilinear abstract existence results provided in [6, 13] . The novelty of this approach is the possibility to work with the same basic idea both in deterministic and stochastic settings. Furthermore, this approach makes available a lot of known results on abstract quasilinear evolution equation which are at first sight not intended for fully nonlinear problems. We refer to Section 6 for further comments and comparison with the methods already available. Now, we turn to explain in details the strategy of the proofs, which will be worked out in the subsequent sections. To begin, we introduce some notations:
• Multi index notation, α ∈ N d .
• The map
will be denoted by F (x, ζ), where ζ = (ζ α : |α| ≤ 2) ∈ R × iR d × Sym d (R) and Sym d (R) is the set of all symmetric matrices of order d.
• Let l be an integer, for each x ∈ R d we define
here D 0 u = u.
In the first part of this section is useful to introduce the following hypotheses: (H4) (Strongly parabolicity hypothesis). For each n ∈ N there exists c
uniformly in x ∈ R d and |ζ| ≤ n.
Here, for any r ∈ (1, ∞) and m ∈ R, H m r (R d ) and W m r (R d ) denote respectively the Bessel-potential spaces and the Sobolev-Slobodeckij spaces; see [1, 7] for more on this. For notational convenience, in the following we set H ∂ t u(x, t) + F (x, D 2 u(x, t)) = 0 ,
has a maximal defined solution u in where T = T (u 0 ). Furthermore, T (u 0 ) = +∞ or T (u 0 ) < +∞ and it is characterized by The main idea for the proof of Theorem 1.1 is to recast the problem (1.1) as an abstract quasilinear parabolic equation via paradifferential operator. As explained in Section 3, for u ∈ C 2+r * with r > 0, we may write
are the pseudodifferential operator respectively with symbol Ψ 0 (ξ) and 
Then the proof of Theorem 1.1 is equivalent to the solvability of following problem
We will show that the problem in (1.5) can be handled with the theory of abstract quasilinear parabolic differential equations, as developed in Chapter 5 of [13] , but it will require some work. To begin, recall that (H s q , H s+2 q
Furthermore, for any v ∈ W s+2−2/and n ∈ N define
The following proposition plays an essential role in proving existence and a maximal defined solution for the problem in (1.5) via known results for abstract quasilinear parabolic problem; for the notation we refer to Subsection 2.1.
Let the hypotheses (H1), (H3)-(H4) be satisfied and let n ∈ N be an integer. Then there exist a λ n ∈ R + such that
We will prove Proposition 1.2 in Subsection 3.2. We note that the previous result implies that λ n + M F (u) has the maximal L qregularity on H s q and it allows us to use the abstract theory developed in [13] Chapter 5. We point out that, to deal with deterministic fully nonlinear parabolic equations the boundedness of the H ∞ -calculus in H s q is not necessary; instead it will be of central importance for stochastic parabolic PDEs.
To give a flavour of the result on fully nonlinear Stochastic PDEs, at this point we consider a fairly simple situation in order to avoid too much technicalities; for a more general situation see Subsection 4.2. Let (Ω, A, P) be a probability space on which a standard Brownian motion {β t } t∈R + is defined; we consider on the probability space the filtration
augmented by all P-null sets in A. Let T > 0 fixed, consider the following problem:
Here: With the same considerations of the deterministic case, the fully nonlinear stochastic problem (1.7) can be written as See also (4.6) in Theorem 4.11 for a blow-up criterion.
To complete the proof of Theorems 1.1 and 1.3 we will need the following properties of M F (·) and G(·), which complement the content of Proposition 1.2.
, H s q ) is locally Lipschitz continuous, i.e. for each n ∈ N there exists a positive constant C n such that
q is locally Lipschitz continuous, i.e. for each n ∈ N there exists a positive constant C n such that
The paper is organized as follows: Section 2 is divided into three parts: in Subsection 2.1 we collect known results on H ∞ -calculus and maximal L q -regularity useful in the proof of Theorems 1.1-1.3, in Subsection 2.2 we list some definitions and useful facts about pseudodifferential operators; in the last Subsection 2.3 we prove that a strongly elliptic operator (see Definition 2.5) admits an H ∞ -calculus on H s q with H ∞ -angle less than π/2. This result is a simple application of a more general Theorem proved in [5] but it will be of central importance in the proof of Proposition 1.2. Section 3 contains two parts: in Subsection 3.1 we briefly explain the construction of paradifferential operator and we prove property (P2), in Subsection 3.2 we prove the Proposition 1.2 and property (P1). Section 4 is divided into two parts, in the first Subsection 4.1 we prove Theorem 1.1 and discuss how to derive further regularity results. Subsection 4.2 is devoted to the Proof of Theorem 1.3. The last section is devoted to some comments, extensions and further applications of the approach just explained.
Preliminaries

H
∞ -Calculus and Maximal L q -Regularity. In this subsection we collect some known results and definition which will be useful in the rest of the article. Through this section X denotes a complex Banach space. Let φ ∈ (0, π) and Σ φ := {z ∈ C \ {0} : | arg z| < φ}. We begin with a definition: Definition 2.1 (Sectorial operator). Let A be closed densely defined linear operator on X with dense range. Then A is called a sectorial operator (or briefly A ∈ S(X)) if there exists a 0 < φ < π such that the resolvent ρ(A) ⊃ C \ Σ φ and (2.1) sup
Moreover, the infimum of φ ∈ (0, π) for which the condition (2.1) holds is called the spectral angle of A and it will be denoted by φ A .
Let φ ∈ (0, π), we denote with H ∞ 0 (Σ φ ) the space of the holomorphic function f on the sector Σ φ , such that
is well defined and it converges in B(X). It can be shown that f (A) does not depend on the value ν ∈ (φ, φ A ); see [8, 13] .
e. the infimum φ > φ A for which the condition (2.3) holds for some positive constant C.
We conclude this section collecting some facts about maximal regularity. For the notion of mild solution see [12] . Definition 2.3 (Maximal L q -regularity). Let A : D(A) ⊂ X → X be a closed densely defined operator on a Banach space X. For q ∈ (1, ∞), we say that A belong to the class
for some C > 0 independent on f .
Remark 2.4. If the Banach space X is an UMD-space, there is a deep characterization of the class MR q (X) due to L. Weis; see [13, 20] . We only mention that, if X is a UMD-space and A ∈ H ∞ (X), with H ∞ -angle less than π/2, then A ∈ MR q (X) for all q ∈ (1, ∞) (see [8, 13] for details).
Pseudodifferential Operators.
Here we collect some definitions and known fact about pseudodifferential operators, see [14, 15] for more on this topic.
for some positive constant c and L ∈ R large enough. (SE) (Strong Ellipticity). We say that p(x, ξ) ∈ S m ρ,δ is strongly elliptic if (2.5)
for some positive constant c and L ∈ R large enough.
Note that, we can define a Fréchet topology on S m 1,δ , which is generated by the countable family of seminorm S k j defined as
for k, j ∈ N. Moreover, we say that a set of symbols
In the subsequent analysis, we will need of the following rough symbol class.
Here and in the sequel, for any f ∈ S(R d ), we define
where [14] ). The following fact is essential to prove the closedness of the realization of a pseudodifferential operators (see Definition 2.8).
Proposition 2.7 (A priori estimate). Let p(x, ξ) ∈ S m ρ,δ be an elliptic pseudodifferential operator, with 1 ≥ ρ > δ ≥ 0. Then there exists a constant c > 0 such that for all q ∈ (1, ∞), s ∈ R and u ∈ H s+m p we have
1,δ then we will denote by p R (D) the closed linear operator
For notational convenience, in Definition 2.8 we have dropped the dependence on s > 0 and q ∈ (1, ∞).
H
∞ -Calculus for Strongly Elliptic Pseudodifferential Operators. The goal of this section is to prove to following result, which we state as a corollary since it is an easy application of Theorem 4.1 in [5] . 
for some φ < π/2; for the definition of Λ φ -ellipticity we refer to [5] Definition 3.3. The first item is quite easy, since by Theorem 9.1 in Chapter 13 in [14] it follows that r(x, D) :
The second item is a verification of the hypotheses (H1)-(H2) of Definition 3.3 in [5] . Before proceeding further, we note that for each x ∈ R d and |ξ| > L we have p(x, ξ) ∈ Σ φ ′ for a φ ′ ∈ (arctan(C 0,0 /c); π/2); here Σ φ ′ is the sector symmetric with respect to the positive real axis of angle 2φ ′ . Indeed, since p(x, ξ) is strongly elliptic (see (2.5)), then for each x ∈ R d and |ξ| > L we have
and the claim follows; here C 0,0 is as in (2.4) for α = β = 0. In order to verify the hypothesis (H1), we have to find a R > 0 such that for all x ∈ R d and |ξ| > R, we have
for some C 0 > 0 and φ ∈ (0; π/2); here σ(·) denotes the spectrum.
Since p(x, ξ) is scalar and (2.8) holds, we have only to verify that C
2 for some C 0 . By the strongly ellipticity assumption and the fact p(x, ξ) ∈ S 2 1,δ , this holds for R = L and C 0 = max{C 0,0 , c −1 }. We now move to hypothesis (H2). Note that, with simple geometrical considerations, if λ ∈ Λ φ where π/2 > φ > φ ′ and π > φ + φ ′ , we obtain
as desired.
In the future analysis we do not need the s = 0 case of Corollary 2.9. Lastly, we mention that the same application of Theorem 4.1 in [5] shows that the same result holds with H s q replaced by F s q,q ′ or B s q,q ′ where q, q ′ ∈ (1, ∞) and s ≥ 0. But we do not need this in the following.
Paradifferential Operator
Introduction and Proof of Property (P2).
Before starting with the proofs, we recall the following fairly simple construction.
It is easy to see that
In light of (3.4) this construction is called (smooth) Littlewood-Paley partition of the unity.
We start with a simple observation. If |α| ≤ 2 and u ∈
Lebesgue point so the claim follows by the standard result, see for instance [7] . For reader's convenience, we sketch the construction of paradifferential operator in order to highltight the quasilinear structure arising from this construction (see Chapter 13 Section 10 of [14] for a more complete treatment). Consider F as in (H3), (for notational convenience, we do not report explicity the dependence of F on x, so we write F (ζ) instead of F (x, ζ)) and let u ∈ C 2 * . Then by (3.5),
pointwise. Now, it easy to see that
Due to (3.6) then
pointwise. Before proving property (P2) we note that, by the assumption (H1) we
where r := s − (2 + d)/q > 0; the last injection follows by Sobolev embedding Theorem. Now we are in the position to prove the condition (P3); we recall that
Proof of property (P2). To prove that F maps W 
|F (D
where K : R + × R + → R + is locally bounded and
Fix any n ∈ N. Since D α Ψ 0 (D) ∈ S −N for any N ∈ N and |α| ≤ 2, then for suitableC n , C n > 0,
for any u, v ∈ B s,q (0, n).
Proof of Proposition 1.2 and Property (P1).
In this subsection we analyse the pseudodifferential operator M F (u; x, ξ); recall that u ∈ W s+2−2/֒→ C 2+r * by (3.8). Now we recall the following, proven in [14] , Chapter 13 Section 10:
At this point, we take advantage of the smoothing symbol technique proposed in [14, 15] . For any δ ∈ (0, 1) this technique allows us to write
where ε k = 2 −kδ , δ ∈ (0, 1), J ε = τ (εD) acts on the variable x and τ ∈ C ∞ 0 (R d ) such that τ (ξ) = 1 for |ξ| < 1; see [14, 15] . Exploiting the construction (3.9)-(3.11) we will prove two lemmas, which permits to demonstrate Proposition 1.2.
Lemma 3.1. For any n ∈ N and δ ∈ (0, 1), the sets {M 
for a suitable C n . By this and the analysis of paradifferential operator done in Section 10 Chapter 13 in [14] , it is easy to see that 
is strongly elliptic for any u ∈ B s,q (0, n). Furthermore, there exist c n , L n > 0, such that
for any x ∈ R d , |ξ| > L n and u ∈ B s,q (0, n).
Proof. As in the proof of Lemma 3.1, we have |u| C 2+r ≤ C n . For clarity we divide the proof in two steps.
Step 1 -M F (u; x, ξ) is strongly elliptic and satisfy an estimate similar to (3.13).
by hypothesis (H4). Furthermore
Furthermore the set {m Recall that ε j = 2 −j and supp ψ j ∼ 2 j , this implies
, with the same argument performed at the end of Step 1, one can easily conclude the proof.
With this in hands, we can turn to the proof of Proposition 1.2.
Proof of Proposition 1.2. Due to Lemmas 3.1-3.2 and the decomposition
the claim follows by Corollary 2.9.
We turn to the proof of property (P1). To do this, we recall the following result, extracted by a more general result proven in [14] ; for the sake of completeness we sketch the proof. 
for all q ∈ (1, ∞) and 0 < s < l; here C s,m,q denotes a positive constant which depends only on s, m, q and the sequence ϕ k in (3.14).
Sketch of the proof. Consider the pseudodifferential operator Λ µ with symbol ξ µ ∈ S µ 1 , for any µ ∈ R. Furthermore, it is easy to see that Λ µ is an isometric isomorphism between H s+µ q and H s q , for all s ∈ R and q ∈ (1, +∞). By this, it is enough to prove the m = 0 case of Proposition 3.3. Indeed, suppose m = 0 and p(x, ξ) ∈ S m 1,1 is an elementary symbol of the form (3.14), then the symbol ; using this in (3.16) we obtain the claim. The m = 0 case follows by the analysis in [14] vol III pp. 52-54.
Now we can prove the property (P1).
Proof of property (P1).
It is sufficient to prove that, for any u, v ∈ V and α such that |α| ≤ 2, the pseudodifferential operator with symbol 
for all k, l ∈ N; since C 2 ֒→ C 2 * . Now, we rewrite m 
where, for brevity, we have set
and (λ
k (s, t) for all |β| ≤ 2. By (3.1)-(3.2) and Young inequality, we have
for all |β| ≤ 2 and s, t ∈ [0, 1]. Since V ⊂ C 2+r * is bounded, we have the values |u| C l , |v| C l are uniformly bounded, so (3.18) follows easily by the smoothness hypothesis on F in Theorem 1.1. Now we move to the proof of (3.19), for convenience we prove (3.19) for l = 1; the general cases follow in the same manner. Take any j ∈ {1, . . . , d}, by (3.20) and Leibniz rule
where
For the second term in the RHS of (3.23) we can use the bound in (3.21) and
another time by Young inequality. For the first terms in the RHS of (3.23) one can use the composition rules, and obtains
To bound the previous term, note
Using the previous bound, the inequality in (3.21), (3.24) and the smoothness hypothesis on F , we obtain (3.19).
Proof of the Main Results
4.1.
Proof of Theorem 1.1 and Parabolic Regularization. The Proof of Theorem 1.1 is based on the abstract framework developed in [13] Chapter 5; in this section we will largely follow its exposition. In
Step 2 of the following, we use the same argument of the proof of Corollary 5.1.2 in [13] .
Proof of Theorem 1.1. For reader's convenience, we divide the proof into two steps.
Step 1 -Local Existence. As explained in Section 1 the parabolic problem (1.1) is reduced to the following abstract quasilinear parabolic PDEs
Fix any n such that u 0 ∈ B s,q (0, n), thanks to Proposition 1.2 and Remark 2.4, there exists a λ n ∈ R such that λ n + M F (u) ∈ MR q (H s q ) (recall that H s q are UMD-space for all s ∈ R and q ∈ (1, ∞) ). Due to the properties (P1)-(P2) we can apply Theorem 5.1.1 in [13] and conclude the existence of a unique local solution to (4.1) in . By the previous step and an easy compactness argument, it easy to see that there exists a δ > 0 such that the following problem
, then solution v(t) to the problem (4.3) coincides with u(t + t ′ ) and extends the solution beyond T (u 0 ) and this contradicts the definition of T (u 0 ).
By hypothesis (H3) one can guess that the solution provided by Theorem 1.1 is more regular than (4.2) in a sense clarified below, in other words, one has the parabolic regularization of the solution. In this direction we state the following proposition (we omit the proof in this paper): 
Proposition 4.1. Under the hypotheses (H2)-(H4), the maps
is of class C ∞ ; where u(·, v) is the solution to (1.1) with initial data v provided by Theorem 1.1. In particular,
Proof. We begin the proof recalling that, as showed in the proof of Theorem 1.1, for each u 0 ∈ W s+2−2/there exists an r > 0 such that the local solution of (1.1) for initial data v ∈ B s,q (u 0 , r) exists on an interval [0, T ] independent on v; so the map ψ is well defined for T > 0 small enough. The claim now follows by Proposition 4.1 and Theorem 5.2.1 in [13] .
In the last part of this section, we want to weaken the hypothesis (H4), replacing it with the following:
In order to use the Maximal L q -regularity results, we will need a strengthening of hypothesis (H1). To do this, we denote with
(H1') For u 0 as in (H1), dist(R(u 0 ), ∂V ) > 0, (recall that by assumption (H2) we have the inclusion (3.8), so u 0 ∈ C 2+r * for some r > 0).
Roughly speaking, the hypothesis (H4') means that F induce an elliptic operators only on a region V . Note that, since W s+2−2/֒→ C 2+r * (C s,q denotes the boundedness constant in the embedding), then the set
by the arbitrariness of x and ζ, we obtain dist(R(u), ∂V ) ≥ δ/2. Then B s,q (v, δ/(2C s,q )) ⊂ V and the claim follows.
The following proposition allows us to extend the treatment just proposed under the weaker hypothesis (H4').
Proposition 4.3. Let the hypotheses (H2)-(H3)-(H4'
) be satisfied and let n be an integer. Then there exists a λ n ∈ R such that
Furthermore, the inequality in (1.6) holds for all u ∈ V n .
Proof. The proof is the same as the proof of Proposition 1.2 done in Subsection 3.2. One has only to observe that
Now we are ready to prove the existence of a maximal defined solution for the system (1.1) under the weaker hypothesis (H4'), note that the blow up criterion (1.3) change its form. 
where T = T (u 0 ). Furthermore, one of the following are satisfied
Proof. The proof is similar to proof of Theorem 1.1 and it consists in an easy adaptation of Corollary 5.1.2 in [13] .
4.2.
Parabolic Stochastic PDEs and Proof of Theorem 1.3. In this section we provide the proof of Corollary 1.3, this will be an easy consequence of a more general result, i.e. Theorem 4.11. Throughout this section, (Ω, A, P) denotes a probability space, endowed with a filtration F = {F t } t∈R + which satisfies the usual conditions. In the context of stochastic parabolic fully nonlinear partial differential equations, we can admits that the nonlinearities F (x, D 2 u) depends on ω ∈ Ω. For the sake of completeness, below we list our hypotheses:
is a smooth function of its arguments, its derivatives are uniformly bounded in x ∈ R d and ω ∈ Ω. Furthermore, |F (·, 0)| L∞(Ω;H s q ) < ∞ (here s, q are as in (S1)). (S3) (Strongly parabolicity hypothesis). For each n ∈ N there exists c
uniformly in ω ∈ Ω , x ∈ R d and |ζ| ≤ n. (S4) For each (x, ζ) and each |α| ≤ 2, the map
Under the hypotheses (S1)-(S4) it is clear that for each ω ∈ Ω we can construct the paradifferential operator as done in Section 3 regarding ω as a fixed parameter. To be precise, for any u ∈ C 2+r * we define
similarly one define M F (ω, u; x, ξ) and the realization of the paradifferential operator M F (ω, ·). Before proceeding further, we prove the following measurability result.
Lemma 4.5. Under the hypotheses (S1)-(S4), the following holds:
is F 0 -strongly measurable.
Proof. We recall some basic facts which we will use freely in the proof of the Lemma. For each r ∈ (1, ∞) and p ∈ (1, ∞), we have there is a natural identification (H Lastly, we recall that the pointwise convergence preserve measurability. i) By Pettis measurability Theorem (see [7] ) it is enough to show that, for each f ∈ S(R d ), the maps ω → M F (ω, u)v, f is F 0 -measurable. We first prove the claim under the additional hypothesis v ∈ S(R d ). For such v,
where, as before,
Recall that, by hypothesis (S2), for all ω ∈ Ω the map (x, ζ) → F (ω, x, ζ), then the last integral in (4.4) converges as a Riemann integral. This implies that
, H s q ). Then the claim follows.
ii). By the same argument, it is enough to show that for each f ∈ S(R d ), then the map ω → G(ω, u), f is F 0 -measurable. Since,
the claim follows as in i).
Before stating our main result, we recall some basic notation and definitions. 
where t ∈ R + and B ⊂ R d is a Borel set of finite measure.
Further examples can be found in [6, 16, 19] .
In the following definition, {γ n } n∈N is a sequence of independent standard Gaussian random variable on some probability space (
Definition 4.9 (γ-radonifying operators). As before H is an Hilbert space and let X be a reflexive Banach space. Then a bounded linear operator T ∈ B(H, X) is said to be γ-radonifying (or briefly T ∈ γ(H, X)) if
where the supremum is taken over all finite orthonormal systems {h k } n k=1 in H. The hypothesis of reflexivity in Definition 4.9 is not necessarily for defining γ-radonifying operators; we will not need this here and we refer to [8] for more on this topic.
To prove Theorem 1.3 we first analyse the well posedness of the following abstract quasilinear evolution equation:
for t ∈ [0, T ]. Where:
is strongly measurable and the map ω → K(ω, t, x) is for all t ∈ [0, T ] and x ∈ H s+2 q strongly F t -measurable. Moreover, for all n ∈ N there exists L K n > 0, such that K is locally Lipschitz continuous, i.e.
) is strongly measurable and the map ω → B(ω, t, x) is for all t ∈ [0, T ] and x ∈ H s+2 q strongly F t -measurable. Moreover, for all n ∈ N there exists L B n > 0, such that K is locally Lipschitz continuous, i.e.
) are strongly measurable and adapted to F. Moreover,
For the problem (4.5) we have the following notion of maximal defined solution, which is a adaptation in our situation of Definition 4.1-4.2 in [6] ; for the definition of stochastic integrability see [17] .
Definition 4.10 (Maximal local solution for (4.5)). Let n ∈ N and let σ, σ n , be F-stopping times with 0 ≤ σ, σ n ≤ T almost surely.
T ] : 0 ≤ t < σ(ω)}) strongly measurable and adapted. i) We say that (u, {σ n } n , σ) is a local solution of (4.5), if {σ n } n is an increasing sequence with lim n→∞ σ n = σ pointwise almost surely and for all n ∈ N we have
for almost all ω ∈ Ω. Moreover, for each n ∈ N, 1 [0,σn] B(u) is stochastically integrable and the identity
holds for almost all ω ∈ Ω and all t ∈ [0, σ n (ω)]. Furthermore, we say that the local solution is unique, if for every local solution (v, {τ n } n , τ ) satisfies u(ω, t) = v(ω, t) for all ω ∈ Ω and t ∈ [0, min{σ(ω), τ (ω)}). ii) We say that (u, σ n , σ) is a maximal unique local solution, if for any other local solution (v, {τ n } n , τ ), we have almost surely τ ≤ σ and u(ω, t) = v(ω, t) for all ω ∈ Ω and t ∈ [0, σ(ω)).
Let I ⊂ R an interval, then BU C(I; X) means the space of all bounded uniformly continuous function with value in X. We are now in position to prove the main result of this section: Theorem 4.11. Under the hypotheses (S1)-(S8), the problem (4.5) has a maximal unique local solution (σ, {σ n } n , u), (see Definition (4.10)). Moreover, the following blow-up criterion holds: We conclude this section with some comments on the lower order nonlinearities K, B appering in (4.5). Indeed, the hypotheses on this terms in [6] ([Q6*]-[Q7*] in Subsection 4.2) are weaker then the our. We choose to use the stronger assumptions (S6)-(S7) for two reason. Firstly, our focus is on the fully nonlinearity F (x, D 2 u) rather than "lower order" terms; secondly if we use the weaker assumptions in [6] then it forces us to explain other notions which can be misleading for the reader. The interested reader can easily relax the hypothesis (S6)-(S7), thanks to the result of abstract quasilinear parabolic evolution equations in [6] . for all x ∈ R d and |ζ| < n.
With clear adaptation of hypothesis (H4') in Subsection 4.1 and (S3)-(S4) in Subsection 4.2. Then, Theorems 1.1 and 4.11 still holds and for the adapted version of the respectively hypotheses. Indeed, the construction of the paradifferential operator also holds in this case (see [14] for more details) although one has to choose q large enough to make valid the embedding (H Here M F (u; t, x, ξ) is defined as in Section 3 considering t as a parameter. Denoting with M F (u, t) the realization of M F (u; t, x, D) on H s q , the problem (1.1) with a time-depending F can be rewritten as .1), is not as known as the autonomous case, so we limit ourself to autonomous case, although the fully nonlinear parabolic (stochastic) problem with time dependent F can be analysed as soon as one has got results on quasilinear non-autonomous abstract parabolic evolution equations.
Comments
We now move to compare our approach to other known results. A quite amount of work with fully nonlinear parabolic partial differential equations is done in [11] (see also [3] ); but the approach taken here is completely different and the results appear not in the form of Theorem 1.1. Indeed, some application of the theory are more suited for Hölder regularity rather than Sobolev regularity. We mention that the results of [11] are suited to deal with fully nonlinear equations on domains with boundary, instead our approach does not seem to be so flexible. Our approach is more similar to the one deviced in [14] Chapter 15 Section 8. Although there a paradifferential technique is used, the way to produce local existence is completely different. Indeed, the the local existence is proven by a Galërkin method and a compactness argument.
In the context of stochastic partial differential equations, our method to prove the existence of a maximal defined solution (to our knowledge) appears to be new. Moreover, it permits us to consider a very general noise (see Subsection 4.2), instead in [4, 9, 10 ] the driving process is an m-dimensional Brownian motion.
Lastly, the approach taken here seems to be suitable for studying fully nonlinear parabolic (S)PDEs on a closed Riemannian manifold. Indeed, miming the localization technique used Chapter 6 Section 6.5 of [13] one can reduce the proof of the existence of a fully nonlinear (S)PDEs on a closed manifolds to an equation of the form (1.7) or (4.5) with a vector valued F . This would be a very interesting distinguish fact of our approach, since to our knowledge this is not already studied.
