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STRUCTURAL PROPERTIES OF THE EQUILIBRIUM SOLUTIONS OF RICCATI EQUI\TIONS* 
** 
Roger W. Brockett  
Massachusetts I n s t i t u t e  of Technology 
Cambridge, Massachusetts 02139 
I n  t h i s  paper w e  s tudy  t h e  behavior of c e r t a i n  s o l u t i o n s  of t h e  q u a d r a t i c  
matr ix  equat ion 
A'K + KA - KBB'K = -pC'C (1) 
as a func t ion  of a real  v a r i a b l e  p. 
on t h e  s o l u t i o n s ,  The methods w e  u se  draw f r e e l y  on the  v a r i a t i o n a l  i n t e r p r e t a t i o n  
Our main r e s u l t  is a new a p r i o r i  bound 
of t he  a s soc ia t ed  Riccati equat ion 
- it = A'K + KA - KBB'K + pc'c 
as w e l l  as t h e  use of transform techniques and a n  elementary v e r s i o n  of Pa r seva l ' s  
formula. 
1. -Prel iminaries  
L e t  A,  B ,  and C b e  real, cons t an t  matrices of.dimensions n by n ,  n by m 
and q by n r e spec t ive ly .  By a l i n e a r  system w e  mean a p a i r  of equat ions 
w e  elso r e f e r  t o  t h e  t r i p l e  [A,B,C] as a l i n e a r  system with t h e  understanding 
t h a t  A,  B and C are t h e  matrices appearing i n  equat ion (2). I f  t h e  cond i t ions  
n-1 i) rank (B, AB, e ' . . s  A B) = n 
and 
ii) rank (C; CA; 9 . .  . ;CA'"'l) = n  
where."," i n d i c a t e s  column p a r t i t i o n  and ";" a row p a r t i t i o n  are s a t i s f i e d ,  w e  c a l l  
[A,B,C]  a minimal l i n e a r  system. _. L e t  I be t h e  i d e n t i t y  matr ix .  We d e f i n e  the  
spectral  norm of a l i n e a r  system as t h e  minimum va lue  of r > 0 such t h a t  t he  
Hemet ian  matr ix  i n e q u a l i t y  
* 
This work was supported by NASA under Grant NGR-22-009(126) and NSF under 
Grant GK-2645 and t h e  Army Research O f f i c e ,  Durham. 
Present  address ,  Harvard Universi ty ,  Cambridge, Mass. 02138, 
** 
holds f o r  a l l  real w. I f  no such r e x i s t s  t h e  s p e c t r a l  norm is s a i d  t o  be i n f i n i t e .  
The l i n e a r  system [A,B,C] w i l l . b e  considered toge the r  w i th  a func t iona l  
17 = 6 u 9 u  + py'ydt (4) 
whose minimization i s  t o  be Considered. We t ake  as known, t h e  f a c t s  t h a t  under 
t h e  hypothesis t h a t  [A ,B ,C]  is  a minimal l i n e a r  system t h e r e  i s ,  
i) a t  most one s o l u t i o n  such t h a t  A-BB'K has i t s  eigenvalues  i n  R e s  < 0 
i i )  min 6 u'u + py'ydt e x i s t s  f o r  p > 0 
U 
P 
i i i )  i f  the  minimum exis ts ,min u'u i- py'ydt = x'(0)Klx(O) 
u I, 
where K1 is a s o l u t i o n  of equat ion (1) .  
Items ii) and i i i )  are widely known s i n c e  Kalman [l]; f o r  a proof of i) see 121. 
A few a d d i t i o n a l  prel iminary r e s u l t s  w i l l  be  required.  
F t  Lemma 1 : L e t  u be given by u ( t )  = H e  g. L e t  y be given by 
; ( t )  = Ax(t) + Bu(t) ; y ( t )  = Cx(t)  ; x(0) = 0 
Assume t h a t  t h e  eigenvalues of A and F l i e  i n  t h e  half-plane R e  s < 0. Then 
' 0  
where r is t h e  spectral  norm of [A,B,C].  
P roof : Since x(0)  is  zero t h e  Laplace transform of y i s  9 = R6. Using 
Pa r seva l ' s  r e l a t i o n  and t h e  d e f i n i t i o n  of t he  s p e c t r a l  norm we have 
. d - i w  
2 u(-iw) (r  I)u(iw)dw 
= r  u ' ( t ) u ( t ) d t  
'0 
Lemma 2 : I f  [ A , B , C ]  is  a l i n e a r  system with a f i n i t e  s p e c t r a l  norm 
2 then equat ion (1) has no real  s o l u t i o n  unless  p > -r e 
-2-  
Proof : We assume t h e  con t r a ry  and look f o r  a con t r ad ic t ion .  L e t  Ka. be  a real 
s o l u t i o n .  Manipulation of equat ion (1) i n  the  s t y l e  of Yacubovich, Kalman e t  a l .  
131 g ives  
" (-Is-A')K1 + K1(Is-A) + KIBB'K1 = pC'C 
Pre-and post-multiply.ing by (-1s-Af)  -1 and (Is-A)-' r e s p e c t i v e l y  g i v e s  
Now i f  we p r e  and pos t  mu l t ip ly  by B'  and B r e s p e c t i v e l y  and add I t o  each s i d e  w e  
o b t a i n  
[I + R1(-s)f[I+Rl(s)]  = I +  pR'(-s)R(s) 
where R ( s )  = C ( I s - A ) - l B  and R1(s) 5 B'K1(Is-A)-'B. Since t h e  l e f t  s i d e  is non- 
negat ive f o r  s =iw the  r i g h t  must be  a l s o .  Hence un le s s  p i s  g r e a t e r  than 
-r w e  can have no sol-ution. 2 
Lemma 3 : The q u a d r a t i c  equat ion 
A'K + KA - KBB'K = 0 ( 5 )  
has an i n v e r t i b l e  s o l u t i o n  i f  and only if t h e r e  e x i s t s  an i n v e r t i b l e  s o l u t i o n  of t h e  
l i n e a r  equat ion 
L(Q) = QA' + AQ = BB' (6) 
If the  s o l u t i o n  of t h e  l i n e a r  equat ion is unique and i n v e r t i b l e  then i t  is t h e  
only i n v e r t i b l e  s o l u t i o n  of t he  q u a d r a t i c  equat ion,  
Proof : I f  t he  q u a d r a t i c  equat ion has an i n v e r t i b l e  s o l u t i o n  K then 
p r e  and pos t  m u l t i p l i c a t i o n  of A ' K  +K A-KIBB'K by K;" g ives  A Kil+KilA'= BB ' .  
1 
1 1  1 
On t h e  o t h e r  hand, i f  Q 
i n v e r s e  s a t i s f i e s  t h e  quadra t i c  equat ion,  Uniqueness follows by t h e  same reasoning. 
is an i n v e r t i b l e  s o l u t i o n  of t h e  l i n e a r  equat ion then i t s  
2 .  The Case where A has i t s  Eigenvalues i n  R e  s < 0 
Usi.ng t h e s e  r e s u l t s  i t  i s  p o s s i b l e  t o  i n v e s t i g a t e  t h e  s o l u t i o n s  of t h e  
quadra t i c  ma t r ix  equat ion 
KA + A'K - KBB'K = pc'c 
and t o  r e l a t e  thea t o  t h e  s o l u t i o n  of t h e  l i n e a r  equat ion 
- 3 -  
KA + A'K - -c'c 
Our n o t a t i o n  w i l l  be as fol lows.  
equat ion (1) having the  proper ty  
plane R e  s < 0. 
property t h a t  a l l  t h e  eigenvalues  of A-BB'K l i e  i n  t h e  h a l f  plane R e  s > 0. 
By K+(p) w e  mean t h e  (unique) s o l u t i o n  of 
Likewise we  l e t  K (p) be  t h e  s o l u t i o n  of equat ion (1) having t h e  - 
Lemma 4 : Let [A,B,C] be a minimal l i n e a r  system with f i n i t e  s p e c t r a l  norm r. 
Assume t h e r e  e x i s t s  s o l u t i o n s  K+ and K 
p o s i t i v e  d e f i n i t e  f o r  p > -r 
descr ibed  above. Then K+(p) - K-(P) is - 
. -2 and 
[[ e[A-BB'K+(P) I t  [A-BB'K+(p)] 't 
K + W  - KJp) = BB'e  dt]" 
o r  a l t e r n a t i v e l y  
0 [A-BB'K ( p ) ] t  [A-BB'K ( p ) ] ' t  
at]-' 
- - 
K+(p) - K-(p) = [ L e  
Proof : Direc t  manipulation shows t h a t  K+(p)-K (p) s a t i s f i e s  
BB'e  
- 
[K+(P)-K - (P) 1 [A-BB'K+(P) 1 + [A-BB'K+(p) 1 ' [K+(P)-K-(P) I IJ 
- [K+(p)-K-(p) I B B '  [K+(P)-K-(P) 1 (7) 
From Lemma 3 w e  see t h a t  i f  t h e r e  e x i s t s  an  i n v e r t i b l e  s o l u t i o n  [K+(p)-K ( p ) ]  i t  
must s a t i s f y  equat ion (6) and conversely.  However, i t  is e a s i l y  seen  t h a t  t he  given 
expressions f o r  K+(p)-K - (p) are w e l l  def ined  and i n v e r t i b l e  as long as A-BB'K(p) has  
i t s  eigenvalues  i n  Re s < 0 using s tandard  results from c o n t r o l l a b i l i t y  theory [2].  
- 
The fol lowing theorem gives  a bound on t h e  So lu t ion  of equat ion  (1) i n  terms 
of the  s o l u t i o n  of KA + A * K  = -C'C and t h e  s p e c t r a l  norm r. 
Theorem1 : L e t  [A,B,C] be a minimal l i n e a r  system with s p e c t r a l  norm r .  
-2 
Assume t h a t . t h e  eigenvalues  of A l i e  i n  the  ha l f -p lane  R e  s < 0. 
t h e r e  
Then f o r  p > -r 
e x i s t s  a s o l u t i o n  of KA+A'K-KBBK = - pC'C which has  t h e  proper ty  t h a t  
A-BB'K+(p) has  i t s  eigenvalues  i n  R e  s < 0 and 
2 
KIP 5 K + b )  2 Klp/(l+r p) 
where K Moreover, t h e r e  
so lu t ions  0-f K.4 + A ' K  - KEB'K = - pC'C which have the  property 
is the  s o l u t i o n  of AK1 + KIA = -C'C. 
, 1  
are no o t h e r  
t h a t  A-BBK has  i t s  
eigenvalues  i n  R e  s < 0. 
- 
-4- 
- Proof : F i r s t  of all observe t h a t  t h e  upper bound on K+(p) is obvious from t h e  
v a r i a t i o n a l  i n t e r p r e t a t i o n  of K+(p) s i n c e  by l e t t i n g  u be zerowe o b t a i n  
u2 4- py 2 d t  = px'(0)Klx(O) 
We know t h a t  f o r  t he  minimal i i n e a r  system (2) w e  have 
provided A-BB'K+(p) has  i t s  eigenvalues  i n  R e  s < 0. I f  u0 and y denote t h e  
0 
optimal c o n t r o l  and t h e  optimal response then 
can be  expressed us ing  transforms as t h e  sum of  a n  i n i t i a l  cond i t ion  ' .yo 
YO - c(I~-A)- '~(o)  + R W ~  0 (SI = y p  + y2(s )  
Moreover 
term and t h e  e f f e c t  of u i , e .  
0' 
de f 
I n  terms of  t h i s  n o t a t i o n  
Using t h e  preceeding lemma w e  have 
Also, f r o n  t h e  known r e l a t i o n s h i p  between KA + A'K = -C'C and q u a d r a t i c  i n t e g r a l s  
w e  have 
x '  (0)Klx(O) = 1, y;(e)yl(t)dt  
2 -Denote t h i s  last q u a n t i t y  by p2 and l e t  v be  def ined by 
Cmbining these  r e s u l t s  w e  have 
x'(O)K+(p)x(O) W i ~ ~ - 2 1 P l . / r  y i ( t ) y 2 ( t ) d t l  + (P 4- r -2 )U 2 
0 
Now m e  the S c h m r t z  i n e q u a l i t y  
- 5- 
t o  o b t a i n  
X ' ( O ) K + ( P ) ~ ( O )  >, pp2 - 21plpv + (p+r -2 )v 2 
._ 
Considering t h i s  as a func t ion  of  W ,  i t  has a minimum a t  ~ = p l p l / ( p + r - ~ )  and t h e  
2 2 minimum v a l u e  is pv ( l + p r  1. Therefore i t  is  clear t h a t  f o r  p > -r2 the in-  
e q u a l i t i e s  
hold.  The matrix i n e q u a l i t y  follows immediately. 
To s tudy  ex i s t ance  w e  observe t h a t  a s o l u t i o n  e x i s t s  f o r  p > 0 and by d i f f e r e n -  
t i a t i o n  
d d 
[ - K (P) I [A-BBqK+(P) I + [A-BB'K+(P) I ' [dp K+(P) I = -C 'C  
. dp + 
Or 
[A-BB'K+(~)  3 t [ A - B B * K + ( ~ )  I ' t 
C ' C e  d t  
This d i f f e r e n t i a l  equat ion can be i n t e g r a t e d  i n  t h e  d i r e c t i o n  of decreasing p 
u n t i l  A-BB'K+(p) has an eigenvalue wi th  a zero real p a r t .  
(81, 
e x i s t s  f o r  p 2 r e 
lemma 4 K+(p) is  bounded from below f o r  p > -r 
I n  view of i n e q u a l i t y  
2 a s o l u t i o n  K+(p) w i l l  t h e r e f o r e  e x i s t  f o r  p > -r . To show t h a t  i t  a l s o  
2 Note t h a t  K+(p) is monotone decreasing f o r  p decreasing. By 
2 hence 
l i m  ~ + ( p )  = K 
p+- r2  
- 2  e x i s t s  and by con t inu i ty  s a t i s f i e s  equat ion (1) wi th  p = r e 
Notice t h a t  t h e  s p e c t r a l  norm of [-A,B,C] i s  t h e  same as t h a t  of [ - A , B , C ]  and 
hence t h a t  t h e r e  a l s o  e x i s t s  a s o l u t i o n  .of 
(-A')K 4- K(-A) - KBB'K = -pC'C 
which pu t s  t h e  eigenvalues.of -A-BB'K i n  R e  s < 0. The negat ive of  t h i s  s o l u t i o n  
is  K-(P) 4 
-6- 
3 .  The Case where, the S p e c t r a l  Norm i s  F i n i t e  
We now extend the  r e s u l t s  of t he  previous s e c t i o n  t o  a wider 
The main r e s u l t ,  Theorem.2, inc ludes  Theorem 1 as a s p e c i a l  case  
a f u l l  case of Theorem 1. 
class of systems. 
bu t  t he  proof makes 
-_.-_ 
We need the  fol lowing lemma t o  reduce the  gene ra l  case t o  Theorem 1. 
Lemma 5 : I f  KO = KA is any s o l u t i o n  of 
K A + A'K - K BB'K = 0 
0 0 0 0 
And i f  K(p) is  any s o l u t i o n  of 
A'K(P) + K(p)A - K(P)BB'K(Q) = -pCC' 
then 
[K(p) - KO] [A-BB'Ko] + [A-BB'Ko]' [K(p)-Ko] 
+ [K(p) - Ko]BB'[K(p) + KO] = -pC'C (10) 
Proof : The proof i s  j u s t  a matter of expanding and using t h e  d e f i n i t i o n s .  
The d e t a i l s  are omit ted,  
As w e  have seen ,  equat ion  ( 5  ) can have a t  most one i n v e r t i b l e  s o l u t i o n  
but i t  can have numerous non- inver t ib le  ones. I n  p a r t i c u l a r  0 i s  always a 
s o l u t i o n  as a r e  K+(O) and K - (0). However, t he  p a r t i c u l a r  s o l u t i o n  K+(O) s a t i s f i e s  
Since A-BB'K+(p) has  i t s  eigenvalues  i n  Re  s < 0 f o r  p > 0 i t  w i l l  fol low t h a t  
i t s  eigenvalues  l i e  i n  R e  s C'O f o r  p = 0 un le s s  t h e  s p e c t r a l  norm of 
[A-BB'K (O),B,C] is i n f i n i t e .  This  makes the  fol lowing l e m m a  of i n t e r e s t .  + 
Lemma 6.: I f  KO = KA is a s o l u t i o n  of 
KOA + A'Ko 
such t h a t  A-RB'Ko has i t s  
s p e c t r a l  norms of [A,B,C] 
- K BB'K 0 
0 0 
eigenvalues  i n  t h e  ha l f -p lane  R e  s 0 then the  
and [A-BB'Ko,B,C] are t h e  same. 
Proof : From l e m m a  5 s e e  t h a t  i f  K . s a t i s f i e s  t he  hypothesis  then 
0 -- 
K(A-BBR ) 9 (A-BB'K )'K - KBB'K = -pC'C 
0 0 
has a s o l u t i o n  i f  and only i f  t h e r e  e x i s t s  a s o l u t i o n  of 
-7 -  
KA + A'K - KBB'K = -pC'C 
Combining Lemma 4 and Theorem 1 w e  see t h a t  t h i s  qua t ion  has  a s o l u t i o n  i f  and only 
where r is the  spectral n o m  of [A,B,C].  Since t h e  same is t r u e  for  
2 equat ion (11) the  s p e c t r a l  norm of [A-BB9Ko,B,C] must a l s o  be r e 
Put t ing  these  lemmas toge ther  wi th  Theorem 1 gives  the  fol lowing g e n e r a l i z a t i o n  
of Theorem 1. 
Theorem 2 : L e t  [A,B,C] be a minimal l i n e a r  system with s p e c t r a l  norm r. 
Then f o r  6, > r-* t h e r e  e x i s t s  a s o l u t i o n  of equat ion (1) and 
where K1 is  the  s o l u t i o n  of [A-BB'K+(0)]'K1+K1[A-BB'K+(O)] = -CC. 
are no o t h e r  s o l u t i o n s  of KA + A'K - KBB'K = -pC'C which have the  proper ty  t h a t  
A-BB'K has i ts  eigenvalues  i n  Re  s < 0. 
Moreover, t h e r e  
4. Addit ional  Comments 
The r e s u l t s  given here  g ive  t h e  fol lowing (s t i l l  incomplete) p i c t u r e  of t h e  
s o l u t i o n s  of equat ion (1) under the  hypothesis  t h a t  A has  no eigenvalue with zero 
real part .  
i )  
i f )  
There e x i s t  real s o l u t i o n s  i f  and only i f  p > r-2 
For p > r2 t h e r e  is  exac t ly  one s o l u t i o n  such t h a t  A-BB'K has  its e igenvalues  
i n  Re s 
' R e  s > 0 
0 and e x a c t l y  one s o l u t i o n  such t h a t  A-BB'K i ts  eigenvalues  i n  
i i i )  K+(P) - KJP) 0 
Figure 1 sugges ts  the  
course similar bounds 
We note  t h a t  our  
main q u a l i t a t i v e  f e a t u r e s  and i l l u s t r a t e s  t he  bounds. Of 
hold f o r  K - (p). 
resul ts  provide a new proof of  c e r t a i n  important theorems on 
the  absence of conjugate  p o i n t s  [ 5 ] .  
on s p e c t r a l  f a c t o r i z a t i o n  of r a t i o n a l  matrices. 
Moreover, our  proof does n o t  use  any r e s u l t s  
Addit ional  refinements of t hese  ideas  can be found i n  Canales' t h e s i s  [ 4 ] .  
-8 - 
Figure 1 : A sugges t ive  p i c t u r e  of t he  gene ra l  behavior of K+(p) and K - (p) .  
I f  K i s  one dimensional then K+(p) and K - (p) j o i n  a t  p =-r2. 
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ON THE NONINFERIOR SET FOR THE SYSTEMS WITH 
VECTOR-VALUED OBJECTIVE F U N C T I O ~  
K'ai-ching Chu, student member,  IEEE 
Abstract--The necessary and sufficient conditions of the locally 
noninferior set  for the static optimization problem with a vector- 
valued objective function have been derived. Equality and inequality 
constraints in the variable space have been discussed to give a more  
complete formulation. 
properties of the linear dual inequality systems. 
sented gives a clue to solve general problems. 
All of these have been done by using the 
The example pre-  
I. Introduction 
If the objective function of an optimization problem is an 
m-dimensional vector function of control variable u, where u i s  
n-dimensional f rom the admissible set U, such that 
then the set of all J cannot be totally ordered and the optimization 
will be of no meaning, i f  no further assQmption is made. We can 
define a partially ordering relation in it, that 
J(UO) < J(U>*) means J ~ ( U O )  < J ~ ( U * ) ,  for all i = 1 , 2 ,  . . . , m; 
0 
J ( U O )  = J ( U ' ~ )  means J.(U ) = J.(U*), 
In the sense of minimization, a point u is called inferior, i f  there 
for all i = 1 , 2 , .  . . , m .  
1 1 
exists a u' E U, such that 
J(u ')  J(u), and J(u') # J(u). 
:$ 
N00014-67-A-0298-0006 and NASA under contract NGR 22-007-068. 
This research was supported by the Navy under contract 
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A point u* i s  called noninferior, if it is not inferior, OF for any u E U, 
J(u) J(u*) implies J(u) = J(u*). 
Let N denote the set  of all noninferior points, its complement N '  
will be the set  of all inferior points. 
In a system with vector objective function, althodgh we cannot 
define minima, we can define a noninferior set  instead. Our purpose 
in minimization i s  simply to discover such a noninferior set  as a 
basis for further consideration. Optimization with a vector -valued 
objective function will be found of great use in large scale systems 
o r  in non-zero sum game problems. * 
Zadeh"], Klinger"], daCunha and PolakL3] have done some 
.work in this problem. In [3], a broad theory of necessary conditions 
fo r  characterizing noninferior points, the set  N, has been developed. 
Here, using another approach of the properties of some linear dual 
inequality systems, the author wil l  give the set  of necessary conditions 
fo r  set N in a very simple way. Besides, a set  of sufficient conditions 
can also be derived. This takes information from only the first order  
derivatives of J. 
II.. Linear Dual Inequality Systems 
In this section, the duality of two pairs  of linear inequality systems 
will be stated so  that the theory may be applied la ter  in our r e -  
sult s . [41, ~51,  PI 
Tucker's Theorem[']. For any given m x n matrix G, the systems 
T G d G O  and G p = O ,  p S 0  
possess solutions d and p such that Gd t p. < 0. 
* 
See Star r ,  A. W.,  "Nonzero-sum Differential Games, It  Ph. D. Thesis, 
Harvard Univ., 1969. 
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T Theorem 2.1. The system of equations G p = 0 has solution p < 0, 
i f  there i s  no d such that Gd G 0. (Gd # 0) 
Proof. If there is no d such that Gd G 0, then Gd 6 0 ---> -- Gd = 0 ,  
By Tucker's Theorem, there a r e  always d and p such that 
T G d G  0, G p = O ,  p G  O a n d G d t p C O .  
But Gd G 0 ===> Gd = 0 ,  ===> p < 0.  Q. E. D. 
T Corollary 2. 1. The system of equations G p = 0 has solution 
p < 0, i f  there is no d # 0 such that Gd G 0. 
Proof. (Gd # 0) ===> (d # 0) 
(There i s  no d 0 such that Gd 0) ===> (There is no d such that 
Gd 6 0, [Gd # 01) 
T Theorem 2.2.  The system of equations G p = 0 has solution p 6 0 
(p f 0), i f  there i s  no d such that Gd < 0. 
Proof.  From Tucker's Theorem, there a r e  always d and p such that 
T G d G  0, G p = O ,  p G  O a n d G d + p < O .  
But i f  p = 0, then Gd < 0. Since there is assumed no solution 
for  Gd < 0, so p should not be equal to zero; or ,  there  exists 
p 0 (p # 0) that G p = 0. Q. E. D. T 
Theorem 2.3. If the system of equations Gd G 0 has solution d with 
T Gd # 0, then there is no p < 0 such that G p = 0. 
T Proof. If there - is a p < 0 such that G p = 0, 
T T  Gd 6 0, (Gd # 0) ===> dTGT 4 0. (d G # 0 )  
T T  ===> d G p < 0, a scalar.  1 T T  d G 0, a row vector v < 0,  a column vector 
T But this is impossible i f  G p = 0. 
p < O a n d G  p = O .  
So there is no p such that 
T Q. E. D. 
-13- 
Theorem 2.4. If the system of equations Gd < 0 has solution d, 
T then there is no p 4 0 (p # 0) such that G p = 0.  
T Proof. If there j= a p 4 0 (p # 0) such that G p = 0, 
T T  G d  .< 0 ===> d G < 0. 
T T  ===> d G p C 0, a scalar.  
T T  d G 0, a row vector 
P 0,  a column vector 
T But this i s  impossible i f  G p = 0. So there is no p such that 
Q. E. D. T p Q 0 ,  (p # 0) and G p = 0. 
By combining Theorem 2.1  and Theorem 2.3; Theorem 2.2 and 
Theorem 2.4, we have proved that the following system pairs a r e  dual 
to each other: 
T System III G p = 0, p 4 0 (p # 0) 
System IV Gd: 0 c T System I G p = 0, p < 0 System I1 Gd 4 0, (Gd # 0) { 
It should also be noted that since either p or  d can be replaced 
by i ts  negative value, the duality of the above system pairs  still 
remains t rue if we substitute some l r<l t  by Wtr, o r  "4 It by "3 I t  in 
the above System pairs .  
All the statements do not need G to be a square matrix; it may 
be rectangular as well. 
An easy way to summarize the four theorems derived and one 
corollary is to display all the Systems in a Venn diagram: (see Fig. 1 )  
Fig. 1 
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111. General Theory 
T Let J = [J1, J2’ . . I) , Jm] be a vector-valued function defined 
on a bounded set  U in En with values in Em. 
{ u ]  g(u) d 0 and h(u) = O}, where g and h a r e  vector-valued functions 
defined in En with values in E 
a r e  all continuous differentiable over their domain. Find the subset 
W’C U such that for all u*< in N* and only in N*, 
U i s  defined as 
k and ES respectively. J, g and h 
[J(u) J(u’&)] ===> [J(u) = J(u*)]; 
where u i s  any point in some neighborhood Nd(u*) C U. 
The subset W< i s  called the locally noninferior point set  of J. 
We adopt this notation to distinguish i t  from the smaller globally 
noninferior point set, N. 
Noninfe r ior  Set without Constraints 
n U = E . 
( 1 )  Necessary Conditions 
Conditions g(u) 6 0 and h(u) = 0 do not exist. 
Theorem. 
m-dimensional nonzero vector p such that p 6 0, and G p = 0; where 
F o r  a point u E W 9  i t  i s  necessary that there exists a 
T 
G i s  the m x n Jacobian matr ix  
aJl  
9 a U  - 9 aJl  a u P  n 
: I .  
Proof. From a point u in  U, i f  there i s  a vector d such that Gd < 0, 
this means 
n aJi  
d .  < 0, - aU J j 
V i  
j = l  
-1 5- 
or ,  if we proceed from u along the direction d, we can always 
reduce the value of Ji for all i. 
Ji(u t Gd) < Ji(u), V i ,  C is a small enough positive scalar.  
This .implies u Q N* I .  
So, for u E P, it is necessary that there does not exist 
a d such that Gd .< 0. But by the dual theorem in Sec. 11, it i s  
equivalently necessary that there exist a nonzero vector p such 
Q. E. D. T that p 0, (p # 0) and G p = 0. 
[u E N*c] = = I > { ~ ~  G p =  O9 } 
0, (v # 0) 
We denote the point set  satisfying this necessary condition by 
- 
IT#, clearly 5 3 N*. 
Corollary. If n = m, or the Jacobian G is a square matrix, for 
u E E*, it is necessary that the determinant 
When G is of m x n and m n, the problem can always be 
decomposed into the intersection of (n -mt l )  smaller systems with 
square G. Is of dimension m. 
would reduce the solution manifold by one dimension. 
n - (n - m t 1) = m - 1, % will therefore be a (m - 1) dimensional 
manifold. When m > n, the number of equations will be equal to o r  
The existence of each such subsystem 
1 
Since 
less  than the number of ratio parameters in  p. (pI/pi, uz/pi, . . . ? 
1, . . . , pm/pi; .pi # 0) Hence, in general, p can always be solved 
for .  From this, we conclude that when m > n, E* will be a manifold 
of dimension n. 
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(2) Sufficient Conditions 
Theorem. If at a point u, it is true that 
/We can find a m-dimensional vector p such that p < O\ 
and G T p = 0 and (Gd = 0) ===> d = 0 I 
then u F W. 
Proof. If at a point u, for all d # 0, Gd will always have some posi- 
tive (strictly) components, this implies u E W, because any 
small  deviation from u will surely increase some components 
of J. It is equivalent to say 
[;;; d = = = > u  E W6. 
The summarized dual properties in Fig. 1 will  be again very 
useful now, though not so direct as when we derive the 
Necessary Conditions. 
has solution; [System X]' denotes that System X does not have 
Let [System X] denote that System X 
solution. 
Then [System VI '  ===> W .  (See Fig. 1 )  
However, [System VI '  <===> [System I] n [[System V] - [System 1111' 
So, [System V] - [System 111 <===> [{Gd = 0, d # O}]. 
[[System V] - [System 1111' <===> [Gd = 0 ===> d = 01. 
(2) 
Q. E. D. 
We denote the point se t  satisfying this sufficient condition in 
Eq. (2) by - W:<. Clearly, W DE*. 
- 1  7-  
Remark. In 
Eq. (2), we require that Gd = 0 ===> d = 0, this may be true only 
when m > n. 
in vector d; if m < n, we can always make Gd = 0 without requiring 
This sufficient condition is useful only when m > n. 
Since there a r e  m equations in Gd = 0; n components 
d to be zero. If m = n, by the Necessary Conditions of Eq. ( l) ,  
we have IG} = 0 already, d does not have to be zero either. Thus, 
we have an explanation, when doing the usual scalar  optimization 
problems (m = l ) ,  why we can never have a sufficient condition by 
just considering the f i r s t  order derivatives of J. 
( 3 )  Summary 
- 
Theorem. N’ic 3 Wc 3 - 9  W 
G p = O  Gd = 0 
- N’iC i s  the set  that [ < 3 and no [ o] , 
p 0,  (EL # Q) I -  [’ G p = O  - N’k is the set  that 
Noninfe r ior  Set with Constraints 
There a r e  constraints g(u) 6 0 and h(u) = 0. The theorems wil l  be 
given without rigorous proof. The reasoning can be easily extended 
from the case of classic nonlinear programming theory. 
( 1 )  Necessary Co,nditions 
Theorem. When there a r e  control constraints g(u) d 0 and h(u) = 0, 
i f  u E N k ,  then 
T either [l]: there is p d 0, (p # 0), such that G I.I. = 0 
< 0 and Vuhk- d = 
and {or 
i that g.(u) = 0 
1 
h(u) = 0 
-18- 
[ l ]  a r e  just those points derived without considering the con- 
straints,  but g(u) < 0 and h(u) = 0 happen to be satisfied. 
[Z] a r e  those points on the boundary of U that any direction 
tending to reduce all the J's would violate the boundary. 
Note also that the well-known Kuhn- Tucker Is Condition in 
classic nonlinear programming i s  just equivalent to our conditions 
when the function J i s  scalar.  (m = 1)  
(2 )  Sufficient Conditions 
Theorem. If u satisfies g(u) < 0 and h(u) = 0 and 
3 T there i s  p. < 0 and G p = 0; and there is no d # 0 that Gd = 0 either [ l]  
al l  d # 0 that Gd < 0 andVuhk*d = 0, k = 1,2,. . ., s I 9 0 V i  that g.(u) = 0 1 
then u E IT::. 
Example. (See Fig. 2)  
g = u1 - u2 - 1 < 0. no h. 
1 U 
Fig.  2 
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From the Necessary Conditions, 
G p = O ,  IGl  = O - - -  
But 1) p 0 ===> 0 B u1 2, 
-->u2 = 0 .  T 
- 1 d 0 ===> 0 4 4 1. 
2) u1 - u2 u1 
By this part, we get the solution a s  the closed line segment of 
AC in Fig. 2. 
Solutions from this part  always lie on the boundary of U, so 
we need to consider only those points that u1 - u2 - 1 = 0, 
or ,  u1 = u2 - 1. 
u2 t 1 
u2 - 1 
G d = [  u21 2 
V god = (1, -1) 
U 
(u2 t l )d l  t u2d2 < 0 ( 3 )  "1 e 0,  
* d2 (u2 - l )d l  t u2d2 < 0 (4) 
From Eqs. (3),  (4) and (5), i t  can be shown that the solution 
i s  the closed line segment CB' in  Fig. 2. 
From the Sufficient Conditions, 
[ l ]  tells us nothing, (since m $ n); while i t  can be shown that [2] 
gives us the open line segment CB' in Fig. 2 as the solution. 
We conclude that: Closed line segment ACB' 3 N* 3 Open line 
segment CB'. ' 
IV. Discussion 
The method outlined above gives a very effective way to find 
out the noninferior point set  in general problems when al l  the functions 
-20- 
J, g and h a r e  continuous and differentiable. 
have used i s  only the f i rs t  order  derivatives, or gradients of J, g 
and h. Besides, a set  of necessary conditions for N*, we find out 
that when dim(J) > dim(u), we sti l l  can have a set  of sufficient 
conditions for N*. 
we investigate only the f i rs t  order derivatives. 
some gaps between the solution sets found out by necessary condi- 
tions and sufficient conditions, when we cannot judge by common 
sense, we should confirm it further by investigating some second 
order  or higher order  derivatives of J, g and h. 
proof of the positivity of a set  of some complicated matrices.  
What information we 
This is impossible in scalar  optimization when 
If there a r e  still  
This involves the 
We 
. wil l  not go into this here. 
Again, i t  has to be emphasized that what we have found i s  the 
locally noninferior set, not the globally noninferior set .  By globally 
noninferiority, we need further comparison from the set of locally 
noninferior. N C  N'ke 
It has been found that when m 3 n t 1, generally, N* will be 
a m - 1 dimensional manifold; while when m 
dimensional. Of course, i f  there a r e  some further dependent rela- 
n t 1, i t  will be n 
tionships among the elements of G, the dimension of N* will be 
de gene rated correspondingly . 
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TOWARDS "GENERALIZED CONTROL THEORY"* 
by 
Y. C .  Ho 
A f a v o r i t e  guessing game popular among symposia, meetings, a f t e r -  
dinner  conversations i n  con t ro l - theo re t i c  circles i n  recent  days seems 
t o  be the  quest ion "What Next?". 
growing mathematical r e s p e c t i b i l i t y  of t h e  d i s c i p l i n e  on one hand and 
t h e  va r ious  "success s t o r i e s ' '  i n  p r a c t i c e  on t h e  o t h e r .  
an at tempt  w i l l  be made i n  e s t a b l i s h i n g  a framework wi th in  which such 
a quest ion might be asked and answered.f 
informal and specu la t ive .  
This is appropr i a t e  i n  view of t h e  
I n  t h i s  note ,  
The discussion w i l l  be  
It seems t o  the  author  t h a t  t h e r e  are t h r e e  main ing red ien t s  i n  
an opt imizat ion problem, whether s t a t i c  o r  dynamic. They are: the  
c r i t e r i o n  func t ion ,  t he  c o n t r o l l e r ,  and the  information a v a i l a b l e  t o  
t h e  c o n t r o l l e r .  For t r a d i t i o n a l  c o n t r o l  theory,  a l l  the  ing red ien t s  
are s i n g u l a r  i n  the sense t h a t  t h e r e  is only one c r i t e r i o n ,  one central 
c o n t r o l l e r  coordinat ing a l l  c o n t r o l  a c t i o n s ,  and one information set 
a v a i l a b l e  t o  t h e  c o n t r o l l e r .  Within t h i s  s e tup ,  some very general  
and deep s ta tements  can and have been made f o r  t h e  problem. On the  
o the r  hand, one can a l s o  argue t h a t  t h i s  viewpoint is unnecessar i ly  
narrow. Surely,  w e  can a l l  v i s u a l i z e  s i t u a t i o n s  o r  problems i n  which 
the re  are more than one performance measure, more than one i n t e l l i g e n t  
c o n t r o l l e r  operat ing with o r  without coordinat ion from o t h e r s ,  and - 
*The research reported i n  t h i s  no te  was made poss ib l e  through sup- 
p o r t  extended by t h e  U. s. O f f i c e  of Naval Research under t h e  
J o i n t  Services  E lec t ron ic s  Program by Contract  N00014-67-A-0298- 
0006 and by t h e  National Aeronautics and Space Administration under 
Grant 1XR 22-007-068. 
-1.1 have d e l i b e r a t e l y  avoided t h e  inc lus ion  here  of r e l a t e d  bu t  never- 
t h e l e s s  important s u b j e c t s  such as,  mathematical system theory,  
s t a b i l i t y  theory,  model theory,  e tc .  where opt imizat ion is not  t h e  
main concern. 
To appear as Letter t o  t h e  Edi to  
December 1969. 
a c t i o n s  on Automatic Control ,  
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f i n a l l y  a l l  the  c o n t r o l l e r s  may o r  may not  have t h e  Same information 
set  a v a i l a b l e  t o  them. a start ,  we can d iv ide  each of t he  
ing red ien t s  i n t o  t h r e e  subca tegor ies .  
(i) one J (ii) two J’s with J1 - -J2 and ( i i i )  mu l t ip l e  J ’ s  with  
Ji i= l , . . . , n .  For t h e  c o n t r o l l e r  C, w e  hove ( i )  one C ,  ( i i )  two 
C I S  and (iii) mul t ip l e  C’s. 
t h e  cases  (i) one p e r f e c t  information set  ( i i )  one noisy (or im- 
For the  c r i t e r i o n  J, we have 
F i n a l l y  f o r  t he  information set, we have 
t , ; c ) .4 )  information set and (iii) mul t ip l e  information set e 
s u b c l a s s i f i c a t i o n s ,  t he  fol lowing t a b l e  of organiza t ion  is s e l f -  
With these  
explanatory.  
With t he  except ion of t h e  f i r s t  t w o  ca t egor i e s ,  I have given some 
references  containing r ep resen ta t ive  works where in t roductory  materials, 
r e s u l t s ,  and examples of a p p l i c a t i o n  may be found. One a l s o  no te s  
t h a t  i n  t h i s  framework, t he  names a t tached  t o  these  ca t egor i e s  appear 
inadequate but entrenched For example, a more d e s c r i p t i v e  t i t l e  f o r  
(3) is “2C/2J/lZ problem i n  genera l ized  con t ro l  theory.”  However, 
-24- 
one can hardly expect such a terminology to take hold at this stage. 
Except for the fir 
categories are available only for the static optimization case. Even 
there many basic concepts are subtle and difficult, e.g. the coalition 
problems in (6) and the definition of equilibrium solution of (8). 
Suffice is to paraphrase a famous remark: "they will not be solved 
in the first thousand days e e a but let us begin". 
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ON CONDITIONS OF OPT ITY FOB SIWGULABL CONTEIL PROBLEMS 
D. H, Jacobson 
Division of En Applied Physics 
Harvard Univere ge, Massachusetts 
Abstract: 
Satisfaction of the generalized Legendre-Clebsch condition is known 
to be a necessary condition of optimality in singular control problems. 
Recently, a new, additional, necessary condition of optimality was dis- 
covered. 
gether these two necessary conditions are, in general, insufficient for 
optimality in singular control problems. 
1. Introduction 
In this note we demonstrate by means of an example that to- 
Consider the class of optimal control problems where the dynamical 
system is described by the ordinary differential equations 
.;I = fl(X,t) + fu(x,t)u 
E f(x,u,t) 
The performance of the system is 
It, 
measured by the cost functional 
and $he control u must satisfy 
Here, x is an 
f l  and f are 
F are scalar. 
U 
n-dimensional state vector and u is a scalar control.. 
n-dimensional vector: functions of x at time t and L and 
It is assumed, for simplicity, that the final time tf 
is given and that there are no terminal state constraints; however, 
this does not limit the wider applicability of the analysis. 
functions f, L and F are assumed to be three times continuously dif- 
ferentiable in each argument. 
control function u(e) which satisfies (3) and minimizes V(xo, to) 
The 
The cont 01 problem is: determine the 
-27- 
2. Necessary Conditions of Optimali ty  
Along an opt imal  t r a j e c t o r y  t h e  following necessary condi t ions  
(Pontryagin's  P r inc ip l e )  hold: 
where 
(4) 
( 5 )  
and 
(6) T H(x,u,X,t) * L(x, t )  -#- X f (x ,u , t )  
Here, x ( * ) ,  t(-)  denote &he candidate  state and con t ro l  func t ions .  
I n  genera l ,  t he  optimal con t ro l  func t ion  f o r  t h e  class of problems 
formulated i n  Section 1 c o n s i s t s  of bang-bang subarcs  and s ingufa r  sub- 
a rc s .  A bang-bang subarc  is one along which: 
IH,I f 0 (7) 
except a t  a f i n i t e  number of 'switch times' where t h e  con t ro l  changes 
s ign. 
A s i n g u l a r  subarc is one along which 
H = O  
f o r  a f i n i t e  t i m e  i n t e r v a l .  
U 
Along a s i n g u l a r  subarc,  t he  following necessary condi t ion  (general ized)  
Legendre-Clebsch) holds  [I]: 
f=- 4 
where t h e  q-th time d e r i v a t i v e  of Hu is t h e  f i r s t  t o  conta in  e x p l i c i t l y  
t h e  con t ro l  u. Recently, an a d d i t i o n a l  necessary condi t ion  w a s  dis- 
covered 121, 131. I n  o rde r  f o r  a s i n g u l a r  subarc  t o  be optimal (minimizing) 
i t  is  necessary t h a t :  
m 
f l ( H  9 Qf ) 0 u x u  u -  
-28- 
where 
-4 * H XX 9 fTQ X + Qf X ; Q(tf) * Fxx(G(tf),tf) (11) 
In [ 2 ]  the above condition is derived using Differential Dynamic Pro- 
gramming [3] ;  in that papero Q(t) is shown to  be the second partial 
derivative of V(x,t) with respect to x obtained whilst keeping u(*) * ;(.I. 
An alternative derivation using the Lagrange multiplier technique is 
given in the Appendix of [4]. 
3. An Example. . 
X1 = x2 Xl(0) - 0 
* 
*2 = x2(0) 1 
$-xl 2 2  + x )dt 
Here . 
1 -A = -x 1 . 
1 -A2 x2 + 
3A ; h (-) - 0. 1 2  
3A 
; A2(-9 = 0 
It is easy to verify that 
E(t> = -sin t 'i 
i,(t) = sin t 
Z 2 ( t )  = cos t ,I 
is a singular solution satisfying Pontryagin's Principle. For this solu- 
tion, the magnitude of V is zero. 
We have that 
HU = h2 
whence 
1 ir = -x2 -A U 
and 
" 
H = -U -xl 
U 
-29-  
SO t h a t  (9) is s a t i s f i e d  with q = 1.  
For t h i s  problem, 
and i t  is easy t o  v e r i f y ,  u s in  
where 
(22) f e - -  3T t ( i . e . ,  ' r everse  t ime')  2 
From (211, Q22(T) is negat ive  f o r  
T > f i  
so t h a t  (10) ceases  t o  be s a t i s f i e d ,  SO t h a t  t he  s i n g u l a r  s o l u t i o n  is 
nonoptimal (see [2 ] ) .  Note t h a t  i f  (9) and (10) were toge ther  s u f f i c i e n t  
f d r  op t imal i ty ,  t h e  s ingu la r  s o l u t i o n  f o r  T 6 EO,&] would be optimal.  
We s h a l l  show t h a t  t h i s  is not t he  case. 
4. A Related Example. 
This is a nonsingular problem (with c o n t r o l  v a r i a b l e  w and state 2) 
obtained from (12), (13) by renaming x as Z, and x2 as w (thanks are 
due' t o  H. J. Kelley and J. L. Speyer f o r  suggest ing t h i s ) .  Note t h a t  
t h i s  nonsingular problem is equiva len t  t o  t he  s ingu la r  problem of 
Sect ion 3. 
Clear ly  
G ( t )  = cos t (26) 
s a t i s f i e s  Pontryagin 's  P r i n c i p l e ,  and ?f = 0 f o r  t h i s  con t ro l .  Since 
t h i s  is a nonsingular problem w e  can determine whether or not  t h e  
con t ro l  (26) is optimal by checking t h e  s t rengthened Legendre-Clebsch 
condi t ion (Hw > 0) and the  boundedness of t he  s o l u t i o n  of t he  assoc ia ted  
R icca t i  d i f f e r e n t i a l  equat ion (no-conjugate-point condi t ion) .  
-30- 
We have t h a t  
- 1 > o  
HFJw 
and the  R i s c a t i  equat ion is 
s(.r=O) 0 d 2 - s * l + s  d'l 
The s o l u t i o n  of (28) is  
SIT) = t a n  T 
which becomes unbounded a t  
71 
T = -  2 (30) 
so t h a t  (26) ceases  t o  be opt imal  f o r  
(31) 
71 T > -  2 
However,example (12),  (13) and example (241, (25) are equiva len t ,  so 
t h a t  (31) implies  t h a t  t he  s i n g u l a r  s o l u t i o n  (16) ceases  t o  be optimal 
f o r  'I > 7. 
nonoptimal f o r  T > -6. 
are - not  s u f f i c i e n t  f o r  op t ima l i ty  i n  t h i s  s i n g u l a r  c o n t r o l  problem. 
5. Conclusion. 
71 But ,  us ing (9) and (10) w e  pred ic ted ,  (23), t h a t  (16) is  
71 However, J? > ys so t h a t  condi t ions  (91, (10) 
By means of a simple s i n g u l a r  con t ro l  problem and i ts  nonsingular  
equiva len t ,  i t  is demonstrated t h a t  t he  genera l ized  Legendre-Clebsch 
condi t ion  toge ther  wi th  a r e c e n t l y  discovered a d d i t i o n a l  necessary con- 
d i t i o n  is i n s u f f i c i e n t  f o r  op t ima l i ty  i n  s ingu%ar c o n t r o l  problems. 
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NEW CONDITIONS FOR BOUNDEDNESS OF THE SOLUTION 
OF A MATRIX RICCATI DIFFERENTIAL EQUATION 
by 
De 13. Jacobson 
Division of Engineering and Applied Physics 
Harvard University Cambridge, Massachusetts 
Abstract: Sufficient conditions are given for a matrix Riccati dif- 
ferential equation to have a bounded solution; these conditions are 
less stringent than those known heretofore. The conditions are in 
tile form of linear, algebraic and differential inequalities. 
1. Introduction. 
A certain matrix Riccati differential equation appears often in 
optimal control theory; for example, [l], [ 2 ] ,  [31, [ 4 1 ,  [51. In 
fact, the boundedness of the solution of this matrix Riccati equation 
is equivalent to the classical 'no-conjugate-point condition' of the 
Calculus of Variations [ 2 ] .  Apart from importance in the above men- 
tioned area, the Riccati equation is intrinsically interesting [ 6 ] -  
[ 9 ]  primarily because its solution can become unbounded in a finite 
time interval. 
In this paper we present sufficient conditions for a matrix 
Iticcati differential equation to have a bounded solution. The con- 
ditions are less restrictive than those known currently [l], [ 2 ] .  
Consider the following matrix Riccati differential equation: 
dS 0 Q 'LT % T T - 1  T -- =-S = Q + A S + SA - (F+B S )  R (F+B S )  dt 
with boundary condition 
S(tf) = Sf 
r c r Q  -1 Assumptions: i) The elements of the matrices Q, A, F, B and R 
are bounded continuous real functions of the continuous real variable 
t (time> in the interval [t o.tfl 
- 3 3 -  
’L 
ii) Q(t) is nxn and symmetric, 
Qd 
iii) A(t) is nxn, 
iv) F(t) is mxn, 
T v) B (t) is mxn, 
vi) R-l is mxm, symmetric, and positive-definite V t€[t ,tf]. 
0 
Conditions on these matrices are required which guarantee that 
.i. S ( t ) ;  tE[t ,tf] is bounded. 
2. Known Sufficient Conditions for a Bounded Solution. 
0 
It is known [l], [2] that the following conditions are sufficient 
to ensure that S(t); tc[to,tf] is bounded. 
ii) R - ~  > o v tc[ to, tf 1 ( 4 )  
iii) Sf - > 0 (5) 
3 .  An Equivalent Riccati Differential Equation. 
idithout loss of generality we shall consider the Riccati equation: 
T -1 T 
- - x  dS Q + A S + S A - S B R  B S  
dt 
S(tf> = Sf (7) 
Equation (1) can be written in this form if we define 
( 8 )  
( 9 )  
2, T -1 
’L -1 
Q x Q - F R  F 
A z A - B R  F 
4 .  New Sufficient Conditions for a Bounded Solution. 
- Theorem 1. If there exists an nxn symmetric matrix function of time 
P(t) wbose elements are bounded continuous real functions of t in the + interval [t t ] such that : o 9  f 
T i ) B P = O  
(11) T ii) f + Q + A P + PA = M(t) - > 0 
iii) -P(tf) + Sf = Gf 0 (12 1 
v tt[ to, tf I 
/’Note that (1) is solved backward from the terminal time tf. 
$.These conditions arise in the study of singular and nonsingular optimal 
control problems [ 101, [ll] e 
- 34- 
where : 
M(t) is an nxn symmetric matrix function of time whose elements 
are bounded continuous real functions in the interval [to,tf] and 
which is positive semi-definite, and where: 
G 
Then : 
is an nxn symmetric positive semi-definite matrix, f 




P(t) + Z(t) = P(t); tC[tO,tfI (14) 
where is and s are real symmetric matrix functions of time. Then, 
from ( l o ) ,  (111, and (14), 
-1 T * -  -; - = Q + AT(F+Z) + (F+Z)A - M - (F+s) BR B (P+s) (15) 
-1 T- - -1 T- 
= Q + A ~ ( F + ~ )  + (P+S)A - M - SBR B s - SBR B P 
(161 
-1 T- -1 T- - PBR B s - PBR B P 
Using (10) and (14) in (161, we obtain: 
-1 T- - -  -p - i = Q + A ~ ( F + s )  + (F+S)A - M - SBR B s 
(17) -1 T- + PBR B P 
Now, choose : 
- -1 T- -; = - ?I + ATF + FA + FBR B P (18) 
From (12) and (14), we have that 
-P(t,) - S(tf) + Sf = G f  2 0 (19) 
Choose 
(20) f I;(t,) = '-G 
From (18), (201, P(t); t€[to,tf] is bounded because (-PI satisfies 
a Riccati differential equation for which conditions ( 3 ) - ( 5 )  hold, viz., 
-35-  
Gf L 0 (23)  
Using (18) and (20) i n  (17) and (19) w e  ob ta in ,  f i n a l l y :  




S ( t f )  = Sf 
which is  the same matr ix  Riccati equation as ( 6 ) ,  (7). 
Now s i n c e  (10)-(12) are s a t i s f i e d  by a matrix func t ion  P ( t ) ;  t E [ t o , t f ]  
which has bounded elements,  and s i n c e ,  by (18)-(23), F ( t ) ;  t e [ t o , t f ]  
is  bounded, i t  follows from (14) t h a t  g ( t ) ;  t e [ t o , t f ]  is bounded. This 
proves the  Theorem. 
Theorem 2: Conditions (l0)-(12) of Theorem 1 are not more s t r i n g e n t  
t h a n  Conditions (3)-(5) e 
Proof: 
(26) T i ) B P = = O  d t d t o ,  tf 1 
i i )  i, + 3 - F R F + (LBR F) P + P(~-BR%)  T -1 -1 T 
= M(t) 2 0 d t e [ t o , t f l  (27)  
iii) - P ( t f )  + Sf  Gf 0 (28) 
Clea r ly ,  i f  ( 3 ) - ( 5 )  are s a t i s f i e d ,  then (26)-(28) are s a t i s f i e d  by: 
(29) P ( t )  = 0 = i ( t )  dtr[to,tfl 
This proves the Theorem. 
5. Example. 
I n  t h i s  Sect ion w e  show by means of a n  example t h a t  condi t ions 
(10)-(12) are less r e s t r i c t i v e  than condi t ions ( 3 ) - ( 5 ) .  
- 3 6 -  
n = 2,  M = 1, to = 0, tf = 1 
F = O  
BT = [O 1 1  








Sf = 0 (36) 
Clear ly ,  these  va lues  do - not  s a t i s f y  (3)-(5); i.e., the  known suf- 
f i c i cncy  condi t ions are v io l a t ed .  
Conditions (10)-(12) 
IP12 p221 = 
1 + 
and 
L e t  us choose P (1) 11 
become : 






- > 0; i j t € [O , l ]  (38) 
(39) 
= 0; t h i s  s a t i s f i e s  (39). I f  we choose 
Pll = 2 and Pll(0) = -2 ,  
then (38) becomes: 
[' -2+2 t -2+21 4 L o  
- 3 7 -  
Ineq. (41) holds  Vt€[O,l] .  Thus the  Riccati equat ion assoc ia ted  with 
the  values  of F, B ,  R , a, A and Sf given by (30)-(36) has  a bounded 
s o l u t i o n  i n  the  i n t e r v a l  [0 ,1] ,  even though condi t ions  (3)-(5) are no t  
s a t i s f i e d .  
6. Conclusion. 
-1 % 
Boundedness of s o l u t i o n  of a c e r t a i n  matrix Riccati d i f f e r e n t i a l  
equat ion is shown t o  be guaranteed i f  the  l i n e a r  a lgeb ra i c  and d i f -  
f e r e n t i a l  i n e q u a l i t i e s  (10)-(12) hold.  An example i s  used t o  i l l u s t r a t e  
t h a t  t hese  condi t ions are less r e s t r f c t i v e  than thoee known hereto-  
f o r e  [ l ] ,  121. Conditions (10)-(12) arise i n  the  s tudy of s ingu la r  
and nonsingular optimal con t ro l  problems [ l o ] ,  [ l l ] .  
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CONDITIONS FOR EXISTENCE OF SYMMETRIC SOLUTIONS 
OF THE MATRIX EQUATION C + BTP = 0 
by 
D. H. Jacobson 




We present conditions which guarantee the existence 
of real n x n symmetric matrices P which solve the matrix 
equation 
C + BTP = 0 
Here, C is an m x n matrix and B is an n x m matrix, 
m < n. The elements of the matrices C and B are - 
assumed to be real and bounded. 
The above matrix equation is studied for two reasons: 
(i) the equation is intrinsically interesting; there may 
exist no solution, a unique solution, or, multiple solutions. 
(ii) the equation arises in the theory of positive real 
matrices [l] , and as an optimality condition for singular 
optimal control problems [2] .  
2 .  Results 
Theorem 1: A necessary condition for (1) to have 
a (real) symmetric solution P is that the m x m matrix 
h 
CB be symmetric. 
Proof: Suppose that CB is not symmetric and that 
CI 
(1) has a symmetric solution P. 
-41 - 
Then 
C + BT6 = 0 
CB + B T ~ B  = o 
(2) 
Post-multiply (2) by B, to yield 
( 3 )  
h h 
NOW, since P is symmetric, BTPB is clearly an m x m 
symmetric matrix. This implies that CB is symmetric, 
which results in a contradiction. 
Theorem 2: If CB is symmetric and CB is invertible, 
then 3 symmetric jk 3 C + BT$ = 0. 
Proof: 
T ?, Let P = - c (CB)-lC ( 4 )  
5 Since CB is symmetric and invertible, P is defined and 
is symmetric. Substituting ( 4 )  into (1) we obtain 
(5 )  T T  C - B C (CB)-lC = 0 
since 
BTCT = (CB)T = CB (6) 
(,CB symmetric). 
Corollary (2.1): If CB is symmetric and CB is 
invertible the general solution of equation (1) is 
P=i!+P (7 1 
where (symmetric) is the general solution of the 
homogeneous equation 
BTP = 0 
Proof: By superposition, 
-42-  
Theorem 3: If CB is symmetric and if 3 symmetric 
T *  P*3 CB + B P B is invertible, 
then 
C + BTP = 0 
has the general solution 
P = P * - (c+BTP*)T(cB+B T *  P B)-~(c+B T *  P ) + i s ( i o )  
Proof: If CB + BTP*B is invertible, then by 
Theorem 2 
C + BTp* + BTP = 0 
has a solution 
= - (C+BTP * T  (cB+BTP*B)-~(c+BTP*) 
Hence, 
* P = P - (c+BTP*)T(cB+BTP*B)-~ 
-(C+BTP*) + P (13 1 
is the general solution of C + BTP = 0. 
Theorem 4: If CB is symmetric and if B has full 
* 
rank m, then 3 symmetric P 3 CB + BTP*B is invertible. 
Proof: The case were CB is invertible is trivial. 
Suppose that CB is not invertible. For any n x n sym- 
metric, invertible Po, we have, since B has full rank 
m, that BTPoB is invertible. 
Now consider 
D = CB + kBTPoB 
where k is a scalar > 0 .  
If D is invertible, then the equation 
DV = 0 
-43- 
where V is an m vector, has the unique solution V = 0. 
Suppose that3 nontrivial solutions 5 of (15). Then, 
from (14) 
(CB + kBTPoB)$ = 0 
Premultiplying (16) by (BTP0B)'l 
[(BTPoB)"lCB + kI] 5 = 





genvectors of BTPOB) '~CB 
with real eigenvalues -k. Hence, if we set k such that 
-k is not a real eigenvalue of (BTP0B)'lCB, equation (17) 
will have only the trivial solution V = 0. This will 
result in a contradiction so that D will be invertible. 
Clearly then, if k is made sufficiently large D will 
be invertible, i.e., the symmetric matrix 
c\r 
P* = kPo (18 1 
. k sufficiently large, produces an invertible 
CB + B%*B (17 )  
3 .  Conclusion 
Conditions for existence of symmetric solutions of 
equation (1) are given. These conditions appear to be 
interesting and useful in their own right, and moreover, 
yield insight into the properties of singular optimal 
control problems [21 ,  E31,. The Theorems also yield ex- 
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