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SOME COMBINATORIAL PROBLEMS ON FINITE ABELIAN
GROUPS AND THE RATIONAL DYCK PATHS
DONGCHUN HAN AND HANBIN ZHANG
Abstract. In this paper, we study some objects from combinatorial number
theory and relate them to the study of the rational Dyck paths. Let G and H
be finite abelian groups with gcd(|G|, |H|) = 1. For any positive integer m, let
M(G,m) be the set of all zero-sum sequences over G of length m. Firstly, we
provide bijections between
M(G, |H|), M(H, |G|), and D|G|,|H|,
where D|G|,|H| is the set of all (|G|, |H|)-Dyck paths. Consequently we have
#M(G, |H|) = #M(H, |G|) = Cat|G|,|H| :=
1
|G|+ |H|
(|G|+ |H|
|G|
)
.
Secondly, we study the following counting problem. Assume that |G| = n. Let
a1, . . . , ak be given positive integers with k ≤ n. We consider the number of
non-equivalent solutions of the following equation in G:
a1x1 + a2x2 + · · ·+ akxk = b,
where b ∈ G. If gcd(a1+ · · ·+ak , n) = 1, then we show that the number of all
non-equivalent solutions coincides with the Kreweras number which initially
counts the number of some special rational Dyck paths. We provide both
combinatorial and algebraic proofs of these results.
1. Introduction
For any positive integers n,m with gcd(n,m) = 1, the rational Catalan number
is defined as
Catn,m =
1
n+m
(
n+m
n
)
.
which is a natural generalization of Catalan numbers Catn :=
1
2n+1
(
2n+1
n
)
and is
related to many problems in combinatorics, representation theory and geometry
(see Section 2 for more discussion). A typical object counted by Catn,m is the
set Dn,m of all (n,m)-Dyck paths which is defined as the number of lattice paths
from (0, 0) to (n,m) which only go east or north and stay above the diagonal line
y = mn x. In this paper, we study some objects from combinatorial number theory
and relate them to the study of the rational Dyck paths.
Let G be an abelian group written additively. We call S a sequence over G if
S = g1 · . . . · gm is a multiset of elements in G, where m is called the length of S
and we denote it by |S| = m. We also denote σ(S) = g1 + · · ·+ gm.
Let k,m be positive integers with k ≤ n. For any g ∈ G, let
N(G, k, g) = {S be a subset over G | σ(S) = g and |S| = k}
and
M(G,m, g) = {S be a sequence over G | σ(S) = g and |S| = m}.
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In particular, we denote
N(G, k) = N(G, k, 0) and M(G, k) = M(G, k, 0).
Counting formulas for N(G, k, g) and M(G,m, g) for arbitrary abelian group G
and any positive integers k ≤ |G| and m were recently obtained in [29, 26, 35] via
sieve method (known as Li-Wan sieve method) and generating function.
Theorem 1.1. ([29, 26, 35]) Let G = Z/n1Z⊕ · · · ⊕ Z/nrZ = 〈e1〉 ⊕ · · · ⊕ 〈er〉 be
a finite abelian group with |G| = n = n1 · · ·nr and n1| · · · |nr. Let g = g1e1 + · · ·+
grer ∈ G, where gi ∈ [0, ni−1] for every i. Then for any k ≤ n and any m we have
(1) #N(G, k, g) = 1n
∑
d|(n,k)ΦG(g, d)(−1)
k+ k
d
(n/d
k/d
)
(2) #M(G, k, g) = 1n+m
∑
d|(n,m)ΦG(g, d)
(n/d+m/d
n/d
)
,
where ΦG(g, d) =
∑
χ∈Ĝ,ord(χ)=d χ(g) =
∑
l|d,(ni,l)|gi
µ(dl )
∏r
i=1(ni, l). In particu-
lar, for any k ≤ n and any m, we have
#N(G, k) =
1
n
∑
d|(n,k)
ϕG(d)(−1)
k+ k
d
(
n/d
k/d
)
and
#M(G,m) =
1
n+m
∑
d|(n,m)
ϕG(d)
(
n/d+m/d
n/d
)
,
where ϕG(d) =
∑
l|d µ(d/l)
∏r
i=1(ni, l).
While studying some combinatorial problems in the invariant theory, we found
a very interesting paper of Panyushev [37] in which we discovered that the above
results were already implicitly obtained much earlier before, as consequences of some
more general works from invariant theory by Molien [34] in 1897 and Almkvist [2]
in 1982. To the best of our knowledge, complete explicit formula for general abelian
groups in Theorem 1.1 was firstly presented in the paper of Li and Wan [29]. While,
in the paper of Panyushev [37], following the ideas of Molien [34] and Almkvist [2],
he obtained an explicit formula ([37] formula (4.3)) for cyclic groups, and an almost
explicitly formula for general abelian groups ([37] Section 4). In Section 3, we will
provide more detailed explanations.
In 1975, Fredman [15] obtained the special case of M(G,m, g) in Theorem 1.1
when G is a cyclic groups. In fact, let
M(Cn,m, i) = {S be a sequence over Z/nZ | σ(S) ≡ i (mod n) and |S| = m}.
Then using generating functions, Fredman proved that
(1.1) #M(Cn,m, i) = #M(Cm, n, i).
He also provided a combinatorial explanation of this symmetric relationship using a
necklace interpretation. In 1999, Elashvili, Jibladze and Pataraia [13, 14] rediscov-
ered the same result but they employed the above mentioned ideas from invariant
theory by Molien and Almkvist. Motivated by the classical Hermite reciprocity
in the representation theory of Lie group [39], they called the above symmetric
relationship the Hermite reciprocity for cyclic groups. Based on Theorem 1.1, it
is natural to ask whether there is a similar reciprocity for general abelian group.
The first main result in this paper is motivated by this problem, we also provide
combinatorial interpretations which relate to the rational Dyck paths.
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Theorem 1.2. Let k,m, n be positive integers. Let G and H be two abelian groups.
Then we have
(1) If gcd(|G|, |H |) = 1, there are bijections between
M(G, |H |), M(H, |G|), and D|G|,|H|.
Therefore
#M(G, |H |) = #M(H, |G|) = Cat|G|,|H|.
(2) For abelian groups G = Crn and H = C
r
m with gcd(n,m
r) = gcd(m,nr), we
have
#M(G, |H |) = #M(H, |G|).
(3) For k ≤ |G| with gcd(k, |G|) = 1, there are bijections between
N(G, k), N(G, |G| − k), and Dk,|G|−k.
Therefore
#N(G, k) = #N(G, |G| − k) =
1
|G|
(
|G|
k
)
= Catk,|G|−k.
Note that in Theorem 1.2.(1), the equality #M(G, |H |) = #M(H, |G|) only de-
pends on the condition that gcd(|G|, |H |) = 1 (but not the group structures of G
and H). The special case of Theorem 1.2.(1) when G is a cyclic group was obtained
recently by Johnson ([25] Lemma 27) while proving a conjecture of Armstrong [6]
concerning the average size of the simultaneous core partitions. We will provide
detailed explanations in Section 3.
We also have a generalization of Theorem 1.2 based on results of Panyushev
[37]. We briefly recall some definitions. Let G be a finite group and V a G-module.
Let
(
S(V )⊗∧(V )
)
G,χ
denote the isotypic component in symmetric tensor exterior
algebra of V corresponding to an irreducible representation χ. It is a bi-graded
vector space and its Poincare´ series is the formal power series
F
((
S(V )⊗ ∧(V )
)
G,χ
; s, t
)
=
∑
p,m≥0
dim
(
Sp(V )⊗ ∧m(V )
)
G,χ
sptm.
Actually, Theorem 1.1 can be derived from this Poincare´ series by methods of
Molien [34] and Almkvist [2]. We denote
(
S(V )⊗∧(V )
)
G
=
(
S(V )⊗∧(V )
)
G,χ0
if
χ0 is the trivial representation. Let Cq+m and Cq+m be two cyclic groups of order
q +m and p+m. Let R and R˜ be the regular representations of Cq+m and Cp+m
respectively. Panyushev [37] proved the following interesting generalization of (1.1)
(1.2) dim
(
Sp(R)⊗ ∧m(R)
)
Cq+m
= dim
(
Sq(R˜)⊗ ∧m(R˜)
)
Cp+m
.
Panyushev also asked for a combinatorial interpretation of (1.2). In this paper,
following Panyushev’s idea, we have the following generalization. We also provide
a combinatorial interpretation in a special case using a necklace construction.
Theorem 1.3. Let p, q,m be positive integers. Let Gq+m and Hp+m be two abelian
groups of order q +m and p +m. Let R and R˜ be the regular representations of
Gq+m and Hp+m respectively. If (p, q,m) = 1, then we have
(1.3) dim
(
Sp(R) ⊗ ∧m(R)
)
Gq+m
= dim
(
Sq(R˜)⊗ ∧m(R˜)
)
Hp+m
.
Indeed, both dimensions are equal to 1p+q+m
(
p+q+m
p,q,m
)
.
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Our second aim of this paper is to consider a subset counting problem. Let G
be a finite abelian group of order n. Let a1, . . . , ak be positive integers with k ≤ n.
Let
∑k
i=1 ai = m and c0 = n− k. For any i ∈ [1,m], we define ci be the number of
aj’s such that aj = i, i.e.,
a1 · . . . · ak = 1
[c1]
· . . . ·m[cm].
We may assume that a1 ≤ · · · ≤ ak. For any b ∈ G, let (g1, . . . , gk) ∈ G
k be a
solution of the following equation in G:
(1.4) a1x1 + a2x2 + · · ·+ akxk = b,
where gi 6= gj for any i 6= j. We say that two solutions (g1, . . . , gk) and (h1, . . . , hk)
are equivalent if {g1, . . . , gc1} = {h1, . . . , hc1} and
{gc1+···+ci+1, . . . , gc1+···+ci+1} = {hc1+···+ci+1, . . . , hc1+···+ci+1}
holds for any i ∈ [1,m− 1]. Let NG(a1, . . . , ak, b) be the set of representatives of all
non-equivalent solutions of (1.4). When G is the additive subgroup of a finite field
Fq, similar problem was recently tackled by Li and Yu [31] (we also refer to some
discussion of related problems therein). In this paper, we provide a partial solution
of the problem of finding a formula of NG(a1, . . . , ak, b) for general abelian group.
Theorem 1.4. Let G be a finite abelian group of order n. If gcd(a1+· · ·+ak, n) = 1,
then for any b ∈ G we have
#NG(a1, . . . , ak, b) =
1
n
(
n
c0, . . . , cm
)
,
which is called the Kreweras number which initially counts the number of (n,m)-
Dyck paths in Dn,m with ci vertical runs of length i.
We shall provide proofs of this result from two different perspectives. One is
combinatorial by constructing bijections between the set of solutions and the special
(n,m)-Dyck paths, and the other one is algebraic by employing Molien’s idea from
invariant theory. We also obtain an explicit formula in the following case.
Theorem 1.5. Let G = Z/n1Z⊕ · · ·⊕Z/nrZ = 〈e1〉⊕ · · ·⊕ 〈er〉 be a finite abelian
group with |G| = n = n1 · · ·nr and n1| · · · |nr. Let a1 be a positive integer and
b = b1e1 + · · ·+ brer ∈ G,
where bi ∈ [0, ni − 1] for every i. Then we have the following explicit counting
formula of NG(a1,
k−1︷ ︸︸ ︷
1, . . . , 1, b):
(−1)k−1
∑
d|(n,k+a1−1)
∑
m≥
a1
d
ΦG(b, d)
( n
d
k+a1−1
d −m
)
(−1)
k+a1−1
d
−m,
where
ΦG(b, d) =
∑
χ∈Ĝ,ord(χ)=d
χ(b) =
∑
l|d,(ni,l)|bi
µ(
d
l
)
r∏
i=1
(ni, l).
The following sections are organized as follows. In Section 2, we shall introduce
some notations and preliminary results. In Section 3, we will explain Theorem 1.1
from the perspective from the invariant theory and then we prove Theorems 1.2
and 1.3. In Section 4, we will study the problem of counting NG(a1, . . . , ak, b) and
prove Theorems 1.4 and 1.5.
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2. Preliminaries
In this section, we will provide more rigorous definitions and notations. We also
introduce some preliminary results that will be used repeatedly below.
Let G be an additive finite abelian group. By the fundamental theorem of finite
abelian groups we have
G ∼= Z/n1Z⊕ · · · ⊕ Z/nrZ = 〈e1〉 ⊕ · · · ⊕ 〈er〉
where r = r(G) ∈ N0 is the rank of G, n1| · · · |nr ∈ N are positive integers. More-
over, n1, . . . , nr are uniquely determined by G. We also use C
r
n to denote the
abelian group of the following form
Z/nZ
r︷ ︸︸ ︷
⊕ · · ·⊕Z/nZ.
We define a sequence over G to be an element of the multiplicatively written
free abelian monoid
(
F(G), ·
)
, see Chapter 5 of [18] for detailed explanation. Our
notations of sequences follow the notations in the paper [17]. In particular, in
order to avoid confusion between exponentiation of the group operation in G and
exponentiation of the sequence operation · in F(G), we define:
g[k] = g · . . . · g︸ ︷︷ ︸
k
∈ F(G),
for g ∈ G and k ∈ N0.
We write a sequence S in the form
S = g1 · . . . · gl where gi ∈ G.
We call
• |S| = l ∈ N0 the length of S,
• σ(S) = g1 + · · ·+ gl ∈ G the sum of S,
• S a zero-sum sequence if σ(S) = 0,
For the convenience of our proofs later, the following remark will be used through-
out this paper.
Remark 2.1. We write a sequence S over Z/nZ = {0, . . . , n− 1} as a vector
(x0, . . . , xn−1) ∈ N
n, where xi is the multiplicity that i occurs in S, that is in
our notation
S = 0
[x0]
· . . . · n− 1
[xn−1]
.
Similarly, we regard G as
Z/n1Z⊕ · · · ⊕ Z/nrZ = 〈e1〉 ⊕ · · · ⊕ 〈er〉,
where n1| · · · |nr and n1 · · ·nr = n. Then every element inG can be written uniquely
as a1e1 + · · ·+ arer for some positive ai ≤ ni − 1 and 1 ≤ i ≤ r. In order to attach
a similar vector (y0, . . . , yn−1) ∈ N
n to an arbitrary sequence over G, we introduce
the following label of elements in G. Any integer k ∈ [0, n1 · · ·nr−1] can be written
uniquely as
k = brn1 · · ·nr−1 + br−1n1 · · ·nr−2 + · · ·+ b2n1 + b1
where bi ∈ [0, ni− 1] for 1 ≤ i ≤ r. Therefore, let g = a1e1 + · · ·+ arer, then g will
be attached the label
lg = arn1 · · ·nr−1 + · · ·+ a2n1 + a1.
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With this label, a vector (y0, . . . , yn−1) ∈ N
n will corresponds to a sequence S over
G, where yi is the multiplicity that g = a1e1 + · · ·+ arer (with lg = i) occurs in S.
In our notation
(2.1) S =
∏
g∈G
g[ylg ].
For any positive integers n,m with gcd(n,m) = 1, the rational Catalan number
is defined as
Catn,m =
1
n+m
(
n+m
n
)
.
which is a natural generalization (take m = n + 1) of Catalan numbers Catn :=
1
2n+1
(
2n+1
n
)
(see [43]). Rational Catalan numbers (and their q or (q, t) analogs)
appeared in many problems, such as simultaneously core partitions, rational Dyck
paths, non-crossing partitions, parking functions, Hecke algebra, affine Springer
varieties, compactified Jacobians of singular curves, see [5, 6, 7, 8, 10, 16, 19, 20,
21, 33]. In particular, the rational Catalan numbers have the following interesting
algebraic generalization. Let W be a Weyl group with root lattice Q, degrees
d1 ≤ d2 ≤ · · · ≤ dl, and Coxeter number h := dl. Let p ∈ N with (h, p) = 1. Then
Haiman [23] showed that the number of orbits in the action ofW on the finite torus
Q/pQ is
Cat(W, p) =
∏
i
p+ di − 1
di
,
which is called the rational Coxeter-Catalan number of W at parameter p. In
particular, let Sn and Sm be symmetric groups with (n,m) = 1, then we have
Cat(Sn,m) = Cat(Sm, n) = Catn,m.
A typical object counted by Catn,m is the set Dn,m of all (n,m)-Dyck paths
which is defined as the number of lattice paths from (0, 0) to (n,m) which only
go east or north and stay above the diagonal line y = mn x (see [9]). We will also
need to consider rational Dyck paths with a specified vertical run structure. For
any n,m ∈ N with (n,m) = 1 and c0, . . . , cm ∈ N such that
∑m
i=1 ici = m and∑m
i=0 = n, the Kreweras number
1
n
(
n
c0, . . . , cm
)
is defined as the number of (n,m)-Dyck paths in Dn,m with ci vertical runs of
length i. We refer to [7, 8, 38] for some studies related to the Kreweras number
and its algebraic generalizations.
3. Invariants and symmetric relationships in finite abelian groups
In this section, we will firstly present a proof of Theorem 1.1 from the perspective
of invariant theory.
Let G be a finite group and V a finite dimensional representation of G over C.
Let
(
S(V )⊗∧(V )
)
G,χ
denote the isotypic component in symmetric tensor exterior
algebra of V corresponding to an irreducible representation χ. It is a bi-graded
vector space and its Poincare´ series is the formal power series
(3.1) F
((
S(V )⊗ ∧(V )
)
G,χ
; s, t
)
=
∑
p,m≥0
dim
(
Sp(V )⊗ ∧m(V )
)
G,χ
sptm.
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Based on a remarkable theorem of Molien ([34], [42] Section 2), Almkvist ([2] The-
orem 1.33) proved the following formula
(3.2) F
((
S(V )⊗ ∧(V )
)
G,χ
; s, t
)
=
1
|G|
∑
g∈G
detV (E + gt)
detV (E − gs)
,
where E is the identity matrix in GL(V ). The idea used in the proof of (3.2) by
Molien and Almkvist will be used implicitly in our solution of Stanley’s problem.
Later, Panyushev obtained the following easy consequence of (3.2). The special
cases when t = 0 in (3.4) was obtained in 1978 by Almkvist and Fossum ([3] V.1.8),
when s = 0 see Section 4 of Panyushev’s paper.
Lemma 3.1. ([37] Lemma 3.1) Let G be a finite group and R the regular repre-
sentation of G, then we have
F
((
S(R)⊗∧(R)
)
G,χ
; s, t
)
=
deg(χ)
|G|
∑
d≥1
( ∑
g,ord(g)=d
tr(χ(g−1))·
(1− (−t)d
1− sd
)|G|/d)
.
In particular, if G is abelian, then we have
(3.3) F
((
S(R)⊗∧(R)
)
G,χ
; s, t
)
=
1
|G|
∑
d≥1
( ∑
g,ord(g)=d
χ(g−1) ·
(1− (−t)d
1− sd
)|G|/d)
and
(3.4) F
((
S(R) ⊗ ∧(R)
)
G
; s, t
)
=
1
|G|
∑
d≥1
(
ϕG(d)
(1− (−t)d
1− sd
)|G|/d)
where ϕG(d) is the number of elements in G of order d.
It is easy to see that, using the isomorphism G ∼= Ĝ, the formula (3.3) actually
provide counting formulas for N(G, k, g) and M(G,m, g) simultaneously. The last
minor step is just an explicit calculation of
∑
g,ord(g)=d χ(g
−1) or, for our need,∑
χ,ord(χ)=d χ
−1(g). Let
G = Z/n1Z⊕ · · · ⊕ Z/nrZ = 〈e1〉 ⊕ · · · ⊕ 〈er〉
be a finite abelian group with |G| = n. Let
g = g1e1 + · · ·+ grer ∈ G,
where gi ∈ [0, ni − 1] for every i. By basic representation theory and the principle
of inclusion-exclusion (for details we refer to [26]), one obtains the following
(3.5)
∑
χ,ord(χ)=d
χ−1(g) =
∑
l|d,(ni,l)|gi
µ(
d
l
)
r∏
i=1
(ni, l).
In particular,
(3.6) ϕG(d) =
∑
l|d
µ(
d
l
)
r∏
i=1
(ni, l).
With (3.3)-(3.6), extracting the coefficient of tksm, we get Theorem 1.1.
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Remark 3.2. Note that Li and Wan [29] provided an elegant sieve method which is
different from the above method. Li-Wan’s sieve method is very useful to study sim-
ilar counting problems, we refer to their subsequent papers for detailed discussions
[28, 30, 31]. Kosters [26] started from the following
n∑
i=0
∑
g∈G
N(G, i, g)gX i =
∏
h∈G
(1 + hX) ∈ C[G][X ].
Then he used character theory to extract N(G, i, g). From the perspective of gen-
erating function, the proof of Kosters and the above proof of Molien-Almkvist
which used Poincare´ series are similar. But as far as we think, the details in these
proofs can be different. There are several ways to prove (3.2) and (3.3). For exam-
ple, Molien’s original idea ([42] Section 2) which we shall employ later; Almkvist’s
method ([2] Theorem 1.33) and ([1] Example 4.6); Panyushev ([37], Lemma 3.1).
For more detailed explanations of Molien’s result, we refer to the Chapter 3 in [36].
Remark 3.3. As we have mentioned that (3.2) is a more general formula, we briefly
introduce its applications in the more general setting (for non-abelian groups).
Actually, the Poincare´ series is a widely studied and used tool in the invariant
theory. For example, it was used [40] to provide tight lower bounds for the Noether
number of Q8 and A4, where the Noether number β(G) of a finite group G which
is closely related to zero-sum theory is defined to be the maximal degree bound for
the generators of the algebra of polynomial invariants. We refer to [11] for a survey
of studies of the Noether number, also to [12, 24] for some recent results on the
connection between zero-sum theory and Noether number.
With the help of Remark 2.1, we have the following lemma which is easy but
crucial in our proof.
Lemma 3.4. A sequence T = (y0, . . . , yn−1) over G satisfies σ(T ) = 0 if and only
if the following congruences
(3.7)
nt−1∑
k=0
k
( ∑
0≤ij≤nj−1,j∈[1,r]\{t}
yirn1···nr−1+···+kn1···nt−1+···+i2n1+i1
)
≡ 0 (mod nt)
hold simultaneously for t ∈ [1, r].
Proof. Considering the coefficients of et in σ(T ) for any t ∈ [1, r], then we get the
desired result. 
Proof of the Theorem 1.2. (1) Let |G| = n and |H | = m. Let S = (x0, . . . , xn−1)
be a zero-sum sequence over G of length m, we have to construct a unique (n,m)-
Dyck path P using the vector (x0, . . . , xn−1). The method here is essentially the
same as the proof of Theorem 12.1 in [32]. The only difference is that, in [32], each
path was associated with a vector of length n + m + 1 instead. We provide the
complete proof here for the convenience of readers.
Firstly we construct a path (not necessarily Dyck path) Q from (0, 0) to (n,m)
as follows. Let (i,
∑i−1
j=0 xj) be the lowest lattice point in the i-th column of the
path Q where i ∈ [1, n − 1]. We associate Q with a vector (y1, . . . , yn−1), where
yi =
∑i−1
j=0 xj −
m
n i. Then it is obvious that Q is a Dyck path if and only if
yi > 0 holds for any i ∈ [1, n− 1].
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As (n,m) = 1 and
∑i−1
j=0 xj ≤ m for i ∈ [1, n − 1], it can be verified that yi 6= yj
for any i 6= j. Therefore we may denote the unique minimal element as yλ for some
λ ∈ [1, n− 1]. Moreover, we define Ql as a path obtained from the vector
(xl, xl+1, . . . , xn−1, x0, . . . , xl−1),
that is (i,
∑i−1
j=0 xl+j) be the lowest lattice point in the i-th column of the path
Ql where i ∈ [1, n − 1]. Note that for any integer t with t ≡ i (mod n), we have
xt = xi and yt = yi. Therefore we have Q
n = Q. We denote yli =
∑i−1
j=0 xl+j −
m
n i.
Similarly, Ql is a Dyck path if and only if
yli > 0 holds for any i ∈ [1, n− 1].
Note that yli = yi+l − yl. Now, we consider the path Q
λ, we have yλi = yi+λ − yλ.
By the minimality of yλ, we have y
λ
i > 0 for any i ∈ [1, n− 1]. Therefore we obtain
a unique (n,m)-Dyck path Qλ which corresponds to the vector (x0, . . . , xn−1).
Conversely, let P be an (n,m)-Dyck path from (0, 0) to (n,m), then it is clear
that P corresponds to a vector P = (x0, . . . , xn−1) with (i,
∑i
j=0 xj) be the highest
lattice point in the i-th column of the path P . We assume that
n−1∑
i=0
xii ≡ α (mod n),
as
∑n−1
i=0 xi = m and (n,m) = 1, it is easy to see that there is a unique cyclic shift
(x′0, . . . , x
′
n−1) of (x0, . . . , xn−1) such that
n−1∑
i=0
x′ii ≡ 0 (mod n).
By the first part of the proof, we know that P is the unique Dyck path among other
non-trivial cyclic shifts of P . Therefore without lose of generality, we may assume
that P satisfies
(3.8)
n−1∑
i=0
xii ≡ 0 (mod n).
That is P = (x0, . . . , xn−1) corresponds to a zero-sum sequence over Cn. As we
mentioned (2.1) that (x0, . . . , xn−1) also corresponds to a sequence T overG, though
we not necessarily have σ(T ) = 0. We will prove that a cyclic shift of (x0, . . . , xn−1)
will corresponds to a zero-sum sequence T ′ over G.
By (3.8) and n1|n, it is easy to see that
(3.9)
n1−1∑
j=0
j
( ∑
0≤ij≤nj−1,j∈[1,r]\{1}
xirn1···nr−1+···+i2n1+j
)
≡ 0 (mod n1).
Therefore the case for n1 in (3.7) holds immediately. Also, according to (3.7), we
assume that
(3.10)
n2−1∑
k=0
k
( ∑
0≤ij≤nj−1,j∈[1,r]\{2}
xirn1···nr−1+···+kn1+i1
)
≡ α2 (mod n2)
Let T 2,l be a sequence over G obtained by cyclically shifting T in the following way:
T 2,l = (xl, . . . , xn−1, x0, x1, . . . , xl−1).
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Then for the sequence T 2,ln1, (3.10) becomes
(3.11)
n2−1∑
k=0
k
( ∑
0≤ij≤nj−1,j∈[1,r]\{2}
xirn1···nr−1+···+kn1+i1+ln1
)
≡
n2−1∑
k=0
(k + l − l)
( ∑
0≤ij≤nj−1,j∈[1,r]\{2}
xirn1···nr−1+···+(k+l)n1+i1
)
≡ α2 − lm (mod n2).
As (n2,m) = 1, there exists l2 ∈ [0, n2 − 1] such that α2 − l2m ≡ 0 (mod n2).
Meanwhile, it is easy to see that
(3.12)
n1−1∑
j=0
j
( ∑
0≤ij≤nj−1,j∈[1,r]\{1}
xirn1···nr−1+···+i2n1+j+l2n1
)
≡
n1−1∑
j=0
(j + l2n1 − l2n1)
(∑
xirn1···nr−1+···+i2n1+j+l2n1
)
≡
n1−1∑
j=0
(j + l2n1)
(∑
xirn1···nr−1+···+i2n1+j+l2n1
)
− l2n1m
≡ 0− l2n1 ≡ 0 (mod n1),
which means that the case for n1 in (3.7) still holds for the sequence T
2,ln1 (This is
the key idea in the proof). For simplicity, we still denote T 2,ln1 by (x0, . . . , xn−1).
Next we consider
(3.13)
n3−1∑
k=0
k
( ∑
0≤ij≤nj−1,j∈[1,r]\{3}
xirn1···nr−1+···+kn1n2+i2n1+i1
)
≡ α3 (mod n3)
Let T 3,l be a sequence over G obtained by cyclically shifting T 2,l2n1 in the following
way:
T 3,l = (xl, . . . , xn−1, x0, x1, . . . , xl−1).
Then for the sequence T 3,ln1n2 , (3.13) becomes
(3.14)
n3−1∑
k=0
k
( ∑
0≤ij≤nj−1,j∈[1,r]\{3}
xirn1···nr−1+···+kn1n2+i2n1+i1+ln1n2
)
≡
n2−1∑
k=0
(k + l − l)
( ∑
0≤ij≤nj−1,j∈[1,r]\{2}
xirn1···nr−1+···+(k+l)n1n2+i2n1+i1
)
≡ α3 − lm (mod n3).
As (n3,m) = 1, there exists l3 ∈ [0, n3 − 1] such that α3 − l3m ≡ 0 (mod n3).
Meanwhile, similar to above, it is easy to see that, the cases for n1 and n2 in
(3.7) still hold for the sequence T 3,l3n1n2 . Continuing this process, we will obtain
a unique sequence T r,lrn1···nr−1 such that (3.7) hold simultaneously for every t ∈
[1, r]. Therefore, T r,lrn1···nr−1 is a zero-sum sequence over G of length m which
corresponds to (n,m)-Dyck path P . This completes the bijection between M(G,m)
and Dn,m.
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For bijection between M(G,m) and M(H,n), we use the necklace interpretation.
Let S = (x0, . . . , xn−1) be a zero-sum sequence over G of length m, then we define
a necklace LS associated to S as follows. Let LS be a necklace with n+m beads, n
of them are colored by red (R) and the rest m beads are colored by blue (B), and
they are arranged in the following way
(R,
x0︷ ︸︸ ︷
B, . . . ,B,R,
x1︷ ︸︸ ︷
B, . . . ,B,R, . . . ,R,
xn−1︷ ︸︸ ︷
B, . . . ,B).
That is, xi (i ∈ [1, n− 1]) is the number of blue beads between two successive red
beads (read xn−1 cyclically). Let yi (i ∈ [0,m − 1]) be the number of red beads
between two successive blue beads. Then we have a vector T = (y0, . . . , ym−1) with∑n−1
i=0 yi = n. As we have mentioned, T corresponds to a sequence over H of length
n, though we not necessarily have σ(T ) = 0. Similar to the above, we will find
a unique cyclic shift T ′ of (y0, . . . , ym−1) such that T
′ corresponds to a zero-sum
sequence over H . This completes the proof of (1).
(2) Let G = Crn and H = C
r
m. Then for d|n we have
ϕG(d) =
∑
l|d
µ(
d
l
)lr,
and for d|m we have
ϕH(d) =
∑
l|d
µ(
d
l
)lr.
Therefore, for any m ≥ 1 we have
MG(m
r) =
1
nr +mr
∑
d|(n,mr)
ϕG(d)
(nr+mr
d
mr
d
)
=
1
nr +mr
∑
d|(nr,m)
ϕH(d)
(nr+mr
d
nr
d
)
= MH(n
r).
(3) We assume that |G| = n. Let S be a zero-sum subset of G of cardinality k.
Similar to the sequence, S corresponds to a vector (x0, . . . , xn−1) with xi ∈ {0, 1}
and
∑n
i=0 xi = k. We will construct a (k, n − k)-Dyck path corresponds to S. As
xi ∈ {0, 1} for any i ∈ [0, n − 1], we associate S = (x0, . . . , xn−1) with a lattice
path LS (not necessarily a Dyck path) as follows. Let 0 be a one-step lattice walk
towards north and 1 towards east, then S = (x0, . . . , xn−1) corresponds to a lattice
path LS from (0, 0) to (k, n − k) which only goes north and east. Similar to the
previous method, it is easy to see that there is a unique (k, n−k)-Dyck path among
the cyclic shifts of (x0, . . . , xn−1).
Conversely, let P = (x0, . . . , xn−1) be a (k, n − k)-Dyck path with xi ∈ {0, 1}
which depends on the direction of the (i + 1)-th step, 0 for the north and 1 for
the east, where i ∈ [0, n − 1]. Then by our previous construction, (x0, . . . , xn−1)
corresponds to a subset of G of cardinality k. As (k, n) = 1, similar to the previous
method, it is easy to see that there is a unique cyclic shift S of (x0, . . . , xn−1) such
that S is a zero-sum subset of G. This completes the proof. 
Remark 3.5. Let (n,m) = 1. In [4], Anderson provided, now well-known to experts,
an elegant bijection between the set of (n,m)-core partitions and Dn,m using the
abacus construction. Later in [25], while proving a conjecture of Armstrong [6]
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concerning the average size of the (n,m)-core partitions, as a byproduct, Johnson
obtained an interesting bijection between M(Z/nZ,m) and the set of (n,m)-core
partitions. He used the abacus construction and various coordinate changes from
the perspective of the Ehrhart theory. Therefore, combining these results, although
slightly complicated, one gets the bijection between M(Z/nZ,m) and Dn,m. Our
proof of (1) provide a direct bijection between M(G,m) and Dn,m, without using
the abacus construction.
Next, we are going to prove Theorem 1.3. We recall (3.4) in the following:
F
((
S(R) ⊗ ∧(R)
)
G
; s, t
)
=
1
|G|
∑
d≥1
(
ϕG(d)
(1− (−t)d
1− sd
)|G|/d)
.
Proof of the Theorem 1.3. By (3.4) and after extracting the coefficient of sptm,
we have
dim
(
Sp(R)⊗ ∧m(R)
)
Gq+m
=
1
p+ q +m
∑
d|(p,q,m)
ϕGq+m(d)
(
(p+ q +m)/d
p/d, q/d,m/d
)
and
dim
(
Sq(R)⊗ ∧m(R)
)
Hp+m
=
1
p+ q +m
∑
d|(p,q,m)
ϕHp+m(d)
(
(p+ q +m)/d
p/d, q/d,m/d
)
.
Under the assumption that (p, q,m) = 1, the desired result follows immediately. 
Remark 3.6. As we have mentioned the problem proposed by Panyushev [37], we
provide a combinatorial interpretation of Theorem 1.3 under a further condition
that (p, q +m) = (q, p +m) = 1. In this case, by the definition of the symmetric
tensor exterior algebra, it is easy to see that calculating
dim
(
Sp(R) ⊗ ∧m(R)
)
Gq+m
is equivalent to counting the number the pairs
(3.15) (A,B),
whereA is a sequence overGq+m of length p and B is a subset ofGq+m of cardinality
m such that σ(A) + σ(B) = 0 in Gq+m. Note that
1
p+ q +m
(
p+ q +m
p, q,m
)
=
1
p+ q +m
(
p+ q +m
p
)(
q +m
m
)
.
Suppose that (S, T ) is a pair satisfies the above condition (3.15). Now, we have to
correspond (S, T ) to a pair (U, V ) where U is a sequence over Hp+m of length q
and V is a subset of Hp+m of length m, such that σ(U) + σ(V ) = 0.
Based on Remark 2.1, we may assume that S = (x0, . . . , xq+m−1) and T =
(y0, . . . , yq+m−1). We will construct a necklace LS,T associated to (S, T ). Let LS,T
be a necklace with p + q + m beads (p red (R) beads, m green (G) beads and q
blue (B) beads). Fixing a bead D among these p+ q+m beads. Proceeding in the
clockwise direction from D, let
x0, . . . , xq+m−1
be the number of R beads between two successive G or B beads (read cyclically).
Also proceeding in the clockwise direction from D, let (y0, . . . , yq+m−1) be the
positions of the G beads among the G and B beads. That is, there are q +m G or
COMBINATORIAL PROBLEMS AND THE RATIONAL DYCK PATHS 13
B beads, m of them are G which are located in places {i1, . . . , im} ⊂ {1, . . . , q+m}
(read cyclically), then yi = 1 if and only if i ∈ {i1, . . . , im}.
Proceeding in the clockwise direction from D, let
U = (u0, . . . , up+m−1),
where the ui’s are the number of B beads between two successive R or G beads
(read cyclically). Also proceeding in the clockwise direction from D, let V =
(v0, . . . , vp+m−1) be the positions of the G beads among the R and G beads. That
is, there are p + m R or G beads, m of them are G which are located in places
{i1, . . . , im} ⊂ {1, . . . , p + m} (read cyclically), then yi = 1 if and only if i ∈
{i1, . . . , im}. Then V be a subset of Hp+m of cardinality m. Consequently, similar
to the above proofs, there is a unique cyclic shift U l of U such that σ(U l)+σ(V ) = 0,
and (U l, V ) is exactly what we want to find.
4. On a subset counting problem
In this section, we will prove Theorems 1.4 and 1.5. We will provide both com-
binatorial and algebraic proofs for Theorem 1.4.
Proof of Theorem 1.4. (Combinatorial proof): We will prove the case b = 0
in (1.4), as it is easy to see the following proof also valid for any non-zero b ∈ G.
Let (b1, . . . , bk) ∈ G
k be a solution of (1.4), i.e.,
k∑
i=1
aibi = 0.
We assume that
{gi1 , . . . , gik} = {b1, . . . , bk}
with i1 < · · · < ik (see our discussion before Lemma 3.4).
We associate the solution (b1, . . . , bk) with a vector (z0, . . . , zn−1) with
zj =
{
aj , if j ∈ {i1, . . . , ik},
0, otherwise.
where 0 ≤ j ≤ n − 1. Since
∑n−1
j=0 zj = m, following the same way in the proof of
Theorem 1.2.(1), (z0, . . . , zn−1) will correspond to a lattice path Q from (0, 0) to
(n,m) (zi is the length of the vertical run of the (i+1)-th step). As gcd(n,m) = 1,
also following the same way in the proof of Theorem 1.2.(1), there is a unique
(n,m)-Dyck path Ql among all the cyclic shifts of Q, where
Ql = (zl, zl+1, . . . , zn−1, z0, . . . , zl−1).
Moreover Ql is a (n,m)-Dyck paths with ci vertical runs of length i.
Conversely, let P be an (n,m)-Dyck paths in Dn,m with ci vertical runs of length
i. Then we may associate P with a vector VP = (d0, . . . , dn−1) such that di is the
length of the vertical run on the line x = i. Then a1, . . . , ak are the only non-zero
elements in {d0, . . . , dn−1}. By the discussion before Lemma 3.4, VP corresponds
to a sequence S over G of length
∑n−1
j=0 dj =
∑k
j=1 aj = m. For any l ∈ [0, n− 1],
we define Sl = (dl, . . . , dn−1, d0, . . . , dl−1) as a cyclic shift of S. As gcd(n,m) = 1,
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following the same way in the proof of Theorem 1.2.(1), we can find a unique
t ∈ [1, n− 1] such that St = (dt, . . . , dn−1, d0, . . . , dt−1) satisfying the following
(4.1)
n−1∑
j=0
dt+jgj = 0.
Recall that there are exactly k non-zero elements
{dt+i1 , . . . , dt+ik} = {a1 . . . , ak} ⊂ {d0, . . . , dn−1}.
Therefore, (4.1) now becomes
∑k
j=1 dt+ijgij = 0. In another words, we get a
solution (a rearrangement of gi1 , . . . , gik) of (1.4).
With the above bijection, together with the definition and known result of the
Kreweras number, we get the desired result.
(Algebraic proof): Our method employ tools from the invariant theory (see
for example [42] Section 2). This idea is essentially due to Molien.
Let V = 〈e1〉 ⊕ · · · ⊕ 〈en〉 be the regular representation of G over C with g · ei =
χi(g)ei, where χi ∈ Ĝ. For any b ∈ G, let b̂ be the element in Ĝ which corresponds
to b under the isomorphism G ∼= Ĝ. Let S(V ) be the symmetric algebra of V .
Let Λa1,...,ak(V ) be a subspace of S(V ) generated by elements of the following
forms
ei1 ⊗
a1︷︸︸︷
· · · ⊗ei1 ⊗ · · · ⊗ eik ⊗
ak︷︸︸︷
· · · ⊗eik
where {i1, . . . , ik} ⊂ {1, . . . , n}. Recall that
{a1, . . . , ak} = {
c1︷ ︸︸ ︷
1, . . . , 1, . . . ,
ci︷ ︸︸ ︷
i, . . . , i, . . . ,
cm︷ ︸︸ ︷
m, . . . ,m}
and that c0 is defined such that c0 +
∑m
i=1 ci = n, then we have
dimΛa1,...,ak(V ) =
(
n
c0, . . . , cm
)
,
We define a set B(a1, . . . , ak) consists of the k-tuples (i1, . . . , ik) such that
ei1 ⊗
a1︷︸︸︷
· · · ⊗ei1 ⊗ · · · ⊗ eik ⊗
ak︷︸︸︷
· · · ⊗eik
form the basis of Λa1,...,ak(V ).
The action of G on V can be induced on S(V ) and further on Λa1,...,ak(V ) as
follows:
g · (ei1 ⊗
a1︷︸︸︷
· · · ⊗ei1 ⊗ · · · ⊗ eik ⊗
ak︷︸︸︷
· · · ⊗eik)
= g · ei1 ⊗
a1︷︸︸︷
· · · ⊗g · ei1 ⊗ · · · ⊗ g · eik ⊗
ak︷︸︸︷
· · · ⊗g · eik
= χi1(g) · ei1 ⊗
a1︷︸︸︷
· · · ⊗χi1(g) · ei1 ⊗ · · · ⊗ χik(g) · eik ⊗
ak︷︸︸︷
· · · ⊗χik(g) · eik
= χa1i1 · · ·χ
ak
ik
(g)(ei1 ⊗
a1︷︸︸︷
· · · ⊗ei1 ⊗ · · · ⊗ eik ⊗
ak︷︸︸︷
· · · ⊗eik)
Clearly, Λa1,...,ak(V ) is a representation space of G. Let ψ denote the character of
this representation and χ0 the character of trivial representation of G.
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Now we consider Λa1,...,ak(V )G,̂b, the isotypic component of Λ
a1,...,ak(V ) which
corresponds to the character b̂. Then by a basic result in the representation theory
[41] (Theorem 4, P.16), we have the following.
NG(a1, . . . , ak, b) = dimΛ
a1,...,ak(V )G,̂b = 〈ψ, b̂〉 =
1
n
∑
g∈G
ψ(g)̂b(g−1).
By the definition of ψ, we have
1
n
∑
g∈G
ψ(g)̂b(g−1) =
1
n
∑
g∈G
∑
(i1,...,ik)∈B(a1,...,ak)
χa1i1 · · ·χ
ak
ik
(g)̂b(g−1).
By our assumption that gcd(a1 + · · · + ak, n) = 1, for any non-identity g, there
exists χ ∈ Ĝ such that χa1+···+ak(g) 6= 1. Then we have
χa1+···+ak(g)
∑
(i1,...,ik)∈B(a1,...,ak)
χa1i1 · · ·χ
ak
ik
(g)̂b(g−1)
=
∑
(i1,...,ik)∈B(a1,...,ak)
(χi1χ)
a1 · · · (χikχ)
ak(g)̂b(g−1)
=
∑
(i1,...,ik)∈B(a1,...,ak)
χa1i1 · · ·χ
ak
ik
(g)̂b(g−1).
Therefore we have
∑
(i1,...,ik)∈B(a1,...,ak)
χa1i1 · · ·χ
ak
ik
(g) = 0 for any non-identity g.
Finally, we have
1
n
∑
g∈G
∑
(i1,...,ik)∈B(a1,...,ak)
χa1i1 · · ·χ
ak
ik
(g)
=
1
n
∑
(i1,...,ik)∈B(a1,...,ak)
χa1i1 · · ·χ
ak
ik
(0)
=
1
n
(
n
c0, . . . , cm
)
.
This completes the proof.
(Elementary proof): Firstly, it is easy to see that there are
(
n
c0,...,cm
)
non-
equivalent subsets of G with k elements. We will prove that for any g, h ∈ G,
#NG(a1, . . . , ak, g) = #NG(a1, . . . , ak, h).
Let {g1, . . . , gk} be a representative in NG(a1, . . . , ak, g), that is
a1g1 + · · ·+ akgk = g.
Assume that h = g + h′. As (
∑k
i=1 ai, n) = 1, we have (
∑k
i=1 ai, ord(h
′)) = 1.
Therefore, there exists α ∈ [1, ord(h′)] such that
(
k∑
i=1
ai)α ≡ 1 (mod ord(h
′)).
Consequently, the following map
ψ : NG(a1, . . . , ak, g)→ NG(a1, . . . , ak, h)
{g1, . . . , gk} 7→ {g1 + αh
′, . . . , gk + αh
′}
is a bijection. This completes the proof. 
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Next, we are going to prove Theorem 1.5, i.e., find all the non-equivalent solutions
of the following equation
a1x1 + x2 + · · ·+ xk = b,
where a1 ∈ N and b ∈ G. Let b̂ be the element in Ĝ which corresponds to b under
the isomorphism G ∼= Ĝ.
Proof of Theorem 1.5. Let Λk,a1(V ) be a subspace of S(V ) generated by elements
of the following forms
ei ⊗
a1︷︸︸︷
· · · ⊗ei ⊗ ei1 ⊗ · · · ⊗ eik−1
where 1 ≤ i ≤ n and {i1, . . . , ik−1} ⊂ {1, . . . , n} \ {i} for 1 ≤ i ≤ n.
As the action of G on V can be induced on S(V ), therefore it can be induced on
Λk,a1(V ) as follows:
g · ei ⊗
a1︷︸︸︷
· · · ⊗ei ⊗ ei1 ⊗ · · · ⊗ eik−1
= g · ei ⊗
a1︷︸︸︷
· · · ⊗g · ei ⊗ g · ei1 ⊗ · · · ⊗ g · eik−1
= χi(g)ei ⊗
a1︷︸︸︷
· · · ⊗χi(g)ei ⊗ χi1(g)ei1 ⊗ · · · ⊗ χik−1(g)eik−1
= χi(g)
a1χi1(g) · · ·χik−1(g)ei ⊗
a1︷︸︸︷
· · · ⊗ei ⊗ ei1 ⊗ · · · ⊗ eik−1
= χa1i χi1 · · ·χik−1(g)ei ⊗
a1︷︸︸︷
· · · ⊗ei ⊗ ei1 ⊗ · · · ⊗ eik−1
Clearly, Λk,a1(V ) is a representation space of G. Let ψ denote the character of this
representation.
Consider Λk,a1(V )G,̂b, the isotypic component of Λ
k,a1(V ) which corresponds to
the character b̂. Then by a basic result in the representation theory [41] (Theorem
4, P.16), we have the following.
NG(a1,
k−1︷ ︸︸ ︷
1, . . . , 1, b) = dimΛk,a1(V )G,̂b = 〈ψ, b̂〉 =
1
n
∑
g∈G
ψ(g)̂b(g−1).
By the definition of ψ, we have
〈ψ, b̂〉 =
1
n
∑
g∈G
ψ(g)̂b(g−1)
=
1
n
∑
g∈G
( n∑
i=1
(
χi(g)
a1
( ∑
{i1,...,ik−1}⊂{1,...,n}\{i}
χi1 · · ·χik−1(g)
)))
b̂(g−1)
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Consider the formal power series
∑n
k=1 dimΛ
k,a1(V )G,̂b(−T )
k+a1−1. We have
n∑
k=1
dimΛk,a1(V )G,̂b(−T )
k+a1−1
=
1
n
∑
g∈G
b̂(g−1)
( n∑
i=1
χi(g)
a1(−T )a1
∏n
j=1(1− χj(g)T )
1− χi(g)T
)
=
1
n
∑
g∈G
b̂(g−1) det(E − gT )
( n∑
i=1
χi(g)
a1(−T )a1
1− χi(g)T
)
=
(−1)a1
n
∑
d|n
∑
g,ord(g)=d
b̂(g−1) det(E − gT )
( ∑
u≥a1
n∑
i=1
χi(g)
uT u
)
=
(−1)a1
n
∑
d|n
∑
g,ord(g)=d
b̂(g−1)
(
(1 − T d)
n
d
( ∑
m≥
a1
d
nTmd
))
= (−1)a1
∑
d|n
∑
g,ord(g)=d
b̂(g)
( nd∑
j=0
(n
d
j
)
(−T d)j
)( ∑
m≥
a1
d
Tmd
)
= (−1)a1
∑
d|n
∑
g,ord(g)=d
b̂(g)
( ∑
m≥
a1
d
n
d∑
j=0
(n
d
j
)
(−1)jT (j+m)d
)
.
Therefore, we have
NG(a1,
k−1︷ ︸︸ ︷
1, . . . , 1, b) = dimΛk,a1(V )G,̂b
= (−1)k−1
∑
d|(n,k+a1−1)
∑
m≥
a1
d
∑
g,ord(g)=d
b̂(g)
( n
d
k+a1−1
d −m
)
(−1)
k+a1−1
d
−m.
Recall that
G = Z/n1Z⊕ · · · ⊕ Z/nrZ = 〈e1〉 ⊕ · · · ⊕ 〈er〉
is a finite abelian group with |G| = n. Let
b = b1e1 + · · ·+ brer ∈ G,
where bi ∈ [0, ni − 1] for every i. Similar to (3.5), one obtains the following
(4.2)
∑
g,ord(g)=d
b̂(g) =
∑
χ∈Ĝ,ord(χ)=d
χ(b) =
∑
l|d,(ni,l)|bi
µ(
d
l
)
r∏
i=1
(ni, l).
This completes the proof. 
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