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Resumo Faz-se uma ana´lise do problema da codificac¸a˜o digital de sinais a´udio de
alta qualidade e identifica-se o princ´ıpio de codificac¸a˜o perceptual como a
soluc¸a˜o mais satisfato´ria. Apresenta-se uma s´ıntese dos sistemas de codi-
ficac¸a˜o perceptual encontrados na literatura, e identificam-se, comparam-se
e relacionam-se as te´cnicas usadas em cada um. Pela sua relevaˆncia para a
codificac¸a˜o de a´udio, faz-se um estudo mais aprofundado das transformadas
e bancos de filtros multifrequeˆncia, da quantizac¸a˜o, dos co´digos revers´ıveis
e dos modelos matema´ticos da percepc¸a˜o auditiva. Propo˜e-se um sistema
de codificac¸a˜o composto por um banco de filtros multi-resoluc¸a˜o, quanti-
zadores logar´ıtmicos adaptativos, codificac¸a˜o aritme´tica, e um modelo psi-
coacu´stico expl´ıcito para adaptar os quantizadores de acordo com crite´rios
perceptuais. Ao contra´rio de outros codificadores perceptuais, o sistema
proposto e´ retroadaptativo, isto e´: a adaptac¸a˜o depende exclusivamente de
amostras ja´ quantizadas, e na˜o do sinal original. Discutimos as vantagens
do uso de retroadaptac¸a˜o e mostramos que esta te´cnica pode ser aplicada
com sucesso a` codificac¸a˜o perceptual.
Abstract The problem of digital coding of high quality audio signals is analised, and
the principles of perceptual coding are identified as the most satisfactory
approach. We present a synthesis of the perceptual coding systems found
in the literature, and we identify, compare and relate the techniques used in
each one. Given their relevance for audio coding, transforms and multifre-
quency filter banks as well as quantization, lossless coding, and mathemati-
cal models of auditory perception are subject to a more thorough study. We
propose a coding system consisting of a multirate filter bank, logarithmic
quantizers, arithmetic entropy coding and an explicit psychoacoustic model
to adapt the quantization according to perceptual considerations. Unlike
other perceptual coders, the proposed system is backward-adaptive, that
is: adaptation depends exclusively on already quantized samples, not on
the original signal. We discuss the advantages of backward-adaptation and
show that it can be successfully applied to perceptual coding.
A` Marianinha
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Cap´ıtulo 1
Introduc¸a˜o
Nos u´ltimos anos e particularmente durante a u´ltima de´cada, registou-se uma forte activi-
dade na a´rea de codificac¸a˜o de sinais a´udio. Hoje em dia e´ amplamente reconhecido que para
conseguir alta qualidade com de´bitos muito baixos, e´ necessa´rio explorar as limitac¸o˜es da
percepc¸a˜o auditiva humana. Isto conduziu ao desenvolvimento dos sistemas de codificac¸a˜o
perceptual: codificadores que aplicam conhecimentos da Psicoacu´stica de forma a reduzir ou
eliminar a audibilidade da distorc¸a˜o introduzida. A maioria dos codificadores perceptuais
actuais partilham a mesma estrutura gene´rica: sa˜o codificadores que operam no domı´nio da
frequeˆncia com quantizac¸a˜o adaptativa, e a adaptac¸a˜o e´ feita por um algoritmo que inclui um
modelo perceptual. Os melhores sistemas conseguem codificac¸a˜o perceptualmente “transpa-
rente” com de´bitos inferiores a 2 bits por amostra. Entretanto, a cada vez maior diversificac¸a˜o
de aplicac¸o˜es, de meios de armazenamento e de transmissa˜o impo˜e novas exigeˆncias aos codifi-
cadores de a´udio, tais como: atingir de´bitos ainda mais baixos, por exemplo para transmissa˜o
em telefones celulares; reduzir os atrasos de codificac¸a˜o, para aplicac¸o˜es bidireccionais; per-
mitir o acesso aos sinais a diferentes n´ıveis de qualidade, para transmissa˜o progressiva; ou
possibilitar a manipulac¸a˜o dos sinais directamente na forma codificada.
Neste trabalho fazemos uma caracterizac¸a˜o gene´rica dos algoritmos e te´cnicas de codi-
ficac¸a˜o perceptual de a´udio existentes, com o intuito de identificar vias de investigac¸a˜o que
possam conduzir a melhores desempenhos em futuros sistemas de codificac¸a˜o.
1.1 Sistemas de Codificac¸a˜o
1.1.1 Modelo Geral de um Sistema de Codificac¸a˜o
A Figura 1.1 representa um sistema de codificac¸a˜o gene´rico. A fonte e´ um processo qualquer
que produz mensagens que sera˜o transmitidas atrave´s do sistema. Na˜o se conhecem a priori
as mensagens que a fonte vai produzir, mas sabe-se que sera˜o retiradas de um conjunto
possivelmente infinito de mensagens com determinadas caracter´ısticas e de acordo com certas
probabilidades de ocorreˆncia. O receptor e´ o destinata´rio da informac¸a˜o que passa pelo
sistema e cabe-lhe fazer uso e dar significado a essa informac¸a˜o. A func¸a˜o do canal digital e´
o transporte da informac¸a˜o entre os extremos do sistema, com a ma´xima fidelidade poss´ıvel.
Os extremos podem estar separados no espac¸o (transmissa˜o) ou no tempo (armazenamento).
O canal digital inclui o suporte f´ısico da comunicac¸a˜o bem como os equipamentos de interface
entre o domı´nio digital e o meio f´ısico (modulador e desmodulador). O canal e´ o elemento
do sistema de codificac¸a˜o mais vulnera´vel a` presenc¸a de ru´ıdo e a caracterizac¸a˜o estat´ıstica
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dos erros de transmissa˜o resultantes da influeˆncia do ru´ıdo e´ um aspecto crucial no projecto
do sistema. Outra caracter´ıstica importante e´ a quantidade de informac¸a˜o que o canal pode
transmitir por unidade de tempo, chamada capacidade do canal. O codificador tem a func¸a˜o
de converter as mensagens fornecidas pela fonte para uma forma adaptada a`s caracter´ısticas e
limitac¸o˜es do canal. Em particular, o de´bito1 do codificador tem que ser inferior a` capacidade
do canal. A func¸a˜o do descodificador e´ tentar reconstruir a mensagem original a partir dos
dados (possivelmente adulterados) recebidos do canal e transforma´-la numa forma apropriada
para o receptor.
Fonte Codificador Canal Digital Descodificador Receptor
Figura 1.1: Um sistema de codificac¸a˜o gene´rico.
1.1.2 Nı´veis de Codificac¸a˜o
Na definic¸a˜o gene´rica de sistema de codificac¸a˜o dada atra´s, podem enquadrar-se diversas
classes particulares de te´cnicas de codificac¸a˜o, a saber: a criptografia, os algoritmos de com-
pressa˜o, os co´digos de protecc¸a˜o contra erros. A distinc¸a˜o entre estas treˆs disciplinas reside na
natureza dos problemas que procuram resolver e nos diferentes objectivos que tentam atingir.
• A criptografia e´ usada para a transmissa˜o de mensagens secretas ou privadas atrave´s
de um canal pouco seguro. O requisito principal de um sistema de criptografia e´ que
a decifrac¸a˜o de mensagens por uma pessoa na˜o autorizada seja muito dif´ıcil. Existem
muitas te´cnicas de criptografia com diversos graus de seguranc¸a e complexidade. A
te´cnica de stream ciphering, por exemplo, permite uma seguranc¸a razoa´vel, e´ simples,
praticamente instantaˆnea e na˜o aumenta a quantidade de informac¸a˜o a transmitir [165].
• As te´cnicas de protecc¸a˜o contra erros procuram garantir uma comunicac¸a˜o fia´vel atrave´s
de um canal ruidoso. Em geral baseiam-se na introduc¸a˜o criteriosa de redundaˆncia sob
a forma de bits adicionais que aumentam as distaˆncias de Hamming entre as mensagens
va´lidas [61]. Quando chega uma mensagem inva´lida, o descodificador fica a saber que
ocorreu um erro e pode ate´ tentar corrigi-lo. O objectivo e´ a detecc¸a˜o e eventual
correcc¸a˜o de um grande nu´mero de erros com um overhead mı´nimo. O resultado e´ um
novo canal com uma taxa de erros muito menor, a` custa de uma pequena reduc¸a˜o da
capacidade dispon´ıvel.
• Os algoritmos de compressa˜o procuram reduzir o ritmo de transmissa˜o necessa´rio para
representar um sinal digital, tentando simultaneamente limitar a distorc¸a˜o eventual-
mente introduzida nesse processo. O seu propo´sito e´ proporcionar uma utilizac¸a˜o efici-
ente da capacidade do canal. Nestes sistemas ha´ sempre um compromisso entre a taxa
de compressa˜o e a qualidade do sinal recuperado.
Na pra´tica, um sistema de codificac¸a˜o completo combina diversos processos de codificac¸a˜o
em n´ıveis de pormenor diferentes. Por exemplo, um dado codificador pode incluir: um al-
goritmo de compressa˜o para reduzir a quantidade de bits a transmitir; te´cnicas de cifragem
1O nu´mero de bits debitados por unidade de tempo, tambe´m chamado taxa ou ritmo de transmissa˜o, ou
ainda bit rate.
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para garantir privacidade; e co´digos para detecc¸a˜o e correcc¸a˜o de erros no canal. Os diversos
componentes sa˜o ligados em cascata, como mostra a Figura 1.2, criando uma hierarquia de
codificac¸a˜o. Esta estrutura tem a vantagem de o projecto de cada n´ıvel ser praticamente
independente dos restantes. Assim, o projecto do sistema de criptografia, por exemplo, pode
partir do princ´ıpio que o n´ıvel inferior e´ um canal fia´vel com probabilidade de erro muito baixa.
O n´ıvel de compressa˜o, por sua vez, pode presumir que dispo˜e de um canal simultaneamente
fia´vel e seguro.
Fonte Receptor
Canal Eficiente
Compressa˜o Descompressa˜o
Canal Seguro
Cifragem Decifragem
Canal Fia´vel
Co´digo Corrector Correcc¸a˜o de Erros
Canal Digital
Figura 1.2: Um sistema de codificac¸a˜o com compressa˜o, criptografia e correcc¸a˜o de erros.
Cada n´ıvel de codificac¸a˜o corrige um defeito do n´ıvel abaixo e fornece um canal melhorado
ao n´ıvel seguinte: a correcc¸a˜o de erros fornece um canal mais fia´vel, a cifragem torna-o mais
seguro, e a compressa˜o melhora a sua eficieˆncia.
1.1.3 Compressa˜o de Sinais
Nesta subsecc¸a˜o procura-se fazer uma abordagem teo´rica ao problema geral da compressa˜o
de dados e sinais, tendo presente que e´ a´ı que se situam as contribuic¸o˜es desta dissertac¸a˜o. A
partir deste ponto passaremos a confundir frequentemente os termos codificac¸a˜o e compressa˜o,
visto que pomos de lado os outros n´ıveis de codificac¸a˜o ja´ referidos.
Para conseguir compressa˜o de sinais ou dados digitais pode proceder-se segundo duas
direcc¸o˜es distintas: aproveitamento da estrutura estat´ıstica da produc¸a˜o de sinais na fonte
(extracc¸a˜o de redundaˆncia), ou explorac¸a˜o das limitac¸o˜es de sensibilidade do receptor (reduc¸a˜o
de irrelevaˆncia). Vejamos em que consiste cada um destes processos:
Extracc¸a˜o de Redundaˆncia De uma forma geral, a fonte na˜o produz sinais arbitraria-
mente complexos; alguns sinais sa˜o mais prova´veis do que outros. Observando o sinal
de mu´sica gravado num CD, por exemplo, verifica-se que as amostras codificadas rara-
mente atingem a amplitude ma´xima e que muitas vezes e´ poss´ıvel preveˆ-las com alguma
confianc¸a a partir de outras amostras. A distribuic¸a˜o na˜o uniforme de amplitudes e a
previsibilidade das amostras sa˜o exemplos de conteu´do estruturado do sinal que revelam
que o co´digo usado e´ redundante: gasta mais bits do que seria necessa´rio. Isto quer dizer
que e´ poss´ıvel aproveitar a estrutura do sinal para o codificar com menor redundaˆncia,
usando te´cnicas como os co´digos de comprimento varia´vel ou a codificac¸a˜o diferencial,
por exemplo. Se houver um modelo completo e preciso da fonte, pode extrair-se muita
redundaˆncia do sinal e conseguir assim uma boa taxa de compressa˜o.
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Reduc¸a˜o de Irrelevaˆncia Por vezes, o receptor na˜o e´ capaz de distinguir entre um sinal
codificado e o sinal original embora eles sejam efectivamente diferentes. Isso acontece
porque a sensibilidade limitada do receptor torna muito dif´ıcil ou mesmo imposs´ıvel a
percepc¸a˜o das diferenc¸as entre os dois sinais. Se o n´ıvel de distorc¸a˜o introduzido pelo
codificador estiver inutilmente abaixo do limiar de perceptibilidade, enta˜o diz-se que
o sinal codificado conte´m informac¸a˜o irrelevante. E´ poss´ıvel poupar bits, reduzindo a
margem de irrelevaˆncia, sem preju´ızo para o receptor. A filtragem de sinais a´udio eli-
minando componentes acima de 20 kHz pode ser considerada uma operac¸a˜o de reduc¸a˜o
de irrelevaˆncia: o sinal e´ modificado mas a distorc¸a˜o introduzida e´ inaud´ıvel. A quan-
tizac¸a˜o e´ outro exemplo: o erro introduzido e´ irrelevante se o passo de quantizac¸a˜o for
inferior a` mı´nima diferenc¸a de amplitude detecta´vel.
A Figura 1.3, que representa o plano distorc¸a˜o-de´bito de um sistema de compressa˜o, devera´
clarificar estes conceitos. O eixo horizontal representa o de´bito ou ritmo de transmissa˜o,
R, medido em bits por unidade de tempo. O eixo vertical representa D, uma medida de
distorc¸a˜o que traduza significativamente a sensibilidade do receptor. A curva decrescente,
D(R), representa a func¸a˜o distorc¸a˜o-de´bito ideal do sistema [14][80, Appendix D]. O ponto
C0 representa o sinal original (ja´ digital), com ritmo R0 e distorc¸a˜o D0.
2 RA e DP sa˜o
as especificac¸o˜es de projecto do sistema de codificac¸a˜o: RA e´ o de´bito ma´ximo admiss´ıvel
para transmissa˜o pelo canal digital; DP e´ o limiar de perceptibilidade ou distorc¸a˜o ma´xima
admiss´ıvel pelo receptor. Pretende-se um codificador C ′ que satisfac¸a as especificac¸o˜es:
R′ < RA ∧ D
′ < DP .
A regia˜o sombreada representa o conjunto soluc¸a˜o do problema. O ritmo mı´nimo que permite
codificar o sinal sem distorc¸a˜o adicional e´ a chamada entropia da fonte, H = R(D0). O
ritmo mı´nimo que se pode atingir sem superar o limiar de perceptibilidade, HP = R(DP ), e´ a
chamada entropia perceptual. A redundaˆncia do sinal original e´ medida pela diferenc¸a R0−H.
A irrelevaˆncia e´ dada por DP − D0. Extrair redundaˆncia reflecte-se num deslocamento do
ponto C ′ para a esquerda; reduzir irrelevaˆncia corresponde a um deslocamento para cima, em
direcc¸a˜o ao limiar de perceptibilidade.
Num caso extremo, um algoritmo de compressa˜o pode basear-se exclusivamente em ex-
tracc¸a˜o de redundaˆncia. E´ o caso dos co´digos de comprimento varia´vel, como os de Huffman,
Lempel-Ziv, e outros, que permitem a compressa˜o de dados digitais sem qualquer distorc¸a˜o.3
Tambe´m e´ poss´ıvel fazer pura reduc¸a˜o de irrelevaˆncia, o que na˜o resulta em compressa˜o adici-
onal mas pode aumentar a qualidade de codificac¸a˜o. Um exemplo disto e´ o sistema Super Bit
Mapping, referido na Subsecc¸a˜o 2.3.2, que usa realimentac¸a˜o de ru´ıdo para minorar a distorc¸a˜o
aud´ıvel num t´ıpico sistema PCM de 16 bits. Num caso mais geral, o algoritmo de compressa˜o
devera´ combinar processos de extracc¸a˜o de redundaˆncia e de reduc¸a˜o de irrelevaˆncia, o que
permite encontrar o melhor compromisso entre qualidade e taxa de compressa˜o. A com-
binac¸a˜o mais adequada resulta da ponderac¸a˜o dos custos e benef´ıcios de cada processo tendo
em conta as limitac¸o˜es da fonte e do receptor.
O projecto de um sistema de codificac¸a˜o consiste em definir os blocos de codificac¸a˜o e
descodificac¸a˜o de forma a cumprir determinadas especificac¸o˜es e satisfazer condic¸o˜es impostas
pela fonte, pelo canal e pelo receptor. Por isso, e´ fundamental comec¸ar por caracterizar o
2Consideramos D0 > 0 para contemplar a situac¸a˜o em que C0 e´ uma versa˜o digitalizada de um sinal
originalmente analo´gico. Se a distorc¸a˜o for medida em relac¸a˜o ao sinal C0, enta˜o D0 = 0, naturalmente.
3Por isto tambe´m sa˜o chamadas de te´cnicas de codificac¸a˜o sem perdas (lossless coding).
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Figura 1.3: Func¸a˜o distorc¸a˜o-de´bito de um sistema de codificac¸a˜o.
sistema pretendido, identificando com rigor as fronteiras entre os va´rios blocos e os paraˆmetros
essenciais que influenciam o desempenho global do sistema. E´ particularmente importante
caracterizar os sinais a codificar, para avaliar a redundaˆncia que se pode extrair, e determinar
os limites de percepc¸a˜o do receptor, para estabelecer a margem de irrelevaˆncia que se pode
explorar.
Tendo em conta as necessidades da aplicac¸a˜o, o projectista tem que encontrar, para o
sistema, o melhor compromisso entre diversos objectivos conflituosos: (1) baixo ritmo de
transmissa˜o; (2) alta qualidade do sinal recuperado, avaliada por um crite´rio significativo
para o receptor; (3) minimizac¸a˜o do atraso global (muito importante em sistemas de comu-
nicac¸a˜o bidireccional); (4) complexidade baixa, principalmente no descodificador; (5) robustez
e degradac¸a˜o graciosa quando ha´ erros de transmissa˜o. Como em muitos problemas de enge-
nharia, a melhor soluc¸a˜o e´ atingida por um processo iterativo de aproximac¸o˜es sucessivas.
1.2 Organizac¸a˜o da Dissertac¸a˜o
No Cap´ıtulo 2 faz-se uma abordagem ao problema da compressa˜o de sinais a´udio de alta quali-
dade tratado neste trabalho. Introduzem-se as te´cnicas de codificac¸a˜o perceptual e justifica-se
a sua importaˆncia na codificac¸a˜o de a´udio. Descrevem-se as principais tecnologias de codi-
ficac¸a˜o de sinais, juntamente com diversos exemplos de codificadores de a´udio que as aplicam.
E´ dado maior destaque a`s te´cnicas que operam no domı´nio da frequeˆncia, por serem as que
teˆm conseguido melhores resultados em codificac¸a˜o perceptual.
O Cap´ıtulo 3 descreve as transformadas e os bancos de filtros multifrequeˆncia mais usados
em codificadores perceptuais de a´udio. O cap´ıtulo comec¸a por definir alguns conceitos base
da teoria dos sistemas multifrequeˆncia, e apresenta as caracter´ısticas requeridas de um banco
de filtros a aplicar num codificador perceptual de a´udio. A seguir classifica os bancos de
filtros uniformes com maior interesse pra´tico e as estruturas eficientes de decomposic¸a˜o na˜o
uniforme que se podem construir a partir desses.
No Cap´ıtulo 4 revemos alguns aspectos sobre a ana´lise, projecto e implementac¸a˜o de
quantizadores, os elementos responsa´veis pela reduc¸a˜o de irrelevaˆncia.
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No Cap´ıtulo 5 descrevemos algumas te´cnicas de codificac¸a˜o sem perdas, responsa´veis pela
extracc¸a˜o de redundaˆncia.
O Cap´ıtulo 6 e´ dedicado ao estudo do receptor que nos interessa, a audic¸a˜o. Descreve
o essencial da anatomia e fisiologia do ouvido, resume os resultados da Psicoacu´stica com
maior relevaˆncia para a codificac¸a˜o de a´udio e apresenta modelos matema´ticos da percepc¸a˜o
auditiva humana.
No Cap´ıtulo 7 apresentamos uma estrutura de codificac¸a˜o perceptual de a´udio que aplica
uma estrate´gia de quantizac¸a˜o retroadaptativa. Analisamos uma implementac¸a˜o e as opc¸o˜es
tomadas no seu projecto. Como se trata de uma abordagem pouco usual, discutimos as
vantagens da retroadaptac¸a˜o e avaliamos a sua viabilidade em codificadores perceptuais.
As concluso˜es desta dissertac¸a˜o, bem como poss´ıveis direcc¸o˜es de trabalho futuro, sera˜o
apresentadas no Cap´ıtulo 8.
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Cap´ıtulo 2
Tecnologias para Codificac¸a˜o
Digital de A´udio
Neste cap´ıtulo procuramos descrever e caracterizar os processos de codificac¸a˜o mais relevantes
no contexto da codificac¸a˜o de sinais a´udio de alta qualidade. Deste estudo resultara´ a esco-
lha das te´cnicas consideradas mais apropriadas, o que constitui uma importante decisa˜o de
projecto do codificador descrito no Cap´ıtulo 7. A Secc¸a˜o 2.1 aborda o problema espec´ıfico da
compressa˜o de sinais a´udio e a´ı surge a motivac¸a˜o para as te´cnicas de codificac¸a˜o perceptual.
As secc¸o˜es restantes descrevem va´rias tecnologias de codificac¸a˜o aplica´veis aos sinais a´udio, e
apresentam exemplos encontrados na literatura.
2.1 Compressa˜o de Sinais A´udio
2.1.1 Especificac¸a˜o do Problema
O problema tratado neste trabalho e´ o desenvolvimento de sistemas de compressa˜o de sinais
a´udio para baixos de´bitos sem perda significativa de qualidade (quando avaliada por um
ouvinte humano). A fonte que nos interessa considerar e´ uma qualquer fonte de sinal a´udio
monofo´nico em formato PCM de alta qualidade, por exemplo um sinal de um CD, amostrado
ao ritmo de 44100 amostras por segundo e quantizado uniformemente com resoluc¸a˜o de 16 bits.
Desta forma, estamos a incluir na fonte as operac¸o˜es de discretizac¸a˜o no tempo (amostragem)
e discretizac¸a˜o na amplitude (quantizac¸a˜o), necessa´rias para converter um sinal analo´gico
numa representac¸a˜o digital. Consideraremos que as condic¸o˜es do teorema da amostragem sa˜o
respeitadas e que o sinal quantizado com 16 bits e´ indistingu´ıvel do original, pelo que daqui
em diante so´ nos debruc¸aremos sobre operac¸o˜es executadas no domı´nio digital.
O receptor e´ o sistema auditivo humano. Podemos ainda incluir no receptor o sistema de
reproduc¸a˜o de a´udio que compreende a conversa˜o D/A, a amplificac¸a˜o, a transduc¸a˜o electro-
acu´stica (por auscultadores ou altifalantes) e a propagac¸a˜o da onda acu´stica ate´ ao ouvido.
Consideraremos que todos estes processos sa˜o lineares e teˆm uma resposta plana na gama de
frequeˆncias aud´ıveis1 e que podem portanto ser caracterizados por um u´nico paraˆmetro: o
1Estas condic¸o˜es dificilmente sa˜o respeitadas quando se usam altifalantes e a propagac¸a˜o acu´stica se faz
numa sala reverberante. Mesmo com auscultadores surgem dificuldades devido a ressonaˆncias do canal auditivo,
como foi observado em [146]. Apesar disso, em trabalhos de codificac¸a˜o de a´udio, e´ comum partir-se destes
pressupostos.
7
ganho acu´stico do sistema de reproduc¸a˜o.2 Uma vez que o ganho do amplificador pode ser
regulado pelo ouvinte, tera´ que se considerar uma situac¸a˜o extrema para o ganho acu´stico
global.
Para o estudo que nos interessa fazer na˜o e´ necessa´rio especificar o canal com grande
pormenor. Consideraremos simplesmente que o canal e´ um meio digital de transmissa˜o ou
armazenamento com capacidade bastante inferior ao de´bito da fonte, virtualmente livre de
erros,3 que sera´ simulado por um arquivo no disco de um computador.
O codificador tem a func¸a˜o de reduzir suficientemente o ritmo bina´rio do sinal para trans-
missa˜o atrave´s do canal. A partir desta representac¸a˜o comprimida, o descodificador deve
recuperar um sinal ta˜o aproximado quanto poss´ıvel do original, em termos perceptuais. Si-
multaneamente, o atraso global introduzido pelo sistema e a sua complexidade devem ser
mantidos dentro dos limites aceita´veis para a aplicac¸a˜o em vista. A robustez na˜o sera´ uma
preocupac¸a˜o uma vez que se assume a transpareˆncia do canal.
2.1.2 Motivac¸a˜o para as Te´cnicas de Codificac¸a˜o Perceptual
As te´cnicas tradicionais de codificac¸a˜o de sinal baseiam-se num bom conhecimento das carac-
ter´ısticas de gerac¸a˜o dos sinais para explorarem ao ma´ximo a redundaˆncia da fonte,4 fazendo
uso quer de modelos expl´ıcitos da fonte, quer de modelos do comportamento estat´ıstico dos
sinais. A compressa˜o de sinais de voz de banda estreita e´ um problema muito estudado, onde
as te´cnicas tradicionais de codificac¸a˜o teˆm sido aplicadas com bastante sucesso. E´ natural
portanto, que as primeiras propostas para compressa˜o de a´udio de qualidade se inspirassem
em algoritmos semelhantes. Contudo, uma comparac¸a˜o dos problemas de codificac¸a˜o de a´udio
de banda larga e de banda estreita, observando diversas grandezas estat´ısticas de sinais reais,
em particular a medida de planura espectral, permite concluir que as te´cnicas de codificac¸a˜o
de fonte usadas para voz na˜o resultam em grande compressa˜o quando aplicadas a sinais a´udio
de banda larga [84].5
Ha´ va´rias razo˜es para esta disparidade entre sistemas de codificac¸a˜o de a´udio e de voz.
Por um lado, existem diferenc¸as substanciais entre as fontes de a´udio e de voz: os sinais de
a´udio envolvem frequeˆncias de amostragem muito superiores, melhor resoluc¸a˜o em amplitude,
maior gama dinaˆmica, e sobretudo, uma enorme diversidade de sinais com grandes variac¸o˜es
de conteu´do espectral e temporal. Estas caracter´ısticas dificultam o desenvolvimento de um
modelo geral para os sinais a´udio, o que limita os ganhos que se podem obter por extracc¸a˜o de
redundaˆncia. Por outro lado, ha´ tambe´m diferenc¸as no receptor : os mecanismos de percepc¸a˜o
de voz e de mu´sica diferem, e as expectativas de qualidade por parte dos ouvintes de a´udio sa˜o
muito superiores. Ale´m disso, actualmente esta´ perfeitamente demonstrado que as medidas
de distorc¸a˜o tipicamente usadas para avaliar e optimizar os codificadores de sinal tradicionais,
como a relac¸a˜o sinal-ru´ıdo ou o erro me´dio quadra´tico, na˜o reflectem adequadamente a quali-
2O ganho acu´stico pode especificar-se atrave´s da raza˜o entre a pressa˜o sonora de um som e a amplitude do
sinal digital que o representa.
3Esta suposic¸a˜o e´ muito conveniente numa primeira abordagem ao projecto de um sistema de compressa˜o
e, de qualquer forma, a sua inadequac¸a˜o pode ser minorada pelo recurso a`s te´cnicas de detecc¸a˜o e correcc¸a˜o
de erros.
4Por esta raza˜o, tambe´m sa˜o chamadas de te´cnicas de codificac¸a˜o de fonte.
5A medida de planura espectral ou spectral flatness measure e´ uma medida da previsibilidade linear do
sinal e estabelece um limite teo´rico ao ganho de codificac¸a˜o que pode ser atingido usando codificadores por
transformada ou predic¸a˜o linear [80, Section 2.3.7]. (O ganho de codificac¸a˜o e´ definido como o aumento de
SNR que um dado co´digo proporciona em relac¸a˜o ao PCM com o mesmo de´bito.)
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dade percebida pelo ouvido humano. Um exemplo disto e´ o caso de um sinal referido em [84]
que pode ser codificado de forma perceptualmente transparente com uma relac¸a˜o sinal-ru´ıdo
de apenas 13 dB quando o ru´ıdo e´ inserido de acordo com princ´ıpios da Psicoacu´stica, mas
que na˜o e´ transparente na presenc¸a de ru´ıdo branco mesmo com uma margem de 60 dB.
A dificuldade de modelac¸a˜o dos sinais a´udio, e a constatac¸a˜o da inadequac¸a˜o das te´cnicas
tradicionais baseadas em codificac¸a˜o de fonte, levaram a` procura de algoritmos alternativos
que permitissem explorar melhor as limitac¸o˜es do receptor—o ouvido humano. Procura-se as-
sim ganhar com reduc¸a˜o de irrelevaˆncia o que na˜o se consegue com extracc¸a˜o de redundaˆncia.
E´ neste princ´ıpio que se baseiam as modernas te´cnicas de codificac¸a˜o perceptual, que se servem
do conhecimento dos limites de sensibilidade do receptor para modelar a distorc¸a˜o introduzida
de forma a minimizar a sua perceptibilidade.
2.2 Codificac¸a˜o Perceptual no Domı´nio da Frequeˆncia
O mascaramento de ru´ıdo por um som mais forte (ver Cap´ıtulo 6) parece ser o feno´meno
psicoacu´stico mais relevante no contexto da codificac¸a˜o de a´udio, e tem sido o mais explorado
nos actuais codificadores perceptuais. Uma vez que esta e outras propriedades auditivas
importantes sa˜o geralmente descritas no domı´nio da frequeˆncia, parece natural controlar a
introduc¸a˜o de ru´ıdo de quantizac¸a˜o tambe´m neste domı´nio. Talvez por esta raza˜o, a maioria
dos codificadores perceptuais existentes enquadra-se na categoria de codificac¸a˜o por sub-
bandas ou por transformada. Estes codificadores no domı´nio da frequeˆncia teˆm a estrutura
gene´rica representada na Figura 2.1, que descrevemos a seguir:
• O bloco de ana´lise ou decomposic¸a˜o consiste num banco de filtros que decompo˜e o
sinal de entrada num conjunto de canais associados a diferentes bandas de frequeˆncia.
Cada filtro e´ seguido por um decimador para reduzir o nu´mero de amostras a quantizar.
Em vez de bancos de filtros multifrequeˆncia, e´ equivalente usar transformadas lineares,
aplicadas bloco-a-bloco sobre vectores de amostras acumuladas em buffers.
• Os coeficientes do banco de decomposic¸a˜o ou de uma ana´lise espectral separada sa˜o
usados para estimar o limiar de mascaramento usando um modelo psicoacu´stico. Desta
informac¸a˜o e´ derivada uma repartic¸a˜o de bits ou de ru´ıdo pelas va´rias bandas que
minimize a distorc¸a˜o aud´ıvel e o de´bito do sistema. O modelo e´ usado expl´ıcita ou
implicitamente e pode ser mais ou menos completo.
• As amostras de cada sub-banda sa˜o quantizadas e codificadas com maior ou menor re-
soluc¸a˜o de acordo com as indicac¸o˜es do limiar de mascaramento calculado e as restric¸o˜es
ao de´bito do sistema.
• Os dados codificados sa˜o multiplexados com informac¸a˜o secunda´ria necessa´ria para a
descodificac¸a˜o e produzem uma sequeˆncia bina´ria para transmissa˜o ou armazenamento.
Neste passo pode tambe´m adicionar-se protecc¸a˜o contra erros, sequeˆncias para sincro-
nizac¸a˜o e informac¸o˜es diversas.
No descodificador, a informac¸a˜o e´ desmultiplexada e as amostras de cada banda sa˜o re-
cuperadas e introduzidas no banco de s´ıntese ou reconstruc¸a˜o que faz uma interpolac¸a˜o das
sub-bandas e as recombina num u´nico sinal.
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Figura 2.1: Diagrama de blocos gene´rico de um codificador perceptual a trabalhar no domı´nio
da frequeˆncia.
2.2.1 Bancos de Filtros usados em Codificadores Perceptuais
A escolha do banco de filtros ou da transformada a usar e´ uma das deciso˜es mais importantes
no projecto deste tipo de codificadores devido a` grande influeˆncia que vai ter no desempe-
nho global do sistema de codificac¸a˜o. Esta decisa˜o deve ser fundamentada na avaliac¸a˜o de
diversas caracter´ısticas dos bancos de filtros: invertibilidade (se permite reconstruc¸a˜o per-
feita ou na˜o), factor de subamostragem (cr´ıtica ou subcr´ıtica), resoluc¸a˜o temporal, resoluc¸a˜o
espectral, selectividade na frequeˆncia, atraso global, e complexidade computacional.
Como se vera´ nos exemplos apresentados adiante, tem sido ensaiado um grande nu´mero
de bancos de filtros alternativos, abrangendo: bancos uniformes como as transformadas em
blocos, transformadas com sobreposic¸a˜o, filtros pseudo-QMF; e bancos na˜o-uniformes com
estruturas em a´rvore de filtros QMF ou CQF, transformadas hiera´rquicas e sistemas h´ıbridos.
Deixa-se para o Cap´ıtulo 3 um estudo mais aprofundado das propriedades dos bancos de
filtros multifrequeˆncia e das transformadas mais importantes para a compressa˜o perceptual
de a´udio.
2.2.2 Atribuic¸a˜o de Bits ou Ru´ıdo
A atribuic¸a˜o de bits ou ru´ıdo pelos quantizadores das va´rias bandas determina a qualidade
e o de´bito do sistema de codificac¸a˜o. Um codificador perceptual faz esta atribuic¸a˜o guiando-
se pelo limiar de mascaramento do sinal de forma a maximizar a qualidade percept´ıvel. O
ca´lculo do limiar de mascaramento baseia-se numa estimac¸a˜o espectral que pode ser dada
pelo pro´prio banco de decomposic¸a˜o do codificador ou, se este na˜o tiver as caracter´ısticas
apropriadas, por uma ana´lise espectral alternativa.
A seguir descrevem-se va´rias te´cnicas de estimac¸a˜o do limiar e atribuic¸a˜o de bits presentes
em diversos algoritmos de codificac¸a˜o perceptual.
Atribuic¸a˜o Esta´tica de Bits
Conhecendo a largura de cada banda do banco de ana´lise e o ı´ndice de mascaramento em
cada frequeˆncia, e´ poss´ıvel calcular a relac¸a˜o sinal-ru´ıdo mı´nima necessa´ria em cada banda
cr´ıtica e estimar o nu´mero de bits a atribuir a cada quantizador para garantir esses valores
de SNR. A distribuic¸a˜o fixa que resulta destas considerac¸o˜es coloca a maior parte dos bits
nas baixas frequeˆncias onde as bandas cr´ıticas sa˜o mais estreitas.
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Este esquema simples tem diversas desvantagens. Se se considerar a curva de mascara-
mento mais conservadora, medida para a situac¸a˜o de tons a mascarar ru´ıdo, torna-se ne-
cessa´rio um de´bito muito elevado quando comparado com outras te´cnicas de atribuic¸a˜o de
bits. Por outro lado, se for considerado apenas o ı´ndice de ru´ıdo a mascarar tons—menos
exigente—enta˜o o codificador apresentara´ distorc¸a˜o aud´ıvel para sinais tonais.
Atribuic¸a˜o de Bits Derivada da Envolvente Espectral do Sinal
Nesta te´cnica, parte dos bits sa˜o atribu´ıdos estaticamente como no caso anterior, de modo a
garantir o crite´rio de mascaramento por ru´ıdo. Os bits que restam sa˜o repartidos de forma
dinaˆmica como no codificador por transformada adaptativo (ATC) de Zelinski e Noll [164]:
proporcionalmente ao logaritmo do espectro de poteˆncia do sinal. Sinais tonais, com picos es-
pectrais salientes, sa˜o codificados com maior precisa˜o reduzindo ou eliminando a audibilidade
do ru´ıdo de quantizac¸a˜o.
Modelac¸a˜o de Ru´ıdo segundo um Modelo Psicoacu´stico
Os me´todos anteriores usam resultados simples da Psicoacu´stica implicitamente para que a
distorc¸a˜o realmente introduzida tenha um espectro que aproxime o limiar de mascaramento.
No entanto, essa aproximac¸a˜o e´ algo grosseira o que penaliza a eficieˆncia do codificador. E´
poss´ıvel conseguir uma aproximac¸a˜o melhor aplicando explicitamente um modelo das carac-
ter´ısticas psicoacu´sticas do ouvido. A partir da sa´ıda do banco de ana´lise ou de um estimador
espectral paralelo, mais preciso, o modelo estima o limiar de mascaramento real em cada bloco
usando regras que quantificam os feno´menos de mascaramento intra- e inter-bandas cr´ıticas,
mascaramento de tons por ru´ıdo e de ru´ıdo por tons, limiar absoluto e eventualmente outros
feno´menos como os de mascaramento temporal.
O limiar calculado serve enta˜o como modelo do perfil de ru´ıdo a introduzir. Os passos
de quantizac¸a˜o sa˜o determinados usando uma estimativa da poteˆncia do erro injectado por
cada quantizador (tipo N = ∆2/12 para quantizadores uniformes). Na˜o ha´, portanto, uma
atribuic¸a˜o de bits expl´ıcita e a` partida na˜o se sabe quantos bits sera˜o usados. Por isso pode
ser necessa´rio iterar este processo dentro de um ciclo de controlo de de´bito.
Aplicac¸a˜o Directa do Limiar de Mascaramento
Neste me´todo o limiar de mascaramento e´ calculado explicitamente de forma semelhante a`
te´cnica anterior mas na˜o e´ usado para estimar os passos de quantizac¸a˜o. O limiar e´ usado
directamente num sistema de ana´lise por s´ıntese para comparac¸a˜o com o ru´ıdo realmente
introduzido. O ru´ıdo e´ avaliado pela diferenc¸a, no domı´nio da frequeˆncia, entre o sinal original
e o quantizado.
2.2.3 Quantizac¸a˜o e Codificac¸a˜o
Em princ´ıpio, qualquer me´todo de codificac¸a˜o temporal incluindo PCM e DPCM pode ser
usado para quantizar e codificar as amostras de cada uma das bandas do banco de filtros. O
quantizador pode ser uniforme, logar´ıtmico ou optimizado para a distribuic¸a˜o de amplitudes
do sinal (quantizador de Max [105]); o factor de escala ou passo de quantizac¸a˜o pode ser
adaptado dinamicamente a partir das amostras originais (proadaptac¸a˜o) ou das amostras
quantizadas anteriormente (retroadaptac¸a˜o). A codificac¸a˜o pode usar uma representac¸a˜o
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em co´digo bina´rio natural, v´ırgula flutuante em blocos ou co´digos de comprimento varia´vel.
Dos va´rios me´todos poss´ıveis descrevemos a seguir alguns dos mais comuns em codificadores
perceptuais.
Quantizac¸a˜o Adaptativa a partir de Estimativa do Espectro de Poteˆncia
O passo de quantizac¸a˜o e´ adaptado com base em estimativas da poteˆncia em cada linha do
espectro. Estas estimativas sa˜o calculadas tanto no codificador como no descodificador por
interpolac¸a˜o linear entre valores quantizados logaritmicamente da variaˆncia em cada banda.
Este esquema foi proposto no ATC referido anteriormente.
V´ırgula Flutuante em Blocos
Num sistema de block floating point (BFP), tambe´m chamado de block companding, os
dados a transmitir sa˜o primeiro agrupados em blocos de amostras consecutivas da mesma
banda ou de amostras de bandas adjacentes. A amplitude ma´xima dentro de um bloco e´
quantizada logaritmicamente e transmitida ao receptor. Este valor e´ usado como factor de
escala para normalizar as amostras do bloco que passam depois por um quantizador uniforme.
Estes valores normalizados podem ser interpretados como mantissas de uma representac¸a˜o
em v´ırgula flutuante com um u´nico expoente para todo o bloco, o que justifica a designac¸a˜o
desta te´cnica.
Com este esquema elimina-se a possibilidade de saturac¸a˜o dos quantizadores que e´ o
principal problema do me´todo anterior. Outra vantagem deste sistema e´ que permite uma
protecc¸a˜o contra erros selectiva, mais eficiente: se os factores de escala forem devidamente
protegidos, qualquer erro que ocorra num bloco fica limitado em amplitude pelo respectivo
factor de escala e a sua audibilidade sera´ muito reduzida.
Co´digos de Comprimento Varia´vel e Ciclos de Controlo de De´bito
O co´digo bina´rio natural, com um nu´mero de bits fixo para cada amostra, na˜o explora eficien-
temente a distribuic¸a˜o de amplitude na˜o uniforme das sequeˆncias em cada sub-banda. Para
reduzir esta redundaˆncia intr´ınseca e ganhar alguma compressa˜o adicional, alguns codificado-
res usam co´digos de comprimento varia´vel nomeadamente: co´digos de Huffman, aritme´ticos e
run-length codes.6 Estes co´digos traduzem um conjunto de s´ımbolos (amostras) num nu´mero
varia´vel de bits. Por isso, para aplicac¸o˜es de de´bito constante e´ necessa´rio que o codificador
tenha um mecanismo de controlo de de´bito. O codificador comec¸a por quantizar as compo-
nentes espectrais usando uma estimativa inicial dos passos de quantizac¸a˜o derivada do modelo
psicoacu´stico. Conta-se o nu´mero de bits necessa´rios para codificar o bloco e se diferir do
nu´mero de bits dispon´ıveis, os passos de quantizac¸a˜o sa˜o ajustados e o ciclo e´ repetido. Even-
tualmente o nu´mero de bits atinge um valor aceita´vel e os dados sa˜o finalmente transmitidos.
Ana´lise-por-S´ıntese com Ciclo de Controlo de Distorc¸a˜o
Em vez de distribuir o ru´ıdo de quantizac¸a˜o estimado por uma regra gene´rica, um sistema de
ana´lise-por-s´ıntese mede o ru´ıdo realmente injectado e modela-o iterativamente. Este me´todo
tem a vantagem o´bvia de controlar directamente a distorc¸a˜o introduzida mas implica um
6Outros co´digos, como os de Lempel-Ziv, poderiam ser usados mas na literatura consultada na˜o foi encon-
trada qualquer refereˆncia nesse sentido.
12
maior esforc¸o computacional. Comec¸a-se por quantizar os coeficientes espectrais de cada
bloco do sinal usando um ciclo de controlo de de´bito. De seguida, o ru´ıdo de quantizac¸a˜o
real e´ determinado pela diferenc¸a entre os coeficientes espectrais quantizados e os originais e
e´ comparado com o limiar de mascaramento estimado. Se o ru´ıdo medido exceder o limiar em
alguma regia˜o do espectro, reduzem-se os passos de quantizac¸a˜o correspondentes e repete-se o
ciclo interno de quantizac¸a˜o e ajuste do de´bito. Este processo e´ iterado de forma a minimizar
a audibilidade do ru´ıdo introduzido. Quando se melhora a quantizac¸a˜o em algumas bandas,
as restantes teˆm tendeˆncia a piorar (para manter o mesmo de´bito) e por isso na˜o e´ garantido
que haja convergeˆncia para uma soluc¸a˜o aceita´vel. Por outro lado, em cada iterac¸a˜o do
ciclo externo de controlo de distorc¸a˜o ha´ uma representac¸a˜o va´lida do sinal que satisfaz as
limitac¸o˜es de de´bito e que pode ser transmitida se o tempo de processamento for esgotado.
2.2.4 Exemplos
Ao longo dos u´ltimos anos foi proposto um grande nu´mero de algoritmos para codificac¸a˜o
de sinais a´udio de alta qualidade. A maioria desses sistemas segue o esquema gene´rico de
codificac¸a˜o perceptual no domı´nio da frequeˆncia. Nesta secc¸a˜o apresentamos alguns dos
elementos mais representativos desta classe de codificadores.
Multiple Adaptive Spectral Audio Coding (MSC)
Este foi talvez o primeiro codificador por transformada a usar explicitamente resultados da
Psicoacu´stica (ver [135]). A decomposic¸a˜o espectral e´ feita por uma FFT de 1024 pontos,
com sobreposic¸a˜o de 1/16 e uma janela sinusoidal nos segmentos sobrepostos. A sobreposic¸a˜o
destina-se a reduzir os artefactos nas transic¸o˜es dos blocos mas implica decimac¸a˜o subcr´ıtica.
Os coeficientes da FFT sa˜o convertidos para uma representac¸a˜o polar, em amplitude e fase.
O espectro e´ dividido em 26 grupos correspondendo a`s bandas cr´ıticas do sistema auditivo e,
em cada grupo, calcula-se a gama dinaˆmica e a energia do sinal. A forma global do espectro
e´ determinada e codificada como informac¸a˜o secunda´ria. Em cada grupo e´ calculado o limiar
de mascaramento e anulam-se quaisquer valores de amplitude que lhe estejam abaixo.
A quantizac¸a˜o e´ dividida em dois esta´gios. Primeiro faz-se uma quantizac¸a˜o grosseira
(ate´ 2 bits) de cada valor de amplitude e fase de acordo com a gama dinaˆmica de cada
grupo. Quando a amplitude e´ zero, a fase na˜o e´ transmitida, o que permite poupar alguns
bits. No segundo esta´gio, os bits que restam sa˜o distribu´ıdos pelas linhas do espectro com
maior relevaˆncia psicoacu´stica que sofrem enta˜o uma quantizac¸a˜o fina. A atribuic¸a˜o de bits
e´ baseada na sa´ıda do primeiro esta´gio de quantizac¸a˜o, pelo que o receptor a pode reproduzir
sem necessidade de mais informac¸a˜o secunda´ria.
Testes realizados com sinais de CD codificados a 128 kbit/s por canal (2.9 bits por amostra)
revelaram, segundo os seus autores, uma qualidade subjectiva “excelente”, na˜o se distinguindo
o sinal processado do original excepto em alguns trechos mais cr´ıticos.
Low-Complexity Adaptive Transform Coding (LC-ATC)
Esta te´cnica, proposta em [20], resultou da adaptac¸a˜o a`s caracter´ısticas da audic¸a˜o do ATC
cla´ssico de Zelinski e Noll. Conseguiu-se simultaneamente uma reduc¸a˜o de complexidade. A
filtragem baseia-se numa MDCT de 512 pontos. Esta transformada e´ invert´ıvel como a FFT
mas tem a vantagem de reduzir muito os artefactos nas transic¸o˜es entre blocos mantendo, ao
mesmo tempo, a condic¸a˜o de decimac¸a˜o ma´xima. As componentes espectrais sa˜o agrupadas
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em 46 bandas com largura subcr´ıtica. Os ma´ximos em cada banda sa˜o quantizados logaritmi-
camente e transmitidos ao receptor. Tanto o emissor como o receptor estimam a envolvente
do espectro de poteˆncia atrave´s de uma simples interpolac¸a˜o desses valores. Uma atribuic¸a˜o
de bits fixa, derivada de curvas de SMR para ru´ıdo de banda estreita, garante uma quali-
dade mı´nima, enquanto bits adicionais sa˜o distribu´ıdos proporcionalmente ao logaritmo do
espectro de poteˆncia, melhorando a qualidade de reproduc¸a˜o de sinais tonais. Finalmente, os
coeficientes espectrais sa˜o quantizados usando a te´cnica de v´ırgula flutuante em blocos. Como
os ma´ximos sa˜o calculados a partir da envolvente espectral, na˜o e´ necessa´ria mais informac¸a˜o
secunda´ria.
Optimum Coding in the Frequency Domain (OCF)
Este codificador, apresentado em [19], foi precursor de va´rias te´cnicas importantes em codi-
ficac¸a˜o perceptual de a´udio. Baseia-se numa transformada discreta de cossenos de 512 pontos
para obter uma representac¸a˜o espectral do sinal. (Uma versa˜o posterior passou a usar uma
MDCT com janela sinusoidal.) A quantizac¸a˜o e codificac¸a˜o de cada bloco e´ feita repetida-
mente no interior de dois ciclos, a` procura da melhor codificac¸a˜o poss´ıvel. O ciclo interior,
de controlo do de´bito, tem semelhanc¸as com o do codificador PXFM, descrito a seguir. Os
coeficientes de cada bloco atravessam um quantizador na˜o uniforme e sa˜o codificados com um
co´digo de Huffman. O nu´mero de bits usados e´ contado e se exceder a quantidade dispon´ıvel,
o passo de quantizac¸a˜o e´ aumentado. Um passo maior conduz a um menor nu´mero de n´ıveis
de quantizac¸a˜o que sa˜o codificados com menos bits. Este ciclo e´ iterado ate´ que o dispeˆndio
de bits seja suficientemente baixo. O ciclo exterior tem o objectivo de “levar” o erro de
quantizac¸a˜o abaixo do limiar de mascaramento em cada banda cr´ıtica. O ru´ıdo realmente
introduzido e´ obtido pela diferenc¸a no domı´nio da frequeˆncia entre o bloco original e o quan-
tizado. Se o ru´ıdo medido numa banda superar o limiar calculado, o passo de quantizac¸a˜o
para os coeficientes espectrais dessa banda e´ reduzido e repete-se a quantizac¸a˜o e codificac¸a˜o
novamente.
Para reconstruir os valores espectrais, o receptor so´ precisa de receber os co´digos de
Huffman e os passos de quantizac¸a˜o. Este facto apresenta duas grandes vantagens para a
importante classe de aplicac¸o˜es de difusa˜o (onde ha´ um u´nico codificador para muitos recep-
tores). Primeiro, o receptor e´ extremamente simples: um descodificador, a desquantizac¸a˜o
e a transformada inversa, tudo em cascata. Segundo, ha´ uma grande liberdade de imple-
mentac¸a˜o do codificador: os pormenores do ciclo de controlo de distorc¸a˜o, particularmente o
ca´lculo do limiar de mascaramento, podem ser alterados sem que isso acarrete a modificac¸a˜o
dos receptores.
Perceptual Transform Coding (PXFM)
A codificac¸a˜o PXFM [83] usa a transformada de Fourier com sobreposic¸a˜o de 1/16 tal como
o MSC. A u´nica diferenc¸a reside na dimensa˜o dos blocos: 2048 amostras no PXFM contra
1024 no MSC. O limiar de mascaramento e´ calculado explicitamente a partir dos mesmos
coeficientes espectrais que sera˜o quantizados e transmitidos. O modelo psicoacu´stico usado e´
bastante completo e envolve va´rios passos:
1. Ana´lise do sinal em 26 bandas cr´ıticas, a partir do espectro de poteˆncia.
2. Aplicac¸a˜o da func¸a˜o de espraiamento ao espectro em bandas cr´ıticas.
14
3. Ca´lculo do limiar de mascaramento tomando em considerac¸a˜o a assimetria entre mas-
caramento de tons e ru´ıdo. (A tonalidade e´ avaliada a partir da medida de planura
espectral do bloco.)
4. Ajuste ao limiar absoluto de audic¸a˜o.
Os 1024 coeficientes complexos sa˜o em seguida repartidos em 128 conjuntos de oito para pos-
terior quantizac¸a˜o. Em cada conjunto e´ determinada a amplitude ma´xima o que, juntamente
com o limiar de mascaramento apropriado, permite calcular o nu´mero de n´ıveis de quan-
tizac¸a˜o a usar nesse conjunto. Os coeficientes sa˜o quantizados uniformemente e codificados
ou com um co´digo de Huffman ou com um te´cnica simples de empacotamento de bits baseada
em aritme´tica de base varia´vel. O nu´mero de bits necessa´rios para codificar todo o bloco e´
enta˜o determinado, e caso seja diferente do pretendido procede-se a um ajuste do limiar de
mascaramento e repete-se o processo de ca´lculo do nu´mero de n´ıveis dos quantizadores e do
consequente nu´mero de bits. Em cada iterac¸a˜o, o limiar e´ modificado por multiplicac¸a˜o com
um estimador que depende do desvio de de´bito em relac¸a˜o ao desejado bem como do passado
do sinal codificado. Quando o nu´mero de bits atinge os limites estabelecidos, os dados sa˜o
finalmente transmitidos juntamente com a informac¸a˜o secunda´ria composta pelos 128 picos
espectrais e pelos valores finais do limiar de mascaramento. Tanto os picos como o limiar sa˜o
quantizados logaritmicamente em 256 n´ıveis. Esta informac¸a˜o e´ necessa´ria para que o recep-
tor possa determinar o nu´mero de n´ıveis de cada quantizador e assim consiga “desempacotar”
os coeficientes codificados.
O codificador foi testado a 4 bits por amostra com sinais amostrados a 32 kHz revelando
qualidade perfeitamente “transparente”. Testes posteriores sugeriam que 3 bits por amostra
seriam suficientes para conseguir a mesma qualidade subjectiva.
Hybrid Coder
Em [22], Brandenburg e Johnston propuseram um codificador com uma resoluc¸a˜o tempo-
frequeˆncia melhorada e uma melhor adaptac¸a˜o a`s caracter´ısticas de filtragem do ouvido. O
objectivo era conseguir uma boa resoluc¸a˜o espectral para uma estimac¸a˜o precisa do limiar de
mascaramento e, simultaneamente, uma boa resoluc¸a˜o temporal que evitasse o aparecimento
de pre´-ecos7, ta˜o caracter´ısticos dos codificadores por transformada com muitas bandas. A
soluc¸a˜o que sugeriram consistia numa decomposic¸a˜o na˜o uniforme do plano tempo-frequeˆncia
usando uma estrutura h´ıbrida de bancos de filtros QMF e transformadas MDCT. Uma
a´rvore de 3 filtros QMF divide o sinal em 4 bandas com larguras entre 3 e 12 kHz (para
uma frequeˆncia de amostragem de 48 kHz). A banda mais baixa (0–3 kHz) e´ subdividida
por uma MDCT em 128 linhas. As restantes bandas, de 3, 6 e 12 kHz, sa˜o transformadas
por MDCTs de 64 linhas. Disto resultam 320 linhas espectrais com resoluc¸a˜o na frequeˆncia
(tempo) que varia desde 23.4 Hz (21.3 ms) nas baixas frequeˆncias ate´ 187.2 Hz (2.7 ms) nas
altas. Esta filtragem tem decimac¸a˜o ma´xima e permite reconstruc¸a˜o quase perfeita devido ao
uso de QMFs de ordem 80.
7Os pre´-ecos sa˜o artefactos de codificac¸a˜o que podem surgir em codificadores a trabalhar no domı´nio da
frequeˆncia, devido a` distribuic¸a˜o do ru´ıdo de quantizac¸a˜o por toda a durac¸a˜o dos blocos de processamento.
Quando ocorre uma transic¸a˜o brusca perto do final de um bloco, o modelo psicoacu´stico pode sobreavaliar o
limiar de mascaramento, e o codificador injecta ru´ıdo de quantizac¸a˜o que se pode revelar aud´ıvel no in´ıcio do
bloco [38].
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O limiar de mascaramento e´ estimado com base na estrutura do sinal de sa´ıda do banco
de filtros. O ca´lculo e´ feito em “fatias” de tempo alinhadas com as amostras das bandas de
frequeˆncia mais alta. Como nas altas frequeˆncias ha´ 8 amostras por cada amostra nas baixas
frequeˆncias, a energia do sinal na banda de frequeˆncias mais baixas e´ distribu´ıda igualmente
por 8 fatias de tempo e nas bandas interme´dias e´ distribu´ıda de acordo com o ritmo de
transformac¸a˜o respectivo. O modelo psicoacu´stico e´ semelhante ao usado no codificador
PXFM mas inclui uma medida de tonalidade local relacionada com a previsibilidade de cada
coeficiente espectral. Os valores do limiar para as linhas que ocupam mais que uma fatia
de tempo sa˜o enta˜o somadas para produzirem uma estimativa com a resoluc¸a˜o temporal
adequada a cada banda. Para a quantizac¸a˜o e codificac¸a˜o e´ usado o mesmo esquema de
ana´lise-por-s´ıntese do OCF.
A ideia de basear a codificac¸a˜o numa decomposic¸a˜o na˜o uniforme tem sido aplicada noutros
codificadores. Em [144], Spille e Schro¨der estudam o projecto de um banco de filtros na˜o
uniforme para codificac¸a˜o de a´udio de alta qualidade. Deste trabalho resulta uma estrutura
em a´rvore de filtros CQF que decompo˜e o sinal em 15 bandas de larguras um pouco superiores
a`s bandas cr´ıticas. Outro exemplo, apresentado em [159], e´ uma adaptac¸a˜o do PXFM que em
vez da FFT utiliza uma transformada hiera´rquica composta por dois esta´gios de transformadas
ELT. Esta transformac¸a˜o produz 181 linhas espectrais com um custo muito baixo: cerca de
20 operac¸o˜es por amostra. Uma te´cnica de codificac¸a˜o h´ıbrida com aplicac¸a˜o comercial e´ o
ATRAC usado no sistema MiniDisc da Sony [156]. Dois filtros QMF dividem o sinal em treˆs
bandas: 0–5.5 kHz, 5.5–11 kHz e 11–22 kHz. Cada uma destas bandas e´ subdividida por
uma MDCT com um comprimento de bloco que varia dinamicamente. A janela longa (de
11.6 ms) e´ usada a maior parte do tempo, mas quando e´ detectado um “ataque” no sinal, o
codificador comuta para a janela curta (1.45 ms na banda alta e 2.9 ms nas bandas baixas). O
objectivo e´ evitar os pre´-ecos que poderiam surgir pelo espalhamento do ru´ıdo de quantizac¸a˜o
ao longo da janela longa. A quantizac¸a˜o e´ em BFP e o algoritmo de atribuic¸a˜o de bits na˜o e´
especificado—podera´ ser mais ou menos complexo conforme a aplicac¸a˜o. Para aplicac¸o˜es com
pouca complexidade e´ sugerido um algoritmo semelhante ao do LC-ATC mas com a inclusa˜o
de uma medida de tonalidade para interpolar entre a atribuic¸a˜o de bits fixa e a varia´vel.
Dolby AC-3
O algoritmo de codificac¸a˜o AC-3 dos laborato´rios Dolby foi desenvolvido no in´ıcio da de´cada
de 1990 com o objectivo de fornecer um suporte de a´udio multi-canal de alta qualidade para
a televisa˜o de alta definic¸a˜o [153]. De facto, acabou por ser aceite para integrar a norma
norte-americana de televisa˜o de alta definic¸a˜o, mas a sua primeira aplicac¸a˜o foi na indu´stria
cinematogra´fica, onde veio fornecer uma forma de armazenar 5.1 canais de som codificados
opticamente nos espac¸os entre as perfurac¸o˜es das pel´ıculas de cinema de 35mm, que ate´ a´ı so´
possu´ıam 4 canais codificados analogicamente em duas pistas o´pticas [33]. Este novo formato
foi bem aceite, o que pode ter contribu´ıdo para facilitar a adopc¸a˜o do AC-3 nos novos discos
de v´ıdeo digitais (DVD) que surgiram no final da de´cada. Este sistema de codificac¸a˜o tambe´m
e´ conhecido pela designac¸a˜o Dolby Digital.
O codificador AC-3 e´ descrito com algum pormenor em [153] e em [45], onde tambe´m e´
comparado a um algoritmo anterior do mesmo laborato´rio. O AC-3 emprega um banco de
filtros modulados com reconstruc¸a˜o perfeita do tipo MDCT com 256 bandas e janela de 512
pontos com sobreposic¸a˜o a 50%. A janela usada, conhecida como janela KBD8 ou janela de
8Kaiser-Bessel derived window.
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Fielder, foi projectada de forma garantir melhor rejeic¸a˜o em frequeˆncias afastadas, a` custa de
alguma perda de selectividade em relac¸a˜o a` janela de seno usada noutros codificadores. Em
condic¸o˜es de na˜o estacionaridade, o banco de filtros pode ser comutado para um versa˜o que
aplica uma transformada mais curta a cada metade do bloco de 512 amostras.
Os coeficientes da transformada sa˜o codificados com uma variante da te´cnica de v´ırgula
flutuante em blocos. Primeiro sa˜o transmitidos os expoentes e mais tarde as mantissas com
precisa˜o limitada. O conjunto dos expoentes de um bloco transformado constitui uma apro-
ximac¸a˜o a` envolvente espectral do sinal com uma resoluc¸a˜o de cerca de 6 dB (uma variac¸a˜o
de uma unidade no expoente corresponde a um factor de 2 na amplitude no coeficiente).
O primeiro expoente, o expoente DC, e´ codificado em valor absoluto mas os restantes sa˜o
codificados diferencialmente em passos de 0, ±1 ou ±2. Isto permite variac¸o˜es de ate´ 12 dB
entre coeficientes adjacentes, o que os autores consideraram suficiente para a maioria das
situac¸o˜es tendo em conta os declives das bandas de transic¸a˜o dos filtros de ana´lise. Este
modo de codificac¸a˜o permite a transmissa˜o da envolvente espectral com uma resoluc¸a˜o muito
fina, mas implica um custo de 7/3 de bit por amostra (7 bits por terno de coeficientes).
Para reduzir este custo e porque tal resoluc¸a˜o espectral so´ interessa em per´ıodos de relativa
estacionaridade, este modo tipicamente so´ e´ usado no primeiro de cada grupo de 6 blocos
enquanto os restantes blocos reutilizam a mesma envolvente. Existem outros dois modos de
codificac¸a˜o da envolvente que podem ser usados em per´ıodos de menor estacionaridade e que
poupam bits decimando por 2 ou por 4 o conjunto dos coeficientes espectrais a transmitir. As
envolventes descritas nestes dois modos tambe´m podem ser reutilizadas em blocos sucessivos
embora naturalmente isto ocorra com menor frequeˆncia. A escolha dos modos de codificac¸a˜o
da envolvente e´ da responsabilidade exclusiva do codificador e e´ transmitida ao descodificador
usando 2 bits por bloco. Qualquer alterac¸a˜o da estrate´gia de escolha na˜o afecta, portanto, o
algoritmo do(s) descodificador(es).
Depois de codificados os expoentes, determinam-se as mantissas que sa˜o enta˜o codificadas
por quantizadores seleccionados de entre um conjunto variado que cobre uma gama vasta
de resoluc¸o˜es e de´bitos, como se pode apreciar na Tabela 2.1. Os resultados de alguns dos
quantizadores mais grosseiros sa˜o agrupados em ternos ou pares para uma codificac¸a˜o mais
eficiente.
Tabela 2.1: Quantizadores de mantissas dispon´ıveis no AC-3. Indica-se o nu´mero de n´ıveis
(N) e o de´bito correspondente (R) em bits por amostra.
N 1 3 5 7 11 15 32 64 128 256 512 1K 2K 4K 16K 64K
R 0 5/3 7/3 3 7/2 4 5 6 7 8 9 10 11 12 14 16
A selecc¸a˜o dos quantizadores e´ feita por um algoritmo de atribuic¸a˜o de bits baseado em
crite´rios perceptuais [30]. O processo comec¸a por ler os valores da envolvente espectral aca-
bada de codificar e integra-os em grupos de 1, 3, 6, 12 ou 24 coeficientes de modo a formar
um espectro com 50 bandas de larguras aproximadamente iguais a meio Bark (para uma
frequeˆncia de amostragem de 48 kHz). Este novo espectro e´ convolu´ıdo com uma curva de
espalhamento e o resultado, depois de limitado inferiormente pelo limiar absoluto de audic¸a˜o,
constitui uma estimativa do limiar de mascaramento do sinal. A curva de espalhamento usada,
quando trac¸ada em termos de logaritmo da atenuac¸a˜o versus ı´ndice da banda, e´ composta por
dois trechos lineares. Os quatro paraˆmetros que a definem foram ajustados a um conjunto
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de dados experimentais de mascaramento, mas podem ser modificados dinamicamente. A
simplicidade da curva de espalhamento e a representac¸a˜o logar´ıtmica dos n´ıveis espectrais
permite uma implementac¸a˜o muito eficiente da operac¸a˜o de convoluc¸a˜o sem necessidade de
efectuar multiplicac¸o˜es. O limiar de mascaramento obtido e´ enta˜o subtra´ıdo da envolvente
espectral original, obtendo-se a relac¸a˜o sinal-ru´ıdo desejada, que permite finalmente seleccio-
nar o quantizador adequado para cada coeficiente espectral. Note-se que apesar do limiar de
mascaramento ser calculado apenas com a resoluc¸a˜o das bandas perceptuais, a atribuic¸a˜o de
bits e´ feita com a resoluc¸a˜o mais fina (igual a` da envolvente espectral), permitindo ganhos de
codificac¸a˜o superiores.
Um aspecto interessante do AC-3 e´ que esta atribuic¸a˜o de bits (e selecc¸a˜o de quantizadores)
e´ regenerada no descodificador a partir da mesma envolvente espectral que ja´ foi transmitida.
Por este motivo, e´ considerado um algoritmo retroadaptativo9 cuja principal vantagem e´ evitar
a ocupac¸a˜o de informac¸a˜o secunda´ria para transmitir a atribuic¸a˜o calculada. Apesar desta
opc¸a˜o, o codificador AC-3 mante´m alguma versatilidade pois pode controlar va´rios aspectos
que afectam este processo. Em particular, pode alterar dinamicamente a resoluc¸a˜o espectral
e temporal da envolvente transmitida, e pode modificar os paraˆmetros que definem a curva
de espalhamento. Caso isto na˜o seja considerado suficiente, o codificador pode ainda usar um
modelo psicoacu´stico alternativo e transmitir ao descodificador quaisquer diferenc¸as entre os
limiares calculados. Este mecanismo, no entanto, rouba bits a` codificac¸a˜o dos coeficientes e
deve ser usado com parcimo´nia.
MPEG-Audio
Os organismos internacionais de normalizac¸a˜o ISO10 e IEC11 criaram em 1988 um grupo de
especialistas denominado MPEG12 com o objectivo de definir uma norma internacional para
a codificac¸a˜o eficiente de sinais v´ıdeo e a´udio associado para armazenamento em suportes
digitais com um de´bito ate´ 1.5 Mbit/s (tipo CD). Esta primeira fase foi conclu´ıda em 1992 com
a aprovac¸a˜o da norma MPEG-1 [77]. Entretanto comec¸ara ja´ a segunda fase de normalizac¸a˜o
que generaliza os objectivos iniciais de forma a contemplar um maior leque de aplicac¸o˜es
audiovisuais com qualidade superior e usando de´bitos mais elevados. Foi conclu´ıda em Abril
de 1994 com a aprovac¸a˜o do documento [78] conhecido vulgarmente pelo nome de MPEG-2.
No que diz respeito ao a´udio, o MPEG-1 define treˆs “camadas” (ou Layers) de codificac¸a˜o
com qualidade e complexidade crescentes. Os Layers I e II sa˜o muito semelhantes ao al-
goritmo MUSICAM, uma das propostas avaliadas pelo grupo. O Layer III integra diversos
melhoramentos contribu´ıdos pelo outro algoritmo apurado: o ASPEC.
A primeira fase da norma suporta frequeˆncias de amostragem de 32, 44.1 e 48 kHz, e
os modos: mono, dual channel (para programas bilingues), stereo e opcionalmente, joint ou
intensity stereo. Sa˜o previstos va´rios de´bitos entre 32 e 192 kbit/s para canais mono e entre
64 e 384 kbit/s para canais este´reo. A fase 2 do MPEG preveˆ treˆs novas frequeˆncias de
amostragem (16, 22.05 e 24 kHz) e va´rias configurac¸o˜es multicanal para som circundante
ou canais tipo comenta´rio. As novas frequeˆncias exigiram alterac¸o˜es mı´nimas ao processo
de codificac¸a˜o e a extensa˜o multicanal mante´m compatibilidade com a versa˜o estereofo´nica
ba´sica.
9Na˜o se trata, no entanto, de uma retroadaptac¸a˜o em sentido estrito, como se mostrara´ no Cap. 7.
10International Standards Organization.
11International Electro-technical Commission.
12Moving Pictures Expert Group.
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E´ importante notar que a norma so´ define o descodificador e o significado do bit stream
codificado. O codificador e´ descrito apenas com valor informativo, o que deixa em aberto a
possibilidade de ser adaptado a aplicac¸o˜es espec´ıficas e de ser melhorado progressivamente de
acordo com a disponibilidade tecnolo´gica.
Todas as camadas decompo˜em o sinal em 32 bandas usando um banco de filtros poli-
fa´sicos (pseudo-QMF) de ordem 511 que foi “herdado” do MUSICAM. Com uma atenuac¸a˜o
de lo´bulos laterais superior a 96 dB, estes filtros aproximam as condic¸o˜es de cancelamento de
aliasing e reconstruc¸a˜o perfeita. Para conseguir uma maior resoluc¸a˜o espectral, no Layer III
e´ feita uma subdivisa˜o adicional de cada banda em 18 ou 6 sub-bandas, usando uma MDCT
com janela dinaˆmica (e janelas de transic¸a˜o). E´ necessa´rio um andar adicional para reduc¸a˜o
do aliasing que resulta da combinac¸a˜o em cascata dos filtros com as transformadas. A co-
mutac¸a˜o para a janela curta ocorre nas bandas acima de uma determinada frequeˆncia quando
e´ detectado um “ataque” no sinal, assinalado por um aumento brusco da solicitac¸a˜o de bits.
A parte informativa da norma descreve dois modelos psicoacu´sticos que podem ser usados
em qualquer das treˆs camadas de codificac¸a˜o. Na pra´tica o modelo 1, mais simples, e´ usado nos
Layers I e II enquanto o modelo 2, mais preciso, e´ destinado ao Layer III. Ambos os modelos
fazem uma ana´lise espectral do sinal em paralelo com o banco de filtros do codificador usando
uma transformada discreta de Fourier de 512 ou 1024 pontos e produzem o mesmo tipo
de informac¸a˜o—uma estimativa da relac¸a˜o sinal-ru´ıdo mascara´vel13 em cada banda—que e´
depois usada pelos algoritmos de atribuic¸a˜o de bits ou de ru´ıdo.
No Layer I a quantizac¸a˜o e´ uniforme e blocos de 12 amostras em cada banda sa˜o codificadas
em BFP. O factor de escala de cada bloco (ma´xima amplitude do bloco) e´ quantizado
logaritmicamente e codificado em 6 bits. As amostras do bloco sa˜o quantizadas com um
nu´mero de n´ıveis determinado por um algoritmo de atribuic¸a˜o de bits que, em cada iterac¸a˜o,
aumenta a relac¸a˜o sinal-ru´ıdo do quantizador que mais contribua para melhorar a qualidade.
A informac¸a˜o da atribuic¸a˜o de bits e´ transmitida ao receptor num co´digo de 4 bits por cada
bloco. No Layer II, os factores de escala de treˆs blocos adjacentes (contendo um total de
36 amostras) sa˜o comparados e consoante os seus valores relativos, dos treˆs podera˜o ser
transmitidos apenas um ou dois. Dois bits adicionais indicam quantos e quais os factores de
escala transmitidos. Nas bandas mais baixas e´ poss´ıvel usar uma quantizac¸a˜o de 16 bits—mais
fina que as dispon´ıveis no Layer I. Em contrapartida, o nu´mero de quantizadores dispon´ıveis
diminui para as bandas de ı´ndice crescente. Em me´dia, estas estrate´gias permitem reduzir
a fracc¸a˜o do bit stream dedicada a` informac¸a˜o secunda´ria mas aumentam a complexidade e
o atraso global do sistema. A quantizac¸a˜o no Layer III segue um algoritmo semelhante ao
OCF: um sistema de ana´lise por s´ıntese com dois ciclos aninhados. Os quantizadores sa˜o na˜o
uniformes e os ı´ndices de quantizac¸a˜o sa˜o codificados com co´digos de Huffman. Sequeˆncias
de zeros sa˜o codificadas pelos seus comprimentos (run-length coding).
MPEG-2 Advanced Audio Coding (AAC)
Durante a segunda fase das actividades de normalizac¸a˜o do MPEG, para ale´m das extenso˜es
multicanal e para baixos de´bitos, foi ainda desenvolvido um novo codificador de alta qualidade
na˜o condicionado por restric¸o˜es de compatibilidade com os anteriores codificadores do MPEG.
Este sistema, chamado Advanced Audio Coding ou AAC, combina uma se´rie de tecnologias
de efica´cia comprovada, bem como algumas inovac¸o˜es interessantes [16, 21].
13SMR, Signal-to-Mask Ratio.
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Para a decomposic¸a˜o espectral, o AAC usa uma MDCT com dois tipos de comutac¸a˜o
dinaˆmica de janelas: quer entre janelas de dimensa˜o diferente (transform block switching),
comutando entre janelas de 2048 ou de 256 amostras; quer entre janelas de forma diferente
(window shape switching), comutando entre uma janela de seno ou uma janela KBD. Numa
versa˜o simplificada introduzida no MPEG-4 para conseguir atrasos baixos, mante´m-se a pos-
sibilidade de comutac¸a˜o da forma da janela, mas fixa-se o comprimento em 1024 amostras.
A quantizac¸a˜o e´ semelhante a` do Layer-III, usando BFP em 49 grupos de coeficientes adja-
centes com larguras aproximadamente proporcionais a`s bandas cr´ıticas. Os coeficientes sa˜o
quantizados por quantizadores na˜o uniformes de escala varia´vel e codificados com co´digos de
Huffman, estando dispon´ıveis va´rias tabelas de codificac¸a˜o alternativas. Os factores de escala
sa˜o transmitidos com uma resoluc¸a˜o de 1.5 dB e codificados diferencialmente com uma tabela
de Huffman espec´ıfica.
Um aspecto menos comum e´ a utilizac¸a˜o de predic¸a˜o retroadaptativa dos sinais das sub-
bandas. O objectivo e´ melhorar o desempenho em sinais estaciona´rios, por isso a predic¸a˜o
so´ e´ usada nas janelas longas e so´ ate´ a` banda dos 16kHz. Os preditores sa˜o de segunda
ordem, o que deve permitir prever tons puros com precisa˜o. Outra inovac¸a˜o e´ a modelac¸a˜o
temporal de ru´ıdo (temporal noise shaping), que consiste em fazer uma codificac¸a˜o D*PCM
dos coeficientes espectrais a` sa´ıda da transformada, i.e. uma codificac¸a˜o diferencial em malha
aberta no domı´nio da frequeˆncia. E´ sabido (ver Sec. 2.3.2) que a codificac¸a˜o D*PCM no
domı´nio do tempo resulta num ru´ıdo com envolvente espectral ideˆntica a` do sinal codificado.
Por dualidade, compreende-se que quando aplicada no domı´nio da frequeˆncia resulte num
ru´ıdo com envolvente temporal ideˆntica a` do sinal. Esta modelac¸a˜o temporal do ru´ıdo permite
minorar os artefactos do tipo “pre´-eco” que sa˜o particularmente noto´rios em codificadores com
transformadas de dimensa˜o alta, como e´ o caso.
2.3 Codificac¸a˜o Preditiva
Os sinais a´udio, como muitos outros tipos de sinais ou de dados, sa˜o bastante previs´ıveis,
isto e´: existem modelos que permitem descrever a evoluc¸a˜o destes sinais ao longo do tempo.
Munidos de um desses modelos e de alguma informac¸a˜o sobre o passado de um sinal, e´ poss´ıvel
estimar com relativa precisa˜o o valor de uma nova amostra. Esta capacidade de prever permite
reduzir a inovac¸a˜o introduzida por cada amostra e, consequentemente, a informac¸a˜o necessa´ria
para a codificar. Este e´ o princ´ıpio em que se baseia a codificac¸a˜o preditiva. Ao contra´rio dos
codificadores descritos na Secc¸a˜o 2.2, um codificador preditivo processa os sinais no domı´nio do
tempo e pode fazeˆ-lo de forma cont´ınua, amostra-a-amostra. Isto e´ vantajoso porque elimina
os efeitos da divisa˜o em blocos associados a`s transformadas e bancos de filtros decimados e,
ale´m disso, possibilita atrasos de codificac¸a˜o mı´nimos.
2.3.1 Codificac¸a˜o Diferencial
Embora existam formas de codificac¸a˜o preditiva mais poderosas e de aplicac¸a˜o mais gene-
ralizada, como as usadas em compressa˜o de dados [12, Chapter 1], para a codificac¸a˜o de
sinais aplica-se usualmente uma estrutura particular denominada de codificac¸a˜o diferencial
ou DPCM14 [80, Chapter 6]. Neste esquema, um preditor baseia-se no passado do sinal para
estimar cada amostra nova e o que se codifica e´ o sinal diferenc¸a ou erro de predic¸a˜o relativo
14Differential Pulse Code Modulation.
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ao sinal original. O descodificador gera localmente a sua pro´pria previsa˜o e corrige-a com o
sinal de erro recebido para produzir uma re´plica do original.
O preditor e´ tipicamente um filtro linear adaptativo, o que justifica outra designac¸a˜o usual
desta te´cnica como codificac¸a˜o preditiva linear. Tambe´m e´ frequente que o quantizador do
sinal de erro seja adaptativo, pelo menos em termos de escala, para abarcar mais facilmente
a gama dinaˆmica dos sinais.
Pode verificar-se que neste tipo de codificador, o erro de reconstruc¸a˜o e´ igual ao erro
de quantizac¸a˜o [80, Sec. 7.1] e, portanto, apresenta um espectro aproximadamente plano.
Mesmo que o quantizador seja relativamente grosseiro, e´ de esperar que este erro se mantenha
aproximadamente branco porque a entrada do quantizador e´ o erro de predic¸a˜o e este ja´ e´
bastante auto-descorrelacionado (se o preditor for eficiente).
2.3.2 Codificac¸a˜o com Realimentac¸a˜o de Ru´ıdo
O ru´ıdo branco na˜o e´ conveniente em termos perceptuais. Por isso, a codificac¸a˜o preditiva
simples na˜o e´ adequada para sistemas de codificac¸a˜o perceptual. Uma generalizac¸a˜o que
permite a modelac¸a˜o dinaˆmica do espectro do ru´ıdo de reconstruc¸a˜o—fundamental para o
aproveitamento das limitac¸o˜es da percepc¸a˜o auditiva—e´ a chamada codificac¸a˜o preditiva ge-
neralizada ou codificac¸a˜o com realimentac¸a˜o de ru´ıdo 15 [4][80, Chapter 7], esquematizada na
Figura 2.2. Neste sistema, o filtro preditor P (z) permite extrair alguma redundaˆncia do sinal
enquanto o filtro de realimentac¸a˜o de ru´ıdo F (z) procura reduzir a relevaˆncia da distorc¸a˜o
introduzida. De um modo geral, tanto os filtros como o quantizador sa˜o adaptativos. A
densidade espectral de poteˆncia do erro de reconstruc¸a˜o deste codificador e´ dada por [4]
Srr(z) =
|1− F (z)|2
|1− P (z)|2
Sqq(z)
onde Sqq(z) e´ a densidade espectral de poteˆncia do erro de quantizac¸a˜o (aproximadamente
constante). E´ portanto poss´ıvel moldar a forma do ru´ıdo atrave´s do filtro F (z) sem com-
prometer o desempenho do preditor P (z). Dois casos particulares desta estrutura sa˜o: o
codificador diferencial ja´ referido que corresponde a` situac¸a˜o F (z) = P (z); e o denominado
DPCM em malha aberta ou D*PCM que se obte´m fazendo F (z) = 0 e que da´ ao ru´ıdo um
perfil espectral semelhante ao do sinal mas alguns dBs abaixo [80, Fig. 7.2].
P (z)
Quant.
F (z)
P (z)
+ +
−
+
−+
+
Figura 2.2: Codificac¸a˜o com realimentac¸a˜o de ru´ıdo (NFC). Equivale a DPCM quando F (z) =
P (z), e a D*PCM quando F (z) = 0.
15Noise Feedback Coding (NFC).
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E´ interessante notar que a introduc¸a˜o de realimentac¸a˜o de ru´ıdo na˜o afecta a estrutura do
descodificador e portanto, em aplicac¸o˜es que o permitam, pode implementar-se um algoritmo
bastante complexo no codificador sem modificar os receptores.
Em [136], Schroeder, Atal e Hall desenvolveram uma medida objectiva de degradac¸a˜o de
sinais de voz e propuseram um codificador com realimentac¸a˜o de ru´ıdo projectado de forma
a minimizar essa medida. A medida baseia-se num modelo psicoacu´stico bastante completo
que avalia, atrave´s de operac¸o˜es na˜o-lineares, a intensidade percebida de ru´ıdo na presenc¸a
de um sinal mascarante. O modelo contempla feno´menos de espalhamento da excitac¸a˜o ao
longo da membrana basilar, mascaramento parcial, limiar de mascaramento e limiar absoluto
de audic¸a˜o.
Outra aplicac¸a˜o deste me´todo e´ o sistema Super Bit Mapping [2] que usa princ´ıpios psi-
coacu´sticos para gravar discos compactos comuns com qualidade melhorada. O diagrama de
blocos e´ o da Figura 2.2 mas com a predic¸a˜o eliminada, isto e´ P (z) = 0. O sinal original em
formato PCM de 20 bits e´ requantizado para 16 bits no codificador e o erro (os 4 bits menos
significativos) e´ realimentado atrave´s do filtro F (z). O receptor fica reduzido a um simples
descodificador de PCM ou seja: o vulgar conversor digital-analo´gico existente em qualquer
leitor de discos compactos. Sa˜o propostas duas verso˜es do sistema com complexidades dife-
rentes. A primeira implementa a realimentac¸a˜o de ru´ıdo com um filtro FIR de ordem 12,
invariante, projectado para garantir ru´ıdo abaixo do limiar absoluto de audic¸a˜o. A segunda
versa˜o usa um filtro adaptativo que ale´m do limiar absoluto tambe´m considera o feno´meno de
mascaramento simultaˆneo. Este sistema demonstra uma possibilidade interessante: o uso de
realimentac¸a˜o de ru´ıdo para melhorar a qualidade perceptual de um sistema de codificac¸a˜o
pre´-existente, sem necessidade de substituir os receptores ja´ instalados.
2.3.3 Predic¸a˜o Linear em Domı´nio de Frequeˆncia Deformado
Os preditores usados em codificac¸a˜o preditiva sa˜o geralmente filtros lineares FIR de ordem re-
lativamente baixa. Verifica-se que o espectro do ru´ıdo de reconstruc¸a˜o resultante da aplicac¸a˜o
destes filtros apresenta uma resoluc¸a˜o demasiado grosseira nas frequeˆncias baixas e desneces-
sariamente fina nas frequeˆncias altas. Uma forma de ultrapassar este problema e´ utilizar
te´cnicas de deformac¸a˜o de frequeˆncia (frequency warping) no projecto e implementac¸a˜o des-
tes filtros. Estas te´cnicas consistem basicamente na substituic¸a˜o de cada unidade de atraso
z−1 de um dado filtro H(z) por um circuito passa-tudo de primeira ordem, D(z) = z
−1
−λ
1−λz−1 .
A resposta em frequeˆncia do filtro resultante H(D−1(z)) e´ igual a` resposta em frequeˆncia
do filtro original, mas num domı´nio de frequeˆncias diferente, relacionado com o domı´nio
original por uma transformac¸a˜o bilinear [70]. Assim, e´ poss´ıvel projectar um filtro usando
especificac¸o˜es pre´-deformadas e, posteriormente, implementa´-lo com as unidades de atraso
generalizadas D(z) de forma a conseguir o filtro desejado. A vantagem e´ a obtenc¸a˜o facili-
tada de respostas com resoluc¸a˜o espectral na˜o uniforme usando filtros de ordem moderada.
Algumas aplicac¸o˜es desta te´cnica a` estimac¸a˜o espectral teˆm ja´ mais de 20 anos [11, 51], mas
mais recentemente tem havido um ressurgimento do interesse nesta te´cnica para utilizac¸a˜o
na codificac¸a˜o preditiva e outras formas de processamento de sinais a´udio [89, 71, 70]. Uma
motivac¸a˜o forte para a adopc¸a˜o destas te´cnicas e´ que a escolha adequada do paraˆmetro λ pro-
duz uma deformac¸a˜o de frequeˆncias surpreendentemente pro´xima da realizada pelo sistema
auditivo, traduzida pelas escalas Bark ou ERB (ver Sec. 6.3.2) [141].
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2.4 Codificac¸a˜o Parame´trica
Ale´m dos codificadores no domı´nio da frequeˆncia e dos codificadores preditivos, existe um
terceiro grupo de sistemas de codificac¸a˜o, destinados geralmente a aplicac¸o˜es de de´bito muito
baixo, que se podem classificar como codificadores parame´tricos. Trata-se de sistemas que
na˜o almejam uma reproduc¸a˜o fiel das formas de onda, mas apenas de algumas das suas carac-
ter´ısticas ou paraˆmetros mais importantes, como: frequeˆncia, amplitude, durac¸a˜o, conteu´do
harmo´nico, envolvente espectral ou envolvente temporal. Um destes sistemas [35] baseia-se
numa decomposic¸a˜o do sinal em componentes sinusoidais. Evoluc¸o˜es posteriores acrescen-
taram modelos de sinais harmo´nicos e de ru´ıdo [123], e foram inclu´ıdas no MPEG-4. Um
aspecto interessante das representac¸o˜es parame´tricas produzidas por estes codificadores e´ a
possibilidade de variar a tonalidade e/ou a velocidade de reproduc¸a˜o por simples manipulac¸a˜o
dos paraˆmetros no descodificador.
Outra tendeˆncia interessante e´ a incorporac¸a˜o de algumas te´cnicas de codificac¸a˜o pa-
rame´trica em codificadores de transformada. Uma possibilidade sugerida em [137], por exem-
plo, e´ o uso de geradores de ru´ıdo no descodificador para preencher bandas do sinal que tenham
sido classificadas como ru´ıdo e codificadas com um u´nico paraˆmetro, a sua poteˆncia. Para com-
ponentes sinusoidais, foi proposto um me´todo de ana´lise e s´ıntese que funciona directamente
no domı´nio dos coeficientes transformados por uma MDCT, facilitando a sua integrac¸a˜o em
codificadores de transformada [43, 44]. A te´cnica de spectral band replication (SBR) parece
basear-se numa codificac¸a˜o de envolvente espectral, combinada com uma extensa˜o harmo´nica
dos sinais no descodificador para substituir as componentes de alta frequeˆncia eliminadas no
codificador [32].
Todas estas te´cnicas revelam um esforc¸o renovado ao n´ıvel da modelac¸a˜o da fonte, e na˜o
tanto ao n´ıvel da modelac¸a˜o do receptor.
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Cap´ıtulo 3
Transformadas e Bancos de Filtros
Neste cap´ıtulo apresentamos um estudo resumido das transformadas e bancos de filtros mul-
tifrequeˆncia mais relevantes para aplicac¸a˜o a` compressa˜o de sinais a´udio. Comec¸amos por
definir, na Secc¸a˜o 3.1, os conceitos fundamentais relacionados com bancos de filtros multi-
frequeˆncia e sinais multi-resoluc¸a˜o que facilitara˜o a leitura do resto do cap´ıtulo. Na Secc¸a˜o 3.2
apresenta-se uma lista das caracter´ısticas que o projectista deve procurar num banco de filtros
para codificac¸a˜o perceptual. Na Secc¸a˜o 3.3 classificam-se as principais estruturas de decom-
posic¸a˜o uniforme usadas em compressa˜o, e na Secc¸a˜o 3.4 mostram-se formas de combinar
esses bancos uniformes em estruturas compostas para fazer ana´lise na˜o uniforme.
3.1 Definic¸o˜es
Historicamente, os conceitos de banco de filtros decimados e de transformada aplicada em
blocos surgiram e foram desenvolvidos separadamente. Pore´m, justifica-se cada vez mais uma
progressiva integrac¸a˜o destes conceitos em face do desenvolvimento da teoria dos sistemas
multifrequeˆncia [29, 157] por um lado, e das transformadas com sobreposic¸a˜o1 [24, 104, 103]
por outro. E´ fa´cil verificar que qualquer transformada aplicada bloco-a-bloco pode ser in-
terpretada como um banco de filtros decimados. Por outro lado, uma classe importante
de bancos de filtros com propriedades interessantes pode ser considerada como uma forma
estendida de transformada—a transformada com sobreposic¸a˜o.
Por esta raza˜o na˜o fazemos uma distinc¸a˜o clara destas duas formas de decomposic¸a˜o de
sinais, preferindo trata´-las de forma integrada. Infelizmente, em virtude das suas origens
distintas, ha´ alguma duplicac¸a˜o de terminologia para noc¸o˜es equivalentes ou equipara´veis,
como se resume abaixo:
Codificac¸a˜o em sub-bandas Codificac¸a˜o por transformada
Banco de filtros de ana´lise Transformada directa
Banco de filtros de s´ıntese Transformada inversa
Resposta impulsional Vector ou func¸a˜o de base
Banda ou sub-banda Linha ou coeficiente espectral
Reconstruc¸a˜o perfeita Invertibilidade
Assim, ao longo deste documento usamos termos de ambas as colunas, de acordo com o uso
mais comum na literatura relevante.
1Lapped Transforms.
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3.1.1 Bancos de Filtros Multifrequeˆncia
A Figura 3.1 mostra o diagrama de blocos de um sistema de processamento em sub-bandas
com factores de decimac¸a˜o inteiros, formado por um banco de filtros de ana´lise ou decom-
posic¸a˜o, um bloco de processamento, e um banco de filtros de s´ıntese ou reconstruc¸a˜o. Trata-se
de um sistema multifrequeˆncia porque inclui blocos decimadores e interpoladores [29, 157].
H1(z) ↓M1
H2(z) ↓M2
...
...
HB(z) ↓MB P
ro
ce
ss
a
m
en
to ↑M1 F1(z)
↑M2 F2(z)
...
...
↑MB FB(z)
x1
x2
xB
x(n) y(n)
Figura 3.1: Sistema de processamento em sub-bandas com factores de decimac¸a˜o inteiros.
Os blocos marcados com setas para baixo (↓) e para cima (↑) representam as operac¸o˜es de
subamostragem (decimac¸a˜o) e sobreamostragem (interpolac¸a˜o), respectivamente.
O banco de filtros de ana´lise ou decomposic¸a˜o separa o sinal x(n) em B canais xb(nb),
por interme´dio dos filtros de ana´lise Hb(z) e dos decimadores ↓Mb. Normalmente, os filtros
de ana´lise sa˜o passa-banda e em conjunto cobrem toda a gama de frequeˆncias de zero a pi. Os
decimadores deixam passar uma amostra em cada Mb, reduzindo a frequeˆncia de amostragem
em cada banda para fS/Mb, onde fS e´ a frequeˆncia de amostragem do sinal x(n). A decimac¸a˜o
dilata o espectro em torno do c´ırculo unita´rio, sobrepondo segmentos adjacentes de largura
pi/Mb. Disto resulta uma interfereˆncia da banda atenuada sobre a banda passante a que se
chama aliasing.
O bloco de processamento pode assumir diversas formas consoante a aplicac¸a˜o. Em sis-
temas de codificac¸a˜o, o bloco de processamento consiste na quantizac¸a˜o, transmissa˜o e des-
quantizac¸a˜o das amostras de cada sub-banda.
O banco de filtros de s´ıntese ou reconstruc¸a˜o recombina as bandas processadas num u´nico
sinal y(n). Os interpoladores intercalam sequeˆncias de Mb− 1 zeros entre amostras, de forma
a recuperar o ritmo de amostragem original em cada banda. Esta operac¸a˜o provoca uma
compressa˜o do espectro, arrastando um conjunto de re´plicas ou imagens do espectro inicial
para dentro do intervalo [−pi, pi] (imaging). Em geral, os filtros de s´ıntese Fb(z) teˆm uma
caracter´ıstica passa-banda ideˆntica a` dos filtros de ana´lise correspondentes, com o propo´sito
de eliminar as re´plicas em excesso. A adic¸a˜o das sa´ıdas destes B filtros produz finalmente o
sinal y(n).
Se os factores de decimac¸a˜o e interpolac¸a˜o forem tais que
B∑
b=1
1
Mb
= 1, (3.1)
enta˜o os nu´meros de amostras por unidade de tempo a` sa´ıda e a` entrada do banco de filtros
sa˜o iguais, e diz-se que o sistema e´ maximamente decimado ou criticamente subamostrado.
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Quando o somato´rio do primeiro membro e´ superior a` unidade, diz-se que a decimac¸a˜o e´
subcr´ıtica. Um caso extremo de decimac¸a˜o subcr´ıtica ocorre quando Mb = 1,∀b: o sistema
degenera num par de bancos de filtros com uma so´ frequeˆncia de amostragem e o nu´mero de
amostras a processar e´ B vezes superior ao original. Em sistemas de codificac¸a˜o e´ conveniente
que o banco de filtros tenha decimac¸a˜o ma´xima (ver Secc¸a˜o 3.2), por isso presumiremos essa
condic¸a˜o daqui em diante.
3.1.2 Relac¸a˜o Entrada-Sa´ıda
Um sistema de processamento em sub-bandas, como outros sistemas multifrequeˆncia, e´ um sis-
tema linear e periodicamente variante no tempo (LPTV).2 Isto implica que o sistema na˜o pode
ser caracterizado no domı´nio do tempo por uma resposta impulsional u´nica: sa˜o necessa´rias
mu´ltiplas respostas. Equivalentemente, no domı´nio da frequeˆncia, a resposta do sistema Y (z)
na˜o se obte´m simplesmente por um produto de uma func¸a˜o de transfereˆncia T (z) pela entrada
X(z): ela depende tambe´m de verso˜es moduladas—deslocadas na frequeˆncia—do sinal de en-
trada (ver Equac¸a˜o 3.2, por exemplo). As componentes de Y (z) que dependem de verso˜es
deslocadas de X(z) proveˆm do feno´meno de aliasing e por isso constituem a chamada dis-
torc¸a˜o de aliasing. Se os filtros forem projectados convenientemente, o aliasing provocado
pela decimac¸a˜o no banco de ana´lise pode ser completamente cancelado no banco de s´ıntese
(na auseˆncia de processamento das sub-bandas). Nesse caso, diz-se que o sistema tem can-
celamento de aliasing, o que implica que se torne linear e invariante no tempo (LTI) com
resposta Y (z) = T (z)X(z). Se um sistema tem cancelamento de aliasing e T (z) = z−d, enta˜o
esse sistema tem reconstruc¸a˜o perfeita (PR) porque a sa´ıda e´ igual a` entrada, a menos de um
atraso de d amostras. Caso contra´rio, se |T (ejω)| 6= 1 ou se a fase de T (ejω) na˜o for linear,
enta˜o o sistema tem distorc¸a˜o de amplitude ou distorc¸a˜o de fase, respectivamente.
3.1.3 Sinais Multi-Resoluc¸a˜o
Considere-se como exemplo um sistema de 4 bandas com M1 = M2 = 8, M3 = 4 e M4 = 2.
No instante n = 0, o banco de ana´lise recebe a amostra x(0) e debita uma amostra em cada
banda: x1(0), x2(0), x3(0) e x4(0). No instante seguinte, os filtros recebem x(1) mas na˜o
produzem qualquer sa´ıda. Em n = 2, so´ a banda #4 produz uma segunda amostra: x4(1).
Continuando, verifica-se que a distribuic¸a˜o das amostras das va´rias bandas ao longo do tempo
forma um padra˜o que se repete de 8 em 8 amostras:
x(n)
x1(n1)
x2(n2)
x3(n3)
x4(n4)
x(0) x(1) x(2) x(3) x(4) x(5) x(6) x(7)
x1(0)
x2(0)
x3(0) x3(1)
x4(0) x4(1) x4(2) x4(3)︸ ︷︷ ︸
Um per´ıodo
x(8) · · ·
x1(1) · · ·
x2(1) · · ·
x3(2) · · ·
x4(4) · · ·
(Num caso geral, o per´ıodo de repetic¸a˜o do padra˜o ou dimensa˜o dos blocos S e´ dado pelo
mı´nimo mu´ltiplo comum dos factores de decimac¸a˜o Mb.) Assim, por cada bloco de 8 amostras
da sequeˆncia de entrada, o banco de ana´lise debita um bloco tambe´m com 8 amostras (porque
2Considerando que na˜o ha´ processamento e que os filtros de ana´lise e s´ıntese sa˜o lineares e invariantes no
tempo (LTI).
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a decimac¸a˜o e´ cr´ıtica) mas distribu´ıdas de forma na˜o uniforme pelas va´rias bandas. Se se
agrupar as amostras de cada bloco, obte´m-se um sinal vectorial de dimensa˜o S,
x(i) = [ x1(S1i + 0) x2(S2i + 0) x3(S3i + 0) x3(S3i + 1)
x4(S4i + 0) x4(S4i + 1) x4(S4i + 2) x4(S4i + 3) ]
T
onde Sb = S/Mb e´ o nu´mero de amostras da banda #b debitadas por cada bloco de entrada e
i e´ o nu´mero do bloco. A um sinal vectorial como x(i), chama-se sinal multi-resoluc¸a˜o porque
cada vector (bloco) traduz uma divisa˜o do plano tempo-frequeˆncia em ce´lulas com diversas
resoluc¸o˜es nos dois eixos. O modo espec´ıfico como essa divisa˜o esta´ feita e´ determinado pelo
conjunto de valores Sb e chama-se forma ou formato do sinal multi-resoluc¸a˜o. Um sinal
multi-resoluc¸a˜o pode ser representado graficamente por um mosaico como os seguintes.3
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x
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x2(0)
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x4(0) x4(1) x4(2) x4(3)
O mosaico da direita representa um bloco do sinal x do exemplo acima, enquanto o mosaico
da esquerda mostra um bloco do sinal de entrada, que pode ser considerado um caso par-
ticular de sinal multifrequeˆncia cujas amostras teˆm uma localizac¸a˜o bem definida no tempo
mas indetermina´vel na frequeˆncia. Em qualquer mosaico, o “comprimento” (resoluc¸a˜o tem-
poral) e a “largura” (resoluc¸a˜o espectral) variam de ce´lula para ce´lula mas a a´rea mante´m-se
constante.4
3.2 Caracter´ısticas Deseja´veis
Johnston e Brandenburg [84] identificaram um conjunto de objectivos, nalguns casos confli-
tuosos, que devem guiar o projecto do banco de filtros para um codificador perceptual de
a´udio:
• O banco de filtros deve ser subamostrado criticamente ou quase criticamente, para
minimizar o nu´mero de amostras a quantizar. Como vimos no Cap´ıtulo 2, alguns dos
primeiros codificadores perceptuais de a´udio usavam uma transformada de Fourier com
sobreposic¸a˜o de 1/16 entre blocos adjacentes, o que resultava numa expansa˜o do nu´mero
de amostras por um factor de 16/15. O objectivo era a reduc¸a˜o dos artefactos que
surgem nas transic¸o˜es entre janelas de ana´lise—o chamado blocking effect. Actualmente
3Nestes mosaicos, a unidade usada para graduar o eixo horizontal (do tempo) e´ o per´ıodo de amostragem
do sinal de entrada. Note-se ainda que a frequeˆncia angular e´ representada no sentido descendente.
4Para uma definic¸a˜o formal da localizac¸a˜o e dimenso˜es de uma ce´lula no tempo e na frequeˆncia, veja-se [15,
Chapter 2].
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na˜o ha´ grande vantagem em usar decimac¸a˜o subcr´ıtica porque o uso de bancos de
filtros multifrequeˆncia ou transformadas com sobreposic¸a˜o permite uma reduc¸a˜o muito
mais eficaz destes efeitos sem qualquer aumento do nu´mero de amostras e com pouca
complexidade adicional.
• O banco de filtros deve ter a propriedade de reconstruc¸a˜o perfeita. Se assim for, o erro
de codificac¸a˜o introduzido fica a dever-se exclusivamente a` fase de quantizac¸a˜o, e esta
operac¸a˜o pode ser controlada facilmente de forma a minimizar a perceptibilidade do
ru´ıdo.
• Os filtros devem ter largura de banda igual ou inferior a uma banda cr´ıtica (1 Bark).
Esta condic¸a˜o e´ importante porque permite um controlo mais preciso e eficiente do perfil
espectral do ru´ıdo de quantizac¸a˜o introduzido. Tambe´m e´ deseja´vel para o ca´lculo do
limiar de mascaramento que as bandas sejam mais estreitas que a func¸a˜o de espraia-
mento [145], o que e´ uma condic¸a˜o aproximadamente equivalente. Ale´m disso, quanto
melhor for a resoluc¸a˜o espectral, maior sera´ o ganho de compressa˜o poss´ıvel com um
codificador por transformada [80].
• Os filtros de ana´lise e de s´ıntese devem ter uma boa selectividade na frequeˆncia. Este
requisito na˜o e´ fundamental para se obter, na auseˆncia de processamento, cancelamento
de aliasing ou mesmo reconstruc¸a˜o perfeita. No entanto, quando ha´ processamento
das sub-bandas, a distorc¸a˜o introduzida independentemente em cada banda espalha-
se pelo espectro do sinal reconstru´ıdo segundo a func¸a˜o de transfereˆncia do filtro de
s´ıntese respectivo e interfere com as outras bandas. Uma boa selectividade minimiza o
extravasamento do ru´ıdo e facilita a aplicac¸a˜o do limiar de mascaramento.
• A resoluc¸a˜o temporal dos filtros deve ser suficientemente boa para evitar que o espalha-
mento do ru´ıdo no tempo viole as condic¸o˜es de mascaramento temporal, particularmente
o pre´-mascaramento (ver Cap´ıtulo 6), o que daria origem a pre´-ecos aud´ıveis. Devido a`
grande variac¸a˜o de largura das bandas cr´ıticas (entre 100 Hz e 4 kHz, aproximadamente),
e´ dif´ıcil satisfazer simultaneamente os requisitos de resoluc¸a˜o temporal e espectral com
um banco de filtros uniforme.
• O sistema completo de ana´lise e s´ıntese deve ter pouco atraso global, especialmente em
aplicac¸o˜es de transmissa˜o bidireccional, e baixa complexidade computacional.
Alguns codificadores usam um segundo banco de filtros para fazer a ana´lise espectral
usada no modelo psicoacu´stico porque a´ı os requisitos diferem um pouco dos do banco de
filtros principal. Em particular, na˜o ha´ qualquer necessidade de o me´todo de ana´lise permitir
reconstruc¸a˜o perfeita uma vez que na˜o e´ necessa´rio voltar a fazer a s´ıntese do sinal. Tambe´m
na˜o e´ fundamental que a subamostragem seja cr´ıtica porque a informac¸a˜o espectral e´ para
uso local do codificador e na˜o para transmissa˜o directa ao receptor.5 Em contrapartida,
os requisitos de resoluc¸a˜o no tempo e na frequeˆncia da ana´lise espectral sa˜o semelhantes
aos do banco principal. Ale´m disso, o “prec¸o” que se paga por ter reconstruc¸a˜o perfeita e
subamostragem cr´ıtica e´ baixo, como se vera´ adiante. Por estas razo˜es e por uma questa˜o
de economia de recursos computacionais faz sentido usar apenas um banco de filtros para as
duas func¸o˜es.
5Na verdade, a informac¸a˜o espectral acaba por ser transmitida ao receptor mas muito condensada, por
exemplo na forma de um perfil espectral aproximado (LC-ATC) ou de factores de escala para blocos de va´rias
amostras (BFP).
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3.3 Bancos de Filtros Uniformes
Um banco de filtros uniforme decompo˜e o sinal de entrada num conjunto de bandas igual-
mente espac¸adas. Obte´m-se um banco destes a partir da Figura 3.1 usando filtros com igual
largura de banda e o mesmo factor de decimac¸a˜o em todos os canais (Mb = M,∀b). Para ter
subamostragem cr´ıtica (Equac¸a˜o 3.1), o factor de decimac¸a˜o tem que ser igual ao nu´mero de
bandas (M = B), e nesse caso os filtros devem ter largura de banda igual a pi/M para cobrir
todo o espectro.
A forma directa de implementac¸a˜o de bancos de filtros uniformes tem um custo computa-
cional de N multiplicac¸o˜es e N − 1 adic¸o˜es por amostra de entrada, se considerarmos filtros
FIR com respostas impulsionais de comprimento N . Como o comprimento dos filtros deve
ser proporcional ao nu´mero de bandas para que a largura de cada banda seja pi/M , vemos
que a complexidade desta implementac¸a˜o cresce linearmente com M . No entanto, transfor-
madas como a DFT ou a DCT teˆm implementac¸o˜es cuja complexidade e´ apenas proporcional
a log M . Isto revela que e´ poss´ıvel fazer decomposic¸a˜o uniforme com implementac¸o˜es muito
mais eficientes que a forma directa. Outra dificuldade com esta forma de implementac¸a˜o e´
a necessidade de projectar M pares de filtros com um elevado nu´mero de graus de liberdade
apesar de terem todos especificac¸o˜es muito semelhantes. Por estas razo˜es foram desenvolvidas
outras formas de decomposic¸a˜o de sinais em bandas uniformes, que apresentam menor custo
computacional e maior facilidade de projecto, como veremos a seguir.
3.3.1 Quadrature Mirror Filters (QMF)
Os primeiros estudos sobre bancos de filtros decimados com cancelamento de aliasing incidi-
ram sobre o caso mais simples de bancos de dois canais. Quando M = 2, a expressa˜o do sinal
de sa´ıda do banco de s´ıntese em func¸a˜o do sinal de entrada do banco de ana´lise e´ dada por
[29, 157]
Y (z) = T (z)X(z) + A(z)X(−z) (3.2)
onde
T (z) =
1
2
[H1(z)F1(z) + H2(z)F2(z)]
e´ a chamada func¸a˜o de distorc¸a˜o e
A(z) =
1
2
[H1(−z)F1(z) + H2(−z)F2(z)],
o ganho de aliasing.
Ha´ cancelamento de aliasing quando A(z) = 0 e nessa situac¸a˜o o sistema completo torna-se
invariante no tempo com func¸a˜o de transfereˆncia T (z). Um conjunto de condic¸o˜es suficientes
que garantem essa propriedade e´:
H2(z) = H1(−z), F1(z) = H1(z), F2(z) = −H1(−z). (3.3)
Nestas condic¸o˜es, os filtros H1 e H2 teˆm respostas sime´tricas em torno da frequeˆncia ω = pi/2
e por isso se chama quadrature mirror filters (QMF) aos bancos de filtros que as satisfazem.6
6Alguns autores, em particular Vaidyanathan, usam o termo QMF para designar uma classe muito mais
vasta de bancos de filtros.
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Os bancos QMF permitem uma implementac¸a˜o polifa´sica eficiente com cerca de metade
das operac¸o˜es necessa´rias numa implementac¸a˜o na forma directa. Por outro lado, estes sis-
temas na˜o permitem reconstruc¸a˜o perfeita excepto para casos sem interesse pra´tico [142].
Pode-se, no entanto, optimizar os filtros para aproximar essa condic¸a˜o. Nesse caso, o me´todo
de projecto tem que tentar aproximar a resposta do filtro ideal, bem como minimizar o erro
de reconstruc¸a˜o. Um me´todo, usado em [82], define uma func¸a˜o de erro global que inclui
o erro de reconstruc¸a˜o bem como uma medida do desvio em relac¸a˜o ao filtro o´ptimo. Esta
func¸a˜o de erro e´ minimizada usando um algoritmo de optimizac¸a˜o na˜o-linear. Jain e Crochi-
ere propuseram um outro me´todo, numericamente mais esta´vel, baseado numa descric¸a˜o do
erro de reconstruc¸a˜o no domı´nio do tempo [79].
3.3.2 Conjugate Quadrature Filters (CQF)
Um outro conjunto de condic¸o˜es que garante o cancelamento de aliasing num sistema de duas
bandas foi dado em [142]:
H2(z) = −H1(−z
−1)z−(N−1), F1(z) = H2(−z), F2(z) = −H1(−z) (3.4)
onde N e´ o comprimento dos filtros (FIR).
Este tipo de banco de filtros e´ interessante porque, ao contra´rio dos QMF, permite recons-
truc¸a˜o perfeita sem comprometer grandemente a qualidade de filtragem no banco de ana´lise.
Estes sistemas na˜o podem usar a mesma implementac¸a˜o polifa´sica que os QMF. No entanto,
Vaidyanathan propoˆs uma estrutura em lattice para implementac¸a˜o eficiente de qualquer
CQF [158]. Na verdade, a estrutura em lattice e´ uma forma cano´nica de implementar qual-
quer sistema de dois canais com matriz de componentes polifa´sicas E(z) paraunita´ria. Esta
propriedade define uma importante subclasse de sistemas de decomposic¸a˜o multifrequeˆncia
porque implica uma se´rie de caracter´ısticas deseja´veis entre as quais se destaca a reconstruc¸a˜o
perfeita [157]. O custo computacional da implementac¸a˜o em lattice e´ praticamente o mesmo
que a dos QMF para filtros do mesmo comprimento.7 Ale´m disso, a paraunitaridade e todas
as propriedades associadas, particularmente a reconstruc¸a˜o perfeita, sa˜o asseguradas mesmo
quando ha´ quantizac¸a˜o dos coeficientes do lattice. Outra vantagem desta estrutura e´ que
permite um me´todo de projecto versa´til, baseado na optimizac¸a˜o directa dos coeficientes do
lattice de modo a minimizar um qualquer crite´rio de aproximac¸a˜o a`s caracter´ısticas pretendi-
das. O sistema resultante tem sempre reconstruc¸a˜o perfeita independentemente da qualidade
da optimizac¸a˜o.
3.3.3 Pseudo-QMF
Para efectuar decomposic¸o˜es num grande nu´mero de bandas, pode usar-se uma a´rvore bina´ria
de filtros QMF ou CQF. Uma estrutura destas preserva as propriedades de cancelamento de
aliasing ou reconstruc¸a˜o perfeita dos filtros constituintes. No entanto, esta te´cnica tem algu-
mas desvantagens: cada subdivisa˜o introduz cada vez mais atraso, uma vez que o ritmo de
amostragem vai diminuindo; e as respostas em frequeˆncia de algumas das sub-bandas resul-
tantes apresentam lo´bulos laterais considera´veis devido a` sobreposic¸a˜o de termos de aliasing
dos diversos andares da a´rvore (ver [103, Sec. 3.3]). Para minorar esse feno´meno e´ necessa´rio
usar filtros de ordem elevada, o que acarreta maior complexidade e atraso global.
7Para determinado conjunto de especificac¸o˜es, os filtros QMF podera˜o ser mais ou menos longos que os
CQF consoante o n´ıvel de distorc¸a˜o de amplitude que se considere aceita´vel.
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A alternativa e´ usar bancos de filtros projectados de ra´ız para M > 2 canais. Um dos
primeiros sistemas desenvolvidos para decomposic¸a˜o em M bandas criticamente decimadas
foi o chamado pseudo-QMF . Cox [28] refere o desenvolvimento independente destes filtros
em [119] e [132], neste u´ltimo com o nome de polyphase quadrature filters. Os pseudo-QMF
podem considerar-se uma generalizac¸a˜o das propriedades QMF para um maior nu´mero de
sub-bandas. Os filtros sa˜o projectados de forma a garantirem cancelamento de aliasing mas
apenas entre bandas adjacentes. Deste modo consegue-se a eliminac¸a˜o da componente de
aliasing mais significativa, correspondente a`s regio˜es de transic¸a˜o dos filtros. As componentes
na˜o canceladas correspondem a`s bandas de corte que por isso devem ser fortemente atenuadas.
Uma caracter´ıstica importante destes bancos e´ que os filtros passa-banda sa˜o verso˜es
moduladas de um u´nico filtro passa-baixo, o filtro proto´tipo. Isto garante que as respostas dos
filtros teˆm todas a mesma forma (embora deslocadas na frequeˆncia), como conve´m para uma
decomposic¸a˜o uniforme. Ale´m disso, a modulac¸a˜o possibilita uma implementac¸a˜o eficiente
baseada em transformadas ra´pidas. Outra vantagem e´ a facilidade de projecto: so´ e´ necessa´rio
projectar um filtro—o proto´tipo passa-baixo—e o procedimento e´ semelhante ao usado para
os QMF, com ligeiras modificac¸o˜es.
Apesar de na˜o permitirem reconstruc¸a˜o perfeita nem mesmo total cancelamento de alias-
ing, os sistemas pseudo-QMF encontraram grande aplicac¸a˜o em codificadores de a´udio (MUSI-
CAM e MPEG) devido a` sua eficieˆncia e facilidade de projecto. Pore´m, actualmente e´ poss´ıvel
conseguir reconstruc¸a˜o perfeita sem prescindir dessas vantagens, como se vera´ adiante.
3.3.4 Bancos de Filtros com Reconstruc¸a˜o Perfeita
Em [157] apresentam-se condic¸o˜es necessa´rias e suficientes para que um banco de filtros
uniforme maximamente decimado tenha reconstruc¸a˜o perfeita. Tambe´m sa˜o apresentadas
condic¸o˜es suficientes que impo˜em algumas restric¸o˜es adicionais mas que teˆm vantagens em
termos de projecto e implementac¸a˜o. A mais importante destas restric¸o˜es e´ a que forc¸a a
paraunitaridade da matriz de componentes polifa´sicas E(z). Esta condic¸a˜o facilita o pro-
jecto do sistema e permite uma implementac¸a˜o em cascata com complexidade reduzida. Pode
mostrar-se que a lapped orthogonal transform (LOT) [104] e´ um exemplo de banco de filtros
que satisfaz esta condic¸a˜o usando filtros de comprimento N = 2M .
Apesar de permitirem estruturas mais eficientes que a implementac¸a˜o directa, os bancos
de filtros paraunita´rios continuam a ter uma complexidade elevada quando o nu´mero de canais
e´ grande. Para resolver este problema e´ necessa´rio restringir ainda mais a forma dos filtros
usados no sistema. Em particular, restringindo os filtros a serem verso˜es moduladas de um
so´ filtro proto´tipo, conseguem-se implementac¸o˜es muito eficientes baseadas em transformadas
ra´pidas. Na subsecc¸a˜o seguinte focaremos estes sistemas que sa˜o os mais interessantes para
aplicac¸a˜o a` compressa˜o de a´udio.
3.3.5 Bancos de Filtros Modulados com Reconstruc¸a˜o Perfeita
Um banco de filtros diz-se modulado quando os seus filtros de ana´lise hb(n) e s´ıntese fb(n)
sa˜o obtidos por modulac¸a˜o sinusoidal de filtros proto´tipos h(n) e f(n):
hb(n) = h(n) cos
( pi
2M
(2b− 1)n + αb
)
(3.5)
fb(n) = f(n) cos
( pi
2M
(2b− 1)n + βb
)
(3.6)
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para b = 1, 2, . . . ,M . As frequeˆncias de modulac¸a˜o correspondem a`s frequeˆncias centrais de
M bandas uniformes com empilhamento ı´mpar [29] e os proto´tipos devem ser passa-baixo
com largura de banda igual a pi/2M . Os filtros pseudo-QMF referidos atra´s sa˜o filtros com
este tipo de modulac¸a˜o mas na˜o teˆm reconstruc¸a˜o perfeita, como menciona´mos.
Para ter reconstruc¸a˜o perfeita, e´ necessa´rio que os desvios de fase αb e βb sejam escolhidos
apropriadamente e que os proto´tipos satisfac¸am determinadas condic¸o˜es. Em [56] refere-se que
as condic¸o˜es de reconstruc¸a˜o perfeita de um banco de M filtros modulados sa˜o equivalentes
a`s condic¸o˜es PR de um conjunto de cerca de M/2 bancos de 2 canais formados com pares de
componentes polifa´sicas de h(n) e f(n).
Os resultados apresentados nesse artigo sa˜o muito gerais e aplicam-se a bancos com qual-
quer nu´mero de bandas e filtros de qualquer comprimento N (inclusive IIR). Pore´m, os pri-
meiros bancos de filtros modulados com reconstruc¸a˜o perfeita surgiram para o caso N = 2M
(se na˜o contarmos o caso das transformadas em blocos, em que N = M) e receberam diversos
nomes: bancos de filtros com cancelamento de aliasing no domı´nio do tempo (TDAC) [122];
modulated lapped transforms (MLT) [101]; e tambe´m, DCT modificada (MDCT). Em [102]
generalizaram-se as condic¸o˜es de reconstruc¸a˜o perfeita para filtros de comprimento N = 2KM
com K natural, dando origem a`s extended lapped transforms (ELT). Condic¸o˜es equivalentes
no domı´nio da frequeˆncia foram dadas em [87], pondo em evideˆncia a paraunitaridade da
matriz de componentes polifa´sicas associada.
A ELT pode ser implementada com um conjunto de estruturas lattice e uma transfor-
mada discreta de cossenos (DCT). Esta implementac¸a˜o tem um baixo custo computacional,
compara´vel ao dos pseudo-QMF para filtros de comprimento igual. O custo e´ especialmente
reduzido se o nu´mero de bandas for uma poteˆncia de dois, o que simplifica a DCT. A
implementac¸a˜o com filtros lattice tem outra vantagem: possibilita um me´todo de projecto
semelhante ao mencionado acima para os bancos CQF de dois canais. O me´todo baseia-se na
optimizac¸a˜o dos paraˆmetros (aˆngulos) das estruturas lattice de forma a minimizar a energia
da banda de corte do filtro proto´tipo resultante:8
ES =
1
pi
∫ pi
ωS
|H(ejω)|2 dω.
A frequeˆncia de corte ωS deve ser maior que pi/2M (que e´ a banda passante nominal do
proto´tipo) e em geral e´ especificada perto de pi/M . E´ poss´ıvel usar outros crite´rios de erro
tais como o da minimizac¸a˜o da ma´xima amplitude na banda de corte, que conduz a filtros
aproximadamente equiripple. No entanto, a func¸a˜o ES e´ vantajosa porque e´ calcula´vel anali-
ticamente a partir da resposta impulsional do proto´tipo, sem ser necessa´rio fazer integrac¸a˜o
nume´rica [157, Sec. 6.4.3].
3.4 Bancos de Filtros Na˜o Uniformes
Um banco de filtros multi-resoluc¸a˜o na˜o uniforme pode ser implementado na forma directa
da Figura 3.1. No entanto, tal como para bancos uniformes, a implementac¸a˜o directa implica
uma enorme complexidade computacional e de projecto. Por esta raza˜o, o desenvolvimento
de estruturas de decomposic¸a˜o na˜o uniforme tem adoptado uma soluc¸a˜o alternativa: a com-
8Note-se que os coeficientes do proto´tipo podem ser calculados univocamente a partir dos aˆngulos da
estrutura.
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binac¸a˜o de bancos uniformes eficientes usando estruturas em a´rvore ou estruturas split-and-
merge (definidas adiante).
3.4.1 Estrutura em A´rvore
Esta e´ a maneira mais o´bvia de conseguir uma decomposic¸a˜o na˜o uniforme: comec¸ar por
dividir o sinal em bandas uniformes e a seguir subdividir algumas dessas bandas usando
outro banco uniforme. O processo pode aplicar-se repetidamente, resultando numa estrutura
com uma topologia em a´rvore como se representa na Figura 3.2. O banco de s´ıntese tem,
naturalmente, uma estrutura dual da de ana´lise.
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Figura 3.2: Decomposic¸a˜o na˜o uniforme usando uma estrutura em a´rvore.
Se os bancos uniformes utilizados tiverem a propriedade de reconstruc¸a˜o perfeita, enta˜o
a estrutura em a´rvore tambe´m tera´, desde que se introduzam unidades de atraso em pontos
estrate´gicos para igualar os atrasos nos va´rios ramos.
O caso mais comum de estrutura em a´rvore sa˜o as estruturas dia´dicas formadas por bancos
de dois canais aplicados sucessivamente sempre a` banda mais baixa de modo a produzir uma
decomposic¸a˜o em oitavas. As discrete-time wavelet transforms (DTWT) tambe´m podem ser
implementadas por estruturas dia´dicas [143]. Outro exemplo de estrutura em a´rvore sa˜o as
hierarchical lapped transforms (HLT), nas quais os andares de decomposic¸a˜o sa˜o formados
por ELTs [103].
Aspectos de Implementac¸a˜o
Ha´ dois aspectos importantes na implementac¸a˜o de uma estrutura em a´rvore que na˜o sa˜o
vis´ıveis na Figura 3.2: a necessidade de atrasos de compensac¸a˜o e a reflexa˜o das bandas
pares.
Atrasos de Compensac¸a˜o Uma vez que os sistemas de ana´lise-s´ıntese usados para subdi-
vidir as va´rias bandas de um andar na˜o introduzem todas o mesmo atraso (ale´m de eventual
distorc¸a˜o), e´ necessa´rio adicionar linhas de atraso aos bancos mais ra´pidos para os sincronizar
com os mais lentos. Os atrasos de compensac¸a˜o devem ser colocados nos pontos dispon´ıveis
com melhor resoluc¸a˜o temporal num dado subsistema, isto e´: antes do banco de decomposic¸a˜o
e depois do banco de reconstruc¸a˜o. Em princ´ıpio, os atrasos a introduzir podem ser repartidos
de forma arbitra´ria entre o banco de ana´lise e o de s´ıntese mas ha´ dois casos que parecem mais
interessantes: colocar todos os atrasos no banco de ana´lise para simplificar (ligeiramente) os
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descodificadores; ou reparti-los igualmente para manter uma simetria perfeita.9 Na deter-
minac¸a˜o dos atrasos de compensac¸a˜o tem que se considerar que as unidades de atraso na˜o
teˆm todas a mesma durac¸a˜o porque as va´rias bandas teˆm frequeˆncias de amostragem dife-
rentes. Pode mesmo ser necessa´rio introduzir atrasos nas bandas mais lentas so´ para atingir
o mı´nimo atraso comum de todas as bandas.
Reflexa˜o das Bandas Pares Considere-se a banda #2 de um dado banco de filtros uni-
forme. A sua banda passante estende-se de pi/M a 2pi/M . Apo´s decimac¸a˜o pelo factor M , a
componente passante de frequeˆncia mais baixa e´ transladada para a frequeˆncia pi, enquanto a
componente de alta frequeˆncia passa para 2pi ≡ 0. Ha´ portanto uma inversa˜o de frequeˆncias
ou reflexa˜o10 da banda #2, e acontece o mesmo com todas as outras bandas de ı´ndice par
(bandas pares, para simplificar). Assim, quando se subdivide uma banda par, resulta que as
sub-bandas de ı´ndice mais baixo cobrem as frequeˆncias mais altas e vice-versa. Apo´s algumas
subdiviso˜es sucessivas, a relac¸a˜o entre ı´ndices e frequeˆncias das bandas torna-se complexa.
Para evitar este inconveniente pode-se simplesmente trocar a ordem das sub-bandas ou, al-
ternativamente, multiplicar as bandas pares pela sequeˆncia (−1)nb , o que praticamente na˜o
aumenta a complexidade.
Func¸o˜es de Transfereˆncia das Sub-bandas
O percurso entre a entrada e uma das sa´ıdas de uma estrutura em a´rvore e´ uma cascata
de filtros passa-banda decimados. Aplicando as chamadas identidades nobres [157], pode
reduzir-se essa cascata a um u´nico filtro decimado aplicando a seguinte regra:
A(z) ↓P B(z) ↓Q ≡ A(z)B(zP ) ↓PQ .
Procedendo do mesmo modo com as outras sa´ıdas, verifica-se que a estrutura em a´rvore se
reduz a` forma directa da Figura 3.1. Assim, quando falamos de func¸a˜o de transfereˆncia
de uma banda numa estrutura em a´rvore, referimo-nos a` func¸a˜o de transfereˆncia do filtro
correspondente na forma directa equivalente, antes de sofrer decimac¸a˜o.
Considere-se uma estrutura em a´rvore formada por uma decomposic¸a˜o em M bandas e
uma subdivisa˜o adicional da banda #1 em 8 sub-bandas. Deslocando o decimador ↓M para
a sa´ıda, as func¸o˜es de transfereˆncia dessas sub-bandas ficam:
Hb(z) = A1(z)Bb(z
M ),
onde A1(z) e Bb(z) representam as func¸o˜es de transfereˆncia da banda #1 do primeiro andar
de decomposic¸a˜o e da banda #b do segundo andar, respectivamente. A Figura 3.3 mostra
a amplitude das func¸o˜es de transfereˆncia Hb(z) constru´ıdas a partir de filtros A1(z) e Bb(z)
t´ıpicos.
Observa-se que as bandas mais altas apresentam “fugas” significativas fora das suas bandas
passantes. Em particular, a banda #7 tem um importante lo´bulo secunda´rio muito inconve-
niente que invade a regia˜o de frequeˆncias de uma eventual sub-banda #2 da banda #2 (caso
esta fosse subdividida igualmente em 8 canais). Este feno´meno deve-se a` fraca atenuac¸a˜o das
re´plicas espectrais das sub-bandas que “residem” na regia˜o de transic¸a˜o do filtro do andar
anterior. Ha´ va´rias formas de minimizar este problema:
9Quase perfeita no caso de o nu´mero de atrasos ser ı´mpar.
10Trata-se, de facto, de uma translac¸a˜o das frequeˆncias, que no caso de sinais reais equivale simplesmente a
uma inversa˜o.
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Figura 3.3: Func¸o˜es de transfereˆncia de uma estrutura de ana´lise em a´rvore. As func¸o˜es
de transfereˆncia do segundo andar, Bb(z), aparecem comprimidas e replicadas M vezes.
Representa-se apenas uma fracc¸a˜o do espectro total. O eixo vertical mede a amplitude das
respostas numa escala linear.
1. Usar apenas bancos de subdivisa˜o com poucas bandas (tipicamente duas, resultando
em a´rvores bina´rias).
2. Garantir regio˜es de transic¸a˜o muito estreitas em todas as bandas que sa˜o subdivididas.
3. Fazer um po´s-processamento dos sinais de sa´ıda com um bloco de reduc¸a˜o de aliasing
como se faz no MPEG Layer III.
A primeira soluc¸a˜o e´ bastante restritiva e pode obrigar a` construc¸a˜o de estruturas com muitos
andares e muito atraso. Pode encontrar-se um exemplo em [121]. A segunda soluc¸a˜o implica
a utilizac¸a˜o de filtros de ordem elevada, com grande complexidade computacional e atraso. A
terceira soluc¸a˜o, proposta em [34] e aplicada ao banco de filtros h´ıbrido do Layer III, consiste
num andar de po´s-processamento com estruturas em “borboleta” que combinam, duas-a-duas,
as sub-bandas que mais interferem entre si. Ajustando adequadamente os coeficientes das bor-
boletas, consegue-se minorar a amplitude dos lo´bulos secunda´rios. Esta te´cnica e´ interessante
porque na˜o aumenta muito a complexidade e na˜o introduz atraso adicional. No entanto, so´
e´ facilmente aplica´vel a estruturas em que todas as bandas sa˜o igualmente subdivididas, o
que e´ um caso com pouco interesse visto que ha´ formas menos problema´ticas de implementar
bancos uniformes.11 Na˜o encontra´mos na bibliografia consultada qualquer refereˆncia a` forma
de aplicar esta te´cnica a estruturas na˜o uniformes em geral.12
11O Layer III usa esta te´cnica presumivelmente para aproveitar o banco de filtros que ja´ existe para os
Layers I e II.
12E´ certo que o Layer III preveˆ a possibilidade de decomposic¸a˜o na˜o uniforme ao permitir a comutac¸a˜o para
“janelas curtas” em apenas algumas bandas, pore´m [77] na˜o esclarece como e´ que a reduc¸a˜o de aliasing se
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Pode concluir-se que o problema das “fugas” e´ intr´ınseco a`s estruturas em a´rvore e na˜o
e´ fa´cil de resolver. Torna-se necessa´rio estudar formas alternativas de decomposic¸a˜o na˜o
uniforme.
3.4.2 Estruturas Split-and-Merge
Outra forma de fazer ana´lise na˜o uniforme consiste em fazer uma decomposic¸a˜o inicial num
grande nu´mero de bandas e, num segundo andar, recombinar grupos de bandas usando filtros
de s´ıntese (ou transformadas inversas). O primeiro andar produz bandas com a largura mı´nima
pretendida enquanto o segundo andar “troca” resoluc¸a˜o espectral por resoluc¸a˜o temporal para
produzir bandas mais largas com maior ritmo de amostragem. A estruturas deste ge´nero
chamamos split-and-merge (SAM). A Figura 3.4 mostra um banco de filtros SAM com a
mesma resoluc¸a˜o que a estrutura em a´rvore da Figura 3.2.
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Figura 3.4: Decomposic¸a˜o na˜o uniforme usando uma estrutura split-and-merge.
Se no sistema completo de ana´lise e s´ıntese os bancos uniformes usados formarem pares
com reconstruc¸a˜o perfeita, enta˜o o sistema completo tambe´m tera´ essa propriedade desde que
se incluam atrasos de compensac¸a˜o convenientes.
Aspectos de Implementac¸a˜o
Tal como na estrutura em a´rvore, sa˜o necessa´rios atrasos de compensac¸a˜o e reflexa˜o das bandas
pares. Nas estruturas SAM os atrasos podem ser colocados nas sa´ıdas do bloco de ana´lise
e/ou nas entradas do bloco de s´ıntese. Colocam-se os mesmos problemas de determinac¸a˜o do
nu´mero de atrasos que ja´ se referiram para as estruturas em a´rvore.
Quanto a` necessidade de reflexa˜o de bandas, podemos distinguir duas situac¸o˜es. Se as
entradas de um banco de recombinac¸a˜o estiverem alinhadas com as sa´ıdas do primeiro andar—
isto e´: pares com pares, ı´mpares com ı´mpares—enta˜o na˜o ha´ necessidade de reflexa˜o dessas
bandas porque o feno´meno de inversa˜o de frequeˆncias nas bandas pares do primeiro andar
e´ compensado por uma segunda inversa˜o no segundo andar. Se, pelo contra´rio, as bandas
estiverem desalinhadas, e´ conveniente inverteˆ-las todas para que o sinal resultante na˜o fique
tambe´m invertido. Podemos resumir quais as bandas que necessitam de reflexa˜o numa regra
simples: reflectem-se todas as bandas pares, quer as sa´ıdas de bancos de decomposic¸a˜o quer
as entradas em bancos de recombinac¸a˜o. Isto e´ va´lido, como se verifica facilmente, tanto
processaria neste caso.
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nas estruturas em a´rvore como nas estruturas SAM, e tanto no bloco de ana´lise como no de
s´ıntese.
Func¸o˜es de Transfereˆncia das Sub-bandas
Ao contra´rio das a´rvores, as estruturas SAM na˜o podem ser reduzidas a` forma directa de
um banco de filtros com decimac¸a˜o inteira. Em geral, na˜o podem sequer ser reduzidas a
um banco com decimac¸a˜o fracciona´ria como definido em [116].13 Por esta raza˜o na˜o se pode
definir func¸a˜o de transfereˆncia ta˜o facilmente como nas estruturas em a´rvore.
Considere-se o percurso do sinal entre a entrada de um banco de ana´lise SAM e uma das
suas sa´ıdas, representado na Figura 3.5. E´ fa´cil verificar que se AJ+1, . . . , AJ+L e B1, . . . , BL
...
...
...
AJ+1 ↓M ↑L B1
AJ+2 ↓M ↑L B2
...
...
...
...
AJ+L ↓M ↑L BL
...
...
...
x(n) xb(nb)
Figura 3.5: Uma banda de um banco de ana´lise SAM.
forem filtros passa-banda ideais, com larguras de banda de pi/M e pi/L respectivamente;
enta˜o o sinal de sa´ıda, xb, contera´ exacta e unicamente as componentes espectrais do sinal
de entrada extra´ıdas pelos filtros AJ+1 a AJ+L. Nesse caso, a func¸a˜o de transfereˆncia e´ dada
por:
Hb =
J+L∑
j=J+1
Aj,
ou seja, e´ um filtro passa-banda ideal de largura piL/M . Na pra´tica pore´m, os filtros na˜o
sa˜o ideais, e portanto a func¸a˜o de transfereˆncia na˜o e´ rectangular. Acresce ainda que a sa´ıda
vem afectada por termos de aliasing do sinal de entrada. No entanto, se os filtros do andar
de decomposic¸a˜o tiverem regio˜es de transic¸a˜o ideˆnticas (quando representadas em frequeˆncia
absoluta) a`s dos filtros do andar de recombinac¸a˜o, enta˜o a maior parte do aliasing e´ cancelado,
num processo semelhante ao que ocorre entre os bancos de ana´lise e de s´ıntese de um sistema
pseudo-QMF. Nestas condic¸o˜es, as respostas impulsionais de cada banda sa˜o praticamente
invariantes no tempo. As pequenas variac¸o˜es devem-se ao pouco aliasing que na˜o e´ cancelado.
Consequentemente, pode avaliar-se aproximadamente o desempenho de cada banda atrave´s
de qualquer das suas respostas impulsionais e/ou da correspondente transformada de Fourier,
que constitui uma aproximac¸a˜o a` func¸a˜o de transfereˆncia real.
Uma forma simples de garantir a semelhanc¸a entre os filtros dos andares de decomposic¸a˜o
e recombinac¸a˜o e´ usar bancos de filtros modulados, todos derivados de proto´tipos com forma
13Isso so´ e´ poss´ıvel se os factores de interpolac¸a˜o e de decimac¸a˜o forem primos entre si, permitindo a
permutac¸a˜o dos decimadores e dos interpoladores.
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ideˆntica. Esta estrate´gia foi proposta em [28]. No mesmo artigo, Cox usou uma modificac¸a˜o
do programa de Johnston [82] para projectar diversos bancos pseudo-QMF, e observou que a
forma do proto´tipo obtido praticamente na˜o depende do nu´mero de bandas do banco, desde
que se mantenham fixos os seguintes paraˆmetros de projecto:
• LB , a raza˜o entre o comprimento dos filtros e o nu´mero de bandas, N/M ; e
• TP , a raza˜o entre a largura da banda de transic¸a˜o e a largura nominal da banda
passante.
Deste modo, cada par (LB ,TP) define uma famı´lia de bancos pseudo-QMF com func¸o˜es de
transfereˆncia ideˆnticas independentemente do nu´mero de bandas, o que permite a construc¸a˜o
de bancos na˜o uniformes SAM com a desejada propriedade de cancelamento parcial de aliasing
entre andares.
Em simulac¸o˜es semelhantes a`s realizadas por Cox, verifica´mos que outro tipo de banco de
filtros modulados, a ELT, exibe o mesmo comportamento: a forma do filtro proto´tipo depende
apenas das razo˜es LB e TP , e na˜o do nu´mero de bandas (dimensa˜o) da transformada. Isto
possibilita a construc¸a˜o de estruturas SAM que, ale´m do cancelamento parcial de aliasing
entre andares, garantem reconstruc¸a˜o perfeita no sistema ana´lise-s´ıntese completo.
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Cap´ıtulo 4
Quantizac¸a˜o
Quantizar consiste em aproximar uma quantidade de natureza cont´ınua por um valor retirado
de um conjunto descont´ınuo de valores isolados. O exemplo t´ıpico e´ o arredondamento de
um nu´mero real ao inteiro mais pro´ximo. O termo parece ter origem na Teoria Quaˆntica que
restringe certas quantidades f´ısicas, anteriormente consideradas cont´ınuas, a assumir apenas
valores mu´ltiplos de certos valores mı´nimos chamados quanta. No domı´nio das telecomu-
nicac¸o˜es, o termo quantizac¸a˜o foi adoptado desde meados do se´culo XX para descrever a
operac¸a˜o que, juntamente com a amostragem, forma a base da transmissa˜o digital de sinais.
O artigo de Gray e Neuhoff [58] apresenta uma perspectiva histo´rica, uma extensa revisa˜o
bibliogra´fica, e um resumo dos principais resultados da investigac¸a˜o e desenvolvimento da
quantizac¸a˜o. E´ a nossa principal refereˆncia neste cap´ıtulo e dela adoptamos uma boa parte
da notac¸a˜o e terminologia.
4.1 Conceitos Ba´sicos
A operac¸a˜o de quantizac¸a˜o de um valor x ∈ < (quantizac¸a˜o escalar) ou de um vector x ∈ <m
(quantizac¸a˜o vectorial) pode ser descrita pela expressa˜o
q(x) = yk se x ∈ Sk, (4.1)
onde os yk sa˜o os valores, n´ıveis ou vectores de reconstruc¸a˜o e os conjuntos Sk sa˜o os intervalos
ou ce´lulas de quantizac¸a˜o. Estes intervalos formam uma partic¸a˜o do domı´nio de x, ou seja:
na˜o se intersectam entre si e em conjunto cobrem todo o domı´nio. Assim, para cada valor
de x existe um e um so´ k (e yk) que satisfaz a expressa˜o acima. Os ı´ndices ou s´ımbolos k
pertencem a um conjunto geralmente finito ou pelo menos numera´vel e constituem, afinal, a
informac¸a˜o a transmitir entre codificador e descodificador. Naturalmente, esta transmissa˜o
implica uma codificac¸a˜o revers´ıvel que a cada s´ımbolo faz corresponder uma sequeˆncia bina´ria
de comprimento fixo ou varia´vel. Podem, enta˜o, identificar-se va´rias componentes do sistema
de quantizac¸a˜o:
1. Um codificador com perdas, responsa´vel pela classificac¸a˜o do valor de entrada nos va´rios
intervalos de quantizac¸a˜o e representa´vel pela func¸a˜o: α(x) = k se x ∈ Sk.
2. Um codificador sem perdas que transforma cada ı´ndice k numa sequeˆncia bina´ria γ(k),
e o respectivo descodificador γ−1 que faz a transformac¸a˜o inversa.
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3. Um descodificador de reconstruc¸a˜o, definido por: β(k) = yk.
Desta forma, q(x) = β(γ−1(γ(α(x)))) = β(α(x)).
Neste documento e´ usual referimo-nos a`s operac¸o˜es α e β como quantizac¸a˜o 1 e desquan-
tizac¸a˜o, respectivamente. A codificac¸a˜o sem perdas γ sera´ tratada no Cap´ıtulo 5, pelo que
para ja´ apenas nos interessa quantificar o nu´mero de bits gastos para codificar cada ı´ndice k,
ou seja quantificar o comprimento do co´digo, γ¯(k), para o s´ımbolo k.
4.2 Desempenho
O desempenho de um sistema de quantizac¸a˜o avalia-se em duas dimenso˜es: de´bito e distorc¸a˜o.
O de´bito mede o nu´mero me´dio de bits necessa´rios para codificar cada amostra quantizada.
Considerando que a amostra e´ uma varia´vel aleato´ria X com func¸a˜o densidade de probabili-
dade p(x), o de´bito e´ dado por
R = E[γ¯(α(X))] =
∑
k
pkγ¯(k), (4.2)
onde pk e´ a probabilidade de o quantizador produzir o s´ımbolo k, ou seja
pk = P (α(X) = k) = P (X ∈ Sk) =
∫
Sk
p(x) dx. (4.3)
Para quantizadores com um nu´mero finito de n´ıveis N e codificac¸a˜o de comprimento fixo, o
comprimento e´ no mı´nimo γ¯(k) = log2 N , independentemente de k e logo,
R = log2 N. (4.4)
Este mı´nimo e´ aproxima´vel, quando N na˜o for uma poteˆncia de 2, fazendo por exemplo o
empacotamento e codificac¸a˜o de va´rias amostras em simultaˆneo. Usando co´digos com compri-
mento varia´vel, dependente da probabilidade de ocorreˆncia de cada s´ımbolo k, conseguem-se
de´bitos ainda mais baixos. Idealmente, o co´digo tera´ comprimento γ¯(k) = − log2 pk, do qual
resulta um de´bito me´dio igual a` entropia dessa fonte de informac¸a˜o:
R = −
∑
k
pk log2 pk. (4.5)
Mais uma vez, este mı´nimo teo´rico pode ser aproximado bastante bem na pra´tica pelo uso de
codificac¸a˜o aritme´tica ou combinando empacotamento com outro tipo de co´digos como os de
Huffman, por exemplo.
A outra dimensa˜o de avaliac¸a˜o dos quantizadores e´ a distorc¸a˜o. Ao substituir um valor
x por uma aproximac¸a˜o q(x), o quantizador introduz um erro x − q(x). Para avaliar a
importaˆncia do erro, define-se uma medida de distorc¸a˜o d(x, q(x)), real, na˜o-negativa e que
traduza ta˜o fielmente quanto poss´ıvel a perceptibilidade real ou custo da substituic¸a˜o de x
por q(x) no receptor. O valor me´dio desta medida para um conjunto de entradas descritas
por uma varia´vel aleato´ria X da´-nos uma avaliac¸a˜o global da distorc¸a˜o do quantizador,
D = E[d(X, q(X))] =
∑
k
∫
Sk
d(x, yk)p(x) dx. (4.6)
1O contexto devera´ eliminar a ambiguidade do duplo uso deste termo para α ou q.
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Por vezes e´ conveniente combinar de´bito e distorc¸a˜o, atrave´s de um multiplicador de
Lagrange λ ≥ 0, numa u´nica medida chamada custo lagrangiano,
Lλ = D + λR. (4.7)
A distorc¸a˜o, ao contra´rio do de´bito, na˜o tem uma unidade de medida natural, nem uma
forma de medic¸a˜o universal. Podem definir-se medidas de distorc¸a˜o com maior ou menor
significado perceptual, maior ou menor complexidade, maior ou menor utilidade anal´ıtica. A
medida de distorc¸a˜o mais comum e´, sem du´vida, o erro quadra´tico
d(x, q(x)) = ||x− q(x)||2
definido como o quadrado da distaˆncia euclidiana entre sinal e reconstruc¸a˜o. (Aqui || · ||
representa || · ||2, a norma l2 definida mais abaixo.) A simplicidade e convenieˆncia anal´ıtica
desta expressa˜o justifica a sua popularidade, especialmente em derivac¸o˜es teo´ricas. No en-
tanto, e´ sabido que esta na˜o e´ uma boa medida da perceptibilidade auditiva ou visual (ver
Cap´ıtulo 6). Assim, alguns trabalhos procuram generalizar as te´cnicas de projecto e os princi-
pais resultados teo´ricos sobre quantizac¸a˜o a medidas de distorc¸a˜o mais realistas. Uma dessas
generalizac¸o˜es propo˜e medidas de distorc¸a˜o da forma
d(x, y) = ||x− y||rs
onde
||z||s =
(
n∑
i=1
|zi|
s
)(1/s)
e´ a norma ls do vector z = [z1, z2, · · · , zn]. Esta medida e outras ainda mais gerais teˆm a forma
d(x, y) = ρ(x − y), ou seja, sa˜o func¸o˜es apenas da diferenc¸a x − y. Em consequeˆncia temos,
por exemplo num caso escalar, d(10, 11) = d(1000, 1001), o que certamente na˜o e´ realista em
muitas aplicac¸o˜es. Medidas bem mais versa´teis e realistas sa˜o as que se podem descrever ou
aproximar pela expressa˜o
d(x, y) = (x− y)T M(y)(x − y) (4.8)
onde M(y) e´ uma matriz definida positiva, dependente do pro´prio sinal, por vezes denominada
de matriz de sensibilidade. Esta formulac¸a˜o, proposta em [48], e´ aplica´vel a uma grande classe
de medidas, incluindo algumas medidas perceptuais de distorc¸a˜o de imagem e de voz. Va´rios
resultados relativos a` quantizac¸a˜o com estes crite´rios de distorc¸a˜o sa˜o demonstrados em [94],
[95] e [92].
4.3 Optimizac¸a˜o
Equipados com estas definic¸o˜es de de´bito e distorc¸a˜o, e´ natural que se procure projectar o
sistema de quantizac¸a˜o de forma a optimizar o seu desempenho. Isto implica escolher as
ce´lulas de quantizac¸a˜o Sk do quantizador α, os valores de reconstruc¸a˜o yk do desquantizador
β e o codificador sem perdas γ. A distorc¸a˜o e´ afectada pela escolha de α e β mas na˜o depende
de γ. Por sua vez, o de´bito e´ condicionado por α e γ mas e´ independente de β.
Lloyd [96] e Max [105] foram dos primeiros a dedicarem-se a este problema, mais especi-
ficamente ao problema da minimizac¸a˜o do erro quadra´tico me´dio2 de um quantizador escalar
2Na verdade, Max estudou tambe´m outras medidas da diferenc¸a.
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de comprimento fixo (e N fixo). De forma independente, ambos derivaram condic¸o˜es ne-
cessa´rias para a soluc¸a˜o do problema e desenvolveram algoritmos iterativos para a aproximar.
O algoritmo de Max e´ ideˆntico a um dos me´todos anteriormente propostos por Lloyd [96,
me´todo II]. O outro me´todo de Lloyd e´ mais interessante porque admite generalizac¸o˜es para
quantizadores vectoriais [93] e para co´digos de comprimento varia´vel [26].
Conhecida a distribuic¸a˜o do sinal p(X) e dado um λ > 0, o algoritmo de Lloyd generali-
zado, na versa˜o de [26], pode descrever-se informalmente como se segue:
1. Comec¸ar com um desquantizador inicial β e um co´digo inicial de comprimento γ¯.
2. Fixando β e γ, achar o quantizador α′ que minimiza o custo lagrangiano me´dio Lλ do
sistema de quantizac¸a˜o (α′, γ, β). O resultado deste passo e´ a func¸a˜o α′ que a cada x
faz corresponder o ı´ndice k que minimiza o custo lλ = d(x, β(k)) + λγ¯(k). Ou seja, o
quantizador o´ptimo e´ o de vizinho mais pro´ximo, subentendendo-se que a proximidade
e´ medida por lλ.
3. Com o α′ determinado atra´s, achar um novo desquantizador β ′ que minimize a distorc¸a˜o
D(α′, β′) do sistema. Este desquantizador e´ a func¸a˜o que para cada k devolve o valor
yk que minimiza E[d(X, yk) |α(X) = k], a distorc¸a˜o me´dia condicionada ao facto de a
entrada ser quantizada como k. As soluc¸o˜es sa˜o os chamados centro´ides das ce´lulas de
quantizac¸a˜o e a sua determinac¸a˜o depende naturalmente da medida de distorc¸a˜o. Para
o erro quadra´tico e´ um resultado cla´ssico que:
yk = E[X |X ∈ Sk], ∀k.
Para o erro quadra´tico ponderado pelo sinal da equac¸a˜o (4.8) vem [58, p. 2342][93,
eq. (15)]:
yk = E[M(X) |X ∈ Sk]
−1E[M(X)X |X ∈ Sk], ∀k.
4. Para o mesmo α′, achar o co´digo γ ′ que minimiza o de´bito R(α′, γ′) do sistema. Na
pra´tica, presumindo uma codificac¸a˜o de entropia ideal, basta recalcular as probabilida-
des dos s´ımbolos pk, dependentes de α
′, pela equac¸a˜o (4.3) e o de´bito R pela equac¸a˜o
(4.5).
5. Fazer (α, γ, β) ← (α′, γ′, β′) e repetir a partir do passo 2 enquanto houver variac¸a˜o
significativa da distorc¸a˜o Lλ apo´s cada iterac¸a˜o.
Alguns aspectos deste algoritmo merecem alguns comenta´rios:
Convergeˆncia e terminac¸a˜o. O de´bito R na˜o depende da escolha do desquantizador β, por
isso, no passo 3, a minimizac¸a˜o de D implica tambe´m uma reduc¸a˜o (ou manutenc¸a˜o)
do custo Lλ = D+λR, tal como no passo 2. De igual modo, como D na˜o depende de γ,
o passo 4 que minimiza R tambe´m implica a reduc¸a˜o (ou manutenc¸a˜o) de Lλ. Deste
modo, o custo lagrangiano apo´s cada iterac¸a˜o forma uma sequeˆncia decrescente (em
sentido lato); e como na˜o pode tomar valores negativos, necessariamente a sequeˆncia
converge e o algoritmo termina. O ponto Lλ(α, γ, β) para o qual o algoritmo tende
e´ um mı´nimo local da func¸a˜o custo. Na˜o se conhece uma forma geral de atingir um
mı´nimo global, mas a experieˆncia mostra que a aplicac¸a˜o deste algoritmo com diferentes
inicializac¸o˜es converge frequentemente para um mı´nimo global.
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Varrimento de λ. Pode ser necessa´rio repetir toda a optimizac¸a˜o para outros valores de
λ para se obter diferentes compromissos entre de´bito e distorc¸a˜o. (Ver [26] para um
processo sistema´tico de varrimento de λ.)
Variante amostral. Quando na˜o se conhece a distribuic¸a˜o do sinal X, pode usar-se um
conjunto (grande) de vectores de treino representativos da distribuic¸a˜o e aplicar uma
variante deste algoritmo na qual se substitui os operadores de probabilidade e esperanc¸a
matema´tica por me´dias amostrais. Na pra´tica, este e´ o processo usado no projecto de
quantizadores vectoriais para aplicac¸o˜es reais.
Inicializac¸a˜o. As condic¸o˜es iniciais do algoritmo podem ter alguma influeˆncia no mı´nimo
atingido e, especialmente, na velocidade de convergeˆncia. Existem va´rias propostas
para o conjunto inicial de valores de reconstruc¸a˜o {yk} do desquantizador. Um me´todo
simples, quando se tem um conjunto de treino, e´ extrair deste um subconjunto de N
elementos de forma determin´ıstica ou aleato´ria. Outra hipo´tese e´ usar os valores de
reconstruc¸a˜o de um quantizador uniforme que cubra a maior parte do domı´nio do sinal.
Quando se pretende projectar uma famı´lia de quantizadores com um nu´mero crescente
de n´ıveis, pode usar-se uma te´cnica de subdivisa˜o [93]. Uma proposta mais recente
procura maximizar as distaˆncias entre os valores iniciais [86].
Casos particulares de interesse. Para uma codificac¸a˜o de comprimento fixo, o passo 4
torna-se desnecessa´rio e no passo 2, a minimizac¸a˜o de Lλ reduz-se a` minimizac¸a˜o de
D ja´ que R na˜o varia. Neste caso particular, o algoritmo equivale essencialmente ao
de [93]. Se adicionalmente condicionarmos o problema a uma dimensa˜o, obtemos o
algoritmo de Lloyd original [96, me´todo I].
4.4 Implementac¸a˜o
Ja´ vimos como caracterizar o desempenho de um quantizador, e como o projectar de forma
a optimizar esse desempenho. Nesta secc¸a˜o abordamos o problema da implementac¸a˜o de
quantizadores.
As va´rias te´cnicas de implementac¸a˜o diferem sob diferentes aspectos. Um dos mais impor-
tantes e´ a complexidade computacional, que se pode avaliar pelo nu´mero e tipo de operac¸o˜es
necessa´rias para quantizar cada amostra, bem como pela quantidade de memo´ria requerida
nesse processo. A simplicidade de certas te´cnicas consegue-se muitas vezes a` custa da im-
posic¸a˜o de restric¸o˜es que limitam o tipo de quantizac¸a˜o que se pode implementar, com con-
sequeˆncias a n´ıvel do desempenho. Por isso, a par da complexidade, outro aspecto a considerar
e´ a versatilidade da implementac¸a˜o. Em muitas situac¸o˜es de codificac¸a˜o de sinais, os requisi-
tos de desempenho (qualidade e de´bito) da quantizac¸a˜o na˜o se manteˆm constantes para todo
o sinal. Isto pode dever-se a` variac¸a˜o da dinaˆmica do sinal, a` variac¸a˜o da sensibilidade do re-
ceptor (geralmente em func¸a˜o do pro´prio sinal), a` alterac¸a˜o das necessidades ou expectativas
de qualidade pelo receptor, ou a restric¸o˜es impostas ao de´bito da fonte. Para lidar com esta
variabilidade e melhor aproveitar as oportunidades de optimizac¸a˜o que ela oferece, interessa
que os quantizadores sejam adaptativos. A capacidade de adaptac¸a˜o, bem como a facilidade
e rapidez com que podem ser adaptados sa˜o tambe´m aspectos importantes que diferenciam
as va´rias implementac¸o˜es.
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4.4.1 Arredondamento e Quantizac¸a˜o Uniforme
O arredondamento e´ a forma mais simples de quantizac¸a˜o. Existem va´rias formas de arre-
dondar um real x a um inteiro: arredondamento por defeito bxc, igual ao maior inteiro na˜o
superior a x; arredondamento por excesso dxe, igual ao menor inteiro na˜o inferior a x; ou
arredondamento ao inteiro mais pro´ximo, que se pode definir por bxe =
⌊
x + 12
⌋
.3 Este u´ltimo
e´ o mais interessante porque minimiza o erro absoluto ma´ximo e outras medidas relacionadas.
A quantizac¸a˜o uniforme gene´rica, com intervalos de amplitude ∆ e n´ıveis de reconstruc¸a˜o
centrados nesses intervalos, pode enta˜o ser descrita pelas func¸o˜es
α(x) =
⌊
x− y0
∆
⌉
(4.9)
e
β(k) = k∆ + y0. (4.10)
Estas expresso˜es podem implementar-se facilmente nos microprocessadores actuais ja´ que as
operac¸o˜es aritme´ticas envolvidas sa˜o relativamente banais. A mais complexa, a divisa˜o por
∆, podera´ ser substitu´ıda por uma multiplicac¸a˜o por 1/∆, recorrendo a factores tabelados e
acautelando devidamente os problemas da precisa˜o finita das representac¸o˜es nume´ricas.
Os dois paraˆmetros livres ∆ e y0 representam o passo de quantizac¸a˜o e o primeiro n´ıvel
de reconstruc¸a˜o, respectivamente. O paraˆmetro ∆ altera a escala do quantizador, permitindo
controlar a quantidade de distorc¸a˜o introduzida (e o de´bito produzido). O paraˆmetro y0
permite corrigir a polarizac¸a˜o dos n´ıveis e intervalos de quantizac¸a˜o para melhor os ajustar a`
distribuic¸a˜o do sinal. Para o caso de distribuic¸o˜es sime´tricas em torno de zero, e´ usual fazer-se
y0 = 0 ou enta˜o y0 =
1
2∆. Diz-se nestes casos tratar-se respectivamente de quantizadores do
tipo midtread ou do tipo midrise; nomes sugeridos pela posic¸a˜o da origem em relac¸a˜o aos
degraus da curva y = q(x) num e noutro caso [80, p. 118]. O efeito deste paraˆmetro no
desempenho do quantizador e´ despreza´vel em condic¸o˜es de alta resoluc¸a˜o, quando a dispersa˜o
do sinal excede bastante o passo de quantizac¸a˜o. Noutras condic¸o˜es, pore´m, pode ter um
efeito significativo. Por exemplo, para um sinal de amplitude baixa relativamente a ∆ e muito
concentrado em torno de zero, um quantizador midtread supera claramente um midrise. Por
convenieˆncia, nas expresso˜es acima omitimos um terceiro paraˆmetro: o nu´mero de n´ıveis N .
Este garante um de´bito ma´ximo de log2 N (ou pouco mais), mas simultaneamente limita
o conjunto de valores reproduz´ıveis a uma gama de amplitude N∆. Se o sinal de entrada
tomar valores fora dessa gama, o quantizador satura, produzindo erros superiores a ∆/2, que
podem contribuir significativamente para a distorc¸a˜o do sistema. Quando se usa um co´digo
de comprimento varia´vel, e´ normal considerar-se N muito grande, visto que a inclusa˜o de um
maior nu´mero de n´ıveis improva´veis pode reduzir substancialmente a distorc¸a˜o mas pouco
acrescenta ao de´bito.
O passo de quantizac¸a˜o ∆ e´ frequentemente alvo de adaptac¸a˜o para fazer face a sinais na˜o-
estaciona´rios com variac¸o˜es de gama dinaˆmica. Tambe´m e´ poss´ıvel adaptar y0, por exemplo
para acompanhar um sinal cuja me´dia flutue de forma previs´ıvel. Equivalentemente, tal
sistema pode ser tratado como um codificador DPCM (que acompanha o sinal), seguido
de um controlador automa´tico de ganho (que compensa as variac¸o˜es de escala), seguido de
um quantizador uniforme de passo e polarizac¸a˜o fixos. O nu´mero de n´ıveis N pode ser
3Outras definic¸o˜es de arredondamento ao mais pro´ximo, como dxc =
˚
x− 1
2
ˇ
, diferem apenas na classi-
ficac¸a˜o dos pontos equidistantes de dois inteiros consecutivos, e portanto sa˜o essencialmente equivalentes.
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adaptado a fim de controlar o de´bito, especialmente em co´digos de comprimento fixo, mas
simultaneamente deve adaptar-se ∆ para evitar a saturac¸a˜o do quantizador. E´ o que se faz
nos sistemas de v´ırgula flutuante em blocos (Sec. 2.2.3).
4.4.2 Pesquisa em Tabelas
A forma mais geral de implementar quantizac¸a˜o escalar e´ naturalmente recorrer a tabelas dos
n´ıveis de reconstruc¸a˜o yk e dos n´ıveis de decisa˜o xk que delimitam os intervalos de quantizac¸a˜o
Sk = [xk, xk+1[. O quantizador consiste em procurar o intervalo que conte´m x, o que pode
ser feito com cerca de log2 N operac¸o˜es de comparac¸a˜o, caso a tabela dos xk esteja ordenada.
A desquantizac¸a˜o implica somente um acesso indexado a` tabela dos yk.
Esta implementac¸a˜o oferece potencialmente a ma´xima adaptabilidade, permitindo o con-
trolo individual de cada intervalo e n´ıvel de quantizac¸a˜o. Na pra´tica, o grande nu´mero de
paraˆmetros livres dificulta o processo. Uma mera alterac¸a˜o de escala obrigaria a` alterac¸a˜o de
todos os valores tabelados. Obviamente que situac¸o˜es como esta sa˜o melhor resolvidas com
pre´-processamento da entrada, uso de tabelas normalizadas e po´s-processamento da sa´ıda.
Complementarmente, pode manter-se um conjunto limitado de tabelas alternativas e comu-
tar entre elas para conseguir uma adaptac¸a˜o ra´pida a variac¸o˜es da forma da distribuic¸a˜o do
sinal, por exemplo. E´ claro que o custo em termos de memo´ria fixa, cerca de N palavras por
tabela, cresce substancialmente neste caso.
4.4.3 Quantizac¸a˜o Parame´trica: Compressa˜o-Expansa˜o
Um me´todo que permite conciliar boa parte da versatilidade dos quantizadores de tabela
com a simplicidade dos quantizadores uniformes e´ uso de func¸o˜es de compressa˜o-expansa˜o.
Qualquer quantizador escalar q pode ser decomposto numa func¸a˜o de compressa˜o c, uma
quantizac¸a˜o uniforme ou, sem perda de generalidade, um arredondamento b·e e uma func¸a˜o
de expansa˜o c−1:
q(x) = c−1(bc(x)e),
como se ilustra na Figura 4.1. Para essa decomposic¸a˜o ser poss´ıvel basta que c transforme
cada intervalo e n´ıvel de quantizac¸a˜o de q no respectivo intervalo e n´ıvel do quantizador
uniforme,
c([xk, xk+1[) = [k −
1
2
, k +
1
2
[ ∧ c(yk) = k,∀k.
No entanto, e´ vantajoso exigir-se adicionalmente que a func¸a˜o c seja mono´tona, cont´ınua e
ate´ diferencia´vel na maioria dos pontos.
Quando c(x) = (x − y0)/∆, obtemos o quantizador uniforme da equac¸a˜o (4.9). Num
caso mais geral de c na˜o-linear obte´m-se uma quantizac¸a˜o na˜o-uniforme, como ilustrado na
Figura 4.1(d). Neste caso o passo de quantizac¸a˜o, que podemos definir como a largura do
intervalo ∆k = xk+1−xk, varia em func¸a˜o da amplitude do sinal. Esta variac¸a˜o e´ descont´ınua,
mas e´ conveniente considerar uma “suavizac¸a˜o” definida informalmente por ∆(x) ≈ ∆k com
k = bc(x)e. A derivada da func¸a˜o de compressa˜o pode enta˜o ser interpretada como o rec´ıproco
dessa func¸a˜o passo-de-quantizac¸a˜o
c′(x) =
1
∆(x)
,
47
PSfrag replacements
x k
y
u
(a) (b)
(c)(d)
Figura 4.1: Quantizac¸a˜o por compressa˜o-expansa˜o. No sentido dos ponteiros do relo´gio:
(a) O valor x e´ transformado em u = c(x), (b) u e´ arredondado para k = bue (note-se a
posic¸a˜o transposta do gra´fico), (c) k e´ expandido para y = c−1(k). (d) A composic¸a˜o das treˆs
operac¸o˜es e´ o quantizador na˜o-uniforme y = q(x).
ou como a densidade pontual do quantizador.4 Estas noc¸o˜es de densidade pontual e func¸a˜o
de compressa˜o sa˜o fundamentais na teoria da quantizac¸a˜o de alta resoluc¸a˜o que estabelece
limites assimpto´ticos para o desempenho quando o nu´mero de n´ıveis cresce e o tamanho dos
intervalos tende para zero [58, Sec. IV].
A complexidade de um quantizador de compressa˜o-expansa˜o e´ dominada pela imple-
mentac¸a˜o das func¸o˜es c e c−1. O ca´lculo destas func¸o˜es pode recorrer a te´cnicas tradicionais
de ana´lise nume´rica: aproximac¸o˜es polinomiais, pesquisa em tabelas e algoritmos iterativos
de aproximac¸o˜es sucessivas. A precisa˜o das aproximac¸o˜es na˜o tem de ser muito superior a` re-
soluc¸a˜o do quantizador, o que pode permitir reduzir as exigeˆncias computacionais sem afectar
muito o desempenho.
Um caso importante sa˜o os chamados quantizadores logar´ıtmicos, cujas func¸o˜es de com-
pressa˜o aproximam uma curva logar´ıtmica para amplitudes altas e sa˜o quase lineares para
amplitudes baixas. Func¸o˜es destas teˆm sido aplicadas sobretudo em telefonia digital. Por
exemplo, a lei-µ, usada no sistema telefo´nico norte-americano e´ descrita por
c(x) = M
log(1 + µ|x|/xM )
log(1 + µ)
sgn(x),
onde os paraˆmetros xM e M controlam a escala e resoluc¸a˜o do quantizador, enquanto µ define
4A densidade pontual de um quantizador e´ uma func¸a˜o Λ(x) que indica o o nu´mero aproximado de n´ıveis
de quantizac¸a˜o por unidade de amplitude em torno de x.
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Figura 4.2: Erro de quantizac¸a˜o x− q(x) de um quantizador de lei-µ. A sombreado indica-se
o intervalo [−∆(x)/2,+∆(x)/2].
a curvatura da func¸a˜o. A Figura 4.2 mostra a func¸a˜o de erro x − q(x) de um quantizador
com a lei-µ. O passo de quantizac¸a˜o cresce linearmente com a amplitude do sinal. A func¸a˜o
∆(x) =
1
c′(x)
=
log(1 + µ)
M
(
xM
µ
+ |x|
)
preveˆ esta variac¸a˜o com relativa precisa˜o (ver figura).
Na pra´tica, estas curvas logar´ıtmicas sa˜o aproximadas por func¸o˜es de segmentos linea-
res. Cada segmento define uma gama de valores quantizada uniformemente com um dado
passo, e a amplitude dos passos e´ duplicada de segmento para segmento. Este tipo de com-
pressa˜o-expansa˜o permite uma implementac¸a˜o digital simples com aritme´tica bina´ria inteira.
A representac¸a˜o bina´ria de um ı´ndice de quantizac¸a˜o pode tambe´m ser vista como um tipo de
representac¸a˜o em v´ırgula flutuante do valor quantizado: 1 bit para o sinal, alguns bits para
indicar o segmento (ou o expoente), e os bits restantes indicam o n´ıvel dentro do segmento
(ou a mantissa).
4.4.4 Quantizac¸a˜o Vectorial
Um quantizador vectorial agrupa as amostras de um sinal em vectores de dimensa˜o fixa e
para cada um, pesquisa numa lista de vectores-padra˜o o vector que mais se lhe aproxima.5 O
ı´ndice ou co´digo do padra˜o seleccionado e´ transmitido ao receptor que, possuindo uma co´pia
da mesma lista, faz uma traduc¸a˜o imediata e reproduz esse padra˜o a` sa´ıda. A implementac¸a˜o
de um sistema de quantizac¸a˜o vectorial e´, pelo menos conceptualmente, muito simples: o
codificador e´ composto por uma lista de padro˜es (codebook) armazenados em memo´ria fixa,
por um procedimento de ca´lculo de uma medida de distorc¸a˜o entre vectores, e por um algo-
ritmo de pesquisa que minimize a distorc¸a˜o entre o vector original e o padra˜o seleccionado;
o descodificador conte´m simplesmente o mesmo codebook e um mecanismo de indexac¸a˜o ou
enderec¸amento directo.
O projecto de um sistema destes consiste essencialmente na compilac¸a˜o de um conjunto
de padro˜es que minimize o valor esperado da distorc¸a˜o, tendo em conta a distribuic¸a˜o de
probabilidade da fonte. Quando na˜o se conhece a verdadeira distribuic¸a˜o dos vectores, usa-se
um processo iterativo que tenta minimizar a distorc¸a˜o me´dia avaliada para uma sequeˆncia de
5Trata-se portanto de um algoritmo de procura do vizinho mais pro´ximo, como os usados em reconhecimento
de padro˜es.
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vectores de treino. Se a sequeˆncia de treino for suficientemente grande, esta aproximac¸a˜o da´
bons resultados mesmo para processos na˜o estaciona´rios e na˜o ergo´dicos [57].
A simplicidade do codificador e especialmente do descodificador tornam a quantizac¸a˜o
vectorial prop´ıcia a uma implementac¸a˜o em hardware projectado “a` medida” para a aplicac¸a˜o
desejada. Outro aspecto interessante dos sistemas de quantizac¸a˜o vectorial e´ a forma como
podem ser adequados na˜o so´ a`s caracter´ısticas da fonte mas tambe´m a`s limitac¸o˜es do receptor
pela integrac¸a˜o de uma medida de distorc¸a˜o perceptualmente significativa.
Apesar do desempenho potencialmente o´ptimo e da relativa simplicidade algor´ıtmica, as
te´cnicas de quantizac¸a˜o vectorial deparam-se com uma grande dificuldade: o crescimento
exponencial da complexidade computacional com a dimensa˜o dos vectores. Se considerarmos
um codebook com N vectores de dimensa˜o m, enta˜o a taxa de transmissa˜o e´ R = 1m log2 N bits
por amostra e, equivalentemente, N = 2mR. Para armazenar esse codebook e´ necessa´ria uma
capacidade de memo´ria de mN = m2mR palavras. Simultaneamente, se usar um algoritmo
de pesquisa exaustiva, o codificador precisa de fazer 2mR operac¸o˜es por vector ou seja 2mR/m
operac¸o˜es por amostra. Pode verificar-se que para R fixo o consumo de recursos depende
exponencialmente da dimensa˜o m. Esta caracter´ıstica limita a aplicabilidade da quantizac¸a˜o
vectorial a sinais de dimensionalidade baixa e e´ responsa´vel pela tardia aceitac¸a˜o desta te´cnica.
Felizmente, existem algumas te´cnicas que permitem reduzir o espac¸o de memo´ria e/ou o
tempo de ca´lculo necessa´rios [49, 57]. Uma dessas te´cnicas consiste em estruturar a lista de
padro˜es como uma a´rvore bina´ria que pode ser pesquisada muito rapidamente por um me´todo
de aproximac¸o˜es sucessivas. Em contrapartida, e´ necessa´ria mais memo´ria e o codebook pode
na˜o ser o´ptimo devido a`s condic¸o˜es impostas na escolha dos padro˜es. Uma alternativa que na˜o
compromete a qualidade do codificador baseia-se na gerac¸a˜o, atrave´s de uma optimizac¸a˜o na
fase de projecto, de uma a´rvore de decisa˜o na˜o uniforme adaptada a` lista de padro˜es. Outra
possibilidade permite reduzir o consumo de memo´ria e de tempo usando va´rios esta´gios de
quantizac¸a˜o aplicados sucessivamente aos res´ıduos dos esta´gios anteriores. Foram propostas
muitas outras soluc¸o˜es, quer reduzindo a complexidade do algoritmo ba´sico, quer integrando-o
com outros processos de compressa˜o, que podera˜o vir a tornar mais atractiva esta te´cnica de
codificac¸a˜o.
A quantizac¸a˜o vectorial foi ja´ aplicada com bastante sucesso ao problema da codificac¸a˜o da
voz [50]. Neste contexto, as te´cnicas mais eficientes—vector excitation coding (VXC) ou code-
excited linear prediction (CELP)—usam um processo de ana´lise-por-s´ıntese onde os filtros
adaptativos de um codificador preditivo sa˜o excitados pela sa´ıda de um quantizador vectorial.
A quantizac¸a˜o vectorial conjunta de coeficientes de predic¸a˜o linear tambe´m se revelou muito
eficaz porque permite explorar a forte dependeˆncia na˜o-linear entre os va´rios coeficientes de
predic¸a˜o. Com este processo foram desenvolvidos codificadores de voz a 800 bit/s de qualidade
compara´vel a codificadores com quantizac¸a˜o escalar com de´bito treˆs vezes superior.
4.5 Discussa˜o
Um resultado teo´rico muitas vezes citado e um tanto surpreendente conclui que, indepen-
dentemente da distribuic¸a˜o do sinal, o melhor quantizador escalar de de´bito varia´vel e´, o
quantizador uniforme [53]. Este e´ um resultado assimpto´tico, mas tambe´m se aplica aproxi-
madamente quando o nu´mero de n´ıveis e´ baixo. No entanto, esta conclusa˜o na˜o e´ generaliza´vel
a medidas de distorc¸a˜o que na˜o dependam exclusivamente da diferenc¸a x− y.
Como veremos no Cap´ıtulo 6, as medidas perceptuais de distorc¸a˜o dependem fortemente
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tambe´m das amplitudes. Assim, na˜o e´ apropriado aplicar directamente quantizadores uni-
formes nesta situac¸a˜o. Pore´m, uma func¸a˜o de compressa˜o adequada permite transformar a
medida de distorc¸a˜o numa medida de diferenc¸as.
A forma iterativa do algoritmo de Lloyd generalizado sugere a possibilidade de uma im-
plementac¸a˜o incremental, que va´ corrigindo adaptativamente os quantizadores mesmo em
situac¸o˜es de variac¸a˜o dinaˆmica dos crite´rios de desempenho.
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Cap´ıtulo 5
Codificac¸a˜o Sem Perdas
No cap´ıtulo anterior desagrega´mos da quantizac¸a˜o o problema da codificac¸a˜o sem perdas
dos s´ımbolos produzidos pelo quantizador. Ha´ duas razo˜es principais para esta separac¸a˜o.
Primeiro, porque as te´cnicas de codificac¸a˜o sem perdas sa˜o aplica´veis fora do aˆmbito da
quantizac¸a˜o, por exemplo na compressa˜o directa de sinais simbo´licos como texto. Ale´m disso,
a codificac¸a˜o sem perdas e´ essencialmente um problema resolvido. A codificac¸a˜o o´ptima e´
realiza´vel (muito aproximadamente), pelo que se pode projectar o quantizador sem conhecer
exactamente as palavras de co´digo, bastam os seus comprimentos o´ptimos γ¯(k) = − log2 pk.
5.1 Definic¸o˜es e Conceitos
Um sistema de codificac¸a˜o sem perdas (ou de codificac¸a˜o revers´ıvel) e´ formado por:
• Um dispositivo codificador, que transforma uma mensagem composta por uma sequeˆncia
de s´ımbolos de entrada Kn = k1k2 . . . kn num co´digo composto por uma sequeˆncia de
s´ımbolos de sa´ıda Sm = s1s2 . . . sm.
• Um dispositivo descodificador que, a partir da segunda sequeˆncia, e´ capaz de recuperar
a primeira, sem qualquer distorc¸a˜o, embora eventualmente com algum atraso.
Os s´ımbolos de entrada pertencem a um conjunto numera´vel A chamado alfabeto de entrada,
enquanto os de sa´ıda pertencem a um alfabeto de sa´ıda, que e´ usualmente o alfabeto bina´rio
{0, 1}. Qualquer dos dispositivos pode ter memo´ria, pelo que a sa´ıda num certo instante
na˜o depende somente da entrada no mesmo instante, mas tambe´m do passado capturado no
estado da memo´ria.
Esta definic¸a˜o e´ mais geral e mais adequada aos diversos sistemas de codificac¸a˜o existentes
do que a definic¸a˜o simples dada no Cap´ıtulo 4. Aı´, tanto o codificador sem perdas como o
descodificador eram descritos como func¸o˜es e na˜o como ma´quinas de estados, com a conse-
quente incapacidade de modelar mudanc¸as de comportamento dependentes do contexto. Em
todo o caso, e´ fa´cil adaptar as expresso˜es dadas nesse cap´ıtulo a` definic¸a˜o mais geral.
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5.2 Co´digos de Comprimento Fixo, Empacotamento e Repre-
sentac¸o˜es Nume´ricas
A forma mais simples de codificar s´ımbolos de um alfabeto A com N elementos e´ associar
bi-univocamente a cada s´ımbolo de A uma palavra bina´ria de comprimento fixo. Esse com-
primento tem de ser, no mı´nimo, γ¯ = dlog2 Ne bits. Quando N na˜o e´ uma poteˆncia de 2,
desperdic¸am-se palavras de co´digo. Por exemplo, com um alfabeto de 5 s´ımbolos, seriam
precisos co´digos de dlog2 5e = 3 bits, capazes de representar 2
3 = 8 s´ımbolos distintos. No
entanto, se agruparmos os s´ımbolos em ternos (k1, k2, k3), passamos a ter um alfabeto ex-
tendido A3 com 53 = 125 ternos distintos. Os ternos podem enta˜o ser representados com
co´digos de dlog2 125e = 7 bits, o que da´ um comprimento me´dio por s´ımbolo de 7/3 ≈ 2.33
bits, bastante mais pro´ximo do valor limite log2 5 ≈ 2.32. Esta forma de extensa˜o do alfabeto
por agrupamento de s´ımbolos em blocos e´ um processo usual de conseguir um pouco mais de
eficieˆncia a partir de certas te´cnicas de codificac¸a˜o.
O agrupamento de s´ımbolos em blocos pode ser implementado com aritme´tica inteira. Se
os s´ımbolos forem representados por nu´meros inteiros ki ∈ {0, 1, . . . , N − 1}, enta˜o um bloco
de m s´ımbolos pode representar-se por um inteiro S ∈ {0, 1, . . . , N m − 1}, calculado pela
expressa˜o
S = k1N
m−1 + k2N
m−2 + · · ·+ km−1N + km.
Para a descodificar basta fazer sucessivas diviso˜es inteiras por N ou recorrer a uma tabela
indexada por S. Por outras palavras: a sequeˆncia k1k2 . . . km na˜o e´ mais do que a repre-
sentac¸a˜o do nu´mero S na base N ; e os processos de codificac¸a˜o e descodificac¸a˜o resumem-se
a converso˜es entre representac¸o˜es nume´ricas na base N e na base 2. E´ fa´cil generalizar este
processo para blocos de s´ımbolos pertencentes a alfabetos de diferentes dimenso˜es.
Mesmo esta te´cnica simples na˜o pode ser traduzida por uma func¸a˜o γ(k) ja´ que a sequeˆncia
bina´ria debitada pelo codificador na˜o depende simplesmente do s´ımbolo k mas tambe´m da
sua posic¸a˜o e dos outros s´ımbolos no bloco. Alia´s, nem se pode identificar claramente onde
comec¸a e acaba cada s´ımbolo na sequeˆncia bina´ria, pois alguns bits dependem conjuntamente
de va´rios s´ımbolos. No entanto, parece perfeitamente adequado definir o comprimento que
cada s´ımbolo ocupa no co´digo, γ¯(k) = 1m dlog2 N
me, ainda que esse comprimento na˜o seja um
nu´mero inteiro.
5.3 Co´digos de Comprimento Inteiro
Na secc¸a˜o anterior descrevemos co´digos de comprimento fixo independentemente do s´ımbolo
codificado. A evoluc¸a˜o natural e´ associar co´digos de comprimentos distintos aos va´rios
s´ımbolos, mais curtos para os s´ımbolos mais frequentes e mais longos para os s´ımbolos mais
raros, procurando melhorar o desempenho me´dio. Chamaremos co´digo de comprimento in-
teiro a qualquer co´digo revers´ıvel que represente cada s´ımbolo k ∈ A por uma palavra de
co´digo γ(k) com comprimento natural γ¯(k) ∈ N. Chamamos livro de co´digos ao conjunto
das palavras de co´digo {γ(k),∀k ∈ A}, e chamamos perfil de comprimentos a` sequeˆncia dos
comprimentos dessas palavras {γ¯(k),∀k ∈ A}.
E´ sabido que, para permitir a reversibilidade do co´digo, os comprimentos γ¯(k) teˆm que
satisfazer a desigualdade de Kraft-McMillan [107]:∑
k∈A
2−γ¯(k) ≤ 1. (5.1)
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Na˜o basta que os comprimentos das palavras de certo co´digo satisfac¸am esta condic¸a˜o para
que esse co´digo seja revers´ıvel. No entanto, e´ garantido que existem co´digos revers´ıveis for-
mados por palavras com esses mesmos comprimentos; e sabe-se que e´ poss´ıvel constru´ı-los
de forma a que nenhuma palavra de co´digo seja um prefixo de outra [107]. Co´digos com
esta propriedade dizem-se livres de prefixos1 e sa˜o convenientes porque permitem uma des-
codificac¸a˜o instantaˆnea: assim que se recebe o u´ltimo bit de uma palavra de co´digo, pode
emitir-se o s´ımbolo correspondente. Um exemplo ajuda a clarificar a situac¸a˜o. Considerem-se
treˆs co´digos alternativos para o alfabeto A = {a, b, c} definidos na tabela abaixo.
k γ¯(k) Co´digo 1 Co´digo 2 Co´digo 3
a 1 0 0 0
b 2 01 01 10
c 2 10 11 11
Todos teˆm palavras de comprimentos iguais e satisfazem a condic¸a˜o (5.1) com nu´mero de
Kraft igual a 2−1 + 2−2 + 2−2 = 1. No entanto, o Co´digo 1 na˜o e´ livre de prefixos (0 e´ um
prefixo de 01) e na˜o e´ revers´ıvel, como se demonstra pela sequeˆncia 010 que tanto pode ser
gerada pela mensagem ac como por ba. O Co´digo 2 na˜o e´ livre de prefixos, mas e´ revers´ıvel,
ainda que a descodificac¸a˜o seja ligeiramente mais complexa e um tanto caprichosa pois pode
implicar memo´ria e atraso ilimitados.2 O Co´digo 3 e´ livre de prefixos, revers´ıvel, e permite
uma descodificac¸a˜o simples e instantaˆnea. E´ claramente prefer´ıvel aos outros.
As palavras de um co´digo livre de prefixos podem ser interpretadas como os caminhos que
va˜o da ra´ız de uma a´rvore bina´ria a cada uma das suas folhas. A existeˆncia dessa a´rvore sugere
um algoritmo de descodificac¸a˜o trivial e demonstra, de forma construtiva, a reversibilidade
do co´digo e a instantaneidade da descodificac¸a˜o.
Em resumo: dado um certo perfil de comprimentos {γ¯(k)} que satisfac¸a a desigualdade
(5.1), e´ sempre poss´ıvel escolher palavras de co´digo com esses comprimentos de tal forma que
o co´digo resultante seja livre de prefixos e, logo, revers´ıvel. Uma vez que esta escolha so´ tem
vantagens, na˜o ha´ qualquer interesse pra´tico em construir co´digos de comprimento inteiro que
na˜o sejam livres de prefixos.
Estabelecidas as condic¸o˜es de existeˆncia, o problema da optimizac¸a˜o de um co´digo de com-
primentos inteiros pode formular-se da seguinte forma: dado um alfabeto A de N s´ımbolos,
com probabilidades de ocorreˆncia {pk,∀k ∈ A}, pretende-se achar o perfil de comprimentos
{γ¯(k),∀k ∈ A} que minimiza o de´bito me´dio esperado do co´digo
R = −
∑
k∈A
pkγ¯(k),
sujeito a`s condic¸o˜es (5.1) e γ¯(k) ∈ N.
Shannon [138] e Fano desenvolveram, de forma independente, me´todos essencialmente
equivalentes para construir co´digos livres de prefixos com bom desempenho. Os co´digos
obtidos por esse me´todo teˆm um de´bito que excede a entropia da fonte no ma´ximo em 1 bit
por s´ımbolo, R −H < 1. Esta redundaˆncia revela-se pouco significativa quando a entropia
e´ alta, ou seja, quando todos os s´ımbolos sa˜o pouco prova´veis. Pore´m, em certas aplicac¸o˜es,
1Em Ingleˆs, prefix-free codes ou simplesmente, prefix codes.
2Basta ver o que sucede com uma sequeˆncia 01111 . . . 100 . . ., que pode ser descodificada como acc . . . ca . . .
ou como bcc . . . ca . . ., dependendo da paridade do nu´mero de uns consecutivos, que so´ e´ conhecida quando
surge o primeiro zero.
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por exemplo quando o sinal e´ bastante previs´ıvel, a entropia da fonte pode ser bastante baixa,
pelo que tal redundaˆncia pode ser inaceita´vel.
Em todo o caso, o me´todo de Shannon-Fano na˜o garante a melhor soluc¸a˜o para o problema
de optimizac¸a˜o inteira posto atra´s. Essa distinc¸a˜o cabe ao me´todo proposto poucos anos mais
tarde por Huffman [67]. Em [47] foi demonstrado que a redundaˆncia de um co´digo de Huffman
e´ limitada por
R−H ≤ p + log2(2
log2 e
e
) ≈ p + 0.086, (5.2)
onde p e´ a probabilidade do s´ımbolo mais frequente.
5.4 Codificac¸a˜o Aritme´tica
A ideia base da codificac¸a˜o aritme´tica e´ que qualquer mensagem pode ser representada—e de
forma extremamente eficiente—por um nu´mero real do intervalo [0, 1[. De facto, esta ideia
foi avanc¸ada pelo pro´prio Shannon quando notou que se ordenasse o conjunto de mensagens
poss´ıveis pelas suas probabilidades e calculasse as respectivas probabilidades cumulativas,
enta˜o a probabilidade cumulativa de uma dada mensagem, desde que transmitida como um
nu´mero fracciona´rio com precisa˜o suficiente para a distinguir da mensagem seguinte, permi-
tiria a sua descodificac¸a˜o por mera pesquisa da tabela de probabilidades cumulativas [138,
Sec. 9]. Apesar do extraordina´rio valor teo´rico decorrente da sua optimalidade assimpto´tica,
este me´todo na˜o e´ pra´tico para a codificac¸a˜o de mensagens longas porque exige o conheci-
mento e armazenamento pre´vio de todas as mensagens poss´ıveis e suas probabilidades. E
para mensagens curtas ou s´ımbolos, como referimos na secc¸a˜o anterior, na˜o garante o melhor
desempenho, sendo ultrapassado pelo me´todo de Huffman. No in´ıcio da de´cada de 1960,
Elias [36] reparou que a ordenac¸a˜o das mensagens e´ desnecessa´ria; qualquer ordem serve
desde que respeitada pelo codificador e descodificador. Mais importante foi a observac¸a˜o
de que as probabilidades cumulativas das mensagens podem ser calculadas iterativamente a
partir das probabilidades individuais dos s´ımbolos que as compo˜em. Estes avanc¸os estabe-
leceram a esseˆncia da codificac¸a˜o aritme´tica actual. Mesmo assim, a codificac¸a˜o de Elias
requeria precisa˜o nume´rica crescente com a dimensa˜o da mensagem e manteve-se como uma
idealizac¸a˜o teo´rica. As primeiras implementac¸o˜es pra´ticas de codificac¸a˜o aritme´tica so´ sur-
giriam na u´ltima metade da de´cada de 1970, em diversas variantes propostas por va´rios
autores: Rissanen [125], Pasco, Rubin [133], Guazzo [59], Rissanen e Langdon [126], Jones
[85]. Uma boa introduc¸a˜o a`s te´cnicas modernas de codificac¸a˜o aritme´tica, incluindo detalhes
de implementac¸a˜o, comparac¸a˜o com outras formas de codificac¸a˜o e refereˆncias histo´ricas pode
encontrar-se em [162].
5.4.1 O Funcionamento da Codificac¸a˜o Aritme´tica
Um codificador aritme´tico representa cada mensagem Kn como um intervalo de nu´meros
reais [L(Kn),H(Kn)[ contido em [0, 1[. A` medida que a mensagem cresce, o intervalo que
a representa e´ reduzido, e o nu´mero de bits necessa´rios para o especificar aumenta. Cada
s´ımbolo acrescentado a` mensagem reduz o intervalo que a representa proporcionalmente a`
probabilidade esperada do s´ımbolo. S´ımbolos frequentes reduzem menos o intervalo do que
s´ımbolos raros e logo acrescentam menos bits ao co´digo gerado.
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Considere-se o seguinte alfabeto de cinco s´ımbolos, juntamente com a respectiva distri-
buic¸a˜o de probabilidades.
S´ımbolo k a b c d e
Intervalo [l(k), h(k)[ [0.0, 0.4[ [0.4, 0.5[ [0.5, 0.6[ [0.6, 0.9[ [0.9, 1.0[
Amplitude δ(k) 0.4 0.1 0.1 0.3 0.1
Probabilidade p(k) 0.4 0.1 0.1 0.3 0.1
Para cada s´ımbolo k foi reservado um intervalo [l(k), h(k)[ cuja amplitude δ(k) = h(k)−l(k) foi
igualada a` probabilidade do s´ımbolo, δ(k) = p(k). O conjunto desses intervalos e´ uma partic¸a˜o
de [0, 1[. Cada intervalo representa uma mensagem composta por uma u´nica ocorreˆncia do
respectivo s´ımbolo; por exemplo [0.6, 0.9[ representa a mensagem d. Outra interpretac¸a˜o:
o intervalo representa o conjunto de todas as mensagens poss´ıveis comec¸adas pelo s´ımbolo
respectivo, i.e. [0.6, 0.9[ representa todas as mensagens da forma dk2k3 . . .. Quando se acres-
centa mais um s´ımbolo a` mensagem, por exemplo e, subdivide-se o intervalo da mensagem em
subintervalos, proporcionalmente a` partic¸a˜o estabelecida, e escolhe-se o subintervalo corres-
pondente ao novo s´ımbolo, neste caso o u´ltimo de´cimo do intervalo anterior, ou seja [0.87, 0.90[,
que passa a representar a nova mensagem de. Este e´ o algoritmo de Elias idealizado [133],
uma forma pura de codificac¸a˜o aritme´tica que descrevemos abaixo.
Algoritmo 5.1 (Codificac¸a˜o Aritme´tica Pura) Os dados sa˜o: uma mensagem Kn =
k1k2 . . . kn e um modelo estat´ıstico representado pelos intervalos [l(k), h(k)[ e amplitudes δ(k).
O resultado e´ um nu´mero real X ou um intervalo [Ln,Hn[.
1. Inicializar L0 = 0,H0 = 1,∆0 = 1.
2. Para cada i desde i = 1 ate´ i = n, fazer
(a) Li = Li−1 + ∆i−1l(ki),
(b) Hi = Li−1 + ∆i−1h(ki),
(c) ∆i = ∆i−1δ(ki).
3. Escolher um valor X ∈ [Ln,Hn[.
Nesta descric¸a˜o, Li e Hi sa˜o os limites do intervalo que representa a mensagem Ki, e
∆i = Hi − Li e´ a amplitude correspondente. (Pareceu-nos mais elucidativo manter os treˆs
registos no algoritmo, ainda que se pudesse eliminar facilmente qualquer deles, dada a sua
interdependeˆncia.)
Assim, para codificar a mensagem decada, comec¸a-se com o intervalo [0, 1[ que representa
a mensagem vazia (ou todas as mensagens poss´ıveis) e, a` medida que se processa cada s´ımbolo,
vai-se restringindo progressivamente o intervalo, como se indica a seguir.
n kn Kn [Ln, Hn[ ∆n
0 . . [0, 1[ 1
1 d d [0.6, 0.9[ 0.3
2 e de [0.87, 0.90[ 0.03
3 c dec [0.885, 0.888[ 0.003
4 a deca [0.8850, 0.8862[ 0.0012
5 d decad [0.88572, 0.88608[ 0.00036
6 a decada [0.885720, 0.885864[ 0.000144
S´ımbolo Mensagem Intervalo Amplitude
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Deste modo, a mensagem decada e´ representada pelo intervalo [0.885720, 0.885864[ ou, na
verdade, por qualquer nu´mero X que lhe pertenc¸a, digamos X = 0.8858. Neste exemplo
usa´mos um alfabeto de sa´ıda decimal para simplificar a exposic¸a˜o do algoritmo, mas na
pra´tica usar-se-ia normalmente aritme´tica e representac¸o˜es bina´rias.
Vejamos agora como se processa a descodificac¸a˜o. Ao receber o nu´mero X, o desco-
dificador reconhece facilmente que X ∈ [l(d), h(d)[= [0.6, 0.9[, pelo que identifica o pri-
meiro s´ımbolo como d. Agora, emulando o processo de codificac¸a˜o, subdivide este intervalo
em cinco, e pesquisa a nova partic¸a˜o para achar o subintervalo que inclui X, neste caso
X ∈ [L(de),H(de)[= [0.87, 0.90[, logo o segundo s´ımbolo e´ identificado como e. Continuando
desta forma, identificam-se os restantes s´ımbolos da mensagem. Formalizando, o algoritmo
de descodificac¸a˜o idealizado e´:
Algoritmo 5.2 (Descodificac¸a˜o Aritme´tica Pura) Os dados sa˜o: um nu´mero real X e
um modelo estat´ıstico representado pelos intervalos [l(k), h(k)[ e amplitudes δ(k). O resultado
e´ uma sequeˆncia de s´ımbolos descodificados k1k2 . . . kn = Kn.
1. Inicializar L0 = 0,H0 = 1,∆0 = 1
2. Para cada i desde i = 1 ate´ i = n, fazer
(a) Descobrir o s´ımbolo ki tal que Li−1 + ∆i−1l(ki) ≤ X < Li−1 + ∆i−1h(ki),
(b) Li = Li−1 + ∆i−1l(ki),
(c) Hi = Li−1 + ∆i−1h(ki),
(d) ∆i = ∆i−1δ(ki).
5.4.2 Desempenho
O comprimento de co´digo ocupado por uma mensagem Kn e´ dado directamente pelo logaritmo
da amplitude do respectivo intervalo,
γ¯(Kn) = − log ∆(Kn).
Cada s´ımbolo do alfabeto tem tambe´m um comprimento bem definido,
γ¯(k) = − log δ(k),
que e´ perfeitamente coerente com a definic¸a˜o anterior pois
γ¯(Kn) = − log ∆(Kn) = − log
n∏
i=1
δ(ki) = −
n∑
i=1
log δ(ki) = −
n∑
i=1
γ¯(ki). (5.3)
Em geral, estas expresso˜es produzem comprimentos na˜o inteiros, mas isso e´ perfeitamente
adequado porque a concatenac¸a˜o de palavras de co´digo usada nos co´digos de comprimento
inteiro e´ substitu´ıda, na codificac¸a˜o aritme´tica, por uma operac¸a˜o de mudanc¸a de escala e
adic¸a˜o que evita o desperd´ıcio de informac¸a˜o fracciona´ria a` medida que a mensagem cresce.
Esta operac¸a˜o pode ser vista como uma concatenac¸a˜o generalizada que permite juntar pala-
vras de co´digo que se sobrepo˜em parcialmente [126]. So´ no final da mensagem e´ que havera´
alguma redundaˆncia, devido a` necessidade de transmitir um nu´mero inteiro de s´ımbolos do
co´digo. Em todo o caso, a redundaˆncia na˜o superara´ 1 bit (ou 1 d´ıgito do co´digo usado) para
a mensagem completa de comprimento n, ou seja 1/n bits por s´ımbolo, como demonstrado
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trivialmente por Shannon [138] para o seu co´digo perfeitamente ideˆntico neste aspecto. (Isto
e´ va´lido quando o descodificador conhece o comprimento da mensagem. Implementac¸o˜es reais
requerem alguma informac¸a˜o extra como veremos na pro´xima secc¸a˜o.)
Relembrando o exemplo da mensagem K6 = decada, vemos que o comprimento do co´digo
respectivo e´ de − log10(∆6) ≈ 3.84 algarismos decimais ou − log2(∆6) ≈ 12.76 bits. Se esta
for a mensagem completa a transmitir, enta˜o os 4 d´ıgitos decimais 8858, ou os 13 d´ıgitos
bina´rios 1110001011000, sera˜o suficientes para a distinguir de qualquer outra mensagem da
mesma dimensa˜o. Em contrapartida, se houver mais s´ımbolos a juntar a` mensagem antes da
transmissa˜o, enta˜o va˜o-se adicionando os seus comprimentos ao comprimento fracciona´rio da
mensagem parcial, como decorre da equac¸a˜o (5.3) posta agora na forma
γ¯(Kn+1) = γ¯(Kn) + γ¯(kn+1).
Como e´ o´bvio, a optimizac¸a˜o do co´digo obte´m-se simplesmente pela especificac¸a˜o de in-
tervalos com amplitudes iguais a`s probabilidades dos s´ımbolos respectivos. Nestas condic¸o˜es,
a amplitude ∆n representa o produto das probabilidades dos primeiros n s´ımbolos da mensa-
gem, ou seja, a probabilidade da pro´pria mensagem Kn e, portanto, o seu logaritmo e´ tambe´m
a entropia da mensagem.
5.4.3 Questo˜es de Implementac¸a˜o
Os algoritmos apresentados atra´s sa˜o impratica´veis por va´rias razo˜es. Os problemas que
apresentam e as suas diversas soluc¸o˜es sa˜o tratados extensamente na literatura ja´ citada.
Aqui abordaremos apenas algumas questo˜es mais importantes para a compreensa˜o das im-
plementac¸o˜es actuais.
O problema da precisa˜o e´ porventura o obsta´culo mais grave a` realizabilidade da co-
dificac¸a˜o aritme´tica. A` medida que a mensagem cresce, ∆n toma valores cada vez mais
pro´ximos de zero, os registos Ln e Hn teˆm de ser mantidos com um nu´mero cada vez maior
de d´ıgitos, e a aritme´tica torna-se proporcionalmente mais complexa. Uma soluc¸a˜o surge
do reconhecimento que os limites do intervalo [Ln,Hn[ se aproximam cada vez mais e, por-
tanto, os seus primeiros d´ıgitos tornam-se frequentemente iguais. Quando isso sucede, podem
transmitir-se esses d´ıgitos e deslocar-se os restantes igual nu´mero de posic¸o˜es para a esquerda,
recuperando assim precisa˜o a` direita dos registos. Aplicando esta correcc¸a˜o ao exemplo da
codificac¸a˜o decimal da mensagem decada, vemos que ao atingir K3 = dec poder´ıamos trans-
mitir os dois d´ıgitos 88 e ajustar os registos para [L3,H3[= [0.5, 0.8[ e ∆3 = 0.3. Ao atingir
K6 = decada, poder´ıamos transmitir mais um d´ıgito, fazendo os ajustes correspondentes.
Esta te´cnica tem a vantagem adicional de proporcionar uma transmissa˜o incremental, eli-
minando a outra grande deficieˆncia do co´digo de Elias que era a necessidade de codificar a
mensagem completa antes de transmitir. Ha´ um detalhe que dificulta o processo: os limites do
intervalo podem aproximar-se indefinidamente sem que os seus primeiros d´ıgitos se igualem,
por exemplo [0.4999, 0.5001[. Tambe´m para isto existe uma soluc¸a˜o engenhosa que permite a
progressa˜o da codificac¸a˜o sem perda de precisa˜o, embora com a introduc¸a˜o de algum atraso
ocasional na transmissa˜o e descodificac¸a˜o [162].
O problema da terminac¸a˜o consiste em determinar onde parar a descodificac¸a˜o. Na ver-
dade, o nu´mero X = 0.8858 representa a mensagem decada mas tambe´m qualquer dos seus
prefixos decad, deca, . . . , d ou mensagens mais longas como decadac ou decadacc. Rubin [133]
aponta duas soluc¸o˜es para este problema da terminac¸a˜o: transmitir previamente o compri-
mento da mensagem; ou incluir no alfabeto um s´ımbolo especial indicando fim-de-mensagem,
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que e´ a soluc¸a˜o escolhida em [162]. Aproveitamos para discutir uma terceira soluc¸a˜o aplica´vel
em certas condic¸o˜es. Se o comprimento da mensagem so´ puder tomar certos valores, por
exemplo mu´ltiplos de um certo tamanho fixo M , enta˜o basta descodificar a sequeˆncia de
co´digo ate´ ao fim e desprezar quaisquer s´ımbolos posteriores ao u´ltimo bloco de M . Natural-
mente, e´ necessa´rio que se conhec¸a a dimensa˜o da sequeˆncia codificada com certa precisa˜o e
que M seja suficientemente grande para permitir uma descodificac¸a˜o inequ´ıvoca.
Devemos ainda notar que este problema e as suas soluc¸o˜es na˜o sa˜o exclusivos da codificac¸a˜o
aritme´tica, embora assumam nesta alguns aspectos peculiares devido a` possibilidade de um
u´nico bit conter va´rios s´ımbolos.
A soluc¸a˜o do problema da precisa˜o permite o uso de registos de comprimento finito e
implementac¸o˜es baseadas em aritme´tica inteira. Existem va´rias formas de traduzir o algo-
ritmo fundamental para aritme´tica inteira, o que deu origem a mu´ltiplas implementac¸o˜es
[126, 133, 59, 85]. Muitos autores procuraram reduzir a complexidade computacional por eli-
minac¸a˜o das operac¸o˜es de divisa˜o e multiplicac¸a˜o e/ou acelerac¸a˜o das operac¸o˜es de pesquisa
de tabelas [108]. Nalguns casos, os codificadores resultantes sa˜o assumidamente subo´ptimos
mas ganham em velocidade de processamento [124, 66]. Existem implementac¸o˜es particular-
mente ra´pidas para o caso de mensagens bina´rias [90, 91, 69, 88, 161], que podem sempre
ser aplicadas a outros alfabetos decompostos como nu´meros bina´rios (bit-slice coding). As
va´rias implementac¸o˜es sa˜o geralmente mutuamente incompat´ıveis e impo˜em diferentes tipos
de restric¸o˜es aos paraˆmetros de codificac¸a˜o, por exemplo ao n´ıvel da resoluc¸a˜o com que se
pode registar o intervalo (e probabilidade) de cada s´ımbolo.
5.5 Contexto, Modelos e Adaptac¸a˜o
Nas secc¸o˜es anteriores supusemos implicitamente uma distribuic¸a˜o esta´tica das probabilidades
dos s´ımbolos. Pore´m, e´ frequente que a probabilidade de um s´ımbolo ocorrer dependa, por
exemplo, dos s´ımbolos que o precederam na mensagem (o seu contexto); ou dependa de alguma
forma do estado da fonte do sinal. Nestas situac¸o˜es, e´ sempre vantajoso usar as probabilidades
condicionais em vez das probabilidades marginais esta´ticas. Para isso e´ necessa´rio dispor
de modelos estat´ısticos capazes de estimar a distribuic¸a˜o de probabilidades em func¸a˜o do
estado da fonte em cada instante; e adaptar o sistema de codificac¸a˜o para tirar partido dessas
probabilidades melhoradas.
O modelo estat´ıstico dinaˆmico pode ser algo ta˜o simples como uma tabela do nu´mero de
ocorreˆncias de cada s´ımbolo numa certa janela temporal: uma forma de histograma deslizante.
Em alternativa podem manter-se va´rias tabelas fixas representativas das distribuic¸o˜es de
probabilidades em diversos estados do sistema; e comutar entre elas em func¸a˜o de alguma
estimativa do estado. Uma variac¸a˜o poderosa deste esquema usa uma ponderac¸a˜o das va´rias
tabelas conseguindo assim um comutac¸a˜o suave entre estados que eleva o nu´mero efectivo
de distribuic¸o˜es modeladas. Neste documento na˜o nos debruc¸aremos mais sobre as variadas
formas e te´cnicas de modelac¸a˜o estat´ıstica. Uma boa refereˆncia neste domı´nio e´ [12].
A adaptac¸a˜o de um codificador aritme´tico e´ muito simples do ponto de vista conceptual:
basta alterar os limites da partic¸a˜o que descreve o alfabeto, ou seja as probabilidades cumulati-
vas dos seus s´ımbolos. Isto pode ser feito quantas vezes se quiser e por qualquer processo desde
que possa ser reproduzido sincronamente no descodificador. E´ usual que a adaptac¸a˜o so´ de-
penda do passado da sequeˆncia codificada para evitar a necessidade de transmitir paraˆmetros
de adaptac¸a˜o. O u´nico impacto negativo da adaptac¸a˜o na codificac¸a˜o aritme´tica e´ o custo
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computacional acrescido pelas operac¸o˜es de actualizac¸a˜o e busca das tabelas. Certas estru-
turas de dados especializadas permitem reduzir bastante a complexidade destas operac¸o˜es
[40].
Em [47] foi proposto um algoritmo para a codificac¸a˜o de Huffman adaptativa. Trata-se
de um processo mais complexo conceptualmente que o da codificac¸a˜o aritme´tica e menos
versa´til porque impo˜e uma estrutura mais restritiva ao modelo estat´ıstico. O maior defeito,
no entanto, e´ que a redundaˆncia de um co´digo de Huffman tem tendeˆncia a piorar com a
maior previsibilidade dos s´ımbolos (ver equac¸a˜o (5.2)), o que afinal contraria parcialmente o
propo´sito da adaptac¸a˜o.
5.6 Discussa˜o
Das va´rias formas de codificac¸a˜o apresentadas neste cap´ıtulo, a codificac¸a˜o aritme´tica destaca-
se por um conjunto de factores. Nesta secc¸a˜o procuramos resumir e comparar as carac-
ter´ısticas mais importantes destes codificadores.
Eficieˆncia. Dado um modelo estat´ıstico da fonte, a codificac¸a˜o aritme´tica permite atingir,
essencialmente, o desempenho o´ptimo, com uma redundaˆncia inferior a um bit por men-
sagem. A` medida que cresce o comprimento n da mensagem, o de´bito me´dio aproxima-se
da entropia da fonte a` raza˜o de 1/n. E´ um facto que o me´todo de Huffman poderia ainda
superar este desempenho desde que aplicado ao alfabeto das mensagens completas, e e´
neste sentido que se deve entender a sua optimalidade. Mesmo assim, a eventual van-
tagem de Huffman neste caso hipote´tico na˜o supera uma fracc¸a˜o de bit por mensagem,
o que e´ irriso´rio em mensagens de dimensa˜o razoa´vel. Na pra´tica, pore´m, o me´todo
so´ e´ aplica´vel a alfabetos de s´ımbolos (ou sequeˆncias curtas de s´ımbolos) e neste caso,
a redundaˆncia, ainda que uma pequena fracc¸a˜o de bit, esta´ presente em cada palavra
de co´digo e na˜o decresce com o prolongamento da mensagem. Certos aspectos de im-
plementac¸a˜o, como o problema da terminac¸a˜o e principalmente a resoluc¸a˜o finita dos
modelos de probabilidade, impedem que o desempenho dos codificadores aritme´ticos
reais atinja precisamente o limite teo´rico o´ptimo. No entanto, mesmo implementac¸o˜es
aproximadas, de baixa precisa˜o, teˆm frequentemente eficieˆncias acima dos 98% [69].
Processamento incremental. Em co´digos de comprimento fixo e de comprimento inteiro
e´ usual recorrer-se a` extensa˜o do alfabeto por constituic¸a˜o de blocos de s´ımbolos, com o
objectivo de minimizar a redundaˆncia por s´ımbolo. Em muitos casos, o empacotamento
em blocos e´ um mecanismo puramente artificial sem qualquer relac¸a˜o com a estrutura
natural das mensagens. Cria mesmo uma assimetria de tratamento dos s´ımbolos conso-
ante estejam dentro de um mesmo bloco ou em blocos diferentes: qualquer dependeˆncia
estat´ıstica entre s´ımbolos pode ser aproveitada no primeiro caso mas na˜o no segundo.
Apesar desta deselegaˆncia, o processamento em blocos foi durante muito tempo conside-
rado inevita´vel para conseguir desempenhos melhores. Na codificac¸a˜o aritme´tica na˜o ha´
qualquer motivac¸a˜o para a criac¸a˜o de blocos devido a` eficieˆncia absoluta do mecanismo
de concatenac¸a˜o generalizada. Evita-se a complexidade acrescida dos alfabetos extendi-
dos, os atrasos de empacotamento, e o processamento desenvolve-se s´ımbolo-a-s´ımbolo,
continuamente, aproveitando sem restric¸o˜es quaisquer dependeˆncias estat´ısticas.
Adaptabilidade. A codificac¸a˜o aritme´tica promove uma segregac¸a˜o clara entre o modelo
estat´ıstico da fonte e o algoritmo de codificac¸a˜o propriamente dito. O modelo pode
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facilmente ser tornado ta˜o sofisticado e dinaˆmico quanto se queira. Desde que o modelo
seja capaz de fornecer estimativas precisas da distribuic¸a˜o de probabilidades, sabemos
que o algoritmo produzira´ o melhor co´digo poss´ıvel. Esta separac¸a˜o de func¸o˜es possi-
bilita uma enorme versatilidade de modelac¸a˜o e na˜o tem paralelo noutras te´cnicas de
codificac¸a˜o.
Complexidade computacional. A implementac¸a˜o directa de codificadores e descodifica-
dores aritme´ticos tem uma complexidade tipicamente superior a` de outros tipos de
codificac¸a˜o como co´digos de comprimento inteiro, ou co´digos de diciona´rio como os de
Ziv-Lempel [167, 168], muito usados em compressa˜o de texto e dados. Certas varian-
tes especializadas, particularmente para alfabetos bina´rios, eliminam as operac¸o˜es mais
complexas e permitem implementac¸o˜es ra´pidas e ate´ em hardware dedicado [88].
Robustez a erros de transmissa˜o. Um erro de transmissa˜o num co´digo aritme´tico pode
ter consequeˆncias catastro´ficas, com a completa perda de sincronismo entre codificador e
descodificador. Esta na˜o e´ uma caracter´ıstica espec´ıfica deste tipo de co´digos; qualquer
co´digo de comprimento varia´vel esta´ sujeito a este feno´meno, embora se tenha observado
uma certa capacidade de auto-sincronizac¸a˜o nalguns casos [117, 106, 109, 148, 152, 166].
A inexisteˆncia de redundaˆncia no co´digo aritme´tico provavelmente agrava o problema
pois qualquer co´digo recebido pode representar uma mensagem perfeitamente va´lida.
Curiosamente, esta sensibilidade extrema aos erros de transmissa˜o pode ser usada como
uma forma poderosa de detecc¸a˜o de erros. Basta reservar propositadamente algum
espac¸o na partic¸a˜o que na˜o e´ atribu´ıdo a qualquer s´ımbolo do alfabeto. Se, durante a
descodificac¸a˜o, algum dos registos entrar num destes intervalos proibidos, enta˜o certa-
mente houve algum erro na transmissa˜o. A probabilidade de detecc¸a˜o do erro parece
crescer para 1 a` medida que o descodificador progride na sequeˆncia [18]. Esta capacidade
pode ser integrada em sistemas de transmissa˜o com protocolos de pedido automa´tico
de repetic¸a˜o [37, 25].
Generalidade da Codificac¸a˜o Aritme´tica. Um aspecto teo´rico muito interessante da co-
dificac¸a˜o aritme´tica e´ que permite emular muitos outros tipos de co´digo. Dado um certo
co´digo de comprimento fixo ou um certo co´digo de comprimento inteiro livre de prefixos,
e´ relativamente fa´cil construir um modelo esta´tico de probabilidades que, fornecido a um
codificador aritme´tico, produz precisamente as mesmas sequeˆncias codificadas, bit-por-
bit. Mesmo sistemas com empacotamento de s´ımbolos podem ser emulados por modelos
dinaˆmicos, combinados com codificac¸a˜o aritme´tica s´ımbolo-a-s´ımbolo. Num documento
em preparac¸a˜o sera˜o apresentados exemplos e demonstrac¸o˜es destes resultados [129].
Tambe´m outros tipos de co´digos na˜o referidos neste cap´ıtulo foram identificados como
casos particulares de codificadores aritme´ticos com modelos espec´ıficos. E´ o caso dos
run-length codes de Golomb [54], considerados uma especializac¸a˜o do co´digo descrito em
[91]; e de uma subclasse importante dos codificadores de diciona´rio, incluindo a maioria
das inu´meras variantes do me´todo de Ziv-Lempel [13]. Esta generalidade da codificac¸a˜o
aritme´tica fornece um forma cano´nica atrave´s da qual se pode compreender, comparar
e, eventualmente, implementar os va´rios tipos de co´digo.
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Cap´ıtulo 6
Psicoacu´stica e Modelos
Perceptuais
Em qualquer sistema de compressa˜o com perdas interessa obviamente que o sinal codificado
seja, na perspectiva do receptor, ta˜o pro´ximo quanto poss´ıvel do original. O erro quadra´tico
me´dio ou outras medidas de distorc¸a˜o podera˜o ser crite´rios adequados para avaliar a ca-
pacidade discriminativa de certos receptores simples, mas o sistema auditivo humano e´ um
receptor muito complexo e a avaliac¸a˜o do seu desempenho requer medidas bastante mais
elaboradas. Assim, um modelo matema´tico da percepc¸a˜o auditiva e´ uma ferramenta funda-
mental na˜o so´ para a avaliac¸a˜o objectiva da qualidade de um sistema de codificac¸a˜o de a´udio,
mas mais ainda para o seu projecto e ate´ implementac¸a˜o.
Para compreender os modelos da percepc¸a˜o auditiva, e´ preciso estudar primeiro em que
consiste o som, como e´ processado no ouvido, e que sensac¸o˜es provoca.
6.1 Noc¸o˜es de Acu´stica
O som e´ uma vibrac¸a˜o mecaˆnica que se pode propagar na forma de ondas acu´sticas atrave´s
de meios so´lidos, l´ıquidos ou gasosos. No ar (e noutros gases), as ondas acu´sticas consistem
em variac¸o˜es de pressa˜o atmosfe´rica. Trata-se de variac¸o˜es ı´nfimas relativamente a` pressa˜o
atmosfe´rica me´dia (cerca de 105 Pa ao n´ıvel do mar), por isso e porque o ouvido na˜o e´ capaz
de detectar variac¸o˜es lentas da pressa˜o atmosfe´rica como as que ocorrem quando subimos
uma montanha, a pressa˜o p que usamos para descrever um som e´ geralmente uma medida
da diferenc¸a de pressa˜o em relac¸a˜o a` me´dia e na˜o uma medida absoluta. Uma onda acu´stica
pode enta˜o ser caracterizada por uma func¸a˜o p(x, t) que indica a pressa˜o em cada ponto do
espac¸o x e instante de tempo t. Mais frequentemente estamos interessados numa medida
me´dia das flutuac¸o˜es de pressa˜o num certo ponto e por isso medimos o seu desvio padra˜o
ou valor rms1 prms. (Isto e´ ta˜o comum que muitas vezes escrevemos p em vez de prms.) Em
certas circunstaˆncias, o ouvido humano e´ capaz de detectar sons com pressa˜o rms na ordem
de 10−5 Pa, enquanto sons com presso˜es na ordem de 10 a 100 Pa ja´ sa˜o dolorosos e perigosos
para a audic¸a˜o.
O n´ıvel de pressa˜o sonora (Sound Pressure Level ou SPL) e´ uma medida da pressa˜o sonora
1Do Ingleˆs root-mean-square.
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dada numa escala logar´ıtmica (em dB) segundo a fo´rmula:
SPL = 20 log10
prms
p0
,
onde a pressa˜o de refereˆncia, p0 = 2 × 10
−5 Pa, corresponde aproximadamente ao limiar de
audic¸a˜o de um tom de 1 kHz. Traduzida nesta escala, a gama de presso˜es aud´ıveis estende-se
aproximadamente de 0 a 120 dBSPL.
Na sua propagac¸a˜o, as ondas acu´sticas transportam energia porque as flutuac¸o˜es de pressa˜o
(forc¸as) provocam movimentos (deslocac¸o˜es) das part´ıculas de ar. Na verdade estes “movi-
mentos” sa˜o modulac¸o˜es sistema´ticas dos ra´pidos movimentos aleato´rios das mole´culas do
ar, resultando numa flutuac¸a˜o da velocidade me´dia u proporcional a` flutuac¸a˜o da pressa˜o
u = p/z, sendo z a impedaˆncia acu´stica constante em circunstaˆncias normais. A` medida que
o som se expande no espac¸o, a sua energia distribui-se por toda a a´rea da frente de onda. As-
sim, em cada ponto do espac¸o pode definir-se uma intensidade acu´stica que e´ uma medida da
densidade (superficial) de energia que atravessa esse ponto por unidade de tempo, e mede-se
em W/m2. A intensidade I e´ dada pelo produto da pressa˜o p pela velocidade u, por isso e´
tambe´m proporcional ao quadrado da pressa˜o, I = pu = p2/z.
O n´ıvel de intensidade de um som e´ uma medida logar´ıtmica da intensidade do som,
definida por
SIL = 10 log10
Irms
I0
,
onde a intensidade de refereˆncia, I0 = 10
−12 W/m2, e´ tal que SPL ≈ SIL quando o som e´
uma onda progressiva de frente plana. Para distribuic¸o˜es sonoras mais gerais, os n´ıveis de
pressa˜o e de intensidade podem diferir em va´rios dB. No entanto, essa diferenc¸a na˜o varia
com o n´ıvel do som desde que se conserve a forma do campo radiante que depende apenas da
geometria da fonte e da sala.
Dois sons que atinjam um ponto x com presso˜es p1(x, t) e p2(x, t), interferem produzindo
uma flutuac¸a˜o equivalente p(x, t) = p1(x, t) + p2(x, t). Se forem sons independentes, o som
resultante tem uma pressa˜o (e intensidade) rms que e´ a soma das presso˜es (e intensidades)
rms de cada um.
Os sons sa˜o transformados em sinais ele´ctricos por transdutores—microfones—que conver-
tem variac¸o˜es de pressa˜o em variac¸o˜es de tensa˜o ele´ctrica, que por sua vez sa˜o transformados
em sinais digitais por conversores analo´gico-digitais. Os valores do sinal digital obtido, ana´logo
do sinal acu´stico, sa˜o enta˜o proporcionais a`s variac¸o˜es de pressa˜o sonora.
Uma boa introduc¸a˜o a` Acu´stica encontra-se em [64]. Para um tratamento mais completo,
ver [115].
6.2 O Sistema Auditivo
O sistema auditivo tem uma regia˜o perife´rica responsa´vel pela recolha, pre´-processamento e
transduc¸a˜o dos sons em sinais ele´ctricos nas ce´lulas nervosas; e uma regia˜o central responsa´vel
pelo processamento neuronal da informac¸a˜o perife´rica, conduzindo a` sua percepc¸a˜o. O sistema
central e´ composto por muitos milhares de neuro´nios que va˜o processando e propagando a
informac¸a˜o auditiva sucessivamente de camada em camada, desde as ce´lulas ciliadas internas
ate´ ao co´rtex prima´rio. Este processamento e´ muito complexo e ainda relativamente mal
conhecido.
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Figura 6.1: Representac¸a˜o esquema´tica do sistema auditivo perife´rico. (Reproduzido de [169,
Fig. 3.1]).
O sistema auditivo perife´rico, representado na Figura 6.1, pode ser dividido em treˆs par-
tes: ouvido externo, ouvido me´dio e ouvido interno. O pre´-processamento realizado nestes
orga˜os tem uma influeˆncia preponderante em grande parte dos feno´menos da audic¸a˜o que nos
interessam, pelo que importa descreveˆ-los um pouco melhor. Refereˆncias: [113, Sec. 1.5] [169,
Cap. 3] [41, 3, 99].
6.2.1 Ouvido Externo e Me´dio
O ouvido externo e´ composto pela orelha e pelo canal auditivo. A orelha introduz modificac¸o˜es
no espectro do som recebido, particularmente nas altas frequeˆncias. Esta “colorac¸a˜o” espectral
depende da direcc¸a˜o de incideˆncia do som e e´ um dos factores que contribui para a nossa
capacidade de localizac¸a˜o dos sons [63]. O canal auditivo e´ um tubo com cerca de 2 cm de
comprimento que conduz o som recolhido pela orelha ate´ ao t´ımpano, fazendo-o vibrar. Esta
cavidade apresenta uma ressonaˆncia que e´ responsa´vel pela maior sensibilidade do ouvido a
sinais com frequeˆncias pro´ximas de 4 kHz.
As vibrac¸o˜es do t´ımpano sa˜o transmitidas a outra membrana na base da co´clea, a ja-
nela oval, atrave´s dos treˆs oss´ıculos que constituem o ouvido me´dio. Estes ossos minu´sculos
funcionam como alavancas que, em conjunto com a diferenc¸a de a´reas entre o t´ımpano e a ja-
nela oval, produzem um efeito de adaptac¸a˜o de impedaˆncias que permite comunicar de forma
eficiente as vibrac¸o˜es acu´sticas aos fluidos no interior da co´clea.
6.2.2 Ouvido Interno e Membrana Basilar
A co´clea e´ o o´rga˜o do ouvido interno responsa´vel pela transduc¸a˜o dos est´ımulos acu´sticos em
impulsos nervosos. E´ formado por treˆs ductos enrolados em forma de caracol, preenchidos por
l´ıquidos. Depois de atravessarem o ouvido externo e o ouvido me´dio, as vibrac¸o˜es acu´sticas
sa˜o transmitidas a` janela oval na base da co´clea e produzem um deslocamento dos l´ıquidos
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no seu interior. Os l´ıquidos em movimento produzem uma deformac¸a˜o mecaˆnica numa mem-
brana que divide os ductos da co´clea, a membrana basilar. Ce´lulas sens´ıveis (ce´lulas ciliadas)
dispostas ao longo desta membrana convertem essa deformac¸a˜o oscilato´ria em impulsos ner-
vosos que sa˜o transmitidos pelo nervo auditivo associado. A membrana basilar tem cerca de
32 mm de comprimento, e´ estreita e r´ıgida junto a` janela oval (na base da co´clea) e mais larga
e flex´ıvel junto ao helicotrema (ve´rtice da co´clea).
Sob um est´ımulo acu´stico, a membrana basilar sustenta uma onda progressiva que se
propaga desde a base ate´ ao ve´rtice da co´clea. A velocidade de propagac¸a˜o da onda vai
diminuindo ao longo do percurso e depende da frequeˆncia do est´ımulo. Assim, a membrana
basilar e´ um meio dispersivo no qual as frequeˆncias altas se propagam apenas a distaˆncias
muito curtas antes de serem fortemente atenuadas, enquanto as frequeˆncias baixas atingem
distaˆncias maiores [163, Sec. II.B]. Para um tom puro de certa frequeˆncia, a envolvente da
onda progressiva atinge um valor ma´ximo numa posic¸a˜o determinada da membrana basilar:
mais perto da base se a frequeˆncia for alta, ou mais perto do ve´rtice se a frequeˆncia for baixa.
Visto de outra forma, cada ponto da membrana basilar responde melhor a est´ımulos de uma
certa frequeˆncia, a frequeˆncia caracter´ıstica desse ponto. A co´clea funciona, portanto, como
um analisador espectral hidro-mecaˆnico.
6.2.3 Transduc¸a˜o Neuronal
O orga˜o de Corti, que se situa sobre a membrana basilar, tem a func¸a˜o de transformar as
oscilac¸o˜es mecaˆnicas desta em impulsos ele´ctricos para o sistema nervoso. E´ formado por
muitos milhares de ce´lulas de diferentes tipos, entre as quais dois grupos de ce´lulas sensoriais
chamadas ce´lulas ciliadas internas (CCI) e ce´lulas ciliadas externas (CCE). As CCI esta˜o
prioritariamente ligadas a fibras nervosas ascendentes e creˆ-se serem responsa´veis pela maior
parte da informac¸a˜o transmitida ao sistema nervoso central. As CCE esta˜o fortemente ligadas
essencialmente a fibras descendentes vindas do ce´rebro. Pensa-se que interagem com as CCI
num processo activo de realimentac¸a˜o na˜o-linear que amplifica as oscilac¸o˜es mais fracas e
permite assim extender grandemente a gama dinaˆmica do sistema. (As emisso˜es otoacu´sticas
podem ser um subproduto deste processo de realimentac¸a˜o.)
6.3 Psicoacu´stica
A Psicoacu´stica e´ um domı´nio da Psicologia que estuda as sensac¸o˜es e os efeitos provocados
pelos est´ımulos acu´sticos no sistema auditivo. Por avaliac¸a˜o a resposta global do sistema
auditivo a determinados est´ımulos, expo˜e feno´menos da percepc¸a˜o que revelam os seus limites
de desempenho. Deste modo, complementa e extende conhecimentos fisiolo´gicos parciais,
ajudando a formar uma imagem mais completa da percepc¸a˜o auditiva.
6.3.1 Sonoridade, Limiar de Audic¸a˜o e Limiar de Dor
Sons diferentes com o mesmo n´ıvel de pressa˜o sonora na˜o sa˜o em geral percebidos como sendo
igualmente “fortes”. A sensac¸a˜o subjectiva de sonoridade 2 de um som depende na˜o so´ da sua
intensidade mas tambe´m da sua frequeˆncia e qualidade. A Figura 6.2 apresenta contornos de
igual sonoridade de tons puros (sinuso´ides) em condic¸o˜es de campo aberto.
2Loudness, na l´ıngua inglesa.
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A curva inferior corresponde ao limiar absoluto de audic¸a˜o que indica a intensidade mı´nima
aud´ıvel em cada frequeˆncia. Verifica-se uma sensibilidade ma´xima do ouvido a tons perto dos
4 kHz, e uma relativa insensibilidade a frequeˆncias baixas ou muito altas. Este comportamento
resulta essencialmente da caracter´ıstica passa-banda do ouvido externo e me´dio. A curva
superior marca o limiar de dor, acima do qual os sons comec¸am a provocar dor e podem
provocar danos permanentes no sistema auditivo (perda de sensibilidade localizada ou mesmo
surdez completa).
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Figura 6.2: Curvas de igual sonoridade de tons puros em condic¸o˜es de campo aberto.
6.3.2 Selectividade Espectral: Filtros Auditivos e Bandas Cr´ıticas
Vimos atra´s que cada ponto da membrana basilar esta´ sintonizado numa certa frequeˆncia
caracter´ıstica e so´ responde bem a componentes espectrais de frequeˆncias pro´ximas dessa.
Como cada ponto tem uma frequeˆncia caracter´ıstica diferente, a co´clea pode ser considerada
um banco de filtros passa-banda com bandas sobrepostas, os chamados filtros auditivos. Esta
interpretac¸a˜o foi sugerida em 1940 por Fletcher, que fez as primeiras tentativas de medic¸a˜o
das larguras de banda destes filtros, considerados filtros rectangulares ideais para simplificar,
mediante estudos de mascaramento de um tom centrado numa banda de ru´ıdo mascarante de
densidade espectral constante mas largura progressivamente crescente. O limiar de mascara-
mento aumentava com a largura (e intensidade) da banda ate´ certo valor, chamado largura de
banda cr´ıtica, e depois mantinha-se constante. Estas observac¸o˜es conduziram a um modelo
de mascaramento simples, mas baseado numa se´rie de pressupostos que hoje se consideram
pouco precisos [110, Sec. II].
Desde enta˜o, inu´meros investigadores teˆm estudado e aperfeic¸oado este modelo, que de-
termina a resoluc¸a˜o ou selectividade espectral do ouvido e influencia muitos outros aspectos
como a percepc¸a˜o da sonoridade ou o mascaramento. Apesar das falhas do modelo inicial
proposto por Fletcher, os conceitos de banco de filtros auditivos e bandas cr´ıticas manteˆm-se
actuais e largamente aceites, sendo suportados por uma se´rie de resultados experimentais,
por exemplo:
• O mascaramento de um tom por uma banda de ru´ıdo e´ ma´ximo quando o tom esta´ no
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centro da banda de ru´ıdo. O mascaramento aumenta com a largura da banda de ru´ıdo
ate´ ser igual a` banda cr´ıtica, mas a partir da´ı mante´m-se constante.
• O mascaramento de uma banda de ru´ıdo por dois tons nos seus extremos mante´m-se
constante enquanto a largura e´ inferior a uma banda cr´ıtica; para larguras maiores o
efeito diminui bastante.
• Um som complexo, contido numa banda subcr´ıtica, tem a mesma sonoridade que um
tom puro com igual poteˆncia centrado na mesma banda. Quando a largura de banda do
som complexo ultrapassa os limites da banda cr´ıtica, a sua sonoridade aumenta acima
da do tom com a mesma poteˆncia.
• A sensibilidade a diferenc¸as de fase de componentes dum som complexo e´ maior se
estiverem na mesma banda cr´ıtica. A identificac¸a˜o de harmo´nicos e a agradabilidade de
um conjunto de tons tambe´m se relacionam com as bandas cr´ıticas.
Filtros auditivos
A forma do filtros auditivos foi estimada em va´rias experieˆncias de mascaramento usando tipi-
camente ru´ıdo mascarante rejeita-banda [113, Sec. 3.3]. As formas estimadas sa˜o descritas por
func¸o˜es da famı´lia das exponenciais arredondadas (rounded exponentials ou roex ). Existem
diversas variantes destas func¸o˜es com um ou mais paraˆmetros que determinam a sua largura
de banda, maior ou menor assimetria, e dependeˆncia com a intensidade [110, Sec. III.B].
A largura de banda dos filtros auditivos depende da frequeˆncia caracter´ıstica considerada.
Acima dos 500 Hz, a largura dos filtros e´ praticamente proporcional a` sua frequeˆncia cen-
tral. Descendo abaixo dos 500 Hz, a largura diminui mais lentamente. Esta largura pode ser
especificada de diferentes formas, produzindo nu´meros diferentes mas que representam efecti-
vamente a mesma resposta. Actualmente, a forma mais usual e´ a largura de banda rectangular
equivalente (equivalent rectangular bandwidth ou ERB), que se define como a largura de uma
banda rectangular ideal com o mesmo ganho ma´ximo e a mesma poteˆncia inscrita. A lar-
gura de banda cr´ıtica (critical bandwidth ou CB) referida atra´s, e´ outra forma essencialmente
equivalente de representar a mesma informac¸a˜o e, de facto, apresenta valores proporcionais
a`s ERBs, excepto para frequeˆncias abaixo dos 500 Hz, onde tende para um valor constante de
100 Hz. Esta discrepaˆncia deve-se a`s diferentes configurac¸o˜es experimentais usadas no pas-
sado para a determinac¸a˜o das CBs e a` escassez de medidas tiradas nessa gama de frequeˆncias.
As larguras dos filtros auditivos, especificadas como ERBs ou CBs, encontram-se tabeladas
para diferentes frequeˆncias caracter´ısticas, ou podem ser aproximadas atrave´s de fo´rmulas
emp´ıricas bastante precisas [154].
Escalas de Frequeˆncia Auditivas
O alargamento das CBs ou ERBs em func¸a˜o da frequeˆncia inspirou a criac¸a˜o de novas escalas
de frequeˆncias mais adaptadas a`s caracter´ısticas perceptuais. Assim, define-se a escala Bark
ou critical band rate (z), de tal forma que uma diferenc¸a de uma unidade nessa escala (∆z =
1 Bark) corresponda a uma CB ao longo de toda a gama da escala linear de frequeˆncias
(f). De modo ana´logo pode definir-se uma escala baseada na ERB. Traunmu¨ller compara e
relaciona diferentes escalas e fo´rmulas emp´ıricas de conversa˜o [154, 155]. A escala Bark tem
uma forte relac¸a˜o com a anatomia do ouvido interno. Um intervalo de 1 Bark corresponde
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a um comprimento fixo na membrana basilar (aproximadamente 1.3 mm) e a um nu´mero
constante de cerca de 1200 fibras nervosas, independentemente da posic¸a˜o ou frequeˆncia.
Excitac¸a˜o
Em [171, Cap. IX] a excitac¸a˜o e´ definida como uma varia´vel interme´dia hipote´tica, com uma
grandeza ana´loga a` intensidade, que de alguma forma traduz a actividade neural proveniente
de cada ponto da membrana basilar e/ou a velocidade de deflexa˜o desse mesmo ponto. Outros
autores preferem defini-la como o padra˜o formado pelas sa´ıdas dos filtros auditivos ao longo
da membrana basilar [114]. O padra˜o de excitac¸a˜o provocado por um est´ımulo acu´stico
e´ geralmente representado numa escala Bark e expresso em dBs referidos a um n´ıvel base
arbitra´rio.
6.3.3 Mascaramento
Um aspecto importante da audic¸a˜o, com especial interesse para a codificac¸a˜o perceptual, e´
o feno´meno de mascaramento. Diz-se que ha´ mascaramento quando a percepc¸a˜o de um som
fraco (de baixa energia) e´ dificultada ou mesmo eliminada pela presenc¸a de um som forte.
Define-se limiar de mascaramento de um som fraco (sinal de teste ou mascarado) devido a
um som forte (sinal mascarante) como o n´ıvel de intensidade abaixo do qual o sinal de teste
se torna inaud´ıvel na presenc¸a do mascarante. Se a intensidade do sinal de teste superar o
limiar, o mascaramento e´ apenas parcial: o sinal e´ aud´ıvel mas com sonoridade inferior a` que
teria se o sinal mascarante fosse retirado. Por outras palavras: a audic¸a˜o de um som qualquer
provoca uma elevac¸a˜o do limiar de mascaramento—que em repouso coincide com o limiar de
audic¸a˜o—reduzindo desse modo a sensibilidade do ouvido a sons mais fracos.
Das diversas experieˆncias realizadas para avaliar o efeito de mascaramento, pode resumir-
se um conjunto de resultados interessantes [65]:
• O mascaramento entre dois tons simultaˆneos e´ tanto mais eficaz quanto mais pro´ximas
forem as suas frequeˆncias. (Esta regra e´ violada quando as frequeˆncias se aproximam
tanto que se percebam batimentos.)
• Um tom mascara tons de frequeˆncia mais alta melhor do que tons de frequeˆncia mais
baixa.
• Quanto maior a intensidade de um tom, mais larga e´ a gama de frequeˆncias que mascara.
• O mascaramento provocado por bandas estreitas (inferiores a uma banda cr´ıtica) de
ru´ıdo apresenta caracter´ısticas semelhantes ao mascaramento provocado por tons. No
entanto, e´ mais eficaz: o excesso de intensidade do ru´ıdo em relac¸a˜o a` intensidade do
tom mascarado e´ inferior ao necessa´rio para um tom mascarar ru´ıdo. Este feno´meno e´
referido na literatura como a assimetria do mascaramento [60].
• Um som forte consegue mascarar sons curtos que ocorram pouco depois do primeiro
som terminar (po´s-mascaramento). Tambe´m consegue mascarar sons ocorridos pouco
antes do seu in´ıcio (pre´-mascaramento).
• Sons procedentes de fontes espacialmente pro´ximas mascaram-se mais do que sons afas-
tados no espac¸o.
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Em s´ıntese, o mascaramento depende da relac¸a˜o de intensidades dos dois sons e da sua
proximidade no tempo, na frequeˆncia e no espac¸o. Nas subsecc¸o˜es seguintes, pormenoriza-se
um pouco melhor os efeitos das relac¸o˜es espectrais e temporais dos sons no mascaramento.
Na˜o focaremos as diferenc¸as de n´ıvel de mascaramento relacionadas com a localizac¸a˜o das
fontes sonoras nem outros feno´menos de percepc¸a˜o binauricular, visto que neste trabalho so´
se consideram sinais monofo´nicos, destinados aos dois ouvidos simultaneamente.
Efeitos Espectrais
O feno´meno de mascaramento depende fortemente da composic¸a˜o espectral dos sinais en-
volvidos. A Figura 6.3 mostra o limiar de mascaramento de um tom puro na presenc¸a de
uma banda subcr´ıtica de ru´ıdo. O mascaramento e´ ma´ximo quando o tom esta´ no centro da
banda de ru´ıdo mascarante. A` diferenc¸a, medida em dB, entre os n´ıveis dos dois sinais nesta
situac¸a˜o chama-se ı´ndice de mascaramento e, para ru´ıdo de banda cr´ıtica a mascarar um tom,
apresenta valores entre 2 dB para frequeˆncias baixas e 5–6 dB para frequeˆncias altas [169,
Sec. 4.1.2]. Para tons de frequeˆncia inferior a` do ru´ıdo, o limiar diminui abruptamente com
um declive de cerca de 27 dB/Bark. Para tons de frequeˆncia superior, o declive decrescente
da curva depende do n´ıvel do sinal mascarante, sendo bastante acentuado para n´ıveis baixos
e progressivamente mais suave para n´ıveis altos.3 O padra˜o de mascaramento praticamente
na˜o depende da frequeˆncia do sinal mascarante desde que se use a escala perceptual graduada
em Bark.
Em experieˆncias com tons a mascarar bandas de ru´ıdo ou a mascarar outros tons, obser-
varam-se padro˜es de mascaramento ideˆnticos. No entanto, nesses casos, o ı´ndice de mascara-
mento e´ bastante maior (assimetria do mascaramento) e apresenta maior variac¸a˜o em func¸a˜o
da frequeˆncia.
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Figura 6.3: Representac¸a˜o esquema´tica do feno´meno de mascaramento no domı´nio do
frequeˆncia. O sinal mascarante e´ uma banda estreita de ru´ıdo e o sinal de teste e´ um tom
puro apresentado em simultaˆneo.
O limiar de mascaramento de um sinal de teste de banda estreita revela o padra˜o de
excitac¸a˜o que o sinal mascarante induz na membrana basilar. Quando o mascarante e´ tambe´m
3Este feno´meno na˜o linear e´ o chamado upward spread of masking.
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um sinal de banda estreita, a forma do limiar de mascaramento coincide com a func¸a˜o de
espraiamento.
Efeitos Temporais
Um som forte de durac¸a˜o finita na˜o mascara apenas sons que ocorram simultaneamente, mas
tambe´m sons curtos que lhe sucedam ou que o precedam por alguns mili-segundos. O efeito
de mascaramento de sons posteriores e´ o chamado po´s-mascaramento; o mascaramento de
sons anteriores chama-se pre´-mascaramento. A Figura 6.4 ilustra a dependeˆncia temporal do
feno´meno de mascaramento. A figura representa esquematicamente o limiar de mascaramento
de um sinal de teste muito curto (de poucos mili-segundos) na presenc¸a de um sinal masca-
rante. O limiar de mascaramento mante´m-se praticamente constante enquanto os sinais sa˜o
simultaˆneos. Quando o mascarante termina, o limiar decai em direcc¸a˜o ao limiar de audic¸a˜o,
o que demora algumas dezenas ou centenas de mili-segundos. O pre´-mascaramento so´ e´ signi-
ficativo num per´ıodo de poucos mili-segundos mas parece variar bastante de ouvinte para ou-
vinte [139]. Existe ainda um efeito de overshoot, uma elevac¸a˜o de alguns dB no limiar durante
os primeiros 10 ms do sinal mascarante [169, Sec. 4.4.1]. Pensa-se que o po´s-mascaramento
resulta de uma persisteˆncia da representac¸a˜o do som no sistema auditivo, reduzindo tempo-
rariamente a sensibilidade para processar outros sons. A origem do pre´-mascaramento na˜o e´
conhecida mas podera´ residir em n´ıveis mais elevados do sistema auditivo, onde o processa-
mento de est´ımulos fortes interfere e subjuga o processamento de est´ımulos anteriores mais
fracos. A extensa˜o no tempo dos feno´menos de pre´- e po´s-mascaramento depende da estrutura
espectral dos sinais e da intensidade do mascarante. A durac¸a˜o do mascarante tambe´m tem
alguma influeˆncia na durac¸a˜o do po´s-mascaramento.
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Figura 6.4: Representac¸a˜o esquema´tica do feno´meno de mascaramento no domı´nio do tempo.
O sinal mascarante e´ um burst de 300 ms de um tom puro; o sinal de teste e´ um impulso de
ru´ıdo de banda estreita (1 Bark) centrado na frequeˆncia do tom.
E´ pertinente notar que muitos codificadores perceptuais na˜o exploram explicitamente os
feno´menos de mascaramento no tempo. Nalguns casos, pore´m, o conhecimento das limitac¸o˜es
temporais do mascaramento e´ usado para decidir e determinar o instante de comutac¸a˜o de
janelas [17], ou para implementar um outro mecanismo de protecc¸a˜o contra os pre´-ecos [41].
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Figura 6.5: Modelos perceptuais como medidas de distorc¸a˜o. Abordagem usando: (a) repre-
sentac¸o˜es internas, (b) limiar de mascaramento.
Aditividade do Mascaramento
Quando o mascarante e´ um sinal complexo, o limiar de mascaramento supera geralmente o
que seria de esperar da sobreposic¸a˜o linear dos limiares de mascaramento provocados por
cada uma das suas componentes isoladamente. Certas medic¸o˜es experimentais deste excesso
de mascaramento podem ser previstas por modelos de aditividade num domı´nio comprimido
[97, 98, 68]. No entanto, Moore apresenta uma se´rie argumentos que po˜em em causa a
aplicabilidade destes modelos em situac¸o˜es gerais. Refere mesmo condic¸o˜es experimentais em
que na˜o ocorre excesso de mascaramento, ainda que previsto pelos modelos [110, Sec. VI].
6.4 Modelos Perceptuais
Interessa-nos estudar modelos perceptuais que permitam medir a distorc¸a˜o introduzida por co-
dificadores de a´udio, e que possam ser usados para a sua avaliac¸a˜o, projecto e implementac¸a˜o.
Na literatura encontram-se duas abordagens distintas para este fim, representadas esquema-
ticamente na Figura 6.5. A primeira abordagem consiste em determinar representac¸o˜es in-
ternas (padro˜es de excitac¸a˜o) dos sinais original e reconstru´ıdo, e em seguida compara´-las
para determinar a perceptibilidade das diferenc¸as. O primeiro passo modela o sistema au-
ditivo perife´rico, enquanto o segundo modela o sistema central. Modelos que seguem esta
abordagem inspiram-se, em grande medida, no modelo de padro˜es de excitac¸a˜o de Zwicker
(ZEPM) [171, 169], e podem ser encontrados, mais recentemente, em diversas medidas objec-
tivas de qualidade perceptual, como por exemplo: PAQM, PERCEVAL, POM, PIR, DIX, e
PEAQ. (Os va´rios modelos estudados ao longo deste cap´ıtulo esta˜o resumidos na Tabela 6.1,
juntamente com refereˆncias e abreviaturas que usaremos com bastante frequeˆncia.)
Na segunda abordagem, o padra˜o de excitac¸a˜o do sinal original e´ usado para estimar o
limiar de mascaramento, que e´ depois comparado com a distribuic¸a˜o no tempo e na frequeˆncia
da energia do ru´ıdo—definido pela diferenc¸a entre os sinais original e processado. Exemplos
desta abordagem sa˜o a medida de distorc¸a˜o denominada NMR e va´rios modelos psicoacu´sticos
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Tabela 6.1: Modelos perceptuais usados em medidas de distorc¸a˜o e codificadores de a´udio.
Indica-se o tipo: representac¸a˜o interna (RI) ou limiar de mascaramento (LM).
Abrev. Tipo Descric¸a˜o Refereˆncias
ZEPM RI Modelo de padro˜es de excitac¸a˜o de Zwicker [171, 169]
PAQM RI Perceptual Audio Quality Measure [9][8, Sec. 3]
PERCEVAL RI Perceptual Evaluation [120][8, Sec. 5]
POM RI Perceptual Objective Measurement[27]
PIR RI Peripheral Internal Representation [147]
DIX RI Disturbance Index [150]
PEAQ RI+LM Perceptual Evaluation of Audio Quality [151, 75]
NMR LM Noise-to-Mask Ratio [8, Sec. 4]
PXFM LM Modelo do codificador PXFM [83]
MPEG/MP2 LM Modelo Psicoacu´stico 2 do MPEG [77]
BAPAC LM Modelo Psicoacu´stico do BAPAC (Cap. 7)[131]
descritos na literatura de codificac¸a˜o perceptual no domı´nio da frequeˆncia, essencialmente os
baseados no PXFM como o MPEG/MP2, BAPAC e muitos outros.
O conceito de limiar de mascaramento e´ conveniente na implementac¸a˜o de codificadores de
a´udio, ja´ que pode ser interpretado como um “tecto” que condiciona o perfil do ru´ıdo a intro-
duzir. Isto justifica, talvez, a preponderaˆncia desta abordagem no projecto e implementac¸a˜o
de codificadores de a´udio. No entanto, este conceito, ou pelo menos a sua implementac¸a˜o
simplista, enferma de va´rios problemas, como foi observado por Veldhuis [160] e, mais recen-
temente, por outros autores [31].
6.4.1 Modelo do Ouvido Perife´rico
Ambas as abordagens de modelac¸a˜o perceptual comec¸am por calcular os padro˜es de excitac¸a˜o
usando um modelo do ouvido perife´rico. A Figura 6.6 representa esquematicamente as prin-
cipais etapas envolvidas neste processamento, que descrevemos a seguir.
Ana´lise Espectral e Rectificac¸a˜o
De uma forma geral todos os modelos perceptuais propostos para a finalidade que nos in-
teressa comec¸am por obter uma representac¸a˜o espectral dos sinais. Na verdade trata-se de
representac¸o˜es tempo-frequeˆncia: uma sucessa˜o de espectros de segmentos extra´ıdos dos sinais
atrave´s de uma janela deslizante de curta durac¸a˜o.
Naturalmente, a transformada discreta de Fourier (DFT) tem sido usada frequentemente
para este fim. Tipicamente, e´ aplicada apo´s uma janela de Hann [62] com sobreposic¸a˜o de
50% entre tramas sucessivas, para melhorar a selectividade espectral. Tambe´m ha´ exemplos
de utilizac¸a˜o de transformadas com sobreposic¸a˜o [120] e bancos de filtros com resoluc¸a˜o na˜o
uniforme [7][76]. Em [145], Sporer e Brandenburg estabelecem requisitos de resoluc¸a˜o tem-
poral e espectral a que devem satisfazer os bancos de filtros usados em medidas de qualidade
perceptual e analisam alguns casos concretos a` luz dessas condic¸o˜es.
Os coeficientes da transformada ou banco de filtros sa˜o rectificados geralmente com uma lei
quadra´tica para determinar a poteˆncia em cada canal analisado. Quando a ana´lise consiste em
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Figura 6.6: Modelo do Ouvido Perife´rico.
bancos de filtros ou transformadas reais, e´ aplicada uma filtragem passa-baixo para suavizar
as estimativas.
Func¸a˜o de Transfereˆncia do Ouvido Externo e Me´dio
Tanto o ouvido externo como o ouvido me´dio teˆm um comportamento considerado essencial-
mente linear na gama de intensidades usadas em codificac¸a˜o e podem consequentemente ser
descritos por uma operac¸a˜o de filtragem. Sendo linear, a filtragem deveria preceder a recti-
ficac¸a˜o e ate´ a ana´lise espectral, de forma a preservar a resposta de fase e evitar artefactos. Na
pra´tica, na˜o se modela a resposta de fase, pelo que esta operac¸a˜o e´ geralmente implementada
directamente no domı´nio da frequeˆncia por ponderac¸a˜o do espectro de poteˆncia do sinal com
a resposta espectral de poteˆncia do filtro.
Os efeitos de filtragem direccional introduzidos pela orelha, tronco e cabec¸a tambe´m po-
deriam ser inclu´ıdos neste passo. Bastaria filtrar sinais provenientes de diferentes fontes
sonoras usando as func¸o˜es de transfereˆncia correspondentes a`s respectivas direcc¸o˜es de in-
cideˆncia. Este processamento diferenciado deveria contribuir para a modelac¸a˜o do feno´meno
de desmascaramento binaural.
Em va´rios modelos, a resposta espectral de poteˆncia do ouvido externo e me´dio e´ modelada
pela expressa˜o,
W (F )/dB = −3.64βF−0.8 + 6.5e−0.6(F−3.3)
2
− 10−3F 4, (6.1)
onde F = f/kHz , e β ∈ [0, 1] e´ um paraˆmetro que varia de modelo para modelo. Esta
expressa˜o (com β = 1) e´ sime´trica da proposta por Terhardt para modelar o limiar absoluto
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de audic¸a˜o [149].
Ru´ıdo Interno e/ou Limiar Absoluto de Audic¸a˜o
Nesta fase, pode-se adicionar ao espectro de poteˆncia um termo que representa um ru´ıdo
interno, associado aos batimentos card´ıacos e outra actividade muscular [169, p. 166], que
contribui para prejudicar ainda mais a sensibilidade a baixas frequeˆncias. O ru´ıdo interno e´
modelado por uma expressa˜o relacionada com o primeiro termo de (6.1):
N(F )/dB = 3.64(1 − β)F−0.8.
Este passo e´ por vezes aplicado depois do integrac¸a˜o em bandas auditivas, o que e´ equivalente
se forem corrigidos os termos adicionados.4 Algumas implementac¸o˜es omitem simplesmente
este passo, compensando-o com um reforc¸o da atenuac¸a˜o do ouvido externo e me´dio (fazendo
β = 1).
Em modelos destinados a` estimac¸a˜o de limiares de mascaramento e´ mais frequente que
tanto o ru´ıdo interno como o ouvido externo e me´dio sejam omitidos, e substitu´ıdos no
fim do processo por uma aplicac¸a˜o correctiva do limiar absoluto de audic¸a˜o ao limiar de
mascaramento.
Integrac¸a˜o em Bandas Auditivas
Esta operac¸a˜o e´ um passo interme´dio para o ca´lculo da excitac¸a˜o. Consiste na integrac¸a˜o do
espectro de poteˆncia atrave´s de uma “janela” rectangular deslizante com uma largura fixa
na escala Bark. Isto equivale a uma transformac¸a˜o do espectro de poteˆncia para o domı´nio
Bark. Na maioria dos modelos, as janelas de integrac¸a˜o sa˜o adjacentes e na˜o sobrepostas, o
que produz uma representac¸a˜o com um nu´mero reduzido de coeficientes igualmente espac¸ados
na escala auditiva.
Uma fo´rmula emp´ırica que permite converter uma frequeˆncia de Hertz para Bark e´ (BA-
PAC):
z
Bark
= 13 arctan
f
1.3kHz
+ 3.5 arctan2
f
7.5kHz
. (6.2)
Existem outras fo´rmulas emp´ıricas para esta relac¸a˜o, algumas mais simples e precisas [154,
155].
Dispersa˜o da Excitac¸a˜o na Membrana Basilar
O espectro em bandas auditivas e´ enta˜o convolu´ıdo com uma func¸a˜o de espraiamento para
se obter o padra˜o de excitac¸a˜o instantaˆneo. A func¸a˜o de espraiamento S(z1, z2), que indica
a quantidade relativa de excitac¸a˜o num ponto de frequeˆncia z2 provocada por um est´ımulo
de frequeˆncia z1, so´ depende da diferenc¸a de frequeˆncias em Bark, ∆z = z2 − z1, ou seja
S(z1, z2) = S(∆z). Na literatura encontram-se va´rias fo´rmulas emp´ıricas para esta func¸a˜o,
que diferem essencialmente em dois aspectos: a maior ou menor suavidade da curva, e a
capacidade de variar o declive descendente em func¸a˜o da intensidade. Uma e´ descrita anali-
ticamente pela expressa˜o:
S(∆z)/dB = 15.81 + 7.5(∆z + 0.474) − 17.5
√
1 + (∆z + 0.474)2 + d(∆z), (6.3)
4No modelo baseado num banco de filtros da medida PEAQ, na˜o e´ aparente qualquer correcc¸a˜o [75, Eq. (13)].
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onde d(∆z) = min{0, 8(∆z − 0.5)(∆z − 2.5)} e´ um termo correctivo adicionado a` fo´rmula
original de [136], que introduz uma pequena depressa˜o no in´ıcio da rampa descendente da
curva, modelando um feno´meno que ocorre com mascarantes de grande intensidade. Um
inconveniente desta func¸a˜o e´ que apresenta declives fixos, independentes da intensidade do
mascarante. Outra expressa˜o muito utilizada e´ a func¸a˜o de espraiamento de [149]:
S(∆z)/dB =
{
27∆z se ∆z ≤ 0
(−24 − 230 Hzf(z) + 0.2LP)∆z se ∆z > 0
. (6.4)
que tem uma forma triangular com um declive ascendente fixo, e um declive descendente
dependente do n´ıvel do excitante, LP = 10 log10(P/P0). Tambe´m inclui uma correcc¸a˜o ligeira
para frequeˆncias baixas.
A convoluc¸a˜o do excitante P com a func¸a˜o S produz a excitac¸a˜o instantaˆnea,
E′(z) =
(∑
ν
(
P (ν)10S(z−ν)
)α)1/α
, (6.5)
onde o expoente α possibilita a sobreposic¸a˜o num domı´nio comprimido (α < 1), de forma
a poder modelar a aditividade na˜o linear dos padro˜es. Alguns modelos optam por α = 1,
considerando a aditividade linear.
Dispersa˜o Temporal
Um modelo simples (e algo grosseiro) para o feno´meno de po´s-mascaramento foi apresen-
tado em [9]. Consiste num espalhamento temporal da energia de cada componente espectral
segundo uma curva de deca´ımento exponencial. E´ facilmente implementa´vel por um filtro
passa-baixo recursivo com um u´nico atraso e ganho a = e−T/τ , onde T e´ o per´ıodo entre
amostras consecutivas da mesma componente espectral e τ e´ a constante de tempo do decai-
mento exponencial. Esta constante de tempo depende da frequeˆncia central f da componente
segundo uma lei que pode ser aproximada por:
τ(f) = τmin +
100 Hz
f
(τ100 − τmin), (6.6)
onde τ100 e τmin sa˜o as constantes de tempo a` frequeˆncia de 100 Hz e a`s altas frequeˆncias,
respectivamente. Note-se que o tempo de deca´ımento do po´s-mascaramento modelado excede
τ(f) em cerca de metade da resoluc¸a˜o temporal das componentes, τpost = τ(f) + T/2. Por
exemplo, no modelo baseado na FFT da medida PEAQ, estes paraˆmetros teˆm os valores:
T ≈ 21 ms, τ100 = 30 ms e τmin = 8 ms.
Dada a curta durac¸a˜o do feno´meno de pre´-mascaramento, o tempo de subida do filtro deve
ser bastante menor que o de deca´ımento, por isso o filtro deve reduzir a constante de tempo
para sinais crescentes. Na pra´tica faz-se normalmente τs = 0 porque a resoluc¸a˜o temporal
da transformada ja´ introduz tempo de subida superior ao do pre´-mascaramento. Ou seja, o
filtro funciona na verdade como um detector de envolvente.
6.4.2 Ca´lculo do Limiar de Mascaramento
Conhecido o padra˜o de excitac¸a˜o de um sinal mascarante, pode-se estimar o limiar de masca-
ramento de um ru´ıdo de banda estreita por simples deduc¸a˜o do ı´ndice de mascaramento a`quele
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padra˜o. Num codificador, pore´m, introduz-se ru´ıdo em mu´ltiplas bandas, que sa˜o combinadas
no padra˜o de excitac¸a˜o por convoluc¸a˜o com a func¸a˜o de espalhamento. Assim, componentes de
ru´ıdo que individualmente eram mascaradas, podem tornar-se aud´ıveis quando combinadas.
Para determinar o limiar neste caso de mu´ltiplos alvos de mascaramento, seria necessa´rio fa-
zer uma desconvoluc¸a˜o do limiar calculado atra´s, como reconheceu Johnston [83]. Na pra´tica,
dadas as dificuldades que levanta, esta operac¸a˜o e´ substitu´ıda por uma renormalizac¸a˜o, que
serve apenas para compensar o ganho introduzido pelo espalhamento da excitac¸a˜o. Esta
simplificac¸a˜o e´ um dos principais problemas apontados a esta abordagem [160].
A renormalizac¸a˜o consiste simplesmente na aplicac¸a˜o esta´tica do ganho inverso ao padra˜o
de excitac¸a˜o. Esta operac¸a˜o pode ser inclu´ıda mesmo em modelos de representac¸a˜o interna,
pois na˜o afecta as diferenc¸as relativas entre os padro˜es de excitac¸a˜o.
Abaixo descrevemos modelos emp´ıricos para avaliac¸a˜o do ı´ndice de mascaramento em
func¸a˜o da frequeˆncia, tanto no caso de tons a mascarar ru´ıdo como no caso inverso. Tambe´m
se referem algumas medidas de tonalidade que podem ser usadas para determinar o ı´ndice de
mascaramento de um sinal mascarante que na˜o seja nem um tom puro nem uma banda de
ru´ıdo.
Tons a Mascarar Ru´ıdo
Um primeiro modelo para o ı´ndice de mascaramento de ru´ıdo por tons, abreviadamente TMN
(Tone Masking Noise), foi dado em [136]:
TMN (z)/dB = 15.5 + z.
As tabelas de TMN dispon´ıveis na recomendac¸a˜o do MPEG para o Modelo Psicoacu´stico 2
parecem seguir esta lei, com uma adaptac¸a˜o nas frequeˆncias mais baixas. No entanto, como
esta fo´rmula foi constru´ıda sobre dados experimentais obtidos para frequeˆncias baixas (ate´ 3
ou 4 kHz), podera´ estar errada para frequeˆncias mais altas. Na verdade, foi reconhecido em
[41] que esta expressa˜o levava a uma sobrecodificac¸a˜o das altas frequeˆncias em detrimento
das baixas e foi proposta uma fo´rmula alternativa para corrigir esse defeito:
TMN (z)/dB = 19.5 −
18
26
z.
Em [131], propusemos ainda outra expressa˜o, baseando-nos em dados experimentais de [146]:
TMN (z)/dB =


166−z6 + 28
z
6 se 0≤ z < 6
28 se 6≤ z < 16
28 20−z20−16 + 20
z−16
20−16 se 16≤ z < 20
20 se 20≤ z
. (6.7)
Esta expressa˜o e´ mais conservadora que a de Schroeder ate´ a` frequeˆncia de 12.5 Bark (1.8 kHz).
Para frequeˆncias mais altas, o ı´ndice na˜o cresce mais; ate´ diminui ligeiramente a partir de
20 Bark (7 kHz). Na˜o ha´ portanto consenso quanto a` curva exacta do ı´ndice TMN em func¸a˜o
da frequeˆncia.
Ru´ıdo a Mascarar Tons
O ı´ndice de ru´ıdo mascarando tons (NMT) e´ bastante mais baixo, e apresenta menor variac¸a˜o
ao longo da frequeˆncia. Um modelo aproximado, considerado razoa´vel, para este ı´ndice e´:
NMT (z)/dB = 5.5.
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Ferreira usou um modelo ligeiramente diferente [41]:
NMT (z)/dB = 6.56 −
3.06
26
z.
Em codificac¸a˜o perceptual, so´ interessa considerar situac¸o˜es de mascaramento de ru´ıdo de
quantizac¸a˜o, na˜o de mascaramento de tons. Contudo, na falta de dados mais espec´ıficos para
essa circunstaˆncia, usa-se o ı´ndice NMT para avaliar o mascaramento de ru´ıdo de quantizac¸a˜o
por sinais na˜o tonais.
Avaliac¸a˜o de Tonalidade
As diferenc¸as significativas entre o poder mascarante de tons e de bandas de ru´ıdo levanta o
problema da determinac¸a˜o da tonalidade dos sinais a processar por um codificador perceptual.
Uma primeira soluc¸a˜o para este problema foi proposta em [83] e aplicada no codificador
PXFM. Baseia-se no ca´lculo da medida de planura espectral (SFM) avaliada a partir do
espectro de poteˆncia de cada bloco do sinal, estimado por uma DFT. Essa medida e´ enta˜o
convertida num coeficiente de tonalidade, α, de tal forma que α = 0 quando o espectro e´
absolutamente plano (SFM = 0 dB), indicando a natureza “ruidosa” do sinal; e α = 1 quando
SFM < −60 dB, considerado um indicador de “tonalidade pura”. O ı´ndice de mascaramento
final e´ calculado por interpolac¸a˜o entre TMN e NMT segundo:
MI (z) = αTMN (z) + (1− α)NMT (z). (6.8)
Um inconveniente deste modelo e´ que o coeficiente de tonalidade e´ uma medida global
para todo o espectro, na˜o discriminando regio˜es tonais e regio˜es na˜o tonais que ocorrem
simultaneamente em frequeˆncias diferentes em determinados sinais. Apercebendo-se disso,
Brandenburg e Johnston propuseram um outro me´todo de avaliar a tonalidade, baseado numa
medida de coereˆncia entre valores sucessivos de cada componente espectral [22]. O princ´ıpio
subjacente e´ que uma componente “tonal” tera´ uma evoluc¸a˜o temporal coerente (previs´ıvel),
enquanto uma componente de ru´ıdo sera´ imprevis´ıvel. A medida de coereˆncia e´ calculada em
cada componente espectral pela distaˆncia euclidiana entre o valor registado no bloco actual
e o valor estimado por um preditor simples baseado na amplitude e na fase medidas nos dois
blocos anteriores. Por uma relac¸a˜o logar´ıtmica, e´ derivado o coeficiente de tonalidade α(z),
dependente da frequeˆncia, que permite finalmente calcular o ı´ndice de mascaramento pela
expressa˜o 6.8. Esta medida de tonalidade e´ aplicada igualmente no Modelo Psicoacu´stico 2,
recomendado em [77].
Em [42] e´ proposto um terceiro me´todo que permite tambe´m uma avaliac¸a˜o local da
tonalidade, mas com a vantagem de se basear em coeficientes de uma MDCT, directamente
dispon´ıveis na maioria dos codificadores de a´udio modernos.
6.4.3 Detecc¸a˜o de Diferenc¸as
Segundo os modelos de representac¸a˜o interna, a detectabilidade e/ou audibilidade das di-
ferenc¸as entre dois sinais X e Y e´ determinada por comparac¸a˜o dos padro˜es de excitac¸a˜o
que estes produzem, EX e EY . Ha´ diferentes formas de fazer essa comparac¸a˜o, mas todas
dependem da diferenc¸a entre os n´ıveis de excitac¸a˜o,
∆L = 10 log10
EX
EY
.
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Por exemplo, no modelo ZEPM [171, Cap. XI] e´ indicado o crite´rio de detecc¸a˜o
max
k
|∆Lk| > 1 dB, (6.9)
ou seja, segundo este crite´rio, as diferenc¸as sera˜o percept´ıveis se os padro˜es diferirem nalgum
ponto em mais que 1 dB.
Em [23] e´ proposto um crite´rio alternativo baseado num princ´ıpio estoca´stico de detecc¸a˜o,
no qual a probabilidade global de detecc¸a˜o p e´ calculada em func¸a˜o das probabilidades de
detecc¸a˜o pk de um conjunto de detectores elementares considerados posicionados regularmente
ao longo da membrana basilar. Considera-se que os detectores sa˜o independentes e que basta
um ser activado para haver detecc¸a˜o global, por isso a probabilidade de na˜o detecc¸a˜o—que
so´ ocorre se nenhum dos detectores for activado—e´ dada pela expressa˜o
(1− p) =
∏
k
(1− pk). (6.10)
A probabilidade de detecc¸a˜o individual pk e´ dada por uma func¸a˜o psicome´trica de forma
sigmo´ide dependente apenas de ∆Lk no ponto k. Segundo [23], para uma densidade de um
detector por Bark,
pk = 1− 0.5
100.2∆Lk (6.11)
permite prever com boa exactida˜o os resultados de va´rias experieˆncias de detecc¸a˜o de sinais
complexos. Na medida PEAQ, e´ apresentada uma fo´rmula diferente [75, Equac¸o˜es 76–77] que
pode ser expressa equivalentemente por:
pk = 1− 0.5
(∆Lk/s)
b
,
onde o expoente b = 4 se ∆Lk > 0 ou b = 6 se ∆Lk ≤ 0; e s e´ o passo de detecc¸a˜o efectivo,
correspondente ao valor de ∆L que produz 50% de probabilidade de detecc¸a˜o. O valor de
s depende do n´ıvel de excitac¸a˜o dos sinais segundo uma expressa˜o que aproxima a curva de
JNLD5 medida em [169, Sec. 7.1.2].
O princ´ıpio de detecc¸a˜o estoca´stica (6.10) e´ mais apelativo que o crite´rio fixo (6.9), ja´ que
a capacidade discriminativa do sistema auditivo claramente na˜o e´ determin´ıstica—o mesmo
conjunto de est´ımulos pode, em testes diferentes, gerar respostas contradito´rias. Ale´m disso,
este modelo de detecc¸a˜o e´ mais geral visto que substituindo a func¸a˜o psicome´trica por um
degrau unita´rio com limiar em 1 dB se obte´m o crite´rio de ZEPM. Por outro lado, a expressa˜o
do modelo como um longo produto de probabilidades na˜o e´ conveniente para implementac¸o˜es
pra´ticas. Tambe´m a presunc¸a˜o de independeˆncia deve ser tida em conta, estabelecendo-se um
limite a` densidade dos detectores.
Uma terceira alternativa e´ usar uma medida de detectabilidade expressa por uma soma de
contribuic¸o˜es dos va´rios detectores elementares,
d =
∑
k
dk, (6.12)
onde as contribuic¸o˜es dk sa˜o—como as probabilidades pk acima—dadas por alguma func¸a˜o
que cresce com ∆Lk. Isto foi proposto por Stuart [147], que justifica a opc¸a˜o por achar
mais plaus´ıvel que a detecc¸a˜o se baseie numa acumulac¸a˜o de actividade neural do que num
5Just Noticeable Level Differences.
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produto extenso de probabilidades. Ale´m disso, esta formulac¸a˜o apresenta uma semelhanc¸a
com o ca´lculo da sonoridade, tambe´m esta modelada como um somato´rio de contribuic¸o˜es
elementares—as sonoridades espec´ıficas—dependentes do valor da excitac¸a˜o em cada ponto.
Na verdade, Moore&al. levam esta semelhanc¸a ao extremo num modelo [114] que integra a
detectabilidade como uma extensa˜o suave da sonoridade. Esta e´ uma propriedade interessante
quando se introduz ru´ıdo claramente aud´ıvel.
Outra caracter´ıstica interessante, que curiosamente nenhum destes autores fez notar, e´
que esta formulac¸a˜o pode facilmente abarcar o crite´rio de Zwicker e o crite´rio de detecc¸a˜o
estoca´stica referidos atra´s. Para o demonstrar, basta definir as detectabilidades como loga-
ritmos das probabilidades de na˜o detecc¸a˜o,
d = − log2(1− p)
e
dk = − log2(1− pk),
o que torna equivalentes as equac¸o˜es (6.10) e (6.12). (Para o efeito da demonstrac¸a˜o ma-
tema´tica, a escolha do sinal e da base dos logaritmos e´ arbitra´ria, mas na˜o foi obviamente
inocente a opc¸a˜o que fizemos acima devido a` sua semelhanc¸a com uma medida de informac¸a˜o.)
Nesta formulac¸a˜o, as func¸o˜es psicome´tricas assumem formas bastante mais simples. A func¸a˜o
(6.11), por exemplo, reduz-se a
dk = 10
0.2∆Lk .
6.5 Discussa˜o
Apresenta´mos, de uma forma integrada, uma se´rie de modelos da percepc¸a˜o auditiva usados
em medidas de qualidade e codificadores de a´udio. Procura´mos identificar a estrutura comum
que os descreve e os detalhes que os distinguem. Parece haver alguns aspectos mais pole´micos
nos va´rios modelos descritos:
• Muitos dos modelos, particularmente os usados em codificadores e medidas de qualidade
mais simples, aplicam uma func¸a˜o de espraiamento independente do n´ıvel do sinal (6.3),
enquanto noutros o declive descendente da func¸a˜o depende do n´ıvel (6.4). A primeira
soluc¸a˜o e´ mais simples, mas so´ a segunda permite prever com precisa˜o o feno´meno de
upward spread of masking. Ale´m disso, esta dependeˆncia tambe´m parece contribuir,
juntamente com uma regra de detecc¸a˜o multicanal, para a melhoria da sensibilidade
do ouvido a variac¸o˜es de n´ıvel para tons fortes, feno´meno conhecido como near-miss to
Weber’s law. Por estas razo˜es, o segundo modelo reu´ne maior consenso actualmente
[112].
• A sobreposic¸a˜o dos padro˜es de excitac¸a˜o num domı´nio comprimido, segundo uma lei
de poteˆncias (6.5), foi inspirada pelos modelos de aditividade do mascaramento. No
entanto, como referimos atra´s, a correcc¸a˜o desses modelos em situac¸o˜es complexas foi
posta em causa por Moore [110, Sec. VI], que sugere a intervenc¸a˜o de efeitos temporais
para explicar as experieˆncias que revelavam excesso de mascaramento. Deste modo,
na˜o parece justifica´vel a adopc¸a˜o deste modelo mais complexo. Na proposta da me-
dida PAQM [9], o expoente de compressa˜o α foi um dos treˆs paraˆmetros sujeitos a
optimizac¸a˜o para melhorar a correlac¸a˜o da medida com resultados de testes subjecti-
vos. Foi determinado o valor α = 0.4, mas a func¸a˜o-custo usada nessa optimizac¸a˜o na˜o
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parece aumentar muito para valores mais altos. Ale´m disso, numa adaptac¸a˜o desta me-
dida para sinais de voz [10], os mesmos autores chegaram a valores muito distintos dos
paraˆmetros livres, o que sugere uma inadequac¸a˜o do me´todo de optimizac¸a˜o utilizado.
• A assimetria do mascaramento entre tons e ru´ıdo, referida em 6.3.3, e´ um feno´meno
relevante para o ca´lculo do limiar de mascaramento e foi alvo de mu´ltiplos modelos
(ver Sec. 6.4.2). Assim, a avaliac¸a˜o da tonalidade dos est´ımulos surgiu como forma de
determinar o ı´ndice de mascaramento mais apropriado a cada situac¸a˜o. Um trabalho
experimental recente [60] mostra que a assimetria se revela, numa banda cr´ıtica, sempre
que as larguras de banda dos sinais mascarante e de teste sa˜o diferentes. Assim, parece
aceita´vel que um modelo que determine padro˜es de excitac¸a˜o com uma resoluc¸a˜o mais
fina que a CB, permita prever estes efeitos, sem necessidade de uma avaliac¸a˜o expl´ıcita
da tonalidade.
• Na medida PEAQ, o crite´rio de detecc¸a˜o incorpora a uma func¸a˜o psicome´trica pk que
na˜o depende apenas de diferenc¸a de n´ıveis de excitac¸a˜o ∆Lk mas tambe´m do seu n´ıvel
absoluto. Esta dependeˆncia e´ introduzida por um paraˆmetro s que modela a variac¸a˜o
de JNLD com o n´ıvel do est´ımulo. Isto parece-nos muito questiona´vel, porque essa
curva representa resultados de testes psicoacu´sticos que aferem a capacidade do sistema
auditivo completo detectar diferenc¸as de intensidade de est´ımulos tonais externos e na˜o
a resposta dos hipote´ticos detectores elementares que o compo˜em relativamente a dife-
renc¸as de uma grandeza interna relacionada na˜o-linearmente com os est´ımulos externos.
Na verdade, num modelo como ZEPM, um limiar de detecc¸a˜o constante (s = 1 dB nesse
caso), independente do n´ıvel, revela-se perfeitamente capaz de prever a pro´pria curva
de JNDL. Isto deve-se a outros mecanismos inclu´ıdos no modelo, como a adic¸a˜o de
ru´ıdo interno, responsa´vel pela fraca sensibilidade nos n´ıveis baixos; e a dependeˆncia
com o n´ıvel da func¸a˜o de espalhamento da excitac¸a˜o, responsa´vel pela melhoria da
sensibilidade aos n´ıveis mais altos. Uma vez que estes mecanismos tambe´m esta˜o in-
clu´ıdos na medida PEAQ, na˜o encontramos justificac¸a˜o para a integrac¸a˜o concomitante
da dependeˆncia do limiar de detecc¸a˜o s com o n´ıvel da excitac¸a˜o.
• Os va´rios mecanismos de detecc¸a˜o de diferenc¸as usados nos modelos de representac¸a˜o
interna que revimos parecem, a` primeira vista, bastante distintos. No entanto, con-
clu´ımos que se trata de diferentes formulac¸o˜es matema´ticas ou particularizac¸o˜es de uma
expressa˜o mais geral. Neste quadro comum, e´ fa´cil comparar ou verificar a equivaleˆncia
dos va´rios mecanismos. A expressa˜o (6.12) e´ simples, mais fa´cil de tratar que (6.10), e
igualmente poderosa. Adicionalmente, a sua interpretac¸a˜o como extensa˜o da sonoridade
e´ muito conveniente e promissora.
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Cap´ıtulo 7
Codificac¸a˜o Perceptual
Retroadaptativa
Neste cap´ıtulo apresentamos uma estrutura de codificac¸a˜o perceptual que recorre a` quan-
tizac¸a˜o retroadaptativa das componentes espectrais do sinal de a´udio. Defendemos que esta
estrate´gia de grande simplicidade algor´ıtmica tem potencialidades para constituir uma alter-
nativa via´vel a`s tecnologias de codificac¸a˜o de a´udio dominantes.
A Figura 7.1 representa a estrutura de um sistema de codificac¸a˜o perceptual no domı´nio
da frequeˆncia com quantizac¸a˜o retroadaptativa.
Codificador
T Q VLC
Q−1
Adaptac¸a˜o
Descodificador
VLC−1 Q−1 T−1
Adaptac¸a˜o
x bits yx k
xˆ
∆
k′ y
∆
Figura 7.1: Sistema de codificac¸a˜o perceptual retroadaptativo (PAC-AQB). As linhas grossas
denotam sinais multi-resoluc¸a˜o.
O bloco de ana´lise (T) faz uma decomposic¸a˜o do sinal em bandas. As amostras de cada
banda sa˜o quantizadas adaptativamente (Q) e os s´ımbolos produzidos sa˜o codificados numa
sequeˆncia bina´ria usando um co´digo revers´ıvel de comprimento varia´vel (VLC) para reduzir
a redundaˆncia. O algoritmo de adaptac¸a˜o recupera as amostras acabadas de quantizar xˆ
e, usando um modelo perceptual que avalia continuamente a perceptibilidade do ru´ıdo de
quantizac¸a˜o, determina os novos paraˆmetros ∆ para ajustar a quantizac¸a˜o das amostras
futuras. No receptor, a sequeˆncia bina´ria e´ descodificada, os s´ımbolos sa˜o desquantizados e
as amostras recuperadas sa˜o passadas ao banco de s´ıntese que produz uma re´plica do sinal
original. Os passos de quantizac¸a˜o sa˜o adaptados pelo mesmo algoritmo que no codificador
e a partir dos mesmos valores quantizados.1 Deste modo, codificador e descodificador sa˜o
mantidos em sincronismo e na˜o ha´ necessidade de transmitir informac¸a˜o secunda´ria.
1Se na˜o houver erros de transmissa˜o, como supomos neste trabalho, enta˜o k′ = k e portanto, y = xˆ.
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Isto e´ ja´ uma consequeˆncia da principal caracter´ıstica diferenciadora deste esquema em
relac¸a˜o a outros codificadores perceptuais: a utilizac¸a˜o de quantizac¸a˜o retroadaptativa. Este
aspecto sera´ tratado na Secc¸a˜o 7.2. Na secc¸a˜o seguinte, descrevemos uma implementac¸a˜o
de um codificador perceptual retroadaptativo para facilitar a exposic¸a˜o da te´cnica e fornecer
uma base concreta para a discussa˜o e apresentac¸a˜o de resultados.
7.1 O Codificador BAPAC
O algoritmo de codificac¸a˜o BAPAC,2 desenvolvido em [131], e´ um exemplo de um sistema de
codificac¸a˜o perceptual de a´udio retroadaptativo que segue a estrutura da Figura 7.1. Neste
sistema, um banco de filtros subamostrados decompo˜e um sinal a´udio monofo´nico em bandas
de larguras na˜o uniformes. Os sinais das bandas sofrem uma quantizac¸a˜o logar´ıtmica de
ganho varia´vel e os valores quantizados sa˜o comprimidos por um codificador aritme´tico para
transmissa˜o ao receptor. Os ganhos dos quantizadores sa˜o adaptados dinamicamente por um
algoritmo que incorpora um modelo psicoacu´stico capaz de estimar o limiar de mascaramento
em func¸a˜o do sinal quantizado previamente. Segue-se uma descric¸a˜o das caracter´ısticas mais
importantes e alguns aspectos de projecto de cada um destes blocos.
7.1.1 O Banco de Filtros
O banco de filtros de ana´lise usado no codificador BAPAC e´ uma estrutura de dois andares do
tipo Split-and-Merge (Sec. 3.4.2), que proporciona uma decomposic¸a˜o do sinal em bandas de
largura na˜o uniforme. O primeiro andar e´ formado por uma ELT [103] que divide o sinal em
256 bandas uniformes. No segundo andar, as primeiras 32 bandas passam inalteradas para a
sa´ıda, enquanto as restantes sa˜o agrupadas em grupos de duas, quatro, oito ou dezasseis, e
recombinadas com ELTs inversas para produzir bandas mais largas mas com melhor resoluc¸a˜o
temporal. A Tabela 7.1 resume esta estrutura.
Tabela 7.1: Especificac¸a˜o da estrutura de decomposic¸a˜o do codificador BAPAC. Indicam-se
as transformadas inclu´ıdas em cada andar e os atrasos de compensac¸a˜o necessa´rios.
Entrada Transformac¸o˜es Sa´ıda
Andar Bandas Formato Bandas Formato
1 1–1 1×256 1×[ELTM=256,K=2] 1–256 256×1
2 1–32 32×1 32×[z−2] 1–32 32×1
33–48 16×1 8×[IELTM=2,K=2 + z
−1] 33–40 8×2
49–60 32×1 8×[IELTM=4,K=2 + z
−2] 41–48 8×4
61–128 48×1 6×[IELTM=8,K=2 + z
−4] 49–54 6×8
129–256 128×1 8×[IELTM=16,K=2 + z
−8] 55–62 8×16
Os filtros proto´tipos das ELTs foram projectados para uma sobreposic¸a˜o de 75% (factor
de sobreposic¸a˜o K = 2) e foram optimizados segundo o crite´rio de minimizac¸a˜o da energia na
banda de corte, como descrito na Subsecc¸a˜o 3.3.5. Houve o cuidado de fixar os paraˆmetros
LB e TP das va´rias transformadas, de forma a garantir a semelhanc¸a dos filtros proto´tipo,
2Backward-Adaptive Perceptual Audio Coder.
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e assim permitir o cancelamento parcial de aliasing na estrutura SAM, como discutido na
Subsecc¸a˜o 3.4.2. Todas as sa´ıdas passam por linhas de atraso que normalizam o atraso global
para permitir a reconstruc¸a˜o perfeita no banco de s´ıntese que tem uma estrutura dual.
A Tabela 7.2 mostra a resoluc¸a˜o no tempo e na frequeˆncia das 62 bandas resultantes.
Todas as bandas teˆm largura inferior a 1 Bark, o que permite um aproveitamento eficiente
do feno´meno de mascaramento. Simultaneamente, a resoluc¸a˜o temporal e´ bastante boa,
especialmente nas frequeˆncias mais altas, para evitar a violac¸a˜o das condic¸o˜es de mascara-
mento no tempo. O uso de estruturas compostas de ELTs garante ainda as propriedades de
decimac¸a˜o ma´xima e reconstruc¸a˜o perfeita e resulta numa complexidade computacional de
apenas 21 adic¸o˜es e 12 multiplicac¸o˜es por amostra. A combinac¸a˜o ana´lise-s´ıntese introduz
um atraso total de 1792 amostras (40.6 ms a 44100 Hz) entre entrada e sa´ıda.
Tabela 7.2: Resoluc¸a˜o das 62 bandas resultantes, no tempo (∆t) e na frequeˆncia (∆f e ∆z).
Bandas ∆t (ms) ∆f (Hz) ∆z (Bark)
1–32 5.80 86 0.85–0.19
33–40 2.90 172 0.35–0.22
41–48 1.45 345 0.42–0.26
49–54 0.73 689 0.47–0.31
55–62 0.36 1378 0.54–0.23
7.1.2 Quantizac¸a˜o
Cada banda do sinal e´ quantizada por um quantizador independente. Para simplificar a
implementac¸a˜o, todos os quantizadores teˆm 127 n´ıveis distribu´ıdos simetricamente segundo
uma curva caracter´ıstica de forma fixa. Apenas o ganho ou passo de quantizac¸a˜o ∆ e´ variado
de banda para banda e de amostra para amostra. Os quantizadores sa˜o do tipo mid-tread, isto
e´, o zero e´ um dos n´ıveis de sa´ıda. A curva caracter´ıstica tem uma forma aproximadamente
logar´ıtmica semelhante a`s da lei-A ou lei-µ usadas em telefonia digital (ver Figura 7.2). Para
amostras de amplitude moderada (em relac¸a˜o a ∆), o quantizador tem um comportamento
semelhante ao de um quantizador uniforme de passo ∆. Para amostras de amplitude mais
elevada, o passo de quantizac¸a˜o aumenta proporcionalmente a` amplitude. Isto permite uma
grande gama dinaˆmica e proporciona tambe´m alguma modelac¸a˜o de ru´ıdo visto que, mesmo
quando o sinal aumenta bruscamente, a relac¸a˜o sinal-ru´ıdo na˜o ultrapassa os 31 dB, o que e´
suficiente em termos perceptuais.
7.1.3 Codificac¸a˜o de Comprimento Varia´vel
Os s´ımbolos debitados pelos quantizadores sa˜o codificados com um codificador aritme´tico
adaptativo. O modelo estat´ıstico usado mante´m 62 tabelas de probabilidades distintas, procu-
rando modelar separadamente as distribuic¸o˜es das va´rias bandas, e comuta entre elas a` medida
que processa os s´ımbolos correspondentes a cada uma. Assim, o codificador aritme´tico integra
simultaneamente a func¸a˜o de multiplexagem dos dados das va´rias bandas. A adaptac¸a˜o do
modelo e´ feita apo´s a codificac¸a˜o de cada amostra, actualizando os contadores de ocorreˆncias
na tabela adequada.
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Figura 7.2: Curva de compressa˜o-expansa˜o do quantizador do BAPAC.
7.1.4 Algoritmo de Adaptac¸a˜o Perceptual
O algoritmo de adaptac¸a˜o baseia-se num modelo psicoacu´stico expl´ıcito que estima conti-
nuamente o valor do limiar de mascaramento. O modelo e´ semelhante ao usado em [83] e
compreende os seguintes passos:
Espalhamento temporal As amostras de cada banda passam por um rectificador de lei
quadra´tica e por um filtro passa-baixo recursivo de primeira ordem, para produzir uma
estimativa da energia nessa banda. As constantes de tempo dos filtros variam de banda
para banda, segundo a fo´rmula emp´ırica (6.6), para modelar a dependeˆncia com a
frequeˆncia do feno´meno de po´s-mascaramento. O feno´meno de pre´-mascaramento na˜o
e´ modelado explicitamente devido a` sua curta durac¸a˜o.
Espraiamento na frequeˆncia Para estimar o perfil de excitac¸a˜o na membrana basilar,
procede-se a uma convoluc¸a˜o com a func¸a˜o de espraiamento dada em (6.3). Esta
operac¸a˜o e´ linear e foi implementada com uma multiplicac¸a˜o por uma matriz de di-
mensa˜o 256 × 256, mas relativamente esparsa (11% de elementos na˜o nulos).
Deduc¸a˜o do ı´ndice de mascaramento De cada banda e´ subtra´ıdo, numa escala loga-
r´ıtmica, o ı´ndice de mascaramento de ru´ıdo por tons (TMN), avaliado pela fo´rmula
emp´ırica (6.7), para obter a estimativa do limiar de mascaramento. O ı´ndice de masca-
ramento de tons por ru´ıdo (NMT) na˜o foi considerado nesta versa˜o do codificador.
Correcc¸a˜o para o limiar absoluto O limiar de mascaramento calculado no passo anterior
e´ comparado com o limiar absoluto de audic¸a˜o e e´ corrigido nos pontos em que lhe for
inferior. Considera-se que o ganho acu´stico e´ tal que um sinal sinusoidal de amplitude
±12LSB produza um som com intensidade de 0 dB SPL.
Os passos de quantizac¸a˜o sa˜o enta˜o determinados de forma que a poteˆncia esperada do
erro de quantizac¸a˜o na˜o ultrapasse o limiar calculado. (A poteˆncia do erro de quantizac¸a˜o
e´ estimada por N = ∆2/12, que se verificou ser uma aproximac¸a˜o razoa´vel em operac¸a˜o
normal.) Os passos sa˜o ainda multiplicados por um paraˆmetro global φ—chamado n´ıvel de
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qualidade—que permite controlar o compromisso qualidade/compressa˜o: φ > 1 aumenta os
passos de quantizac¸a˜o, degradando a qualidade mas conseguindo maior compressa˜o; φ < 1
diminui os passos, garantindo uma “margem de seguranc¸a” abaixo do limiar a` custa de um
de´bito mais elevado. Na versa˜o descrita, o paraˆmetro φ e´ mantido fixo ao longo de todo o sinal,
mas poderia ser transmitido regularmente para permitir um ajuste dinaˆmico da qualidade e
de´bito.
Devido a` estrutura multi-resoluc¸a˜o da sa´ıda do banco de filtros, o algoritmo de adaptac¸a˜o
e´ executado incrementalmente, em alternaˆncia com a quantizac¸a˜o, de forma a garantir uma
adaptac¸a˜o amostra-a-amostra que integre a informac¸a˜o quantizada mais recentemente. Com
este algoritmo e o banco de filtros utilizado, evita-se uma ana´lise espectral paralela e as
mu´ltiplas converso˜es entre diferentes partic¸o˜es do plano tempo-frequeˆncia que sa˜o necessa´rias
noutros codificadores, como os recomendados pelo MPEG [77]. O algoritmo de adaptac¸a˜o
completo pode ser implementado com cerca de 30 multiplicac¸o˜es e 30 adic¸o˜es por amostra.
Necessita tambe´m de cerca de 8000 palavras de memo´ria fixa para armazenamento de coefi-
cientes, e quantidades despreza´veis de memo´ria de acesso aleato´rio.
7.1.5 Desempenho
O desempenho do sistema BAPAC foi avaliado [131, Cap. 5] utilizando sete trechos musicais—
extra´ıdos na sua maioria do disco compacto EBU SQAM [39]—codificados em treˆs n´ıveis de
qualidade decrescente: φ = 1, φ = 2 e φ = 3. Cada trecho foi ainda codificado com uma
implementac¸a˜o dispon´ıvel em shareware do MPEG Layer III a 64 kbit/s.3 As quatro verso˜es
codificadas de cada trecho foram avaliadas em termos do de´bito produzido e da qualidade
subjectiva medida em testes de audic¸a˜o.
Os testes de audic¸a˜o seguiram uma metodologia de teste de est´ımulo triplo com refereˆncia
escondida, ideˆntica a` usada com bons resultados nos testes realizados no aˆmbito do MPEG e
do CCIR [118], e normalizada mais tarde pelo ITU-R [74]. Em cada teste eram apresentados
treˆs sinais ao ouvinte: R, X e Y. O sinal R era sempre o trecho original para ser usado
como sinal de refereˆncia. Um de X e Y, escolhido aleatoriamente pelo computador, era uma
das quatro verso˜es codificadas enquanto o outro era uma co´pia da refereˆncia R. O ouvinte
podia escutar os sinais repetidamente e pela ordem que entendesse. A sua tarefa consistia
em classificar a degradac¸a˜o percebida de cada um dos sinais X e Y em relac¸a˜o a` refereˆncia R,
atribuindo uma pontuac¸a˜o tirada da escala de degradac¸a˜o de 5 pontos do CCIR [73]:
5 Imperceptible
4 Just perceptible but not annoying
3 Perceptible and slightly annoying
2 Annoying
1 Very annoying
Participaram dez pessoas nos testes de audic¸a˜o. Cada ouvinte completou, por uma ordem
aleato´ria, duas provas de audic¸a˜o de cada uma das quatro verso˜es codificadas dos sete trechos.
A Tabela 7.3 mostra a pontuac¸a˜o me´dia obtida por cada versa˜o codificada dos va´rios
trechos. Tambe´m se apresenta a me´dia das pontuac¸o˜es ou Mean Opinion Score (MOS) e o
de´bito me´dio obtido por cada codificador.
A 2.35 bits por amostra, o algoritmo proposto permite uma codificac¸a˜o de alta quali-
dade. No entanto, para um de´bito compara´vel ao do codificador de Layer III, apresenta uma
3Os programas l3enc e l3dec desenvolvidos no Fraunhofer-Gesellschaft.
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Tabela 7.3: Resultados dos testes de avaliac¸a˜o: pontuac¸o˜es me´dias de cada versa˜o codificada,
MOS e de´bito me´dio (em bits por amostra).
BAPAC BAPAC BAPAC Layer III
φ = 1 φ = 2 φ = 3 64 kb/s
Castanholas 4.20 3.85 3.70 4.20
Cravo 4.30 3.45 2.55 4.30
Sarasate 4.60 3.75 2.40 4.75
Sting 4.75 4.65 4.30 4.70
Stravinsky 4.85 4.50 3.90 4.40
Suzanne 3.00 1.85 1.40 3.25
Violino 3.00 1.65 1.20 3.40
MOS 4.10 3.39 2.78 4.14
De´bito 2.35 1.78 1.46 1.42
qualidade bastante inferior. Isto pode dever-se, em parte, a uma adaptac¸a˜o demasiado lenta
do codificador aritme´tico que e´ inicializado com tabelas optimizadas para a situac¸a˜o φ = 1.
Alguns trechos obtiveram consistentemente pontuac¸o˜es baixas em todas as verso˜es, o que
indicia eventuais deficieˆncias no modelo psicoacu´stico ou no banco de filtros.
7.2 Retroadaptac¸a˜o em Codificadores Perceptuais
Uma caracter´ıstica fundamental do sistema de codificac¸a˜o aqui proposto e´ a de ser um sistema
com quantizac¸a˜o retroadaptativa.4 Apesar de muito usada em codificadores tradicionais de voz
e ate´ de a´udio, de que e´ exemplo a norma G.722 do CCITT [100], a te´cnica de retroadaptac¸a˜o
na˜o tem sido aplicada com frequeˆncia em codificadores perceptuais (ver discussa˜o do caso
AC-3 na Sec. 7.3). Por esta raza˜o, justifica-se um estudo das suas vantagens e inconvenientes
e uma verificac¸a˜o da sua aplicabilidade a` codificac¸a˜o perceptual de a´udio.
7.2.1 Caracter´ısticas, Vantagens e Inconvenientes
Para melhor apreciac¸a˜o das implicac¸o˜es do uso de retroadaptac¸a˜o (AQB), considere-se uma
variante do sistema com proadaptac¸a˜o (AQF) como mostra a Figura 7.3. Esta versa˜o do
sistema segue a estrutura usual dos codificadores perceptuais no domı´nio da frequeˆncia re-
presentada na Figura 2.1.
Comparando com a Figura 7.1, vemos que a diferenc¸a essencial que distingue os dois sis-
temas reside na informac¸a˜o usada pelo algoritmo de adaptac¸a˜o: no sistema AQF, a estimac¸a˜o
dos paraˆmetros de adaptac¸a˜o baseia-se no sinal exacto x; no sistema AQB, a adaptac¸a˜o de-
pende do sinal ja´ quantizado xˆ. Em consequeˆncia desta diferenc¸a estrutural, os dois sistemas
apresentam um conjunto caracter´ısticas distintas que analisamos abaixo.
Informac¸a˜o secunda´ria Um sistema AQB praticamente na˜o tem informac¸a˜o secunda´ria.5
Por exemplo no sistema BAPAC a informac¸a˜o secunda´ria e´ formada apenas pelo factor
4Backward-adaptive quantization, ou AQB na notac¸a˜o de [80, Sec. 4.10.1].
5Consideramos como informac¸a˜o secunda´ria apenas a informac¸a˜o necessa´ria a` adaptac¸a˜o do descodificador,
na˜o incluindo informac¸a˜o de sincronismo ou correcc¸a˜o de erros.
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Figura 7.3: Variante proadaptativa do sistema de codificac¸a˜o proposto (PAC-AQF).
de qualidade φ, que na˜o precisa de ser transmitido frequentemente. Mesmo que fosse
transmitido com 4 bits de bloco em bloco, o que e´ mais do que suficiente, isso represen-
taria um acre´scimo de apenas 0.016 bits por amostra: um overhead de cerca de 1% a
64 kbit/s. Num sistema AQF, pelo contra´rio, a informac¸a˜o secunda´ria pode consumir
uma fracc¸a˜o considera´vel da capacidade dispon´ıvel. Por exemplo, no PXFM a 4 bits
por amostra esta fracc¸a˜o e´ de 16%, e no MPEG Layer I a 128 kbit/s pode atingir 30%.
Simplicidade de projecto Num sistema AQF existem dois importantes canais de infor-
mac¸a˜o a transmitir: o canal principal (as amostras quantizadas) e o canal secunda´rio
(passos de quantizac¸a˜o, atribuic¸a˜o de bits e/ou outros paraˆmetros de adaptac¸a˜o). E´
necessa´rio projectar a codificac¸a˜o de cada um desses canais, fazer a sua multiplexagem e
determinar a melhor distribuic¸a˜o de bits entre os dois. Como a quantidade de informac¸a˜o
secunda´ria num sistema AQB e´ despreza´vel, o seu projecto e´ mais simples porque se
pode concentrar essencialmente na codificac¸a˜o do canal principal.
Frequeˆncia de adaptac¸a˜o Em AQF os paraˆmetros de quantizac¸a˜o so´ sa˜o ajustados no
princ´ıpio de um bloco de va´rias amostras (no Layer II, por exemplo, e´ transmitido um
factor de escala por cada bloco de 12 ou 36 amostras). De outro modo, o overhead de in-
formac¸a˜o secunda´ria seria incomporta´vel. Num sistema AQB, por na˜o haver informac¸a˜o
secunda´ria, a adaptac¸a˜o pode ser feita amostra-a-amostra sem qualquer acre´scimo de
de´bito, o que resulta num acompanhamento mais pro´ximo das transic¸o˜es do sinal e pode
evitar o aparecimento de pre´-ecos.
Complexidade O codificador num sistema AQB e´ mais simples que num sistema AQF
porque na˜o e´ necessa´rio codificar informac¸a˜o secunda´ria. Em compensac¸a˜o, o descodi-
ficador e´ mais complexo porque inclui um modelo psicoacu´stico completo. De facto, o
descodificador AQB tem praticamente a mesma complexidade que o codificador. Esta
simetria e´ uma das principais desvantagens dos sistemas de codificac¸a˜o AQB porque em
certas aplicac¸o˜es o codificador pode ser muito complexo e caro mas os descodificadores
devem ser simples e baratos.
Evolutividade Nestas aplicac¸o˜es eminentemente assime´tricas, os sistemas AQB apresentam
outro inconveniente: na˜o e´ poss´ıvel melhorar o algoritmo de adaptac¸a˜o sem modificar
todos os descodificadores.
Robustez Quando ocorre um erro na transmissa˜o da sequeˆncia bina´ria, o descodificador gera
um burst de amostras erradas. Num descodificador proadaptativo, esse burst termina
geralmente no final do bloco com a recepc¸a˜o de novos paraˆmetros, mas num sistema
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AQB o erro afecta o ca´lculo de todos os paraˆmetros futuros e os seus efeitos podem
propagar-se indefinidamente. No entanto, podera´ ser poss´ıvel projectar o sistema AQB
de forma que o efeito do erro diminua rapidamente ao longo do tempo, como acontece
no chamado quantizador adaptativo robusto [55].
Qualidade dos paraˆmetros estimados Num sistema AQB, a estimac¸a˜o do modelo per-
ceptual e dos paraˆmetros de quantizac¸a˜o associados e´ afectada pelo erro de quantizac¸a˜o
introduzido no sinal. Para de´bitos baixos, a quantizac¸a˜o pode ser muito grosseira e
afectar significativamente o ca´lculo dos paraˆmetros, piorando ainda mais a qualidade de
codificac¸a˜o. Num sistema AQF, o modelo perceptual tem acesso ao sinal original exacto,
mas os paraˆmetros calculados sa˜o sempre sujeitos a uma degradac¸a˜o por quantizac¸a˜o e
decimac¸a˜o, a fim de serem transmitidos ao receptor.
As principais vantagens dos sistemas AQB sa˜o a eliminac¸a˜o da informac¸a˜o secunda´ria,
a simplicidade de projecto e a possibilidade de adaptac¸a˜o amostra-a-amostra. Os sistemas
AQF por sua vez, teˆm a propriedade de na˜o necessitarem de algoritmo de adaptac¸a˜o no des-
codificador, o que e´ uma vantagem importante em certas aplicac¸o˜es. Quanto a` estimac¸a˜o dos
paraˆmetros de quantizac¸a˜o, na˜o e´ inteiramente o´bvio qual dos dois sistemas e´ mais exacto.
Parece mesmo haver a possibilidade de os erros na estimac¸a˜o inviabilizarem o uso de retroa-
daptac¸a˜o em codificadores perceptuais. Esta questa˜o sera´ tratada a seguir.
7.2.2 Efeito do Ru´ıdo de Quantizac¸a˜o no Modelo Psicoacu´stico
A possibilidade de o ru´ıdo de quantizac¸a˜o perturbar irremediavelmente a estimac¸a˜o do modelo
perceptual foi identificada como uma questa˜o crucial que pode comprometer a viabilidade da
retroadaptac¸a˜o em codificadores perceptuais. Uma ana´lise qualitativa do comportamento do
sistema tanto em condic¸o˜es normais como em condic¸o˜es extremas fornece-nos bons argumentos
para refutar essa hipo´tese:
• Numa situac¸a˜o normal, o limiar calculado em cada ponto no tempo e na frequeˆncia
depende da energia do sinal em muitos outros pontos no passado e em bandas adja-
centes. Logo, e´ pouco prova´vel que os erros de quantizac¸a˜o se conjuguem para afectar
o limiar num mesmo sentido. Assim, a estimativa do limiar tem uma variaˆncia menor
do que a do erro de quantizac¸a˜o de qualquer das ce´lulas que para ele contribuem. Por
outras palavras: as operac¸o˜es de espalhamento temporal e espectral filtram os erros de
quantizac¸a˜o.
• Se o sinal numa banda descer muito abaixo do respectivo passo de quantizac¸a˜o, passa
a ser quantizado com o n´ıvel zero, o que provoca uma tendeˆncia de decaimento ra´pido
no limiar e consequentemente, no passo de quantizac¸a˜o. Esse decaimento respeita as
condic¸o˜es de po´s-mascaramento e so´ e´ interrompido quando o passo diminui suficiente-
mente abaixo do n´ıvel do sinal ou quando o limiar atinge o n´ıvel imposto pelas outras
bandas ou pelo limiar absoluto, como e´ deseja´vel. A caracter´ıstica mid-tread dos quan-
tizadores e´ um factor determinante para este comportamento. Quantizadores mid-rise
produziriam, neste caso, erros superiores ao sinal, com consequeˆncias potencialmente
desagrada´veis na estimac¸a˜o do limiar.
• Se o sinal crescer acima do ponto de saturac¸a˜o do quantizador, a sua energia e´ suba-
valiada, obrigando o limiar a aumentar mais lentamente que o deseja´vel. Isto conduz a
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uma sobrecodificac¸a˜o desnecessa´ria do sinal. A grande gama dinaˆmica e a modelac¸a˜o
de ru´ıdo proporcionada pelos quantizadores logar´ıtmicos permitem minorar muito este
problema.
Por estas razo˜es acreditamos que a estimac¸a˜o do limiar de mascaramento na˜o e´ grandemente
afectada pelo erro de quantizac¸a˜o, especialmente se houver o cuidado de usar quantizadores
mid-tread com boa gama dinaˆmica. Uma experieˆncia realizada com o codificador BAPAC per-
mitiu verificar e quantificar o efeito real da quantizac¸a˜o no ca´lculo do limiar [131, Sec. 4.5.2].
A experieˆncia consistiu em codificar um sinal de teste com o BAPAC a treˆs n´ıveis de quali-
dade progressivamente pior, φ = 1, 2, 4, e registar os limiares de mascaramento Ψφ obtidos
em cada caso. Tambe´m foi registado o limiar “exacto” Ψ0 obtido por aplicac¸a˜o directa do
modelo psicoacu´stico ao sinal original, sem erros de quantizac¸a˜o. Finalmente, calcula´mos
histogramas das relac¸o˜es Ψφ/Ψ0.
A Figura 7.4 mostra o histograma obtido com φ = 4, que representa uma quantizac¸a˜o
muito grosseira e corresponde a um de´bito me´dio inferior a 1.4 bits por amostra. Este e outros
resultados sa˜o resumidos na tabela seguinte.
Percentagem de amostras com Ψφ/Ψ0 inferior a:
0.25 dB 0.75 dB 1.25 dB 1.75 dB 2.25 dB 2.75 dB
φ = 1 93.4 99.7 99.9 100.0 100.0 100.0
φ = 2 76.3 98.0 99.8 100.0 100.0 100.0
φ = 4 59.1 82.4 94.0 98.4 99.6 99.9
Constata-se que mesmo para φ = 4, quase 60% dos valores estimados na˜o se desviam mais
que 0.25 dB em relac¸a˜o ao limiar “exacto”. Para φ = 2 e φ = 1, essa fracc¸a˜o cresce para 76%
e 93%, respectivamente. Em geral, o erro de estimac¸a˜o raramente ultrapassa 2 dB.
Assim, confirma-se experimentalmente que o erro de quantizac¸a˜o na˜o afecta significativa-
mente o ca´lculo do limiar de mascaramento. Mais, se considerarmos que num sistema AQF
como o Layer I so´ e´ transmitido um factor de escala por cada 12 amostras e que o seu valor
e´ quantizado com uma resoluc¸a˜o de 2 dB, na˜o e´ dif´ıcil admitir que os sistemas AQB podem
ser superiores tambe´m neste aspecto.
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Figura 7.4: Histograma das diferenc¸as (em dB) entre o limiar estimado a partir de amostras
quantizadas grosseiramente (φ = 4) e o limiar estimado a partir de amostras na˜o quantizadas.
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7.2.3 Efeito da Retroadaptac¸a˜o no Desempenho
Tendo em conta a discussa˜o e os resultados apresentados atra´s sobre o efeito dos erros de
quantizac¸a˜o na estimac¸a˜o do limiar de mascaramento, na˜o seria de esperar que a opc¸a˜o pela
retroadaptac¸a˜o pudesse ter algum impacto negativo percept´ıvel no desempenho do codificador.
Mesmo assim, num estudo apresentado em [128], procurou-se verificar essa hipo´tese. Para
isso, construiu-se um codificador ideˆntico ao BAPAC, mas com quantizac¸a˜o proadaptativa.
O objectivo era determinar o impacto da escolha entre proadaptac¸a˜o ou retroadaptac¸a˜o,
procurando isola´-la o mais poss´ıvel de outras opc¸o˜es de projecto. Isto na˜o e´ ta˜o fa´cil como
parece, visto que a escolha da direcc¸a˜o de adaptac¸a˜o tem repercusso˜es profundas no projecto
do codificador. Por exemplo, na versa˜o proadaptativa (FAPAC) teria de se limitar a resoluc¸a˜o
e frequeˆncia dos paraˆmetros de adaptac¸a˜o para manter a informac¸a˜o secunda´ria dentro de
limites aceita´veis. Por outro lado, na versa˜o retroadaptativa (BAPAC) teria de se contar
com um atraso de uma amostra no ciclo de adaptac¸a˜o; na˜o se pode usar as amostras mais
recentes para adaptar a sua pro´pria quantizac¸a˜o. Assim, para uma comparac¸a˜o justa do
desempenho seria necessa´rio optimizar a resoluc¸a˜o, frequeˆncia e codificac¸a˜o dos paraˆmetros
de adaptac¸a˜o do FAPAC, e optimizar o algoritmo de adaptac¸a˜o do BAPAC para tentar
compensar o efeito do atraso. Por esta altura as duas verso˜es ja´ seriam ta˜o distintas que
qualquer diferenc¸a de desempenho poderia facilmente ser atribu´ıda a deficieˆncias nos processos
de optimizac¸a˜o, que na˜o sa˜o triviais, particularmente no caso do FAPAC. Consequentemente,
foi adoptada uma estrate´gia diferente: usar exactamente o mesmo algoritmo de adaptac¸a˜o
nos dois codificadores, mantendo a actualizac¸a˜o amostra-a-amostra no FAPAC e sem qualquer
tentativa de compensac¸a˜o do atraso no BAPAC. So´ se impoˆs que no sistema FAPAC os passos
de quantizac¸a˜o fossem transmitidos com uma resoluc¸a˜o de 1.5 dB, que e´ o valor usado em
va´rios codificadores existentes. A expectativa era que a qualidade das duas verso˜es fosse ta˜o
pro´xima que se pudesse tirar concluso˜es quanto ao de´bito.
Metodologia de Teste
Para comparar a qualidade dos codificadores BAPAC e FAPAC, realizaram-se testes de
audic¸a˜o discriminativos. Codificaram-se seis trechos musicais com ambas as verso˜es e a dois
n´ıveis de qualidade, φ = 1 e φ = 3. Em cada prova, o ouvinte escutava, quantas vezes e pela
ordem que entendesse, um par de sinais, X e Y, codificados ao mesmo n´ıvel de qualidade φ,
e tinha de escolher uma das opc¸o˜es seguintes:
(E) Na˜o noto diferenc¸as.
(S) Ha´ diferenc¸as, mas a qualidade e´ a mesma.
(X) X e´ melhor.
(Y) Y e´ melhor.
Os ouvintes eram instru´ıdos a considerarem melhor a versa˜o que lhes parecesse mais fiel ao
sinal original de refereˆncia, que tambe´m era disponibilizado e podiam escutar opcionalmente.
Toda a interacc¸a˜o se processava entre o ouvinte e um programa de computador atrave´s uma
interface gra´fica simples. Para cada trecho musical realizavam-se 6 provas, duas das quais
continham exactamente o mesmo sinal em X e Y. Os ouvintes foram informados disso. Doze
ouvintes participaram nos testes, incluindo sete estudantes de Mu´sica da Unversidade de
Aveiro. Alguns ouvintes na˜o completaram o conjunto completo de provas, mas os resultados
das provas que completaram foram contabilizados. Apesar de se mostrarem empenhados, de-
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Tabela 7.4: Resultados dos testes auditivos de comparac¸a˜o dos codificadores BAPAC e
FAPAC (adaptado de [128]). (a) Provas em que X e Y eram a mesma versa˜o. (b) Provas em
que X e Y eram verso˜es diferentes. E´ indicado o nu´mero de vezes que cada opc¸a˜o foi escolhida
(B indica uma prefereˆncia por BAPAC e F uma prefereˆncia por FAPAC).
(a)
Opc¸a˜o Nu´mero
X=Y
E S X ou Y de Provas
φ = 1 36 7 27 70
φ = 3 22 22 25 69
(b)
Opc¸a˜o Nu´mero
X6=Y
E S B F de Provas
φ = 1 69 16 29 20 134
φ = 3 47 28 26 34 135
pois de completarem as provas muitos ouvintes exprimiram a grande dificuldade que sentiram
em distinguir os sinais.6
Comparac¸a˜o do Desempenho
Os resultados esta˜o resumidos na tabela 7.4. Para o n´ıvel de qualidade φ = 1, os ouvintes na˜o
notaram diferenc¸as (resposta E) em 51% das 134 provas em que escutaram sinais distintos. O
resultado foi perfeitamente ideˆntico nas 70 provas em que escutaram efectivamente a mesma
versa˜o em X e Y. Para a qualidade mais baixa (φ = 3), a percentagem de respostas E
baixou para 35% quando X6=Y, mas baixou igualmente para 32% quando X=Y. Em resumo,
a capacidade de distinguir X de Y na˜o melhorou nas provas em que X e Y eram efectivamente
verso˜es diferentes. Por estes resultados parece-nos claro que os ouvintes eram incapazes de
distinguir coerentemente as duas verso˜es, pelo que tambe´m na˜o seria de esperar qualquer
prefereˆncia significativa por uma delas.
O de´bito foi medido em blocos de 256 amostras, para um conjunto de sete trechos mu-
sicais, codificados quer pelo BAPAC, quer pelo FAPAC. A Figura 7.5 mostra a evoluc¸a˜o do
de´bito medido ao longo do trecho “Castanholas”, que apresentava as maiores flutuac¸o˜es. As
variac¸o˜es de de´bito sa˜o muito semelhantes nos dois codificadores. As maiores diferenc¸as ocor-
rem durante os picos de de´bito que coincidem com os impulsos no sinal. Nestes per´ıodos
transito´rios o BAPAC apresenta alguma sobrecodificac¸a˜o devida provavelmente ao ligeiro
atraso de adaptac¸a˜o referido atra´s. Apesar disto, o de´bito me´dio obtido para os va´rios si-
nais foi so´ entre 1.6% e 4% mais alto no BAPAC do que no FAPAC, na˜o contando com a
informac¸a˜o secunda´ria deste u´ltimo.
Em conclusa˜o, mesmo quando comparado com um sistema com proadaptac¸a˜o amostra-a-
amostra e sem informac¸a˜o secunda´ria, que e´ uma situac¸a˜o perfeitamente irrealiza´vel, o sistema
retroadaptativo apresenta a mesma qualidade com um de´bito apenas ligeiramente superior.
7.3 Discussa˜o
A vantagem principal da retroadaptac¸a˜o e´ a eliminac¸a˜o da informac¸a˜o secunda´ria. Isto fa-
cilita o projecto do sistema porque na˜o e´ necessa´rio encontrar o melhor compromisso entre
informac¸a˜o prima´ria e secunda´ria, o que pode ser uma tarefa complicada num codificador
proadaptativo avanc¸ado [1]. A adaptac¸a˜o pode ser ta˜o frequente quanto se queira, inclusive
6Um dos ouvintes chegou a comparar o teste a` “PEPSI Challenge”, referindo-se a uma campanha publicita´ria
que mostrava supostos transeuntes a provar refrigerantes de duas marcas concorrentes.
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Figura 7.5: Flutuac¸o˜es de de´bito na codificac¸a˜o do sinal “Castanholas” no sistemas BAPAC
e FAPAC. As a´reas sombreadas indicam os per´ıodos nos quais o de´bito do BAPAC excede o
de´bito do FAPAC.
amostra-a-amostra. A frequeˆncia de adaptac¸a˜o podera´ ser limitada por questo˜es de comple-
xidade computacional, mas na˜o por restric¸o˜es de de´bito.
Na˜o encontra´mos na literatura exemplos de sistemas de codificac¸a˜o que apliquem a te´cnica
de retroadaptac¸a˜o perceptual da quantizac¸a˜o, tal como apresentada neste cap´ıtulo. A abor-
dagem do AC-3 [153, 30] pode ser considerada de retroadaptac¸a˜o, mas numa forma bastante
mais limitada. Alia´s, achamos que pode mais correctamente ser caracterizada como de pro-
adaptac¸a˜o, visto que a adaptac¸a˜o so´ depende de uma fracc¸a˜o da informac¸a˜o transmitida, os
expoentes, que por sua vez na˜o dependem da adaptac¸a˜o, dependendo apenas das amplitudes
do sinal original quantizadas na˜o adaptativamente. Assim, os expoentes podem ser conside-
rados como informac¸a˜o secunda´ria com a func¸a˜o dupla de factores de escala e de dados para a
estimac¸a˜o do limiar de mascaramento e consequente adaptac¸a˜o da quantizac¸a˜o das mantissas.
Este reaproveitamento dos expoentes, pore´m, distingue o AC-3 de sistemas proadaptativos
t´ıpicos, trazendo-lhe algumas das vantagens da retroadaptac¸a˜o.
Experieˆncias com o codificador retroadaptativo BAPAC demonstraram um comporta-
mento robusto do modelo psicoacu´stico, mesmo quando sujeito a sinais quantizados grossei-
ramente. Mesmo nestas circunstaˆncias extremas, os erros de estimac¸a˜o do limiar no BAPAC
apresentam um dispersa˜o menor que a dos erros tipicamente introduzidos por codificado-
res proadaptativos para a transmissa˜o de paraˆmetros equivalentes. E´ de esperar que outros
codificadores retroadaptativos tenham um comportamento ideˆntico.
O desempenho do sistema BAPAC revelou algumas deficieˆncias, nomeadamente a fraca
qualidade de codificac¸a˜o de alguns trechos musicais, mesmo com de´bitos relativamente altos.
No entanto, uma comparac¸a˜o directa com uma versa˜o proadaptativa idealizada mostrou que
a opc¸a˜o pela retroadaptac¸a˜o na˜o e´ a causa desses problemas.
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Cap´ıtulo 8
Concluso˜es e Trabalho Futuro
Neste trabalho, apresenta´mos uma estrutura de codificac¸a˜o perceptual de a´udio aplicando
quantizac¸a˜o retroadaptativa. Salienta´mos as vantagens da retroadaptac¸a˜o e verifica´mos a
viabilidade da sua aplicac¸a˜o a codificadores perceptuais. Tendo em conta as caracter´ısticas
da retroadaptac¸a˜o, as restric¸o˜es que impo˜e, mas tambe´m as liberdades que permite, podemos
identificar, a partir do estudo dos va´rios blocos que compo˜em a estrutura apresentada—
decomposic¸a˜o espectral, quantizac¸a˜o, codificac¸a˜o sem perdas e adaptac¸a˜o perceptual—as al-
ternativas mais adequadas e com maior potencial.
O Banco de Filtros Parece-nos conveniente usar um u´nico banco de filtros quer para fa-
zer a decomposic¸a˜o do sinal, quer para a ana´lise espectral requerida pelo modelo perceptual.
Esta opc¸a˜o permite uma economia de recursos computacionais e na˜o impo˜e grandes restric¸o˜es
(ver Secc¸a˜o 3.2). Os requisitos de subamostragem cr´ıtica, reconstruc¸a˜o perfeita e baixa com-
plexidade computacional apontam para soluc¸o˜es baseadas em transformadas moduladas com
sobreposic¸a˜o (Sec. 3.3.5). Uma das mais interessantes e´ a simples MLT (ou MDCT), que e´
provavelmente a transformada mais popular em codificadores de a´udio actuais. Com uma
sobreposic¸a˜o de apenas 50%, tem atrasos relativamente baixos, mas permite mesmo assim al-
guma liberdade na escolha da janela, o que se reflecte nas respostas em frequeˆncia dos filtros.
Esta transformada faz uma decomposic¸a˜o uniforme, por isso muitos codificadores comutam
dinamicamente entre janelas de diferentes dimenso˜es tentando ajustar a resoluc¸a˜o temporal
e espectral ao pro´prio sinal.
Para obter uma decomposic¸a˜o na˜o uniforme, mais adequada a`s caracter´ısticas da audic¸a˜o,
podem combinar-se MLTs e IMLTs numa estrutura SAM, como se fez no BAPAC. No entanto,
acreditamos que num codificador que possa ser adaptado amostra-a-amostra, os requisitos de
resoluc¸a˜o temporal na˜o sa˜o ta˜o exigentes como num codificador adaptado menos frequen-
temente, e uma transformada uniforme fixa pode ser uma boa soluc¸a˜o. Por exemplo, para
sinais a 44100 amostras/s, uma MLT de 256 bandas tem uma resoluc¸a˜o espectral de 86 Hz,
semelhante a` largura mı´nima das bandas cr´ıticas, e uma resoluc¸a˜o temporal de 5.8 ms, inferior
a`s constantes de tempo do po´s-mascaramento mesmo nas frequeˆncias altas. Num codificador
como o Layer I, pelo contra´rio, a adaptac¸a˜o ocorre apenas a cada 8.7 ms (de 12 em 12 amostras
de cada sub-banda), apesar de se usar um banco de apenas 32 filtros com a resoluc¸a˜o grosseira
de 690 Hz. A utilizac¸a˜o de uma MLT simples ja´ foi explorada em verso˜es simplificadas do
BAPAC implementadas, num dos casos num processador digital de sinal, em trabalhos de
fim-de-curso realizados no Departamento de Electro´nica e Telecomunicac¸o˜es da Universidade
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de Aveiro [127, 134].
Quantizac¸a˜o Num sistema retroadaptativo, e´ importante que os quantizadores tenham
uma grande gama dinaˆmica porque na˜o ha´ informac¸a˜o pre´via sobre “ataques” su´bitos no
sinal. Por outro lado, e´ perceptualmente aceita´vel introduzir erros absolutos maiores em sinais
de amplitude maior. De facto, a lei de Weber, que modela razoavelmente a sensibilidade a
variac¸o˜es de intensidade dos est´ımulos, sugere que o erro relativo deve ser constante. Assim,
parece apropriado usar quantizadores aproximadamente logar´ıtmicos. Tambe´m e´ conveniente
que sejam do tipo mid-tread porque dessa forma minimizam o erro de quantizac¸a˜o e o de´bito
para sinais fortemente concentrados em torno de zero, que e´ o caso t´ıpico dos coeficientes
obtidos por transformac¸o˜es de sinais de a´udio. Simultaneamente reduz-se o impacto desses
erros no modelo perceptual.
Ha´ dois graus de liberdade que se podem controlar facilmente num codificador logar´ıtmico.
Um determina a escala da func¸a˜o e, consequentemente, o ma´ximo erro absoluto para ampli-
tudes baixas, i.e. o passo de quantizac¸a˜o. E´ o paraˆmetro mais importante e o u´nico usado
no codificador BAPAC. O outro paraˆmetro determina a curvatura e o ma´ximo erro relativo
para amplitudes altas.
Codificac¸a˜o Sem Perdas Os valores quantizados sera˜o codificados aritmeticamente. As
mu´ltiplas vantagens dos co´digos aritme´ticos ja´ foram expostas (Cap. 5), mas importa recor-
dar as mais significativas para o caso presente de um codificador que se pretende de baixo
de´bito. A eficieˆncia da codificac¸a˜o mesmo para s´ımbolos muito prova´veis e´ particularmente
importante devido a` grande prevaleˆncia de ocorreˆncia do n´ıvel zero a` sa´ıda dos quantizadores,
pelo menos em certas bandas. Para conseguir menos de 1 bit para estes s´ımbolos com co´digos
de comprimento inteiro, por exemplo, seria necessa´rio fazer empacotamento de s´ımbolos com
a complicac¸a˜o adicional associada. Outro aspecto fundamental da codificac¸a˜o aritme´tica e´ a
possibilidade de integrar facilmente modelos estat´ısticos complexos, dinaˆmicos e adaptativos
ao sinal. Medidas estat´ısticas de sinais de a´udio filtrados por MLTs apresentam fortes va-
riac¸o˜es ao longo do tempo e de banda para banda, pelo que se justifica considerar modelos
adaptativos. Neste aspecto, acreditamos agora que o modelo adaptativo usado no BAPAC,
com correcc¸o˜es de probabilidade localizadas, e´ demasiado lento para reflectir a forte dinaˆmica
dos sinais de a´udio. Uma te´cnica de comutac¸a˜o de tabelas ou alguma forma de representac¸a˜o
parame´trica de distribuic¸o˜es de probabilidade devera´ produzir resultados bastante melhores.
Algoritmo de Adaptac¸a˜o Perceptual Os modelos psicoacu´sticos descritos na litera-
tura de codificac¸a˜o perceptual de a´udio sa˜o invariavelmente baseados no conceito de limiar
de mascaramento, ou seja, procuram estimar o perfil de ru´ıdo que pode ser adicionado ao
sinal sem causar distorc¸a˜o aud´ıvel. Embora na˜o parec¸a haver nada de essencialmente er-
rado nesta abordagem, a verdade e´ que a sua implementac¸a˜o correcta e´ bem mais dif´ıcil do
que os modelos em uso fazem crer. De facto, os modelos usados em codificadores percep-
tuais conhecidos parecem basear-se numa interpretac¸a˜o errada do limiar de mascaramento,
como observou Veldhuis [160]. Os limiares de mascaramento medidos em experieˆncias psi-
coacu´sticas referem-se a situac¸o˜es simples de mascaramento de um tom por uma banda de
ru´ıdo, por exemplo. Na˜o se podem generalizar facilmente para situac¸o˜es de mascaramento de
va´rios tons ou va´rias bandas de ru´ıdo por um sinal complexo. Numa das propostas pioneiras
de codificac¸a˜o perceptual [83], o autor parecia consciente destes problemas ao reconhecer a
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necessidade de uma “desconvoluc¸a˜o” com as curvas de espalhamento para obter o verdadeiro
limiar de mascaramento, mas propunha uma soluc¸a˜o de compromisso face a` dificuldade desse
processo. Infelizmente, desenvolvimentos posteriores, incluindo o nosso BAPAC, na˜o parecem
ter feito progressos neste domı´nio.
O mascaramento e os seus limiares devem ser vistos como resultado de processos internos
do sistema auditivo, que podem ser usados para inferir sobre o seu funcionamento, mas
na˜o directamente como modelos da audic¸a˜o per se. Uma abordagem diferente ao problema
da modelac¸a˜o perceptual consiste na determinac¸a˜o de representac¸o˜es internas—padro˜es de
excitac¸a˜o—do sinal original e do reconstru´ıdo, e posterior comparac¸a˜o para quantificar a
capacidade de o ouvido detectar as diferenc¸as entre eles. Esta estrate´gia tem sido aplicada com
bastante sucesso em medidas objectivas de qualidade perceptual, mas na˜o em codificadores
perceptuais, talvez pela complexidade aparente de algumas implementac¸o˜es. No entanto,
acreditamos que para aplicac¸a˜o num dado codificador, um modelo perceptual de representac¸a˜o
interna na˜o devera´ precisar de toda a generalidade dos usados em medidas de qualidade, visto
que a pro´pria estrutura do codificador limita o tipo de distorc¸o˜es introduzidas.
Em [130] apresenta´mos um modelo de representac¸a˜o interna baseado parcialmente na
norma PEAQ [151] e na medida PAQM [9]. A implementac¸a˜o e´ relativamente simples mas
inclui os aspectos mais avanc¸ados daquelas medidas como a sobreposic¸a˜o na˜o linear de padro˜es
de excitac¸a˜o e curvas de excitac¸a˜o dependentes da intensidade. Um aspecto original desse
trabalho e´ o estudo da sensibilidade dos padro˜es de excitac¸a˜o em relac¸a˜o a perturbac¸o˜es de-
termin´ısticas ou aleato´rias introduzidas no sinal. Deste modo, um sinal e uma medida ou
estimativa do erro nele introduzido permitem prever a detectabilidade da distorc¸a˜o. Esta
formulac¸a˜o tem bastante interesse num sistema retroadaptativo porque o sinal original na˜o
esta´ dispon´ıvel para comparac¸a˜o, mas conhece-se o sinal reconstru´ıdo e os intervalos de quan-
tizac¸a˜o que delimitam a gama de valores que o sinal original pode ocupar.
Estamos neste momento a projectar um modelo perceptual que permita calcular padro˜es
de excitac¸a˜o no mesmo domı´nio e com a mesma resoluc¸a˜o da representac¸a˜o espectral do sinal,
de uma forma suave, sem artefactos introduzidos por converso˜es entre domı´nios. Os padro˜es de
excitac¸a˜o sera˜o comparados por um crite´rio de detecc¸a˜o combinando detectabilidades parciais
(eq. (6.12)). O objectivo e´ criar uma medida de distorc¸a˜o perceptual que possa ser usada para
optimizar os quantizadores. Se essa medida puder ser expressa de forma compat´ıvel com a
Equac¸a˜o (4.8), enta˜o o algoritmo de adaptac¸a˜o podera´ ser uma implementac¸a˜o incremental
do algoritmo de Lloyd generalizado.
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Apeˆndice A
Ferramentas Desenvolvidas
Todas as ferramentas criadas ao longo deste trabalho foram desenvolvidas como func¸o˜es em
Matlab, compat´ıveis com a versa˜o 4.0 e verso˜es posteriores. O ambiente de programac¸a˜o
Matlab foi escolhido por permitir o desenvolvimento ra´pido de proto´tipos; por dispor de
uma vasta biblioteca de func¸o˜es para ca´lculo nume´rico, processamento de sinal e visualizac¸a˜o
gra´fica; e por facilitar a integrac¸a˜o de programas escritos noutras linguagens. Para garantir
a aplicabilidade das func¸o˜es desenvolvidas em mu´ltiplas situac¸o˜es, houve a preocupac¸a˜o de
as escrever com a ma´xima generalidade poss´ıvel e de as agrupar em toolboxes segundo a sua
funcionalidade. Neste apeˆndice listamos parte dessas func¸o˜es, apresentando o texto de ajuda
de cada uma juntamente com alguns comenta´rios. As va´rias secc¸o˜es reflectem a organizac¸a˜o
das toolboxes.
A.1 Bancos de Filtros e Transformadas
A.1.1 Transformadas em Blocos
Todas estas transformac¸o˜es foram implementadas com a FFT, usando os algoritmos apresen-
tados em [103].
function x = dct(x)
%DCT Discrete Cosine Transform.
% DCT(X) returns the DCT of column vector X. If X is a matrix,
% the DCT is applied to each column.
%
% Restrictions: The length of the transform must be a power of 2.
%
% See also: IDCT, FFT, DCTIV.
function x = idct(x)
%IDCT Inverse Discrete Cosine Transform.
% IDCT(X) is the inverse DCT of vector or matrix X.
%
% Restrictions: The length of the transform must be a power of 2.
%
% See also DCT.
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function x = dctiv(x)
%DCTIV Discrete Cosine Transform, type IV.
% DCTIV(X) returns the DCT-IV of column vector X. If X is a matrix,
% the DCT is applied to each column.
%
% Note: The DCT-IV is its own inverse.
%
% Restrictions: The length of the transform must be a power of 2.
%
% See also FFT, DCT.
A.1.2 Transformadas Sobrepostas
Implementa´mos a ELT a partir do programa em C dado em [103] e integra´mo-la como uma
func¸a˜o invoca´vel a partir do ambiente Matlab.
function [y,z] = elt(tbl, x, z)
%ELT Extended Lapped Transform.
% [Y,Zf] = ELT(TBL,X,Zi), where:
% TBL Table of ELT coefficients, derived from the matrix of
% butterfly angles using ELTTBL. The dimension M and the
% overlapping factor K of the ELT are deduced from TBL’s
% dimensions.
% X (MxN) Input, each column is a block.
% Y (MxN) Output, each column is a block.
% Zi,Zf (KMx1)
% Initial and final conditions of the K*M delay elements.
%
% You can transform several blocks either separately or all at once.
% That is:
% z = ZZ;
% [y1,z] = elt(tbl,x1,z);
% [y2,z] = elt(tbl,x2,z);
% y = [y1 y2];
% produces the same results (in y and z) as:
% z = ZZ;
% y = elt(tbl, [x1 x2], z);
%
% See also IELT, ELTTBL.
Ale´m de um segmento do sinal de entrada X, devidamente agrupado em blocos de M amostras,
a func¸a˜o recebe uma tabela TBL com os coeficientes para os filtros lattice e um vector Zi com
o estado da estrutura, isto e´, os valores armazenados nos seus atrasos. A func¸a˜o devolve a
matriz Y com as sa´ıdas de cada banda e um vector Zf com o novo estado para ser usado na
invocac¸a˜o seguinte.
A transformada inversa e´ implementada por uma func¸a˜o ideˆntica que usa exactamente a
mesma tabela de coeficientes.
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function [y,z] = ielt(tbl, x, z)
%IELT Inverse Extended Lapped Transform.
% [Y,Zf] = IELT(TBL,X,Zi) computes the inverse ELT of X.
%
% See ELT for details on the arguments.
%
% See also ELT, ELTTBL.
Escrevemos tambe´m uma rotina de optimizac¸a˜o para auxiliar o projecto de ELTs segundo
o me´todo descrito na Subsecc¸a˜o 3.3.5.
function [h,theta] = eltdsgn(M,K,wSB)
%ELTDSGN ELT window design algorithm.
% ELTDSGN(M,K,WSB) returns a window (low-pass prototype filter) with
% stopband frequency WSB, for use in a M-band ELT with
% overlapping factor K. (Length L = 2*K*M.)
%
% WSB should be greater than PI/(2*M). Typically PI/M.
%
% See also ELT.
A tabela de coeficientes para a ELT e IELT pode obter-se dos “aˆngulos” da estrutura
lattice usando a func¸a˜o ELTTBL.
function tbl = elttbl(theta)
%ELTTBL Create table of multiplier coefficients from ELT butterfly angles.
% TBL = ELTTBL(THETA) converts the M/2xK butterfly angles THETA into
% 3*M/2xK coefficients in TBL, to be used by ELT and IELT.
%
% See also ELT, IELT.
O filtro proto´tipo (h(n) na Equac¸a˜o 3.5) pode ser calculado a partir dos “aˆngulos” por
ELTA2W.
function h = elta2w(theta)
%ELTA2W Convert ELT butterfly angles to the ELT window (prototype filter).
% H = ELTA2W(THETA) returns the prototype impulse response H that
% results from the ELT with angles THETA.
% Each column of THETA contains the M/2 angles (outermost angle
% first) for each of the K butterfly stages. (Column j contains
% stage j-1.)
%
% See also: ELTW2A.
A func¸a˜o ELTW2A faz a operac¸a˜o “inversa”, convertendo um proto´tipo nos “aˆngulos” cor-
respondentes.1
1Note-se, no entanto, que algumas sequeˆncias h(n) na˜o podem ser proto´tipos de uma ELT. Devido a`s carac-
ter´ısticas do algoritmo de ca´lculo, se se introduzir uma dessas sequeˆncias em ELTW2A, os “aˆngulos” resultantes
podem corresponder a um proto´tipo muito diferente.
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function theta = eltw2a(h,K)
%ELTW2A Convert ELT window to the ELT butterfly angles.
% THETA = ELTW2A(H,K) tries to convert window H to the angle
% matrix THETA. K is the overlapping factor of the ELT. If H does
% not satisfy the Perfect Reconstruction conditions, the results may
% be strange.
%
% Each column of THETA contains the M/2 angles (outermost angle
% first) for each of the K butterfly stages. (Column j contains
% stage j-1.)
%
% See also: ELTA2W.
A.1.3 Sinais Multi-Resoluc¸a˜o
Para representar sinais multibanda com mu´ltiplas frequeˆncias de amostragem em Matlab,
cuja u´nica estrutura de dados e´ a matriz, servimo-nos da representac¸a˜o dos sinais como vec-
tores multi-resoluc¸a˜o (Subsecc¸a˜o 3.1.3). Esta representac¸a˜o baseia-se em duas matrizes: uma
transporta o sinal multi-resoluc¸a˜o propriamente dito, um bloco em cada coluna; a segunda
define o formato dos blocos, indicando os valores Sb (o nu´mero de amostras por bloco) de cada
banda. Desenvolvemos rotinas para leitura e escrita de bandas num sinal multi-resoluc¸a˜o que
sa˜o usadas por todos os programas que lidam com estes sinais.
function [X,form] = setband(X, form)
%SETBAND Set up (or reset) globals for processing a multiresolution signal.
% If X is a multiresolution signal (a matrix where each column is
% a block of time samples from several different-width subbands) with
% format FORM, SETBAND(X,FORM) sets up the appropriate global
% variables for subsequent extraction (GETBAND) or writing (PUTBAND)
% of subbands.
%
% [X,FORM] = SETBAND returns the final multiresolution signal and its
% format and clears the globals used.
%
% Vector FORM describes the format of the blocks, i.e. the meaning
% of each sample in X.
%
% An error results if the format does not match the data in X.
%
% For examples, see HLT, HLTTREE, and others.
%
% See also: GETBAND, PUTBAND, HLT.
function putband(xb)
%PUTBAND Append subbands to a multiresolution signal.
% PUTBAND(XB) appends the group of bands XB to a global store
% (SETBAND_X) and updates its format. The store must have been
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% previously set up using SETBAND and is physically the same that
% is read by GETBAND but there should be no conflict since you
% will overwrite only the data that you have already read. In
% case this happens, however, a warning is issued:
% ’Writing over unread data’.
%
% In fact, XB is not immediately written into the store but passes
% through a temporary buffer (PUTBAND_B) which groups bands with
% the same rate. This buffer will only be written into the store
% when PUTBAND is called with a different rate XB. You can call
% PUTBAND([]) anytime to force the writing of the buffer. SETBAND
% does this before cleaning up.
%
% An error results if the bands you are trying to write do not fit
% inside the buffer or contain a different number of blocks.
%
% See also: SETBAND, GETBAND, HLT.
function xb = getband(nb)
%GETBAND Extract subbands from a multiresolution signal.
% XB = GETBAND(NB) returns the time samples pertaining to the next
% NB bands (one band per row) of a multiresolution signal
% previously set up with SETBAND(X,FORM), where X contains the
% signal’s samples and FORM is its format.
%
% An error results if the NB bands you are trying to extract are
% not all of the same rate or if reading past the end of the
% block is attempted.
%
% GETBAND, with no argument, returns TRUE (1) if the reading
% position is at the end-of-block and FALSE (0) otherwise.
%
% See also: SETBAND, PUTBAND, HLT.
function [O1,O2,O3]=eachband(X,form,init,repeat,I1,I2,I3)
%EACHBAND Execute commands for each band in a multiresolution signal.
% [O1,O2,O3] = EACHBAND(X,FORM,’init’,’repeat’,I1,I2,I3) evaluates
% command ’init’ once, and then repeatedly evaluates command ’repeat’
% for each band in the input multiresolution signal X, with format
% FORM.
%
% Variables available inside the ’init’ and ’repeat’ commands:
% BS Block size.
% NB Number of bands.
% B Number of current band.
% BAND Contents (samples) of current band.
% I1..I3 Additional (optional) input arguments.
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% O1..O3 Optional output arguments.
%
% See also: SETBAND.
function indx=indxband(form,b,nb)
%INDXBAND Indices to extract bands from a multiresolution signal.
% If X is a multiresolution signal with one block per column and
% format FORM, INDXBAND(FORM, B) returns a matrix of indices to the
% rows of X that contain the elements of band number B. (Band
% numbers start at 1.)
%
% For example,
% X(indxband(FORM,3),:)
% would extract the third band from X. (You may want to RESHAPE
% the result to a single row or column!)
%
% To index NB bands instead of one, use INDXBAND(FORM, B, NB). The
% bands must be contiguous and have the same rate (same number of
% time samples).
%
% See also: SETBAND, RESHAPE.
MRGRID calcula, a partir do formato de um sinal multi-resoluc¸a˜o, as “fronteiras” no tempo e
na frequeˆncia de cada uma das ce´lulas de um bloco do sinal. Assume-se, naturalmente, que as
fronteiras podem ser localizadas com precisa˜o e que bandas de ı´ndice crescente correspondem
a frequeˆncias crescentes.
function [t0,t1,f0,f1] = mrgrid(form)
%MRGRID Time-frequency boundaries of cells in a multiresolution signal.
% [T0,T1,F0,F1]=MRGRID(FORM) returns time and frequency boundaries
% of each cell in a multiresolution signal’s time-frequency tiling.
% T0, T1, F0 and F1 contain the time and frequency boundaries for
% each cell (sample) in one block of the tiling, one per row.
% FORM describes the multiresolution signal’s format.
%
% Naturally, this assumes that the multiresolution signal results from
% some form of ideal filtering.
%
% See also: MRFREQ.
MRFREQ informa apenas das frequeˆncias de transic¸a˜o entre bandas adjacentes. Esta in-
formac¸a˜o tambe´m pode ser extra´ıda de MRGRID.
function f = mrfreq(form)
%MRFREQ Nominal crossover frequencies in a multiresolution signal.
% F=MRFREQ(FORM) returns the nominal crossover frequencies for a
% (maximally decimated) filter bank, given its output format, FORM.
%
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% If the filter bank has B bands, F will be Bx1.
%
% See also: MRGRID.
A rotina TILE permite a visualizac¸a˜o de sinais multi-resoluc¸a˜o na forma de mosaicos
coloridos. Cada ce´lula rectangular tem as coordenadas dadas por MRGRID.
function h = tile(X, form)
%TILE Tile plot. (A sort of PCOLOR for multiresolution matrices.)
% TILE(X,FORM) produces a tile plot for multiresolution signal X,
% using FORM as its format. The vertical axis represents
% normalized frequency (1.0 corresponds to half the sample rate).
% The horizontal axis represents time (unit: original sampling
% period = M * block-number).
%
% If FORM is omitted, it is assumed to be [M 1] where
% M = size(X,1) is the block size; i.e. X is assumed to contain
% M equal-width, equal-rate bands.
%
% See also: SETBAND, PCOLOR.
A.1.4 Estruturas Na˜o Uniformes
O programa HLT implementa sistemas de decomposic¸a˜o na˜o uniforme e e´ bastante geral,
abrangendo tanto estruturas em a´rvore como estruturas SAM ou ainda estruturas h´ıbridas.2
O programa recebe um sinal multi-resoluc¸a˜o X com um formato arbitra´rio Xform (podendo
obviamente ser uniresoluc¸a˜o) e devolve o sinal Y, com formato diferente, que resulta de va´rias
transformac¸o˜es (directas ou inversas) produzidas em um ou mais esta´gios sucessivos de trans-
formac¸a˜o. Um outro argumento de entrada e´ uma matriz de especificac¸a˜o SPEC que define a
constituic¸a˜o de cada esta´gio, isto e´, o tipo de transformac¸a˜o a aplicar a cada banda ou grupo
de bandas do sinal multi-resoluc¸a˜o que entra no esta´gio, juntamente com os paraˆmetros que
caracterizam essa transformac¸a˜o: a dimensa˜o M , um ponteiro para a tabela de coeficientes,
o nu´mero de atrasos de compensac¸a˜o, e outros. De momento so´ esta˜o dispon´ıveis treˆs tipos
de transformadas: a ELT, que separa uma banda do sinal de entrada em M sub-bandas a`
sa´ıda; a IELT, que faz a operac¸a˜o inversa, juntando M bandas adjacentes numa banda so´; e
a transformac¸a˜o identidade, que passa M bandas inalteradas para a sa´ıda, com um eventual
atraso de compensac¸a˜o. Outras transformadas ou bancos de filtros maximamente decimados
podera˜o ser adicionados no futuro com alterac¸o˜es mı´nimas no programa. O estado interno
das va´rias transformadas e dos atrasos de compensac¸a˜o e´ acess´ıvel atrave´s de um vector da
mesma forma que na ELT. A generalidade deste me´todo de definic¸a˜o de estruturas de trans-
formac¸a˜o permite que o mesmo programa seja usado quer para o banco de ana´lise, quer para
o de s´ıntese, bastando para isso alterar a matriz de especificac¸a˜o de forma sistema´tica.
function [X, z] = hlt(spec, tbl, X, form, z)
%HLT A general Hybrid Lapped Transform implementation.
% [Y,Zf] = HLT(SPEC,TBL,X,Xform,Zi) computes an HLT of multiresolution
2Aqui estendemos a abreviatura HLT para significar Hybrid Lapped Transform que inclui a Hierarchical
Lapped Transform como um caso particular.
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% signal X with format Xform, and outputs the result in
% multiresolution signal Y.
%
% The HLT is defined by a specification in SPEC and a table of
% coefficients in TBL. See HLTDSGN and HLTTBL for more details on
% these parameters.
%
% Zi and Zf are the initial and final values of the delay elements.
% The size of this vector is computed by HLTDSGN.
%
% Restrictions: An error results if subbands with an odd number of
% samples are detected at the output of an ELT or input of an IELT.
% (This test is necessary to simplify the modulation operations.)
% You can avoid this situation by forcing X to contain an even number
% of columns (blocks).
%
% See also: HLTDSGN, HLTTBL.
A rotina HLTDSGN permite calcular o nu´mero mı´nimo de atrasos de compensac¸a˜o que e´
necessa´rio adicionar a cada transformada.3 O projectista so´ tem que fornecer uma versa˜o par-
cial da matriz de especificac¸a˜o, contendo apenas o tipo de cada transformada, o seu nu´mero
de bandas M , e o factor de sobreposic¸a˜o K no caso de ELTs ou IELTs. Simultaneamente,
este procedimento calcula a complexidade total da estrutura em termos de nu´mero de multi-
plicac¸o˜es, adic¸o˜es e palavras de memo´ria requeridas, baseando-se em expresso˜es da complexi-
dade das ELTs dadas em [103, Section 5.4.4].
function [spec, ispec, iform, info, Sdelay] = hltdsgn(spec, form)
%HLTDSGN Check HLT specification, compute additional delays and other info.
% HLTDSGN checks and completes an HLT specification and reports
% performance information to aid design. It also produces the
% specification for the inverse HLT.
%
% [SPEC,ISPEC,IFORM,INFO,Sdelay] = HLTDSGN(SPEC,FORM)
%
% Input arguments:
% SPEC Initial (partial) specification of HLT. Each row
% describes one transform with 3 numbers [TT M K]:
% TT Transform type (1: ELT, -1: IELT, 0: EYE).
% M Transform size (power-of-2 for ELTs, IELTs).
% K Overlapping factor for ELTs and IELTs. 0 for EYEs.
% (You can put more than 3 numbers in each row, but they will
% be ignored. This is useful to check a previously designed
% spec.)
% FORM Format of input to HLT. Usually: [1 block_size].
3O ca´lculo do nu´mero de atrasos baseia-se no princ´ıpio da normalizac¸a˜o do atraso em cada esta´gio, e na
repartic¸a˜o equitativa das unidades de atraso pelos bancos de ana´lise e de s´ıntese. Em certas estruturas, este
me´todo pode conduzir a uma distribuic¸a˜o sub-o´ptima dos atrasos.
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%% Output arguments:
% SPEC Complete spec of the HLT. First 3 columns are the same,
% last two contain:
% tblptr Pointer (index-1) to ELT table contained in TBL
% (see HLT). This field is left untouched or set to
% zero. Use HLTTBL to fill it in.
% AD Additional delay units introduced ’around’ each
% transform (before ELTs, after IELTs or inside EYEs)
% to equalize delays in each stage.
% ISPEC Specification of the inverse HLT.
% IFORM Input format to inverse HLT = output format from this HLT.
% INFO Additional info on each transform T. Each row,
% [D ram Nex add mult], contains:
% D Delay introduced by T.
% ram Necessary RAM for T, i.e. Z-buffer size.
% Nex Number of executions of T per block.
% add Number of additions per block for T.
% mult Number of multiplications per block for T.
% Sdelay Total delay of each stage. These are ’normalized’ delays:
% the time unit is the ’original’ sampling period.
% sum(Sdelay) is the total delay of the HLT, i.e. half of
% reconstruction delay of the HLT/inverse HLT cascade.
%
% SPEC, INFO and Sdelay are printed out in a tabular format, as
% well as summary info on total delay, adds and mults.
%
% See also: HLT.
O programa HLTTBL facilita a compilac¸a˜o das tabelas de coeficientes de ELTs projectadas
previamente, e completa a matriz de especificac¸a˜o com ponteiros para as tabelas apropriadas.
%HLTTBL Interactive tool to build tables of coefficients for HLTs.
% This script helps in compiling the table of coefficients (TBL) for an
% HLT. This consists of concatenating ELT TBLs together, and setting
% the table pointers in SPEC (4th column) accordingly.
%
% Before running, make sure that every ELT angle matrix that is needed
% is on the current workspace. Then, just call HLTTBL and answer the
% questions. (HLTTBL will call ELTTBL to convert angles to coeffs.)
%
% Each time you enter a matrix, HLTTBL checks whether it was entered
% before, and avoids repeating it by copying just the pointer.
%
% See also: HLT.
HLTTREE produz diagramas de estruturas de decomposic¸a˜o como os das Figuras 3.2 e 3.4.
function hlttree(spec, form)
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%HLTTREE Plot a ’tree’ representation of an HLT.
% HLTTREE(SPEC, FORM) plots a tree depicting the specified HLT. The
% signal flows from left to right, ELTs are represented by a 1-to-M
% branch, IELTs by an M-to-1 junction, and direct connections represent
% EYEs. (Actually, this is not a ’tree’ in the strict sense since
% IELTs have several parent nodes.)
%
% See also: HLT.
A.1.5 Ana´lise de Bancos de Filtros
A rotina FBIR permite a medic¸a˜o das respostas impulsionais de qualquer banco de filtros com
decimac¸a˜o inteira (Figura 3.1). Esta func¸a˜o aborda o banco de filtros a medir como uma “caixa
preta” com uma entrada e diversas sa´ıdas; simula “ensaios” colocando impulsos na entrada e
regista as sa´ıdas de forma a reconstruir as respostas impulsionais antes da decimac¸a˜o.
function [h, ib]=fbir(fb_expr, iform, N, P1, P2, P3, P4, P5, P6, P7, P8, P9)
%FBIR Filter bank impulse responses.
% Any M-band maximally-decimated nonuniform decomposition filter
% bank with integer decimation factors can be put in the form:
%
% +-------+ y0(n) +------+
% x(n) ---->+---->| H0(n) |---------->| R0:1 |----> y0(m0)
% | +-------+ +------+
% |
% | +-------+ y1(n) +------+
% +---->| H1(n) |---------->| R1:1 |----> y1(m1)
% | +-------+ +------+
% | . . .
%
% where {H0(n), H1(n), ...} are the filter impulse responses and
% {R0, R1, ...} are the decimation factors.
%
% If ’y=filtbank(x);’ implements such a filter bank, then
% H = FBIR(’y=filtbank(x);’, IFORM, N) returns the impulse responses
% of each filter, one per row.
%
% The first parameter to FBIR is a string to be EVAL’ed repeatedly
% and must contain expressions that transform input x into output y.
% All internal delay units should be initially set to 0. IFORM is
% the format of the multiresolution signal in y. The block size BS is
% computed from IFORM and x is assumed to have format [1 BS], i.e. a
% full-band signal with BS time samples per block. N is the number of
% blocks that you expect the wider impulse response to span. If L is
% the length of the wider IR, then you should set N = ceil(L/BS).
%
% H = FBIR(’y=filtbank(x,P1,P2,..,P9)’, IFORM, N, P1, P2, ..., P9)
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% allows you to pass additional arguments to ’filtbank’.
%
% See also: SETBAND, HLT.
A.2 Quantizac¸a˜o
A.2.1 Quantizac¸a˜o Gene´rica
Implementa´mos rotinas de quantizac¸a˜o/desquantizac¸a˜o escalar gene´rica; o utilizador tem que
fornecer tabelas com os n´ıveis de decisa˜o e de reconstruc¸a˜o que pretende.
function u = quant(xk, x)
%QUANT Generic quantizer.
% U = QUANT(Xk, X) quantizes matrix X according to the table of
% decision levels Xk. This table must be sorted and Xk(1) should
% be lower than any admissible input (-Inf is a good choice).
%
% The output symbols U are integers such that:
% Xk(U) <= X < Xk(U+1).
% (If X < Xk(1), then U returns 0.)
% In fact, QUANT does nothing more than a search in a sorted table.
%
% See also: IQUANT.
function v = iquant(yk, v)
%IQUANT Generic inverse quantizer.
% Y = IQUANT(Yk, V) takes indices (symbols) V and "reconstructs"
% signal Y, according to the table of reconstruction levels Yk.
%
% See also: QUANT.
A func¸a˜o QBEST calcula os melhores n´ıveis de decisa˜o para um dado vector de n´ıveis de
reconstruc¸a˜o.4
function xk = qbest(yk)
%QBEST Best quantizer decision levels for given reconstruction levels.
% Xk = QBEST(Yk) returns the best decision levels for a generic
% quantizer with reconstruction levels Yk. According to Max, the
% best is halfway between the Yk levels (if the distortion function
% satisfies certain conditions).
%
% See also: QUANT, IQUANT.
4Melhores no sentido da minimizac¸a˜o do valor esperado de uma medida de distorc¸a˜o dada por uma func¸a˜o
par, crescente no ramo positivo, como por exemplo, f(x− yk) = (x− yk)
2 [105].
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A.2.2 Curvas de Compressa˜o/Expansa˜o
function y = alaw(A,x)
%ALAW The A-law compression characteristic.
% y = ALAW(A, x) ’compresses’ values x using the A-law.
% This is normalized: ALAW(A, [0 1]) == [0 1].
%
% See also: MULAW.
function y = mulaw(mu,x)
%MULAW The mu-law compression characteristic.
% y = MULAW(mu, x) ’compresses’ values x using the mu-law.
% This is normalized: MULAW(mu, [0 1]) == [0 1].
%
% See also: IMULAW.
function x = imulaw(mu,y)
%IMULAW The mu-law expansion characteristic.
% x = IMULAW(mu, y) ’expands’ values y using the mu-law.
% This is the inverse function of MULAW.
%
% See also: MULAW.
A.2.3 Ana´lise de Quantizadores
QPOWER calcula a poteˆncia de ru´ıdo (valor esperado do erro quadra´tico) num sistema de
quantizac¸a˜o gene´rico, dada a func¸a˜o densidade de probabilidade da entrada.
function var = qpower(pdf,xk,yk,tol,trace)
%QPOWER Computes approximation to quantizer noise power.
% QPOWER(’pdf’, Xk, Yk) computes the noise power of a quantizer
% defined by decision levels Xk and output levels Yk. ’pdf’ is the
% name of a function that returns the probability density of the
% quantizer input.
%
% If Yk has got N elements, then Xk must have N+1. The last value
% in Xk should theoretically be +Inf, but QUAD will not take that,
% so a reasonably large value must be used instead. The same
% reasoning applies to the first value unless the pdf and quantizer
% are symmetrical, in which case you can just use the positive range
% and double the result. In this case, Xk(1)=0.
%
% Also: QPOWER(’pdf’, Xk, Yk, tol, trace) where tol and trace are
% passed to QUAD.
%
% See also: QENTROPY.
QPDF calcula a distribuic¸a˜o de probabilidades dos s´ımbolos de sa´ıda de um quantizador
gene´rico, dada a func¸a˜o densidade de probabilidade da entrada.
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function P = qpdf(pdf, xk)
%QPDF Quantizer output probability function, for a given input pdf.
% P = QPDF(’pdf’, Xk) computes the probability of occurrence of
% each output level in a quantizer, given the input pdf. The
% quantizer is specified by a set of decision levels in Xk. The
% first and last levels in Xk are subject to the same restrictions
% as in QPOWER.
%
% See also: QPOWER, QENTROPY.
QENTROPY avalia a entropia do quantizador a partir da distribuic¸a˜o dos seus n´ıveis de sa´ıda.
Para isso, usa QPDF e ENTROPY.
function H = qentropy(pdf, xk)
%QENTROPY Approximate entropy for a given quantizer and input pdf.
% H = QENTROPY(’pdf’, Xk).
% The quantizer is specified by a set of decision levels in Xk.
% The first and last levels in Xk are subject to the same
% restrictions as in QPOWER.
%
% See also: QPOWER, QPDF.
function H=entropy(n)
%ENTROPY Compute entropy of a discrete source.
% Given a vector or matrix N with the probability of occurrence of
% each symbol in the source, H=ENTROPY(N) returns the entropy of
% that source (in bits per symbol).
%
% For convenience, N is scaled internally by SUM(SUM(N)) so that,
% instead of the probabilities (or frequencies) of each symbol, N
% may contain the actual occurrence counts. (You can get occurrence
% counts from a stream of symbols by using HIST.)
%
% See also: HIST.
Fornecem-se duas func¸o˜es densidade de probabilidade t´ıpicas para utilizac¸a˜o nas rotinas
anteriores: distribuic¸a˜o gaussiana e distribuic¸a˜o laplaciana.
function p = gauss(x, mean, stddev)
%GAUSS Gaussian (Normal) probability density function.
% GAUSS(X) evaluates the zero-mean, unit-variance Gaussian pdf at
% the points X.
%
% GAUSS(X,mean,stddev) gives the general Gaussian pdf.
%
% See also: LAPLACE.
function p = laplace(x, mean, stddev)
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%LAPLACE Laplacian (two-sided exponential) probability density function.
% LAPLACE(X) evaluates the zero-mean, unit-variance Laplacian pdf at
% the points X.
%
% LAPLACE(X,mean,stddev) gives the general Laplacian pdf.
%
% See also: GAUSS.
A.3 Codificac¸a˜o Aritme´tica
As rotinas de codificac¸a˜o e descodificac¸a˜o aritme´tica foram implementadas em C com pro-
gramas adaptados a partir dos apresentados em [162], e foram integradas no ambiente de
simulac¸a˜o desenvolvido.
function [bits,statef,cumFreqf]=arithenc(method,symbols,statei,indx,cumFreq)
%ARITHENC Arithmetic encoding.
% [BITS,STATEf,CUMFREQf] = ARITHENC(METHOD,SYMBOLS,STATEi,INDX,CUMFREQ)
% encodes a stream of SYMBOLS into a stream of BITS using the model
% defined by CUMFREQ. If SYMBOLS=[], the encoding is terminated and
% the last bits are flushed out. BITS is a vector of ones and zeros.
%
% CUMFREQ should contain, in a row, the cumulative frequency count for
% each symbol in the alphabet. We can use ARITHCUM to produce the
% appropriate CUMFREQ matrix from frequency counts.
% The elements of SYMBOLS represent the stream to encode and should be
% integers between 1 and the length of the alphabet
% (CUMFREQ’s width - 2).
% If CUMFREQ has M rows, each row represents a different model, and
% each symbol (taken columnwise) will be encoded according to the
% model pointed to by the current INDX entry.
% INDX contains the model "switching sequence". For example, if
% INDX=[1 1 2 3], that means that the first and second symbols will be
% encoded using the model in the 1st row of CUMFREQ, the third symbol
% will be encoded using the 2nd row, and the fourth symbol will use the
% 3rd row. The following symbols start repeating the sequence.
%
% METHOD=0 selects the fixed model method. CUMFREQ is not altered.
% METHOD=1 selects the adaptive model method. Each encoded symbol
% increases its probability in the model.
% METHOD=2 selects the adaptive symmetrical model method. Both the
% probability of the symbol and of its "symmetric" are increased.
%
% STATEi and STATEf are the initial and final ’state’ of the
% encoder, respectively. They contain 4 integer parameters
% [Low, High, BitsToFollow, IndxIndx] that must be passed between
% calls to ARITHENC. STATEi=[] (re)sets the state to initial values
% [0 65535 0 0].
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%% See also: ARITHDEC.
function [symbols,statef,cumFreqf]=arithdec(method,bits,statei,indx,cumFreq)
%ARITHDEC Arithmetic decoding.
% [SYMBOLS,STATEf,CUMFREQf] = ARITHDEC(METHOD,BITS,STATEi,INDX,CUMFREQ)
% decodes a stream of BITS into a stream of SYMBOLS using the model
% defined by CUMFREQ.
%
% METHOD, INDX, CUMFREQ, SYMBOLS and BITS have the same meaning as in
% ARITHENC.
%
% STATEi and STATEf are the initial and final ’state’ of the
% decoder, respectively. They contain 4 integer parameters
% [Low, High, Value IndxIndx] that must be passed between calls
% to ARITHDEC. STATEi=[] (re)sets the state to sane initial
% values: [0 65535 <first 16 bits in stream> 0].
%
% See also: ARITHENC.
As tabelas de frequeˆncias acumuladas usadas nas rotinas anteriores podem ser constru´ıdas
a partir das frequeˆncias simples, aplicando ARITHCUM.
function cumFreq = arithcum(freq, MAX)
%ARITHCUM Generate cumulative frequency counts to use in ARITHENC.
% Given a row vector (FREQ) of frequency counts (occurrence
% probabilities) of each symbol in an alphabet, ARITHCUM(FREQ)
% returns a valid CUMFREQ vector appropriate for ARITHENC and
% ARITHDEC. If FREQ is a matrix, each row will produce a row
% in CUMFREQ.
%
% FREQ is ROUNDed to the nearest integer. It must contain only
% positive integers and the sum of each row must be less than
% 16384. An error results if any of these conditions fails.
%
% If wanted, a maximum of less than 16383 may be specified with
% ARITHCUM(FREQ, MAX). The maximum value is used in the adaptive
% models (METHOD~=0), and a smaller value leads to faster tracking
% of changing input statistics. MAX may be a single number or a
% column vector with a different value for each row of FREQ.
%
% Hint: use HIST to generate rows for FREQ from a real symbol
% stream.
%
% See also: ARITHENC, ARITHDEC.
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A.4 Modelo Psicoacu´stico
A func¸a˜o ZWICKER implementa a Equac¸a˜o 6.2.
function x = zwicker(f)
%ZWICKER Transform Hz to Bark, using Zwicker and Fastl’s formula.
% ZWICKER(f) converts frequencies f (in Hz) to Bark.
%
% See also: HZ2BARK.
SPREAD implementa a Equac¸a˜o 6.3 com uma ligeira compressa˜o de 5% no eixo dos xx,
como usado no Modelo Psicoacu´stico II do MPEG.
function y = spread(dz)
%SPREAD Model the auditory system spreading function.
% SPREAD(dz) returns the spreading function value at a band dz barks
% to the right of the signal band.
% Argument dz can be a matrix, in which case the result is a matrix
% of the same dimensions, with the spread values for each element.
%
% See also: ZWICKER.
O modelo psicoacu´stico retroadaptativo descrito na Secc¸a˜o 7.1.4 e´ calculado pela func¸a˜o
PSYAQB.
function [var,Yout1,Yout2]=psyaqb(var,Yin,expr,P1,P2,P3,P4,P5)
%PSYAQB Backward-adaptive psychoacoustic model for an HLT-based codec.
% In a backward-adaptive perceptual audio coder the psychoacoustic
% model is evaluated in alternation with the quantization and/or
% dequantization process.
% [Vf,O1,O2]=PSYAQB(Vi,Y,’expr’,P1,...,P5) estimates the masking
% threshold for multiresolution signal Y, using ’expr’ to quantize
% and/or dequantize Y. The computation is done incrementally, one
% segment at a time. (The current segment of a multiresolution signal
% contains the set of contemporary samples - one per band, not
% necessarily all bands - that can be processed together because
% masking information is already available from previous samples.)
%
% The following variables are available inside the ’expr’ command:
% IN The current segment of Y samples available for use.
% MASK The masking threshold (in energy units) previously
% computed for this segment.
% P1..P5 Additional (optional) input arguments.
% REC The current segment of reconstructed (dequantized)
% samples to feed to the psychoacoustic model.
% OUT1 &
% OUT2 Current segments of optional output arguments O1&O2.
% See BAPACENC and BAPACDEC for examples of ’expr’.
%
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% Vi and Vf are the initial and final values of the delay elements
% (one per band) used in time-spreading operation. Vi should be set
% to zeros in the beginning.
%
% The format of the multiresolution signals Y, O1 and O2 is loaded
% with other signal and psychoacoustic information from a file
% previously created by PSYSETUP.
%
% See also: PSYSETUP, BAPACENC, BAPACDEC.
function psysetup(iform,FS)
%PSYSETUP Setup variables to be used in psychoacoustic models.
% PSYSETUP(IFORM,FS) establishes some variables to be used by
% PSYAQB. IFORM is the format of the output of the analysis HLT
% which is fed into PSYAQB. FS is the sampling rate.
%
% Besides FS and IFORM, this routine sets up the tables for the
% threshold of hearing, the masking index, the time-smearing gains,
% the frequency-spreading convolution matrix, and timing information
% to determine the segment slicing of the signals.
%
% The parameters and tables produced are stored in ’psysetup.mat’
% so that a LOAD in PSYAQB restores everything.
%
% See also: PSYAQB, HLT.
A.5 Codificac¸a˜o Perceptual de A´udio
As rotinas seguintes simulam o sistema de codificac¸a˜o perceptual de a´udio com adaptac¸a˜o
para tra´s descrito no Cap´ıtulo 7.
function bpb = bapacenc(sndin,midfile,bitout,level)
%BAPACENC Backward-Adaptive Perceptual Audio encoder.
% BAPACENC(’in.snd’, ’bitfile’, LEVEL) compresses the input ’in.snd’
% into a bit stream in ’bitfile’, with a given compression LEVEL.
% LEVEL=1 is the default, and should give transparent quality.
% Higher values should give more compression and lower quality.
%
% See also: BAPACDEC, BAPAC.
function bapacdec(bitin,midfile,sndout,level)
%BAPACDEC Backward-Adaptive Perceptual Audio decoder.
% BAPACDEC(’bitfile’, ’out.snd’, LEVEL) decompresses the input
% bit stream in ’bitfile’ into a sound file ’out.snd’. LEVEL is the
% compression level used when creating ’bitfile’. This could/should
% come as header information in the bit stream, but I did not bother
% to do that.
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%% See also: BAPACENC, BAPAC.
function bpb = bapac(sndin,midfile,sndout,level)
%BAPAC Backward-Adaptive Perceptual Audio Coding system.
% BpB = BAPAC(’in.snd’, ’mid.raw’, ’out.snd’, LEVEL) encodes sound
% file ’in.snd’ and decodes it into ’out.snd’. The quantized samples
% are stored one symbol per byte in ’mid.raw’ (before arithmetic
% coding). LEVEL is the compression/quality level of the system.
% BpB returns the number of bits per block along the signal.
%
% See also: BAPACENC, BAPACDEC.
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