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Vocalization is critical to communication and understanding the neural mechanisms that 
control voice is a critical scientific and clinical endeavor. Studies have used a variety of 
neuroimaging techniques to investigate the neural correlates of vocal control using perturbation 
tasks. These studies have provided substantial evidence that there is a critical role of the Superior 
Temporal Gyrus (STG) in error detection/correction during vocalization. The STG appears to 
function as a regulatory region within a complex network of brain areas that control human 
vocalization. The aims of this study were to 1) Use Activation Likelihood Estimation (ALE) 
analyses to substantiate the neural regions activation during vocalization; 2) To determine the 
functional significance of the neural regions activated during vocalization, as characterized by 
the BrainMap database; 3) To parcellate the bilateral STG by means of Connectivity Based 
Parcellation (CBP) and functionally characterize any discreate subregions found. Results of the 
vocalization ALE analysis revealed activation of the bilateral STG, right supplementary motor 
area, bilateral precentral gyrus, right inferior frontal gyrus, right pallidum, left putamen and right 
cerebellum (VI), which largely substantiates previous findings of the vocalization network. 
Results of CBP revealed six distinct subregions of the left and right STG, with major functional 
characterization in the domains of perception, action, and cognition and in the specific tasks of 





Vocalization is among the most primitive means of communication in all mammals. In 
humans, vocalization serves a complex role in communication as a crucial subsystem upon 
which vocal tract shapes modulate speech production. Non-speech vocalizations convey 
emotions such as anger, joy, sadness, and laughter and voice is used to covey meaning during 
speech and language production (e.g., raising pitch at the end of an interrogative). The 
importance of the voice is further emphasized by its significant role in one’s self-identification 
and personality (Titze & Verdolini Abbott, 2012).  
Investigations into the neural control of vocalization have used different methodological 
approaches including electromyography (EMG), evoked response potentials (ERP) recorded 
from the scalp, positron emission tomography (PET) and functional magnetic resonance imaging 
(fMRI). The focus of the work described here involves fMRI studies on the regional activation 
patterns during human vocalization. Information about regions of the brain involved in 
vocalization will allow quantify the connectivity of the vocalization network, which will 
ultimately enhance treatment of voice disorders by assessing and optimizing the mechanisms of 
action for positive treatment response by allowing for development of interventions that target 
specific brain networks.  
Below is a discussion of the role of feedback (FB) and feedforward (FF) mechanisms in 
vocalization as well as previous findings on the brain regions activated during vocalization and 
their effective connectivity. An analysis of the existing literature provides evidence that the 





Feedback/Feedforward Mechanisms of Vocalization 
Production of voice requires a complex interplay of FF and FB control mechanisms in the 
brain. At the onset of vocalization, one identifies whether the perceived voice is self or non-self 
(alien). That is, one must determine if the FF prediction (this is my voice) matches the actual 
vocalization (Houde et al., 2002; Behroozmand et al., 2011; Heinks-Maldonado et al., 2006). If 
there is a match, FB mechanisms are used to determine the accuracy of production by error 
detection processes. If there are errors, then the brain engages compensatory mechanisms to 
correct them (Guenther et al., 2006; Larson & Robin, 2016; Flagmeier et al., 2014). Studies of 
vocalization with fMRI have used a variety of methods including speech and prolonged vowel 
production during different tasks such as reading and singing (Perry et al., 1999; Riecker et al., 
2000a, 2000b; 2002, 2005, 2006; Brown et al., 2004, 2006; Wilson et al., 2004; Soros et al., 
2006; Bohland and Geunther, 2006). The most effective way to study the interplay of FF/FB 
control mechanisms during vocalization is with a perturbation paradigm (described in detail 
below) in which pitch is unexpectedly shifted up or down during vocalization. These mid-
vocalization shifts create a mismatch between FF predictions and FB and result in the activation 
of error detection processes and subsequent use of compensatory mechanisms. These 
compensatory mechanisms are automatic, characterized by a reflexive vocalization that is 
typically in the opposite direction of the pitch shift. One can also have subjects voluntarily 
follow or oppose a pitch shifted vocalization (Patel et al., 2014; Zarate & Zatorre, 2008; Zarate et 
al., 2010). Another condition that is critical to understanding FB control of phonation is to shift 
pitch at voice onset which results in the need to engage mechanisms that allow for judgement 
about self-voice identification (Behroozmand et al., 2011). These feedforward and feedback 
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processes are the underlying mechanism that controls the voice through error detection and 
correction.  
 
Review of Neuroimaging Studies on Vocalization 
Several functional magnetic resonance imaging (fMRI), positron emission tomography 
(PET) and electroencephalographic (EMG) investigations have provided insight into the neural 
regions that are part of the speech and vocalization network. These studies have employed either 
vowel prolongation, simple singing via syllable repetition, speech perception or production 
(Perry et al., 1999; Riecker et al., 2000a, 2000b, 2002, 2005, 2006; Brown et al., 2004; Wilson et 
al., 2004; Soros et al., 2006). Brown and colleagues (2004) investigated the vocalization during 
singing with PET during repetitions of novel melodies, harmonizing with novel melodies, or 
vocalizing monotonically. Blood flow during these tasks increased in primary and secondary 
auditory cortices, primary motor cortex (M1), frontal operculum (FO), supplementary motor area 
(SMA), insula, posterior cerebellum and basal ganglia. In contrast to melodic singing, Bohland 
and Guenther (2006) used fMRI during syllable sequence production to investigate brain regions 
involved in organizing and enacting sequences of simple speech sounds. They also observed 
activity in primary motor and somatosensory cortices, auditory cortical areas, SMA, precentral 
gyrus of the insula, thalamus, basal ganglia and cerebellum. Subsequent studies investigating the 
vocalization network have added that the primary anterior cingulate cortex (ACC) and premotor 
cortex (PMC) are also part of the vocalization network (Parkinson et al., 2012; Zarate & Zatorre, 
2008). A variety of studies have identified that tasks using vocalization involve activity of an 
apparent network of brain regions that differ to some extent based on the differences between the 
nature of the task. A widely-accepted way to validate this neural network is by pooling data 
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across the different studies by means of meta-analysis to help identify regions that are uniquely 
active to controlling vocalization.  
One study that was instrumental in identifying the vocalization network was conducted 
by Brown and colleagues (2009) who completed an Activation Likelihood Estimation (ALE) 
coordinate-based meta-analysis of syllable-singing versus oral reading to highlight and isolate 
the brain activity associated with phonation in speech production. This meta-analysis included 11 
published neuroimaging studies of syllable singing (Perry et al., 1999; Riecker et al., 2000a, 
2000b; 2002, 2005, 2006; Brown et al., 2004, 2006; Wilson et al., 2004; Soros et al., 2006; 
Bohland and Geunther, 2006). In each study, overt phonation was investigated during single 
syllable singing (/pa/, /ta/, /da/, /la/ and /ah/). The neural regions identified as being unique to 
syllable singing (phonation + articulation) were the SMA, M1, cingulate motor area (CMA), 
Rolandic operculum (RO), FO, STG, putamen, thalamus, and right cerebellum-VI (Brown, 
2009).  
 
Review of Vocalization Network via Feedback Perturbation 
In order to investigate the complex interplay of FF and FB control in the brain during 
vocalization, auditory feedback perturbation techniques were implemented and have proven 
incredibly important tools in the study of the error detection/correction mechanisms involved in 
vocal control. During vocalization (e.g. saying /a/), an unexpected presentation of altered 
auditory feedback of pitch triggers a compensatory response in which subjects shift their pitch in 
the opposite direction of the perturbation. This response is representative of the FF/FB system 
correcting the errors in vocalization (Larson & Robin, 2016). Perturbation studies have utilized 
PET, fMRI, electrocorticography (EcoG), magnetoencephalography (MEG) and 
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electroencephalography (EEG) to investigate the functional roles of various neural regions in 
both voluntary and involuntary correction of errors during vocalization. (Behroozmand & 
Larson, 2011; Behroozmand et al., 2015; Flagmeier et al., 2014; Parkinson et al., 2012; Tourville 
et al., 2008; Zarate & Zatorre, 2008; Patel et al., 2014).  
Parkinson and colleagues (2012) used fMRI to investigate the neural regions involved in 
pitch-shift audio-vocal responses by means of vocalization with and without 100 cent pitch-
shifted feedback. Their results indicate that both the shift and no shift tasks rely on activation of 
the auditory cortex, PMC, M1, SMA, and prefrontal gyrus. However, the contrast between shift 
and no shift conditions revealed increased activity with the bilateral STG, and was the only 
region found to be significantly active using a random effects model.  These results provide 
evidence that STG activity correlates with FF/FB mechanisms of vocal control, particularly in 
error detection and coding of a mismatch between actual and predicted voice frequency/pitch. 
When investigating inter-hemispheric differences in activation during reflexive responses 
to pitch-shift perturbations, Toyomura et al., (2007) found that compared to those in non-shift 
condition, participants in the shift condition displayed increased right hemisphere BOLD 
activations in the supramarginal gyrus, PMC, anterior insula, STG, and intraparietal sulcus. This 
study suggests that there is right-dominant, higher cortical activation related to vocal error 
detection/correction.  
In addition to involuntary responses to pitch-shift perturbations, there has also been 
investigation into voluntary responses to pitch-shift perturbations. Rather than hold the pitch of 
voice feedback constant, Zarate and colleagues (2008) instructed participants to ignore or 
compensate for a pitch-shift of 200 cents. They also examined differences of voluntary responses 
in singers vs. non-singers. Significant findings were in the “ignore pitch-shift” condition, during 
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which increased activations were seen in the right dorsal premotor cortex, right anterior insula, 
supramarginal gyrus, and left intraparietal sulcus. Additionally, singers were seen to recruit more 
left putamen, bilateral STG and right superior temporal sulcus.  
The results of investigations using the perturbation paradigm provide important 
information on the regional activation patterns underlying the FB and FF mechanisms in 
vocalization. The results of these studies suggest that activations in the bilateral STG as well as 
right-dominant cortical regions play an integral role in error detection/correction during 
vocalization. The Parkinson et al. (2012) study is particularly important as the bilateral STG 
were the only regions that survived correction with multiple comparisons during the shift versus 
no shift condition. This finding, along with others showing a role of STG during vocalization, 
supports the hypothesis that STG may serve as a critical hub in the control of voice, particularly 
in detecting a mismatch between predicted and actual pitch in the presence of vocal error.  
 
Critical Role of STG in Vocalization 
The specific role of STG in the neural control of voice has been highlighted by several 
recent investigations using effective connectivity, i.e., the causal relationships among different 
brain regions (Flagmeier et al., 2014; Parkinson et al., 2013, 2014). In this regard, Flagmeier, et 
al. (2014), using a recursive, discovery-based structural equation modeling (SEM), identified 
differences in the faciliatory and inhibitory modulation by the bilateral STG during pitch-shift. 
Figure 1 below depicts Flagmeier and colleagues’ models of connectivity during “No Shift” and 
“Shift” conditions. In these models, solid arrows indicate faciliatory modulation (positive 
connectivity) while dashed arrows indicate inhibitory (negative) connectivity.   
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These authors reasoned that the faciliatory and inhibitory connections found during the no-shift 
condition are involved in motor speech execution, speech sound retrieval, voice perception, pitch 
processing and inter-hemispheric communication to ensure accurate vocalization. When 
investigating the faciliatory and inhibitory connectivity in the pitch-shift perturbation condition, 
a unique feedback loop involving bilateral STG was established that governs vocal control such 
that the left STG modulated the right STG (faciliatory, positive connection) while the right STG 
inhibited the left STG (negative connection). In addition to the unique connectivity of the 
bilateral STG during a pitch-shift perturbation, another feedback loop was identified between 
right IFG and right STG, such that the right STG modulated the right IFG and the right IFG 
inhibited the right STG. This feedback loop indicates the presence of these regions in error 
detection/correction during vocalization and further fine-tuning of the actual execution of the 
motor command. These findings substantiate a unique and specific role of bilateral STG, and in 
particular the right STG, in matching predicted and actual vocalizations to detect errors 





Figure 1: Flagmeier et al. (2014) Effective Connectivity Models During No Shift and Shift Conditions. 
 
Additional evidence of the importance of the STG in terms of causal relations within this 
underlying neuronal network is found in Parkinson et al. (2013), in which dynamic causal 
modeling (DCM) of ERP signals was used to identify causal connectivity patterns based on 
vocalization with pitch-shifted feedback at different magnitudes (100 cents and 400 cents). This 
study identified that (1) intrinsic STG connectivity is significantly modulated during vocalization 
with pitch shifted feedback and (2) bilateral STG connections regions are modulated differently 
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based on the magnitude of the pitch shift. That is, causal connections from left to right STG are 
significantly involved in responses to larger magnitude shifts, further suggesting increased 
involvement of the right STG in error detection and correction during vocalization (Parkinson et 
al., 2013). Parkinson et al. (2014) also found differences in modulatory patterns of bilateral STG 
and their connections to other brain regions in musicians with perfect pitch vs. musicians without 
perfect pitch vs. non-musical control subjects. They found that responses to pitch shifted stimuli 
in musicians with absolute pitch were driven by connectivity of the left to right STG. For 
musicians with relative pitch and non-musicians, the opposite pattern was found; connectivity of 
the right to the left STG during vocal responses to feedback perturbations. These results 
suggested that modulation of the left to right STG connections are important in the identification 
of self-voice error and sensory motor integration in musicians with absolute pitch. In other 
words, individuals with absolute pitch are more adept at using feedback related to pitch from the 
right hemisphere.  
An important role of STG in the vocalization network has also been found in patients 
with voice disorders. New and colleagues (2015) investigated the resting state functional 
connectivity (using the model of regions found in the Brown et al., 2009 meta-analysis) of 
healthy subjects compared to subjects with Parkinson’s disease. The critical finding of this study 
was that in healthy subjects there was strong connectivity among all regions of the Brown et al. 
voice network, but patients with Parkinson’s disease had significant hypo-connectivity between 
the left and right STG and other cortical regions (New et al., 2015) that correlated with 
impairments in communication.  
Last, a study by Greenlee and colleagues (2013), went a step further in investigating the 
role of STG during pitch-shift perturbations by using electrocorticography (ECoG) recorded 
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directly from the auditory cortex and hypothesized that the response changes in the auditory 
cortex would be limited to discrete portions of the STG. The findings of this study suggested that 
encoding pitch error in voice auditory feedback during vocal control is mediated by distinct 
networks within the non-primary auditory cortex of the STG (Greenlee et al., 2013).  
 
Parcellation of STG 
Based on the extensive examination of the neural network of vocalization described above, 
a primary hypothesis of the current study is that STG plays a critical role in FF and FB mechanisms 
during vocalization. Across all studies, bilateral STG are active during voice production. As noted 
above, modeling studies using functional or causal connectivity show that the STG is crucial to 
vocal control during perturbations and is found to be reduced in patients with voice disorders 
related to Parkinson’s disease. Furthermore, ECoG methodologies suggest that within the STG, 
there are distinct sub-regions involved in error encoding. 
A first step in substantiating the regions involved in vocalization and their functional 
significance is by means of meta-analytic analysis. Functional neuroimaging studies provide 
ample information about the location of neurological processes. However, they can often carry 
limitations such as small sample sizes and sensitivity to differences between conditions 
(Turkeltaub et al., 2002). Therefore, a more recent method to validate neurological findings is to 
integrate data from several studies to identify locations that show a consistent response across 
several experiments. In addition to substantiating activation of brain regions associated with 
vocalization, a key step in furthering our understanding of these regions is to functionally 
characterize them, which is to see which types of behavioral domains and specific tasks they are 
associated with.  
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A further and necessary step in understanding the functional role of STG, not only during 
vocalization but specifically in FF/FB processing, is to investigate it’s distinct subregions and 
their functional characterizations. This study used quantitative meta-analytic analyses (similar to 
those used in Brown) to explore the following aims:  
Aim 1: To expand on the Brown et al meta-analysis by adding more literature and 
explicitly contrasting syllable singing (articulation + phonation), and phonation-only with two 
separate meta-analyses.  
 Hypothesis 1: The syllable singing meta-analysis will replicate the 9 regions (SMA, M1, 
CMA, RO, FO, STG, putamen, thalamus, and right cerebellum-VI) found by Brown et al. 
(2009).   
Hypothesis 2: The second analysis of vocalization-only will involve key regions from 
Flagmeier et al. (2014) (M1, PMC, STG, IFG) and will exclude regions associated with 
articulatory movement.  
 
Aim 2: To functionally characterize the regions of the brain activated during vocalization only.  
 Hypothesis: We hypothesized that the brain regions activated during vocalization would 
be strongly associated with behaviors such as auditory perception and action as well as many 
tasks such as listening, music production and singing.  
 
Aim 3: To parcellate the bilateral STG by means of meta-analytic Connectivity Based 
Parcellation (CBP) and functionally decode any discrete subregions found.  
Hypothesis: Based on the current literature, we hypothesize that it will parcellate into at 
least anterior, medial, and posterior subregions. We predict that these subregions will relate to 
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Two ALE analyses were completed. The first updated the meta-analysis of Brown and 
colleagues (2009) of syllable singing (phonation + articulation). The second analysis attempted 
to isolate phonation by restricting tasks to vocalization without consonant articulation.  
 
Syllable Singing/Vocalization Tasks Included 
 Syllable Singing: Neuroimaging studies that involved vocalization were scrutinized for 
those that isolated syllable singing relative to connected speech. Inclusion criteria for the analysis 
were studies with functional paradigms involving: sustained vowel production, tonal melody 
repetition, harmonization, melody completion, simple syllable production without pitch 
variation, and sustained pitch with feedback perturbation. Studies were excluded if the task 
performed in the scanner was connected speech, multi-syllable production, or syllable production 
with pitch variation. See Table 1 for descriptions and procedures of each syllable singing task 
included.  
 Vocalization: Neuroimaging studies that involved vocalization were scrutinized for those 
that isolated vocalization relative to syllable singing or connected speech. Inclusion criteria for 
this analysis were studies with functional paradigms involving: sustained vowel production, tonal 
melody repetition, harmonization, melody completion, and sustained pitch with feedback 
perturbation. Studies were excluded if the task performed in the scanner was connected speech, 
multi-syllable production, or syllable production with or without pitch variation. See Table 2 for 




Relevant neuroimaging experiments for the meta-analysis were obtained from literature 
searches in PubMed (www.pubmed.com), ScienceDirect (sciencedirect.com) and PsycINFO 
(www.apa.org/pubs/databases/psycinfo) as well as reference tracking from retrieved papers and 
review articles. Additional inclusion criteria required for coordinate-based meta-analysis were: 
use of whole-brain group analyses, reporting of coordinates in a standard reference space 
(Talairach or Montreal Neurological Institute), data acquisition in healthy adult subjects, and 
active experimental tasks. Exclusionary factors included papers that only used Region of Interest 
(ROI) analyses or reporting of results only for subject groups that included children or patient 
populations.  
An initial search based on included vocalization tasks resulted in 74 papers. After 
filtering using the above inclusion/exclusion criteria, the literature search resulted in: 
Syllable Singing: 16 papers (23 experiments, 153 subjects) 
Vocalization: 10 papers (15 experiments, 130 subjects) 
See Table 1 for an account of papers, experiments, and procedures used.  
Paper Subjects Included Experiments Phoneme/ 
Syllable 
Procedure 
Brown S, 2004 10 Monotonic Vocalization 
vs. Rest 
/ɑ/ Sing back the same 
pitch at the same 
tempo   
Melody Repetition vs. 
Rest 
/ɑ/ Sing back tonal melody 
  
Harmonization vs. Rest /ɑ/ Spontaneously sing 
harmonization with 
each melody as it's 
being played 
Brown S, 2006 10 Melody Generation vs. 
Rest 
/ɑ/ Sing appropriate 
phrase that completes 
each melody 




Bohland J W, 
2006 
13 Simple Syllable, Go vs. 
Fixation 
/tɑ/ ta-ta-ta no pitch change 
Perry D W, 1999 13 Singing vs. Perception /ɑ/ sing "ah" 
Riecker A, 2002 
 
Isochronous Sequence 
(pa pa pa) vs. 
Isochronious Perceptual 
Baseline 
/pɑ/ "pa pa pa” without 
pitch change 
Riecker A, 2000a 18 Overt Singing vs. Rest /ɑ/ Sing non-lyrical tune  
Riecker A, 2000b 10 "Ta" Repetition vs. Rest /tɑ/ Repeat "ta" without 
pitch change 
Riecker A, 2006 8 Syllable Repetition vs. 
Passive Listening 
/pɑ/ Repeat "Pa" 
Riecker A, 2005 8 Syllable Repetition vs. 
Passive Listening 
/pɑ/ Repeat "Pa" 
Wilson S M, 
2004 
10 Producing Speech /pɑ/ /gi/ Repeat "pa" or "gi" 
Behroozmand R, 
2015 
8 Speaking No Shift > 
Rest 
/ɑ/ Sustained "ah"  
  
 
Speaking Upward Shift 
600 cents 
/ɑ/ Sustained "ah" while 
feedback is shifted 
Parkinson A L, 
2012 
12 Sustained Vocalization 
with No Shift vs. Rest  




with Shift vs. Rest  
/ɑ/ Sustained "ah" while 
feedback is shifted 
Zarate J M, 2010 9 Simple - Perception /ɑ/ Sustained "ah" 
Zarate J M, 2008 12 Simple Singing Non-
Musicians 




/ɑ/ sustained "ah" 
Soros P, 2006 9 Vowel Sound vs. Rest /ɑ/ Repeat, say "ah"  
  Consonant-Vowel 
Sound vs. Vowel Sound 
/pɑ/ /kɑ/ 
/tɑ/ 
Repeat, say "pa” or 
"ka” or "ta" 
Table 1 Experiments Included in Syllable Singing Meta-analysis 
 
 
Paper Subjects Included Experiments Phoneme/ 
Syllable 
Procedure 
Brown S, 2004 10 Monotonic Vocalization 
vs. Rest 
/ɑ/ Sing back the same 
pitch at the same 
tempo   
Melody Repetition vs. 
Rest 
/ɑ/ Sing back tonal melody 
  




each melody as it's 
being played 
Brown S, 2006 10 Melody Generation vs. 
Rest 
/ɑ/ Sing appropriate 
phrase that completes 
each melody 
Brown S, 2008 16 Phonation > Fixation /ə/ Vocalization using 
schwa vowel 
Perry D W, 1999 13 Singing vs. Perception /ɑ/ sing "ah" 
Riecker A, 2000a 18 Overt Singing vs. Rest /ɑ/ Sing non-lyrical tune  
Behroozmand R, 
2015 
8 Speaking No Shift > 
Rest 
/ɑ/ Sustained "ah"  
  
 
Speaking Upward Shift 
600 cents 
/ɑ/ Sustained "ah" while 
feedback is shifted 
Parkinson A L, 
2012 
12 Sustained Vocalization 
with No Shift vs. Rest  




with Shift vs. Rest  
/ɑ/ Sustained "ah" while 
feedback is shifted 
Zarate J M, 2010 9 Simple - Perception /ɑ/ Sustained "ah" 
Zarate J M, 2008 12 Simple Singing Non-
Musicians 




/ɑ/ sustained "ah" 
Soros P, 2006 9 Vowel Sound vs. Rest /ɑ/ Repeat, say "ah"  
Table 2 Experiments Included in Vocalization Meta-analysis 
 
Activation Likelihood Estimation (ALE) 
 
Integrating data from several studies in order to identify locations that show a consistent 
response across experiments is an important solution for substantiating functional neuroimaging 
findings. ALE assesses the overlap between foci based on modelling them as probability 
distributions centered at respective coordinates (Eickhoff et al., 2009). ALE treats activation foci 
as spatial probability distributions in order to accommodate the spatial uncertainty associated 
with neuroimaging findings by using the reported coordinates as the best point estimator but at 
the same time employing a Gaussian spatial variance model. ALE maps are then obtained by 
computing the union of activation probabilities across experiments for each voxel. True 
convergence of foci is distinguished from random clustering of foci (e.g. noise) by testing against 
the null-hypothesis of random spatial association between experiments. The p-value of the “true” 
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ALE is then given as a proportion of equal or higher values obtained under the null-distribution 
(www.brainmap.org; Eickhoff et al., 2009; Turkeltaub et al., 2002). For both our ALE analyses, 
the resulting non-parametric p-values for each analysis were thresholded for cluster-level Family 
Wise Error (FWE) which involves the use of an uncorrected cluster-forming threshold of p < 
0.05 followed by transformation into Z-scores (brainmap.org, Laird et al., 2005a). Conjunction 
analyses were then performed by identifying voxels where a significant effect was present in all 
separate analyses (Eickhoff et al., 2009).  
  
Connectivity Based Parcellation (CBP) 
 
The last aim of this study was to conduct Connectivity Based Parcellation (CBP) of the 
regions of the bilateral STG as defined by the ALE analysis of vocalization to further investigate 
the functionally distinct sub-regions of the STG. CBP was used to parcellate the large clusters of 
activation identified through ALE in the bilateral STG to investigate differentiated connections 
within this structure. The idea behind CBP is that functionally homogenous subregions show 
very similar connectivity patterns, which at the same time are clearly distinguished from that of 
other subregions (Clos et al., 2013). CBP employs different methods of parcellation, the one 
most suitable for this analysis being meta-analytic connectivity modeling. The BrainMap 
database was used to compute whole-brain co-activation maps for each voxel within the VOI 
(www.brainmap.org; Fox and Lancaster, 2002; Laird et al., 2005, 2009a, 2011; Clos et al., 2013). 
Co-activation analysis computes the convergence across all foci of all BrainMap experiments 
where the seed voxel in question is reported as active. However, a general problem of the meta-
analytic co-activation mapping approach is that not every voxel is activated by a large number of 
experiments (Cieslik et al., 2012; Clos et al., 2013). Therefore, to enable a reliable differentiation 
of task-based functional connectivity, we pooled across the neighborhood of each seed voxel and 
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identified those experiments from the BrainMap database that reported activation closest to the 
current seed voxel. The extent of this spatial filter was systematically varied from including the 
closest 20 to 200 experiments in steps of five (e.g. 20, 25, 30, 35, …, 200) (Clos et al., 2013). In 
the next step, the x nearest activation foci from the selected experiments were used to generate 
the brain-wide co-activation profile for each seed voxel and each filter size x based on meta-
analytic co-activation modeling. 
 Subsequent parcellation of the co-activation matrices was performed with K-means. 
Next, the optimal range of filter sizes was selected based on the consistency of the cluster 
assignments. The following evaluation of the K-means solutions was limited to the optimal filter 
range. The most stable K-means solution was then mapped back on the brain and the K clusters 
Figure 2 Map of Connectivity Based Parcellation (CBP) Summary of analysis steps: For each voxel of bilateral STG, 
activation foci from the x nearest experiments are selected from the BrainMap database. In the next step, the activation foci 
from the selected experiments are used to generate the brain-wide co-activation profile for each seed voxel and each filter size 
x based on meta-analytic co-activation modeling. Subsequent parcellation of the co-activation matrices was performed with K-
means. Next, the optimal range of filter sizes was selected based on the consistency of the cluster assignments. The ensuing 
evaluation of the K-means solutions was limited to the optimal filter range. The most stable K-means solution was mapped 
back on the brain and the K clusters were functionally characterized based on their connectivity pattern and BrainMap meta-
data. See methods for details. 
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were functionally characterized based on their connectivity pattern and BrainMap meta-data 
(www.brainmap.org; Fox and Lancaster, 2002; Laird et al., 2005, 2009a, 2011; Clos et al., 2013).  
 
Functional Decoding using the BrainMap database 
 
 To assess the functional roles of the brain regions of the vocalization network as well as 
the distinct clusters found in the bilateral STG, behavioral decoding using the BrainMap database 
was consequently performed. More specifically, we tested which types of tasks were more likely 
than chance to activate for each of the activated regions found in the ALE and CBP analysis 
(Laird et al., 2009; Tahmasian et al., 2016). The behavioral domain and paradigm class meta-
data categories from the BrainMap database were used for functional characterization of the 
clusters. At the time of analysis, the database included coordinates of reported activation foci and 
associated meta-data of more than 15,000 neuroimaging experiments (Laird et al., 2011, 2009). 
Behavioral domains of the BrainMap database consist of several main categories including 
cognition, action, perception, emotion, and interoception as well as their related sub-categories. 
The paradigm classes specify the particular applied task (Fox et al., 2005) (see 
http://www.brainmap.org/scribe). Functional decoding was corrected for multiple comparisons 






ALE results for syllable singing and vocalization meta analyses are shown in Figure 3 
and delineate regions involved in syllable singing (phonation + articulation), voice only, and 





Figure 3 a) Syllable Singing ALE clusters activated cFWE p<0.05; b) Vocalization-Only ALE clusters activation 
cFWE p<0.05; c) Composite of Syllable Singing and Vocalization. Abbreviations: Supplementary Motor Area 




Table 3 Syllable Singing cFWE p<.05. Coordinates reported in MNI space.  
 
Cluster No. Volume (mm³) x y z Label
1 17448 64 -26 4 R Superior Temporal Gyrus
48 -10 38 R Postcentral Gyrus
48 12 6 R IFG (Opercularis)
58 -10 0 R Superior Temporal Gyrus
40 22 2 R Insula Lobe
58 -2 40 R Precentral Gyrus
62 0 20 R Postcentral Gyrus
52 8 -8 R Temporal Pole
58 2 -10 R Superior Temporal Gyrus
50 -16 6 R Heschls Gyrus
56 -30 16 R Superior Temporal Gyrus
2 12240 -38 -34 14 L Superior Temporal Gyrus
-42 -24 6 L Superior Temporal Gyrus
-54 2 -6 L Superior Temporal Gyrus
-42 12 0 L Insula Lobe
-52 8 0 L Temporal Pole
-60 -16 6 L Superior Temporal Gyrus
-62 -20 4 L Superior Temporal Gyrus
-56 -4 2 L Superior Temporal Gyrus
3 6768 0 2 64 L Posterior-Medial Frontal
-2 6 48 L Posterior-Medial Frontal
4 6264 -50 -6 44 L Precentral Gyrus
-46 -12 38 L Postcentral Gyrus
-56 -6 24 L Postcentral Gyrus
5 2680 22 2 2 R Pallidum
16 -4 -10 N/A
26 -4 0 R Pallidum
18 0 2 R Pallidum
26 8 -6 R Putamen
6 2024 -22 8 2 L Putamen
-24 -4 4 L Putamen
7 1944 30 -62 -26 R Cerebelum (VI)
8 1680 -10 -20 2 L Thalamus
9 1392 -24 -62 -22 L Cerebelum (VI)




Table 4 Vocalization cFWE p<.05. Coordinates reported in MNI space.  
 
Syllable Singing (vocalization + articulation): 16 publications that recruited 153 healthy 
participants were included. These publications collectively reported results from 23 experiments. 
Regions activated during syllable singing were: left and right STG, left SMA (posterior medial 
frontal), left precentral, right pallidum, left putamen, right cerebellum (VI), left and right 
thalamus.  
 
Cluster No. Volume (mm³) x y z Label
1 11072 -38 -34 14 L Superior Temporal Gyrus
-42 -24 6 L Superior Temporal Gyrus
-52 8 2 L Rolandic Operculum
-54 2 -6 L Superior Temporal Gyrus
-60 -18 6 L Superior Temporal Gyrus
-62 -20 4 L Superior Temporal Gyrus
-44 12 -2 L Insula Lobe
-42 0 -2 L Insula Lobe
2 7296 64 -26 2 R Superior Temporal Gyrus
58 -10 0 R Superior Temporal Gyrus
60 2 -10 R Superior Temporal Gyrus
52 10 -8 R Temporal Pole
50 -16 6 R Heschls Gyrus
56 -30 16 R Superior Temporal Gyrus
3 5952 2 0 64 R Posterior-Medial Frontal
0 8 44 L Posterior-Medial Frontal
4 4400 50 -8 40 R Precentral Gyrus
58 -2 40 R Precentral Gyrus
42 -14 36 R Precentral Gyrus
5 3880 -50 -4 42 L Precentral Gyrus
-46 -12 40 L Postcentral Gyrus
6 2416 48 12 6 R IFG (p. Opercularis)
42 20 2 R Insula Lobe
7 1720 16 -4 -10 R Pallidum
22 2 4 R Pallidum
18 0 2 R Pallidum
8 992 -22 8 2 L Putamen
9 864 30 -64 -26 R Cerebelum (VI)
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Vocalization Only: 10 publications that recruited 130 healthy subjects were included. These 
publications collectively reported results from 15 experiments. Regions activated during 
vocalization were: left and right STG, right SMA, left and right precentral, right IFG, right 
pallidum, left putamen, right cerebellum (VI).  
 
Conjunctions: The two meta-analyses showed common activations in right and left STG, left 
precentral gyrus, right pallidum, left putamen, and right cerebellum (VI).  
 
Contrasts: Because of the number of experiments shared between the two meta-analyses, 
contrasts in activated regions between them cannot be deemed significant but can be 
qualitatively reported based on peak coordinates and visual overlay. Peak coordinates primarily 
activated during syllable singing were the left SMA, left and right thalamus, and left cerebellum 
(VI). Clusters primarily activated in the vocalization analysis were right SMA (2,0,64), right 
precentral gyrus (50, -8,40), and right IFG (48,12,6). These vocalization-only activations, though 
reported as peak coordinates, cannot be visualized in an overlay of activated regions.  
 
Functional Decoding of Vocalization ALE Regions 
 
Figures 4 and 5 specify the domain and paradigm class categories, respectively, for each 
region found in the vocalization ALE analysis. The SMA, left and right precentral, left putamen 
and right pallidum all were characterized in the Action Execution domain; however, they were 
associated with a variety of paradigm classes (specific tasks). The SMA was most strongly 
associated with Anti-saccades (making an eye movement away from target), the left and right 
precentral gyri were most associated with Recitation/Repetition, and the right pallidum was most 
associated with Affective Pictures (emotions elicited from stimuli). The left putamen did not 
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show significant effects for a paradigm class, indicating that it is not differentially engaged in 
any one task. Right cerebellum was characterized in the Cognition-Language/Speech domain and 
was strongly associated with Music Production. Right IFG was characterized in the Perception-
Somesthesis/Pain domain with strong association with Micturition. Right and left STG were 
characterized in the Perception/Audition domain. Interestingly, the right STG was most 
associated with pitch monitoring/discrimination while the left STG was most associated with 
Passive Listening. Descriptions of behavioral domains and paradigm classes can be found on the 









































   




























Figure 4: Behavioral Domains for Vocalization ALE Regions corrected for multiple comparisons 










Figure 5: Paradigm Classes for Vocalization ALE Regions corrected for multiple comparisons using 





The last aim of this study was to conduct Connectivity Based Parcellation (CBP) of the 
regions of the bilateral STG as defined by the ALE analysis of vocalization to further investigate 
the functionally distinct sub-regions of the STG. CBP analysis resulted in 6 distinct clusters, or 
sub-regions, in both the right and left STG. The resulting sub-regions for both left and right STG 




Table 5 Coordinates for 6 functionally distinct clusters found in the left and right STG, reported in MNI space. 
 
Left STG
Cluster No. Volume (mm³) x y z
1 1936 -50 5 2
2 2128 -38 -34 16
3 2664 -57 -8 6
4 1360 -55 -1 -4
5 1840 -41 -23 7
6 1144 -44 12 1
Right STG
Cluster No. Volume (mm³) x y z
1 1624 59 -8 -1
2 1464 57 5 -6
3 2096 63 -26 4
4 1016 60 -3 5
5 824 53 -14 6























LSTG Cluster Summary 






















RSTG Cluster Summary 
Figure 7 CBP Clusters of the Right STG 
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Functional Decoding of STG Clusters 
 
Figures 8, 9, 10 and 11 illustrate the domain and paradigm class categories for each 
cluster found in the CBP analysis of bilateral STG. Functional decoding of the six clusters of the 
left and right STG revealed a variety of behavioral domains and paradigm classes. Descriptions 
















































Figure 9 Left STG Cluster Paradigm Classes  
 
Left STG: Clusters 2, 3, 4, and 5, positioned posteriorly on the STG (Cluster 2: y = -34; Cluster 
3: y = -8; Cluster 4: y = -1; Cluster 5: y = -23) were all characterized in the Perception/Audition 
behavioral domain. Clusters 3 and 5 were strongly associated with passive listening, Cluster 2 
was associated with Music Production, and Cluster 4 was strongly associated with Drawing and 
Pitch Monitoring/Discrimination. Cluster 1, positioned anteriorly (Cluster 1 y = 5;) was 
characterized in the Action Motor Learning domain and was strongly associated with Music 
Production. Cluster 6, most anteriorly positioned (y = 12) was characterized in the 
Left STG – Paradigm Classes 
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Cognition/Language/Speech domain, and was strongly associated with Pain Monitoring as well 
as Go/No-Go paradigms in which a binary decision is made on a continuous stream of stimuli.  
 
Figure 10 Right STG Cluster Behavioral Domains 
 




   Figure 11 Right STG Cluster Paradigm Classes 
 
Right STG: Clusters 1, 3, 4, 5, and 6, all posteriorly positioned on the right STG, were all 
characterized in the Perception/Audition behavioral domain, but were associated with a variety 
of paradigm classes. Cluster 3 (y = -26) was associated with Covert Recitation/Repetition. 
Clusters 4 (y = -3) and 5 (y = -14) were associated with Music Production, Cluster 1 (y = -8) was 
associated with Pitch Monitoring/Discrimination, and Cluster 6 (y = -30) was associated with 
Oddball Discrimination paradigms in which is detecting the presence of an infrequent/distinct 
stimulus from a continuous stream of stimuli. Cluster 2 (y = 5), most anteriorly positioned, was 
Right STG – Paradigm Classes 
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characterized in the Perception/Audition and Cognition/Music domain and was most associated 




ALE Activations – Syllable Singing vs. Vocalization-Only 
 
The first aim of this study was to expand on the Brown et al meta-analysis by adding 
more studies and explicitly contrasting syllable singing (articulation + phonation), and 
phonation-only with two separate meta-analyses. We hypothesized that the syllable singing 
meta-analysis would replicate Brown and colleagues (2009) neural connectivity model of 
vocalization. Our results replicated activations in the left precentral gyrus, left putamen, STG, 
cerebellum VI, SMA, and thalamus. Although not identified as major clusters, the IFG 
(Opercularis), insula, and Heschls gyrus were also represented in our findings. Not replicated in 
our syllable singing analysis were inclusion of the Rolandic and Frontal Opercula. The absence 
of the RO and FO in our results could be explained by the presence of more vocalization tasks in 
our analysis compared to Brown’s original study (2009). Brown reasoned that the RO and FO are 
associated with articulation, particularly of tongue movement, and that damage to the FO more 
often results in articulatory than phonatory problems (2009). With less weight placed on a few 
syllable production tasks, these areas associated with articulation were not present in our data, 
especially in a cluster-level analysis with conservative correction for multiple comparisons.  
We also hypothesized that the analysis of vocalization-only would involve the key 
regions M1, PMC, STG, and IFG found in Flagmeier et al. (2014), who identified these regions 
as major components of the vocalization network and studied their effective connectivity during 
vocalization with and without pitch-shift perturbations. The results of our vocalization-only 
analysis substantiated the activation of the key regions identified by Flagmeier et al. (2014). Due 
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to our cluster level analysis, one major region identified in our study was the bilateral precentral 
gyrus, which upon closer examination of MNI coordinates represents both the M1 and PMC 
regions identified by Flagmeier and colleagues (2014). 
A limitation in reporting contrasts between our syllable singing and vocalization-only 
analyses is the large overlap in experiments used. Essentially, we eliminated tasks that included 
syllable production/consonant articulation to create our vocalization-only analysis, resulting in 
many similar vocalization tasks from the same studies. Therefore, it is reasonable that qualitative 
examination of a composite of both studies did not elucidate major differences. It is also the case 
that phonation is a necessary subcomponent of speech, along with respiration. Major clusters 
identified exclusively in the syllable singing analysis were the left SMA, thalamus, and left 
cerebellum while major clusters identified exclusively in the vocalization-only analysis were the 
right SMA, right precentral gyrus, and right IFG. Though there were not enough studies to 
establish adequate statistical power, the differences between these two analyses make empirical 
sense. SMA and cerebellum are prominent motor regions, and therefore stronger recruitment of 
these regions is reasonable for tasks that include articulation vs. phonation-only. The thalamus is 
also associated with connecting cortical motor areas with basal ganglia and cerebellum during 
movement initiation, so activation of this region in tasks with increased motor movement is also 
validated (Narayana et al., 2001). Interestingly, major clusters identified in the vocalization-only 
analysis were in the right hemisphere. This finding can be supported by evidence found in many 
studies regarding the importance of the right hemisphere during vocalization. Investigations of 
hemispheric differences during vocalization found that the right and left hemispheres are 
specialized for and respond differently to auditory feedback, with the right hemisphere showing 
specialization for spectral information (frequency) and the left showing sensitivity to temporal 
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information (Behroozmand et al., 2012; Zatorre and Belin, 2001; Zatorre et al., 1992). More 
evidence for the role of the right hemisphere is reported by Narayana and colleagues (2011) who 
found that the primary effect of the Lee Silverman Voice Treatment LOUD in Parkinson’s 
disease was a shift from left to right hemisphere speech related activations. Of, interest is that 
one major change was a shift in activation from left to right auditory cortex (STG).  
 
 
Implications for the Neurobiology of Human Vocalization 
The second aim of this study was to functionally decode the regions of the brain activated 
during vocalization. We hypothesized that the functional roles of the regions activated during 
vocalization would represent this highly complex motor skill that requires coordination amongst 




Functional decoding of the right SMA revealed a strong association with the 
Action/Execution behavioral domain, particularly for Anti-Saccades (rapid eye movement away 
from a target) and repetition. This strong association with motor movements is reasonable as the 
SMA is classically associated with activities like bimanual coordination (Carson, 2005) as well 
as sequential coordination of effectors during vocal production for motor planning, motor 
sequencing, and sensorimotor integration (Halpern & Zatorre, 1999; Riecker et al., 2000a).   
Decoding of the bilateral precentral gyri (M1 + PMC) indicated strong association with 
the Action/Execution behavioral domain for recitation/repetition tasks. The role of the primary 
motor cortex in the vocalization network is likely the need for motor commands to be sent from 
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this region for vocalization (i.e. bilateral innervation of the vocal folds) (Brown et al., 2009; 
Flagmeier et al., 2014).  
The right cerebellum VI was strongly associated with the Cognition/Language/Speech 
behavioral domain and tasks involving Music Production (i.e. singing). These findings are 
substantiated by the literature which reveals that lobule VI of the cerebellum is the orofacial part 
of the cerebellum, activated by lip and tongue movement as well as vocalization (Brown et al., 
2009; Grodd et al., 2001)  
 
Right IFG 
 In a surprising and humorous finding, the right IFG was found to have strong association 
to the Perception/Somesthesis/Pain and Action/Inhibition behavioral domains as well as the 
paradigm class of Micturition, or the urge to urinate. The behavioral domain of Action/Inhibition 
is reasonable for the right IFG, with extensive evidence of its role in vocalization. It was found in 
Flagmeier and colleagues (2014) that during a pitch-shift perturbation, detection of an error 
resulted in the presence of a feedback loop between right IFG and right STG, which indicates the 
need for these regions in the right hemisphere in error detection during vocalization and further 
fine-tuning of the actual execution of the motor command. Furthermore, it has been found that 
the IFG is responsible for additional processing of sensorimotor info in response to error 
detection (Merrill et al., 2012; Tourville et al., 2008), validating its association with the 
Perception/Somesthesis domain. Regarding its association with Micturition, it could be reasoned 
that both the urge to urinate as well as vocalization are both primitive experiences, and therefore 
might access the same primitive neural mechanisms. Or, it may be due to bias in the BrainMap 
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database, with certain study types being overrepresented (put here how many studies there are in 
BrainMap for micturition).  
 
Left and Right STG 
 
 The left and right STG were both associated with the Perception/Audition domain but 
connected to different paradigm classes. The left STG was associated with Passive Listening and 
the right with Pitch Monitoring/Discrimination. This difference in task-association could be 
reasoned as a representation of the feedback loop involved in FF/FB mechanisms. Larson and 
Robin (2016) argued that while both the left and right STG are involved in the process of 
controlling pitch based on auditory feedback, their effective connectivity during this process is 
unique. During a perturbation and subsequent error detection, a feedback loop develops between 
left and right STG, in which the left to right connection becomes stronger, and a new negative 
right to left (inhibitory) connection emerges. The left association with passive listening and the 
right association with pitch monitoring/discrimination may represent their unique roles during 




 The left putamen was found to be associated with Action/Execution, with no significant 
association with any particular paradigm class, indicating its involvement across many different 
tasks. The putamen’s connection to the Action/Execution domain is logical as Brown and 
colleagues (2009) found putamen activity during lip and tongue movement. Likewise, many 
studies have found the putamen active during lip movement, tongue movement, and voluntary 
swallowing (Corfield et al., 1999; Gerardin et al., 2003; Martin et al., 2004; Watanabe et al., 
2004). The putamen is also found to be activated during general hand movement and finger 
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tapping, which speaks to its role in general motor movement and could explain why it is not 
specifically associated with any one paradigm class (Turesky et al., 2018; Gardini et al., 2016) 
 The right pallidum was strongly associated with Action/Execution behavioral domain and 
Affective Pictures paradigm class (stimuli using affective pictures to elicit emotions). Although 
there is little information substantiating the role of the pallidum in the vocalization network, it 
has been found that damage to the basal ganglia circuit gives rise to severe dysphonia in addition 
to articulatory problems (Merati, et al., 2005).  
  
Parcellation/Functional Characterization of STG  
The third aim of this study was to parcellate the bilateral STG by means of Connectivity 
Based Parcellation (CBP) and functionally characterize any discrete subregions found. We 
hypothesized that the STG would at least parcellate into anterior, medial, and posterior 
subregions and we predicted that these subregions would relate to different functions involved in 
efference copy/error detection/error correction during vocalization. Ultimately, our CBP analysis 
revealed 6 distinct sub-regions in both the left and right STG. Below is a discussion of the major 
behavioral domains and paradigm classes associated with the distinct clusters of the bilateral 
STG.  
 
Perception vs. Action vs. Cognition 
Three distinct behavioral domains were associated with the cluster activity in the right 
and left STG. Perception Audition refers to the sense of hearing and characterized activation of 
all clusters of the right STG and specifically the posteriorly positioned clusters in the left STG 
(clusters 3, 4 and 5). Action.Execution refers to execution of overt movement of the body (not 
specific to speech), and was associated with Cluster 1 in the anterior left STG. The domain 
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Cognition.Language.Speech refers to the mental faculty associated with overt or covert speaking, 
and was associated with Cluster 6, also in the anterior left STG.  
The variety of behavioral domains represented in the bilateral STG solidify their role as 
hubs for error detection/correction in the vocalization network, possibly adjusting for correction 
via their strong connectivity to the motor cortices, as found here and in Flagmeier et al. (2014). 
Larson and colleagues (2008) argued that the STG is a primary location where the predicted 
fundamental frequency (F0) is compared with feedback from kinesthesia and audition (actual F0) 
and where error signals are produced. The substantial role of the STG in managing motoric and 





 Music Production, that is overt or covert singing or playing an instrument, was a 
paradigm class frequently associated with clusters in both the right and left STG. There have 
been many investigations into the role of FF/FB mechanisms in non-musicians vs. musicians 
with relative pitch vs. musicians with perfect pitch that support this finding of the STG’s 
involvement in music production. Parkinson and colleagues (2014) found that during pitch-shift 
perturbations, the key difference between these three groups of varying musical ability was the 
STG connectivity. They found that responses to pitch shifted stimuli in musicians with absolute 
pitch were driven by connectivity of the left to right STG. For musicians with relative pitch and 
non-musicians, the opposite pattern was found; connectivity of the right to the left STG during 
vocal responses to feedback perturbations. It has also been found that voluntary responses to 
shift in vocal pitch are more accurate and stable in experienced singers compared to non-
musicians (Zarate and Zatorre, 2008), suggesting enhanced sensory control over the voice.   
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These findings could substantiate the role of these specific clusters within the bilateral STG that 




 Another major group of paradigm classes associated with clusters in both the right and 
left STG were that of stimulus monitoring/discrimination. Cluster 4 of the left STG and cluster 1 
of the right STG were found to be associated with Pitch Monitoring/Discrimination with refers to 
discrimination of stimuli (human speech and non-speech vocalizations, animal vocalization, 
mechanical noise, etc.) based on pitch (i.e. duration, familiarity, pleasantness, gender, 
frequency). Cluster 6 of the left STG was associated with Go/No-Go task, which is performing a 
binary decision on a continuous stream of stimuli. Cluster 6 of the right STG was associated with 
Oddball Discrimination, which is detecting the presence of an infrequent/distinct stimulus from a 
continuous stream of stimuli. These clusters involved in monitoring, identifying, and 
discriminating between stimuli could reasonably be explained by the strong role of the bilateral 
STG in error detection/correction during vocalization. Flagmeier and colleagues (2014) provided 
evidence of a feedback loop to and from bilateral STG used for rapid fine-tuning of motor 
commands by FF/FB mechanisms. In other words, the STG acts as a location for efference copy 
mechanisms which involve comparison of afferent vocal feedback and efferent motor and 
sensory predictions. A key component of this FF/FB comparison is the monitoring of feedback 
and discrimination of 1) self-voice vs. alien voice and 2) feedback match vs. error detection. The 
location of the clusters found to be associated with these monitoring/discrimination tasks could 





Limitations and Future Directions 
 
The study reported herein is a preliminary and necessary step in identifying the effective 
connectivity of the vocalization network. As an extension of the results of this study, we plan to 
use Meta-Analytic Connectivity Modeling to analyze different connectivity patterns between 1) 
the ALE regions found in the Vocalization analysis, and 2) each STG cluster to the rest of the 
vocalization network.   
 Information on the functional roles and connectivity of the vocalization network is 
important in clinical diagnostics and intervention of neuromuscular and mechanical vocal 
pathologies, as it is crucial to understand the neural mechanisms underlying voice to enhance 
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