ABSTRACT Consensus clustering is an aggregation of base clusterings into an ensemble clustering which is better than the individual base clusterings. It is beneficial to determine the clusters from heterogeneous data. This paper presents a new approach that generates a set of good quality base clusterings and finds a single by aggregation of base clusterings into one clustering solution. The new approach consists of two phases. In the first phase, we present a new tree-based k-means algorithm to build different base clusterings. It builds a cluster-tree which gives us one base clustering. The tree generation process uses two stopping criteria which base on the underlying data distribution of a data set. We change the value of the input parameter of the tree generation algorithm to produce multiple cluster-trees where each tree gives a base clustering with a variable number of clusters. In the second phase, we propose a new nonnegative matrix factorization-based consensus method to ensemble base clusterings into final clustering. We investigated the quality and diversity of base clusterings, which often have a large influence on the performances of consensus clustering. Experimental results on various real-world and synthetic data sets have demonstrated that the proposed algorithm was dominant over the well-known algorithms in term of clustering accuracy.
I. INTRODUCTION
In data analysis, clustering is the most basic research problem in which we find the natural groups of similar unlabeled data points. It is useful in many areas including artificial intelligence, machine learning, biomedical, communications and information theory [1] - [4] . The process of data clustering plays a vital role in many domains of data mining, bioinformatics, image processing, data compression, text mining, and data classification [5] .
Data clustering is a well-known unsupervised data problem. In recent years, consensus clustering is a well-known approach for addressing the data clustering problems. The concept of consensus clustering is driven by the idea of aggregating different classifiers, where the voting concept can be immediately employed [1] . Consensus clustering is a complicated problem than classifier ensembles due to unavailability of actual cluster labels.
The objective of consensus clustering is to ensemble the base clusterings (BCs) into a final clustering in such a way that the final one gives the maximum accuracy than the individual BCs [2] , [6] , [7] . The performance of this process depends on the method which is used to generate BSs and the consensus technique which is used to ensemble the given BCs.
A consensus method provides an aggregate representation of the BCs and uses it as a final clustering. The representation of BCs is usually designed to avoid the problem of cluster label correspondence [8] . The well-known examples of similar representations include the categorical featurespaces [8] ; hyper-graphs and meta-graphs [9] ; and pairwise co-association or co-occurrence matrix [10] . Mostly, the graph-based ensemble methods are not fit for the scalable data [10] . The diversity and quality of BCs have a significant impact on the performance of consensus clustering methods.
Several methods are available to create BCs from a data set. Traditional clustering algorithms are mostly used to build BCs, e.g., generation of multiple clusterings from a data set using a clustering algorithm with different input parameters initialization [11] , generation of clusterings from a data set using different clustering algorithms [12] , generation of clustering results from different component data sets which are sampled from the given data set [13] . The methodology which is used to generate BCs plays an important role in the success of consensus clustering. The generated BCs should have better diversity and quality where these two factors have a substantial impact on the performance of consensus clustering methods.
In this paper, we present a new algorithm that generates multiple base clusterings from a data set and aggregates them into one clustering solution. We present a new tree-based k-means clustering technique to build different BCs. This method produces a tree of data object groups which denotes the base clustering. We propose a data distribution based stopping criteria to generate a cluster tree. By changing the value of the input parameter, we produce different BCs with a variable number of clusters from the same data. Then, we present a new nonnegative matrix factorization based consensus technique to aggregate BCs into one clustering solution. We investigated the quality and diversity of BCs, which have a vital effect on the performances of the algorithm. Experimental results on various real-world and synthetic data sets have demonstrated that the proposed algorithm was better than the well-known algorithms in clustering accuracy.
The other sections of this paper are designed as follows. Section 2 presents the related work. Section 3 introduces the tree-based k-means to generate BCs. Section 4 presents the framework of nonnegative matrix factorization to consensus clustering. Section 5 gives the simulations on synthetic data sets. Experimental results on various real-world and synthetic data are shown in Section 6. Conclusion part is given in Section 7.
II. RELATED WORK
This paper introduces Consensus clustering can be defined as an ensemble clustering that discovers one clustering of data from different BCs [9] . Many different methods exist for ensemble clustering. This research can be roughly categorized into two types, one is Consensus Clustering with Implicit Objectives (CCIO), and another one is Consensus Clustering with Explicit Objectives (CCEO).
The methods which belong to CCIO type are without the objective function for ensemble clustering. These methods often consider heuristics to obtain approximate solutions. Three graph-based algorithms have been proposed for ensemble clustering in [9] . They used normalized mutual information based objective function [14] . The clustering quality is improved by using different types of graphs using the same concept [15] . The similarity matrix has been used as an alternate solution for the CCIO type methods [10] . The details of many different CCIO type methods are available in [13] and [16] - [18] .
The other type of CCEO consensus clustering techniques has an objective function to achieve the desired task. For example, Filkov and Steven [19] proposed three simple heuristics to get the Median Partition. By using this concept, Gionis et al. [20] proposed a new technique for the extension of this work. The detailed description of the heuristics has been provided in [21] . Based on this work, Goder and Filkov [21] proposed a category utility function as an objective function for the ensemble clustering. This idea basis on the work achieved in [22] .
Many other CCEO techniques are available for the ensemble clustering. In general, CCEO type methods generate highly accurate clustering results using the objective functions. But, these techniques face difficulty to make the tradeoff between maximum clustering quality and maximum execution efficiency. The objective function based consensus clustering limits the real-life applications in different areas. This inspires us in this paper, which attempts to provide a framework for nonnegative matrix factorization (NMF) based consensus clustering. NMF factorizes a nonnegative data matrix D into two matrixes, i.e., D ≈ XY , where X and Y are nonnegative matrixes. It has been proved that NMF is useful in a variety of applied settings [23] .
The quality of BCs plays an important role in the success of a consensus clustering method. The process to generate BCc focuses on the diversity of BCs. Three generic strategies are often used in this phase: (1) one clustering algorithm with different initializations of input parameters [11] ; (2) using multiple algorithms to cluster the given data set for the generation of different types of BCs [12] ; (3) generate BCs from the sub data sets which are sampled from the given data set [13] . However, all these strategies require the number of clusters as an input by random initialization that has a significant influence on the quality of BCs. We solve this problem by applying a new tree-based k-means clustering method.
In the following section, we describe a new tree-based technique to generate BCs with a variable number of clusters and a framework of non-negative matrix factorization to obtain a single clustering which is better than the individual BCs.
III. GENERATION OF BASE CLUSTERINGS
In this section, we present a tree-based k-means algorithm that can be used to produce a set of BCs. The primary reason of this algorithm is that the number of clusters does not need to be provided as an input. For a data set D, first, we utilize the k-means algorithm for dividing D into two classes, set D as the tree root node and join the two-classes (internal nodes) with the root where each class represents a cluster of objects. To analyze the node, we defined two-stopping criteria to find a leaf-node. If the internal node investigated as a leafnode, we do not further divide it and consider it as a cluster. Otherwise, we repeat the same step to divide the internal node into two classes. We continue the same procedure until we VOLUME 6, 2018 get all the leaf-nodes. In such a way, we get the final tree that gives us a BC.
In this tree generation process, the most critical part is setting the stopping criteria to get the leaf-node. A node in the tree is a collection of a set of similar data objects. If the given node consists of only one class, we use that node as a leaf-node. Contrarily, we further divide that node into two nodes. We evaluate the node as follows. We first calculate the Euclidean distance between each data object and the node centroid object. Then, we utilize a mixture model for the computed distance values as
where x represents the computed distances, g i (.) is the i th component mixture distribution that has the shape and scale parameters γ i and δ i respectively, θ i represents the mixing coefficient, and the number of mixture model components are denoted by c. To fit this model of mixture distribution, we determine the number of components c and evaluate a node whether it is an internal or a leaf-node. We use Equation (1) to select a best-fit mixture model with the estimated number of gamma components. If the value of c is one, we consider the node as a leaf-node. Contrarily, the other criterion is applied to evaluate the node. In this criterion, we use the selected best-fit model and calculate the probability density function (PDF). If the median of PDF is lower than the user-defined value, the given node is considered as a leaf-node. Contrarily, it is not used as leaf-node and should be used to further divide into two nodes.
In order to resolve (1), we apply the fuzzy c-means (FCM) algorithm [24] on distance values to group them into the number of c components and calculate the values of mixture model parameters of all components.
The mixture distribution of i th component is given below
where (γ ) represents the function of a gamma distribution.
Given distance values of i th component, we apply the maximum likelihood method [25] to calculate γ i >0 and δ i >0 of mixture model (2) . The likelihood function is defined as below
where l i represents the total number of distance values of the i th component. We apply logarithm on Equation (3) obtain the result as
We take derivatives of Equation (4) regarding the parameters γ i and δ i and make the results equivalent to 0 as follows
and
Combining Equation (6) and (5) results in
where
is the digamma function that can be resolved by [26] .
We apply Newton-Raphson method to solve (7) and obtain the value of γ i which is then substituted into Equation (6) to get the value of δ i . We use this method on each mixture component to get the parameter values in (1) .
For the given the parameter values of mixture components, we apply the EM algorithm [24] to solve (1) . EM algorithm consists of two phases. The expectation phase utilizes the values of parameters to generate newly partitions, and the maximization phase is used to update the values of the parameter from the partitions produced in the previous phase by (7), (6) , and (8) . When EM converges, we obtain the mixture model with c components. We use this process to produce different gamma distribution models with respect to change the value of c starting from the value 1 to the maximum value c-max and evaluate each one to choose the best-fit model.
In the literature survey, a large number of techniques are available to determine the number of components [27] . We used the well-known measure named Akaike Information Criterion (AIC) [28] for choosing the best-fitted model. The smaller value of AIC gives the best results. AIC is defined as
where M k represents the k th model maximum likelihood, and I represents the total number of parameters of the mixture model. The mixture model with the lowest AIC value is always chosen. If the number of components is equivalent to one, we mark that node as a leaf-node, and the process of clustering is stopped at that leaf-node. Contrarily, the PDF of FIGURE 1. Generation of base clusterings using tree-based k-means algorithm on a given data set. Green nodes represent leaf-nodes; gray ones represent root and internal nodes. For different values of input parameter σ , the total number of clusters k in three base clusterings is as fellows:
the selected model are computed using Equation (1). We computer the median values of computed PDF and check if it is lower than a user-defined value σ , that node is considered as a leaf-node. We continue this until we get all leaf-nodes, and a final tree is obtained. We consider a generated tree with a set of leaf-nodes as the base clustering. We generate different cluster trees by changing the value of the input parameter σ to obtain the desired number of BCs as shown in Fig. 1 .
IV. NMF-BASED CONSENSUS CLUSTERING
In this section, we provide a detailed description of a new consensus technique which is built on the basis of nonnegative matrix factorization to find a single clustering using the obtained base clusterings.
A. PRELIMINARIES
Let λ 1 , λ 2 , . . . , λ e be e base clusterings obtained from a data set D using the tree-based k-means algorithm. Each λ i , contains a set of clusters
Every individual base clustering has a unique number of clusters. We compute the similarity measure between two BCs λ 1 and λ 2 as S(λ 1 , λ 2 ) = n i,j=1 S ij (λ 1 , λ 2 ), where the label-wise similarity is defined as
where (i, j) ∈ C 1 k (λ 1 ) represents that the objects j and i exist in same cluster C 1 k of λ 1 and (i, j) / ∈ C 1 k (λ 1 ) represents that the objects j and i exist in different clusters of λ 1 .
The connectivity matrix N of a base clustering (λ x ) is defined as
Then,
where ∧ is the boolean operation between connectivity matrixes. We look for a consensus clustering λ f that is very similar to all the BCs as
Let U ij = N ij (λ f ) represent the solution to this optimization problem,Ñ ij = ij N ij (λ y ) −Ñ ij denote the average similarity fromÑ ij . The smaller value of N represents that the BCs are very close to each other. This value is constant. We re-write Equation (13) as fellows
The form of consensus clustering can be defined as fellows
where ||.|| represents the Frobenius norm. Our purposed approach basis on NMF. The main focus is to illustrate that NMF can efficiently handle the critical constraints on connectivity matrix U ij . Let i, j, and k are any three data points in the given data set. If two of them i and j exist in one cluster (U ij = 1) and the data points j and k also exist in the same cluster (U jk = 1), then the data objects k and i must exist together in the one cluster (U ki = 1). Contrarily, if the data points j and k do not exist in one cluster (U jk = 0), then the data points k and i should exist in different cluster (U ki = 0). We describe these conditions as follows
If the data points i and j exist in different cluster (U ij = 0), the following possibilities can exist.
Three inequality constraints and five conditions can be combined as follows
The order of these inequality constraints is n 3 .
B. NMF FORMULATION
Fortunately, many ways exist to impose n 3 order constraints.
We denote a given clustering by an indicator G = {0, 1} n×k , by using a condition where each data point of G must contain one entry 1, and other entries must be zeros. Then, we can write the clustering solution U as fellows.
We first note that (GG t ) ij represents the inner product between data points i and j of G. Then, two impotent scenarios need to be focused: (1) If the data points i a j exist in one cluster then the data points i and j are similar, (2) If the data points i and j exist in separate clusters then the inner product between rows is zero. We substitute U in Equation (14) and get the new form of consensus clustering problem as below
The representation of constraint that each row of G has at least one nonzero entry as (G t G) km for k = m and (
Now, we can write the consensus clustering problem as
To solve the optimization of Equation (18), we must have to mention D (sizes of different clusters). However, we can not find D until the problem is being solved. There we must neglect D. To achieve this task, we need to representG as follows 1G
Thus, the consensus clustering problem as an optimization is given as
We get the solutions asG t and D. Therefore, the cluster sizes do not need not to specify in advance.
C. CONSENSUS CLUSTERING ALGORITHM
We use Equation (19) to solve the consensus clustering problem as fellows.
where W is the pairwise similarity matrix of BCs. It is known that symmetric NMF [29] . In Equation (19) , D is a nonnegative diagonal matrix with a constraint. Here, we consider D as a generic symmetric nonnegative matrix. In Equation (20), we solve the optimization problem as
We can not restrict the matrix D to be diagonal. In some cases, it becomes diagonal during multiplicative update procedure and remains the same. We use this feature in the algorithm.
For a given set of BCs λ 1 , λ 2 , . . . , λ e , each cluster has a different label. We list all possible clustering labels as follows
where l ij represents the i th cluster label in j th base clustering.
From the BCs, we choose one base clustering from the existing ones and consider it as the reference clustering λ r . We get λ r after evaluating each base clustering using Equation (20) . The base clustering that gives the largest value of is selected as a reference clustering λ r . For the given λ r and L, the cluster label of the first data point in λ r is updated with the first cluster label that exists in L to form an updatedλ r . Then, we useλ r to computẽ using Equation (20) . If˜ > (computed before change in λ r ), we replace λ r withλ r and with˜ . Otherwise, we keep both λ r and in the original state. We repeat the same procedure for checking all the labels in L. Then, the first data point in λ r is allocated a cluster label that increases . The same procedure is continued until the last data point is processed. Then, the procedure is again restarted from the first data point in λ r . In every loop of all data points, the total number of updates of data point labels is noted. The recursive procedure ends when no data point updates its cluster label after completion of a loop on all data points. We consider the obtained λ r as a final clustering result of the proposed consensus clustering method.
V. SYNTHETIC DATA SIMULATIONS
Here, we consider synthetic data to investigate some critical factors which have the tremendous impact on the performance of ensemble clustering. The primary concern about BCs generation technique is to address the efficiency problem. First, we analyze and provide the comparison of the performance of tree-based k-means with other methods. Then, we explore the diversity and the quality factors of BCs. Six synthetic data sets were used here for illustration.
A. CLUSTERING EFFICIENCY OF TREE-BASED k-MEANS
The purpose of the development of the tree-based k-means algorithm is to produce BCs using the underlying data distribution for the possible different number of clusters. We explore the properties of the algorithm in details using synthetic data sets. We also provide the performance comparisons against the well-known algorithms.
In the experiments, we produced six synthetic data sets where each one has the number of columns of one hundred and the three clusters of data points. Each cluster in a data set consisted of fifty data objects created from as a normal distribution. The mean values of each cluster were set as µ 1 = 1, µ 2 = 5, and µ 3 = 3 respectively. The variance σ was set 1 for every cluster. We generated three clusters independently and combined within the dataset. We prepared some data with the distribution in the range between 1 and 0 for the noise columns. We replaced the existing columns in the data set with the ones which contain noise data. We replaced varying percentage of noisy columns in six data set as 0.05%, 0.1%, 0.2%, 0.5%, 0.6%, and 0.7% respectively. The clustering algorithms face a big problem to cluster such data with noisy columns.
We evaluated the generated BCs by the tree-based k-means (TKM) algorithm based on the accuracy measure and compared the results with those from the well-known k-means (KM), average linkage hierarchical clustering (H-Avg), and partition around medoids (PAM) traditional clustering algorithms. For each data set, we used KM, PAM, and H-Avg algorithms to generate fifty BCs by random initialization of the number of clusters. For the TKM algorithm, we use different input values of σ to generate BCs.
To explore σ , we considered a data set with 150 objects and 100 columns with a normal distribution. We generated a base clustering from the given data set by using the TKM algorithm. By changing the value of the user-defined input parameter σ of the algorithm, we generated multiple cluster trees to obtain different BCs. Fig. 3 illustrates the relation between the number of clusters and the different σ values. As it can be seen that the number of clusters reduces by increasing the user-defined value σ . When σ exceeds the value 0.8, we obtain the decreased number of clusters which is two, that shows the number of clusters could not be further changed. Consequently, the value of σ cannot be more than 0.8 in this data set. We can also note that the number of clusters is suddenly increased when σ is less than 0.3. To generate the good BCs using this data set, we can set σ in the range between [0.3,0.8].
For each synthetic data set, we applied TKM, KM, PAM, and H-Avg algorithms to generate fifty BCs and computed the accuracy of each result. We categorized BCs into six group , and H-Avg (blue bars) techniques drop in the small group ranges of accuracy. The ratio of falling the BCs into the high accuracy categories is small. However, the chances to get a good final consensus clustering with these base clusterings are very less. We can absorb that the accuracy of BCs decreases by increasing the number of noisy features. We can see that the H-Avg BCs are largely evenly fell into group ranges of accuracy than the BCs of the KM and PAM algorithms. When the ratio of noisy columns becomes large, the PAM BCs are robust than the BCs of the KM and H-Avg algorithms. The comparisons illustrate that the proposed TKM produces robust BCs than the those of the other three algorithms.
B. QUALITY AND DIVERSITY OF BASE CLUSTERINGS
In supervised learning, a literature survey shows that the quality and the diversity of a classifier have an important role in its success. The quality and diversity of BCs influence the performance of the ensemble clustering. These factors also play an important role for the obtained results using real-world data. However, no anyone addressed that how they interact in ensemble clustering. This is the motivation of experiments.
We used six synthetic data sets as discussed above to investigate the accuracy and diversity. For every synthetic data set, we utilized the tree-based k-means by changing the value of input parameter σ to obtain the desired number of base clusterings with a variable number of clusters. Since the original cluster label was available for each data set, we utilized the normalized mutual information (NMI). The value of NMI changes in the range [0,1], a large value represents the better results. The NMI between each base clustering and the true clustering label indicates the quality of BCs. The diversity is measured by calculating NMI between each pair of BCs. Fig. 4 shows the NMI distributions of BCs of each synthetic data set. The x-axis represents the measurements of NMI, and the y-axis indicates the number of BCs at relevant measurements. The quality distributions with long right tails represent that the little number of BCs have good quality. For instance, Fig. 4 (e) has three BCs with NMI value 0.8, but the results are below 0.7 and leads to an average: NMI = 0.548. Fig. 5 shows the pair-wise similarity in NMI between any two BCs. Intuitively, a more diversified base clustering represents a lighter similarity matrix. Therefore, the BCs of data sets with the high percentage of noise features are better in diversity than BCs of data sets with the low percentage of noise features in Fig. 5 .
On the basis above observations, we absorbed that the clustering quality of consensus clustering method is found with a little number of BCs with large quality (represented as HQBCs). The diversity of BCs becomes the dominant factor when HQBCs are unavailable. To verify this conjecture, we applied a stepwise deletion strategy on the set of BCs before applying the proposed nonnegative matrix factorization (NMF) based consensus clustering to ensemble them into one clustering solution. For the given set of base clusterings, we first sorted BCs in the decreasing order of NMI, then deleted BCs gradually from top to downside for analyzing the change of the quality by NMI evaluation measure. In Fig. 6 , the solid red line represents the results. For comparison, we sorted BCs as an ascending order on the basis of NMI and rapidly continued one by one deletion to find the change of quality of consensus clustering by NMI. We showed the obtained results using the blue line in Fig. 6 .
In Fig. 6 , we can see the solid red lines that the quality of the consensus clustering method drops after deleting some initial HQBCs. Specifically, three data sets show the quality more than 80% in Fig. 4(a)-(c) , which is very obvious. We can conclude that the few HQBCs finds the overall quality of BCs generation method. We can further analyze about it by looking at the changing behavior of the blue line, where deleting the BCs in lower quality (LQBCs) has no significant impact on the quality. However, the deletion of LQBCs decreases the diversity; it also be analyzed that all BCs quality can be described by only a little number of HQBCs. This result shows that base clustering generation method should be capable of generating few HQBCs for satisfactory results of consensus clustering.
We investigate the diversity factor by taking a close look at Fig. 6 . It can be seen that the quality of consensus clustering in Fig. 6 (e) drops after deleting the first ten HQBCs, among which only three HQBCs have NMI > 0.7 as shown in Fig. 4(e) . This determines the strength of the diversity factor which retains the consensus clustering quality at a particular level until a large number of HQBCs are deleted. Although, the red line in Fig. 6 (e)-(f) drops earlier than in Fig. 6(a) -(c) but continue to retain the quality with LQBCs (as indicated by Fig. 4) . To understand this, we recall Fig. 5 , where the bottom three subfigures in lighter color indicate high diversity factor than the upper subfigures in dark color.
In summary, the quality and diversity factors of BCs play an important role in ensemble clustering. The quality of consensus clustering usually dependent on a little number of high-quality BCs. The diversity factor plays an important role when HQBCs are unavailable. VOLUME 6, 2018 
VI. EXPERIMENTS ON REAL-WORLD DATA
In this section, we use real-world data for experimentation to demonstrate the effectiveness of NMF based consensus method in combination with the tree-based k-means method.
A. DATA SETS
We selected six different real-world data sets for experiments. They are SRBCT and TOX-171 from Microarray domain [30] , Tr31 and Tr41 from text domain [31] , and pixraw10P and orlraws10P from image domain [32] . The detailed desciption of the data sets is shown in 1.
B. EXPERIMENTAL SETTINGS
To evaluate the NMF based consensus clustering, we choose four consensus methods for generating one clustering solution by aggregating different BCs. We generated BCs by using the tree-based k-means method. Combining one BCs generation techniques with five consensus functions, we investigated five consensus clustering methods. We used four evaluation measures to measure the performances of the consensus methods. The BCs generation method is tree-based k-means denoted as TKM. The input parameter σ of TKM was set in the range between zero and one by determining through some initial tests for each data set. The proposed consensus clustering method is represented as NMC, and additional four consensus methods are hypergraph-based consensus function (HGPA), similarity-based consensus function (CSPA), meta cluster-based consensus function (MCLA) and link-based consensus function (LB) [9] . We obtain five ensemble clustering methods by combining one BCs generation method and five consensus functions which can be represented as TKMCSPA, TKMHGPA, TKMMCLA, TKMLB, and TKMNMC respectively.
C. EVALUATION METHODS
The evaluation of clustering results is very important and often ill-posed task. We evaluated the ensemble clustering techniques using four evaluation measures. The compactness (CP) evaluation measure is defined as below 
where n x is the total data points in cluster x, n y is the total data points in cluster y, n x,y is the total data points that resides in cluster x and also in cluster y, n is the total data points in the data set,
, and s 3 = 2s 1 s 2 /n(n − 1) is the binomial coefficient. The higher values of these evaluation measures represent the robust result. Table 2 -4 list the results obtained by using five ensemble clustering methods on six data sets. We used tree-base k-means to generate BCs. Combining one BCs generation technique with five consensus methods, we experimented with five ensemble clustering methods. We used fifteen BCs for each ensemble clustering technique. The results are evaluated four evaluation measures. We marked the best results in the dark. Table 2 illustrates the results on microarray data sets. For CP measure, the performance of TKMMCLA and TKMLB was the best. TKMLB also performed better with supervised evaluation results than TKMCSPA, TKMMCLA, and TKHGPA. By looking at the supervised evaluation results, TKMNMC performance was better in comparison with the other four ensemble clustering techniques. This indicates that TKMNMC works well on microarray data sets. Table 3 illustrates the results on text data sets. We can absorb that the largest CP was obtained on TR41 the smallest was obtained on TR31 that shows the well separation of clusters. The highest NMI was achieved on TR41 data set by TKMMCLA. The comparison analysis of ensemble clustering techniques on image date sets is shown in Table 4 . We can absorb that TKMMCLA and TKMLB performed better on pixraw10P data set under the evaluation measures CP and ARI, respectively. The TKMNMC achieved the majority of the best results on image and text data sets among all ensemble clustering techniques. This shows again that the TKMNMC can generate better clustering results among all other ensemble clustering methods.
D. EXPERIMENTAL RESULTS
To evaluate the total number of BCs, we applied tree-based k-means on every data set to generate different sets of BCs. The number of BCs in each set varied in the range between VOLUME 6, 2018 five and forty. For each set, we used the nonnegative matrix factorization based consensus clustering to get the final clustering. Fig. 7 shows the quality of obtained final clusterings. We can absorb in the figure, the volatility of the clustering quality is reduced with the increase of the number of BCs. When the total BCs is greater than fifteen, the volatility became fixed to a very smaller interval. This shows that the number of BCs greater than fifteen may be an important point for getting good results. We increased the number of BCs to one hundred, iterated the above experiment and could not find the significant differences between clustering qualities.
In experiments, we utilized the tree-based k-means method for generating the BCs. When we have the BCs, the next step is integrating them into one clustering solution using a consensus clustering technique. That is to say, TKMLB, TKMCSPA, TKMHGPA, TKMMCLA, and TKMNMC time complexity is the same for obtaining BCs from the given data sets, but different to aggregate them via consensus clustering. However, the time complexities of CSPA, HGPA, MCLA, and LB are O(n 2 kr), O(nkr), O(nk 2 r 2 ), and O(k 2 l 2 + nk), respectively. The quickest is HGPA, nearly followed by MCLA since the number of clusters k decreases. CSPA has high time complexity and can be impractical for the large number of data objects n. The computational time of NMC is greater than that of HGPA due to many recursive calls. The efficiency can be improved by deploying the NMC using a parallel computation procedure.
VII. CONCLUSIONS
In this paper, we propose a new algorithm that generates base clusterings and finds a single by aggregation of base clusterings using NMF based consensus clustering. We presented a new tree-based k-means algorithm that produces different BCS. This algorithm generates a cluster tree which provides one base clustering. We used two stopping criteria to build the tree. By changing the value of the input parameter for a given data set, we built different BCs with a unique number of clusters. We presented a new consensus method that is based on the nonnegative matrix factorization to get a single clustering by aggregation of obtained BCs. The base clusterings generated by the tree-based k-means have large accuracies comparatively to the well-known clustering algorithms. Experiments on six real-world data sets have showed the consistent performance improvement of the NMF based consensus clustering in combination with the tree-base k-means algorithm.
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