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Abstract
Dispersed multiphase ﬂows refer to dynamic systems comprising two or more phases
where at least one phase is in the form of ﬁne particles evolving in and interacting
with a surrounding ﬂuid. Spray systems fall into that category. Several technical
applications highlight the signiﬁcance of sprays, one of which is the injection of liquid
fuel in propulsion systems, where the spray formation, vaporization and subsequent
mixing prior to combusion determine fuel eﬃciency and the emission of pollutants that
are hazardous to human health and nature. Optimization of such systems requires
the understanding of spray physics. While theoretical analysis and experiments remain
essential methods with regard to the optimization of such systems, the advance in computer
performance over the past few decades has made numerical simulation an additional
powerful tool to improve spray systems. However, the existence of physical and predictive
models is crucial. This thesis is concerned with the physical phenomena that are present
in spray systems and the transfer to suitable computational models. In terms of spray
physics, the focus is on atomization which refers to the disintegration of liquid structures.
Another central aspect of spray modeling is the representation of the particulate phase.
The numerical models studied as part of this work are the one-dimensional turbulence
model for the breakup of a liquid jet combined with standard Lagrangian methods as
well as a family of Eulerian population balance models, the so-called quadrature-based
moment methods. Numerical investigations were carried out on a gasoline spray as well
as less complex conﬁgurations and give many suggestions for future research.
Keywords: Multiphase, atomization, spray modeling, numerical simulation, population
balance equations, quadrature-based moment methods
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1 Introduction
Multiphase ﬂows are common in a wide range of natural phenomena and technical
applications. A few examples of their occurence in nature are - from large to small scales -
weather patterns, ocean dynamics and blood ﬂow. On the other side, propulsion systems,
power generation, heat exchange and manufacturing technologies highlight the importance
of multiphase ﬂows in technical and industrial applications. If at least one phase in such
a system appears in the form of ﬁne particles, it is referred to as dispersed multiphase
ﬂow. Sprays, i.e. systems comprising liquid droplets that evolve in a surrounding gas, are
an example of dispersed multiphase ﬂows of technical importance.
In propulsion systems that rely on the combustion of hydrocarbon-based fuels as the
primary source for power generation, sprays are of particular interest, as spray physics
critically aﬀect the formation and emission of pollutants as well as the eﬃciency. A
well-known and much-debated example that highlights the relevance of sprays in technical
applications is the direct injection of liquid fuel into the combustion chamber of an engine,
which is nowadays the standard approach in modern engines with both spark ignition
and compression ignition. The injection is followed immediately by a combination of
interdependent physical processes, all of which have a signiﬁcant impact on the distribution
of fuel in the chamber prior to combustion and consequently on the engine eﬃciency as
well as the formation of toxic substances that are considered harmful to human health and
nature. Minimizing the negative eﬀects of engine combustion requires the optimization of
the mixture formation as an essential element in the whole chain of processes.
The physical phenomena appearing in spray systems are the internal nozzle ﬂow, which
may include a pressure-driven phase change (cavitation), the primary breakup of a liquid
jet into smaller structures forming a particulate system, the secondary breakup of formed
droplets into smaller droplets, and the vaporization of liquid droplets to form a gas-vapor
mixture.
In order to gain understanding and improve such processes to optimize technical systems,
numerical simulations have become an increasingly important tool besides experimental
investigations over the past few decades, mainly owing to the rapid advance in computa-
tional performance. However, predictive simulations of sprays or dispersed multiphase
ﬂows in general require the understanding of the above-mentioned phenomena as well as
the development and implementation of models with adequate accuracy and aﬀordable
computational costs. This thesis is concerned with the numerical modeling of spray
systems, in particular atomization processes and subsequent evaporation. The thesis is
structured as described below.
In Chapter 2 the fundamental equations governing dispersed multiphase systems in general
are given. The main focus is on the mathematical description of the continuous phase and
particulate systems that are governed by population balance equations (PBE) instead of
modeling approaches that treat the dispersed particles as continuous media.
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Chapter 3 covers modeling approaches of spray systems in general. The emphasis is on
models that aim at the description of the dispersed phase and gas-droplet interaction.
A central modeling approach described in Chapter 3 are the quadrature-based moment
methods (QBMM), a family of methods that approximate solutions to PBEs in an
Eulerian framework by exploiting integral properties, namely moments of local distribution
functions.
Chapter 4 concentrates on liquid atomization. The essential physical phenomena causing
fragmentation as well as models for primary and secondary atomization are presented
and discussed. A particular focus is placed on the one-dimensional turbulence model in
conjunction with a Lagrangian representation of the particulate phase, as well as the
modeling of secondary droplet breakup with QBMM.
Chapter 5 contains some results of numerical studies, namely simulations of a gasoline
spray applying diﬀerent models as well as less complex test cases for the validation of
QBMM. The latter is focused on the investigation of isolated physical phenomena as a
step towards spray simulations with QBMM.
Chapter 6 summarizes the thesis with some concluding remarks and suggestions for future
research to advance numerical methods for spray systems.
2
2 Mathematical Description of Dis-
persed Multiphase Systems
This chapter provides a brief introduction to the mathematical description of dispersed
multiphase ﬂows. First however, a few notes on the terminology used here are necessary.
The term "dispersed multiphase system" describes a system of at least two phases, where
one phase, that can be a gas, liquid or solid, is present in a dispersed form, i.e. in form
of small particles with a small total volume fraction. The focus of the present thesis is
on two-phase systems. The dispersed phase is also referred to as dispersed system or
particulate phase/system. The other phase that occupies most of the volume is called the
continuous phase as it is treated as continuous matter. Whereas considerations in later
sections are presented with a focus on sprays, i.e. a large number of small liquid droplets
dispersed in gas, the mathematical descriptions given in this section are rather general
and can be applied to multiphase ﬂows involving particles of any state of matter. For
convenience, the following descriptions will relate to two-phase ﬂows, although extension
to more than two phases is possible in most cases.
A variety of modeling approaches exists for dispersed multiphase ﬂows. However, they can
generally be divided into two classes: (1) Interface-resolving methods and (2) population
balance models. Interface-resolving methods treat both phases as continuous ﬂuids
with mass, momentum and energy transfer across the interface. Common examples
are interface-tracking/capturing methods such as level-set [60] and volume-of-ﬂuid [33]
methods as well as the so-called two-ﬂuid methods, where the phases are treated as
interpenetrating continua and two sets of ﬁeld equations are solved. Since such approaches
generally require a high numerical resolution in space and time to be able to resolve
interfaces on the computational grid, they are often combined with large-eddy simulation
(LES) or direct numerical simulations (DNS). Interface-resolving techniques provide a
high degree of accuracy but are numerically expensive and therefore unfeasible for the
simulation of many technical problems.
The second class of multiphase models are the population balance models. Instead of
the representation of each phase as a continuum, the dispersed phase is modeled on a
population scale, not on a particle scale. In other words, the main interest is not a detailed
understanding of the processes at the interfaces or properties of single entities of the
population, but a statistical description of the particulate system, of which the evolution
is governed by a population balance equation (PBE). The focus of this thesis is placed on
population balance models.
This chapter is structured as follows. First, the diﬀerent speciﬁcations of a ﬂuid mechanical
system in a Lagrangian and an Eulerian frame of reference and the transformation between
those two approaches by means of the Reynolds transport theorem are introduced. Based
on that, the Eulerian fundamental governing equations of non-isothermal ﬂows are
derived. Following this, diﬀerent forms of the PBE are given in order to provide the
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foundation for later considerations in the context of dispersed multiphase ﬂows. The
chapter concludes with the deﬁnition of dimensionless quantities that are characteristic
for dispersed multiphase ﬂows.
2.1 Fundamental Equations in Fluid Mechanics - La-
grangian and Eulerian Representation
The governing conservation equations for the ﬂow of continuous media are all speciﬁc
forms of the same type of equation. This section gives a brief derivation of a general
Eulerian transport equation, which provides the basis for the conservation equations
presented in the following sections. For more elaborate derivations the reader is referred
to the abundant literature on this topic, e.g. [5, 22, 92].
The rate of change of an arbitrary scalar or vectorial variable Φ of a ﬂuid element traveling
in an N -dimensional space is described by its total derivative with respect to time t and
the spatial coordinates xi:
DΦ
Dt
= ∂Φ
∂t
+
N�
i=1
∂Φ
∂xi
∂xi
∂t
. (2.1)
By convention, the term DΦ/Dt denotes the so-called material derivative or substantial
derivative. As ∂Φ/∂xi corresponds to the velocity component in ith direction ui, it can
be expressed as
DΦ
Dt
= ∂Φ
∂t
+
N�
i=1
ui
∂Φ
∂xi
(2.2)
or in vector notation
DΦ
Dt
= ∂Φ
∂t
+ u •∇Φ, (2.3)
where ∇ = [∂/∂x1, ∂/∂x2, . . . , ∂/∂xn]T is the vector diﬀerential operator with
respect to x. Eq. 2.3 describes the evolution of a material element, i.e. a moving control
volume/mass. This is also called the Lagrangian speciﬁcation of a system, and accordingly
DΦ/Dt is also referred to as the Lagrangian derivative of Φ. However, since we are
usually not interested in the evolution of material elements but rather in the local change
of a ﬁeld within a speciﬁc domain, this type of description is not practical in terms of
numerical simulations. Instead, an Eulerian speciﬁcation of the system, i.e. a speciﬁction
in terms of ﬁxed control volumes, is desired in most cases. The diﬀerence between the
Lagrangian and the Eulerian approach is illustrated in Figure 2.1.
Laws of mechanics such as the laws of mass and momentum conservation are formulated
for a system, which is in this case deﬁned as an arbitrary quantity of matter. Thus, the
4
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CV dS
n
Φ(x, t)
CM
Φ(t)
Figure 2.1: Illustration of the diﬀerence between an Eulerian and a Lagrangian descrip-
tion using the example of a two-dimensional ﬂow ﬁeld. The Eulerian speciﬁcation (blue)
is based on a control volume (CV) that is independent of the ﬂow ﬁeld and not associated
with a particular mass. In the Lagrangian description (orange), a moving control mass
(CM) speciﬁed as an arbitrary amount of substance with ﬁxed identity is the observed
system, which is also deformed here. The dashed line is the streamline/pathline associated
with the depicted control mass.
formulation corresponds to the Lagrangian description. An equivalent Eulerian description
of a ﬂuid system is obtained by applying Reynolds’ theorem�
dΦ
dt
�
sys
= ddt
��
V
φρ dV
�
+
�
S
φρ (u− us) • n dS, (2.4)
where φ = Φ/m is the intensive property related to the extensive property Φ, V is a ﬁxed
control volume with the boundary S, us is the velocity of the control surface and n is the
unit normal vector as depicted in Figure 2.1. Applying Leibniz’s integral rule,
d
dt
�
V
f dV =
�
V
∂f
∂t
dV +
�
S
n • usf dS (2.5)
and presuming a ﬁxed, time-invariant, non-deformable control volume, i.e. us = 0, Eq. 2.4
can be written as�
dΦ
dt
�
sys
=
�
V
∂
∂t
φρdV +
�
S
φρu • n dS. (2.6)
Applying Gauss’ divergence theorem�
V
∇ • f dV =
�
S
n • f dS, (2.7)
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the surface integral in Eq. 2.6 can be transformed into a volume integral and the rate of
change ﬁnally reads�
dΦ
dt
�
sys
=
�
V
�
∂
∂t
φρ+∇ • (ρuφ)
�
dV. (2.8)
By substituting the dummy ﬁeld variable Φ with quantities that obey laws of continuum
mechanics and thermodynamics with respect to a mass of ﬁxed identity (Lagrangian),
the Eulerian ﬁeld transport equations can be derived, which will be done in the following
section, with Eq. 2.8 serving as the basis.
2.2 The Continuous Phase
2.2.1 Transport Equations
2.2.1.1 The Continuity Equation
The principle of conservation of mass states that the mass in a closed system is constant,
i.e. (dm/dt)sys = 0. However, in dispersed multiphase systems or multiphase systems
in general, the exchange of mass between the phases has to be accounted for. Applying
Eq. 2.8 to mass, i.e. Φ = m,φ = 1 and introducing a source term per unit volume Qρ
accounting for mass transfer between the continuous and the dispersed phase, we can
write �
V
�
∂ρ
∂t
+∇ • (uρ)−Qρ
�
dV = 0 (2.9)
For an arbitrary control volume V , Eq. 2.9 is satisﬁed if the integrand is zero. Thus, the
diﬀerential equation for mass conservation reads
∂ρ
∂t
+∇ • (uρ) = Qρ. (2.10)
2.2.1.2 The Species Equation
In ﬂows involving multiple species, the conservation of mass can be written as a species
transport equation. This is necessary for sprays, where spatial mixture inhomogeneities
due to evaporation are of interest. In a system that involves N species, the transport of
the ith species is governed by
∂
∂t
(ρYi) +∇ • (ρuYi)−∇ • (ρDi∇Yi) = QYi , (2.11)
where Yi = mi/m and Di are the mass fraction and mass diﬀusivity of the ith species,
respectively. It is important to note that - in contrast to the total mass - diﬀusive ﬂuxes
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of species across the system boundaries can take place. Naturally, since Yi are deﬁned as
mass fractions
N�
i=1
Yi = 1. (2.12)
Eq. 2.10, 2.11 and 2.12 constitute an over-determined, albeit physically consistent system
of equations. However, solving it numerically, the species diﬀusion term potentially causes
a violation of Eq. 2.12 or Eq. 2.10. A common approach to prevent that is to solve Eq. 2.11
only for N − 1 species and enforce mass conservation by means of Eq. 2.10 and 2.12.
2.2.1.3 The Momentum Equation
A summary of the derivation of the momentum (Navier-Stokes) equation for an Eulerian
speciﬁcation of the system is given in this section. It is based on the references [5, 22, 56,
91, 92], which contain more in-depth explanations.
The momentum equation is derived from the conservation of linear momentum and
Newton’s second law
Ftot = ma = m
du
dt (2.13)
where Ftot is the total external force acting on the system and a is the vector of acceleration.
For a system of constant mass this is equivalent to�
d
dt (mu)
�
sys
=
�
F. (2.14)
The forces acting on a ﬂuid element can generally be divided into body forces, which are
only the force due to gravitation here, and surface forces due to the stresses acting on
the surface of a ﬂuid parcel. Then the change of momentum of the material element is
expressed as�
d
dt (mu)
�
sys
=
�
V
ρg dV +
�
S
σ • n dS, (2.15)
where g is the gravitational acceleration vector and σ is the 3x3 stress tensor that can be
decomposed into static pressure and viscous stresses (also referred to as hydrodynamic
and deviatoric stresses, respectively):
σ =
σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33
 = −
p 0 00 p 0
0 0 p
+
τ11 τ12 τ13τ21 τ22 τ23
τ31 τ32 τ33
 = −pI+ τ , (2.16)
where p, I and τ are the static pressure, the 3x3 identity tensor and the τ the viscous
stress tensor, respectively. Using this expression as well as Gauss’ divergence theorem for
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the transformation of a surface integral into a volume integral (Eq. 2.7), the second term
on the RHS of Eq. 2.15 can be written as�
S
σ • n dS =
�
V
∇ • (−pI+ τ ) dV =
�
V
(−∇p+∇ • τ ) dV. (2.17)
Substituting Φ = mu, φ = u, Eq. 2.15 and 2.17 into Eq.2.8 gives�
V
�
∂
∂t
(ρu) +∇ • (ρuu)
�
dV =
�
V
(−∇p+∇ • τ + ρg) dV, (2.18)
which is satisﬁed for an arbitrary control volume V if
∂
∂t
(ρu) +∇ • (ρuu) = −∇p+∇ • τ + ρg. (2.19)
Eq. 2.19 is the general equation for the conservation of momentum. For Newtonian ﬂuids,
it can be written in a diﬀerent form, since the viscous stress tensor can be expressed as a
linear function of the strain rate, namely
τ = µ
�
∇u+ (∇u)T
�
+ λ(∇ · u)I, (2.20)
where µ is the dynamic viscosity and λ is the bulk viscosity, which is usually set equal to
−2/3µ. Introducing an additional source term Qu for the momentum transfer transfer
from the dispersed phase, the momentum equation for the continuous phase of a Newtonian
ﬂuids is
∂
∂t
(ρu) +∇ • (ρuu) =−∇p+∇ • (µ∇u) +∇ •
�
µ (∇u)T
�
+∇ (λ∇ • u) + ρg+Qu. (2.21)
The momentum equation for viscous ﬂuids is also called Navier-Stokes equation, of which
there are many forms depending on the type of ﬂow and the formulation. Eq. 2.21 is the
conservative form of a momentum equation for a viscous Newtonian ﬂuid.
2.2.1.4 The Energy Equation
In the sections above, derivations of the transport equations for mass, species and
momentum were demonstrated starting from fundamental laws of physics. They fully
describe the evolution of an isothermal system involving a single-phase that comprises
multiple species. Many systems of technical relevance are non-isothermal, e.g. sprays,
where droplet evaporation and subsequent mixture formation are considerably aﬀected
by temperature inhomogeneities. For such systems, an energy equation is needed for a
complete description of the ﬂow physics.
The energy equation can take many diﬀerent forms such as the transport of total energy,
internal energy, enthalpy or temperature. Here, the equation for sensible enthalpy is used,
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of which a derivation following the same pattern as in the previous sections is tedious
and beyond the scope of this thesis. For this reason, only some basic principles and the
ﬁnal form of the equation for sensible enthalpy are presented here. Rigorous derivations
and comprehensive overviews of common forms of the energy equation can be found
elsewhere [5, 8, 56, 65].
The basis of energy transport equations is the ﬁrst law of thermodynamics, which states
that the rate of change of the total energy E in a system is equal to the rate of which
heat is added to the system Q˙ and the rate of work done on the system W˙ , i.e.
�
dE
dt
�
sys
= Q˙+ W˙ . (2.22)
The rate of transferred heat can be divided into a heat ﬂux across the boundaries Q˙S and
a source term Qq. Analogously, the rate of work is composed of the work done due to
body forces W˙b and the work due to surface forces W˙s. Moreover, the rate of work can be
expressed in terms of force and velocity. Additional application of Reynolds’ theorem 2.4
yields the ﬁnal transport equation for the speciﬁc total energy
DE
Dt
=
�∇ • (pu) +∇ • τ • u�+ fb • u−∇ • q˙s +Qq, (2.23)
where fb and q˙s are the body force and heat ﬂux vectors, respectively. In Eq. 2.23 the
ﬁrst term on the RHS (grouped by using square brackets) accounts for work by surface
forces, the remaining terms on the RHS, from the left to the right, for work by body
forces, heat ﬂux and a heat source in the control volume, which corresponds to a coupling
term to the dispersed phase in the context of multiphase systems.
The speciﬁc total enthalpy is deﬁned as h = e+p/ρ, the sensible enthalpy as hs = h−Δhof ,
where Δhof is the standard enthalpy of formation. Using these deﬁnitions as well as
Eq. 2.23, Eq. 2.11, Eq. 2.19 yields (after numerous manipulations that can be found in
the above-mentioned references)
∂
∂t
(ρhs) +∇ • (ρuhs) = Dp
Dt
+∇ • (α∇u) + τ :∇u+Qhs , (2.24)
where α is the thermal diﬀusivity and Qhs is a source term per unit volume that accounts
for heat exchange between the continuous phase and the dispersed phase. It is important
to note that the work due to gravitational forces has been omitted, assuming that the
eﬀect on enthalpy and temperature is negligible compared to other contributing terms in
Eq. 2.24.
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2.3 The Dispersed Phase
2.3.1 Number Density Functions
As mentioned previously, the focus of the present work in terms of modeling dispersed
multiphase systems is placed on the representation of the particulate phase as a population
of discrete elements. Let
ξ =
�
ξ1, ξ2, . . . , ξNd
�T (2.25)
be a vector of internal coordinates, where each component ξi is a quantity characterizing
an individual of the population. The ﬁrst internal coordinate is typically the particle size.
Other relevant properties, in particular with respect to sprays, are possibly the velocity
components and temperature. If ξ contains all relevant physical properties, a complete
description of a particulate system at every point in time, physical space and phase space
(internal coordinate space) is given by a number density function (NDF) n(ξ,x, t), which is
a non-negative function that maps Nd particle properties in the internal coordinate vector
onto a particle number concentration. In other words, a NDF gives the concentration of
particles with internal coordinate values lying in the interval [ξ, ξ + dξ]. For the sake of
convenience and readability, the NDF will henceforth be denoted simply by n(ξ), nξ or
nξ (depending on the actual or presumed dimensionality), omitting temporal and spatial
dependencies.
2.3.2 The Population Balance Equation
As mentioned in the previous section, a NDF of a vector of relevant particle properties
is suﬃcient to fully characterize a particulate system. Thus, in order to model the
dispersed phase in a multiphase system, a mathematical description of the temporal
and spatial evolution of the NDF is needed. Such a description is given in the form
of a population balance equation (PBE), which is essentially a transport equation for
the NDF in physical space and phase space. A well-known example of a PBE for spray
applications is the Williams spray equation [95], which governs the evolution of reacting
sprays. The equations and essential statements in this section are based on the excellent
books of Marchisio and Fox [24, 52] and Ramkrishna [68]. The reader is referred to the
original references for a comprehensive description and discussion of numerous aspects of
population balances.
First, a slight change of notation from the previous sections is necessary: As the PBE is
higher-dimensional compared to the previously presented transport equations and also
relates to diﬀerent spaces and control volumes, we introduce the notation Ωx and ∂Ωx for
a ﬁnite control volume and its boundary in physical space, replacing V and S, respectively.
Accordingly, a control volume in phase space is Ωξ with the boundary ∂Ωξ. Moreover, the
vector diﬀerential operator is subscripted with the vector/space that it operates on, i.e.
∇θ =
�
∂/∂θ1, ∂/∂θ2, . . . , ∂/∂θN
�T for some vector θ of arbitrary dimensionality N .
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For the ﬁnite control volumes in physical space x and phase space ξ, the PBE reads
∂
∂t
��
Ωξ
�
Ωx
nξ dx dξ
�
+
�
Ωξ
�
∂Ωx
�
nξu
�
dAx dξ
+
�
Ωx
�
∂Ωξ
�
nξξ˙
�
dAξ dx =
�
Ωx
�
Ωξ
Qξ dξ dx, (2.26)
where ξ˙ is the advection velocity in phase space, or in other words, a continous rate of
change in the internal coordinates. The source term Qξ accounts for discontinuous events
such as aggregation and breakage. It shall remain an abstract term in this section but
will be detailed in the context of drop breakup in Section 4.4.3.
It should be noted that there is no diﬀusion term in Eq. 2.26 although in general, diﬀusion
can appear in the PBE. However, it is only relevant for very small particles (Marchisio
and Fox [52] estimate sizes of less than one micron) or very low inertia. Hence, the eﬀect
of diﬀusive processes is assumed to be negligible for the applications of interest, namely
sprays. In order to keep the complexity as low as possible, it is therefore omitted from the
beginning. The surface integrals - as known from previous sections - can be transformed
to volume integrals by means of Gauss’ divergence theorem, which yields
∂
∂t
��
Ωξ
�
Ωx
nξ dx dξ
�
+
�
Ωξ
�
Ωx
∇x •
�
unξ
�
dx dξ
+
�
Ωx
�
Ωξ
∇ξ •
�
ξ˙nξ
�
dξ dx =
�
Ωx
�
Ωξ
Qξ dξ dx, (2.27)
Eq. 2.27 is satisﬁed for arbitrary control volumes Ωx and Ωξ if
∂nξ
∂t
+∇x •
�
unξ
�
+∇ξ •
�
ξ˙nξ
�
= Qξ, (2.28)
which is the diﬀerential form of a PBE. It is similar to the transport equations presented
previously but contains an additional advection term in phase space.
The velocity vector u appears in the advection term in Eq. 2.26 - 2.28, i.e. the advec-
tion velocity in physical space is assumed to be known and equals the velocity of the
continuous phase. However, in many applications of technical importance, e.g. sprays,
that assumption is not justiﬁed. In those cases, the components of the advection velocity,
henceforth denoted by ud, become internal coordinates, ud ⊂ ξ, and the PBE reads
∂nξ
∂t
+∇x •
�
unξ
�
+∇ud •
�
adnξ
�
+∇ξ •
�
ξ˙nξ
�
= Qξ, (2.29)
where ad is the particle acceleration. Eq. 2.29 is also referred to as generalized PBE [52].
A numerical solution of the PBE is possible with standard techniques such as ﬁnite volume,
ﬁnite diﬀerence or ﬁnite element methods. However, the large number of dimensions
involved in complex problems and the associated computational costs make such an
approach prohibitive for most relevant applications. Thus, methods to approximate
solutions to PBEs are required, which will be the main focus of Chapter 3.
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2.4 Dimensionless Numbers
A system in ﬂuid mechanics can often be characterized in terms of dimensionless numbers
that relate the eﬀects of diﬀerent phenomena to one another. Table 2.1 contains the
deﬁnitions of relevant dimensionless quatities as a basis for later considerations. The
deﬁnitions often involve characteristic lengths, that are chosen diﬀerently depending on
the type of ﬂow. Here, we consistently use the particle diameter d as the characteristic
length.
The Lewis number will be assumed to be unity in later sections, which is a common
assumption for non-reactive systems. This also implies Sc = Pr. Moreover, as shown in
Table 2.1, the Nusselt number and the Sherwood number can be expressed as functions of
other dimensionless numbers. Here, both numbers are determined based on the widely
used correlation given by Ranz and Marshall [69]:
Nu = 2 + 0.6Re1/2Pr1/3, (2.30)
Sh = 2 + 0.6Re1/2Sc1/3. (2.31)
The unity Lewis assumption yields Nu = Sh.
Table 2.1: Characteristic dimensionless quantities in dispersed multiphase ﬂows. The
thermal conductivity is denoted as κ, the convective heat transfer coeﬃcient as hc.
Dimensionless quantity Deﬁnition Physical interpretation
Reynolds number Re = dρuµ Relates inertial (destabilizing) to
viscous (stabilizing) forces; indica-
tor for the degree of turbulence.
Weber number We = dρu
2
σ Relates destabilizing inertial forces
to stabilizing surface tension.
Ohnesorge number Oh = µd√
ρddσ
Relates viscous forces to surface
tension and inertial forces.
Prandtl number Pr = cpµκ Relates momentum diﬀusivity to
thermal diﬀusivity.
Schmidt number Sc = µρD Relates momentum diﬀusivity to
mass diﬀusivity.
Lewis number Le = κρcpD =
Sc
Pr Relates thermal diﬀusivity to mass
diﬀusivity.
Nusselt number Nu = hcdκ = f(Re, Pr) Relates convective to conductive
heat transfer.
Sherwood number Sh = hcdD = f(Re, Sc) Relates convective heat transfer to
mass transport by diﬀusion.
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3 Solution Approaches for Spray Sys-
tems
The equations presented in the previous chapter are generally valid for a dispersed
multiphase system, where the particulate system can be described in terms of a PBE.
While the basic approaches to approximate solutions to the PBE can be applied to systems
with particles of an arbitrary state of matter, the physical relationships presented in
this chapter are applicable speciﬁcally to sprays. Here, the term "spray" is used for a
population of liquid droplets dispersed in a continuous gas phase.
First, a modiﬁed set of equations governing the evolution of the gas phase will be given
in Section 3.1, since the general transport equations presented in the previous chapter are
not suitable for the turbulent ﬂows of interest. Following this, the relationships for the
interaction of gas and single liquid drops are discussed in Section 3.2 before shifting the
focus to the population scale.
A particular focus of this chapter are methods to approximate solutions to PBEs. Nu-
merous methods exist to approach that problem, e.g. Monte Carlo methods, methods of
moments, sectional methods. This thesis though, is primarily concerned with Lagrangian
particle tracking (LPT) and quadrature-based moment methods (QBMM), which will be
the subjects of Section 3.3 and Section 3.4, respectively. The references [52, 68] provide
broad overviews of other methods such as the previously mentioned.
3.1 Gas Phase Equations
The transport equations presented in Chapter 2 fully describe the evolution of the contin-
uous phase. However, analytical solutions exist only for very simple ﬂow conﬁgurations,
where the non-linear terms vanish. As such simpliﬁcations are not justiﬁed for typical
problems occuring in nature and technology, the governing equations need to be solved
numerically. In order to obtain reasonably accurate numerical solutions, the resolution in
time and space must be suﬃciently high to capture the phenomena on all relevant time
and length scales.
An essential phenomenon in sprays as well as most technically important ﬂows is tur-
bulence. It occurs when inertial rather than viscous forces dominate the ﬂow dynamics
and is characterized by chaotic changes in the ﬂow ﬁeld due to irregular turbulent struc-
tures/eddies. Although the Navier-Stokes equations govern turbulent ﬂows, the practical
ability to solve them is limited by the degree of turbulence, namely the Reynolds number.
This is due to the turbulent energy cascade that describes the transfer of energy from
the large scales to the smallest scales where dissipation occurs (Kolmogorov scale). For a
physically valid solution, the temporal and spatial resolution must be suﬃcient to capture
13
the entire range of scales, which increases with the Reynolds number [67], in the case of
homogeneous isotropic turbulence according to the relation
l0
η
∼ Re−3/4. (3.1)
Here, l0 and η denote the integral length scale and the Kolmogorov length scale, respectively.
Considering three physical dimensions, Eq. 3.1 implies that the number of required discrete
points for a numerical solution scales with Re9/4.
Three main approaches exist for the numerical simulation of turbulent ﬂows: (1) Direct
numerical simulation (DNS), (2) Large-Eddy Simulation (LES) and (3) Reynolds-averaging.
DNS is the most straightforward approach in the sense that is requires no turbulence
modeling at all. However, it is limited to relatively low Reynolds numbers due to the
above-described scaling problem. In LES, the large eddies, which contain the most energy,
are resolved on the computational grid whereas the eﬀect of small-scale turbulence is taken
into account using subgrid-scale models (see Ref. [77] for a comprehensive description and
discussion of LES).
Reynolds-averaging is the most advantageous method with respect to computational costs.
It is suitable when numerical simulations aim at mean properties instead of turbulent
ﬂuctuations. Exhaustive descriptions and derivations of the Reynolds-averaged Navier-
Stokes (RANS) equations1 and related turbulence models can be found in the literature,
e.g. [67, 93]. Summarized brieﬂy, the RANS equations are based on the decomposition of
a ﬁeld variable φ into a mean component �φ� and a ﬂuctuating component φ�. That is,
the velocity in ith direction can be expressed as
ui = �ui�+ u�i. (3.2)
This approach results in a closure problem when Eq. 3.2 is substituted into the momentum
equation. More precisely, the term
τ �ij = −u�iu�j (3.3)
appears in the averaged momentum equation. It is referred to as the Reynolds stress
tensor and needs to be closed by a suitable turbulence model. A variety of turbulence
models exist to close the RANS equations. One of the most common models is the k − �
turbulence model, which is also used here. Like numerous other turbulence models, the
underlying assumption of the model is that momentum transfer by turbulent structures
can be modeled with a turbulent viscosity (also referred to as eddy viscosity), here denoted
as µt, which is also known as the Boussinesq assumption. The k − � model speciﬁcally
uses the correlation
µt = Cµρ
k2
�
, (3.4)
1The term "Navier-Stokes equations" originally refers to the momentum equation. However, in the
broader sense it is used for the governing equations in CFD in general, especially in the context of RANS.
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where k and � are the turbulent kinetic energy and dissipation rate, respectively. Cµ is
a constant that is usually set equal to 0.09. In order to obtain closure, two additional
transport equations for k and � are introduced, that contain several new terms that have
to be modeled. For this reason the additional transport equations are omitted here. A
thorough description can be found in [67, 89].
Since the density in variable-density ﬂows would introduce additional unclosed terms in
the RANS equations, Favre-averaging (density-weighted averaging), denoted by a tilde,
is used instead of Reynolds-averaging. This kind of averaging is described in detail in
Ref. [93].
Using a Reynolds-averaged density ρ, Favre-averaging for the remaining ﬁeld variables
and the deﬁnition of turbulent viscosity in Eq. 3.4, we can ﬁnally write the governing
equations of the problems investigated in this thesis:
1. Continuity equation
∂ρ
∂t
+∇ • (ρ�u) = Qρ (3.5)
2. Species equation
∂
∂t
�
ρ�Yi�+∇ • �ρ�Yi� =∇ • �(µ+ µt)∇Yi�+QYi (3.6)
3. Momentum equation
∂
∂t
(ρ�u) +∇ • (ρ�u�u) =−∇p+∇ • �(µ+ µt)∇�u�
+∇ •
�
(µ+ µt) (∇�u)T�−∇ � 23 (µ+ µt)∇ • �u�
+ ρg+Qu. (3.7)
4. Sensible enthalpy equation
∂
∂t
�
ρ�hs�+∇�ρ�u�hs� = DpDt +∇ • �(α+ αt)∇�hs�+Qhs (3.8)
It should be noted that the species diﬀusivity in Eq. 3.6 is assumed equal to the kinematic
viscosity, i.e. D = µ/ρ. As for the turbulent thermal diﬀusivity αt, a simple linear
dependence on µt is assumed.
The Eqs. 3.5-3.8 are solved in a discretized form with the ﬁnite volume method (FVM),
using the open source CFD code FOAM-extend, an edition of OpenFOAM R�. For detailed
information on discretization schemes and the FVM, the reader is referred to [56, 89].
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3.2 Droplet-Gas Interaction
Before dealing with methods to approximate solutions to PBEs, the correlations for
droplet-gas interactions shall be described brieﬂy. The following three main assump-
tions/limitations underlie the considerations in Section 3.2.1 - 3.2.3:
1. The conditions are typical for sprays, deﬁned as liquid injected into gas of the same
or a higher temperature, i.e. Td ≤ Tc, ud ≤ uc. It is particularly important to note
that mass exchange can take place only from the droplets to the gas. While the
models for momentum and heat exchange are theoretically valid in both directions,
the mass exchange is modeled speciﬁcally for the case of evaporating droplets and
does not include condensation.
2. Each entity of the population can be treated as an isolated particle. Droplet-droplet
interaction occurs only via coupling with the continuous phase.2 This is a common,
albeit strong assumption that mainly originates from the fact that experimental
and theoretical investigations are usually conducted on single droplets.
3. Droplets are considered homogeneous. The internal drop velocity is equal to the
surface velocity and heat conduction within the drop is inﬁnitely fast.
Based on these statements, the correlations for mass, heat and momentum exchange
between entities of the dispersed system and surrounding gas are described below. Prop-
erties of the dispersed phase and the continuous phase are henceforth denoted by the
subscripts d and c, respectively.
3.2.1 Mass Exchange
The mass ﬂow across the droplet-gas interface due to evaporation is described by
dmd
dt = −ShπrdDρc ln(1 +Bm), (3.9)
where rd is the droplet radius, D the mass diﬀusivity and Bm the Spalding mass transfer
number deﬁned as
Bm =
Yvs − Yv∞
1− Yvs , (3.10)
where Yvs and Yv∞ are the vapor mass fraction at the droplet surface and far from
the droplet surface, respectively. A common method to determine the mass fractions
is the calculation from partial pressures based on a vapor-liquid-equilibrium. Eq. 3.9
2The only direct droplet-droplet interaction in sprays that is sometimes considered, typically with a
stochastic approach, is coalescence as a consequence of collisions. However, collisions are not subject of
this thesis and will therefore not be addressed any further.
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is well-established and commonly applied to model liquid droplet evaporation. Verbose
derivations can be found elsewhere, e.g. [80, 82].
With a unity Lewis number assumption, we can write
κc
cp
= ρcD, (3.11)
where κc is the gas thermal conductivity and cp is the gas heat capacity at constant
pressure. Substituting Eq. 3.11 into Eq. 3.9 and expressing the droplet size in terms of
the droplet diameter dd = rd yields
dmd
dt = −Shπdd
κc
cp
ln(1 +Bm). (3.12)
Furthermore, we assume that the shape of droplets is spherical:
dmd
dt =
π
6
d(ρld3d)
dt . (3.13)
Collecting altogether, we obtain the expression for the rate of change in droplet diameter
ddd
dt = −2Sh
1
dd
κc
cpρc
ln(1 +Bm)− 13
dd
ρd
dρd
dt . (3.14)
The ﬁrst term on the RHS represents the shrinking of the droplet by evaporation at a
constant temperature and tends to inﬁnity for small droplets. The second term on the
RHS accounts for thermal expansion due to temperature changes.
The properties κc, cp and ρc are the thermophysical properties of the continuous phase in
the vicinity of the evaporating droplet. They depend on composition Yi and temperature
T , properties that are unknown in the critical ﬁlm region. A common modeling approach
is to assume spatially constant reference properties of the gas-vapor mixture. Several
empirical rules exist for that purpose. In the present study, the 1/3 rule is employed
for both the reference temperature and reference species mass fractions as suggested by
Hubbard et al. [37]:
Tref = Ts +
1
3 (Ts − T∞) ,
Yi,ref = Ys +
1
3
�
Yi,s − Yi,∞
�
,
(3.15)
where the subscript ∞ indicates a property far from the drop surface.
3.2.2 Heat Exchange
The heat exchange between droplets and gas results from the energy conservation equation
md
d
dt
�
cl
�
Td − Tref
��
= Q˙d +
dmd
dt hv(Td), (3.16)
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where cl denotes the speciﬁc heat capacity of the liquid drop, Td the droplet temperature,
Tref the reference temperature as deﬁned in Eq. 3.15, Q˙d the heat ﬂux across the surface
and hv the latent heat of vaporization. Evidently, both the gas-to-droplet heat transfer
and the mass transfer contribute to the change of drop temperature. Hence, heat transfer
is coupled to mass transfer (Eq. 3.12), which is a problem that is commonly approached
by introducing a correction factor f into the heat ﬂux eqauation
Q˙d = πddκcNuf(Tc − Td). (3.17)
With the deﬁnition
z = dmddt
cp
πddκcNu
(3.18)
the correction factor can be expressed as
f = z
ez − 1 . (3.19)
This approach is based on the energy balance at the droplet surface. A thorough derivation
is given in Ref. [79]. The rate of change in droplet temperature can ﬁnally be written
simply as
dTd
dt =
Q˙d
clmd
. (3.20)
3.2.3 Momentum Exchange
The rate of velocity change of a spherical droplet is governed by the momentum balance
[82]
md
dud
dt =
1
2ρcCdr
2
d�uc − ud� (uc − ud) , (3.21)
where Cd is the drag coeﬃcient. Substituting Eq. 3.13 into Eq. 3.21 and rearranging
yields the droplet acceleration
dud
dt =
1
dd
3
4
ρc
ρd
Cd�uc − ud� (uc − ud) . (3.22)
The drag force is linearly dependent on the drag coeﬃcient Cd and various correlations
exist for the choice of it. A widely used correlation is
Cd =
 24Re
�
1 + 16Re2/3
�
if Re ≤ 1000
0.44 otherwise.
(3.23)
The Reynolds number to determine the drag coeﬃcient is calculated using the reference
properties of the mixture (Eq. 3.15) to account for the eﬀects of evaporation. Additionally,
if evaporation is present, it is possible to model the eﬀect of Stefan convection3, e.g. by
correcting the drag coeﬃcient with a factor 1/(1 +Bm) [82].
3Stefan convection is a term describing phase-change induced convection.
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3.3 Lagrangian Particle Tracking
One of the most common techniques to approximate solutions to PBEs, especially for
sprays, is the representation of a population by a large number of randomly seeded discrete
particles interacting with the continuous gas phase that is described by Eulerian ﬁeld
equations. This Monte-Carlo approach is commonly referred to as Eulerian-Lagrangian
modeling or Lagrangian particle tracking (LPT). The representation of particles by
discrete Lagrangian parcels is intuitive and enables a simple implementation. Despite its
limitations, which will be addressed at the end of this section, it has remained one of the
(if not the) most frequently applied method for spray simulations.
The solution technique is relatively straightforward. Droplets are modeled by discrete
particles, so-called Lagrangian parcels, that are deﬁned in terms of diameter, mass,
temperature, velocity and other characteristic droplet properties. One parcel can represent
an arbitrary number of droplets that directly results from mass and diameter. In other
words, one parcel represents a random interval of a multivariate NDF. A particular beneﬁt
of this approach is that there is practically no limit to the dimensionality of the NDF,
since a high number of internal coordinates can be assigned to the parcels. Examples
of additional variables associated with a Lagrangian parcel are the drop deformation,
characteristic time scales or liquid composition.
The parcels are tracked individually and consecutively by numerically solving the equations
given in Section 3.2. The source terms in Eqs. 3.5 - 3.8 are then obtained on a per-cell
basis from
Q(j)ρ ≈
Nj�
k=1
1
ΔVj
dmd,k
dt Δt, (3.24)
Q(j)Yi ≈
Nj�
k=1
1
ΔVj
d(md,kYi,k)
dt Δt, (3.25)
Q(j)u ≈
Nj�
k=1
1
ΔVj
�
md,k
dud,k
dt + ud,k
dmd,k
dt
�
Δt, (3.26)
Q(j)hs ≈
Nj�
k=1
1
ΔVj
cl
�
md,k
dTd,k
dt + Td,k
dmd,k
dt
�
Δt, (3.27)
where j denotes the index of the numerical grid cell (Eulerian frame of reference) and
k the index of one of Nj Lagrangian parcels in the jth cell. In Eq. 3.27, the speciﬁc
heat capacity of the liquid cl is assumed constant. The basic LPT procedure including
the transfer of heat, mass and momentum to a computational cell of the Eulerian grid
is illustrated in Figure 3.1. In addition to the transfer of mass, momentum and heat,
other models can be applied to each individual parcel. Examples are collision models,
wall models, turbulent dispersion models and atomization models, some of which will be
discussed in Section 4.4.2.
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Eulerian frame of reference Lagrangian frame of reference
Cell j containing
Nj parcels
m˙
Q˙
(m˙u)
Figure 3.1: Schematic illustration of Euler-Lagrange modeling
The Lagrangian modeling approach is intuitive, straightforward and well-established.
Another reason for the frequent application of LPT to sprays is the good compatibility
with RANS turbulence modeling and the associated low numerical costs. However, it has
several limitations and disadvantages: First, the applicability of LPT - while maintaining
reasonable accuracy - is limited to relatively low volume fractions of the dispersed phase (a
frequently stated limit is 10 %). This is a problem in spray applications, where the liquid
volume fraction in close proximity of the nozzle is relatively high. This generally causes
a strong grid dependence of Euler-Lagrange methods. Moreover, a suﬃcient resolution
of the NDF/PBE usually requires a large number of parcels. Most spray applications
exhibit high droplet concentrations only in small parts of the domain. This leads to a
strong imbalance in large-scale simulations, where parallelization is usually achieved by
domain decomposition. From this perspective, purely Eulerian methods are desirable, as
they oﬀer a much better scalability in parallel simulations.
3.4 Quadrature-Based Moment Methods
As stated in Section 2.3.2, the evolution of a particulate system is completely described by
a PBE if the transported NDF is a function of all relevant particle properties. Solving a
PBE with numerical methods is possible. However, most of the multiphase ﬂows occurring
in nature and technology are only adequately described by a multivariate NDF, where
the high dimensionality entails computational costs that make a direct numerical solution
of the PBE practically impossible.
20
A relatively new family of methods to approach that problem are the quadrature-based
moment methods (QBMM). They are suitable if integral properties of the NDF suﬃce to
capture the eﬀect of the particulate phase on the continuous phase or the system, which
is the case for many spray applications. A well-konwn example of such an application
is the injection of liquid fuel in propulsion systems, where local mixture fractions and
temperatures are aﬀected by the integral spray source terms. The fundamental idea and
few speciﬁc types of QBMM are described below. For simplicity, the considerations will
be restricted to univariate NDFs (until Section 3.4.4) with the size as the only internal
coordinate, i.e. ξ = ξ = d.
3.4.1 The Moment Transport Equation
The kth moment of a continuous, univariate density function n(ξ) is deﬁned as
ck =
�
Ωξ
ξkn(ξ) dξ. (3.28)
An approximation to the PBE solution is obtained by numerically solving a transport
equation not for the NDF but for a number of its moments. The derivation of the moment
transport equations is straightforward. Multiplying Eq. 2.28 by ξk and integrating with
respect to ξ yields�
Ωξ
ξk
∂nξ
∂t
dξ +
�
Ωξ
ξk∇x •
�
unξ
�
dξ +
�
Ωξ
ξk
∂
∂ξ
�
ξ˙nξ
�
dξ =
�
Ωξ
ξkQξ dξ. (3.29)
As t, x and ξ are independent coordinate spaces, the partial derivatives in the ﬁrst two
terms on the LHS can be separated from the integrand. Additionally considering the
moment deﬁnition in Eq. 3.28 and applying integration by parts to the third term on the
LHS yields the transport equation for the kth moment
∂ck
∂t
+∇x (uck) = − ξ˙nξξk
���ξmax
0
+
� ξmax
0
kξk−1ξ˙nξ dξ +Qc,k, (3.30)
where the moment transform of the source term due to discontinuous events (RHS in
Eq. 3.29) has been substituted with Qc,k. For now, we can assume the absence of such
events, i.e. Qc,k = 0.
For the number of transported moments tending to inﬁnity, the moment set is unique for
an arbitrary NDF. However, it is assumed that a relatively small number of transported
moments is suﬃcient to approximate the quantities of interest with adequate accuracy.
Eq. 3.30 is unclosed, as the source term ξ˙ is usually a function of ξ and cannot be
expressed in terms of the kth moment itself. In order to obtain closure, several QBMM
were developed, of which two, namely the QMOM and the EQMOM, are described in the
following sections.
21
3.4.2 The Quadrature Method of Moments (QMOM)
Presuming a known advection velocity in physical space, the closure problem in the
moment transport equations reduces to the problem of ﬁnding a physically consistent set
of moment source terms from the original moment set, which results from discontinuous
processes and the advection in phase space. A suitable method to obtain closure for the
moment transport equations is the quadrature method of moments (QMOM) [54], which
makes use of the Gaussian quadrature to achieve a maximum degree of accuracy for a
given number of transported moments.
The QMOM is based on the fundamental assumption that the NDF is a continous function
on the support interval. Hence, it can be approximated by a polynomial function4. An
integral of the form
�
n(ξ)g(ξ) can then be approximated by an N -point quadrature
�
Ωξ
n(ξ)g(ξ) dξ ≈
N�
α=1
wαg(ξα), (3.31)
where wα and ξα are the weights and nodes of the qudrature, respectively. The quadrature
is said to be a Gaussian quadrature if it has an accuracy of 2N−1, i.e. there exists at least
one polynomial of order 2N that makes the quadrature inexact (assuming the integrand
is a polynomial). Considering the deﬁnition of moments in Eq. 3.28, it is obvious that for
the kth moment
g(ξ) = ξk. (3.32)
The N quadrature weights and nodes can thus be determined from the ﬁrst 2N moments
by solving a system of nonlinear equations:
c0 =
N�
α=1
wα
c1 =
N�
α=1
wαξα
...
c2N−1 =
N�
α=1
wαξ
2N−1
α .
(3.33)
The integral approximation obtained by solving the equation system above is a Gaussian
quadrature because it has an accuracy of 2N − 1 and only a Gaussian quadrature is able
to capture moments up to the order of 2N − 1 [52]. Proof of Eq. 3.33 yielding a Gaussian
quadrature can be found in Ref. [27].
4The Weierstrass theorem or Stone-Weierstrass theorem states that any continuous function on a real
interval can be approximated by a polynomial as closely as desired.
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Eq. 3.33 could be solved by any non-linear equation solver. However, convergence is
not guaranteed without a good initial guess. Instead, another property of Gaussian
quadratures, which involves orthogonal polynomials, is made use of. Per deﬁnition, the
nodes of a Gaussian quadrature are the roots of an orthogonal set of polynomials with
respect to n(ξ). A set of polynomials P0(ξ), P1(ξ) . . . Pα(ξ) is orthogonal in the integration
interval Ωξ with respect to n(ξ) if�
Ωξ
n(ξ)Pα(ξ)Pβ(ξ) dξ = 0, α �= β, (3.34)
where
Pα(ξ) = kα,0ξα + kα,1ξα−1 + . . .+ kα,α−1ξ + kα,α. (3.35)
The most important property of orthogonal polynomials that is exploited to determine the
weights and nodes of a Gaussian quadrature is a recursive relation. That is, a polynomial
in a set of orthogonal polynomials can be determined from the two lower order polynomials
by applying the recurrence formula
Pα+1(ξ) = (ξ − aα)Pα(ξ)− bαPα−1(ξ), (3.36)
where
P−1(ξ) = 0,
P0(ξ) = 1,
aα =
�
Ωξ n(ξ)ξPα(ξ)Pα(ξ) dξ�
Ωξ n(ξ)Pα(ξ)Pα(ξ) dξ
,
bα =
�
Ωξ n(ξ)Pα(ξ)Pα(ξ) dξ�
Ωξ n(ξ)Pα−1(ξ)Pα−1(ξ) dξ
.
The recursive relationship can be applied to compute the quadrature nodes [18]. Writing
Eq. 3.36 in matrix form yields
ξ

P0(ξ)
P1(ξ)
...
PN−2(ξ)
PN−1(ξ)
 =

a0 1
b1 a1 1
. . . . . . . . .
. . . aN−2 1
bN−1 aN−1


P0(ξ)
P1(ξ)
...
PN−2(ξ)
PN−1(ξ)
+

0
0
...
0
PN (ξ)
 . (3.37)
As illustrated in Eq. 3.37, the quadrature nodes are the eigenvalues of the tridiagonal
matrix. Moreover, Wilf [94] showed that the quadrature weights can be determined
from elements of its eigenvectors. Transforming the tridiagonal matrix in Eq. 3.37 to a
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symmetric matrix by a similarity transformation, the entire moment inversion problem
reduces to ﬁnding the eigenvalues and eigenvectors of a symmetric tridiagonal matrix of
the form
a0
√
b1
√
b1
. . . . . .
. . . aN−2
�
bN−1�
bN−1 aN−1
 . (3.38)
In practice, this matrix and consequently the recursion coeﬃcients aα and bα to eventually
obtain the quadrature, are computed by specialized algorithms such as the product-
diﬀerence algorithm [28] or the Wheeler algorithm [76].
3.4.3 The Extended Quadrature Method of Moments (EQMOM)
For the standard QMOM to give the desired high accuracy, a large number of transported
moments may be required. This does not only result in many additionional transport
equations but can also lead to an ill-conditioned moment-inversion problem. Moreover,
the modeling of some physical processes requires pointwise values of the NDF, which
are unavailable in standard QMOM, where the discrete quadrature nodes essentially
correspond to Dirac Delta functions. In cases where the PBE contains a negative growth
term, i.e. evaporating droplets, the NDF is shifted along the negative internal-coordinate-
axis and n(ξ = 0) must be known for a physically correct closure of the moment transport
equations. For such cases, Yuan et al. [100] extended the QMOM to allow a reconstruction
of the NDF by the implementation of so-called kernel density functions (KDF) with a
presumed shape instead of Dirac Delta functions. The NDF is then approximated by
n(ξ) =
N�
α=1
wαδσ(ξ; ξα), (3.39)
where α denotes the quadrature node index and δσ a presumed KDF with the shape
parameter σ, which raises the number of unknown variables in the moment-inversion
problem to 2N + 1. Hence, one additional moment is required for the EQMOM.
The choice of KDFs depends primarily on the support. If the internal coordinate is
bounded, a beta distribution is an appropriate choice for δσ, as it is deﬁned on the interval
ξ = [0, 1]. The transformation between KDF space and physical space is straightforward.
For the following considerations, a beta distribution is chosen as the KDF. The procedure
is analogous for other distributions that can be transformed to a weight function of a
known set of orthogonal polynomials. Previously applied kernels are beta and gamma
kernels [100], lognormal kernels [50] and more recently Laplace and Weibull kernels [62].
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Presuming a beta distribution to be the KDF, the approximation of the NDF is
n(ξ) =
N�
α=1
wα
ξλα−1(1− ξ)µα−1
B(λα, µα)
, (3.40)
where
λα =
ξα
σ
, µα =
1− ξα
σ
and B(λα, µα) is the beta function.
For a beta KDF, the moments can be determined by application of a recursion formula
ck(ξα,σ, ck−1), and the NDF moments are found from a weighted sum of the KDF
moments. Combining altogether yields
ck =

1, k = 0
N�
α=1
wα
k−1�
i=0
�
ξα + iσ
1 + iσ
�
, k > 0.
(3.41)
Introducing the deﬁnition of c∗k as the kth moment determined with a standard QMOM
approximation (σ = 0)
c∗k =
N�
α=1
wαξ
k
α, (3.42)
ck can be transformed to c∗k and vice versa by solving a system of linear equations
c = A(σ)c∗,
c∗ = A(σ)−1c.
(3.43)
In practice, σ is found from an iterative procedure in such a way that c∗2N computed
from the EQMOM approximation based on the ﬁrst 2N − 1 moments matches the last
transported moment, i.e.
Jn(σ) = c2n − γ2nc∗2n − . . .− γc∗1 ≈ 0, (3.44)
where γk (k = 1 . . . 2n) are non-negative coeﬃcients depending only on σ. Then σ is
found as the smallest value for which Eq. 3.44 is satisﬁed. A more detailed description of
the steps above can be found in Ref. [100, 101]. The iterative moment inversion procedure
is illustrated in Fig. 3.2.
Closure of the moment equations, which is the general purpose of QBMM, can be achieved
by the use of a so-called second quadrature (ξαβ , wαβ), which is constructed based on the
ﬁrst quadrature, taking advantage of the properties of known orthogonal polynomials. In
case of a presumed beta distribution, the suitable family of polynomials are the Jacobi
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Figure 3.2: The EQMOM moment inversion algorithm, cf. Ref. [100]
polynomials, as they are orthogonal on the interval (−1, 1) with respect to the weight
function
w(t) = (1− t)a(1 + t)b. (3.45)
Using Eq. 3.40, the change of variable
ξ = t+ 12 (3.46)
and the parameters aα = µα − 1 and bα = λα − 1 yield the integral expression� 1
0
g(ξ)δσ(ξ; ξα,σ) =
�
1
2
�aα+bα+1 1
B(µα,λα)
� 1
−1
g
�
t+ 1
2
�
wα(t) dt, (3.47)
where g(ξ) is an arbitrary function corresponding to Eq. 3.31 and wα(t) is the weight
function with the parameters aα and bα.
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The great advantage of the transformation into the weight function for Jacobi polynomials
is that an arbitrary number of second quadrature nodes for each ﬁrst quadrature node
can be computed eﬃciently, as the recursion coeﬃcients, i.e. the matrix in Eq. 3.38, are
known beforehand. It is thus not required to invert a larger set of moments. With Nα
known second quadratures for each KDF, the integral in Eq. 3.47 can be approximated
by � 1
0
g(ξ)δσ(ξ; ξα,σ) ≈
Nα�
β=1
wαβg(ξαβ) =
Nα�
β=1
wαβg
�
tαβ + 1
2
�
. (3.48)
The integral with respect to the complete NDF on an interval [ξ0, ξ1] can then be expressed
as � ξ1
ξ0
g(ξ)n(ξ) dξ =
� ξ1
ξ0
g(ξ)
N�
α=1
wαδσ(ξ; ξα) dξ
=
N�
α=1
Nα�
β=1
wαwαβg(ξαβ)I[ξ0,ξ1](ξαβ), (3.49)
where I[ξ0,ξ1] denotes the indicator function on the interval [ξ0, ξ1], of which the form
depends on the chosen KDF. In beta EQMOM, it corresponds to the incomplete beta
function.
While the integral term in the moment equation (Eq. 3.30, second term on the RHS) is
closed by Eq. 3.49, closure for the growth term is achieved using a pointwise representation
of the NDF
n(ξ) =
N�
α=1
Nα�
β=1
wαwαβδ(ξ − ξαβ), (3.50)
which corresponds to a standard QMOM representation with the second quadrature.
With a known relationship for the physical source term (e.g. Eq. 3.14)
dξαβ
dt = ξ˙(ξαβ) = g(ξαβ), (3.51)
Eq. 3.30 is fully closed. The use of the second quadrature clearly illustrates the advantages
of the EQMOM. The method is applicable in cases where pointwise values of the NDF
are required to close the moment equations. Additionally, EQMOM oﬀers the possibility
to arbitrarily increase the number of second quadrature nodes for cases with a strong
non-linear dependence of ξ˙ on ξ.
3.4.4 Multivariate QBMM
Up to this point, QBMM were presented for the case of a univariate NDF, i.e. size was
considered as the only internal coordinate. However, detailed spray modeling requires
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additional properties as elements of the internal coordinate vector, in other words, a
multivariate NDF is needed. For such cases to be modeled with QBMM, moments of
higher dimensions as well as mixed moments are needed. A mixed moment of order
k1, k2 . . . , kNd of a continuous Nd-dimensional NDF is deﬁned as
ck1,k2...,kNd =
�
Ωξ
ξk11 ξ
k2
2 . . . ξ
kNd
Nd
n(ξ) dξ. (3.52)
A few methods to approach the problem of multivariate QBMM have been proposed so
far. The most straightforward method was suggested by Wright et al. [97] and later
referred to as "brute-force QMOM" by Marchisio and Fox [52]. The idea is very simple:
A set of mixed moments deﬁned as in Eq. 3.52 written in quadrature form (Eq. 3.31)
constitutes a system of non-linear equations similar to Eq. 3.33. The solution of that
system yields a multivariate quadrature approximation. However, there is no guarantee
of convergence without a good initial guess. Other, rather complex multivariate inversion
algorithms are the tensor-product QMOM, of which a general description can be found
in Ref. [52], and the conditional QMOM (CQMOM) [99], which is based on conditional
density functions.
A monokinetic assumption simpliﬁes the moment inversion problem considerably. It
means that all higher dimensions depend only on the ﬁrst dimension (particle size),
which corresponds to zero variance in the higher dimensions. It allows to express an
Nd-dimensional NDF as
n(ξ1, ξ2, . . . , ξNd) = n(ξ1) ·
Nd�
i=2
n(ξi|ξ1) (3.53)
In terms of moments, this means that only the ﬁrst order moments in higher dimensions are
needed. Such an approach can be used in conjunction with the EQMOM (mk-EQMOM)
assuming a functional dependence of higher dimenensions on the ﬁrst dimension [23, 52].
A computationally eﬃcient method for multivariate NDFs was developed as part of this
work [66]. It is suitable speciﬁcally for problems where the monokinetic assumption is
valid and where ﬂuxes across the phase-space boundaries occur, which corresponds to the
disappearance of droplets by vaporization ("zero-ﬂux"). It uses a multivariate monokinetic
EQMOM with beta or gamma KDFs to reconstruct the marginal NDF. Combined with a
presumed functional dependence of ξ2 . . . ξNd on ξ1 in terms of polynomials or splines, the
proposed method allows closure of the moment transport equations related to multivariate
PBEs with boundary-ﬂux in phase space.
Although some methods exist for the application to multivariate NDFs, the extension to
multiple dimensions can be considered one of the most problematic aspects of QBMM. In
many cases, either the computational costs are prohibitive, the method lacks numerical
stability or underlying assumptions are not justiﬁed for speciﬁc physical applications.
Therefore, additional developments are required to make QBMM generally suitable for
high-dimensional problems.
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3.4.5 Moment Realizability
An important aspect of QBMM is moment realizability, which refers to the consistency of
a moment set. A realizable set of moments is characterized by the existence of at least one
valid density function. Otherwise, if the set is unrealizable, there is no density function
corresponding to the given moments. A simple example of an unrealizable moment set
is a set of which at least one moment of even order is negative. Based on the moment
deﬁnition in Eq. 3.28, it is obvious that no non-negative NDF would yield such a set of
moments.
While the moment set in the example above is easy to identify as unrealizable, it is
conceivable that a set of only non-negative moments is inconsistent. Thus, a more
accurate, mathematical deﬁnition of realizability shall be given, which is based on the
work of Dette and Studden [18]: A set of N moments is realizable if it lies within the
moment space MN . The kth moment space Mk is always convex and k-dimensional.
Figure 3.3 illustrates the second and third moment space related to a probability measure
that is bounded on the interval [0, 1].
Since the moment inversion algorithms described in the previous sections rely on valid
moment sets, special care must be taken that realizability of the moment sets is preserved.
Whether a set of moments is realizable, can be determined by related Hankel determi-
nants [18, 25, 52]. More precisely, a moment set is realizable if the Hankel determinants
Figure 3.3: The moment spaces M2 (left) and M3 (right) related to a probability measure
bounded on the interval [0,1].
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Figure 3.4: Linear and higher-order interpolation of moments from the cell centers to
the cell faces. Here, second-order interpolation results in an non-realizable moment set,
due to an invalid second moment.
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ck ck+1 . . . ck+l
ck+1 ck+2 . . . ck+l+1
...
...
...
...
ck+1 ck+2 . . . ck+2l
����������
≥ 0 ∀ k ∈ {0, 1}, l ≥ 0. (3.54)
For cases where this condition is not satisﬁed, algorithms exist to correct an unrealizable
moment set, e.g. the algorithms proposed by McGraw [53] and Wright [96]. However,
correction algorithms modify the original set of moments, possibly to a signiﬁcant extent.
Thus, preventing the corruption of the original moment set should be preferred to the
subsequent correction of invalid moments.
The most problematic step in the numerical procedure when solving a moment transport
equation like Eq. 3.30 is the moment advection in physical space. Naturally, the typical
numerical schemes do not ensure the consistency of moment sets. Only ﬁrst-order schemes
are guaranteed to preserve realizability, as a ﬁrst-order scheme - given that the original
moment set is realizable - corresponds to a weighted sum of valid moments, which again
results in a realizable moment set. However, a ﬁrst-order scheme is not the optimal choice,
especially for moment transport, considering the strongly non-linear nature of moments
(Eq. 3.28). The diﬃculty with higher order schemes is illustrated in Figure 3.4. Vikas et al.
[90] developed higher-order advection schemes speciﬁcally for QBMM (see the original
publication for a complete description). Essentially, not the moments directly but the
quadrature nodes and weights are interpolated to the cell faces, which are subsequently
used to construct the moments at the cell faces. As for the actual advection scheme, the
time step size is limited based on a realizability criterion.
In this context, it is also worth mentioning that the moment transport equations generally
need to be solved explicitly for the moment set to remain realizable, as moments may be
corrupted due to the iterative procedure of implicit solution techniques. Evidently, the
solution of moment transport equation is challenging. However, numerous novel methods
and improvements have emerged from recent studies and the research is ongoing.
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4 Modeling Spray Atomization
4.1 Physical Phenomena in Spray Systems
The evolution of a spray is governed by various interdependent processes. The general
structure of a spray is illustrated in Figure 4.1, where the roman literals each indicate a
physical process described below.
I Internal nozzle ﬂow / cavitation.
The internal nozzle ﬂow aﬀects the spray formation signiﬁcantly, as it determines the
initial conditions. Depending on the nozzle geometry and the local ﬂow conditions,
cavitation may occur, which has strong eﬀects on the conditions at the nozzle exit
and primary atomization (cavitation-induced atomization).
II Primary atomization.
After a continuous liquid jet exits the nozzle, instabilities lead to disintegration of the
core into smaller ligaments and drops. The perturbations can be caused by several
phenomena, namely cavitation, shear-induced surface instabilities, turbulence and
Rayleigh-instabilities, see Section 4.3.
III Secondary atomization.
Liquid structures formed as a result of primary breakup disintegrate further into
smaller droplets until they reach a stable drop size. Various phenomena can cause
fragmentation, depending on thermophysical properties of the droplets and local
ﬂow conditions. Possible drivers of secondary breakup are surface disturbances and
- to a minor extent - gas-phase turbulence.
IV Vaporization.
If the spray is injected into hot gas a phase change from liquid to vapor takes place.
Depending on the temperatures and pressures, ﬂash-boiling may occur. However,
under the conditions investigated as part of this thesis, the only phase-change
mechanism is evaporation. Although all regions from the nozzle exit downstream
are to some extent aﬀected by evaporation, it can be considered to be the dominant
phenomenon only in the dilute spray region, i.e. the region where no fragmentation
processes occur.
Cavitation (I) is assumed to be absent in later investigations and is therefore not detailed
any further. Evaporation of liquid droplets (IV) was addressed in Chapter 3. This
chapter concentrates on the fragmentation processes, namely primary (II) and secondary
breakup (III). These shall be discussed after a brief description of speciﬁc types of surface
instabilities as possible drivers of breakup.
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Figure 4.1: The general structure of a liquid spray. Roman numerals indicate physical
processes: (I) Internal nozzle ﬂow / cavitation, (II) primary atomization, (III), secondary
atomization, (IV) vaporization.
4.2 Surface Instabilities
As mentioned in the previous section, the disintegration of a liquid jet or liquid droplets
with a relative velocity to a surrounding gas can undergo breakup due to surface distur-
bances. This section is a brief introduction to the relevant types of surface instabilities.
Essentially, three types of surface perturbations can cause breakup: (1) Kelvin-Helmholtz,
(2) Rayleigh-Taylor and (3) Plateau-Rayleigh instabilities, which are schematically shown
in Figure 4.2.
The Kelvin-Helmholtz (KH) instability is a shear induced surface instability that occurs
in systems of two ﬂuids with diﬀerent densities and a velocity diﬀerence across the
interface. The underlying theory was developed by Helmholtz [31] and Thomson [88]
(Lord Kelvin). Essentially, KH instabilities describe the growth of surface waves induced
by small disturbances in the (linear) tangential velocity. The interface becomes unstable
exhibiting vortical structures. If the destabilizing waves exceed the stabilizing eﬀect of
surface tension, KH instabilities can eventually lead to disintegration. In the context of
jet or drop breakup, this type of surface perturbation is particularly important in cases of
relatively large interfacial areas subjected to high relative velocities. Detailed theoretical
descriptions and analyses related to KH instabilities are given in [47, 55].
The second type of surface instabilities relevant in the context of liquid droplet breakup
are the Rayleigh-Taylor (RT) instabilities, named after Rayleigh [71] and Taylor [84]. RT
instabilities occur at the interface of two ﬂuids with diﬀerent densities where the lighter
ﬂuid is accelerating into the heavier one. The underlying theory of this phenomenon was
derived by Rayleigh [71], showing that a system of two ﬂuids with diﬀerent densities with
the heavy ﬂuid over the lighter one is inherently unstable due to waves at the ﬂat surface,
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Figure 4.2: Schmatic illustration of (a) Rayleigh-Taylor instabilities, (b) Kelvin-
Helmholtz instabilities and (c) Plateau-Rayleigh instabilities.
that grow exponentially with time. Decades later, Rayleigh’s analysis was extended by
Taylor [84] to a more general case of a two-ﬂuid-system under an acceleration other than
gravity perpendicular to the free surface towards the heavier ﬂuid. Detailed descriptions
of the theory of RT instabilities in general as well as RT-driven breakup are given in
[41, 46, 81].
Plateau-Rayleigh instabilities, or simply Rayleigh instabilities, refer to the growth of
small perturbations at the surface of a cylindrical liquid column. If the wavelength of
the disturbances is suﬃciently long, the increase in surface energy will cause a further
progress of the surface wave growth [20], resulting in a local decrease of the jet diameter.
Eventually, as the diameter in the pinch region tends to zero, a drop separates from the
jet. Plateau’s experimental investigations [64] indicated that the critical wavelength must
be greater than the jet circumference for breakup to occur. This was later conﬁrmed
by Rayleigh’s theoretical analysis [70]. The underlying physics of such disintegration
processes are thoroughly analyzed in [19, 20].
4.3 Primary Atomization
Of the processes described in Section 4.1, primary atomization is of particular importance,
as it determines the initial properties of the dispersed phase and thus initiates a chain
of further processes leading to the formation of a fuel-air mixture. Despite its great
signiﬁcance, primary breakup has nonetheless remained one of the (if not the) most
challenging components of a spray in terms of numerical modeling. In addition to the
rather complex mechanisms controlling primary breakup, the lack of precise and reliable
experimental techniques for optically dense sprays to produce reference data for model
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validation further complicates the development of advanced models.
A number of diﬀerent mechanisms can lead to disintegration of a liquid jet to produce
secondary droplets. The types of primary breakup in the absence of cavitation are
turbulence-induced breakup, shear-driven breakup and Rayleigh breakup. Turbulence-
induced breakup refers to the disintegration of the jet as a result of collision with turbulent
eddies, of which the energy is suﬃciently high to overcome surface tension. Shear-driven
breakup describes atomization due to shear forces and shear-induced surface perturbations
such as KH instabilities. Rayleigh-breakup occurs as a consequence of growing Rayleigh-
waves at the liquid surface. The dominant breakup mechanism is primarily determined
by the jet Weber number with little dependence on the Reynolds number. The general
tendency reported in studies on primary breakup [78, 98] is the following: At low Weber
numbers, Rayleigh instabilities are dominant, while at higher Weber numbers there is a
transition towards turbulence-induced atomization, and in the regime of very high Weber
numbers (∼ 105) shear-driven breakup is the controlling mechanism.
4.3.1 Overview of Modeling Approaches
Numerous numerical models for the primary atomization of a liquid jet exist that are
mainly distinguishable by
• how turbulence is modeled,
• how the presence and interaction of multiple phases is modeled,
• the fundamental assumptions which phenomena are critical with respect to jet
disintegration.
The most accurate and straightforward method to simulate the turbulence-induced breakup
of a liquid jet is DNS, where length scales as small as the Kolmogorov scale are resolved
on the computational grid and hence no turbulence model is required. DNS has been
used to investigate atomization of liquid jets in several studies, e.g. [17, 32, 48]. However,
the applicability of DNS is limited to fundamental investigations of low-Reynolds and low-
Weber number ﬂows due to extremely high computational requirements (see Section 3.1).
Consequently, DNS has no relevance for real engineering applications. LES is an aﬀordable
alternative for the detailed simulation of spray atomization (e.g. [2, 11]), though still
accompanied by high numerical costs.
Turbulence models based on the RANS equations are the most practical models in terms
of computational demands. However, RANS models lack the ability to capture turbulent
ﬂow structures. Therefore, additional atomization models are needed. Common models
are based on the assumption that shear forces and KH instabilities rather than turbulence
are the primary cause of atomization.
While in DNS and LES the liquid phase is often resolved on a particle scale using detailed
interface models, RANS simulations are normally combined with LPT, representing the
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liquid phase by discrete particles, as described in Section 3.3. Despite the availability of
more sophisticated methods, the combination of a RANS turbulence model with LPT has
remained prevalent for the simulation of sprays in real engineering applications, due to
the simplicity and comparatively moderate numerical costs. A Lagrangian approach will
be described in Section 4.3.2.
For ﬂow conﬁgurations with a known dominant gradient direction such as boundary layer
ﬂows and jets, the one-dimensional turbulence (ODT) model [42] is an alternate approach
to model turbulence by resolving all relevant length scales on a one-dimensional line of
sight through a three-dimensional ﬂow ﬁeld. It combines high resolution on the 1D domain
with moderate computational costs. ODT was recently applied to simulate the breakup
of liquid jets, showing good agreement with experimental and DNS results [57, 58]. A
description of the ODT model for primary breakup is given in Section 4.3.3.
4.3.2 The Lagrangian Blob Model
The blob injection method is an approach to model primary atomization of a liquid jet in
a Lagrangian framework. It was ﬁrst introduced by Reitz [72] and has been widely used
in conjunction with LPT spray modeling ever since. Two essential assumptions are the
basis of the originial model:
1. The behavior of a continuous liquid jet in terms of atomization can be approximated
by spherical Lagrangian particles the size of the jet diameter.
2. Atomization is primarily controlled by KH instabilities.
The general procedure is as follows: Large drops, referred to as blobs, are added at the
injection point with a predeﬁned frequency and a diameter in the order of the nozzle hole.
The mass results from the particle addition frequency and a given mass ﬂow rate. The
direction of the initial velocity vector is random within an angle that can be either a ﬁxed
speciﬁed value (e.g. based on measurements) or a result of theoretical considerations.
The original model uses KH frequencies and wavelengths, though other correlations that
include eﬀects of turbulence, e.g. [38], are possible.
Immediately after injection, secondary drops are stripped oﬀ from the parent parcel
by virtue of growing KH instabilities, which result from the so-called Wave-breakup
model [72] (also referred to as KH model). The Wave-breakup model may also be
considered a secondary breakup model. The used correlations will therefore be given in
Section 4.4.2.2 (the KH equations). When the accumulated stripped oﬀ mass exceeds a
deﬁned threshold, which Reitz [72] chose to be 3 %, a child parcel is generated of which
the size results from the KH wavelength. In this way, the number of child parcels is
limited, which is necessary for computational reasons.
The approximation by spherical particles potentially results in excessive transfer of mass,
heat and momentum due to the overestimated surface area compared to the actual jet.
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Figure 4.3: Schematic illustration of the Lagrangian blob method based on Ref. [6].
In most cases however, the time scales of atomization are suﬃciently small to cause
immediate breakup. A more substantial drawback of the model is a certain lack of
predictive capability due to the sensitivity to its parameters. Nonetheless, the blob
injection model has been employed in numerous studies on spray atomization, e.g. [7, 61],
giving satisfactory results if the model parameters are chosen carefully.
4.3.3 The One-Dimensional Turbulence Model
In this section, a brief summary of the ODT model in the context of primary breakup
modeling is given. Comprehensive descriptions of the ODT model and its extension and
application to the breakup of turbulent liquid jets can be found elsewhere [42, 43, 58]. In
contrast to the model outlined in the previous section, the core of the ODT atomization
model is turbulence-induced breakup.
ODT is a stochastic model that approximates solutions to the governing transport
equations of a 3D turbulent ﬂow ﬁeld, resolving the full range of relevant turbulent length
scales on a 1D domain. The ODT domain is a notional line of sight through the 3D ﬂow
ﬁeld, oriented in lateral direction with respect to the liquid jet and advected downstream
with the liquid bulk velocity, see Fig. 4.4.
The essential feature of ODT is the modeling of turbulent advection through a stochastic
sequence of instantaneous eddy events, characterized by the eddy location on the ODT
line y0 and size l. A mapping operation corresponding to each eddy event mimics the
turbulence-induced increase of property gradients by implementation of the so-called
triplet map. A triplet map takes a property proﬁle within the spatial interval [y0, y0 + l],
compresses it to one-third of its original length, pastes three identical copies into the
eddy range and reverses the middle copy to ensure continuity. In mathematical form, the
post-eddy proﬁle of a ﬂow property φ along the ODT line can be expressed as
φˆ(y) = φ(yˆ(y)), (4.1)
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yubulk
Figure 4.4: Schematic representation
of the ODT domain. Regular singlephase
eddies are colored in blue, whereas the
red eddies are multiphase eddies.
n = 1/l
n = 3/l
Figure 4.5: Multiphase eddy treatment
in ODT. The thick solid lines represent
the eddy range. Interfaces between liquid
(L) and gas (G) are represented by the
dashed lines.
where the mapping rule yˆ(y) is deﬁned as
yˆ(y) = y0 +

3(y − y0), if y0 ≤ y ≤ y0 + (1/3)l,
2l − 3(y − y0), if y0 + (1/3)l ≤ y ≤ y0 + (2/3)l,
3(y − y0)− 2l, if y0 + (2/3)l ≤ y ≤ y0 + l,
y − y0, otherwise.
(4.2)
The triplet map is measure preserving, which means that all integral properties are
identical before and after the mapping operation. The presented formulation of the triplet
map is equivalent to a relocation of a ﬂuid parcel from yˆ to y. Thus, advancement of the
velocity proﬁle requires additional operations which take into account the redistribution
of energy among the velocity components due to pressure gradients, surface tension forces
and other energy-conversion processes. In the presence of such phenomena the velocity
proﬁle is updated according to
uˆi(y) = ui(yˆ(y)) + ciK(y) + biJ(y), (4.3)
where K(y) = y − f(y) and J(y) = ��K(y)�� are kernel functions enabling the exchange
of kinetic energy between the velocity components while satisfying the conservation of
total energy. The only unknowns in Eq. 4.3 that must be found through modeling are the
coeﬃents ci, since bi and ci have a speciﬁed functional dependence. The determination
of ci is based on energy conservation and general considerations on the properties of
turbulent ﬂow, described in detail by Ashurst and Kerstein [3, 4].
Eddy events are individually parameterized by position l and size y0, sampled from an
instantaneous distribution that evolves with the ﬂow. The number of events during a time
increment dt for eddies located within [y0, y0 + dy] in the size range [l, l + dl] is denoted
λ(y0, l; t)dy0dldt, where the event rate density λ is deﬁned as
λ(y0, l; t) = C/(l2τ(y0, l; t)). (4.4)
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The adjustable parameter C scales the overall eddy frequency and τ is the eddy time
scale, which is found by
(l/τ)2 ∼ Efinal − Z(ν2/l2), (4.5)
where Efinal is the ﬁnal value of the available energy, which is equal to the kinetic energy
Ekin in the absence of phase interfaces. Z is a parameter suppressing unphysical eddies
smaller than the Kolmogorov length scale. As the computational costs to reconstruct
the distribution for every eddy event or advancement of Eq. 4.3 would be prohibitive, an
equivalent Monte-Carlo method called thinning [75] is employed.
In ODT, the jet is represented as a contiguous liquid region on some interval [y1, y2]. A
multiphase eddy contains at least one interface, i.e. its range [y0, y0 + l] encloses one or
both of the limits y1 and y2, see the red eddies in Fig. 4.4. Such cases require consideration
of the change in surface tension energy ΔEσ by virtue of droplet formation. Thus, in the
presence of at least one phase interface, the available energy in Eq. 4.5 must satisfy
Efinal = Ekin −ΔEσ. (4.6)
The total surface tension energy density can be written as
Eσ =
σα
ρ
, (4.7)
where σ, α and ρ are the suface tension, the surface area per unit volume and the mean
density, respectively. On the ODT domain, interfaces are in the form of isolated points.
Thus, the increase of interfacial area must be found by geometric interpretation. Here, it
is assumed that the interface is a statistically homogeneous isotropic random surface [57].
In this case, geometric analysis [12] shows that
α = 2n, (4.8)
where n is the number density of interface intersections. Since there are exactly two
interfaces on the ODT domain, n can be 0, 1/l or 2/l, corresponding to the number of
interfaces within the eddy range. Fig. 4.5 illustrates, how triplet mapping as a permutation
of cells triples the interface and produces three interfaces to form a new droplet. This can
also be interpreted as a tripling of interfacial area. Consequently, the post-eddy number
density can be n = 0, 3/l or 6/l. Based on these considerations as well as Eq. 4.7 and
Eq. 4.8, the change in surface tension energy can be expressed as
ΔEσ =
2σΔn
ρ
, (4.9)
where Δn can attain values of 0, 2/l or 4/l corresponding to zero, one or two interfaces,
respectively.
Besides the essential feature of the ODT model, which is turbulence-induced atomization,
Rayleigh breakup and shear-driven breakup were considered as additional jet disintegration
mechanisms in the model formulation. Details are provided in Ref. [58].
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For the sake of clarity and completeness, it should be emphasized that ODT as an
atomization model in its current form is applicable to statistically stationary jets. Transient
jet development is not represented. A numerical investigation using a combination of
ODT and LPT to simulate a full gasoline spray was carried out in Publication I.
4.4 Secondary Atomization
4.4.1 Atomization Regimes
The second type of atomization is the secondary breakup of droplets. That is, liquid
structures and droplets larger than a stable size, which is determined by thermophysical
particle properties and local ﬂow conditions, disintegrate into smaller droplets until inertial
forces are no longer suﬃcient to overcome surface tension forces. The secondary breakup
behavior is thus primarily characterized by the drop Weber number. In terms of numerical
modeling, secondary breakup is less problematic than primary breakup, as jet breakup
can be viewed as a transfer of liquid from a continuous phase to the dispersed phase,
whereas droplet breakup occurs only in the dispersed phase.
A considerable number of studies on the fragmentation of drops have been published
during the last decades, many of which focused on the identiﬁcation and quantiﬁcation
of diﬀerent breakup modes. Figure 4.6 illustrates the drop breakup regimes reported
by diﬀerent authors, depending on the Weber number. Considering the use of various
terms for identical breakup morphologies, ﬁve distinct modes of liquid drop breakup
exist, namely (1) vibrational breakup, (2) bag breakup, (3) multimode breakup, (4) shear
breakup and (5) catastrophic breakup.
Vibrational breakup refers to the fragmentation of a drop in the absence of aerodynamic
forces. This type of breakup is driven solely by oscillations of the drop at is natural
frequency due to surface tension. Since this mechanism is very slow and the resulting
fragment sizes are large, it is commonly ignored [30].
Bag breakup occurs in a range of Weber numbers greater than ∼11, That value or a
similar one is consistently reported in the literature. However, it may vary due to viscous
eﬀects of which the signiﬁcance is expressed in terms of the Ohnesorge number. An
empirical correlation for the dependence of the critical Weber number, where bag breakup
is initiated, was ﬁrst given by Brodkey [9]:
Wec = 10.96(1 + 1.077Oh1.64). (4.10)
Other authors derived similar expressions with slightly diﬀerent constants. When Oh � 0.1
the eﬀect of viscosity can be considered negligible and the onset of breakup independent
of Oh.
Bag breakup is always initiated by a deformation, increasing the surface area perpendicular
to the dominant ﬂow direction, until a bag-like structure is formed. Subsequently, the
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Figure 4.6: Breakup regimes at low Ohnesorge numbers identiﬁed in diﬀerent studies of
Krzeczkowski [44], Pilch and Erdman [63], Hsiang and Faeth [36], Gelfand [26], Dai and
Faeth [16], Cao et al. [10], Guildenbecher et al. [30].
ﬁrst breakup of the bag results in the formation of a toroidal ring and small fragments
of almost uniform size. The ring then disintegrates into smaller droplets, which have
been observed to be considerably larger than the children drops of the ﬁrst breakup
of the bag. The volume fractions of the bag and ring as well as the droplet sizes after
breakup were determined experimentally by Chou and Faeth [13]. The two-stage breakup
implies a multimodal fragment size distribution, although Hsiang and Faeth [34] found
that a universal root normal distribution with MMD/SMD1 ≈ 1.2 ﬁts the size distribution
after disintegration reasonably well. However, Guildenbecher et al. [29] conducted a
detailed experimental study including drop size measurements and found a multimodal
distribution, albeit with an MMD-to-SMD ratio of approximately 1.2.
The large surface area perpendicular to the ﬂow suggests that RT-instabilities play a
major role in the bag breakup regime. This is supported by experimental, numerical
and theoretical studies [40, 45, 85, 87, 102, 103]. As vibrational breakup is commonly
neglected, the onset of bag breakup is considered the ﬁrst criticality with respect to
secondary atomization [30, 85].
The multimode breakup regime refers to the transition from bag to shear breakup. Dif-
ferent breakup morphologies were identiﬁed, such as "bag-and-stamen" [63], "dual-bag
breakup" [10] or "bag/plume" and "plume-shear" [16]. It is assumed that the physi-
1The MMD is the mass median diameter, SMD the Sauter mean diameter.
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cal mechanisms as well as the morphologies are some combination of bag and shear
breakup [30].
The shear breakup mode is associated with high Weber numbers. It is characterized
by a sheet that is stripped from the periphery of the deformed droplet and breaks up
into smaller droplets, while the coherent core drop remains until after disintegration.
The size of the product droplets were found to correspond to MMD/SMD ≈ 1.2 by
several authors [14, 15, 29, 35]. In Figure 4.6 shear breakup is also referred to as sheet
stripping and sheet thinning. Whether the stripping mechanism due to viscous forces
or the thinning mechanism due to aerodynamic forces controls the breakup process is
a subject of disagreement among researchers [30]. Theofanous and colleagues [85, 87]
concluded from experimental and numerical studies as well as theoretical considerations
that KH-instabilities are the primary cause of this type of atomization.
Catastrophic breakup is attributed to large-amplitude surface waves that penetrate a drop
and initiate a cascading process in which fragments can undergo multiple consecutive
breakups [63]. Here, catastrophic breakup is assumed to be irrelevant in sprays because
of the high Weber number range where it occurs. Theofanous and Li [86] suggest that
obeservations of catastrophic breakup are only based on measurement artifacts and that
a catastrophic breakup mode does not exist.
In conclusion, despite the fact that many studies on drop fragmentation have been
published, the physical mechanisms that control droplet disintegration in diﬀerent regimes
are not completely understood. However, based on the brief review above, the following
three breakup modes are generally presumed present in sprays: (1) bag breakup, (2) shear
breakup and (3) multimode breakup which is a transitional mode between (1) and (2).
4.4.2 Lagrangian Breakup Modeling
4.4.2.1 The Model of Reitz and Diwakar
An early model for the secondary atomization of liquid drops in the context of engine-like
sprays was proposed by Reitz and Diwakar [73, 74]. Based on the breakup regimes and
limits identiﬁed by Nicholls [59], they formulated a model for bag breakup and shear
breakup2.
The lifetimes of unstable drops are given as
τb = Cτ,b
�
ρdr3d
σ
, (4.11)
τs = Cτ,s
rd
ur
�
ρd
ρc
(4.12)
2In the orignial publication the breakup mode is referred to as "stripping breakup". Here, the term
"shear" breakup is used for the sake of consistency with earlier sections.
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for the bag and shear breakup regime, respectively. The constants Cτ,b and Cτ,s are of
order unity. Here, the droplet size is given in terms of radius rd. Accordingly, the ﬁrst
criticality, i.e. the onset of bag breakup, is determined by
Wer ≥ Cc,b = 6, (4.13)
where Wer is the radius-based Weber number. Hence, the ﬁrst criticality in terms of
diameter agrees with the observations reviewed in Section 4.4.1. In case of Eq. 4.13 being
true, bag breakup takes place only if the condition for shear breakup deﬁned as
Wer√
Re
≥ Cc,s = 0.5, (4.14)
is not satisﬁed. It should be noted that, while the bag breakup condition is commonly
used, the Reynolds-number dependence in the shear breakup condition is somewhat
contradictory to most of the experimental studies on secondary atomization.
Due to a lack of information on the daughter drop size distribution, they assumed a
uniform stable radius of fragments rc equal to the size that corresponds to the onset of
breakup, assuming constant ambient conditions. In other words, they chose rc to exactly
match Eq. 4.13 or Eq. 4.14 in the respective regime. The temporal evolution of the
particle size is then governed by the rate equation
dr
dt =
rc − r
τ
, (4.15)
which is usually solved implicitly.
4.4.2.2 The Kelvin-Helmholtz/Rayleigh-Taylor Model
A well-established and one of the most frequently used models for secondary atomization
in spray applications is the hybrid Kelvin-Helmholtz/Rayleigh-Taylor (KH-RT) breakup
model [7, 61], which is built upon the ideas and developments of Reitz and Diwakar
[73], Reitz [72] and Su et al. [83]. It is based on the assumption that drop breakup
is initiated by a combination of simultaneously growing surface perturbations due to
KH- and RT-instabilities. The two instabilities act as competing mechanisms with the
faster one eventually leading to fragmentation.
The equations describing the growth of KH surface waves were derived by Reitz [72].
The two relevant quantities in terms of drop fragmentation are the frequency of the
fastest-growing wave
ΩKH =
0.34 + 0.38We1.5r
(1 +Ohr)(1 + 1.4Ta0.6r )
�
σ
ρdr3d
(4.16)
and its corresponding wavelength
ΛKH =
9.02rd(1 + 0.45
√
Ohr)(1 + 0.4Ta0.7r )
(1 + 0.867We1.67r )0.6
, (4.17)
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where the subscript r denotes a deﬁnition based on radius. Tar = Ohr
√
Wer is the Taylor
number. The drop lifetime in the presence of growing KH-instabilities is deﬁned as
τKH =
3.726B1rd
ΩKHΛKH
, (4.18)
where B1 is a constant that has been chosen from a wide range of values between 10 and
60 [7]. The product droplets of KH-breakup are determined based on the wavelength of
the fastest-growing wave, i.e.
rc,KH = B0ΛKH , (4.19)
where B0 is a constant equal to 0.61. As the model was developed speciﬁcally for a
Lagrangian representation of the dispersed phase, a restriction of the number of generated
child parcels is essential for the application to real physical problems. This was considered
in the model formulation by combination of the rate equation (Eq. 4.15) for droplet
size with a limitation of the child parcels, such that a child is only generated if the
accumulated mass stripped oﬀ the parent parcel, which follows from Eq. 4.15, exceeds a
deﬁned threshold, e.g. 3 % as in the original model.
The breakup of droplets due to RT-instabilities is treated in a similar way. The rate of
the fastest growing wave is
ΩRT =
�
2
3
√
3σ
(−gtΔρ)3/2
Σρ (4.20)
and the corresponding wave number
KRT =
�
−gtΔρ
3σ , (4.21)
where gt is the droplet acceleration (Eq. 3.22) along the droplet trajectory. The lifetime
of a droplet perturbed by surface waves of the RT-type is then
τRT =
Cτ
ΩRT
, (4.22)
where Cτ is a constant of order unity. Analogous to the KH breakup, the product drops
of RT-breakup are proportional to the wavelength of the fastest growing wave, i.e.
rc,RT =
πCRT
KRT
. (4.23)
where CRT is another constant of order unity. With respect to the Lagrangian modeling
approach, atomization due to RT-instabilities is implemented as follows. If the wavelength
of the fastest-growing surface wave is smaller than the droplet diameter (since only
such waves can break a droplet), the wave is tracked by incrementing a characteristic
particle breakup time, until that time exceeds the droplet lifetime (Eq. 4.22). The droplet
then disintegrates into equally sized fragments (Eq. 4.23). Moreover, the RT-breakup is
prioritized, i.e. KH-breakup only occurs if RT-instabilities are not suﬃeciently large to
cause drop breakup. A complete description of the algorithm is given by Patterson and
Reitz [61].
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4.4.3 QBMM Breakup Modeling
Up to here, the source term in the PBE due to discontinuous events Qξ (Eq. 2.28) and its
moment transform Qc,k (Eq. 3.30) were assumed to be equal to zero. In this section, the
source term formulation for QBMM in the presence of breakup for a univariate PBE shall
be given. Presuming the absence of aggregation/coalescence, the source term Eq. 2.28 is
Qξ =
� ∞
ξ
ν(ξ�)β(ξ|ξ�)n(ξ�) dξ� − ν(ξ)n(ξ), (4.24)
where ξ� and ν(ξ) denote the parent drop size and the breakup frequency, respectively.
The function β(ξ|ξ�) is the conditional daughter distribution of ξ given ξ�. The ﬁrst term
on the RHS is the birth term accounting for the generation of new particles as a result of
fragmentation. The second term on the RHS represents the disappearance of particles.
Applying the moment transformation yields the source term in the moment equation
Qc,k =
� ∞
0
ξk
� ∞
ξ
ν(ξ�)β(ξ|ξ�)n(ξ�) dξ� dξ −
� ∞
0
ξkν(ξ)n(ξ) dξ. (4.25)
This can can also be written as [52, 68]
Qc,k =
� ∞
0
ν(ξ�)n(ξ�)
� ξ�
0
ξkβ(ξ|ξ�) dξ dξ� −
� ∞
0
ξkν(ξ)n(ξ) dξ (4.26)
Using an Nα-point Gaussian quadrature, the source term in the moment equation is thus
Qc,k =
Nα�
α=1
�� ξα
0
ξkβ(ξ|ξ�) dξ − ξkα
�
ν(ξα)wα. (4.27)
The corresponding expression for an EQMOM approach only contains an additional inner
sum over the Nα,β second quadrature nodes.
Numerous breakup kernels have been developed for PBEs. The advantage of population
balance models with respect to breakup is that there is no restriction to the daughter
size distribution. Therefore, it is possible to develop models with a more profound
physical basis. A comprehensive overview of proposed breakup rate formulations and
daughter size distributions is given in the review article of Liao and Lucas [49]. However,
the known models related to PBEs are - though usually not explicitly stated - almost
exclusively suitable for bubble ﬂows, since they assume collisions with turbulent eddies
in the continuous phase to be the primary mechanism of fragmentation. This is not
necessarily true for sprays with a fundamentally diﬀerent density ratio, where surface
instabilities dominate breakup. Additionally, the models were not formulated for QBMM,
and many are not directly applicable, since the integral term in Eq. 4.27 may not be
analytically solvable. Thus, further developments in the ﬁeld of breakup models speciﬁcally
for liquid droplets in the QBMM context are needed.
As a very simple, yet well-established spray breakup model the model of Reitz and
Diwakar, which was presented in Section 4.4.2.1, shall be derived for QBMM here. It was
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originally designed as a Lagrangian model and has - to the author’s best knowledge - only
been applied as such. Here, the rate equation given in Eq.4.15 is omitted for the following
reason: Since the Lagrangian approach is subject to computational restrictions in terms
of the number of child parcels, such an expression may be required in that case. However,
it corresponds to a continuous decrease in droplet size and disregards the discontinuous
nature of a fragmentation process. Moreover, no variance is introduced to a monodisperse
system (or single droplet), which is in contradiction to experimental observations and
theoretical considerations. Population balance models are not limited in that way. Thus,
the discontinuous atomization process can be treated as such.
Let the internal coordinate be ξ = d = 2rd. Moreover, the constants C∗c,b and C∗c,s are
introduced, corresponding to Cc,b and Cc,s on a diameter-basis. Taking into account
the deﬁnitions of the Weber and Reynolds number, the breakup limits in Eq. 4.13 and
Eq. 4.14 can be expressed in terms of the critical droplet sizes
ξc,b = C∗c,b
σ
ρcΔu2
, (4.28)
ξc,s = C∗
2
c,s
σ2
ρcµcΔu3
, (4.29)
whereΔu denotes the relative velocity magnitude. The monodisperse daughter distribution
is merely a Dirac Delta function located at the critical particle size (see Section 4.4.2.1).
Introducing the subscript m, which can be either b or s, to indicate the breakup mode,
the daughter size distribution is deﬁned as
βm(ξ|ξ�) =
�
ξ�
ξ
�3
δ
�
ξ − ξc,m
�
. (4.30)
The factor (ξ�/ξ)3 follows from mass conservation. The rates for bag breakup and shear
breakup are equal to τ−1b (Eq. 4.11) and τ−1s (Eq. 4.12), respectively. Consequently, the
breakup frequencies are determined by
νb(ξ) = H(ξ − ξc,b)
�
1−H(ξ − ξc,s)
� 1
Cτ,b
�
σ
ρc
ξ−3/2, (4.31)
νs(ξ) = H(ξ − ξc,s) 1
Cτ,s
�
ρc
ρd
Δuξ−1, (4.32)
where H denotes the Heaviside step function, taking into account the breakup limits given
in Section 4.4.2.1. The deﬁnition
ν(ξ)β(ξ|ξ�) = νb(ξ)βb(ξ|ξ�) + νs(ξ)βs(ξ|ξ�) (4.33)
and substitution into Eq. 4.27 yields the ﬁnal expression for Reitz-Diwakar breakup
Qc,k =
Nα�
α=1
H(ξα − ξc,b)wα ·
�
[1−H(ξα − ξc,s)] 1
Cτ,b
�
σ
ρc
ξk−3b,s ξ
3/2
α
+ H(ξα − ξc,s) 1
Cτ,s
�
ρc
ρd
ξk−3c,s ξ
k−1
α
�
. (4.34)
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This expression is validated in Section 5.3 by application to a quasi-zero-dimensional test
case in combination with EQMOM.
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5 Results and Discussion
5.1 Simulations of a Gasoline Spray
5.1.1 ECN Spray G
The Engine Combustion Network (ECN) is a collaboration among researchers in engine
combustion. It provides several reference sprays, one of which is Spray G that is numerically
studied in the next sections.
Spray G is a gasoline spray injected with a pressure of 200 bar through an eight-hole
nozzle. It is evaporating and non-reacting under the standard operating conditions (Spray
G1). The nominal operating parameters are given in Table 5.1. The nozzle geometry is
depicted in Figure 5.1.
Table 5.1: Nominal operating parameters of the ECN Spray G
Ambient gas temperature 300 ◦C (573 K)
Ambient gas density 3.5 kg/m3
Fuel Iso-octane
No. of nozzle holes 8
Injection pressure 20 MPa (200 bar)
Injected liquid mass 10 mg
Fuel temperature 363 K
Nozzle diameter 165 µm
Injection duration 780 µs
Figure 5.1: Speciﬁed nozzle geometry of the ECN Spray G [21].
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5.1.2 Eulerian-Lagrangian Simulation
With Spray G as a well-documented reference case, a numerical investigation was carried
out. A standard RANS approach was used to account for gas phase turbulence. That is,
the Eqs. 3.5 - 3.8 were solved numerically with an operator splitting based on the PISO
(Pressure-Implicit with Splitting of Operators) algorithm [39]. The related computational
mesh is depicted in Figure 5.2. It is reﬁned in all directions in the nozzle region. The
Lagrangian submodels that were employed are given in Table 5.2.
Table 5.2: Submodels applied to Lagrangian spray parcels
Drag Dynamic droplet drag
Evaporation Spalding mass transfer coeﬃcient and Ranz-Marshall correla-
tion
Heat transfer Ranz-Marshall correlation
Turbulent dispersion Stochastic dispersion with a Gaussian distribution [1]
Injection model Blob injection
Primary breakup KH-RT [72]
Secondary breakup KH-RT [72]
Figure 5.3 shows the penetration lengths of liquid and vapor deﬁned as the distance from
the nozzle along the vertical axis where the volume fraction (liquid) or mass fraction
(vapor) exceeds the threshold of 0.1 %. Both reproduce the experimentally determined
penetration reasonably well. The ﬂuctuations result from the post-processing method,
where the center of a cell exceeding the deﬁned threshold was taken as the penetration
length, without interpolation.
It should be noted that results of diﬀerent experimental studies for the liquid penetration
during the period after the end of injection vary signiﬁcantly [51], which is mainly caused
by diﬀerent methods of image processing rather than actual physics, and the thresholds
deﬁned in the context of optical measurements do presumably not correspond to 0.1 %
volume fraction. Hence, detailed comparisons in the very dilute spray region can be
considered meaningless.
5.1.3 ODT-LPT Simulation
Another numerical study was conducted on Spray G, using the ODT model for primary
atomization. The results of the ODT simulation in terms of the local jet diameter, local
drop size distributions and velocities were utilized to predeﬁne the primary breakup in
an Eulerian-Lagrangian simulation. Except for the ODT primary breakup model, the
numerical setup was similar to the one presented in the previous section, though only a
single spray plume was considered, i.e. the domain was only a 45-degrees sector of the
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Figure 5.2: Computational grid for the Eulerian-Lagrangian simulation of Spray G
Figure 5.3: Spray penetration lengths from Eulerian-Lagrangian simulation compared
with experimental data of Manin et al. [51]
cylinder. A more detailed description of the coupling method and the numerical setup is
given in Publication I.
Figure 5.4 shows a visualization of the Lagrangian particles forming the spray plume.
It illustrates how small droplets, of which the properties were determined by the ODT
simulations, separate from the liquid core that is represented by large particles in the
Euler-Lagrange simulation.
The penetration lengths of liquid and vapor, deﬁned as stated in the previous section,
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Figure 5.4: Visualization of the spray plume from a ODT-LPT simulation
Figure 5.5: Spray penetration lengths from ODT-LPT simulation compared with the
experimental data of Manin et al. [51]
are depicted in Figure 5.5. The results indicate that the ODT model may serve as a
suitable alternative that requires less tuning compared to conventional Lagrangian primary
breakup models such as the KH-RT/blob model. However, additional modeling eﬀorts are
required to adjust the ODT model to transient jet development. The limitation of ODT
to statistically stationary jets becomes apparent particularly in the vapor penetration
during the initial transient injection phase. More results and discussions can be found in
Publication I.
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5.2 One-Dimensional QBMM Validation
In this section, results of coupled EQMOM-CFD simulations with a relatively simple
numerical setup are presented and discussed. The investigated case is the injection of
droplets into a hot surrounding gas, considering a one-dimensional motion, heating and
evaporation. The conditions in terms of temperatures, pressure and the type of fuel are
identical to the Spray G conditions. The setup is schematically illustrated in Figure 5.6.
The initial distribution was chosen to be of a Rosin-Rammler shape, which is a typical
distribution in fuel sprays. The volume-based probability density function (PDF) is
deﬁned as
f(ξ) = θ
ξ
�
ξ
ξ
�θ−1
e−(ξ/ξ)
θ
, (5.1)
where the parameters were chosen to be θ = 2.1 and ξ = 50 µm. In the reference
simulation, a high-resolution LPT simulation, particles that are injected with a frequency
of 106 s−1 are sampled from the given distribution. This number was determined in a
pre-investigation on the convergence of LPT results with respect to the parcel injection
frequency. The moments for the EQMOM computation were obtained by numerical
integration, as Eq. 5.1 transformed to a number basis is not analytically integrable.
Injection occurs through a moment ﬂux across the inlet boundary.
A univariate EQMOM with two KDFs and four second quadrature nodes per KDF was
employed, i.e. the only internal coordinate is the diameter ξ = d. The drop velocity,
which is equivalent to the advection velocity in the moment equations, as well as the drop
temperature are only accounted for in terms of mean values. For that purpose, additional
transport equations for drop velocity and temperature are solved.
Inﬂow Outﬂow
5 m/s
x
50 m/s
4 g/s
Figure 5.6: Schematic illustration of the case setup
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Figure 5.7: Comparison of an EQMOM simulation with an Eulerian-Lagrangian simu-
lation in terms of moments up to the third order. The solid lines represent the Lagrangian
simulation, the dotted line EQMOM with a ﬁrst-order advection scheme and the dashed
line EQMOM with a second-order advection scheme.
The moments up to third order are shown in Figure 5.7, where the solid lines represent
the reference results from the LPT simulation. The dotted and dashed lines represent the
moments from EQMOM-CFD simulations with a ﬁrst-order and second-order discretization
of the moment advection in physical space, respectively. They agree relatively well with
the reference solution. The ﬁrst-order scheme however fails to capture the peak at the
spray front. Since the peak does not change considerably over time, the diﬀerences are
most likely attributed to the steep moment gradient at the start of injection where higher-
order schemes are particularly advantageous. A temporal second-order discretization and
second-order advection in phase space were also applied in additional calculations but did
not exhibit any similar eﬀects.
The changes in iso-octane vapor mass fraction, gas temperature and gas velocity are
depicted in Figure 5.8. The overall agreement is satisfactory, particularly for mixture
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Figure 5.8: Gas phase properties from EQMOM simulations compared to a LPT simula-
tion. The solid lines represent the Lagrangian simulation, the dotted line EQMOM with a
ﬁrst-order advection scheme and the dashed line EQMOM with a second-order advection
scheme.
fraction and temperature. For the mixture fraction, this can be explained by the direct
dependence of mass transfer on the internal coordinate. With regard to the temperature,
the droplet heating under the given Spray G conditions up to a steady evaporation
temperature occurs fast with the result that the size-dependence is negligible. The
dependence of momentum transfer on particle size though is stronger, since the relaxation
times are not as short. Therefore, the velocity ﬁeld is noticably aﬀected by the mean-
velocity approach. Interestingly, the second-order advection has only a minor positive
eﬀect on accuracy in all cases. The relatively large deviation of all ﬁelds during the early
53
injection phase indicates that QBMM require some sort of special boundary treatment
for spray modeling. Moreover, the transport of mean droplet temperatures is probably
suﬃcient under typical conditions of evaporating sprays, whereas the droplet velocity
components should be considered as additional internal coordinates in the PBE.
5.3 Secondary Atomization with QBMM
In this section, simulation results of secondary atomization with QBMM and the com-
parison with Lagrangian models are discussed. Investigations are carried out on zero-
dimensional cases with constant gas properties. The model of Reitz and Diwakar, which
was described in Section 4.4.2.1 and formulated for QBMM in Section 4.4.3, was employed
as the atomization model. Additionally, a modiﬁed Lagrangian Reitz-Diwakar model
was implemented, generating child parcels in each time step instead of applying the rate
equation (Eq. 4.15). Therefore, the results of the modiﬁed Lagrangian model can serve as
a reference solution for QBMM. It should be noted that this approach is not suitable for
spray simulations due to prohibitive numerical costs.
For the isolated validation of both the bag breakup (Case 1 ) and the shear breakup
(Case 2 ) regime, monodisperse populations were studied ﬁrst. The conditions were chosen
appropriately corresponding to the studied breakup regime. A summary of the population
types, breakup modes, characteristic dimensionless quantities and the EQMOM setup for
each test case is given in Table 5.3. For the polydisperse population, a Beta distribution
was chosen. The PDF is deﬁned as
Beta(ξ;α,β) = 1B(α,β)ξ
α−1(1− ξ)β−1, (5.2)
where B(α,β) denotes the beta function. While the standard Lagrangian simulation was
initialized by sampling 1000 particles from the given distribution, the simulation with
the modiﬁed model was started with eight parcels located at the quadrature nodes of
the distribution in order to ensure the accuracy of the initial moment set for the sake of
comparability. The EQMOM calculation was initialized with the exact ﬁrst 2Nα moments
from Eq. 5.2.
The moments up to fourth order computed in Case 1 are shown in Figure 5.9. Naturally,
the third moment remains constant due to the conservation of mass. No larger deviations
can be identiﬁed. However, it is evident that the droplet population is hardly aﬀected by
atomization using the Reitz-Diwakar model under the studied conditions. Considering the
zeroth moment, it becomes apparent that the total number of droplets is only multiplied
by ≈1.25. This suggests that the Reitz-Diwakar model may not be suitable in the bag
breakup regime. In this context, it is worth mentioning that the prioritization of shear
breakup, when the conditions for both breakup modes are satisﬁed, considerably reduces
the range of Weber and Reynolds numbers where bag breakup can occur.
Figure 5.10 illustrates the resulting moments in Case 2. The solution of the QBMM
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Table 5.3: Summary of the test cases for secondary atomization
Case 1 Case 2 Case 3
Droplet population Monodisperse Monodisperse Beta(2, 5)
Breakup mode Bag breakup Shear breakup Mixed
Weber number 13 192 0.5 - 305
Reynolds number 465 2005 6 - 3177
Ohnesorge number 0.02 0.02 0.02 - 0.38
Beta KDF Beta KDF Beta KDF
EQMOM setup Nα = 2 Nα = 2 Nα = 2, Nα = 3
Nα,β = 10 Nα,β = 10 Nα,β = 10
Figure 5.9: Moments from secondary atomization simulations, Case 1.
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Figure 5.10: Moments from secondary atomization simulations, Case 2.
simulation agrees well with the Lagrangian reference solution with no visible diﬀerence.
The virtually exact agreement is explicable by the Reitz-Diwakar model formulation:
Since the fragment size in the shear breakup regime is only determined by the Weber
and Reynolds number, the droplets of a monodisperse population can disintegrate into
product droplets of only a single size. That is, at constant ﬂow conditions the overall
size distribution is merely the sum of two Dirac Delta functions located at the parent
drop size and the ﬁxed daughter drop size. Thus, the approximation of the NDF with
Nα = 2 ﬁrst quadrature nodes is accurate. The standard Lagrangian model however
deviates considerably, since no variance is introduced due to the diameter rate equation.
In other words, a monodisperse system remains monodisperse despite the presence of
fragmentation processes.
As discussed above, an accurate solution in case of a monodisperse population originates
from the model formulation in combination with a two-node quadrature approximation.
Figure 5.11 shows the results of Case 3, where the initial droplet population was poly-
disperse. In contrast to Case 1 and Case 2, the results exhibit visible diﬀerences as
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Figure 5.11: Moments from secondary atomization simulations, Case 3.
expected. Raising the number of ﬁrst quadrature nodes to Nα = 3 has only a minor eﬀect
on accuracy. The overall agreement with the reference solution is reasonable in both
cases, but further investigation is necessary to evaluate the eﬀects on the gas phase prop-
erties, e.g. mixture fraction by evaporation. Similar to the cases above, the Lagrangian
standard model also exhibits signiﬁcant deviations when the population is polydisperse.
The terminal mean diameters agree with the modiﬁed Lagrangian model and EQMOM,
which is not surprising considering the steady-state ﬂow conditions. This is illustrated
in Figure 5.12 in terms of the number-mean diameter d10 = c1/c0 and the Sauter mean
diameter d32 = c3/c2 which is an important characteristic property in sprays.
To conclude, the results of simulations of secondary breakup show that the QBMM
formulation gives the expected results compared with a Lagrangian reference solution.
However, further studies need to be conducted to quantify the eﬀects of small deviations
on the droplet-gas interaction and mixture formation. Moreover, the derivation for
multivariate PBEs is necessary to advance QBMM towards the application to sprays of
practical relevance. A substantial advantage of the QBMM formulation over Lagrangian
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Figure 5.12: Mean diameters from secondary atomization simulations, Case 3.
models is that the daughter size distribution is not restricted by computational costs.
That allows the development of more sophisticated models, which is also a subject of
future research.
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6 Conclusions and Future Work
The study of multiphase ﬂows is of paramount importance to understand common physical
phenomena occurring in nature and technology. Dispersed multiphase ﬂows are a spciﬁc
type where one phase is present in the form of ﬁne particles. A well-known technical
application that highlights the signiﬁcance of such ﬂows is a spray, which refers to a
system of ﬁne liquid droplets, evolving in and interacting with a continuous gas phase.
In propulsion systems involving the combustion of liquid fuels, the spray formation has
signiﬁcant eﬀects on eﬃciency and the emission of pollutants. Besides theoretical analysis
and experimental techniques, numerical modeling has gained increasing attention as a
consequence of the rapidly increased availability of computational power over the past few
decades. Numerical models can serve as a valuable tool to gain understanding of physical
phenomena and predict their outcome. That knowledge can be utilezed to optimize spray
systems. For that purpose however, predictive and computationally eﬃcient models for
dispersed multiphase ﬂows are crucial.
The main objective of this thesis was the investigation of numerical modeling approaches
for sprays. After providing the general mathematical description of dispersed multiphase
systems in terms of the continuous phase and the dispersed phase, the focus was on
representations of particulate systems, more precisely population balance equations
and methods to approximate their solutions. Besides Lagrangian methods, a family
of population balance models exploiting integral properties of local distributions, the
so-called quadrature-based moment methods (QBMM), were a central subject of this
thesis.
Moreover, physical aspects of sprays and their treatment with computational methods
were discussed. In general, the physical processes taking place in a spray system can
be identiﬁed as the internal nozzle ﬂow potentially including cavitation, breakup of the
continuous liquid jet exiting the nozzle (primary atomization), breakup of the formed
strucures into smaller droplets (secondary atomization) and droplet vaporization. Here, a
particular focus was on primary and secondary atomization. After a discussion of the
mechanisms causing the diﬀerent types of atomization, some computational models were
presented, namely the one-dimensional turbulence (ODT) model and Lagrangian models
for primary atomization as well as Lagrangian secondary breakup models, one of which
was also formulated for the application with QBMM.
The described models were utilized in numerical studies of sprays as well as less complex
conﬁgurations for the validation of QBMM-related models. First, an investigation of a
full gasoline spray, namely the Engine Combustion Network’s Spray G, was carried out.
Using only standard Eulerian-Lagrangian methods, the simulation can serve as a reference
for other methods. The same spray was studied employing the ODT primary breakup
model in conjunction with a standard Lagrangian particle tracking. The simulation gave
overall promising results but clearly revealed limitations of the ODT model with respect
to transient jet development, which requires further modeling eﬀorts.
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Relatively simple ﬂow conﬁgurations were studied with QBMM in order to validate the
methods and advance towards more complex simulations. The ﬁrst investigation that was
part of this work was carried out on a droplet population in a one-dimensional ﬂow ﬁeld.
The reference solution was obtained from a highly-resolved Lagrangian simulation. The
overall agreement was satisfactory. However, the result suggest that special numerical
methods must be applied to the spray inﬂow boundary, where high gradients are present.
The results also indicated that more complex, higher-dimensional methods should be used
to accurately capture momentum transfer from droplets to the gas. These are subjects of
future studies.
The second numerical study with QBMM was concentrated on secondary atomization ap-
plied to a zero-dimensional setup. The reference solution was obtained from a computation
using a modiﬁed Lagrangian model, which is not applicable to real spray systems due to
prohibitive numerical costs. The solution was also compared to the Lagrangian standard
model. The QBMM simulation matched the reference solution well. The comparison to
the standard model highlighted advantages resulting from the fundamental diﬀerence
between the Eulerian QBMM and Lagrangian approaches, especially the possibility of
more physical models for fragment size distributions. The development of advanced
secondary atomization models suited for QBMM is ongoing research.
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