Abstract. Geometry processing applications frequently rely on octree structures, since they provide simple and efficient hierarchies for discrete data. However, octrees do not guarantee direct continuous interpolation of this data inside its nodes. This motivates the use of the octree's dual structure, which is one of the simplest continuous hierarchical structures. With the emergence of pointerless representations, with their ability to reduce memory footprint and adapt to parallel architectures, the generation of duals of pointerless octrees becomes a natural challenge. This work proposes strategies for dual generation of static or dynamic pointerless octrees. Experimentally, those methods enjoy the memory reduction of pointerless representations and speed up the execution by several factors compared to the usual recursive generation.
Introduction
Hierarchical structures are widely used to store discrete geometrical data. In particular, regular hierarchies like octrees [13] are fundamental ingredients in several geometry processing applications. However, octrees are discontinuous structures, in the sense that information in a refined node may not be directly accessible to a neighbor node. Defining data interpolation inside each node is thus not always continuous. This discontinuity makes the use of octree very delicate for certain applications [20, 17] , such as adaptive extraction of isosurface [11] . A simple solution that preserves the simplicity and regularity of octrees but remains continuous is the octree dual, which is already widely used [7, 15, 12, 16] . This work introduces fast algorithms for the generation of dual octrees.
The regularity of the octree, subdividing in the middle independently of the data, reduces the adaptability of the structure, but it provides several advantages in terms of ease of use and performance. Classical representations of octrees use pointers, which leads to large memory footprint and random memory access during traversal. This is particularly inefficient, but can be avoided if using pointerless representations [4, 13] . Such representations associate to each node of the octree a unique key [10, 19] , and the traversal operations resume to key manipulations that can be performed in local memory [14, 5, 2] . This work proposes to generate the dual of an octree using such key manipulations, enjoying the reduced memory footprint of pointerless representations and improving the execution time by several factors.
propose simple key manipulations on dilated integers [18] to efficiently represent the vertices of the octree, and an optimized search to retrieve the dual volumes from those vertices. Those methods accelerate the dual generation by an average factor above 3, as shown in the experiments of Section 5.
For the sake of clarity, the figures of this work represent quadtrees, while the text and the algorithms refer to the 3D case. All the results naturally generalize to any dimension. The notation abc means the cyclic repetition abcabcabc . . . .
Octrees and their Representations
An octree [13] is a hierarchical data structure based on recursive decomposition of an initial cube in 3D, where each node of the hierarchy represents a part of the initial cube as follows. The root node of an octree represents the whole cube. Each node may be subdivided, generating eight children, each of which represents one octant (see Figure 1) . Usually, a piece of data is associated only to the unsubdivided nodes, called leaves. The depth of a node n is the number of divisions between the root and n. Classical octree structures. The two most common representations of octrees use pointers to represent the subdivisions hierarchy. The first one relies on an exhaustive tree representation (see Figure 2 (top)): each node has eight pointers, one for each of its children, and a reference to the associated data. The second one, called sibling/child representation, stores for each node a pointer to its first child and to the next child of its parent, and a reference to the data.
Besides, some implementations add pointers to the parent to accelerate bottom-up traversals. Observe that the second option uses a fourth of the memory (2 pointers per node, instead of 8), but requires in average 4.5 more pointer dereferencing to access a given node. Hashed octree. Another type of octree representation, more compact, replaces pointers by index manipulation. The nodes are then stored in a hash table, which allows direct access to any node (see Figure 2 (bottom)). This representation assigns to each node a key, which is used to identify it and to compute its address in the hash table. This key may represent the position of the node in the subdivision hierarchy or the geometry of the associated cube. In efficient schemes, the key cumulates both significations (see Figure 3 ). This allows at the same time to identify the children of a node by the octant orientation for traversal algorithms, and to access a node directly from its position, for search procedures [2] . Morton codes. There are several efficient definitions of such keys [19] , the most usual being Morton codes [10] . The Morton key k n of a node n can be generated either recursively from the octree hierarchy or from the geometry of the associated cube.
Following the first approach, the key of the root is 1, and the key of a child of n is the concatenation of k n with the 3 bits coding the octant of the child (see Figure 3) . The depth of n is then l = 1 3 log 2 (k n ) and the key of the parent of n is obtained by removing the 3 last bits of k n : k n 3. The key k n can also be generated from the depth l of n and the position (x, y, z) of its center: assuming that the root is the unit cube [0, 1] 3 , the side of the cube associated to n is 2 −l and the key k n is computed by interleaving the bits of x, y and z: if x = 0.x 1 x 2 . . . x M , y = 0.y 1 y 2 . . . y M and z = 0.z 1 z 2 . . . z M , then k n = 1z 1 y 1 x 1 z 2 y 2 x 2 . . . z l y l x l (see Figures 1 and 4) . This interleaving can be accelerated using dilated integer operations [14, 18] . Morton hashing. The usual hash function for Morton keys assigns to a node n the b last bits of its key: Figure 2 ), in the sense that its entries are regularly distributed, especially when the octree is unbalanced. To obtain good hashing performances, b must be big enough to avoid hash collisions, which may require large amount of continuous memory, although the amount of memory actually used is always less than for pointer representation.
Octree Duals
The definition of the dual of an octree follows the notion of Poincaré duality for cell complexes [6] . In the 2D case, the dual can be obtained informally by creating dual vertices at the center of each leaf of the quadtree, and drawing a dual edge between vertices of adjacent leaves, i.e. leaves of the quadtree sharing an edge (see Figure 5 ).
More formally, the cell complex is associated to the last level of the octree, where the 3-dimensional cells are the cubes associated to the leaves of the octree. The cells of dimension 2, 1 and 0 are respectively the faces, edges and vertices of those leaf cubes. The dual is the cell complex whose cells of dimension c are in bijection to cells of dimension 3 − c of the octree. In particular, leaf cubes of the octree are identified to vertices of the dual, and vertices of those cubes in the interior of the octree are identified to volumes (3-cells) of the dual.
The adjacency in the dual is defined as follow. If a c-cell e of the octree has (primal) cells v 1 and v 2 as faces, then the dual cells identified with v 1 and v 2 are adjacent in the dual complex, sharing the dual cell identified with e. In particular, the dual vertices identified with adjacent leaves of the octree are linked by a dual edge. Frequently, the volumes associated to vertices on the boundary of the octree are discarded [12, 16, 9] . The dual volumes are frequently represented by eight octree leaves (i.e. dual vertices), although some of those leaves may be repeated. This redundancy is useful in applications such as Dual Marching Cubes [15] since it allows handling dual volumes as combinatorial cubes, although their geometry may differ.
Recursive generation. The usual computation of dual octrees requires a recursive implementation [7, 15] , returning each dual cell by its dual vertices, or equivalently the associated octree leaves. The recursion starts with the root of the octree, which corresponds to a single dual vertex. A recursive function is implemented for each kind of dual cell, namely dual vertex / primal cube cubeProc(n 0 ), dual edge / primal face faceProc(n 0 , n 1 ), dual face / primal edge edgeProc(n 0 , n 1 , n 2 , n 3 ) and dual volume / primal vertex vertProc(n 0 , . . . , n 7 ). Those functions stop when all of their arguments are leaf nodes. They recurse when some of its arguments are not leaves, and call the functions corresponding to all the dual cells created by subdividing those nodes. The dual volumes are returned only from vertProc. In the 2D case, the creation of the quadtree dual use three functions represented in Figure 7 , and their use is illustrated in Figure 6 .
Observe that this algorithm calls one of the recursive function once for each cell it traverses, i.e. once for all the cells of all the levels of the octree. Its complexity is therefore linear. Our proposal is also linear, but its complexity is proportional only to the number of vertices of the leaves of the octree, which is around nine times less. Volume octree. Recently, León et al. [9] proposed to store extra information within the octree leaves to accelerate the dual generation. More precisely, they assign each dual cell to one of its dual vertex, i.e. a leaf node. Each octree node has eight extra bits to mark if it is responsible for each of the eight possible primal vertices (see Figure 8 ). This assignment is done in a two-passes traversal of the octree. Then, the dual extraction traverses the octree and for each leaf, processes the leaf vertices assigned to it by searching for the eight possible adjacent leaves. It returns the dual cell as the eight search results (see Figure 9 ). Our proposal also builds the dual cells from the octree vertices. However, it optimizes the final search, simplifies the assignment and is able to avoid the preprocessing and the extra memory used for it. 
Optimized Dual Generation
The use of keys and hash table to represent octrees allows bypassing the hierarchic traversal. We propose here a scheme to enjoy this aspect in the dual generation with two different strategies. The first one uses Morton-like codes to represent the vertices of the octree, permitting to store all the octree vertices at preprocessing and efficiently search for the dual vertices from the Morton-like codes. It suits for applications where the octree is static, factoring on the preprocessing time. The second strategy avoids the extra storage of the octree vertices, but with a small execution overhead. It suits for dynamic octrees. Both strategies support parallel implementations.
(a) Static strategy
This strategy consists in a preprocessing step, required only when the octree structure is modified, which generates a code for each leaf's vertex; and a dual traversal step which generates the dual volumes by fast local searches (see Algorithms 1 and 2).
The preprocessing step traverses all the octree leaves stored in the hash table, and generates Morton-like codes for all the vertices of those leaves that are in the interior of the octree. Those codes are stored in an auxiliary hash table aux, together with the depth of the leaf. When two leaves share a vertex, the deepest depth is retained. The structure of those Morton-like codes is described in the next paragraph. Those codes can be computed efficiently from the Morton key of the leaf, as described in the subsequent paragraph. The dual traversal step then reads the auxiliary hash table and, for each dual vertex / leaf depth pair, searches for the eight octree leaves associated to that vertex. Since the depth of the deepest leaf is known, the search can be optimized further than generic optimized searches [2] . 
and removing the vertices on the boundary. Since those are binary positions, they can be represented directly by Morton codes, using the geometric key generation (see Algorithm leaf2vert). On the contrary to octree nodes, which have a depth limiting the key size, the leaves' vertices have no specific depth associated to them. Therefore, their codes must be generated at the maximal depth instead of 1 3 log 2 (k n ) . This requires adjusting the hashing of the auxiliary hash table, as detailed at the end of this subsection. The codes for the vertices of Figure 5 are given in Table 1 .
Algorithm leaf2vert: Morton codes for vertices (slow)
in : The Morton key k of the leaf out :
The eight codes for its vertices The eight codes for its vertices The eight codes of the adjacent leaves
Optimized search for dual volume. The auxiliary hash table stores a code of a vertex v together with the depth l of the deepest adjacent leaf. Using Algorithm vert2leaf opt , the Morton keys k i of the eight adjacent nodes of depth l are computed. The dual vertices (i.e. octree leaves) of the dual volume associated to v is then retrieved performing a search in the hash octree with those codes (see Figure 9 ). Observe that dual vertices may be repeated, which is the desired representation of dual volumes as combinatorial cubes.
The search in hash octrees from a Morton key k i looks for leaves at, below and above the depth of k i until the hash table lookup returns a leaf. However, since we know the depth l of the deepest adjacent leaf, we do not need to search deeper than l (see Algorithm 2, lines 4,5).
Moreover, we guarantee that at least one of the hash table lookup search will return a leaf at the first try, and 2.37 searches at least return immediatly (8 for the central vertex of the father of a leaf, at least 4 for its 6 faces centers, at least 2 for its 12 edges centers and at least one for its 8 vertices). The other searches have an (improbable) worst-case complexity of l, but constant in practice (see Section 5) . This leads to a total complexity of the dual generation of less than 200 bit operations per leaf and one auxiliary hash table access for the preprocessing, and less than 100 bit operations per dual volume plus the search accesses for the traversal.
Combinatorial cube retrieval. From the outputs of Algorithm 2, the combinatorial cube representing the dual volume has vertices keys[0] . . . keys [7] , where the indexes written in binary are the unit cubes' coordinates. Hash function for the leaf vertices. The auxiliary hash table access may thus be crucial for good performance of the preprocessing. As we mentioned earlier, the least significant bits of Morton keys for octree nodes are good hash functions. However, since the vertex codes must always be generated at the maximal depth, most of the vertex codes end with a sequence of 0. Using the least significant bits for hashing would induce a huge collision in the auxiliary hash table. Therefore, we use here bits starting from the median depth of the octree. This maintains the spirit of Morton hashing by using the least significant bits, but avoid incorporating the final sequence of 0 for at least half of the leaf vertices. Since we know the octree statistics before the preprocessing step, this is easily implemented.
(b) Dynamic strategy
The above strategy processes each leaf vertex exactly once, but this requires storing all the vertices, leading to more memory operations. This extra preprocessing cost is amortized if building several times the dual without modifying the octree. However, some applications such as view-dependent isosurface generation constantly adapt the octree before the dual generation. Moreover, the extra memory cost of the auxiliary hash table may be prohibitive for very large data.
We propose here a dynamic dual generation that avoids the vertex generation as preprocessing (see Algorithm 3 and Figure 10 ). Since an interior vertex is always shared by several leaves, the main difficulty is to guarantee that each vertex is processed only once. We thus define a one-to-one mapping from the vertices to the leaves. This would correspond (left) The codes of the vertices of kn are computed: lv = 2, v codes = {i, j, k, l} (see Table 1 ). (center) Processing vertex i: the Morton keys of the nodes of level lv = 2 adjacent to vertex i are computed: keys = {11100 = kn, 11001, 10110, 10011}. The first key 11100 is kn itself, and is thus skipped (line 6). The second key 11001 is not a leaf (test of line 8), so vertex i will not be processed from leaf kn: indeed it has been processed from leaf 1001111. (right) Processing vertex j: the Morton keys of the nodes of level lv = 2 adjacent to vertex j are computed: keys = {11101, 11100 = kn, 10111, 10110}. The first key has the same level as kn, leading to a tie with kn. Since kn appears before in the order around j (test of line 9), vertex j will be processed from kn. The second key is skipped since it is kn itself (line 6). The third and last keys do not correspond to existing nodes (they do not appear in the hashtable of Figure 2 ), so the algorithm skips those keys (test of line 7). The two other vertices are similar to j.
to the assignment defined in the volume octree structure of León et al. [9] , with the difference that it is defined here systematically and online, allowing for a one-pass dual generation without preprocessing. The mapping associates a vertex to the deepest adjacent leaf. More precisely, for each leaf k, the eight codes v i of its vertices are generated. For each vertex, the eight keys of the adjacent nodes n j , i.e. neighbors of k in the direction of v i , are computed. If k is deeper than all the adjacent nodes n j , then it is associated to v i (lines 7,8 of Algorithm 3). In case of tie, i.e. if k and n j have same depth, we choose the first one in Morton order around the vertex. We can observe from Algorithms leaf2vert opt and vert2leaf opt that k is always generated as the i-th node adjacent to v i , since the first algorithm adds i while the seconds subtracts i. This observation leads to a simple test to avoid checking k against itself (line 6 of Algorithm 3), and to resolve ties (line 9).
The resulting association is the one actually illustrated in Figure 8 , although the volume octree structure assignment may be different. Observe that this strategy does not use any extra memory, and performs only a few more memory accesses per leaf than the static approach (tests of lines 7 and 8 of Algorithm 3 can be done with the same access). // neighbor is deeper than leaf: skip vertex since it will be processed by that neighbor 
Experiments
We experimented on random octrees and octrees adapted to isosurfaces, on a 3GHz MacPro with 18GB of RAM. Table 2 ).
Random octrees. We first tested on random octrees, with different maximal levels M and Bernouilli probabilities p for a node to be subdivided. We compared the execution time and memory consumption of our static and dynamic strategies with the usual recursive implementation on pointer and pointerless octrees (see Table 2 and Figure 11 ). The average gain in memory consumption of the pointerless representations is a factor 3x, which is preserved in the dynamic strategy. For the static strategy, the extra memory of the auxiliary hashtable reduces this average memory gain to a factor 1.5x. Both the static and dynamic strategies speeds up the execution by an average factor above 3.3x on the recursive implementation with hashtable, and above 7.3x over the recursive algorithm with the octree representation with eight pointers per node. Note that this includes the preprocessing time for the static strategy, which represents 53% of the total execution time. This means that, for the second and further runs on the same octree, the gain of the static strategy is doubled.
Octrees adapted to isosurface. We compared the gain of our dynamic dual generation over the recursive generation on the total time of an isosurface extraction application. We experimented on Dual Marching Cubes [15] using robust adaptation [12] . We generated results from 24 different implicit functions in the unit cube, refined to maximal depth 9 and with curvature threshold 0.6 (see Table 3 and Figure 12 ). Since the timings include the octree adaptation and Marching Cubes calls on the dual volumes, the total gain is in average 30%, and 64% if we weight by the number of nodes. The two methods compared use hashtables with the same parameters, leading to the same memory consumption. Figure 12 : Total execution time of robust DMC, in seconds, versus the number of octree nodes, in millions (see Table 3 ).
Limitation. We can observe on Table 2 that the gain obtained by the proposed algorithms varies brutally when the number of bits b used for the hashing function is changed to
Conclusions
In this work, we introduced efficient algorithms for dual generation of pointerless octrees. We proposed two strategies, one using a preprocessing, which requires an extra hashtable, doubling the memory, but achieving, after preprocessing, and average speedup of factor 7x compared to pointerless representation and 15x compared to the usual pointer representation. The second strategy does not require preprocessing nor extra memory, and achieves an average speedup of a factor above 3x compared to pointerless representation, and almost 8x compared to pointer octrees.
