In earlier work, it was established that for any finite field k, the free associative k-algebra on one generator x, denoted by k[x]0, had infinitely many maximal T -spaces, but exactly two maximal T -ideals (each of which is a maximal T -space). However, aside from these two T -ideals, no examples of maximal T -spaces of k[x]0 have been identified. This paper presents, for each finite field k, an infinite sequence of proper T -spaces of k[x]0 (no one of which is a T -ideal), each of finite codimension, and for each one, both a linear basis for the T -space itself and a linear basis for a complementary linear subspace are provided. Morever, it is proven that the first T -space in the sequence is a maximal T -space of k[x]0, thereby providing the first example of a maximal T -space of k[x]0 that is not a maximal T -ideal.
Introduction
Let k be a field, and let A be an associative k-algebra. A. V. Grishin introduced the concept of a T -space of A ( [3] , [4] ); namely, a linear subspace of A that is invariant under the natural action of the transformation monoid T of all kalgebra endomorphisms of A. A T -space of A that is also an ideal of A is called a T -ideal of A. For any H ⊆ A, the smallest T -space of A containing H shall be denoted by H S , while the smallest T -ideal of A that contains H shall be denoted by H T . The set of all T -spaces of A forms a lattice under the inclusion ordering.
We shall let k X 0 denote the free associative k-algebra on a set X. Our interest in this paper shall be the study of the maximal elements in the lattice L(k X 0 ) for X any nonempty set. It was shown in [1] that if k is infinite, then the unique maximal T -ideal of k X 0 (more precisely, there is a maximum T -ideal) is also the unique maximal T -space, while the story for k finite was strikingly different. It turned out that when k is finite, there are two maximal T -ideals, each of which is a also a maximal T -space, but now there are infinitely many maximal T -spaces of k X 0 . This was established by showing that there is a natural bijection between the sets of maximal T -spaces of k X 0 and of k[x] 0 , and then proving the result for k[x] 0 .
While the approach taken in [1] treated the cases p > 2 and p = 2 separately, in each case an infinite family of T -spaces was constructed with the property that no maximal T -space of k[x] 0 could contain more than one of the constructed T -spaces. It was not proven in [1] that any of the constructed T -spaces was in fact maximal, and it has turned out that the maximal T -spaces of k[x] 0 (other than the maximum T -ideal) are elusive creatures.
Our objective in this paper is to present, for any finite field k, another infinite sequence of T -spaces of k[x] 0 with the hope that each member of the sequence is maximal. Each of these T -spaces has finite codimension, and for each of these T -spaces, we are able to provide both a linear basis for the T -space and a linear basis for a complementary linear subspace of k[x] 0 . Moreover, we shall prove that the first T -space in the sequence is maximal.
Throughout the paper, k shall denote an arbitrary field of order q and characteristic p ≥ 2.
Let X be any nonempty set. In k X 0 , if |X| = 1, let T (2) = { 0 }, and Z X = { x 2 } T , where X = { x }, otherwise let x, y ∈ X with x = y and set
, and Z X = { xy } T . For any x ∈ X, let W = T (2) +{ x−x q } T X . For any finite field k, and any nonempty set X, Z and W are maximal T -ideals of k X 0 , and these are the only maximal T -ideals of k X 0 . It was established in [1] that each is a maximal T -space of k X 0 . As well, it was established that for x ∈ X, the map π : L(k X 0 ) → L(k[x] 0 ) that is determined by sending each y ∈ X to x induces a bijection from the set of maximal Tspaces of k X 0 onto the set of maximal T -spaces of k[x] 0 . This established that every maximal T -space of k X 0 is uniquely determined by its one-variable polynomials.
The following notion will be of fundamental importance in our work. Recall that k is a finite field of order q. For monomials u i ∈ k X 0 and α i ∈ k, 1 ≤ i ≤ t, f = t i=1 α i u i shall be said to be q-homogeneous if for each x ∈ X and each i, j with 1
Definition 2.1. Let X be a nonempty set, and let x ∈ X. For each n ≥ 1, let W n (X) denote the T -space of k X 0 that is generated by x + x q n and x
. . , x m }, we shall write W n (x 1 , x 2 , . . . , x m ) and U n (x 1 , x 2 , . . . , x m ) for W n (X) and U n (X), respectively. Finally, if X = { x }, we shall simply write W n and U n for W n (X) and U n (X), respectively.
There is a very important observation that we may make about U n that will have interesting applications in the work to come.
Proof. It suffices to prove the result for u = x i , i ≥ 1. If i = 1, the result follows from the definition of U n . Suppose that i ≥ 2. Then x
Lemma 2.2. Let n ≥ 1. Then for any u, v ∈ k X 0 , uv
Proof. For any u, v ∈ k X 0 , we have (u + v)
As uv + (uv) q n ∈ W n (X) by definition, and by Lemma 2.2, uv
In the proof of the preceding lemma, we showed that (u + u
We can say more in this regard. For any u, v ∈ k X 0 , we have
As well, u(v
We now explore more carefully the case when X = { x }, in which case
Proof. For any α, β ∈ k and v, w ∈ k[x] 0 , (αv + βw)
0 and α 1 , . . . , α t ∈ k. By the above observation, we may assume that each u i is a monomial; that is, we may assume that u has the form u = 
j ∈ U n for each j ≥ 1, and so it follows that the set { (x q 2n − x)x i | i ≥ 0 } is a spanning set for U n . The linear independence is immediate since no two polynomials in the set have the same degree.
The set { (x q 2n −x)x i | i ≥ 0 } contains exactly one polynomial of each degree greater than or equal to q 2n , and so the dimension of k[x] 0 /U n as a k-vector space is q 2n − 1. Note that if 1 ≤ m ≤ q 2n − 1, then by the division theorem, there exist unique integers t and r with m = tq n + r and 0 ≤ r < q n . Since n ≤ q 2n − 1, we have tq n + r ≤ q 2n − 1, so t ≤ q n − (r + 1)/q n ≤ q n − 1/q n . Since t is an integer, it follows that t ≤ q n − 1, so we have 0 ≤ t, r ≤ q b − 1 and not both t and r can be 0. The uniqueness of t and r establishes that no two polynomials in the set
have the same degree, which establishes the following fact.
Lemma 2.5. The set
Definition 2.2. For each n ≥ 1, and i, j with 0 ≤ i, j < q n and i = j, let
and let V n denote the linear span of
It follows from Lemma 2.5 that the dimension of V n (as a k-vector space) is q n 2 + q n − 1. Furthermore, we note that if 0 ≤ j < i < q n , then the degree of
Furthermore, as the elements of E n have degree at most q n (q
, and the expression (uv
} is a linear basis for W n . It suffices therefore to prove that for each i > 0, there exists i 1 with q
, and for each j with i > j ≥ 0, there exist i 1 , j 1 with q n > i 1 ≥ j 1 ≥ 0 and
This we do by induction on i ≥ 1. The assertion is obviously true for 1 ≤ i ≤ q n − 1, so we suppose that i ≥ q n is such that the assertion holds for all smaller integers. Let
1+q n t+t+q n = F (t + 1, t + 1) (mod U n ), and t + 1 < t + q n = i, so by the induction hypothesis, there exists i 1 < q n such that
Suppose first that j ≥ q n as well. For i = t + q n and j = r + q n , we have
. By the induction hypothesis,
Suppose now that j < q n . As before, set i = t + q n , and consider
Since i > t, the result follows from the inductive hypothesis if t ≥ j + 1, or if t < j + 1 < i. Suppose that t < j + 1 = i. Since j < q n and i ≥ q n , we must have i = q n and j = q n − 1. But then t = 0, and
completes the proof of the inductive step. Thus
We remark that in the proof of Proposition 2.1, it was established that
3 The maximality of W n
In this section, we begin to investigate the maximality of W n in k[x] 0 for n ≥ 1. We have seen that each integer m with 1 ≤ m ≤ q 2n − 1 is uniquely of the form m = tq n + r with 0 ≤ t, r < q n and t + r > 0. Thus in the set
there are no polynomials with degree of the form jq n + i with q n > i > j ≥ 0. Consequently,
, and contains polynomials of each degree greater than or equal to 1, hence is a linear basis for k[x] 0 . It follows that the set
Moreover, since each q-homogeneous component of f belongs to any T -space that contains f , it will suffice to prove that for any nonzero q-homogeneous
Lemma 3.1. For any positive integer r, the following hold in
, and so Thus
The result follows now by induction.
Proof. By Lemma 3.1 (i) and induction on odd m ≥ 1,
Thus
The next question is whether or not W 2 s ⊆ W 2 r when s ≥ r. It follows from the next result that this is never the case.
Proof. Let V = W 2 r + W 2 s . By Lemma 3.1 (i), if we let s = r + t with
2 ∈ V , we obtain that 2x q ∈ V and since p > 2, we obtain x q ∈ V . On the other hand, when p = 2, we observe that since q = 2 t for some t ≥ 1, we again obtain that x q ∈ V . So in either case, x q ∈ V , and thus
From here on, n shall denote a power of 2. We wish to show that for any
In fact, it suffices to consider only linear combinations of q-homogeneous elements of B n ; that is, it suffices to prove that if f is any nonzero q-homogeneous element of Y n , then
4 The maximality of
Our objective in this section is to establish that W 1 is a maximal T -space of
Suppose that X and Y are nonempty sets with X ⊆ Y . We shall have occasion to compare the T -space of
that is generated by the same set U . When necessary for clarity, for 
Proof. We shall prove the first part; the proof of the second is similar and will be omitted. Since every algebra endomorphism of k X 0 extends to an algebra endomorphism of k Y 0 , it follows that U S X ⊆ U S Y , and thus
, and since u i ∈ U , we have
, and u i ∈ U for each i, it follows that u ∈ U .
For x ∈ X, we shall make use of the homomorphism π :
0 , where we regard k X 0 as a subalgebra of k X 0 in the natural way. This follows from the fact that V is a T -space, and we can consider π
Lemma 4.1. Let X be any set of size at least two, and let x ∈ X. For any
S if and only if f ∈ U SX + T (2) , where T (2) is the commutator T -ideal of k X 0 (so generated by [x, y] for any y ∈ X).
, while the converse follows from the fact that
Corollary 4.1. Let X be any set of size at least two, and let x ∈ X. For any
The following result will be very important in our work.
Proposition 4.2 ([2], Theorem 1).
Let p be a prime, and let
We state an immediate consequence of Proposition 4.2 which will be of great value in what follows. Recall that k is a finite field of order q and characteristic p, so q is a p-power. (i) If 1 ≤ r ≤ q − 1 and t ≤ r/2, then modulo p,
(ii) If 1 ≤ r ≤ q − 1 and r + 1 ≤ t < (q + r + 1)/2, then modulo p,
In particular, if 1 < j < t − (r − 1), then
≡ 0 (mod p).
(iii) If 2 ≤ r ≤ q − 1 and t < r/2, then modulo p,
Proof. For the first part, we observe that r + t(q − 1) = tq + (r − t) with 0 ≤ t, r − t < q, and 1 + j(q − 1) = (j − 1)q + (q + 1 ≡ 0 (mod p). For the second part, we observe that since r + 1 ≤ t < (q + r + 1)/2, 0 ≤ t − 1 < q + r − t ≤ q − 1, and so r + t(q − 1) = (t − 1)q + (q + r − t) with 0 ≤ t− 1, q + r − t < q. As well, 1 + j(q − 1) = (j − 1)q + (q + 1 − j) = jq + 1 − j, so if j > 1, then 0 ≤ j −1, q +1−j < q, while if j = 0, 1, we have 0 ≤ j, 1−j < q. In the first case, we obtain ≡ 0 (mod p) when 1 < j < t − (r − 1). For (iii), we have r + t(q − 1) = tq + r − t with 0 ≤ t, r − t < q. As well, for j ≤ t, we have r − 1 + j(q − 1) = jq + r − 1 − j with 0 ≤ j, r − (j + 1) < q since t < r/2 and so j + 1 ≤ t + 1 < r/2 + 1 ≤ r. By Corollary 4.2, Finally, for (iv), we have r + t(q − 1) = (t − 1)q + q + r − t with 0 ≤ t − 1, q + r − t < q. For j ≤ t, we have r − 1 + j(q − 1) = jq + r − 1 − j with 0 ≤ j, r − 1 − j < q if j + 1 ≤ r, while if j + 1 > r, then we have r − 1 + j(q − 1) = (j − 1)q + q + r − 1 − j with 0 ≤ j − 1, q + r − 1 − j < q. Consider first the situation when j+1 > r. 
We shall use induction on r to prove that for any 1 ≤ r ≤ q − 1, and any
[r] has the form q>i>j≥0 j+qi≡r (mod q−1)
where for each i and j, α i,j ∈ k. Note that since j < i < q, the maximum value for jq + i is (q − 2)q + (q − 1) = q(q − 1) − 1, while the minimum value is 1. Furthermore, jq + i ≡ r (mod q − 1) if and only if jq + i = r + t(q − 1) for some integer t.
Of the values of t with 0 ≤ t ≤ q − 1, we wish to determine those that cause x r+t(q−1) to be an element of B
[r]
1 . Observe that r + t(q − 1) = tq + r − t = (t − 1)q + q + r − t. If r ≥ t, then r + t(q − 1) = jq + i for j = t and i = r − t, and we would then require q > r − t > t ≥ 0. Now, 1 ≤ r ≤ q − 1, t ≥ 0 ensure that r − t < q, but r − t > t if and only if r > 2t, or t < r/2. Thus, of the integers t with 0 ≤ t ≤ r, x r+t(q−1) ∈ B
1 if and only if 0 ≤ t < r/2. Consider now the integers t for which r < t ≤ q − 1. Then r + t(q − 1) = (t − 1)q + q + r − t with t− 1 > 0 and q + 1 − (q − 1) ≤ q + r − t < q + t− t = q, so r + t(q − 1) = jq + i for j = t − 1 and i = q + r − t, and we have verified that q > i, and j ≥ 0 (in fact, j ≥ r ≥ 1). We also must have i > j, and this holds if and only if q + r − t > t − 1; that is, if and only if q + r + 1 > 2t, or t < (q + r + 1)/2.
We have therefore established the following result.
Lemma 4.2. For each r with 1 ≤ r ≤ q − 1,
The base case r = 1 of our inductive argument is the content of the next lemma.
Proof. By Lemma 4.2, B
[1]
α t x 1+t(q−1) .
By Corollary 4.1, it suffices to prove that x belongs to the T -space of k[x, y] 0 that is generated by { x + x q , x q+1 , f }; that is, that x belongs to the T -space of k[x, y] 0 that is generated by W 1 (x, y) and f . For convenience, let us use W 1 to refer to either W 1 (x, y) or to W 1 (x), and let W 1 +{ f } S denote both the T -space of k[x, y] 0 and the T -space of k[x] 0 that is generated by
Now apply Corollary 4.3 (ii) with r = 1 (note that in particular, this gives
Apply the endomorphism of k[x, y] 0 that is determined by sending x to y q 2 −1 while fixing y to obtain that y
− 1, and observe that t < (q + 2)/2 means t ≤ m. We would then have
Apply the endomorphism of k[x, y] 0 that is determined by sending y to x while fixing x to obtain that
Note that t(q − 1) = (t − 1)q + q − t and q − t > t − 1 if and only if q + 1 > 2t; that is, if and only if t < m. Since this condition holds in the above summation, x t(q−1) ∈ B 1 for every t with 2 ≤ t < m, as is x q−1 . If p is odd, then m = (q + 1)/2, and then m(q − 1)/2 = (q + 1)(q − 1)/2. As (q − 1)/2 would then be a positive integer, we would have y m(q−1) ∈ W 1 . If p is even, then m = q/2 and y m(q−1) ∈ B 1 . Thus α 2 = 0, and for each t with 2 ≤ t ≤ m − 1, (1 − t)α t − tα t+1 = 0, so α t = 0 for each t with 2 ≤ t ≤ m. But then f = α 0 x, and since f = 0, we obtain x ∈ W 1 + { f } S , as claimed. It remains to consider the case when
Since U 1 is precomplete, U is also precomplete, and so by Theorem 8 of [5] 
q } T , the unique maximal (actually, maximum) T -space of k[x, y] 0 , which was shown in [1] also to be a maximal T -space. Thus either
) and thus modulo W 1 , which means that x ∈ W 1 +{ f } S . As this contradicts our assumption that
Proof. We shall prove this by induction on r, with the base case provided by Note that if r = q−1, then there are no indices t for which r+1 ≤ t < (q+r+1)/2. By Corollary 4.1, it suffices to prove that
For convenience, let l = r 2 − 1, so that t < r/2 if and only if t ≤ l. Then by Corollary 4.3, (iii) for t < r/2 and (iv) for r + 1 ≤ t < (q + r + 1)/2, we find 
We now apply to g the endomorphism of k[x, y] 0 that is determined by sending y to x q 2 −1 while fixing x. By Lemma 2.1, the result is congruent modulo U 1 to the element that is obtained by deleting x q 2 −1 , which we shall denote by h. Thus, after regrouping the terms in the first summation, we find that
Furthermore, since g ∈ W 1 + { f } S , it follows that h ∈ W 1 + { f } S as well. In the first summation above, we note that t ≤ l if and only if t ≤ (r − 1)/2. If l = (r −1)/2 (possible of course only if r is odd), then x r−1+l(q−1) = (x q+1 ) (r−1)/2 ∈ W 1 , and otherwise, t ≤ l < (r − 1)/2 has r − 1 + t(q − 1) = tq + r − 1 − t with 0 ≤ t < r − 1 − t < q, so x r−1+t(q−1) ∈ B 1 . A related observation can be made for the second summation displayed above. For 0 ≤ j ≤ r − 1, we find that r − 1 + j(q − 1) = jq + r − 1 − j with 0 ≤ j, r − 1 − j < q, so x r−1+j(q−1) ∈ B 1 if and only if r − 1 − j > j; that is, if and only if j < (r − 1)/2. Observe that if j = (r − 1)/2 (possible only when r is odd of course), then r − 1 + j(q − 1) = (q + 1)(r − 1)/2 and so in this case, x r−1+j(q−1) ∈ W 1 . Thus in the second summation above, we may exclude the value j = (r − 1)/2. , and set
and
As for h 2 , note that for r + 1 ≤ t < (q + r + 1)/2, we have q + r > 2t and so q + r − t − 1 > t − 1. Thus r − 1 + t(q − 1) = (t − 1)q + (q + r − 1 − t), with 0 < r ≤ t − 1 < q + r − t − 1 = q − 1 − (t − r) < q − 1 and so x r−1+t(q−1) ∈ B 1 for each t with r + 1 ≤ t < (q + r + 1)/2. Thus h 2 is in the linear span of { u ∈ B 1 | u = x r−1+t(q−1) , r ≤ t < (q + r + 1)/2 }. Since these two subsets of B 1 are disjoint, it follows that if either h 1 / ∈ W 1 or h 2 = 0, then h ≡ h 1 + h 2 (mod W 1 ) means that h = 0 and so h is a nonzero element of x [r−1] ∩ V 1 . But then by the inductive hypothesis,
0 . It remains to consider the situation when h 2 = 0 and h 1 ∈ W 1 ; that is, either r is even, so l < (r − 1)/2 and h 1 = 0, or r is odd, so l = (r − 1)/2 and
As x r−1+t(q−1) ∈ B 1 for each t with r + 1 ≤ t < (q + r + 1)/2, it follows that rα r+1 = 0, (r − m)α m = 0, and for each t with r + 1 ≤ t ≤ m − 1, we have α t (r − t)+ α t+1 t = 0. Since neither t ≡ 0 (mod p) nor r − t ≡ 0 (mod p) for these values of t, it follows that α t = 0 for each t with r+1 ≤ t < (q+r+1)/2. We shall take advantage of this information to dramatically simplify the presentation of (−1) t r t (r − t)(x q(r−t−1)+t + x q(t)+(r−t−1) ) + β(x q+1 ) (r−1)/2 . Now, 0 ≤ t ≤ (r − 1)/2 ≤ (q − 3)/2 means that q > q − 3 ≥ r − t − 1 ≥ (r − 1)/2 ≥ t ≥ 0 and r − t − 1 + t = r − 1 > 0, so h is in the linear span of { x qi+j + x i+qj | q > i ≥ j ≥ 0, i + j > 0 }, and since h = 0, it follows that h ∈ W 1 − U 1 . As well, we have yh ∈ W 1 + { f } S , so { h } T ⊆ W 1 + { f } S , and h / ∈ U 1 means that
As in the proof of Lemma 4.3, this implies that U = { x − x q } T and W 1 + { f } S = k[x, y] 0 , as required. This completes the proof of the inductive step, and so the result follows. 
Summary
We have shown that for any prime p, and any finite field k of characteristic p and order q, the T -spaces W 2 n = { x + x q 2 n , x q 2 n +1 } S , n ≥ 0 are proper, and for any 0 ≤ m < n, W 2 m +W 2 n = k[x] 0 . We have also proven that W 1 is maximal. In [1] , for p > 2, we had proven that the T -spaces { x+x , we had proven that for p = 2, the family of T -spaces { x + x q , x q 2 n +1 } S , n ≥ 0, were proper and had the property that the sum of any two is k[x] 0 . But for p = 2, we have W 2 n = { x + x q 2 n , x q 2 n +1 } S ⊆ { x + x q , x q 2 n +1 } S , and also from our knowledge of a basis for W 2 n , we may observe that x + x q / ∈ W 2 n for n > 0. For n = 0, the two T -spaces coincide, and we have proven that W 2 0 is a maximal T -space of k[x] 0 . It seems possible that for p > 2, W 2 n is a maximal T -space of k[x] 0 for every n ≥ 0, and for p = 2, { x + x q , x q 2 n +1 } S is a maximal T -space of k[x] 0 for each n ≥ 0.
