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The furnace exit gas temperature (FEGT) is one of the fundamental parameters necessary to 
determine the energy balance of the boiler in a coal-fired power plant, and is thus beneficial to the 
production of reliable thermo-fluid models of its operation and the operation of the systems down 
and upstream. The continuous measurement of the FEGT would also be a useful indicator to predict, 
prevent and diagnose faults, optimize boiler operation and aid the design of heat transfer surfaces. 
Acoustic pyrometry, a technique that measures temperature based on the travel time of an acoustic 
wave in a gas, is investigated as a viable solution for continuous direct measurement of the FEGT. 
This study focuses specifically on using acoustic pyrometry to reconstruct the temperature profile 
at the furnace exit including methods for accurately determining the time of flight (TOF) of acoustic 
waves. 
An improved reconstruction technique using radial basis functions (RBF) for interpolation and a least 
squares algorithm is simulated and its performance was compared to cubic spline interpolation, 
regression and Lagrange interpolation by evaluating its reconstruction accuracy in terms of mean 
and root-mean-squared (RMS) error when reconstructing set temperature profiles. Various 
parameters including transceiver positions, grid divisions and time of flight error, are investigated 
in terms of how they inform acoustic pyrometry implementation.  
The improved RBF interpolation function managed to reconstruct complex temperature profiles and 
had a greater reconstruction accuracy than compared interpolation methods, improving on the 
accuracy of previous work done. Random acoustic path error was found to not be additive with 
reconstruction error however repeating acoustic TOF readings improved reconstruction accuracy to 
mitigate this effect. In general, it was also found that symmetrical transmitter/receiver positions 
produced more accurate reconstructions as well as positioning receivers/transceivers and grid lines 
closer to the furnace walls, where the greatest temperature change occurs.  
In addition to testing reconstruction methods, a low-cost experimental set-up was constructed to 
measure the time of flight. The focus of this study was on using various signal processing methods 
to determine the time of flight and evaluating their accuracy in the presence of noise. Methods such 
as threshold detection with bandpass filtering, cross correlation, generalized cross-correlation (GCC) 
and a new method developed employing variable notch filters with locations and widths based on 
repetitive frequencies identified in the noise with cross correlation. The performance of methods 
was experimentally tested under varying signal to noise ratios (SNR) and noise conditions.  
ii 
 
These SNR tests showed that cross-correlation methods produced more reliable TOF readings under 
lower SNRs than threshold detection methods. Under white noise the smooth coherent transform 
(SCOT) GCC variation proved to produce the most accurate results producing an average TOF error 
of 0.84 % up until a SNR of 1.4 before reducing in accuracy. In coloured noise (generated based on 
previous boiler recordings) the variable notch filter method with cross-correlation was able to 
identify repetitive noise frequencies filter them out and ultimately produced results with an average 
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1.1 Background to the study 
Currently, the vast majority of electricity available in South Africa is generated by coal-fired power 
plants with boiler furnace and heat exchanger layouts[1]. At the Eskom Power Plant Engineering 
Institute (EPPEI) centre for energy efficiency at the University of Cape Town, the main aim is to build 
accurate process and thermo-fluid models for application in these systems. In a boiler system, 
furnace exit gas temperature (FEGT) is one of the fundamental parameters necessary to determine 
the energy balance of the boiler, and thus would be beneficial to produce reliable models for the 
systems downstream from the furnace exit. In addition to this, continuous measurement of the 
FEGT would be a useful indicator to predict, prevent and diagnose faults, ensuring the safe operation 
of the boiler; a crucial task for ensuring energy security with South Africa’s aging power plant fleet.  
Subsequently, temperature measurement techniques are being considered for the furnace exit 
region. FEGT measurement devices are split up into two groups, namely contact and non-contact 
methods. The most popular contact method is the use of high velocity thermocouples, “high 
velocity” referring to the high speed of the gas whose temperature is measured. This method is 
advantageous as it allows for accurate readings, however only provides single point readings, 
require impractically long probe lengths to reach the centre of the boiler and due to the harsh 
conditions of the boiler, has a short lifespan. As a result, this technique does not lend itself to 
continuous monitoring and is rather used for short term measurement. 
Radiation pyrometry is an alternate non-contact solution that uses the emitted radiation from the 
flue gas to determine the temperature. It does not physically come into contact with the boiler and 
is more suitable for continuous measurement. However, this solution is also a single point 
measurement, and due to the properties of flue gas, it is depth limited.  
Consequently, devices that are based on measuring the acoustic properties of flue gas are being 
investigated as a possible solution. The acoustic pyrometer is a non-contact device that uses time 
of flight measurements of a generated sound wave as well as the properties of the medium through 
which it is travelling through to determine an average temperature along its path of travel. When 
multiple of these devices are installed, these average path temperatures can then be used to 
reconstruct a spatial temperature profile at the furnace exit. These devices are currently developed 
internationally; but they are not yet implemented in Eskom’s power plants. 
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1.2 Goals and objectives of the study 
The overall goal of this research is to gain an in-depth understanding of the operation of the acoustic 
pyrometer and to determine the implementation guidelines of an acoustic pyrometer system for 
FEGT measurement in a South African context. Subsequently, the objectives of the research are as 
follows: 
1. To provide a review of the current methods of FEGT measurement. This will discuss 
current measurement techniques and their limitations, with a focus on acoustic 
pyrometry.  
2. Model acoustic pyrometry temperature reconstruction with multiple acoustic paths. 
Based on this model recommendations can be drawn up guiding implementation for the 
case of multiple acoustic pyrometer transmitter and receiver pairs. 
3. Demonstrate recording an acoustic time of flight reading with its associated signal 
processing. The goal here is to identify significant factors that affect acquiring the time 
of flight and compare the performance of various methods in different noise scenarios.  
1.3 Scope and limitations 
To meet the objectives of the study, the approach taken is to develop simulations to predict the 
performance of a multi-path acoustic pyrometer system when reconstructing given temperature 
profiles. The reconstruction problem will not be validated experimentally. On the other hand, an 
experimental approach is taken for single path acoustic measurements. 
The work done on this master’s seeks to compliment the work already done by Tootla[1] on 
investigating methods for the calculation and measurement of flue gas furnace exit temperature. 
As a result, aspects already well documented in his work will not be investigated in this dissertation, 
such as a detailed analysis of flue gas properties.  
The multi-path reconstruction simulation is limited to rectangular or square boiler cross sections 
with acoustic pyrometer transceivers placed on a fixed horizontal plane. Most boilers do fit this 
description, but due to accessibility issues, observations ports might not always be on a horizontal 
plane. 
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The furnace exit temperature distribution is reconstructed also using set of temperature profiles 
based on what might be expected from literature. In addition, the acoustic paths are assumed to be 
straight paths and the number of acoustic transceivers simulated is constrained by what is 
practically feasible for physical implementation. A variety of transceiver layouts are tested in a step 
by step fashion rather than numerically optimised, since the aim is to draw up a set of guidelines for 
implementation rather than finding the exact best implementation, as this would vary between 
power plants.  
The experimental set-up considers single path acoustic time of flight readings and is limited to a 
small-scale set-up. Thus, the experimental set-up will not be applied to an active power plant boiler 
with the associated elevated temperature ranges but rather applied in the spatial and temperature 
limitations of the EPPEI laboratory. The focus is on measuring the time of flight rather than the 
temperature and factors affecting the translation of the TOF to temperature are not a priority. The 
time of flight is considered over 6 m and the signal processing methods are limited to cross-
correlation, generalised cross-correlation variable filtering and threshold detection. The 
experimental set-up will not aim to accurately replicate the physical conditions within a coal-fired 
power plant boiler, but will rather focus on the signal processing methods and their effectiveness at 
varying signal to noise ratios to draw up recommendations for consideration in later application. 
Repeatability under the same conditions will be the main factor to determine the success of the 
experimental method.  
1.4 Format of report 
The proceeding chapter acts as a more detailed introduction to the problem, giving an overview of 
the coal fired power plant and the subsystems neighbouring the acoustic pyrometer. This chapter 
also discusses and reviews various other temperature measurement techniques and introduce the 
core concepts of acoustic pyrometry.  
Most of the content of the dissertation is presented in two self-contained chapters. Chapter 3 will 
then focus on temperature profile reconstruction, surveying the various methods that have been 
applied before and detailing the development of the reconstruction model. This chapter will also 
present the methodology, the results obtained, a discussion and conclusion for each test 
undertaken.  
The fourth chapter follows the same format; however, the content is based on experimental time 
of flight determination. Therefore, literature regarding noise and attenuation in the boiler and signal 
processing methods to overcome this is presented. Also, the LabView model and experimental 
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design are described. Each experimental test methodology is then presented along with its results, 
discussion and conclusions following.  
The concluding chapter then summarises the prominent conclusions from the two preceding 
chapters and makes recommendations for future work. 
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2. General literature survey 
2.1 Overview of the coal fired power plant 
Currently Eskom remains the largest electricity provider in South Africa, producing 95% of electricity 
as of 2016, of which the majority (85.5%) is generated by coal-fired powerplants[1]. While there are 
plans to introduce more renewables into the energy mix, the last accepted Integrated Resource Plan 
(IRP) still forecasts that coal-fired power plants will be the dominant electricity supply in the next 20 
years[2]. Thus, from an economic and availability perspective, it is imperative that the existing 
generating plants are maintained in good operating health.  
The typical coal-fired powerplant found in Eskom’s fleet has a layout as shown in Figure 1, which 
produces electricity using a steam turbine and generator. The steam used for this process is 
produced by the combustion of pulverised coal in the boiler and the complex manipulation of steam 
thereafter[2]. The process works by transferring energy between multiple flow cycles, as 
represented by distinct colours in Figure 1. The red and blue lines refer to steam and water 
respectively in the steam cycle and the black lines refer to the fuel, air and the by-product of 
combustion known as flue gas. 
 
Figure 1 Typical coal-fired powerplant 
While many coal-fired power plants have different layouts, a generic plant can be described as 
follows. The cycle starts with the fuel supply system where coal is first transported from the coal 
bunker to the mills at 1 to be pulverised and conveyed to the boiler via a draft created by primary 
air fans. The air/fuel mixture enters the boiler at the bottom region, known as the furnace, where 
combustion takes place, and the chemical energy of the fuel mixture is converted to thermal energy 
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in the form of hot flue gas. The flue gas then travels upstream of the boiler, where it exchanges 
thermal energy with the pressured water in pipes in the walls alongside of the boiler and the heat 
exchangers upstream. The first heat exchanger it encounters at 3, is known as the superheater 
where the steam inside is heated to superheated levels and transported to the high-pressure 
turbine at 4. At this point the steam is expanded, which results in the rotation of the turbine, 
converting the thermal and pressure energy to mechanical energy. The steam/mixture at the outlet 
of the high-pressure turbine is then pumped back to the boiler and into the boiler where it is 
reheated at 5 (known as the reheater). The heated steam is then sent back to an intermediate 
pressure turbine at 6 where more energy is extracted, before being sent to the final turbine stage 
at 7, known as the low-pressure turbine. The mechanical energy extracted at 4,6 and 7 is used to 
turn the same shaft, which rotates the generator at 8, which in turn converts the mechanical energy 
to the electrical energy that is sent out for consumption.  
Following the removal of energy from the steam, the mixture exiting the low-pressure turbine is 
then sent to the condenser at 9, where it is then condensed to water, by removing excess energy 
and transferring it to the atmosphere. The water exiting the condenser is heated again at the 
feedwater heaters at 10 and 11, which increase the cycle efficiency by bleeding hot steam from the 
turbines to heat the water, effectively reducing the heat ejected to the atmosphere at the 
condenser. The now heated water is pumped back to the boiler through the economiser at 12, 
where more energy is added to the water before entering the steam drum at 13. The steam drum 
acts as a collection point, where water is sent down to the water walls, where it is heated by the hot 
flue gas, only to eventually return as a water/steam. The steam portion in the drum is tapped of 
from the top and enters the superheater tubes to complete the steam cycle. The remainder of the 
flue gas exits after the economiser for scrubbing at 14, before it is ejected into the atmosphere.  
2.1.1 The boiler and furnace exit 
The primary system that is pertinent to this study is the boiler (or steam generator) which has the 
vital function of converting the thermal energy from coal combustion to the steam used for electric 
power generation later on in the cycle[2].  




Figure 2 Boiler Schematic showing location of furnace exit and relative components 
The typical boiler is designed having a large open furnace volume where combustion can take place 
near the bottom of the boiler as fuelled by multiple coal burners. The result of this, it the production 
of hot flue gas that exchanges heat radiatively with the water-cooled pipes that enclose the whole 
boiler. The water in these pipes is typically still a liquid, so instead of the heat drastically increasing 
the pipe temperature, it results in a change of phase in the water before it is fed into the steam 
drum[3].   
The specific region of the boiler that is of interest to this study in is the furnace exit, which is located 
upstream, after the radiative combustion chamber or furnace and before a region known as the 
convective pass. The primary source of heat transfer in the region is via convection, and accordingly, 
tubular heat exchangers such as superheaters, reheaters and economisers are placed in the flow 
path to absorb heat from the flue gas. While the location furnace exit varies between boilers it is 
generally accepted that it occurs before the first superheater as shown in Figure 2.  
2.1.2 Impact of burners on furnace exit temperature 
While knowledge of the furnace exit temperature might have great implications for the components 
upstream, and by extension the operation of the plant, much of the properties of this region are 
determined by the combustion downstream of the furnace exit. Primary fuel combustion takes 
place near the bottom of the furnace at the outlet of the burners as shown in Figure 3 and fuel 
continues to combust higher into the furnace region completing before the furnace exit[3].  




Figure 3 Low NOx coal burner and its location in the furnace. adapted from [2] 
The fuel burning system is responsible for facilitating a controlled and efficient conversion of 
chemical to heat energy in this region. This is dependent to a considerable extent on the burners 
used. The performance of these burners are dependent on (and thus the efficacy of combustion) 
their ability to effectively mix the reactants (air and coal), reduce the amount of excess oxygen and 
unburnt combustibles and to ignite the combustible mixture and distribute the flame envelope and 
the products[4]. More modern units also have the environmental requirement of producing low NOx 
emissions[5], the burner shown in Figure 3 is of this variety. Furthermore, since multiple burners 
are used, the furnace exit temperature and the temperature distribution are also dependent on the 
layout and firing of these burners. Typical burner firing arrangements as shown in Figure 4 including 
vertical, horizontal and tangential firing.  
 
Figure 4 Fuel firing systems (a) Horizontal firing, (b) Tangential firing (c) vertical firing. adapted from[4] 
Horizontal firing systems mix the fuel and air in individual burners and fire them tangentially to the 
burner nozzles imparting a swirl as it exits horizontally into the furnace for combustion. Multiple 
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burners are usually used and when burners are located at both front and rear walls, it is referred to 
as opposed firing[4]. The tangential firing (or corner firing) burner layout instead has burners located 
at each corner of a square furnace. For these burners fuel mixing and combustion take place in the 
furnace, where the nozzles in the same plane are directed slightly off centre to create a rotating 
fireball as seen in Figure 4 (b)[3]. Vertical firing as seen in Figure 4 (c) involves placing the burners 
in the arch of a furnace facing vertically down, producing a long flame that loops around with hot 
gases rising through the centre of the furnace. This method is typically used to fire solid fuels that 
are harder to ignite, such as coals with high moisture content and low amounts of volatile 
content[4]. In Eskom’s fleet, opposed firing is the most popular firing system, followed by tangential 
firing and lastly front wall firing.  
 
Figure 5 Temperature control with tilting burner nozzles[6] 
In addition to the temperature field being determined by the firing arrangement, it is also 
determined by the vertical tilt on the burners as shown in Figure 5. For furnace exit temperature 
control, and thus steam temperature control in the superheaters and reheaters , the burners can 
be tilted to raise and lower the fireball created at lower loads[3].  
2.1.3 Benefits of furnace exit temperature measurement 
Since the heat exchanging components are located upstream of the furnace exit, knowledge of the 
flue gas exit temperature would be very beneficial to predicting the heat exchange upstream as well 
as providing an indication of the heat transfer to the water wall piping below. Thus, this would be 
advantageous from a research perspective, as furnace exit temperature data would be useful to 
produce and validate more reliable component and mass energy balance models, which in turn 
would be useful to improve plant operation for the fleet.  
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In addition to this, the boiler is subjected to inhibiting phenomena due to the type of fuel used. By-
products of coal combustion such as ash and inorganic elements contained in coal are prone to 
deposition on heat exchanging elements, resulting in slagging and fouling. Fouling refers to the 
deposition of high-temperature inorganic elements that have bonded with ash in the process of 
vaporisation, which typically occurs deeper into the convective pass at relatively lower 
temperatures. Slagging on the other hand refers to the molten fused, or solidified solids exposed to 
radiation produced in combustion and typically occurs in the furnace and on the first heat 
exchangers in the convective path.  
Both slagging and fouling reduce heat transfer and thus to meet the same operation point, 
temperatures are increased, resulting in premature failure of heat transfer tubes. The slagging 
classification also establishes a limit on the temperature at the furnace exit[3], since beyond this, 
ash is more likely to fuse. From this perspective, knowledge of the furnace exit gas temperature 
would be beneficial to reduce temperatures and prevent slagging, but also diagnose poor heat 
transfer due to slagging and fouling.  
Furthermore, furnace exit temperature readings could be used to inform different operating actions 
either to control the furnace exit temperature or to correct undesirable operation. For example, 
combustion can be altered by changing fuel quality, adjusting burner settings, changing burner fire 
distribution, cleaning heat transfer surfaces using sootblowing[1] and in some cases changing 
burner tilt to compensate for the reduction of absorption due to ash deposition[4].  
2.2 Temperature measurement methods 
As outlined previously, the temperature measurement of combustions gases within the boiler is 
beneficial from both a design and operating perspective, and subsequently this section details the 
measurement methods that are applicable for directly measuring flue gas temperature in the 
furnace. The first section will detail the use of contact temperatures methods (specifically 
thermocouple variants) followed by a review of non-contact methods such as radiation and acoustic 
pyrometry. Temperature measurement methods are generally considered as contact methods 
when the sensor used is in contact with the medium and essentially measures its own temperature 
once it is in thermal equilibrium with that medium and in contrast non-contact methods measure 
temperature without needing to be in thermal equilibrium with the medium[7]. 
 




While there are a wide variety of contact temperature measurement techniques available, most of 
them are not suitable for the high temperatures and particle laden nature of the flue gas at the 
furnace exit. Nevertheless, the most suitable contact temperature technology is the use of 
thermocouples[2]. 
A bare thermocouple comprises of two conductors of different material that are joined at a junction 
to form a circuit. The operating principle is based on the Seebeck effect, which produces and 
electromotive effect (emf) when one side of the junction is maintained at a temperature that is 
higher than the other. And if one side of the junction is at a known controlled “cold” temperature, 
the temperature at the other side can be determined from the emf measured at the junction and 
the relationship between this emf and the known materials used in the thermocouple.  
Bare thermocouples however are not suitable for flue gas temperature measurement and are 
subject to several restraining factors. Firstly, thermocouples used to measure high temperatures 
(>535ᵒC) are typically constructed from distinct metals and alloys, but these materials tend to 
deteriorate when exposed to high temperature contaminants in flue gas[2] and thermal shocks 
during start-ups and shutdowns[8]. This implementation also suffers from poor heat transfer due to 
gaseous convection between the probe and the flue gas, overestimation of temperature due to 
transfer of kinetic energy from the flue gas to the probe, the limitation of a response times [9] and 
most considerably, under estimation of temperature due to radiative heat transfer with the 
surroundings[10]. 
 
Figure 6 Water-cooled Suction Pyrometer/High Velocity Thermocouple (HVT) cross sectional view[2] 
Because of these limitations, when measuring temperature in hot gases, high velocity 
thermocouples (HVT) or suction pyrometers[11] are used. The water-cooled HVT was developed for 
boiler testing and introduces extra complexity to the method to eliminate the sources of error 
associated with bare thermocouples. A schematic of this this thermocouple is shown above in Figure 
6. The thermocouple is termed “high velocity” because it uses an aspirator to extract the flue gas at 
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a velocity much higher than the flue gas flow velocity to improve the convective heat transfer over 
the thermocouple. It addresses the issue of radiation losses by employing an insulating radiative 
shield and water cooling to regulate heat transfer between the shield and thermocouple junction. 
Furthermore, in high radiation environments multiple shield high velocity thermocouples (MHVT) 
can be considered, which adds extra shielding to reduce radiation effects.[2].  
 
Figure 7 Error observed due to radiation effects between bare thermocouples, high velocity and multiple shield high 
velocity probes[2] 
The improvement in reducing radiation effects can be seen in Figure 7, where there is a considerable 
deviation between methods upwards of 500ᵒC. This result correlates well with a comparison study 
done in[11] where it was found that there was a nearly constant temperature deviation between 
suction and bare thermocouples during load due to radiation effects. 
While HVT and MHVT probes are an improvement on bare thermocouples reducing radiation effects 
and time delay for temperature acquisition[8], they are by no means a complete solution for high 
temperature monitoring at the furnace exit, with considerable limitations for continuous 
monitoring. Its faced with the problems that small flow areas rapidly become filled with ash in flue 
gas environments, and requires considerable correction due to calibration drift[2]. Furthermore, 
with the increasing size of steam generators, the use of these probes has become difficult due to 
the unfeasible lengths required to get point measurements near the centre of the furnace, rendering 
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it expensive, impractical to support, and difficult to manoeuvre[12]. Slag formation and thermal 
shock also continues to be a problem over long periods without frequent replacement[8], rendering 
the method unfeasible for continuous monitoring.   
2.2.2 Non-contact methods 
The limitations and difficulties faced by contact techniques have encouraged the use of alternate 
non-contact temperature measurement techniques that avoid the harsh conditions of the flue gas.  
2.2.3 Radiation pyrometry 
A popular alternative to thermocouple temperature measurement is to the use of radiation 
pyrometry. This section will discuss the different implementations of radiation pyrometry and its 
applicability to the furnace environment. 
Radiation encompasses a wide variety of devices with functioning based on the fact that every 
object with a temperature of above absolute zero (0 K), emits radiation. The intensity of the 
produced radiation is a function of the temperature of the body and this is measured either directly 
by a sensor or by comparison to a body of known temperature. Traditionally the radiation pyrometer 
consisted of an optical system to focus in on the target and collect energy emitted, a detector to 
convert it into an electrical signal and a compensation and calibration system to ensure that 
temperature variations and ambient conditions did not affect temperature readings[13].  
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Figure 8 Simple radiation pyrometer configuration 
The construction of a simple radiation pyrometer is shown in Figure 8, in this system the radiation 
measured by the device is gathered by the lens, which determines the focal point/field of view of 
the pyrometer. The aperture and filter and then used to block unwanted rays at the edges and 
permit the desired spectral range to enter to the detector respectively. Rays passing to the detector 
are then converted into an electrical signal, linearized and prepared to be displayed or further 
processed. Variants of this method also include focusing the radiation on a delicate thermocouple 
or a technique termed as optical pyrometry where the brightness of the hot body is visually 
compared to a reference source. However these are more suitable for solid objects and not gases 
where gases are relatively clear[2].  
Radiation pyrometers are usually categorised by the spectral band over which it operates, where 
they are usually split up into narrow band pyrometers, focusing on a very narrow range of 
wavelengths, and broad or total wavelength pyrometers, which measure radiation in a much wider 
spectrum of wavelengths[14]. Narrow band pyrometers focused on the infrared range tend to 
produce reliable results for solids and flames[2].  
The choice of pyrometer considered is largely dependent on the emissivity of the object being 
measured, and since a wide variety of radiation pyrometers have been developed, for this 
dissertation, only those applicable to the boiler furnace environment will be considered.  Radiation 
pyrometers are widely used and are present in all Eskom boilers, however temperature 
measurement is a secondary function and it is primarily used to detect flames for combustion 
safety[1]. However, in a study comparing radiation pyrometry with thermocouple methods it was 
stated that the optical pyrometer and radiation pyrometer are not designed to measure gas 
temperature and encounter excessive error[2].  
On the other hand, recent advances have seen the growth in popularity of colour-band pyrometry 
using digital imaging devices known as flame image detectors in narrower Chinese boiler 
furnaces[15]–[17]. Most commonly a colour charge-coupled device (CCD) or complementary metal 
oxide semiconductor (CMOS) digital camera is used. The colour camera can provide light intensity 
data filtered for specific frequencies from the image, and from this the radiative temperature can 
be inferred. A typical flame image detector, much like the simplified radiation pyrometer in Figure 
8  consists of a focal lens, and an image guide to convey the radiation image to the CCD camera 
used. A schematic for the device used by Jiang et al. is shown in Figure 9. 




Figure 9 Schematic structure of flame image detector[15] 
In this device, a commercial Samsung SCC-B2303P colour CCD camera is used. An image guide is 
fitted to the centre of a stainless-steel pipe and inserted into the water-wall of the furnace. Since 
this region is exposed to high temperatures and flue gas, the device is cooled by air and the lens 
surface is routinely purged to prevent fouling. Details on the lens angular range is shown, however 
the focal depth is not clearly stated.  
Typically, multiple detectors are needed to image the cross-section of the furnace for this 
measurement method. In a study done by Jiang et al. as low as two detectors per level were used. 
The detectors were connected to a frame maker to combine the recorded images and send the 
combined video signal to an industrial computer with a frame grabber, where processing could be 
done.  
Using this set-up, they were able create cross section temperature images of a relatively small 140 
MW boiler having a maximum cross section of 7.5x15 m. The results were validated by comparing 
them with a thermocouple and the unit load. There was a clear correlation but there still existed a 
high temperature deviation of 10% and the cross-sectional position of the thermocouple and image 
comparison is not clearly defined[15]. 
Earlier work done by Lou et al. used a very similar experimental set-up, however the emphasis was 
placed on acquiring high spatial resolution of the cross-sectional temperature image. A Tikhonov 
regularisation method was used to reconstruct a 2-D temperature distribution in 100 discrete 
meshes above the burners of a 300MW unit using 4 image detectors as shown in Figure 10. 




Figure 10 Cross section of furnace (14.0m x 11.8 m) with mesh and flame image detector locations[16]  
As shown above, the positioning of the 4 detectors enabled the method to map the temperature 
over a 14.0 x 11.8 m cross section by measuring the temperature in some regions and applying a 
regularisation method to reconstruct the rest of the temperature. The use of a Tikhonov 
regularisation method was motivated by the need to have a more continuous and on-line 
measurement system, and when applied using the image detectors it could visually update within 2 
seconds. The calculated 2-D reconstruction was compared to the measured radiation temperatures 
and although it was not numerically quantified it showed a close visual correlation. The method was 
not verified by another direct measurement device due to the limitations on the observation ports 
and the depth to which a thermocouple could be used. There was however a continuous on-line 
comparison over a 4 hour period between the average temperature measured and the furnace load, 
which showed that the average temperature did follow the furnace load[16]. 
The same research group also applied the technology to a smaller 200 MW generation unit to create 
a 3-D visualisation at multiple levels, shown in Figure 11.  




Figure 11 Example of 3-D temperature visualisation produced[17] 
As expected, the temperatures decrease at the higher sections of the furnace with peak 
temperatures in the centre of the cross section and cooler temperatures at the water walls. The 
measured temperature was once again compared to the load, however an attempt to make a direct 
temperature comparison was made using a suction thermocouple. The thermocouple was placed in 
the numbered grey regions of the mesh as shown in Figure 12.  
 
Figure 12 Grid showing temperature measurement locations[17] 
The thermocouple measured temperatures at multiple locations up to a depth of 4 m and these 
measurements are compared to the temperature measured by the visualisation method at a height 
of 32 m. The results of the validation showed a maximum discrepancy of 5% over the spots directly 
measured however temperature in the centre could not be done. With the stated reason being that 
slagging occurred at the higher temperature locations close to the centre of the furnace. The 
comparison has shown validation for the method in some areas, however the accuracy of the 
method across the whole furnace cross section is not quantified[17].  
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In a later study done by Huajian et al[18]. the technology was applied to a much larger 660 MWe 
coal combustion furnace, with the goal of providing further validation for the measurement method. 
To overcome the obstacle of the increases size of the boiler, more detectors (20 in total) were used 
at the narrow section of the furnace.  
Verification of the flame image detector method is done using a portable version of the flame image 
detector and a PT300B infrared pyrometer. Comparison of their readings is done at 12 different 
ports under 3 different loading conditions, 350, 500 and 600 MWe respectively.  The infrared 
pyrometer and image detector are mounted in the same direction, but since the field of view of the 
infrared pyrometer is only 10% of the flame image detector, only the central 10% of the pixels of 
the image detector are used for comparison. Since the combustion process naturally fluctuates over 
time, 20 frames of the image detector are taken in 20 ms and the brightest (highest temperature) 
is selected for comparison. When the infrared pyrometer measures the same port, the highest 
temperature is taken during an unspecified time of measurement. The average temperature error 
ranged from 5.13-6.52% with maximum deviations of 8.87-10.32% for the load cases[18]. 
The justification given for this error lies in the fact that the two methods operate in different spectral 
ranges. The flame images work in the visible spectrum and infers the temperature from particulate 
matter, while the infrared pyrometer is also influenced by H2O and CO2, which results in varying 
blackbody temperature readings. Additionally, the 3-D reconstructed temperatures by the 
visualising system are compared with the portable system and show reasonable agreement, 
however the exact error is not quantified[18]. The 3-D reconstructed temperature is useful to get a 
general idea of the temperature distribution, however the direct comparison between the infrared 
pyrometer and flame image detector show relatively large discrepancies and the 3-D visualising 
system is compared to the portable system and not the infrared pyrometer readings, essentially 
only verifying the reconstruction and not the temperature obtained by the measurement method. 
The technology as presented shows promise and has the advantages of a relatively fast response 
time. The non-contact nature avoids corrosion and with multiple radiation pyrometers, temperature 
reconstruction is possible. However, it still suffers from fouling over the lenses, requires calibration, 
has a dependency on the radiation or optical properties of the gas being measured, is depth limited 
, and for the more modern implementation, significant errors are still present and thorough 
research will be needed to validate the method as a truly viable commercial on-line monitoring 
temperature system. 
2.2.4 Acoustic pyrometry 
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Acoustic Pyrometry is an alternate non-contact method for direct temperature measurement that 
improves on the limitations faced by conventional measurement techniques when used in the 
boiler. It is based on the well-known dependency of the sonic wave velocity (or speed of sound) on 
the temperature and fluid properties of the medium through which the wave travels[2]. Thus, with 
knowledge of the fluid properties of the medium and by measuring the transit time of an acoustic 
wave propagating through it, the temperature along the travel path can be determined[19]. 
Furthermore, if multiple paths are measured in the same plane, the temperature field in that plane 
can be reconstructed using a relevant reconstruction algorithm[20]. The operating principle has also 
extended beyond temperature measurement, and the use of transit time of acoustic waves is also 
being investigated to determine velocity flows[21] and furnace wall fouling[22]. 
Theory of operation for temperature measurement  
The basic acoustic pyrometer can be described as having an acoustic transmitter positioned on the 
boundary at one end of the boiler and an acoustic receiver on the opposite end. The transmitter 
generates a distinct acoustic signal that propagates through the fluid along an acoustic path and is 
recorded at the acoustic receiver. Herein, both transmitters and receivers will be referred to as 
transducers. A schematic of this process is shown below in Figure 13, where the acoustic wave is 
traveling horizontally from left to right.  
 
Figure 13 Basic Acoustic Pyrometer set-up 
The acoustic wave is frictionless and adiabatic and acoustic pyrometry is usually applied in high 
temperature scenarios where the fluid through which it travels can be considered as ideal which 
can be considered using the ideal gas law. 







   (1) 
Where p  is pressure,   is density, sR  is the specific gas constant and T  is temperature.  
It is known that for a frictionless and adiabatic (isentropic) sonic wave the following relationship is 









  (2) 
The relationship between speed of sound and the ratio of pressure and density can then be derived 





   (3) 
By considering equation (1) and (3) the sonic velocity can be represented as: 
 
sc R T   (4) 
Note, sR  is the specific gas constant which is the quotient of the Universal gas constant R [8.314 
J/molK] and the molar mass M  of the fluid [kg/mol].  
This velocity can also be expressed as the acoustic path distance/length d  divided by the transit 





   (5) 
And by substituting (4) into (5) and rearranging the terms we can determine the average path 








   (6) 
Where, 
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  is the ratio of specific heats 
sR  is the specific gas constant [J/kgK] 
t  is the time of flight [s] 
d  is the path distance [m] 
T  is the path temperature [K] 
Since  , sR , d are considered constant and can be obtained, the average path temperature can be 
calculated by measuring the time of flight. 
Furthermore, if sufficient acoustic transducers are installed in the same plane, these average path 
temperatures can be used to estimate the temperature distribution at the furnace exit.  These 
transducers will generally be spread around the furnace circumference to get greater coverage of 
the area, a depiction of the acoustic paths formed by having relatively evenly spaced transducers 
can be seen inFigure 14. In this figure, the red triangles depict acoustic transmitters, the blue arrow 
heads depict receivers and the dotted lines are paths between them in the same plane. By inputting 
the average temperatures obtained by these paths into an appropriate reconstruction algorithm 
and temperature profile can be constructed as shown on the right-hand side ofFigure 14. 
 
Figure 14 Acoustic paths and reconstructed temperature profile at the furnace exit 
A greater number of acoustic paths covering more spatial area of the furnace exit will allow for more 
data points and thus a reconstruction of greater accuracy. However, this is not always feasible to 
implement from a practical and financial standpoint and thus a compromise must be made, 
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introducing a deviation from the actual temperature field and its reconstruction. Typically, 
reconstructions are made with few data points when compared to other inversion problems such 
as topography or imaging[23], placing emphasis on the type of reconstruction method used and the 
layout of these transducers to achieve a reliable temperature reconstruction. These factors amongst 
others will be discussed and investigated in greater detail in chapter 3. 
Acoustic pyrometry application  
As acoustic pyrometry is becoming more mature, the operating principle is finding application in 
more industrial fields. Acoustic Pyrometry methods have been applied to a wide variety of industrial 
systems including the measurement of furnace exit gas temperatures in coal fired power plants[24], 
validation of numerical CFD models[25], temperature measurement in energy from waste 
plants[26], cement kilns[8], oil refineries[27], and many other applications where the measurement 
medium is too harsh for conventional methods. The operating principle has also been extended 
beyond temperature measurement and been applied to monitoring fouling on the furnace walls[22] 
and reconstructing velocity fields in boiler furnaces[28]. 
Although there have been multiple commercially available acoustic pyrometers in the past, at 
present there are two main commercial acoustic pyrometers, the PyroMetrixTM device developed 
by Enertechnix Inc[29] and the Boilerwatch® MMP-II-SSX acoustic pyrometer from SEI[30]. These 
pyrometers operate on the same principle, but use slightly different approaches.  
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Figure 15 PyroMetrixTM Acoustic Sound Generator (ASG)(left) and Acoustic Sound Receiver (ASR)(right)[26] 
The most distinct difference between the PyroMetrixTM and Boilerwatch® acoustic pyrometers is 
that the former employs a separate acoustic generator(ASG) and Acoustic receiver(ASR) for a single 
path measurement (which can be seen in Figure 15) while the latter has a singular unit that is a 
transceiver and acts as both a transmitter and a receiver (shown in Figure 16). They both use a 
pneumatic sound source requiring plant air supply to generate the acoustic signal, however the 
PyroMetrixTM is a much louder 170dB signal with a sharp rising peak, while the Boilerwatch® 
transceiver produces wide band signal at 126dB. 
 
Figure 16 Boilerwatch® Hardware[30] 
The signal processing methods used by these pyrometers are proprietary and thus not openly 
available. Nevertheless, despite the lower intensity signal generated by the Boilerwatch® acoustic 
transceiver, the accuracy is claimed to be lower than 0.5% compared to the 1% accuracy rating of 
the PyroMetrixTM.  
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Figure 17 Temperature reconstruction for PyrometrixTM[29] 
Both pyrometers also support the use of single and multiple acoustic paths.When multiple paths 
are used the temperature distribution can be reconstructed as shown in Figure 17 and have 
dedicated hardware for displaying and continuously monitoring these temperature distributions. 
Ultimately both devices are well developed and offer very similar functionality. The preferred 
product will largely be dependent on the application and characteristics of the furnace concerned. 
2.3 Acoustic pyrometer sources of error 
The basic Acoustic pyrometry principle makes certain assumptions about the how an acoustic wave 
travels, the medium through which it travels and the method of its application. All these 
assumptions are subject to either uncertainty or measurement error. Minimising these errors are 
of critical importance in developing a device that can reliably determine the FET and thus, in this 
section the possible sources of error and uncertainty are considered in order to reduce their affects 
where possible. Green released a comprehensive list of sources of error in[31] which was later 
republished in[19]. Moreover, a study was done by Young et al.  where the focus was placed rather 
on the systematic errors of acoustic pyrometry[10]. The following list is a summary of these stated 
sources of errors.   
2.3.1 Gas Composition 
To obtain an accurate temperature reading, the properties of the acoustic medium should be 
known. The gas composition error manifests itself in the change of the acoustic constant as result 
of variation in mean molecular weight from not knowing the combustion gas composition and 
changes with temperature of the specific heat ratio. Young et al.[10] investigated this effect on a 
variety of fuel sources and found that in the worst case scenario when the combustion composition 
of coal is unknown, the systematic error is less than 2 %. However, this error is greatly reduced by 
knowledge of the furnace exit gas composition and could be accounted for by modifying the speed 
of sound versus temperature equation. In[31] Green estimated that the standard deviation of the 
molar mass of a given fuel is around 0.4 % and that when the specific heat ratio is linearized over 
the acceptable temperature range, the resulting standard deviation is 0.6 %. However in[1], Tootla 
noted that in South African power plants the coal composition is well known due to coal analysers 
and gas analysers in the flue gas stream.      
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2.3.2 Path Curvature and Length 
Due to the fact that the speed of sound is dependent on temperature and time of flight readings are 
subject to Fermat’s principle, the first acoustic signal to arrive at the receiving end might not 
necessarily be the straight-line path as one might expect and actually be a distorted acoustic path 
that has travelled faster in warmer regions. An amplification of this phenomenon is shown in Figure 
18, where the red section represents the higher temperature region and the blue section represents 
the slower region. 
 
Figure 18 Path curvature due to temperature gradients 
This problem is especially prevalent at regions near the furnace walls, where thermal gradients as 
high as 1000 
K
m
 can exist. Beyond around 0.5 m from the furnace walls this gradient is typically 
significantly decreased (less than 100 
K
m
). For typical path lengths, this error was estimated at 
around 0.2%, however in the worst-case scenarios it could be as high as 3.5 %[19]. As a result, for 
longer acoustic paths this effect is reduced, especially when the angle between the path and 
temperature gradient is reduced. This reasoning has been used in a few studies where the straight 
line assumption is implemented or treated as a systematic error [21], [23], [32]. In addition to this 
the actual straight-line path distance should be well known. Green suggested a standard deviation 
of less than 0.2 % for the shortest path is typically known and for shorter paths were bending is 
more likely to occur, a correction factor can be applied to compensate for this[31]. 
 Chapter 2. General literature survey 
26 
 
2.3.3 Gas Velocity 
A further incurred error in the furnace is the components of gas velocity along the acoustic path. 
Usually the magnitudes of these velocities are relatively small when compared to the speed of sound 
(around 1-2%). However, this error can be easily mitigated by taking path readings in both directions 
and averaging the result. This method is easily applied when the acoustic pyrometer can act as a 
transmitter and a receiver (or transceiver)[23].  
2.3.4 Particle content in gas 
Another possible source of error involves the presence of solid particles within a flue gas. As is 
known, the speed of sound in a gas is very much dependant on the properties of that medium. In 
general, the speed of sound is determined by equation (4) which is based on the propagation of an 
adiabatic wave in an ideal gas. The assumption of an ideal gas is admissible at high temperatures, 
however at the furnace exit there is also a great likelihood that the gasses at the exit plane contain 
ash particles. In[33], Wallis gave an approximation for the change in speed of sound, by treating the 
flue gas, which is essentially a homogeneous 2 phase mixture, as a “pseudo gas” with modified gas 
properties. As a result, the universal gas constant and the ratio of specific heats was adjusted to 
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  (8)   
Where ma is the mass concentration of ash in the furnace gas, aC  is the specific heat of ash and vC  
is the specific heat of the gas at constant volume. Since South African coals has a much higher ash 
content (as high as 30-40%), Tootla did a more detailed review of this effect in[1]. He compared two 
methods by Weber and Wallis for the operating conditions in South African boilers. He found that 
in the extreme (unlikely) worst case, if this effect was neglected an error of 3% would be associated 
with the speed of soundand 6% for the resulting temperature measurement. However, he also 
found that in most applications the solid particle concentration is so low that it need not be 
accounted for. In the case for South African power plants where there is high ash content, there is 
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sufficient information available to produce good estimates when using Wallis’ correction. By 
accounting for this using the method proposed by Wallis, this effect could be easily mitigated.   
2.3.5 Timing Error 
The timing error arises from a difference between when a sound pulse arrives and when it is 
detected. This error is greatly dependant on the type of detection method used and is most easily 
shown using the threshold detection method. For this method time is captured when the amplitude 
of a filtered wave exceeds a set threshold. As seen in Figure 19 , the potential room for error is 
dependent on the rise time or frequency of the filtered wave, where higher frequency waves would 
result in a lower room for error. However due to the attenuation characteristics of flue gas this 
acceptable range is often limited. In order to reduce this error, the signal received should have a 
high signal to noise ratio with a sharp rise time (for the threshold detection method). In[31] Green 
estimated this error to have a standard deviation of around 0.3 % when using an older spark 
discharge transmitter.   
 
Figure 19 Potential for timing error when using threshold detection  
2.3.6 Input and output of sound pulse 
The method of inserting and extracting the acoustic signal from the furnace area is another source 
of potential error. This arises from the temperature change from the cooled mounting tubes to the 
hot furnace gas and the formation of particles in the transducer waveguides. The magnitude of this 
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error is greatly dependant on the furnace configuration used and Green’s estimation for this error 
is around a 0.1 % for general configurations[31]. The temperature change from the transducer to 
furnace is a systematic one and can be compensated for[19] . More modern acoustic pyrometers 
also have automatic purging to prevent this from occurring, and consequently the error produced 
here is again greatly dependant on configuration. 
2.3.7 Speed of sound pulse 
Another source of potential error identified was the speed of the sound pulse. This is not true for all 
transmitter types, however for early acoustic pyrometers that used a spark gap discharge, the shock 
wave produced exceeded Mach 1 and resulted in an acoustic wave that travelled at different speeds 
in different directions. However, even with the technology used, the effect was negligible over 
typical path lengths. This has not been identified as a source of error on modern acoustic 
pyrometers. 
2.3.8 Temperature variation with time 
All acoustic path readings cannot be measured simultaneously, and thus there exists a time delay 
between these readings, during which the temperature in the furnace could have changed. This 
temperature change is approximated as oscillating at a frequency of 1 Hz with a variation of 20 K 
around the mean[31]. A simple model documented by Kleppe, assumed a sinusoidal temperature 
change, which resulted in a mean error of measured temperature of zero with a standard deviation 
of around 2 K. It was also calculated that fluctuating velocity affects would increase this deviation 
by 0.25 K[31].
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3. Temperature profile reconstruction 
3.1 Introduction to temperature reconstruction 
One of the main advantages of acoustic pyrometry over conventional methods is that it does not 
only measure temperature at a single point, but rather measures average path temperatures, using 
properly positioned acoustic transmitters and receivers (or transceivers). If multiple path 
temperatures are measured in the furnace exit plane, it is possible to reconstruct a 2D temperature 
profile and get a spacial estimation of the temperature in that region. And because acoustic 
pyrometry is a non-contact technique, it is able to continuously monitor the temperature field at 
the furnace exit. An example of a reconstructed temperature profile can be seen below in Figure 20.
  
 
Figure 20 Acoustic Paths and Reconstructed Temperature Profile 
The acoustic pyrometer system will have multiple acoustic transmitters and receivers placed around 
the perimeter of the furnace which will create several acoustic paths when fired as shown on the 
left side of Figure 20. Each of these paths will have a time of flight (TOF) and thus an associated 
average path temperature. By some reconstruction process, these average path temperatures are 
then used to estimate the special temperature profile as shown in the right of Figure 20. 
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Experimentally demonstrating temperature reconstruction would ultimately require multiple 
acoustic path measurements. This was not possible for this project due to equipment and time 
requirements and therefore did not fall under the scope of this study. Instead reconstruction is 
explored by simulating time of flight readings and then applying reconstruction algorithms.  
3.2 Reconstruction methods applied in literature 
Many approaches at temperature reconstruction have been attempted in the past, with the goal to 
produce the most accurate representation of the temperature field at the furnace exit. This section 
will present and review these methods, their contexts, as well as their advantages and 
disadvantages. 
3.2.1 Fourier reconstruction method  
An early attempt at temperature profile reconstruction involved representing the temperature 
distribution in a plane with a Fourier series. This method was first achieved by Green[31] and was 
characterised by determining the inverse of the temperature distribution, referred to as the 
“slowness” over the plane, which was approximated with a limited amount of terms as shown in 
equation (9).  
        
0 0




F X Y F X Y A k X l Y 
 
    (9) 
A – Matrix of Fourier coefficients 
,X Y – Normalised coordinates 
,k l  – Index values for x and y direction respectively 
,sk sl  – Maximum number of Fourier terms in x and y direction respectively 
The acoustic paths were described by normalised coordinates, where a single path is shown below 
in Figure 21. 




Figure 21 Acoustic paths with normalised coordinates 
Where X, Y are expressed as follows. 
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,XA YA   – Furnace dimension in x and y direction respectively 
,o ox y   – Starting coordinates in x and y direction 




  – The fraction of distance along the total length of the path 
The procedure is then to obtain an equation for the slowness of each path and solve for the Fourier 
coefficients by measuring the travel time of each acoustic path and knowing the positions of the 
transducers. This is done by representing them as a set of linear equations, however it was noted 
that it would only produce valid results if the number of acoustic paths ( tN ) satisfied the following 
relationship. 
   1 1tN sk sl     (12) 
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Since some redundancy might be necessary to produce a consistent set of results, a least squares fit 
is often used. Green[31] applied this method to produce contour plots as shown in Figure 22. 
 
Figure 22 Temperature distribution reconstructed using Fourier technique[19] 
Using randomly generated temperature distributions, Green could produce reconstructions that 
had a mean temperature error of less than 1 % between generated temperature distribution and 
the simulated reconstruction using only 6 transducers. However, this method of error analysis is 
somewhat misleading, since although there was great agreement for the mean temperatures, a 
comprehensive error analysis was not performed to evaluate the shape of the fit, which would give 
a much more reasonable indication of the performance. 
Bramanti et al[32] also successfully applied this method, and found it to produce similar results to  
their section interpolation method. However, to avoid the limitation of equation(12), regularisation 
was used with sampling parameterization. This method was further verified numerically by 
comparison with a known temperature field. The fit of the reconstruction was evaluated by 
measuring the root-mean-squared (RMS) error.  
 


















  (13) 
Where, NM is the size of the sampling grid,  ,reconT j k  and  mod ,elT j k  are the reconstructed 
temperature and model temperature at index j,k respectively and 
meanT  is the mean temperature of 
the model temperature. It was found that the Fourier technique produced and RMS error of around 
3.21 % for a temperature distribution with a mean temperature of 1330 °C and maximum 
temperature of 1400 °C. In addition to this it was validated experimentally by comparing the 
reconstruction with suction pyrometer readings reaching a depth of 2 m into a 5x5 m boiler at 
equally spaced locations along one of the walls, the results of this are shown in Figure 23.  




Figure 23 Thermocouple measurements compared to reconstructed temperature field with Fourier method for 3 different 
viewing ports[32] 
The results show the discrepancy in this region is usually around 50 °C, nevertheless the correct 
temperature trend is observed. However, it should be noted that typical gas pyrometry temperature 
measurements are still prone to high error, as discussed in 2.2, and thus there is scope for 
improvement for validating temperature reconstruction methods. Bramanti further criticised the 
technique in noting that much like the reconstruction shown Figure 22 ,the Fourier technique was 
prone to producing reconstructions that intersect the boiler wall orthogonally, which is the opposite 
of what should occur. 
3.2.2 Bi-Linear profile approximation 
Another early approach to acoustic pyrometer temperature reconstruction was proposed by Kleppe 
et al.[19] where they proposed applying image processing to acoustic pyrometry in the form of 
‘numerical deconvolution methods’ to create isothermal contours from time of flight readings (using 
multiple acoustic transceivers).  
The method begins by taking the time of flight readings of all acoustic paths and converting these 
readings into mean path temperatures. A bi-linear profile is then used for each acoustic path as 
shown in Figure 24.   
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Figure 24 Bi-Linear Temperature Distribution[20] 
This profile assumes that the peak temperature occurs at centre of each path and the minimum 
temperature is found at the ends of each path. In order to scale the bi-linear profile, the standard 
deviation of the path temperatures is taken and used to determine the deviation from the mean 
temperatures. They are then iteratively scaled to converge to the solutions that best fits all the 
measured path temperatures. 
The estimated profiles are then plotted onto a two-dimensional grid representing the planar area 
of the boiler. Since the paths will not cover the entire area, the matrix will be sparse. The Bezier 
function is then used to interpolate between the known points using a polynomial approximation 
and creating discrete points on the grid. Once this is done, the curves are smoothed and line 
integrals are performed along the smoothed reconstruction. The results of these line integrals are 
then compared to the measured path temperatures and then used to adjust the scale factors for 
the next iteration to minimize the error between the measured readings and the reconstructed 
profile. The result of this is either an isothermal plot or 3D surface plot as shown in Figure 25.  
 
Figure 25 (a) Estimated Isothermal plot (b) Estimated 3D surface plot[20] 
Kleppe et al. then go further to show the application of their method to correcting the temperature 
distribution in a waste-to-energy boiler. The temperature distribution was corrected applying 
control modifications of the secondary air distribution. The results as shown by the figure below, 
indicate that the peak location was moved from the edge to the centre of the boiler[20].  




Figure 26 (a) Isothermal map generated (b) Isothermal map generated after control modifications[20] 
While this paper does put forward a method that has been practically applied to continuous 
measurement, it does not provide any validation for the accuracy of this reconstruction method and 
was not tested against physical readings or simulated with known temperature distributions.  
3.2.3 Least squares methods 
Another popular reconstruction method is the least squares method[1], [24], [34]. The least squares 
method of reconstruction aims to achieve the minimum error between the time of flight readings 
obtained and the resulting reconstruction. This is done by considering the reconstruction region as 
a grid of discrete blocks as shown in Figure 27. In this particular example, a 4x4 grid is used and the 
shown acoustic path is discretised into 4 segments. 
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Figure 27 Temperature plane with a single discretised path 
The time of flight of each path can then be expressed as a line integral of the slowness or reciprocal 
of velocity field in the direction of that acoustic path as shown in equation(14). This time of flight 
can be approximated by representing it as a sum of the product of the slowness in each block the 
path crosses and the length of the segment that passes through that block, shown below in 
equation(15). The assumption made here is that each block has a uniform temperature and 
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Where,  
N – Total number of blocks 
if  – Slowness of 
thi  block [s/m] 
kiL  – Length of the 
thk path segment passing through the thi  block [m] 
The error of this approximation can be considered as the difference between the measured time of 
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The goal of the least squares method is then to minimise the sum of the squares of the path errors. 
This is achieved by taking the partial derivative of the error with respect of the slowness and 
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This reduces to the following canonical equation. 
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f = L L L t   (19) 
 Since the layout of acoustic transducers and geometry of the furnace exit is known beforehand, 
matrix L can be calculated in advance. The vector t then becomes a collection of actual time 
measurements from which we can determine the slowness of each block. The limitation here is that 
for this calculation to be acceptable it must be well posed or overdetermined.  To avoid an ill-
conditioned problem the number of acoustic paths 
tN  must be the same or exceed the number of 
blocks
bN .  
Once the slowness of each block is determined the temperature of each block can then be calculated 








   (20) 
This temperature calculated for each represents a uniform temperature along that block. This 
process is shown in Figure 28, where the actual temperature profile is reduced to the least squares 
solution of uniform temperature blocks forming a 4x4 grid of pixels.  




Figure 28 Least squares reconstruction from actual temperature distribution 
This solution by itself is not that useful due to the limitation imposed that
t bN N , so in order to 
get a more useful solution with greater resolution an interpolation method is generally used. When 
doing this the assumption is made that the uniform temperature is the temperature at the centre 
of each block, and this becomes the temperature data point.   
Recently Shen et al.[35] proposed a new algorithm to solve the ultrasonic thermometry 
reconstruction problem using the least squares method, and multi-quadratic radial basis functions 
(LSM-RBF) for interpolation. Their algorithm was not physically implemented but was rather 
implemented numerically in the Matlab environment.  
 
Figure 29 Schematic view of simulated measurement area used by Shen et al.[35] 
In this study 8 transceivers were simulated and equally spaced apart as shown in Figure 29. This 
configuration allowed for 24 travel paths and to evaluate the temperature distribution the 
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simulated measurement area was divided into a 4x4 grid of blocks spanning over a total area of 
12x12m.  
For the interpolation stage, a multiquadratic nucleus function of the following form was used.  
       2 2, , ,i i ix y x y x y

      (21) 
Where  ,x y  is the interpolated point and  ,i ix y is the centre coordinate of the nucleus function 
and the centre of each divided block. The shape factor is represented by   and is treated as a 
constant, experimentally predetermined as 2.35.   is also a constant chosen usually being either 
0.5 or 1; for this algorithm, it is selected as 0.5, which corresponds to a multiquadratic nucleus 
function.  
To evaluate the performance of the algorithm, four varying temperature functions were defined 
and reconstructed using the least squares with multiquadratic interpolation algorithm (LSM-MQ) 
and compared with a least squares model (LSM) curve fitting solution on Matlab. When 
reconstructing the profile, the assumption was made that the thermometry devices would protrude 
1m into the boiler and thus the outside 1m of the area is excluded, thus as shown in Figure 30, the 
measurement area is from 1-11m. Another noticeable difference shown is that the LSM-MQ method 
is able to reconstruct the whole model area, while the LSM method loses the outside 1m of the area.  
 
Figure 30 Comparison of reconstructed temperature profiles with actual temperature profile for first temperature 
function[35] 
Nevertheless, for both reconstruction models, the first temperature distribution is closely recreated. 
In order to test the true versatility of the models, a total of 4 temperature distributions were tested. 
The formulas defining these distributions are shown in equations (22) - (25). 
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One-peak symmetrical temperature distribution: 
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  (22) 
One-peak asymmetrical temperature distribution: 
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Two-peak asymmetrical temperature distribution: 
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Three-peak asymmetrical temperature distribution: 
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Since the study aims to approximate known temperature distributions, the accuracy of the 
reconstruction was determined by calculating the mean and root mean square error of the 
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   (27) 
jTR  and jTM  are the reconstructed and model temperatures at point  ,j jx y   respectively and n is 
the number of calculated points. The LSM and LSM-MQ algorithms are compared for each tested 
temperature distribution and it was found that the accuracy of reconstruction varied greatly 
depending on the temperature distribution being reconstructed and that the accuracy of both 
algorithms were in a similar error range. The LSM-MQ algorithm showed a more accurate 
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reconstruction for the two more complex temperature distributions, namely 3T  and 4T , while the 
LSM algorithm was more accurate for 1T  and 2T . Both algorithms were also able to reconstruct the 
temperature profile within 0.15 s, showing that both algorithms are suitable for practical 
implementation[35]. 
Although radial basis functions are effective for solving the interpolation problem in acoustic 
pyrometry, its accuracy is strongly dependent on a shape parameter which has been largely 
overlooked in its application to reconstructing temperature profiles for acoustic pyrometry. 
Generally when these functions are used for interpolation, a single value for the shape parameter 
is chosen that is usually preselected using experimental results[35]. Several researchers have 
developed formulas to predict an optimum shape parameter for interpolation, solely on the 
distribution of data points. However, later research done by Rippa[36] found that these solutions 
were only approximate and the ideal shape parameter for the interpolation problem was dependant 
on more than just the distribution of data points.  
Rippa concluded that an algorithm that effectively predicts the optimum shape parameter must 
consider the number and distribution of data points, the radial basis function , the precision of 
computation and the data vector used.  





S S x a x x

      (28) 
Thus, an algorithm was developed that determines a shape factor that minimises a cost function 
that imitates the behaviour of the RMS error between the interpolant and the unknown function 
from which the data vector was sampled, where the RMS error is taken as an indication of the quality 
of fit.  
This is done by taking the norm of the error vector as calculated from equation(29). 
 
   kk k kE f S x    (29) 
Where  kS  is the interpolant of a reduced data set obtained by removing kx  and corresponding 
value kf  from the data set. The interpolant 
 k
S  is calculated a shown below. 










S S x a x x
 
      (30) 
Thus, a cost value is obtained for each sampled data point. However, to determine the optimum 
smooth parameter, the error vector must be calculated by repeating the interpolation phase N 
(number of data points) times and then the norm of that error vector produced must be calculated 
for each smooth parameter tested, which would be extremely computationally expensive. 
As a result, Rippa simplified the error vector calculation to the form in equation (31) . In this form, 
ka  is the kth element in the complete weighting coefficient vector and 
[ ]k
kx  is the k
th diagonal 
element in a matrix obtained by computing the inverse of the complete radial basis function matrix. 
 
    [ ]
k k
k k k k
k
a
E f S x
x
     (31) 
This implementation greatly reduces the computational complexity of the algorithm as it does not 
require us to recalculate the interpolant in equation (30)  N times for each shape value. This 
simplification reduces the algorithm’s computational complexity to a level which is practicable.  
The simplified algorithm was then used to compute the cost function for varying values of the shape 
parameter. The graph of the cost function is shown numerically to be very similar to the graph of 
the RMS error and thus indicates that computing the cost function is a great predictor for the 
optimal shape parameter if the interpolated function is not explicitly known.  
Consequently, the algorithm was shown to consistently produce good values for the shape 
parameter for the multiquadratic, inverse multiquadratic and Gaussian interpolants for a range of 
different interpolated functions[36].  
This algorithm has not yet been applied to the acoustic pyrometry problem, and if its accuracy 
extends to reconstruction problems with less data points, it could prove to be  beneficial to 
achieving more accurate reconstructions when the temperature distribution is not known.  
3.2.4 Computed tomography  
More recently Zhang et al.[37] put forward the method of applying computed tomography to the 
acoustic pyrometry reconstruction problem. Computed tomography is an efficient image processing 
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method that has a wide variety of applications but is most commonly known for its use in medical 
imaging using x-rays. 
In their application Zhang et al. set out to use this method for continuous online monitoring of the 
furnace exit temperature. This included the signal processing of the time-of-flight (TOF) readings as 
well as reconstructing the temperature field. This was achieved with 4 sound sources based on 
loudspeaker technology and 8 sound receivers arranged as shown in Figure 31, ultimately creating 
24 acoustic paths. 
 
Figure 31 Schematic of measurement points[37] 
Zhang et al. noted the high likelihood of the reconstruction to be overdetermined or ill-conditioned, 
and thus not having an exact solution. For their experimental setup, they split the cross section into 
a 4x4 grid, creating 16 pixels (data points) but had 24 acoustic paths. In an attempt to reduce the 
amplified effects of noise that would be incurred from direct matrix inversion or some iterative least 
squares methods, a computed tomography technique was attempted. The computed tomography 
method applied was the algebraic reconstruction technique (ART). The iterative equation for the 












    (32) 
For this process, k is the iteration number, and  is the relaxation factor (between 1.3-1.35), jw  is 
the jth row of the weighting matrix used and xo is the initialisation vector. In order to speed up the 
iteration process, the least squared solution can be used as xo.   
Once the pixel values were obtained the rectangular section was then interpolated into a 16x14 grid 
using bicubic interpolation, producing a temperature profile as shown in Figure 32. 




Figure 32 Three-dimensional reconstructions during hot state monitoring[37] 
In the hot state results show the high temperature regions to be instable, however this was 
attributed to combustion instability.  
The only validation done on the model was by measuring the temperature of the flue gas at four 
locations using thermocouples, and there was no comparison done using simulated data. These four 
thermocouples were placed as shown in Figure 33 and due to the limitations as to how deep a 
thermocouple can be placed, they were evidently located near the outer edges of the furnace.  
 
Figure 33 Schematic of temperature measurements using thermocouples[37] 
The comparison between the reconstructed temperature and the measured temperature at these 
regions showed a relative error of around +-4.3 %. Although this error might be acceptable for some 
applications, this comparison is limited and the discrepancy near the high temperature regions, 
where there seems to be a large temperature fluctuation, is unknown. In addition to this the number 
of measurement repetitions is not given so there is no indication of whether there is a fluctuation 
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in this error and which regions were more affected. While the technique can produce three-
dimensional reconstructions, the model is not comprehensively validated. 
3.2.5 Regularisation Methods 
The reconstruction problem is essentially an inverse problem, and in many applications, it is prone 
to be ill-posed, especially in the presence of noise. Consequently, to achieve a meaningful solution 
to the reconstruction problem, some researchers have attempted regularising the solution to 
compensate for these shortfalls.  
Sielschott et al.[23] attempted the reconstruction problem placing emphasis on the use of few data 
points. Ideally to get an accurate reconstruction of the temperature field, more acoustic paths 
would be preferred, however this is not always feasible. A more realistic selection of 24 acoustic 
paths was used and compared with a more ideal scenario of having 96 acoustic paths. For this study 
acoustic transceivers were used (acting as both transmitters and receivers) the arrangement used 
is shown in Figure 34. By using transceivers, acoustic readings were taken in both directions to 
remove and cancel out the source of error associated with the flue gas velocity in a particular 
direction. 
 
Figure 34 Acoustic transceivers layout with 24 lines (8 transceivers) and 96 lines (16 transceivers)[23] 
The reconstruction method employed involved using “ansatzfunctions” or basis functions and 
solving the linear set of equations using Tikhonov-Phillips regularisation. Like most methods the 
time of flight for each path (
lg  ) was defined as a line integral of a slowness function f(x) along the 
path distance





g f x ds    (33) 
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A collocation method is the used to describe the slowness function, defining the slowness as a sum 
of undermined coefficients 
k  and basis functions  k x  for each reconstruction region. And 
ultimately the slowness of the plane is defined as a sum of these basis functions. 





f x x 

   (34) 
 k x – Basis Function 
k – Undetermined coefficients 
The basis functions used take the form as shown in (35). Although it is not explicitly referred to as 
such, the form of these equations resemble an exponential radial basis function, where   can be 
thought of as a shape parameter controlling the shape of the function and 
kx  is the midpoint of the 








   (35) 
The reconstruction region is divided into 10x10 pixels and thus n=100. By defining the integral of 
the basis function along each path as 
lka in equation(36). The equation for time of flight can be 
represented as a sum of 













   (37) 
This form can be easily converted to a linear set of equations as shown in(38). Where the goal now 
is to find vector   to solve the set of equations. 
 A g    (38) 
In this example A is ill-conditioned, since we have 24 paths but require 100 pixels. In order to 
compensate for this, Tikhonov Phillips regularisation for digital filtering was used. The goal is then 
to minimise the following equation.  





A g D      (39) 
In this equation, 
2
D   is the minimiser and   exists as a parameter controlling the regularisation, 
where the minimiser can be computed using the singular value decomposition (SVD) of A and D is 
chosen as the identity matrix I. Once   is obtained, the slowness equation (34) is defined and the 
temperature of the region can be determined.  
The artificial temperature distributions (referred to as ‘phantoms’) used by Sielschott et al.[23] 
cover a temperature range of 850-1250 °C which was deemed a realistic temperature range for the 
furnace exit. Moreover, based on suction pyrometry readings the phantoms were selected as having 
steep temperature gradients near the edges and a rather constant temperature in the centre.  
An example of one of these profiles is shown in Figure 35. The quality of reconstruction was tested 
visually and no numeric metric for fit was considered, however they did consider path error and 
reconstructed for three path error conditions, 0% 1% and 2.5% respectively. Under these conditions 
the reconstructions with 96 paths were much more accurate and stable, however this number of 
paths would be unrealistic for actual application. Reconstructions with a more realistic 24 paths 
were not able to adequately represent the chosen temperature profile[23]. 
 
Figure 35 Reconstruction results when using 24 and 96 paths for 3 path error conditions, where  =0.1[23] 
In another study Sielschott[38] went further to try and incorporate a priori information into the 
reconstruction. Since the furnace exit region was well known for the ideal case based on suction 
pyrometer, a radiation pyrometer and theoretical considerations, they’ve attempted to incorporate 
starting pictures and smoothing into the reconstruction process. The goal behind this process was 
to get a more realistic reconstruction and remove the unrealistic peaks seen in previous attempts. 
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When starting pictures are used, the reconstruction process attempts to form the slowness function 
f(x) from a more realistic distribution h(x) which would form the ‘starting picture’ as shown in 
equation(40). 
      f x h x u x    (40) 
 Here , which is a scaling factor, is selected to minimise the difference between the time of flight 
readings obtained, and that which would be obtained with  h x  as the slowness function. Once
 is determined, u(x) is computed as a reconstruction from the difference between the measured 
data and the time of flight readings which would be obtained with  h x . 
In addition to this smoothing is attempted, where a maximum value is selected based on the starting 
picture and if the  h x  term exceeds this value it is limited to this maximum value. In summary 
the process involves computing the reconstruction, changing it to incorporate a priori information 
and then correcting it to fulfil the measured data. Using this process reconstructions were achieved 
as seen in Figure 36. Three different ‘phantoms’ were used, the starting picture was the rather flat 
3rd phantom and time of flight data was given a 1 % error. 
 
Figure 36 Reconstructions with starting picture, smoothing and time of flight errors of 1%[38] 
Reconstructions incorporating a starting picture were much more accurate than previous 
reconstruction attempts. Although no error analysis was performed, visually two of the three 
phantoms showed great correlation. However, it was noted that the quality of the reconstruction 
was largely dependent on the starting picture chosen, which can be seen by the failed 
reconstruction of the second phantom. Simple starting pictures such as the one used in Figure 36 
produced rather accurate reconstructions, while more complicated starting pictures were likely to 
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produce unfavourable reconstructions for simpler temperature profiles. This method proved to be 
very useful if you had a great knowledge of the shape of the temperature profile[38].  
Another recent popular and similar method of temperature reconstruction involves the use of 
Markov radial basis functions in conjunction with Singular value decomposition(SVD RBF)[34], [39]–
[41].  
The form of radial basis functions used take the same form as that used by Sielschott et al. as shown 
in equation(41).  
      
2 2
, m m
x x y y
m x y e


   
   (41) 
Here   is a shape parameter and  ,m mx y  is the midpoint coordinate of the 
thm  block or pixel. If 
the temperature plane is divided into N blocks or pixels, the slowness function is then represented 
as a sum of the product of the undetermined coefficient and the radial basis functions 
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   (43) 
 t A   (44) 
As in previous methods, this problem can be ill-conditioned, and singular value decomposition is 
used here as a form or regularisation to estimate the undetermined coefficient. According to this 
method a real or complex matrix can be decomposed as follows. 
 TQ USV   (45) 








  (46) 
Here,   is a diagonal matrix of singular values in descending order. 
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  (49) 
The generalised inverse of matrix A can be computed. 
 TA VS U    (50) 
And thus, the undetermined coefficient can be obtained since A can be computed. 
 A t    (51) 
Once the undetermined coefficients are known, the slowness function can be constructed from 
equation (34) and thus the temperature field can be determined.  
In a study done by Shen et al.[34] this method was applied numerically to a furnace with a square 
cross section and then later the same method was applied to reconstruct in a furnace with a circular 
cross section[40].   




Figure 37 (a) travel paths and division for a square cross section (b) travel paths and divisions for a circular cross 
section[40] 
These methods were tested against the temperature functions similar to those used by[35] and 
compared with a least squares method using multi-quadratic radial basis functions (LSM-MQ)[35]. 
In the study testing regularisation methods, Shen et al. go further than merely testing mean and 
RMS error as shown in equation (26) and (27), but also perform a hotspot analysis evaluating the 
position of the peak as shown in equation (52) as well as the temperature error at that peak as 
shown in equation (53) to evaluate the quality of the reconstruction. 
 

















    (53) 
In these equations,  0 0,x y  and hTH  are the coordinates of the hotspot and temperature at the 
hotspot on the temperature distribution model, while  0 0,r rx y  and hTR  are the coordinates and 
temperature of the hotspot on the reconstructed temperature field respectively. These similarities 
between the two studies ([34] and [35]) would suggest that the results between the two methods 
would be directly comparable, however on further analysis slight variances exist between the 
application of the two methods. The first being that the double peak model temperature 
distribution was altered between studies as shown below. 




Figure 38 a) Double peak temperature distribution model used in[35] and b) double peak model used in[34] 
A noticeable difference here is that although the peak locations in both models are the same, the 
actual temperature of these peaks were varied. Secondly the measurement area was changed 
across all distributions from 11 m x11 m to 12 m x12 m without changing the temperature 
distribution formulas to reflect this.   
Nonetheless, the mean and RMS error results from both studies are still able to give an indication 
of the efficacy of both methods. When comparing the four temperature profiles, the LSM-MQ 
method produces results around the same accuracy as the SVD RBF method for the single peak 
functions. However, when comparing the results from the double and triple peak temperature 
distribution model, the SVD RBF method produced more accurate results.  
Additionally, the method was tested with random travel path noise to evaluate the effect of noise 
on the final reconstruction. This was done by adding Gaussian noise with a mean of 0 ms and a 
standard deviation of 1 ms to each path travel time. This method showed strong noise resistance, 
and the mean reconstruction error changed by less than 0.5 %. The method shows great potential 
in the numerical environment, especially in its ability to reconstruct despite path noise, however 
has it not been validated in a boiler furnace environment.  
The same method was tested numerically by Jia et al.[39] with very similar temperature 
distributions and compared their results with the least squares algorithm. The temperature 
distributions used in this study were slightly steeper and tested over a smaller 10 m x10 m grid. The 
result of this was that the mean error when evaluated with the same equation used by Shen et 
al.[34] produced comparable error results for the single peak distribution, however was less 
accurate for multiple peaks. In this study the least squares algorithm was more accurate for the 
single peak profile, but was less accurate for multiple peaks. In theory the algorithm used in this 
study was the same as that used by Shen et al.[34], however the results of the latter was much more 
accurate. This could suggest that changes in the temperature field and transmitter and receiver 
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layout is a great influencer of performance and care should be taken when directly comparing 
methods. 
Jia et al. went further in [42] to validate the SVD RBF algorithm using a small experimental setup as 
shown in Figure 39 a. A heater source was used to create a temperature distribution and then moved 
to various locations to create asymmetrical peaks.  
 
Figure 39 (a) Experimental frame with heat source (b) Transmitter and receiver locations with measurement grid[42] 
Due to the small distances, 4 ultrasonic transmitters and 8 receivers were used, positioned as shown 
in Figure 39(b). To validate their method thermocouple measurements were taken at the centre of 
each of the 9 numbered blocks and compared with the temperature value at that point in the 
reconstruction. 
Both the least squares method and the SVD RBF method was tested and evaluated at these points. 
Overall temperature errors varied significantly across blocks with some blocks having an error of 2.2 
% while others were as high as 10.5 % for the same reconstruction. The mean accuracy of the two 
methods were very comparable and when the heater is placed in the centre the least squares 
method achieved a mean accuracy of 6.757 % while the SVD RBF method achieved a lower error of 
6.11 %. When the heater was placed towards the corner the least squares method achieved a lower 
error of 6.34 % while the SVD RBF method achieved a higher 6.71 %. These results suggest that in 
practice these two reconstruction methods would produce comparable results.  
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3.3 Mathcad model development 
This section discusses the Mathcad model developed for temperature reconstruction. It begins by 
providing and overview of the processes in the model, followed by a detailed report of each of these 
processes and how they were implemented.   
3.3.1 Overall Process 
At an abstracted level, the model has 5 main steps that can be broadly grouped into the sub 
processes shown in Figure 40. The model begins by specifying the inputs, after which the grid and 
length matrix is determined. The average TOF measurement for each acoustic path is then 
simulated, from which the data points are determined using a least squares algorithm. Each of these 
acoustic paths are assumed to be straight. 
Once the temperature data points are determined, interpolation algorithms are applied. The result 
of that interpolation is then evaluated against the selected temperature profile and the results are 
plotted. Each of these sub processes will be described in greater detail below and the resulting 
Mathcad code can be found in Appendix A. 
 
Figure 40 Overview of Mathcad process 
The model takes a least squares approach to temperature reconstruction (further detailed in 3.3.5) 
after which multiple interpolation methods are applied, with an emphasis on a RBF interpolation 
with shape factor prediction, as documented in 3.3.6. 
3.3.2 Model Inputs 
In the implementation of this model, the goal was to include as many input variables as possible, 
such that temperature reconstruction could be attempted under multiple different scenarios with 
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relative ease. This section discusses inputs used by the model and how they are applied to reach 
this goal.  
The model has a dedicated graphical input section at the top of the script as shown in Figure 41, 
where in this figure similar inputs are grouped by colour boxes.  
 
Figure 41 Reconstruction model Input section 
The first section of inputs as contained within in the red box in Figure 41, pertain to the selection of 
the temperature profile to be reconstructed and any modifications if necessary. The lime box has 
settings pertaining to adding noise to time of flight (TOF) readings and a hyperlinked contents page 
for navigation through the script. The dark green box inputs relate to the positions of and the type 
of acoustic pyrometer transmitter used. In addition, there are options to control the grid used for 
the data points. On the right page, the blue box encloses constants such as the furnace dimensions 
and flue gas properties. Below this, the inputs in the yellow box, relate to adding radiation 
pyrometer readings to acoustic pyrometer readings to improve accuracy. The following sections will 
discuss how these inputs are implemented. 
Temperature profiles 
The temperature profile is chosen via a selection box as shown in Figure 41, where there is a 
selection of set profiles and a more variable profile that can be defined below this box. The first four 
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set temperature profiles used were from the precursor to this study done by [1] as adapted from 
[35]. The equations of these profiles are shown explicitly below and visually in Figure 42. 
  1 , 1100 300sin sin
14 14
T x y x y
    
     
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Figure 42 Set temperature profiles on 14x14m cross sectional area 
The first two profiles are symmetrical single peak profiles, where the peak temperature is located 
at the centre of the furnace cross section. They have the same overall shape; however, the second 
profile is much steeper having an 800 K temperature change. The third profile is an asymmetrical 
profile where the peak is located towards the furnace wall. The last profile is the most complex, 
having two asymmetrical peaks and a high temperature change. These set profiles were the main 
ones considered for this study. 
In addition to these set temperature profiles, a more variable temperature profile was developed, 
with the intention of determining accuracy when the peak location changes. The profile is 
mathematically similar to the third temperature profile, except the peak location and temperature 
change are variables and can be altered, as shown in (58).  
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riseT x y T e
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Where 
riseT  is the temperature rise in Kelvin and peakx  and peaky  are the x and y cartesian coordinates 
(in m) of the peak. However when applied, these peak locations are inputted as polar coordinates 
with an origin at the centre of the furnace as shown in equation (59) and (60).  




x r      (59) 




y r      (60) 
Here, r  is the distance from the centre (in m) and   is the angle from the horizontal plane. This 
implementation reduces the amounts of inputs required and is more intuitive when successively 
changing the location of the peak. An example of this is shown in Figure 43, where the angle and 
distance from the centre is changed. While the 3rd profile is called the asymmetrical profile, it is 
symmetric around one axis. The custom off-centre peak profile can be used during plant scale 
implementation to create a profile that is asymmetrical around all axes if and underdeveloped FEGT 
profile is suspected.  
 
 Chapter 3. Temperature profile reconstruction 
58 
 
Figure 43 example of off centre peak temperature profile with different inputs 
The last profile was developed as an extreme scenario where the flue gas is cooled rapidly by the 
water walls but remains fairly constant outwards from the walls, as seen in the reconstructions 
studies done by Sielschott et al.[38] on tangentially fired boilers. It is characterised by having and 
extremely flat top, with a very sharp temperature gradient at the walls as shown in Figure 44.  
 
Figure 44 Flat temperature distribution with sharp temperature decline at walls 
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  (63) 
To achieve this sharp drop of temperature but still maintain a flat top, the temperature profile was 
defined using a Bezier surface. The surface is defined by a two-dimensional set of control points (
,i jP ) and basis-functions ( ,x iB  and ,x iB ). The resulting profile passes through the end control points 
but lies within the convex hull of the control points. The resulting temperature profile is described 
by equation (61), where n  is the dimension of the control point matrix. To achieve the profile as 
shown in Figure 44 a 10x10 matrix of control points was used.  
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Transmitter and Receiver positions 
In order to generate TOF data, the geometry of the acoustic maths must be established. This is 
primarily dependent on the inputs in the darker green box as shown in Figure 41 and Figure 45, 
which are related to the transmitter and receiver positions. The inputs for transmitter and receiver 
positions are placed into a matrix where the first two columns are the cartesian x and y coordinates 
and the last column is the wall on which that transmitter or receiver lies. In addition to this the grid 
that partitions the furnace exit area is defined by two vectors for the x and y coordinates of the 
partition lines. An example of the grid produced from these vectors is shown in Figure 45, along with 
the convention for the wall numbers. For the grid vectors edges of the wall are also included in the 
vector (a 5-element vector produces 4 blocks) and the wall numbers begin with 1 at the bottom wall 
and are numbered incrementally in an anti-clockwise fashion. The convention was also to enter the 
coordinates into the transmitter and receiver matrix in ascending wall number (i.e. anti-clockwise 
from the bottom). Likewise, this is the convention followed when paths are determined. When a 
4x4 block grid is selected, there is also an option to try predicting the optimum grid based on the 
transmitter and receiver locations.  
 
Figure 45 Transmitter and receiver position inputs and resulting grid 
Since two types of acoustic pyrometer exist, one where the transmitters and receivers are separate 
and one where they act as one device known as a transceiver, the model has been developed to 
account for both. A selection box above the transmitter and receiver positions chooses which type 
is used. When the transceiver option is selected, the receiver position matrix is used and the 
transmitter matrix is disregarded. 




Figure 46 Resulting acoustic paths from example inputs for transmitter and receiver option and transceiver option 
The result of the inputs of Figure 45 are shown in Figure 46, where the transmitter and receiver 
option is selected on the left; and where the transceiver option is selected on the right. The red 
icons represent transmitters and the blue ones represent receivers or transceivers. As illustrated by 
Figure 46, while both modes have the same number of acoustic paths, the direction and orientation 
of the paths differ. This allows for a more detailed study into how the type of acoustic pyrometer 
might benefit the reconstruction process.   
Path noise 
The settings in the lime green box pertain to dealing with path noise. These settings came about 
since commercial acoustic pyrometers have a rated TOF accuracy, with the PyrometrixTM having a 
rated accuracy of 1 % and the Boilerwatch® acoustic pyrometer having a rating of 0.5 %. As a result, 
an option to include TOF error was added to the input section to study the effect it has on 
reconstruction. In the model, there is an input for random TOF error as selection from a drop-down 
box in 0.5 % increments from 0-4 %, or a constant TOF offset as a variable. In addition to this there 
is an option to repeat readings when high noise is expected. 
Constants  
On the right side of Figure 41, there is a section for inputting constants. These constants are inputted 
as variables in Mathcad. Specifically, this section includes the dimensions of the furnace region to 
be simulated and the properties of the gas within that area. Even though constants such as furnace 
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dimension are not critical, since this is a mathematical exercise, for consistency and means of 
comparison, furnace dimensions and flue gas properties were kept the same as the previous study 
done by Tootla[1]. 
Adding radiation pyrometer readings 
 
Figure 47 Radiation pyrometer inputs 
The last section of the inputs pertains to a conceptual feature in which radiation pyrometry could 
be used to complement acoustic pyrometry. One of the limitations (as discussed in 2.2.3) of 
radiation pyrometry is that it is depth limited, however acoustic pyrometer is not and rather 
produces an average temperature over the path length. By combining these two measurement 
methods, a short-range temperature reading could be used to improve the accuracy of temperature 
reconstruction using acoustic pyrometry. 
In this implementation, the radiation pyrometers are point temperature readings. Therefore, as 
shown in Figure 47, the inputs of this section are two vectors and a push button. The pushbutton is 
simply a selection to include radiation pyrometer readings and the vectors are the x and y 
coordinates of the points to be measured by the radiation pyrometer. It is implemented such that 
the radiation pyrometer data points are added to the acoustic pyrometer data points before 
interpolations, however more on its implementation will be discussed in the following chapters. 
3.3.3 Populating distance matrix 
One of the most important aspects of successfully applying the least squares method (as described 
in 3.2.3) is populating the L matrix (also referred to as the distance matrix). In this matrix the column 
index( i ) is the block number and the row index( k ) is the path number and the value stored within 
the matrix is the length of path k  that passes through block i . An example of this is shown in Figure 
48 where a single acoustic path is divided into multiple path segments based on where it intersects 
the grid, to populate the L  matrix.  
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Figure 48 Example of acoustic path in furnace area being split into segment lengths 
For previous studies on fixed setups of acoustic pyrometers the L  matrix only needed to be 
populated once and could be manually calculated. However, since this study involves varying the 
acoustic pyrometer and transmitter/receiver positions and grid, it is imperative that the matrix is 
programmatically populated every time one of these variables is altered. Thus, this section details 
the algorithm used to populate the L  matrix. 
Populate distance matrix algorithm  
The overarching function that handles this is called the populate distance matrix function, whose 
algorithm is outlined in Figure 49. The key role required by this algorithm is that it must be able to 
identify where each acoustic path crosses the grid, the length of each segment in each block and 
the block number in which the segment lies.  
The function was implemented to start by taking the transmitter and receiver matrices as inputs (all 
other variables used are treated as global constants). From these matrices the number of 
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transmitters and receivers is determined and the index variables “i” for the number of transmitters 
and “j” for the receivers are initialised for a nested for loop.   
The outer loop cycles through the transmitters and the inner loop through the receivers. In the inner 
loop, the start and end co-ordinates for the acoustic path and its wall number are extracted from 
the transmitter and receiver matrix respectively. If the wall numbers are the same, the path is 
considered impossible and the next receiver is considered. If they’re not however, it is considered a 
valid path and the path index is incremented.  
The intersection algorithm is then called to determine where the acoustic path intersects with the 
grid, taking in the start and end co-ordinates and returning a matrix with co-ordinates of 
intersection. The intersection matrix is then iterated through, taking consecutive points and 
calculating the distance between them to determine the segment length. If the distance is greater 
than 0.5 % of the furnace dimension, then the segment is considered, else it is deemed as 
insignificant. This criterion was arrived at experimentally after noting segment lengths below this 
size significantly skewed data point determination later on. Once the segment length is calculated, 
the midpoint between the two co-ordinates (as shown by the circles in Figure 48) is then sent to a 
block number algorithm which locates the block in which the segment lies. The segment length is 
then stored in the L matrix (distance matrix) and using the path number as the row index and the 
block number as the column index.  
Once all paths are considered, the distance matrix is fully populated. The populated matrix rows are 
summed to get the total length of each path. The algorithm finally outputs the distance matrix the 
length of each path and the start and end coordinates of each path. Two version of this algorithm 
were implemented, the version using transmitters and receivers as inputs (as shown in Figure 49) 
and the version for transceivers where the receiver position is used for both loops. Depending on 
the setting chosen, the relevant function is called. 
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 Due to the convention for inputting transmitter and receiver locations, and the structure of the 
populate distance function, the resulting path number convention will follow closely to the inputting 
convention. This will result in the path numbers being labelled from transmitter to receiver, where 
both the transmitter and receiver loop is labelled anti-clockwise from the bottom. This is shown in 
Figure 50 where the red icons are numbered transmitters and the blue ones are numbered receivers 
as per input conventions. 
 
Figure 50 Acoustic path labelling convention 
Determining intersections 
Within the distance matrix algorithm, the intersection function is called, to perform the task of 
determining where each acoustic path intersects with the defined grid. The process followed by this 
function is outlined in the flowchart shown in Figure 52.  
Once the start and end coordinates of the acoustic path are inputted into the function, the first step 
is to determine whether the path is horizontal, vertical or diagonal (examples of these cases are 
shown in Figure 51). The paths are first checked for the vertical case by comparing the start and end 
x coordinates. If these are equal, the y-grid vector is looped through and the constant x coordinate 
is stored with each y coordinate in the intersection matrix, resulting in the coordinates for each 
vertical intersection as shown by blue crosses in the vertical path example of Figure 51. The same is 
done if the line is horizontal, except the start and end y-coordinates are compared and the x-grid is 
looped through, creating the red crosses as shown for the horizontal path example in Figure 51.  




Figure 51 Examples of three path intersection scenarios 
Once the intersection matrix is formed for either of these cases, the matrices are sorted in ascending 
order, with respect to the y coordinate in the vertical case and the x-coordinate in the horizontal 
case. The coordinates are order so that they are consecutive, as required by the populate distance 
function when calculating the distance between them. 
The last possible case is when the acoustic path is diagonal. In this scenario the first step followed 
is to determine the cartesian equation of the line by the gradient and y-intercept as shown in 
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Figure 52 Intersection function flowchart 
 
Once the cartesian equations are calculated, the x-grid is once again looped through from left to 
right, except this time the y-coordinate is calculated by the equation of the line, effectively 
determining where the line intersects with the vertical lines of the x-grid. The resulting intersections 
are only stored if they fall within the furnace area. The same process is then followed for the y-grid 
determining where the path intersects with the horizontal lines of the grid. In Figure 51 the vertical 
intersections are shown by red crosses and the horizontal ones with blue crosses. However, as 
shown in this figure, if the intersection lies on a corner, it will be picked up twice, first by the vertical 
line and then the horizontal line. The solution to this is that the resulting intersection matrix 
coordinates are sorted with respect to the x-coordinates. The function will then return all the 
intersection points to the populate distance matrix function. However, when this function calculates 
distance between points for segment length, the result will be zero and the doubled coordinates 
will be cancelled.  
Determining block number 
Once the intersections of the path and grid are determined, the acoustic paths are split into line 
segments, whose block number must be determined. The algorithm developed for this is outlined 
and implemented as shown in Figure 54 and an illustrative example is shown in Figure 53.  
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Figure 53 Block number determination example 
Once each line segment is determined, the line segment midpoint coordinates will be calculated to 
input into the block number function. The x coordinate is then compared with the x grid vector to 
see where it is larger than the values within the vectors. The same is done for the y coordinate 
where the y values are lower than the y grid. The result of this is two Boolean matrices that can be 
summed to determine the column and row number respectively. From the row and column number 
the block can be calculated via equation (67), where 
xN  is the number of x blocks. 
  1 xblock column row N      (67) 
An example of this is shown in Figure 53, where the midpoint of a segment (the white dot) is in the 
10th block, and from the coordinates of the point and the grid vector, the block number is 
determined.  
 
Figure 54 Flowchart of process followed by block number function 
The combination of these functions makes it possible to automatically populate the distance matrix 
for multiple paths using either transmitters and receivers or transceivers. It is however limited to 
rectangular or square furnace areas and acoustic paths that do not lie directly on grid lines. 
However, in the latter case the grid lines could just be adjusted to prevent this.  
3.3.4 Simulating Time of flight data 
After the distance matrix is determined for the given geometry, the time of flight must be simulated 
for each acoustic path. Since the temperature profile is chosen and defined, for given flue gas 
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properties, the “slowness” or reciprocal of velocity (  ,f x y ) can be determined in the furnace 
plane as shown in equation (69) where the velocity is defined by the flue gas properties and 
temperature profile as shown in equation (68). 








   (69) 
As previously noted in 3.3.3, during the population of the distance matrix the start and end x-y 
coordinates and length ( l ) of each acoustic path are determined and outputted in the form of 
vectors (
startx , endx , starty and endy ). Since the start and end coordinates are known the time of 
flight (TOF) for each path can be calculated via a line integral as shown in equation (72), where the 
x and y coordinates are parametrised as shown in equation (70) and (71). 
    ,
i i istart end start
x s i x x x s      (70) 
    ,
i i istart end start
y s i y y y s      (71) 
     
1
0
, , ,i it f x s i y s i ds l     (72) 
If path error is selected at the input section, the resulting TOF for each path will then be altered to 
accommodate for both random and constant error. Each path time of flight will be updated as 
shown in (73), where a random error term and a constant TOF error term are included. The random 
error term is the product of the TOF, the selected path error ( pathe ) and a random normal 
distribution term ranging from 0-1, meaning that the selected path error is considered to be stated 
as the variance in a normal distribution. In addition to this, if selected, a constant TOF error (
constt ) 
can be added to the simulated TOF readings.  
 i i i norm path constt t t rand e t       (73) 
The resulting time of flights can then be used by the reconstruction process in the absence of 
physical readings to simulate reconstruction under the given conditions, allowing the simulation and 
comparison of temperature reconstruction for a variety of setup conditions.  
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3.3.5 Determining Data points 
Once the acoustic path TOF is simulated, a least squares reconstruction approach is taken to 
determine the temperature data points before interpolation. As mentioned in section 3.2.3, after 
the furnace area is divided into a grid and the transceiver positions are known, the system of 
equations shown in (74) can be produced. 
 Lf = t   (74) 
 
    
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f t ΔL ΔL ΔL
f = , t = , L =
f t ΔL ΔL ΔL
  (75) 
Where, t  is the TOF vector which is simulated, L  is the distance matrix which can be populated and 
seen as a weighting matrix, leaving f   as the “slowness” matrix to be determined.  
Direct matrix inversion would not be suitable to solve for f , since it is likely that the matrix will be 
overdetermined and non-square, where the number of paths exceed the number of blocks 
( 
tN  > bN ). As a result, a least squares approach was taken to determine f  using the generalised 
inverse function in Mathcad.  
 +f = L t   (76) 
This generalised inverse function, also known as the pseudo inverse or Moores-Penrose inverse, 
uses the pseudo inverse function [43]. When the matrix is square and non-singular, the inverse 1L
will be returned, however in most cases the generalised inverse L  will be returned, which will be 









   (77) 
Once the slowness of each block is determined the temperature of each block can then be calculated 
by equation (77), based on the properties of the flue gas and the slowness. The assumption made is 
that the slowness and therefore temperature is uniform in each block, as shown in Figure 55. The 
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actual data point taken is then the centre position of this block as denoted by the black dots, and a 
vector of temperature data points 
lsT  is created.  
At this point, if radiation pyrometry readings have been selected, they will be added to 
lsT , where 
the temperature value is the temperature of the interpolation function at the location inputted. 
These data points are then used for interpolation, where multiple interpolation types can be used 
to complete the reconstruction process.  
 
Figure 55 data points created from least squares result 
3.3.6 Applying Interpolation algorithms 
Once the data points are determined, an interpolation algorithm is used to estimate the 
temperature profile, before evaluating the error of the reconstruction. As shown in Figure 56, 
multiple interpolation algorithms are applied to the same data set before the results are compared. 
They are coded as functions, so they can be individually called to create data sets. 




Figure 56 Process for applying interpolation algorithms  
The main emphasis of the study was on the RBF interpolation method, however to compare against 
this method, Cubic spline, multiple regression and Lagrange interpolation were implemented, 
making use of Mathcad’s built-in interpolation tools.  
Radial basis functions 
The radial basis function interpolation method involves approximating the temperature ( , )T x y   by 
the sum of various radial basis functions i

  each weighted by i

 , as defined by equation (78), 
which collectively create a continuous surface that passes through all of the data points. 
 






T x y x y


  (78) 
Each radial basis function is radially symmetric about the centre and while multiple radial basis 
functions exist; through testing it was found that multiquadric version produced the most accurate 
results and was selected for use in this study. The multiquadratic basis function is defined by 
equation (79), where  is a constant shape factor, controlling the steepness of the function. 
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Each of these radial basis functions are located at a different centre  ,i ix y  that coincides with the 
x-y coordinates of each temperature data point. By forcing the interpolated surface to go through 
each data point, It would then be the case that equation (80) is true and each temperature data 





i j j i i
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T x y 

   (80) 
This would then reduce to equation (81), where the matrices are as shown in (82). 
 T    (81) 
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Since   can then be calculated and T  is known, then   can be calculated by matrix inversion and 
equation (78) could then be used to evaluate the temperature at any point.  
At this point, the time of flight simulation, data point determination and radial basis function 
interpolation method was validated against the set profiles and inputs used in Tootla’s study[1]. 
Under the same conditions, the method produced reconstructions with the same reconstruction 
accuracy for each temperature profile. 
It was found that the accuracy of the interpolation was greatly affected by the shape factor   
defining the interpolant. Previously, fixed shape factors were used, but this resulted in a trade-off 
of accuracy between possible temperature profile scenarios. As a result Rippa’s algorithm[36] was 
used to predict the optimum shape factor based on each set of data.  
The algorithm estimates the best value for   based on equation (83), which estimates the error of 












   (83) 
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To predict the most accurate  , a golden section search algorithm was used to find the shape factor 
that produced the lowest magnitude 
kE . An example of this is shown in Figure 57, where the 
minimised shape factor (blue line) is determined from the minimum magnitude of the error vector 
(red line).  
 
Figure 57 Golden section search to find shape factor that minimises Rippa's algorithm 
The result of this is a method of multiquadric radial basis functions, where the shape of the basis 
function used can effectively be optimised based only on the time of flight readings and the distance 
matrix. The implication is that the method has increased accuracy for a versatile range of 
temperature distributions, meaning no a-priori information is needed about the expected 
temperature profile. 
Lagrange interpolation 
The Lagrange interpolation algorithm is a prolific and computationally inexpensive interpolation 
method. Mathcad did not have any built-in functionality for it and thus it was defined manually. The 
method as defined in equation (84), consists of summing the product of interpolation weights and 
the value of the temperature data points to determine interpolated temperature values. 
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Where the temperature data points are defined in a temperature matrix ( ,i j
T
) of size xN  by y
N
, 





























   (86) 
The degree of the polynomial is dependent on the amount of data present, which proves 
advantageous in the study as the small number of data points (4x4 or less) would prevent the 
overfitting or high oscillations that could occur with a larger data set. In addition to this, the 
Lagrange polynomials are defined such that the resulting interpolated surface is constrained to 
going through the existing data points, which is advantageous when accurate data is obtained, but 
could be detrimental in high noise or in the presence of outliers since each data point affects the 
resulting interpolation.  
Cubic spline interpolation and multiple regression 
In contrast to the previous two interpolation methods, piecewise cubic spline interpolation and 
multiple regression where considered as methods that do not force the interpolating function to 
pass through existing data points. Both methods were performed using Mathcad’s built-in 
interpolation libraries. 
For cubic spline interpolation two functions are used. The first function is the “spline” function that 
creates the piecewise polynomials defining the interpolation function such that the first and second 
derivatives of the surface are continuous across each point and only the adjacent points affect the 
interpolation. Once the polynomials are determined, the “interpolation” function is used to create 
the cubic spline function called for interpolation. At the boundaries of the data, the function is 
required to extrapolate the data, and this was applied using linear, parabolic and cubic endpoints. 
An example of cubic spline interpolation with cubic and linear endpoints can be seen in Figure 58, 
where the interpolated surface resulting from the temperature data points (black points) can be 
compared for each method. 





Figure 58 Cubic spline interpolation with linear (b) and cubic endpoints (a) 
Similarly, multiple regression was performed using two of Mathcad’s built-in functions, “regression” 
and “interpolation”. The regression function takes in the data to be fitted and the degree of the 
fitting function; and returns the resulting polynomials that minimise the distance between the 
surface and data in a least-squares sense. The interpolation function then defines the two-variable 
polynomial function which uses the coefficients produced by the regression function. For this 
method polynomial functions of the 2nd and 3rd order was considered as well as a localised 
regression, where only neighbouring data points were considered.  
An example of multiple regression with functions having a cubic polynomial fit can be seen in Figure 
59, where the interpolated surface resulting from the temperature data points (black points) can be 
compared for standard and local regression. While local regression allowed for a better fit since only 
local data points are considered, it also had the disadvantage that it was not able to extrapolate, 
and thus the full furnace area could not be reconstructed.  





Figure 59 Local (b) and standard (a) multiple regression with 3rd order polynomial fits 
Due to the least squares nature of these methods, it is thus expected that regression would be less 
accurate in ideal conditions since they do not force the interpolation to pass through data points, 
but would be more accurate when there is variation or noise in readings or outliers. 
3.3.7 Evaluating Error 
Once each interpolation method is applied, the quality of reconstruction is evaluated by three error 
metrics as shown by the process outlined in Figure 60. The process is implemented as a function 
that takes in the name of the interpolating function as a variable and determines the mean, root-
mean square(RMS) and energy error of the interpolation.  




Figure 60 Process followed for evaluating error 
Before the error is evaluated however, an interpolation grid is created. In this study the dimension 
of that grid is determined by the variable 
dN  (number of interpolation divisions) which was set as 
15. The result is a 15x15 interpolation grid ( IG  ) that spans the furnace area where each element is 
an equally spaced  ,x y  coordinate. The mean error is therefore calculate as the average 
percentage difference between the temperature profile value and the result obtained from the 
interpolation function as shown in equation (87). This mean error method gives an indication of how 
well the reconstruction fitted the original profile.  
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The next method of error determination is the RMS error calculation (also referred to as RMSE)  as 
shown in equation (89). In this method the error is squared and divided by the mean temperature 


























































   (89) 
While this method does also give an indication of fit, by squaring the error terms it emphasises 
regions with large errors and is therefore useful to distinguish reconstructions where large 
discrepancies exist.  
The last error metric considered is the energy error. For a volume of fluid, the energy content in 
terms of heat can be determined by equation (90) under constant pressure conditions. Since pC  is 
a constant, the heat content (or enthalpy) can be calculated by integrating the temperature profile 
over the volume. Thus, to determine energy error, an integration over the temperature profile is 











  (90) 
Two variations of this metric were considered, one that uses the interpolation grid and another that 
instead uses the dimensions of the furnace area to determine the energy error. The energy error (
energyE ) version uses the temperature and interpolation function and integrates them over the 














totalT T x y dxdy     (92) 
Since they cover the same area, the total energy error is then determined as shown in (93). 






    (93) 
In addition to this, an energy sum method ( sumE ) is used and compared to this method. It is 
computed by the percentage difference between the sum of the temperature profile data points 
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and the interpolation function data points. It also gives an indication of energy error; however it is 
computationally less expensive but also less accurate.  
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  (94) 
The first two error methods (mean and RMS) give an indication of how accurate the fit of the 
reconstruction is while the energy error calculation rather gives an indication of the energy or heat 
flux at the region, a useful metric for predicting heat exchange upstream from the furnace area. 
These metrics are therefore used to gauge the accuracy of reconstruction in the forthcoming tests. 
3.4 Path error tests 
Since each reconstruction relies on multiple acoustic path TOF measurements, depending on the 
reconstruction method used, these small path errors can collectively result in undesirable 
temperature reconstructions. This is shown in Figure 61 where the addition of random path 
measurement error produced a much greater reduction in reconstruction accuracy, resulting in the 
distortion of the original temperature profile.  
Figure 61 Single peak RBF reconstruction mean error with 0, 0.5 and 1 % random path measurement 
error 
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Consequently, this section documents tests done to determine how the inclusion of random path 
error on TOF measurements affects temperature reconstruction accuracy for different interpolation 
methods and investigates whether repeating path measurements could compensate for the 
reduction in error induced by random path error.  
3.4.1 Methodology 
For path error tests the transmitter positions, receiver positions and grid divisions were considered 
as constants where a standard symmetric equally spaced setup using 4 transmitters and 8 receivers 
(24 paths) was used. Similarly, the grid divisions were equally spaced in a 4x4 grid, where the 
resulting acoustic paths and coordinates are displayed in Figure 62. 
 
Figure 62 Acoustic Path layout with furnace dimensions, transmitter positions, receiver positions and grid divisions used 
for testing 
 To quantify the effect of varying amounts of path error and path measurement repetition on 
reconstruction accuracy for each set temperature profile, a systematic study as outlined in Figure 
63 was followed. The first variable set was the amount of path simulation repetitions, where a range 
of 1-4 repetitions was considered. This was implemented such that each of the 24 acoustic paths 
would be simulated 1-4 times and the TOF data set would contain an average of these simulated 
times with the goal of reducing the variation caused by random path error.  




Figure 63 Process followed for collecting path error test data 
For the purposes of this test, the 4 set temperature profiles were considered, namely the single 
peak, steep single peak, asymmetrical peak, and double asymmetrical peak profiles. Since 
commercial acoustic pyrometers are specified with a path error of 0.5-1 %[29]-[30], an extended 
range of 0-2 % path error is considered for this test. This error is considered to include all of the 
physical effects that contribute to single path TOF error.   
The test process first specifies the amount of path repetitions, starting at 1 (i.e. no repetition). It 
then selects the first temperature profile and path error. For this path error and profile it simulates 
100 sets of TOF data, where random path error (but zero constant error) is added to each simulated 
TOF measurement as described in 3.3.4 by equation (73). For each of these sets of TOF, a least-
squares method is applied to determine the temperature data point, which is then interpolated by 
4 interpolation functions, namely RBF interpolation, cubic spline interpolation, regression and 
Lagrange interpolation. To limit the amount of data processed, the most promising variations of the 
cubic spline and regression family was considered, namely cubic spline interpolation with linear 
endpoints and 2nd order regression. Each of the interpolation functions were then evaluated for 
their reconstruction error, where data on the mean, RMS, sum and energy error was recorded for 
each data set.  
Once data was generated for a combination of variables, the first one to be varied was the path 
error, which was incremented by 0.5%. this was repeated until the path error covered the range, 
and then the temperature profile was varied. When all temperature profiles were considered, the 
path repetition variable was incremented, and the previous steps were repeated until the end of 
the path repetition range was reached.  
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The result of this process was a complete data set, that included temperature reconstruction errors 
for each interpolation method, temperature profile, path error and path repetition case. The results 
were then compiled, and summarised tables were produced to analyse the effect of path error on 
temperature reconstruction on each temperature profile and to ascertain whether repeating 
readings can significantly reduce this random error.   
3.4.2 Results 
Effect of time of flight error on reconstruction accuracy 
This section presents a summary of the results obtained for temperature reconstruction methods 
of each set temperature profile when varying levels of random path error is introduced. The mean, 
RMS, sum and energy reconstruction error are considered for the RBF, Cubic spline, regression and 
Lagrange interpolation methods.  
Table 1: Comparison of temperature reconstruction error (%) for each interpolation method under varying path noise 
conditions (%) for the single peak temperature profile 
 
Error (%) Mean RMS Sum Energy Mean RMS Sum Energy Mean RMS Sum Energy Mean RMS Sum Energy
0 1.37 1.62 1.00 1.06 5.83 5.97 5.72 5.69 2.68 4.30 2.04 1.53 2.04 2.54 1.92 1.49
0.5 2.40 2.94 0.35 0.71 6.45 7.47 5.62 5.59 2.74 4.33 1.94 1.43 4.67 6.87 1.82 1.40
1 3.73 4.65 -0.17 0.39 8.32 10.38 5.50 5.46 3.05 4.58 1.80 1.28 8.21 12.19 1.68 1.25
1.5 5.18 6.56 -0.55 0.12 11.10 14.46 5.47 5.38 3.53 5.05 1.62 1.10 12.34 18.39 1.53 1.07
2 6.31 8.07 -1.44 -0.59 13.90 18.39 4.84 4.86 4.37 5.89 1.23 0.59 16.82 25.23 1.06 0.56
RBF Cubic Spline (lin endpoints) Regression (2nd order) Lagrange




Figure 64 Path error (%) vs mean reconstruction error (%) of each interpolation method for the single peak temperature 
profile.  
Table 2: Comparison of temperature reconstruction error (%) for each interpolation method under varying path noise 
































Single peak profile: path error (%) vs Mean error (%) 
RBF Cubic Spline (linear endpoints) Regression (2nd order) Lagrange
Error (%) Mean RMS Sum Energy Mean RMS Sum Energy Mean RMS Sum Energy Mean RMS Sum Energy
0 4.49 4.85 3.21 3.37 17.60 17.07 16.41 16.10 8.95 12.33 6.01 4.67 6.79 6.93 5.64 4.43
0.5 4.81 5.26 2.59 3.01 17.56 17.57 16.24 15.96 8.91 12.33 5.88 4.52 8.22 10.05 5.51 4.29
1 5.62 6.47 1.96 2.56 18.46 19.21 16.12 15.82 9.00 12.52 5.70 4.27 12.35 16.03 5.31 4.06
1.5 6.56 7.73 1.54 2.33 19.84 21.30 15.96 15.67 9.10 12.49 5.55 4.16 15.97 21.00 5.17 3.95
2 7.84 9.54 0.85 1.82 21.82 24.27 15.84 15.47 9.39 12.71 5.20 3.77 21.79 28.84 4.85 3.59
Regression (2nd order) LagrangeRBF Cubic Spline (lin endpoints)




Figure 65 Path error (%) vs mean reconstruction error (%) of each interpolation method for the steep single peak 
temperature profile. 
Table 3 Comparison of temperature reconstruction error(%) for each interpolation method under varying path noise 




























Steep single peak profile: path error (%) vs Mean error (%) 
RBF Cubic Spline (linear endpoints) Regression (2nd order) Lagrange
Error (%) Mean RMS Sum Energy Mean RMS Sum Energy Mean RMS Sum Energy Mean RMS Sum Energy
0 0.56 0.59 0.54 0.55 3.99 4.22 3.77 3.77 1.29 1.95 0.90 0.71 0.90 1.09 0.87 0.70
0.5 2.23 2.98 -0.20 0.18 5.03 6.12 3.72 3.72 1.50 2.12 0.85 0.65 4.00 6.05 0.82 0.65
1 3.84 4.98 -0.86 -0.22 7.46 9.86 3.54 3.54 2.01 2.62 0.66 0.46 7.85 11.85 0.63 0.45
1.5 5.24 6.84 -1.35 -0.51 10.30 14.07 3.44 3.43 2.58 3.33 0.52 0.32 11.68 17.79 0.50 0.31
2 6.56 8.46 -1.91 -0.96 12.80 17.54 3.06 3.05 3.24 4.07 0.16 -0.05 15.43 23.23 0.13 -0.06
RBF Cubic Spline (lin endpoints) Regression (2nd order) Lagrange




Figure 66 Path error (%) vs mean reconstruction error (%) of each interpolation method for the asymmetrical peak 
temperature profile. 
Table 4: Comparison of temperature reconstruction error (%) for each interpolation method under varying path noise 
































Asymmetrical peak profile: path error (%) vs Mean error (%) 
RBF Cubic Spline (linear endpoints) Regression (2nd order) Lagrange
Error (%) Mean RMS Sum Energy Mean RMS Sum Energy Mean RMS Sum Energy Mean RMS Sum Energy
0 5.1 6.8 0.1 0.4 17.2 20.5 13.2 12.4 14.1 18.1 4.7 2.4 48.9 59.5 4.3 2.3
0.5 5.3 7.1 0.0 0.3 17.4 21.0 13.2 12.4 14.2 18.1 4.6 2.3 49.2 60.0 4.2 2.2
1 5.8 7.9 -0.2 0.1 18.6 22.6 13.1 12.2 14.3 18.2 4.5 2.1 50.7 62.3 4.0 2.0
1.5 6.5 9.1 -0.2 0.0 20.1 25.0 12.9 12.1 14.4 18.3 4.3 2.1 50.0 62.1 3.9 2.0
2 7.4 10.3 -0.6 -0.3 22.5 28.0 12.6 11.8 14.7 18.5 4.0 1.7 51.2 64.1 3.6 1.6
Cubic Spline (lin endpoints) Regression (2nd order) LagrangeRBF




Figure 67 Path error (%) vs mean reconstruction error (%) of each interpolation method for the double asymmetrical 





























Double asymmetrical peak profile: path error (%) vs Mean error (%) 
RBF Cubic Spline (linear endpoints) Regression (2nd order) Lagrange
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Effect of repeated TOF readings on temperature reconstruction error 
This section presents the results of repeating TOF readings under varying path noise conditions. The 
mean error of reconstruction is presented as the main metric with which to judge error reduction 
for each reconstruction method. These values are summarised below in Table 5 for reconstructing 
the single peak temperature profile. 
Table 5: Path error (%) vs reconstruction error (%) each interpolation method grouped by number of measurement 
repetitions when reconstructing the single peak temperature profile 
 
 
Error (%) 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
0 1.37 1.37 1.37 1.37 5.83 5.83 5.83 5.83 2.68 2.68 2.68 2.68 2.04 2.04 2.04 2.04
0.5 2.40 1.93 1.77 1.67 6.45 6.07 5.93 5.88 2.74 2.71 2.68 2.67 4.67 3.41 2.97 2.64
1 3.73 2.90 2.55 2.41 8.32 7.11 6.57 6.53 3.05 2.86 2.79 2.73 8.21 5.96 4.90 4.77
1.5 5.18 3.89 3.37 3.01 11.10 8.49 7.75 7.10 3.53 3.14 2.96 2.85 12.34 8.48 7.22 5.99
2 6.31 5.00 4.21 3.78 13.90 10.78 9.15 8.38 4.37 3.39 3.11 3.13 16.82 12.37 9.56 8.18
Number of repetitions





























Single peak profile and RBF reconstruction : path error (%) 
vs mean error (%) for different path repetition cases 
1 repetition 2 repetitions 3 repetitions 4 repetitions
 Chapter 3. Temperature profile reconstruction 
90 
 
Figure 68 Path error (%) vs RBF reconstruction error (%) grouped by number of measurement repetitions 
 































Single peak profile and cubic spline interpolation: path error (%) vs 
mean error (%) for different path repetition cases 
































Single peak profile and regression: path error (%) vs mean 
error (%) for different path repetition cases 
1 repetition 2 repetitions 3 repetitions 4 repetitions
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Figure 70 Path error (%) vs regression reconstruction error (%) grouped by number of measurement repetitions 
 
Figure 71 Path error (%) vs Lagrange reconstruction error (%) grouped by number of measurement repetitions 
The following tables summarise the effect of path simulation repetition for the steep single peak, 
asymmetrical peak and double asymmetrical peak temperature profiles.  
Table 6: Path error (%) vs reconstruction error (%) each interpolation method grouped by number of measurement 
































Single peak profile and Lagrange interpolation: path error 
(%) vs mean error (%) for different path repetition cases 
1 repetition 2 repetitions 3 repetitions 4 repetitions
Error (%) 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
0 4.49 4.49 4.49 4.49 17.60 17.60 17.60 17.60 8.95 8.95 8.95 8.95 6.79 6.79 6.79 6.79
0.5 4.81 4.72 4.64 4.72 17.56 17.59 17.56 17.60 8.91 8.92 8.92 8.92 8.22 7.45 7.08 7.38
1 5.62 5.20 4.98 5.14 18.46 17.82 17.71 17.92 9.00 8.91 8.91 8.95 12.35 9.68 8.71 9.48
1.5 6.56 5.72 5.47 5.75 19.84 18.63 18.14 18.66 9.10 9.03 8.91 8.99 15.97 13.23 11.23 13.34
2 7.84 6.38 5.95 6.56 21.82 19.52 18.88 19.95 9.39 9.09 9.05 9.11 21.79 15.68 13.99 16.81
Number of repetitions
RBF Cubic Spline (lin endpoints) Regression (2nd order) Lagrange
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Table 7: Path error (%) vs reconstruction error (%) each interpolation method grouped by number of measurement 
repetitions when reconstructing the asymmetrical peak temperature profile 
 
Table 8: Path error (%) vs reconstruction error (%) each interpolation method grouped by number of measurement 
repetitions when reconstructing the double asymmetrical peak temperature profile 
 
3.4.3 Discussion 
Effect of time of flight error on reconstruction accuracy 
As shown by Table 1 - Table 4, path error reduces reconstruction fit across all interpolation methods 
and temperature profiles. However, this reduction in accuracy is not linear (reconstruction mean 
and RMS error increases by more than the random path error) and the extent of the reduction varies 
greatly between interpolation methods. 
This is especially shown in Figure 64 and Figure 66, where RBF reconstruction is initially the most 
accurate method, however when path error increases, regression becomes more accurate than RBF 
interpolation in terms of mean reconstruction error. For the single peak profile this crossover 
happens between 0.5-1% path error and for the asymmetrical peak profile it happens before the 
0.5% mark. Suggesting that in high noise scenarios regression might be preferable to RBF 
interpolation. 
Error (%) 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
0 0.56 0.56 0.56 0.56 2.87 2.87 2.87 2.87 1.29 1.29 1.29 1.29 0.90 0.90 0.90 0.90
0.5 2.23 1.67 1.53 1.33 5.03 4.44 4.33 4.21 1.50 1.39 1.36 1.34 4.00 2.87 2.48 2.13
1 3.84 2.90 2.56 2.22 7.46 5.70 5.26 5.09 2.01 1.66 1.57 1.51 7.85 5.35 4.60 3.97
1.5 5.24 4.01 3.44 3.15 10.30 8.03 6.79 6.26 2.58 2.13 1.89 1.76 11.68 8.76 7.06 5.98
2 6.56 4.01 4.49 3.95 12.80 8.03 8.55 7.48 3.24 2.13 2.16 2.01 15.43 8.76 9.54 8.05
Number of repetitions
RBF Cubic Spline (lin endpoints) Regression (2nd order) Lagrange
Error (%) 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
0 5.13 5.13 5.13 5.13 17.17 17.17 17.17 17.17 14.12 14.12 14.12 14.12 48.88 48.88 48.88 48.88
0.5 5.27 5.21 5.17 5.16 17.39 17.33 17.22 17.23 14.17 14.14 14.11 14.11 49.16 49.13 49.04 48.73
1 5.78 5.45 5.35 5.31 18.55 17.79 17.60 17.54 14.29 14.16 14.14 14.19 50.68 48.60 49.51 49.20
1.5 6.49 5.79 5.71 5.50 20.13 18.50 18.54 17.99 14.39 14.23 14.34 14.22 49.97 49.52 50.37 49.58
2 7.45 6.65 6.00 5.84 22.48 21.06 19.07 19.12 14.68 14.70 14.39 14.42 51.18 53.73 50.80 50.82
RBF Cubic Spline (lin endpoints) Regression (2nd order) Lagrange
Number of repetitions
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Furthermore, regression is the least effected by path error on all profiles and often the increase in 
path error is higher than the increase in reconstruction error. However, this comes at the expense 
of not being able to accurately reproduce more complex temperature profiles such as the steep 
single profile and double asymmetrical peak profile, where the mean reconstruction error is ~5 % 
and ~14 % respectively.  
Conversely, RBF interpolation is shown to be the most accurate interpolation method for all 
temperature profiles with no path error. With the default transceiver layout, it achieves a mean 
reconstruction error of 1.37 % and 0.56 % for the single peak and asymmetrical peak profile 
respectively. This error increases with the profiles that have higher temperature changes, resulting 
in 4.49 % and 5.1 % mean reconstruction error for the steep single peak and double asymmetrical 
peak profile. However, this trend is consistent for all interpolation methods.  
Although RBF interpolation is more susceptible to path noise than regression, it is the only method 
that sufficiently reconstructs the temperature profiles with more complexity and higher 
temperature differentials.  
In contrast to the RBF interpolation method, cubic spline interpolation was the least accurate 
interpolation method in noiseless conditions and consistently produced higher mean reconstruction 
errors. The method did however perform better than the Lagrange interpolation method once path 
error was added. This can be seen clearly in Figure 64, Figure 65 and Figure 66 where although the 
Lagrange method started of being the second most accurate method, it was disproportionately 
affected by path error and promptly overtook the other methods to have the greatest error. The 
exception to this was the double asymmetrical temperature profile, where the Lagrange method 
failed altogether to reconstruct both peaks.  
Contrary to the reconstruction fit trends, the energy error was not adversely affected by random 
path noise and reduced in many cases when more path noise was added. In terms of energy error, 
RBF interpolation produced the best results having and energy error of below 1 % for the single 
peak, asymmetrical peak and double asymmetrical peak profiles. For the steep single peak profile, 
the energy error was below 3.37 %. Regression and Lagrange methods both also produced low 
energy errors following the same trend. However once again cubic spline interpolation was the least 
accurate in terms of energy error.  
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Repeated TOF readings  
When it came to repeating TOF readings, three out of the for interpolation methods applied 
exhibited significant improvements to the mean reconstruction error. The exception to this was the 
regression interpolation method, which as shown in Table 5-Table 8 and by the almost horizontal 
lines in Figure 70, typically saw an error improvement of less than 1 % for repeating readings. 
However, this could be attributed to the fact that the regression interpolation method was least 
affected by path error. 
In contrast, cubic spline interpolation and Lagrange interpolation showed the greatest decrease in 
mean reconstruction by repeating readings. Though these methods were the most adversely 
affected by path error, as shown in Figure 69 and Figure 71 the residual effect of path error on 
reconstruction error was still present and greater than the path error. 
The method that came closest to reducing the effect of random path error with repetition was the 
RBF interpolation method. With 4 path repetitions the resulting mean reconstruction error was only 
slightly higher than the addition of the path error for all temperature profiles. For RBF interpolation 
(and the other methods tested) the greatest reduction of error is seen between 1-2 repetitions after 
which the change in reconstruction error is diminished. At this double repetition region with 1% 
path error, the RBF interpolation method produces a mean reconstruction error of 2.9 %, 5.6 %, 2.9 
% and 5.45 % for the single peak, steep single peak, asymmetrical peak and double asymmetrical 
peak profiles respectively.  
Besides being the most practicable of the repetition cases, this improvement strikes a balance 
between being able to reconstruct complex profiles and being path noise resistant for shallower 
profiles, since it has a mean reconstruction error very close to regression for these profiles (2.86 %, 
8.91 %, 1.66 % and 14.16 % for the single peak, steep single peak, asymmetrical peak and double 
asymmetrical peak profiles respectively).  
In addition to this, the double path repetition case is advantageous when a transceiver acoustic 
pyrometer is used since acoustic readings can be recorded both ways without having to fire each 
transceiver again. This provides the benefit of reducing random path error and any velocity effects 
that may occur due to the velocity of flue gas at the furnace exit without the same resource or time 
cost. 
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3.5 Transmitter/receiver location tests 
During the model development phase, it was observed that temperature reconstruction accuracy 
was not only affected by path error, temperature profile or interpolation method, but also largely 
affected by the placement of the transmitters and receivers, the resulting acoustic paths and the 
grid chosen for the data points. An example of this is shown in Figure 72 for the reconstruction of 
the single peak profile. By making minor changes to the transmitter and receiver locations, the mean 
reconstruction error doubles (in extreme cases reconstruction fails altogether). Additionally, when 
the grid position changes and brought inwards, the error becomes over 5 times more than the 
original error (in extreme cases reconstruction fails altogether). 
 
Figure 72 Single peak profile reconstruction with varying transmitter/receiver locations and grid 
As a result, the tests in this section aim to determine how transmitter/receiver locations and grid 
choice affects temperature reconstruction, as to identify trends and draw guidelines to implement 
reconstruction in a way that reduces these pitfalls. 
3.5.1 Methodology 
To determine guidelines for implementation of an acoustic pyrometer in terms of temperature 
profile reconstruction, a systematic study method was used. This involved highlighting variables that 
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affected reconstruction accuracy and then altering them to determine how to implement these 
variables to improve reconstruction accuracy. Since the aim of this test was not to find the exact 
best solution, but rather to identify trends that that produce more accurate results, the 
methodology takes a more trial and error approach and is less rigid and procedural than the path 
error test methodology.  
Namely the variables of consideration for this test is the positions of the transmitters/receiver or 
transceivers and setup of the grid. Both types of acoustic pyrometer are considered 
(transmitter/receiver and transceiver) and all 4 set temperature profiles are considered.  
The furnace dimensions are kept the same as the previous test (14x14 m) and the test focusses on 
the 24-acoustic-path case with a 4x4 grid size, since this is considered the lowest number of paths 
to adequately reconstruct more complex temperature profiles. The success of the reconstruction is 
once again measured by the mean, RMS, sum and energy error of reconstruction.  
For each acoustic pyrometer type and temperature profile, the process outlined in Figure 73 was 
followed. This involved first trialling different transmitter and receiver positions, calculated 
reconstruction error and observing the reconstruction visually and then identifying positive trends 
from them. More error tests were undertaken for layouts that provided positive results and their 
variables and error results were captured.  Once a range of combinations were tested, the successful 
transmitter and receiver location combinations were then retested with different grid positions. The 
same process was then followed, which overall resulted in the gathering of error data for many 
transmitter, receiver and grid combinations. These results were then analysed and the most 
accurate results for each temperature profile and acoustic pyrometer was identified to determine 
the positive guidelines to improve reconstruction accuracy. 




Figure 73 Overall process followed for transmitter/receiver location tests for a given acoustic pyrometer type and 
temperature profile 
Limitations applied while testing 
While the previous section described the overall methodology in a high-level sense, this section aims 
to draw attention to the specific limitations that were set during these tests to produce the more 
favourable reconstructions shown in the results section. These limitations too have value in 
identifying rules that negatively affect reconstructions. 
One of the first observations made about transmitter and receiver placement, was how symmetry 
(or the lack thereof) affected temperature reconstruction. During initial trials, non-symmetric 
layouts were considered, however it quickly became apparent that temperature reconstructions 
became distorted as a result. Examples of this is shown in Figure 72 and Figure 74, where the latter 
example shows how by moving certain receivers outwards, the resulting reconstruction peak 
becomes spread in that direction. The same effect is observed when the grid lines are moved 
outwards too. As a result, symmetry was applied as a limitation, and receivers or the x and y grid 
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Figure 74 Spreading of single peak profile reconstruction due to receiver placement and grid selection 
This effect is not as pronounced for smaller asymmetries and may be desired in some cases, for 
example in the case in Figure 75, observation ports might limit the receivers to being placed closer 
to the edges producing a more spread out profile, but by also changing the x grid, this could be 
corrected. However, for the purposes of this test focus was placed on finding more favourable 
locations and thus symmetry was preserved.  
Tests were also performed with a 4x4 grid instead of a 6x4 or 4x6 grid that was permissible with 24 
acoustic paths for this reason. The redundancy is preferable for data point determination and results 
in more symmetric distributions. 
Figure 75 Grid adjustment to reduce spreading of single peak profile 
Mean error =  1.568%
Receivers moved outwards and grid adjustedReceivers moved outwards
Mean error =  4.77%
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Additionally, the limitations shown in Figure 76 were also applied during testing. 
Transmitter/receiver positioning that resulted in the first case, where blocks were created with no 
acoustic paths were not considered as no data point would be able to be determined. Similarly, 
cases comparable the second example where a very small segment of the path was contained in the 
block was also not considered as it produced highly inaccurate estimations of the temperature in 
these blocks. Lastly, when transceiver type acoustic pyrometer testing was done, layouts that 
resulted in an acoustic path overlapping with a grid line was also not considered, as it produced 
skewed representations of the temperature in the blocks alongside.  
Figure 76 Acoustic path scenarios that significantly reduce reconstruction accuracy 
3.5.2 Results 
This section presents the summarised results of the transmitter receiver location tests for each 
interpolation method. More detailed results showing the transmitter receiver location layouts and 




Table 9 Summary of Path error tests results for each temperature profile and interpolation method 
Temperature 
profile Error (%) 
RBF Cubic Spline (lin endpoints) Regression (2nd order) Lagrange 












  0 1.37 1.62 1.06 5.83 5.97 5.69 2.68 4.30 1.53 2.04 2.54 1.49 
0.5 2.40 2.94 0.71 6.45 7.47 5.59 2.74 4.33 1.43 4.67 6.87 1.40 
1 3.73 4.65 0.39 8.32 10.38 5.46 3.05 4.58 1.28 8.21 12.19 1.25 
1.5 5.18 6.56 0.12 11.10 14.46 5.38 3.53 5.05 1.10 12.34 18.39 1.07 

















0 4.49 4.85 3.37 17.60 17.07 16.10 8.95 12.33 4.67 6.79 6.93 4.43 
0.5 4.81 5.26 3.01 17.56 17.57 15.96 8.91 12.33 4.52 8.22 10.05 4.29 
1 5.62 6.47 2.56 18.46 19.21 15.82 9.00 12.52 4.27 12.35 16.03 4.06 
1.5 6.56 7.73 2.33 19.84 21.30 15.67 9.10 12.49 4.16 15.97 21.00 3.95 


















0 0.56 0.59 0.55 3.99 4.22 3.77 1.29 1.95 0.71 0.90 1.09 0.70 
0.5 2.23 2.98 0.18 5.03 6.12 3.72 1.50 2.12 0.65 4.00 6.05 0.65 
1 3.84 4.98 -0.22 7.46 9.86 3.54 2.01 2.62 0.46 7.85 11.85 0.45 
1.5 5.24 6.84 -0.51 10.30 14.07 3.43 2.58 3.33 0.32 11.68 17.79 0.31 























0 5.1 6.8 0.4 17.2 20.5 12.4 14.1 18.1 2.4 48.9 59.5 2.3 
0.5 5.3 7.1 0.3 17.4 21.0 12.4 14.2 18.1 2.3 49.2 60.0 2.2 
1 5.8 7.9 0.1 18.6 22.6 12.2 14.3 18.2 2.1 50.7 62.3 2.0 
1.5 6.5 9.1 0.0 20.1 25.0 12.1 14.4 18.3 2.1 50.0 62.1 2.0 
2 7.4 10.3 -0.3 22.5 28.0 11.8 14.7 18.5 1.7 51.2 64.1 1.6 




Figure 77 and  
Figure 78 show the x-coordinate position of the most accurate grid line positions relative to the first 
receiver/transceiver positions for each acoustic path layout considered when testing the single peak 
temperature profile.  
 
Figure 77 First receiver position(m) vs first grid line position(m) for accurate reconstructions of the single peak profile 
 


















First receiver position(m) vs First grid line (m)


















First transceiver position(m) vs First grid line (m)
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As observed with the path error tests, across all the tested temperature profiles, RBF interpolation 
consistently produced the most accurate reconstructions for both types of acoustic pyrometer, 
which can be seen both by visual correlation and the error results. The only exceptions occurred for 
reconstructing the asymmetrical peak temperature profile when the grid moved extremely close to 
the ends of the furnace area, which is expected since RBF interpolation struggles when data points 
are too spread.  
Similarly, as shown in Appendix A, Lagrange interpolation also had good visual correlation for the 
first three temperature profiles with slightly less accurate results than RBF interpolation. However, 
it suffered near the borders of the furnace where temperature was often underestimated.  
This problem was even more pronounced for cubic spline interpolation, as seen in Error! Reference 
source not found. and Error! Reference source not found. where overfitting occurred and there 
were great oscillations near the border, sometimes exceeding the set colour scale. As a result, cubic 
spline interpolation produced the least accurate reconstructions by all error measurements.  
In contrast to this, reconstructions produced by regression were more likely to be underfit and thus 
extrapolated better, avoiding the large error spike near the borders. This was adequate for 
shallower single peak reconstructions where it was able to locate the peak, however it was not able 
to distinguish two peaks as shown in Error! Reference source not found. and Error! Reference 
source not found. resulting in poor reconstruction accuracy. 
Transmitter/receiver/transceiver positioning trends 
In terms of positioning the transmitter and receiver, it was found that the most accurate results 
were obtained when the acoustic paths managed to spread over the whole furnace area and the 
receivers or transceivers where placed slightly closer to the walls. In addition to this, reconstructions 
were more accurate when the gridlines were slightly closer to the wall than the receiver/transceiver. 
This trend is shown for the single peak profile in  
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Figure 77 and  
Figure 78 where for each receiver/transceiver arrangement the two most accurate grid positions 
were selected and plotted. The result shows a tendency for the most accurate reconstructions to 
reside where the grid is selected to be closer to the wall. This is expected for the transceiver case as 
the condition where the grid line intersects with the path is suboptimal.  
As discussed previously the greatest error incurred by the interpolation methods were in the 
extrapolation region as depicted in Figure 79 by the red shaded region. By placing receivers and 
transceiver slightly outwards and reducing the grid side near the walls, the data points are also 
moved closer to the wall. This results in the extrapolation region being minimised and thus the 
accuracy of the reconstruction is improved.  
 
Figure 79 Extrapolation vs interpolation region for a given set of data points 
This region also happens to be the exhibit the greatest amount of temperature change, and thus 
improving accuracy in the region is wholly beneficial to the reconstruction accuracy.  
Transmitter/receiver vs transceiver  
Based on the results obtained by this test, the acoustic pyrometer type with separate transmitters 
and receivers has a slightly better reconstruction accuracy when compared to the transceiver type 
acoustic pyrometer.  
Table 10 Comparison of best mean reconstruction error (%) for each acoustic pyrometer type using RBF interpolation 
 Mean reconstruction error (%) 
 Acoustic pyrometer type 
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Temperature profile Transmitter/receiver Transceiver 
Single peak 1.064 1.323 
Steep single peak  3.29 3.523 
Asymmetrical peak 0.573 1.516 
Double asymmetrical peak 4.67 4.748 
 
As shown above in Table 10, the greatest variation in accuracy is for the asymmetrical peak profile, 
where the transceiver type tended to merge the peak with the boundary wall. However, in general 
the discrepancy is not significant (<0.3%) especially since this test was not exhaustive of all possible 
combinations. 
Reconstruction error comparison with previous work 
Table 11 compares the best mean error results obtained for each temperature profile for this study 
with the results obtained by previous work done by Tootla[1]. Across all temperature profiles the 
reconstruction accuracy was improved by at least 1%, with the largest improvement being on the 
double asymmetrical peak and asymmetrical peak profile. 
Table 11 Comparison of mean reconstruction error (%) for RBF interpolation between this study and previous work done 
by Tootla[1] 
 Mean reconstruction error (%) 
Temperature profile This study Tootla (2016) 
Single peak 1.064 2.32 
Steep single peak  3.29 4.8 
Asymmetrical peak 0.573 2.39 
Double asymmetrical peak 4.67 7.08 
These improvements are likely due to the addition of a variable shape factor for RBF interpolation, 
and improved transmitter, receiver and grid placement.  
3.6 Supplementing acoustic pyrometry with radiation pyrometry 
As briefly mentioned in 3.3.2, the Mathcad model was developed having the option of using 
radiation pyrometer readings with acoustic pyrometer readings to improve reconstruction accuracy. 
Acoustic pyrometry can map acoustic paths passing though the centre of the furnace, however 
unless many devices are used it is poor at determining temperature close to the wall of the furnace. 
Radiation pyrometry however does not reach the centre of the furnace but can determine 
temperature closer to the furnace wall.  
Thus, the radiation pyrometer was implemented as an option to determine point temperature 
measurements near the wall. It was applied by adding the temperature measurements as data 
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points to the acoustic pyrometer temperature data points determined by least squares, after which 
the combined data set is interpolated. For the standard 4 set temperature profiles this addition was 
found to make results less affected by random path error but did not improve reconstruction 
accuracy when path error was low. However, for the flat top temperature distribution with a sharp 
temperature change there was potential for this method. 
 
Figure 80 RBF Temperature reconstruction before and after adding radiation pyrometer readings 
Sielschott et al.[38] identified that this temperature profile could only be reconstructed with 
regularisation methods and knowledge of the shape beforehand. However, in the condition where 
the profile is not known, radiation pyrometers could be used to determine the shape. This is shown 
in  Figure 80, where 4 radiation pyrometers were added near the furnace walls to an equally spaced 
24 path acoustic pyrometer setup.  
Before the radiation pyrometer addition, the temperature profile shown in the middle was 
reconstructed with a much sharper peak, not visually resembling that of the original profile as shown 
on the left. While the energy error was at an acceptable 2.56%, the mean error of reconstruction 
was extremely high at 14.52%. However, once radiation pyrometers were added, as shown by the 
white dots on the right-side reconstruction, the resulting reconstruction showed a much greater 
resemblance to the original profile. While the mean error from the resulting reconstruction is still 
high at 6.3%, it is less than half of the former result.  
While there may be some physical limitations to supplementing acoustic pyrometer readings with 
radiation pyrometry, such as a lack of furnace opening or observation ports, this does conceptually 
show that the use of the two methods together could be beneficial. In this case the radiation 
pyrometer readings were simply added to the data points already determined by the acoustic 
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pyrometer method, however improved integration of the two methods, such as working radiation 
pyrometer readings into the data point determination phase could further improve reconstruction 
accuracy.   
 
3.7 Few acoustic paths 
This section presents some possible acoustic pyrometer layouts that could be used for temperature 
reconstruction with few acoustic paths (less than 24), a situation that could arise due to financial 
constraints and observation port limitations. Previous tests were completed with a 4x4 grid; 
however, this section will present reconstruction using transmitter/receiver locations on a 2x2 grid.  
Since it is required that b t
N N
 , for a 2x2 grid at least 4 acoustic paths are required. However, in 
practice this results in the scenario seen in Figure 81 where since there is only 2 data points in each 
direction, no shape of profile can be observed and for a symmetrical profile a flat result will be 
obtained. This profile may have a fairly accurate energy error of 0.151 %, but it gives us no indication 
of the temperature profile shape, for this case it was reconstructing the single peak profile.  
 
Figure 81 Reconstruction of single peak profile on 2x2 grid and 4 acoustic paths 
With this number of acoustic paths, some assumptions need to be made about the temperature 
profile shape to get a reconstruction. As a result, an approach inspired by the bi-linear 
 Chapter 3. Temperature profile reconstruction 
107 
 
approximation method as documented in 3.2.2 was taken. The code for this method can be found 
in Appendix A. 
Each acoustic path is converted into an average path temperature, where the profile of that path is 
assumed and converted into 3 data points. The middle of the path (middle data point) is assumed 
to be higher than the start and end, by scaling it higher based on the standard deviation of 
temperatures for all paths and scaling the end points lower. The assumption here is that a higher 
deviation in temperature translates to a steeper temperature profile. These assumptions increase 
the amount of data to points such that the shape of the resulting profile can be estimated. These 
data points are then used for interpolation, in this example RBF interpolation is presented. 
The data points resulting from this process can be seen in Figure 82, where a data point is added for 
the midpoint of each path and at the start and end of them. This setup results in 14 data points for 
2 transmitters and 4 receivers (duplicate data points on the same position are averaged) and was 
used to test its reconstruction against the 4 set temperature profiles. The mean and energy 
reconstruction error were calculated as well as the least squares energy error determined before 
the bi-linear method is applied.  
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Figure 82 Acoustic path layout (left), Acoustic path layout with resulting data points (right) 
 
Figure 83 Reconstruction results for single peak and steep single peak profile using RBF interpolation 
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Figure 84 Reconstruction results for asymmetrical peak and double asymmetrical peak profile using RBF interpolation 
As shown by Figure 83 and Figure 84, reconstructing a temperature profile with few paths is 
possible, but not very accurate. Visually we can tell the that there is 1 peak for the single peak 
profiles and roughly locate them, however the actual temperature of these peaks is inaccurate, and 
inaccuracy that increases with profile complexity as shown by the inability to reconstruct the double 
peak profile. Nevertheless, the least squares and reconstruction energy errors tend to be lower than 
the mean errors, indicating that even though the fit is poor, we can still obtain an estimate for the 
energy at the furnace region.  
3.8 Summary of chapter 
A literature review of temperature reconstruction methods applicable to acoustic pyrometry was 
conducted, identifying and comparing potential reconstruction methods for simulation. From these 
methods, a least squares approach with RBF interpolation was identified as the most promising 
method for temperature reconstruction. Thus, a Mathcad model was then developed based around 
this method. 
The model was developed such that the reconstruction of defined temperature profiles could be 
simulated based on a variation of input conditions. Amongst these conditions is the ability to change 
acoustic transmitter and receiver locations, the dimensions of the rectangular furnace to be 
simulated, properties of the gas and accuracy of the acoustic measurement. Four main temperature 
profiles were considered, namely the single peak, steep single peak, asymmetrical peak and double 
peak profiles. 
Temperature data points were calculated using a Moores-Penrose method to find the least squares 
solution using the calculated geometric matrices, simulated time of flights and gas properties. After 
the temperature data point determination, multiple interpolation methods were applied. Most 
notably an improved RBF interpolation method was used applying Rippa’s algorithm for shape factor 
prediction. As a basis of comparison, cubic spline interpolation, multiple regression and Lagrange 
interpolation were also applied. The accuracy of these reconstructions was then appraised based 
on mean, RMS and energy error calculations.  
Testing was then conducted to determine the effect of random path error on temperature 
reconstruction, over a range of 0-2 % path error in increments of 0.5 %. The methodology was 
devised such that each set temperature profile was systematically tested for each increment of path 
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noise and acoustic pyrometer type using 100 iterations of TOF simulation for each test. These tests 
were then repeated up to 4 times.  
2nd order regression was identified as the most noise resistant reconstruction method, in many cases 
surpassing RBF interpolation when 0.5-1 % of path noise was added. However, for 24 acoustic paths 
this method was not adequately able to reconstruct more complex temperature profiles or profiles 
that had a greater temperature gradient. In this regard RBF was the most accurate reconstruction 
method. Conversely, cubic spline and Lagrange methods were greatly affected by random path error 
and were unsuitable in this regard. 
A method for reconstruction in high noise scenarios (interpreted as higher path error) was 
suggested. It was found that repeating TOF readings produced a significant improvement in 
reconstruction accuracy for all methods (excluding regression) and proved to be a practical way to 
mitigate random path error. The optimum amount of repetitions was 2, where RBF interpolation 
produced the most accurate results having a reconstruction error of 2.9 %, 5.6 %, 2.9 % and 5.45 % 
for the single peak, steep single peak, asymmetrical peak and double asymmetrical peak profiles 
respectively with 1% random path noise. 
Moreover, it was shown that transmitter/receiver or transceiver locations and grid position had a 
significant effect on the resulting reconstruction accuracy. Consequently, tests were performed with 
a trial and error method to identify transmitter/receiver, transceiver and grid position trends that 
produced the more accurate reconstructions for each temperature profile using 24 acoustic paths.  
Namely symmetric acoustic path layouts and grid were found to be preferable where acoustic paths 
where adequately spread over the whole furnace area. Non-symmetric layouts resulted in the final 
reconstruction being distorted or spread. In addition to this, layouts that had receivers or 
transceivers closer to the walls and their grid placement to also be closer to these walls were 
preferable and resulted in more accurate reconstructions. This occurred since an emphasis was 
placed on obtaining more accurate data points at a region that exhibited the most significant 
temperature change and resulting in a smaller region of extrapolation, where errors tended to be 
higher. 
 The separate transmitter/receiver type acoustic pyrometer was shown to produce marginally more 
accurate reconstructions than the transceiver type acoustic pyrometer. However, transceiver type 
acoustic pyrometers have the advantage of reducing path error by eliminating contributions of 
planar flue gas velocity. 
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Acoustic path requirements were determined based on intended use. It was concluded that 24 
acoustic paths are adequate for temperature reconstruction fit, being able to identify temperature 
peaks, their position and determine the overall energy at this region. The minimum number of 
acoustic paths for simple reconstruction (1 peak, minimal placement) is 4, which also gives an 
adequate indication of energy at this region but does not provide an accurate reconstruction fit. For 
one acoustic path an estimation of path error can be determined, however this provides no 
indication of the profile at this region.  
The addition of radiation pyrometer readings to acoustic pyrometer readings was shown to be a 
promising solution to reconstructing temperature profiles that have a very steep temperature 
change near the edges and a relatively flat midsection. A vast improvement was shown when 
included with the RBF interpolation methods. 
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4. Time of flight determination 
This chapter will focus on methods used to determine the time of flight (TOF) for acoustic 
pyrometry. It will discuss literature on noise and attenuation in the boiler; review TOF signal 
processing methods, present the experimental testing of this study and a discussion of the results.  
4.1 Furnace noise and attenuation  
The accuracy of acoustic wave time of flight (TOF) readings are largely dependent on the ability to 
precisely locate the source (transmitter) signal within the received signal and thus determine the 
TOF of the acoustic wave. However most industrial scale boilers are subject to strong noise and due 
to temperature gradients in the particle laden flue gas, acoustic signals are significantly attenuated 
(where attenuation is the weakening of the signal over distance). The presence of this noise severely 
affects the reliability of TOF readings and therefore must be considered to employ the correct signal 
processing techniques and overcome noise when determining the TOF. 
 
Figure 85 Typical Frequency (kHz) vs Sound Pressure Level (dB) of noise for industrial applications[44] 
Numerous studies have measured and categorised the noise in boiler furnaces, one such study done 
by Tian et al.[45] found the background noise in the furnace of a domestic power plant to be centred 
at a low frequency of 200-1000 Hz with a total sound pressure of 110-120 dB which increased with 
boiler load and fuel consumption. This noise was shown to have a symmetrical and Gaussian-like 
distribution which was attributed to furnace combustion noise, jet burner noise and other 
mechanical noise. This mechanical noise is created by rotating equipment such as mills or fans and 
resonant frequencies inside boiler pipework.  
 Chapter 4. Time of flight determination 
113 
 
While experimental results showed more severe attenuation at higher frequencies, an acoustic 
range from 500-3000 Hz was shown to be optimum for extraction and processing of the acoustic 
signal to reduce attenuation[45]. This range is not strictly agreed upon and dependent on the noise 
and attenuation characteristics of the furnace. However, many sources report a similar operating 
range, avoiding higher frequency components. A spectrum range of 100-3000 Hz is suggested in [46] 
and [47], 500 – 3500 Hz is shown in [48] and in [37] the power of the received signals were found to 
be predominantly located in the 500-3000 Hz range. 
However, if Figure 85  is considered, showing the typical frequency components of noise for 
industrial applications as presented by Ewan and Ireland[44], it is noticeable that for most 
applications the highest noise levels are below 4000 Hz which overlaps with the acoustic pyrometry 
range. In addition to this, it was noted that the use of the oil gun and soot blower significantly 
increased the noise level, where Ceserani et al.[48] measured a 10-20 dB increase in background 
noise during sootblower operation at a frequency range of 500-4000 Hz.  
It is for these reasons that ultrasonic thermometry (>20 000 Hz) is generally not suitable for the 
furnace environment. When signals in the ultrasonic range are used they have not been able to 
produce sound at the required intensity to compensate for the severe attenuation and reflection in 
hot combustion gases. This is especially evident when there is an acoustic impedance mismatch 
between mediums (for example from air to a combustion gas)[49]. 
 
Figure 86 Acoustic attenuation (dB/m) vs frequency (Hz)[left] and Signal-to-Noise Ratio (dB) vs frequency (Hz)[right] 
inside a 250 MW pulverised coal-fired boiler[19] 
Kleppe et al.[19] attempted to determine a suitable range for acoustic pyrometer by taking readings 
on a 250 megawatt (MW) pulverised coal-fired utility boiler. Their data is shown graphically in Figure 
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86 where the graph on the left shows acoustic attenuation vs frequency and the right shows the 
signal to noise ratio vs frequency.  
Attenuation is expressed here as the Decibel loss per metre, with the greatest drop occurring after 
1500 Hz. Data above 2500 Hz is not shown but it is stated that attenuation increases further 
thereafter. Nevertheless, displaying attenuation in this manner is misleading because it suggests 
that the attenuation has a linear relationship with distance. Thus, the relationship was also displayed 
in terms of the SNR ratio as shown on the right-hand side of Figure 86. This suggests that the 
optimum acoustic frequency range to avoid attenuation is between 500 – 2000 Hz for the tested 
utility boiler. While this does give an indication of the attenuation levels at varying frequencies, it 
should be ne noted that attenuation in boilers with varying widths could vary greatly due to high 
temperature gradients and velocity scattering of the acoustic wave[19]. Thus, it is suggested that 
measurements should be taken on the furnace of interest to characterise the noise content and 
attenuation present in the boiler of interest. 
4.2 Signal processing methods  
This section discusses and reviews the different signal processing methods that have been applied 
to determine the time of flight of an acoustic wave and thus the average temperature along the 
path. Since the boiler furnace can be an environment permeated with noise, signal processing is 
essential to determine reliable and accurate readings. According to equation (6) the temperature 
estimate is dependent on the square of the TOF reading, and thus minimising potential time of flight 
errors is crucial for determining an accurate temperature reading.  
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Figure 87 Generic acoustic Pyrometer set-up 
The generic set-up for acoustic pyrometry is as shown in Figure 87, where the acoustic 
generator/transmitter is located on one side of the furnace cavity and transmits a signal  1x t  which 
is then received and recorded on the opposite side as  2x t . The received signals by these spatially 
separated receivers are generally modelled having a component of the source signal  s t  and boiler 
noises  1n t  and  2n t , where the signal on the receiver side is an attenuated and delayed version 
on the transmitter side signal. 
      1 1x t s t n t    (95) 
      2 2x t s t d n t      (96) 
The attenuation factor is represented by   and the aim is then to remove the components of noise 
and determine the time of flight (or delay) represented by d .  
4.2.1 Threshold/edge detection 
The first and most intuitive approach for determining the time of flight is threshold or edge 
detection. In low noise conditions, the application is simple and consists of setting an amplitude 
threshold level and then determining the threshold time at which the amplitude of the received 
signal exceeds this threshold level on either side of the furnace. The process applied to one of these 
signals is shown in Figure 88 which is a high intensity signal recorded right after its generation. The 
threshold level is set just above the amplitude level of ambient noise and the intersection between 
the threshold and signal is clear. If this method is applied to both signals, the time of flight can simply 
be determined by the difference between these two threshold times. 




Figure 88 Sound wave with high SNR and sharp rising time exceeding a threshold level[1] 
When this method was initially implemented by Green the threshold detection was done manually, 
using an oscilloscope and visual inspection[31]. However, more modern methods can do this 
automatically and tend to be more useful for continuous and automated monitoring.   
The greatest limitation of this method is that it requires a high signal to noise ratio to distinguish the 
signal within the noise. Consequently, it is more suitable for use with high intensity sound sources 
that provide a shockwave front that has a distinct and sharp rising time[19]. However in many 
boilers the noise level is too high with sound pressure levels (SPL) of 110-120 dB, which approaches 
the SPL of some modern acoustic pyrometers before attenuation[45], [47].  
As a result, once the signal is attenuated and received on the opposite end of the boiler it is often 
indistinguishable from the boiler noise. An example of this is shown Figure 89, where the received 
signal is the attenuated signal shown in Figure 88 when received on the opposite end of the boiler. 
Here there is no clear threshold level that could be set to locate the desired signal within the noise. 
Thus, to use the threshold method to determine time of flight the received signal must be filtered 
to extract the desired signal from the noise. 




Figure 89 Received signal immersed in noise[1] 
A threshold method using filtering was explored by Tootla when he sought to use a commercial 
acoustic pyrometer that creates a loud (170 dB) wide band shock wave signal to measure furnace 
exit temperature. Since the filtering method used by the acoustic pyrometer was proprietary and 
not well documented, he developed and demonstrated an ad-hoc technique based on a threshold 
method and found that the method produced results comparable to those produced by the 
proprietary software[1]. 
 
Figure 90 Ad-hoc threshold based algorithm[1] 
The ad-hoc algorithm developed is summarised above in Figure 90. Since the signal recorded on the 
receiver end was not distinguishable in the time domain, the first steps of the algorithm involve 
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converting the signal to the frequency domain (an example of the received signal is shown in Figure 
89). However, just doing this for the signal is not sufficient since it is likely that frequency 
components associated with the noise will be more powerful than that of the signal. As a result, a 
Short-Time Fourier transform(STFT) is used to convert the signal into the frequency domain and 
then plot the changes in frequency over time on a spectrogram.   
 
Figure 91 Spectrogram of received signal 
By doing a time and frequency analysis, it is possible to distinguish between frequency components 
that are always present and those that change with time. The vertical lines in Figure 91 represent 
frequency components that always have power and are therefore associated with being periodic 
noise, however at around 50 ms and around 790 Hz there is a distinct peak in power that only occurs 
once and is presumed to belong to the desired signal. Once this frequency range is determined a 
fast Fourier transform can be applied to the signal and the most dominant frequency in the desired 
range is determined. A band pass filter is then designed around this frequency to filter out the noise 
followed by rectifying the signal.  




Figure 92 Filtered and rectified signal 
The result of this is shown in Figure 92, where the desired signal is extracted, and the receiver event 
time can be clearly determined using a threshold method. The difference between the event times 
on the generator and receiver sides can then be used to determine the time of flight, demonstrating 
that with adequate filtering the threshold method could be used in high noise scenarios as present 
in the boiler.  
Nevertheless, it might not be practical to always consider a time frequency analysis of the received 
signal and change filter characteristics when there are variations in the signal. In an alternative 
method Cesarano et al.[48] used a band pass filter that was rather defined based on a power 
frequency analysis on the generator side signal. Where the centre excitation frequency of the signal 
could be used to automatically update a band pass filter for use on the receiver side. While this 
method was developed for use with chirp sound signal sources and a cross-correlation method, the 
same principle could be implemented into a threshold based approach. 
4.2.2 Cross-correlation 
An alternate and popular technique for determining the time of flight is cross-correlation. The 
method effectively determines the similarity or dependence of one signal to another by searching 
for features that are common between them. Having a wide variety of applications, it has been 
applied to acoustic pyrometry[12], [19] , ultrasonic thermometry [50], speech recognition[51] and 
even radar systems[52]. 
For the application of acoustic pyrometry, the goal is to determine the position of the transmitted 
signal contained in  1x t  relative to the delayed signal contaminated with noise at  2x t . 
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Mathematically the cross-correlation  
1 2x x
R   is defined as the expectation E  of signals  1x t  and 
 2x t  as shown in equation (97) which can be estimated by equation (98), where   is the time lag.  
      
1 2 1 2
[ ]x xR E x t x t     (97) 
      





R x t x t dt
T
     (98) 
This can be considered as a sliding dot product where the time lag value  is varied and the resulting 
value associated with the peak in the correlation function will then represent the time delay 
between the signals. An example of this can be seen in Figure 93, where two delayed signals can be 
on the left and the cross-correlation with a distinct peak at one second is shown on the right. 
 
Figure 93 Cross-Correlation of chirp signals with distinct correlation peak 
The method is most useful when non-periodic signals are used, such as the time varying chirp used 
in the example above. When periodic signals are used, the correlation peak is widened and tends to 
oscillate around the maximum values making it difficult to determine a precise time lag.    
The basic cross-correlation method works in an ideal scenario, however it does have its limitations 
when applied to the real world scenario, for example, in a noise free enclosure this method suffers 
from reverberations and in a high noise scenario, peak detection becomes difficult[22]. As a result, 
the generalised cross-correlation method was introduced to improve on some of these weaknesses. 
4.2.3 Generalised cross-correlation 
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The most widely used framework for time delay estimation is the generalised cross-correlation 
(GCC) or generalised correlation method[53], originally proposed by Knapp and Carter[54].  The GCC 
algorithm improves the basic cross-correlation algorithm by introducing a general framework that 
unifies various correlation based algorithms[55]. It achieves this by introducing pre-filters or 
whitening before cross-correlation with the purpose of accentuating frequencies that belong to the 
signal and suppressing frequencies that are produced by noise. These filtered signals are then 
passed through a correlator and the time of flight will be denoted by the time value associated with 
the peak of the result. 
 
Figure 94 Filters in GCC framework for time of flight measurement 
The location of these filters are shown generally in Figure 94, where  1x t  and  2x t  represent 
spatially separated acoustic signals, where   1H f  and  2H f  are the filters. Mathematically, the 
method is defined in the frequency domain using the cross power spectral density. This is possible 
by means of the Fourier transform as shown in equation (99), since it is known that the integration 
of the cross power spectral density is equivalent to cross-correlation  
1 2x x
R   in the time domain.  
    
1 2 1 2
2j ft




    (99) 
When the inputs are filtered the output cross power spectrum is represented by equation (100) 
        
1 2 1 21 2y y x x
G f H f H f G f   (100) 
The product of  1H f  and the complex conjugate of  2H f can then be replaced by a more 
convenient frequency weighting of g .  
      1 2g f H f H f
   (101) 
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Thus, the generalised correlation can be defined by equation (102), where the time value associated 
with the peak of the result will represent the time of flight.  
 
 
     








    (102) 
This framework allows for several processors or generalisations of cross-correlation that each have 
distinct weighting functions. While many, weightings can fall into this framework, the ones most 
applicable to time delay estimation and acoustic pyrometry will be discussed. 
Phase transform (PHAT)  
The most widely used weighting for time delay estimation is the phase transform(PHAT) weighting. 
It has gained popularity due to the fact that its effective at suppressing reverberant signals, which 
proves to be an issue in most applications[53], [56]. In addition to this, it is relatively easy to 
implement and performs more consistently than many other GCC weightings when the 
characteristics of the sound source change over time, making it applicable to a wide variety of 
applications[55]. The weighting, as shown in equation (103), is executed by dividing by the 
magnitude of the cross spectrum. It does suffer from the flaw that errors are accentuated in 
frequency regions where the signal power is the lowest, since the denominator will approach zero 
in these regions[57], making it sub-optimal under ideal conditions. However, overall the PHAT 









    (103) 
In the context of acoustic pyrometry, the GCC method has been successfully applied by Zhang et 
al.[37] for furnace exit temperature measurement on a 600 MW coal-fired boiler. Specifically, the 
phase transform (PHAT) weighting was used to determine the distance of the acoustic paths while 
the boiler was in a cold state and the maximum likelihood (ML) weighting for continuous time of 
flight acquisition in the hot state.  
Roth 
Another weighting function falling into this family is the Roth weighting, which is also referred to as 
the impulse response method. Unlike the PHAT method, instead of dividing by the cross spectrum 
it considers the autocorrelation of the input signal, as shown in equation (104). By normalising by 




G and taking the shape of the input spectrum into account, the deterministic error in the 









    (104) 
In comparison to other GCC weightings, the Roth weighting suppresses wide noise bands and 
frequency ranges where noise is loud[60], but will broaden the peak of the correlation function. 
Furthermore, it has the advantage over conventional cross-correlation that when used to measure 
time delay in scenarios that have multiple acoustic paths and only one correct time delay, cross-
correlation is at risk of returning the incorrect time delay while the Roth weighting is more likely to 
produce the correct result[59]. This feature is especially relevant to acoustic pyrometry where 
multiple paths are advantageous and due to the reflection and refraction of sound waves this 
scenario could easily occur.  
 
Figure 95 Roth GCC/Impulse response obtained from a 265 MW utility boiler[61], [62] 
The Roth method (referred to as the “impulse response” method) has also been detailed as the time 
of flight acquisition technique in two patents, namely for a “self-purging pneumatic acoustic 
generator” and a “method and apparatus for measuring acoustic wave velocity using impulse 
response”. Both patents were filed by Kleppe and Scientific Engineering Instruments(SEI), the 
company that produces the Boilerwatch® MMP II-SSX acoustic pyrometer. The pneumatic generator 
produces random continuous sound within a large band (100-3000 Hz) and for this type of signal 
generation the impulse response method is cited as advantageous since it pre-whitens the inputs 
and improves the definition of individual paths, which is necessary for multipath readings. An 
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example of the results when applying this method on a 265 MW utility boiler is shown in Figure 95, 
where the time of flight is represented by the peak of the impulse response[61][62]. 
Smoothed coherence transform (SCOT) 
The smoothed coherence transform (SCOT) is essentially the inverse Fourier transform of the 
complex coherence function. It is particularly effective at measuring time delay between weak 
broad band correlated noises[63], [64]. 
The coherence function is defined as the cross spectrum divided by the square root of the auto 
spectrum of each channel, as shown in equation (105).  Therefore, if you consider equation (106) as 
the weighting function for use in the GCC equation (102), the result will be the inverse Fourier 
transform of the coherence function.  
  
 
   
1 2
1 1 2 2
x x
x x x x
G f
f
G f G f
    (105) 
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   
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G f G f
    (106) 
It can be considered as an extension of the Roth processor where instead of just including the 
autocorrelation of the input it considers the impact of both channels and thus broadens the peak of 
the cross-correlation function. If the noises on both channels are correlated it approaches the Roth 
function[65], this can be seen mathematically from equation (106).  
The SCOT method has been applied to acoustic pyrometry for time delay estimation as documented 
by Kleppe in[66], and has been further implemented to measure time of flight, and thus 
temperature, for the outlet gas of turbines[67].  
Maximum Likelihood (ML) or Hannon-Thompson (HT) 
Another popular processor is the maximum likelihood(ML) or Hannan-Thompson(HT) processor. 
From a statistical point of view it is the most optimum weighting under the conditions of ideal 
propagation[56]. The weighting as shown in equation (107) is a function of the cross power 
spectrum and the magnitude squared coherence defined in equation (108). 






















  (107) 
The magnitude squared coherence will lie between a value of 0 and 1, which will give a normalised 
indication of the causal relationship between the input and output signals. From this we can 
interpret to what extent the frequency components present in the output are related to the 
input[59]. The ML processor will thus give greater weighting to frequency bands where there is unity 
coherence between the input and output and suppress frequency bands with near zero coherence. 
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Since the weighting is dependent on the magnitude squared coherence, power spectrums must be 
known a priori or well estimated, otherwise performance is suboptimal[55]. Coherence estimation 
can be a problem for non-stationary signals.However when spectrums can be well estimated and 
signals are stationary this weighting is efficient and has strong noise suppression[58].  
In the context of acoustic pyrometry, the signal and noise spectra should be well estimated, 
provided that the noise is relatively periodic.  Zhang et al.[37] successfully applied the method for 
furnace exit temperature measurement on a 600 MW coal-fired boiler with high noise content (115-
119 dB). Time delay estimation was achieved with multiple acoustic paths(24 in total) using a linear 
chirp sound source[37]. 
4.3 Experimental design 
This section describes the approach taken to the design and construction of the experimental setup 
used for time of flight determination, the development of the control and signal processing model 
and the methodologies applied to time of flight determination. 
4.3.1 Hardware determination 
The development of the experimental set-up is in accordance with achieving the third objective of 
this study, which is to demonstrate TOF determination with its associated signal processing. This 
objective falls under the broader goal of identifying significant factors that affect TOF determination, 
in order to inform the application of an acoustic pyrometer system to boiler furnaces. Since noise is 
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the greatest limitation to determining the TOF, this goal is achieved by comparing the performance 
of several signal processing methods under various noise conditions. 
The design priority of this system is consequently to create a set-up is that is versatile, such that 
distinct types of signal, noise and signal processing methods can be applied and compared. The 
emphasis is therefore not on temperature measurement itself but rather on time of flight 
determination and as a result, the set-up will not attempt to replicate the temperature and fluid 
conditions of the boiler. The advantage of this approach is that it allows us to test multiple signal 
processing methods in a low cost, and controlled environment void of the restraints that would 
normally be associated with testing on the plant. 
A generic experimental setup for TOF determination would at minimum require the selection of 
basic components as shown in Figure 96.  
 
Figure 96 Generic components required for TOF determination 
An acoustic source would be required to produce the signal and acoustic receivers would be 
required to record the acoustic signal produced. These receivers would need to be placed on either 
side of an acoustic medium or enclosure within which the TOF will be determined and an 
appropriate data acquisition device will be necessary to record these signals for processing. In 
addition to this another acoustic source will be required to produce the interference noise hindering 
the TOF determination. 
Acoustic source selection 
The first step taken in the design approach was to review the signal processing methods 
components and software applied to TOF determination. During the literature review, both 
threshold detection (edge detection) and cross-correlation methods were identified as viable signal 
processing methods for TOF determination.  
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While, generally speaking, the recording requirements of these methods are the same, there are 
differing requirements for the sound source. Threshold detection generally requires either a signal 
that is much louder than the noise having a sharp rise or a signal at a distinct frequency, while cross-
correlation necessitates a distinct time-varying signal. 
In conventional acoustic pyrometry, pneumatic sound sources tailored to the signal processing 
requirements of the device are used. However, these devices are since these tests are not carried 
out under boiler conditions the high amplitude levels produced by and complexity associated with 
pneumatic transducers are not required. As a result, an electroacoustic transducer (loudspeaker) 
was selected as the acoustic source, since it has the versatility to reproduce both types of signals, 
allowed for the control of the signal amplitude and was relatively cost effective. In addition to this, 
the same type of transducer could be used to create the interference noise signal.  
Generally, when loudspeakers are used as acoustic sources to create a full frequency response, a 
combination of low, medium and high range transducers are used. However, in the case of acoustic 
pyrometry the practical operating range is roughly 500-3500 Hz and as a result, mid-range 8-inch 
drivers were selected as the acoustic and noise sources. These drivers, as shown on the left of Figure 
97, have an operating frequency range of 55-8000 Hz and a peak sound intensity of 93 dB (which is 
more than required for the testing scenarios).  
 
Figure 97 (left) Mounted acoustic source (right) line amplifiers for signal and noise speakers 
To provide power to the speakers, some form of amplification is required. It was found that it was 
more cost effective to use a single 30 W line amplifier for each acoustic source than a single stereo 
amplifier. This setup allowed for the independent control of the sound intensity of each source as 
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shown on the right-hand side of Figure 97, where the Aux gain on each amplifier is used to control 
the signal and noise amplitude.  
Acoustic receiver 
Existing laboratory apparatus was used for the acoustic receivers and data acquisition since their 
specifications were suitable for time of flight acquisition. As shown on the left-side of Figure 98, a 
side address condenser microphone was selected for use as the acoustic receivers. These 
microphones have high sensitivity, a flat frequency response over the acoustic range of 20-20 kHz 
and cater for a maximum sound pressure level(SPL) of 144 dB (exceeding the SPL produced by the 
acoustic transmitters).  
 
Figure 98 (left) acoustic receiver for recording (right) mixer for data acquisition 
For the purposes of data acquisition, many studies used dedicated data acquisition cards[37], [41], 
[49], [68], [69] or digital oscilloscopes[42], while using LabVIEW as the software to interface with 
these devices. However, for this study it was decided to use a 4-channel stereo mixer as shown on 
the right side of Figure 98. This decision was made since the mixer was already available (existing 
laboratory apparatus) and was compatible with the available condenser microphones, which 
eliminated the need to specify preamplifiers for them. In addition to this, the mixer has a built in 
digital-to-analog convertor (DAC) with a sampling frequency of 44100 Hz (allowing the coverage of 
the whole acoustic range) and conveniently interfaces via USB 1.1. The mixer however outputs 
recorded signals in a stereo format, and to separate the signals simultaneously recorded from both 
microphones, the highlighted pan dials were used. Each microphone recording is panned to a 
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distinct channel (transmitter or receiver side) to then be separated later by software for signal 
processing.   
Acoustic enclosure 
With respect to the containment and transmission of the acoustic signal, PVC piping was identified 
as cost effective and convenient acoustic enclosure. Class 4 PVC was used and found to be 
structurally sufficient with more workability than cheaper alternatives. With this type of enclosure, 
a suitable pipe diameter and length of the pipe must be determined to provide an observable time 
of flight difference (and thus temperature) between acoustic receivers and house the necessary 
equipment.   
The selection of the diameter was primarily made to house the speaker (acoustic source) and 
microphones (acoustic receivers). The signal speaker mount required a diameter of 20 cm and the 
microphones had a height of a 15 cm. A diameter of 355 mm was selected as the closest standard 
diameter that allowed for the speaker to be mounted, such that there is still clearance between the 
speaker centre and the top of the microphone. This diameter was also advantageous since (if 
necessary) it would allow for the option to line the piping with an attenuative material to reduce 
reverberation.  
The selection of the diameter was also constrained by standard pipe lengths, however since PVC 
was machinable the length could be worked to the requirements. In general, a longer piping length 
would be more advantageous for time of flight determination. 
 





   (110) 
At a fixed temperature the speed of sound will stay constant as per equation (109), and since we 
know the speed of sound is the travel distance divided by the time of flight as shown in equation 
(110), we can infer that there will be a direct relationship between time of flight and distance, 
implying that for longer distance the time of flight would increase in proportion, making the 
measurement of this time of flight more accurate.  
At the standard pipe length of 6 m, with air at a room temperature of 20ᵒC, the expected time of 
flight is 17.485 ms. With the mixer sampling at 44100 Hz, the expected resolution at this distance is 
0.13 % of the travel time, which is sufficient to demonstrate time of flight determination.   
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With knowledge that the ambient temperature resided at around 20ᵒC, it was then investigated 
what the resolution of the temperature deviation would be from this set point. Since we know 
temperature to be dependent on the square of distance and time of flight as shown in equation 
(111), it was expected that the increased resolution of shorter piping would result in a greater 








   (111) 
The temperature resolution against vs. distance is compared in Figure 99. This was done by 
determining the expected TOF at each distance and determining what the change in temperature 
would be based on the time of flight sampling resolution. 
 
Figure 99 Acoustic travel distance(m) vs Temperature Resolution(K) 
A resolution of 1ᵒC was found at a piping size of roughly 3 m, and for the standard size of 6m, a 
resolution of 0.49ᵒC was calculated, implying that this length was suitable for both time of flight and 
temperature determination under the environmental conditions.  
Final design 
Once all the components were selected and sized, the final experimental setup was designed and 





































Acoustic travel distance(m) vs Temperature Resolution(ᵒC)
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of the enclosure via circular wooden disk, and the first microphone is mounted within the pipe just 
in front of it. The acoustic signal then travels along the dotted line through the pipe and is received 
by the first microphone at the transmitter-end until it eventually is recorded by the second 
microphone at the open end. The second speaker acts a noise source and is mounted roughly 
halfway between the microphones to produce the interference noise.   
 
Figure 100 Cross-sectional view of experimental setup 
To allow for easier handling of the setup, the full pipe length was divided into four parts of roughly 
equal length, which were joined by pipe joints, made from stretched offcuts of the same pipe. The 
final constructed version is shown below in Figure 101, note the setup is viewed from the opposite 
side as shown in Figure 100. One of these joints was also used to mount the signal speaker. Despite 
the material removal for the pipe joints, the approximate length of the pipe remained at the desired 
6 m. To make sure that the segmented pipes are still stable, four wooden pipe stands were 
manufactured, having a rubber lining at the contact point between the stand and pipe. In addition 
to the noise speaker at the centre of the pipe, a hole was made for the insertion a of thermocouple, 
so temperature measurements could be taken.  




Figure 101 Final constructed experimental setup 
In summary, the overall design facilitates for TOF measurements by having versatile acoustic sources 
(speakers) with amplification, accurate recording devices (microphones) with high frequency data 
acquisition; and an enclosure that contains and separates the recording devices by a considerable 
distance to provide the accuracy necessary for TOF determination and temperature measurement.   
4.3.2 Control system  
Once the hardware of experimental set-up was determined, a control system was necessary to 
manage the specified hardware. With the goal of practically determining the time of flight, the 
control system would have to provide means to interface with the audio mixer used for data 
acquisition, the amplifiers used for generating the signal and noise and prepare the signal for 
processing. 
Interface with hardware 
From the literature review the most prolific software used for data acquisition and control in TOF 
determination studies was found to be LabVIEW[37, 41, 42, 49, 68, 69], a systems engineering 
platform for testing, measurement and control[70]. It makes use of a visual programming language 
with a graphical user interface and block diagram style of coding, where each function is 
characterised by block nodes and execution flow is determined by the connection of these nodes. 
The combination of the user interface and block diagram code is referred to as a Virtual Instrument 
(VI), where VIs can be placed within one another (acting as a function), then referred to as a SubVI. 
The comparative advantage of this software and reason for its widespread application is the ease 
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with which hardware can be interfaced to, especially since it includes support for various National 
Instruments hardware platforms (the most notable being its data acquisition devices).   
While the aforementioned studies used LabVIEW for control of hardware and data acquisition, the 
most popular method for signal preparation and processing thereafter was to use MATLAB. For this 
study, the decision was made to reduce complexity and take advantage of LabVIEW’s signal 
processing library as well as its ability to control and interface with hardware. The result is that the 
hardware control, signal preparation, data acquisition and processing is performed in LabVIEW. As 
a result, the experimental set-up is interfaced with hardware as shown by the system map below in 
Figure 102.  
 
Figure 102 System map of experimental setup 
In addition to the components sized previously, a laptop computer is used to control the 
experimental set-up. LabVIEW is used as the software both for control of the setup but also for the 
signal processing of the recorded results. The source signal generated in LabVIEW is sent out via the 
laptop soundcard (used at 44100 Hz) via the mini jack port. A mini jack to RCA convertor is then used 
to split the stereo signal into the left and right channel which is sent to each line amplifier and then 
consequently to each respective acoustic source where it propagates through the acoustic 
enclosure.  
Through this propagation, the signal is received by each condenser microphone and sampled by the 
stereo mixer. The mixer has a preamplifier input with power source for each line, that is then 
sampled by the built-in analog-to-digital convertor(ADC) at 44100 Hz which then interfaces with the 
laptop computer via USB. The loop is then completed when the LabVIEW records the incoming 
signal. The implication of this is that the whole setup can be controlled by a work station consisting 
of the laptop running LabVIEW alongside the amplifiers and mixer. 
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LabVIEW Virtual Instrument 
Within this experimental setup, the LabVIEW VI acts as the main code and performs multiple 
functions within the system. It is responsible for generating the signal of interest and noise signal, 
controlling the hardware that generates and records these signals, storing the recorded signals and 
applying the signal processing methods to these signals to ultimately determine the time of flight. 
From a high-level the VI follows the process as outlined in Figure 103.  
 
Figure 103 High-level flowchart of LabVIEW VI 
The VI starts by accepting the input settings, as displayed in Figure 104, broadly grouped into 
settings regarding audio, signal, noise, filters, and storage. The audio settings determine the 
recording duration, the delay between subsequent recordings, and the selection of the 
identification of the active microphones and speakers. The signal and noise settings determine the 
amplitude of each waveform, the type of noise and signal and the characteristics of those 
waveforms (frequency envelope of noise and frequency change of signal). The filter settings include 
the characteristics of the filters used as well as the maximum allowable noise to be removed. Lastly, 
the storage settings determine the storage locations of the sound recordings (.WAV), Excel files and 
number of the test. 




Figure 104 LabVIEW VI inputs 
Once the settings are determined, the noise and signal are generated in LabVIEW based on the 
selected signal and noise type. First the noise waveform is played and recorded simultaneously and 
after a short delay the signal is played and recorded simultaneously. These two recorded signals are 
then prepared by cropping the signal from the whole recording (such that just the produced signal 
remains and no recorded silence). The position and duration of this signal is used to crop the noise 
waveform at the exact same time. Since both signals are recorded separately, which can then be 
sued to calculate the signal to noise ratio. In addition to this, the noise signal (before cropping) is 
used as an input to the variable filter algorithm to determine the location of the notch filters used 
by that algorithm.  
Thereafter, the signal and noise signals are merged into a stereo signal, where the signal plays from 
the 1st speaker(source) and the noise plays from the 2nd speaker(noise) while both microphones are 
simultaneously recording. The recorded, combined signal and noise waveform is then used for by 
multiple signal processing methods from witch the TOF can be determined and displayed.  
4.3.3 Signal and noise generation 
As mentioned previously, the signal and noise generation occur within the main LabVIEW VI and are 
based on existing LabVIEW libraries.  For the signal waveform, a SubVI was created as shown as the 
“Create signal” node. This SubVI was built around the Sound and Vibration toolkit using the “Chirp 
waveform” VI.  




Figure 105 Signal Generation SubVI with example of time varying signal 
This SubVI accepts inputs in the form of an overall waveform length, a wait duration, signal length, 
frequency range and sampling information.  The location and length of the signal will be determined 
from the wait duration and signal length, if the overall waveform length is greater than the sum of 
these two, the rest of the waveform will have a zero amplitude as shown in the generated waveform 
in Figure 105. The frequency range input determines the type of signal generated, with the two 
options being a linear time varying signal (chirp) between the two frequency inputs, or a sinusoidal 
signal when these two inputs are the same. The final input is the sampling frequency and the 
number of samples (which in implementation is determined programmatically by the signal length).  
In a similar vein, a noise SubVI was developed to generate the noise waveform. The SubVI was 
created using a “white noise” VI within the signal processing toolkit and a VI adapted from the 
coloured noise generator. This SubVI as shown in  Figure 106, takes three inputs in the form of the 
path location for the power spectral density (PSD) envelope, a selection for the type of noise and 
the sampling information. 
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Figure 106 Signal Generation SubVI with example of white noise 
The length of the signal is controlled by the sampling information which determines the sampling 
length and number of samples. When coloured noise is selected an extra input in the form of a PSD 
envelope is required in the form of a .CSV file. This allows for the generation of not only white noise 
(broadband noise that occurs across the audible frequency spectrum), but coloured noise that can 
be shaped to reproduce the specific frequency components found in the boiler (or for any given 
application). 
The requirement for coloured noise was born out of the observation that the frequency components 
present in boiler noise tend to be repetitive and periodic. This is shown in Figure 107, where a 
spectrogram was produced from previous boiler acoustic recordings as taken from[1]. It highlights 
that the noise present in the boiler is not white and tends to have distinct frequency characteristics. 
 
Figure 107 Spectrogram of noise in the boiler 
From these readings PSDs where computed, an example of a typical result is shown in below in 
Figure 108. 




Figure 108 Example of power spectral density of boiler noise 
Upon further inspection, it was found that there were predominantly three peaks that reoccur in 
multiple readings residing at around 44, 260 and 577 Hz. An Additional sound recording was taken 
outside the observation port of another boiler and produced the PSD shown in Figure 109, where 
again distinct frequency components were present. In this example the peaks were much sharper 
and distinct, however this is likely since most of the random combustion noise was contained within 
the boiler and only the powerful components would be observable from the outside. 
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Figure 109 Power Spectral Density of audio recorded at boiler observation port 
The PSD in Figure 108 was then used as a set input to the coloured noise generator for later tests as 
the frequency envelope, producing noise that varies, but resembles the real-world scenario. 
4.3.4 Signal playback and recording 
Once the signal is generated, it is then required that these signals be played back and recorded to 
complete the TOF determination cycle. The playback and recording of generated signal and noise 
waveforms are also controlled within the LabVIEW environment and as previously mentioned, the 
approach taken is to simultaneously play sound via the speakers and record the generated sound 
via the microphones. In pursuance of this, another SubVI was developed as shown below in Figure 
110. 
 
Figure 110 Signal Play and Record SubVI 
In order to function play and record as necessary, the SubVI accepts multiple inputs from the main 
VI. The first inputs are the microphone and speaker identification, used by LabVIEW to identify the 
correct hardware to interface to. The next inputs are the noise and signal waveforms generated by 
the Create signal/noise SubVIs and a selection of the playback type. The playback can either be of 
the signal from the left speaker, noise from the right speaker or both concurrently. The last two 
inputs are the error input (a list of errors compiled by previous operations) and the duration in 
seconds to record. After operation the SubVI outputs the signals recorded from both microphones 
and any error warning generated along the way. 
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Since the choice was made to simultaneously record and play the signal, the operation of the SubVI 
is important, allowing some extra functionality but also limitations on application. The actual 
process followed by the SubVI is summarised below in Figure 111 
 
Figure 111 Play and record signal block diagram 
The process begins by configuring the input and output devices, in addition to the inputs described 
previously, playback and recording is set to acquire data of a set sample size continuously while in 
operation. The inputted signal and noise waveforms enter the operation loop, where a portion equal 
to the sample size is extracted and written to the output buffer. At this point the output data will 
be read and played by the speakers, while the code moves onto reading the input buffer to receive 
the input data (equivalent to the sample size) from the microphones. The read data from the input 
buffer will then be stored as the start of a signal or appended to an existing signal. If the stored 
signal length is less than the record length specified, the loop will continue, and the next portion of 
the signal and noise waveform will be extracted for playback, otherwise the operation loop will end, 
and the recorded signals will be recorded.   
In this setup the sample size selection is important, since short sample sizes will read the buffer to 
quickly and result in glitches, and larger sample sizes will incur greater delay and not read the buffer 
in time for playback and recording. The sample size selected was 4410 samples, corresponding to 
10% of the sample rate per second. The implication of this implementation is that only one control 
unit (laptop computer) is required, simplifying the setup, control and reducing cost. However, this 
means that the signal display and processing cannot be done in real time and only occurs after each 
process is completed. As a result, signal processing for time of flight determination occurs once the 
signals have already been recorded. 
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4.3.5 Time of flight determination methods 
While the signal processing methods where reviewed and discussed in section 4.2, this section will 
discuss the methods that have been implemented into this study. The methods implemented are: 
Threshold level with bandpass filtering, cross-correlation (including GCC variants) and variable notch 
filters with cross-correlation. 
Threshold method with bandpass filtering 
The first method applied was adapted from the threshold method (or edge detection). The process 
followed is to first apply a bandpass filter to the received signals to isolate frequencies associated 
with the signal and filter out as much of the noise as possible. Once the signal is filtered the 
threshold method is applied to determine the time of flight of the signal. 
To implement this, two SubVIs were created, as shown in Figure 112, namely the Infinite-impulse 
response (IRR) filter and Threshold method SubVI. The first SubVI accepts inputs as the signal to be 
filtered, the filter parameters and error input and is built using the Signal processing toolkit within 
LabVIEW and the Digital IRR filter VI. An example of the specifications required is shown in Figure 
127, where the topology, filter type, cut off frequencies, ripple and sub-band attenuation is 
specified. The SubVI then outputs the phase and magnitude response of the filter, the filtered signal 
and any errors produced along the way.  
 
Figure 112 SubVIs created for Threshold detection 
The threshold detection SubVI then actually applies the threshold method, by accepting the filtered 
signals as inputs, the threshold percentage level and the time of flight mode. Threshold detection is 
performed using a basic trigger level VI, where the trigger(threshold) level is set as a percentage of 
the maximum signal level and the output is selected as either a time in seconds or samples.  




Figure 113 Process followed for threshold method with bandpass filtering 
The resulting process followed is thus as shown in Figure 113, where the input waveforms are 
received and filtered based on the filter specifications. The exact specifications of the filters used 
will be discussed in the methodology of the test performed. 
Both the left and right waveforms are filtered, to remove any TOF discrepancy caused by filter delay. 
From these filtered signal, a maximum amplitude is determined, and a threshold is set based on the 
amplitude of each waveform independently. Once each channel exceeds its respective threshold, 
the time is noted and the TOF is returned based on the difference between these times. 
Cross-correlation methods 
When it came to cross-correlation methods, two SubVIs were created, one to implement standard 
cross-correlation and another for generalised cross-correlation (GCC). The first method as shown on 
the left of Figure 114, was built around the cross-correlation VI in the Time series analysis (TSA) 
toolkit in LabVIEW. It accepts the transmitter side and receiver side waveforms to be correlated, the 
weighting, a maximum expected lag and an error in. When implemented the biased weighting was 
used, that weight peaks closer to the centre as higher, to avoid false edge peaks prominent in longer 
signals.  
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Figure 114 Cross-correlation and GCC SubVIs and inputs 
The SubVI produces outputs in the form of a correlogram to visually display the correlation, the 
error output and the TOF. The straightforward process followed by this method is shown in Figure 
115, whereby the recorded waveforms are cross-correlated, the peak of the correlation is 
determined, and the time associated with that peak is returned. 
 
Figure 115 Cross-correlation flowchart 
The GCC SubVI has a very similar setup, however instead of using the biased weighting for standard 
correlation, the weighting choices are the distinct types of GCC weightings, namely the PHAT, SCOT, 
ROTH and ML weightings. The SubVI can then be repeated multiple times to test each weighting 
individually to compare their efficacy.  
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Figure 116 Generalised Cross-correlation process flowchart 
The process followed to achieve this, as shown in Figure 116, is somewhat more intricate though. 
The recorded waveforms taken as an input first undergo FFTs to determine the power spectrums 
and cross-power spectrums between them. Based on the input weighting selection, the cross-power 
spectrum is then multiplied by the weighting function selected, as determined by the combination 
of the previously calculated spectrums. The result of this multiplication then undergoes an inverse 
Fourier transform (IFT) to produce the correlogram. The maximum value of the correlogram is then 
determined and the time associated with that maximum is returned as the time of flight. 
Variable notch filters 
The final method applied is the variable notch filter method. The approach taken with this method 
is to identify the main components of noise present in the boiler (assuming it is periodic) and then 
filtering out the significant peaks. The method strives to listen to the noise and update the peak 
locations before readings and adjust the width of the filters used based on the noise recorded. 
 
Figure 117 Variable notch filter SubVIs 
The method was implemented using the SubVIs shown in Figure 117, where the first SubVI is 
responsible for determining the notch filter locations and the widths of each filter, while the second 
one applies those filters. The first SubVI inputs the noise signal recorded before the TOF recording, 
the desired range for the signal and the maximum allowable energy to remove in the desired signal 
range. The result of this analysis is the primarily the location of the filters to apply, the number of 
filters to apply and the widths of those filters. 
After this process, the second SubVI accepts the signal waveform, as well as the filter locations, 
number of filters and filter widths, applying each filter sequentially until the number of filters is 
reached. The “Digital filter design IIR notch peak design” VI from the special filter design toolkit is 
used to apply the notch filters within the SubVI. 
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Consequently, the process followed for the overall method is detailed in the flowchart shown in 
Figure 118. The process begins by inputting the previously recorded noise waveform, calculating the 
power spectrum of this waveform and then determining the RMS level of the power spectrum. Any 
peak in the power spectrum that is above double the RMS level is identified as a significant peak 
and once the peak detection process is over, they are sorted in descending order based on the 
power of each peak.  
 
Figure 118 Process followed by Variable notch filter method 
The number of peaks considered is then limited if too many (50) peaks are located. From this point 
the notch filter width algorithm is called, which determines the width of each filter to be applied 
based on the spread of power at each peak location. Once the widths are determined the notch 
filters are then applied to the recorded waveforms, before applying the standard cross-correlation 
method to determine the TOF. 




Figure 119 Process followed by notch filter width algorithm 
The notch filter width algorithm used by this process is outlined in Figure 119, where the width of 
each filter applied is determined by the power spectrum surrounding the identified peaks.  
It achieves this by starting with the first peak, cropping the region of the power spectrum 
surrounding it and calculating the standard deviation and mean of the cropped segment. If the 
quotient of standard deviation and mean is greater than 1.3, this generally signifies a sharp peak 
that is covered by the filter width, and thus the filter width is decreased. Conversely, if this value is 
below 1.1, it is considered a wider peak and the filter width is increased. If it lies between these 
values the filter width remains the same. After this point, the width is compared to the maximum 
(400 Hz) and minimum filter widths (40 Hz) and limited if necessary. If this occurs a check is done to 
determine whether it is the last filter to be applied, after which the algorithm will either move onto 
the next filter peak or complete. If the maximum or minimum filter width is not reached, the 
cumulative range of the filter and previous filters is checked against the maximum energy removal 
specified. And if this is reached, the current filter is set as the last filter, otherwise the process 
repeats itself until the last filter is identified.  Once the last filter is identified the algorithm ends and 
outputs the final filter locations and widths to be applied.  




Figure 120 Power Spectrum with noise removed (above) & Notch filter location (below) 
An example of this algorithm in practice is shown in Figure 120, where the top figure shows the 
power spectrum of the noise and the red power represents the resulting noise removed by the 
notch filters. The source of this power removal is shown in the lower figure which displays the 
notches identified by the algorithm. The notch filters applied are specified by the centre frequency 
and a Q factor. The centre frequency is the peak location, and the Q factor is the quotient of the 
centre frequency and the bandwidth of the filter. It essentially determines the spread of the filter. 
The result is that when the noise is spread over a greater frequency, the applied filters have greater 
Q factors to cover this range. Overall the method can be applied over time, constantly adjusting the 
location and width of the filters based on the noise present in the boiler.  
In summary, a range of SubVIs for TOF determination were developed in the LabVIEW environment, 
so that these methods can be tested and compared in different noise conditions.  
 
4.4 Temperature measurement 
This segment documents temperature measurement tests that were performed on the 
experimental setup. While not a goal or objective of this study, the ability to observe a temperature 
change via the TOF could be useful as a proof of concept or platform for future research.  
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4.4.1 Temperature measurement methodology 
The objective of these tests was to see if using the existing experimental set-up, temperature change 
could be measured without considerable change to the design. As a result, a small 2000 W 
directional electric heater was used as the heat source placed within the entrance of the pipe as 
shown in Figure 121. The source was capable of increasing temperature by a few degrees, but not 
more than the allowable design specifications of the hardware used (speakers, microphones etc). 
The setup already included temperature measurement taps near the centre and acoustic end for 
thermocouple placement, however to get a more representative temperature of the air inside the 
pipe, the middle placement was used for the thermocouple (also shown in Figure 121). 
 
Figure 121 heater and thermocouple placement in experimental setup 
Since the goal of these test was solely to measure temperature change, they were conducted 
without using the second speaker as a noise source. Three TOF determination methods were used 
for the test. Standard cross-correlation, threshold detection (Without filtering) and a manual 
method. The manual method consisted of manually using the cursors on the recorded waveforms 
to identify the start of the signal in each recorded channel. A 500-3000 Hz chirp was used as the 
signal source, since it would be suitable for both cross correlation and threshold methods without 
noise.   
The actual process followed by these measurements is broadly outlined in Figure 122, where in the 
beginning, the ambient temperature was recorded using the central thermocouple and 3 readings 
were taken. Following this the thermocouple was removed and the heater was placed into the pipe 
as shown in in Figure 121, directing the heat flow downwards into the pipe. The thermocouple was 
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removed to prevent the measurement of the heat source and rather measure the air within the 
pipe.  
 
Figure 122 Process followed for temperature tests 
After several minutes, the heater was removed, and the thermocouple was inserted again. Once the 
thermocouple and the air reached thermal equilibrium more TOF readings were taken. This 
equilibrium point was judged by the rate of change of the temperature reading, as the 
thermocouple reading started to become stable it was deemed to be in thermal equilibrium. This 
process was then repeated several times until the heater was not able to add more heat into the 
environment.   
Once TOF readings were obtained, equation (112) was used to calculate the average temperature 








   (112) 
The path distance was measured as 5.99 m, and the ratio of specific heats (  ) of 1.4 and a specific 
gas constant ( sR ) of 286.9 J/kgᵒC was used. These average temperatures where then compared to 
the measured thermocouple for the different methods. 
4.4.2 Results 
For these tests a measured temperature change of 7 ᵒC was observed via the thermocouple. Over 
this range the following graphs display the TOF change observed as well as an expected TOF based 
on estimated properties of air in this temperature region. 




Figure 123 Time of flight(s) determined for each method vs expected time of flight 
 
Figure 124 Calculated temperature (ᵒC) vs measured temperature (ᵒC) for each measurement method 
By then calibrating these results via the mean difference between each method and the measured 
method, Figure 125 was produced.  




Figure 125 Measured temperature (ᵒC) vs calibrated temperature (ᵒC) for each measurement method 
4.4.3 Discussion 
Over the temperature range tested, all methods observed a temperature change showing the same 
trend, which can be observed by the TOF in Figure 123 or the temperature in Figure 124. While the 
trend was observed, the results are offset from one another, resulting in a relatively large 
temperature change when the TOF was converted to an average temperature. The cross-correlation 
and manual method showed relatively low deviation, while the threshold method produced two 
outliers in the first few readings, after which results became more consistent. 
Once these methods were calibrated to the manual method as shown in Figure 125, it could be seen 
that despite localised deviations, each method was able to track the measured temperature over 
the range. The resulting temperature trends were typically within 1ᵒC of the measured temperature 
with many readings approaching the designed 0.5ᵒC accuracy over the length.  
4.5 Signal to noise ratio tests 
This section details the signal to noise(SNR) tests done, it first discusses the methodology applied to 
signal to noise tests, the results of these tests and then includes a discussion of those results.  
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The goal of these tests is to ascertain the efficacy of different signal processing methods in different 
noise conditions by relating the accuracy of the results to the ratio between the signal and noise 
amplitude. Methods that still produce more accurate and reliable results at lower SNR are therefore 
considered to be favourable. The results of this method would then also provide an indication of 
the type or acoustic pyrometer hardware required (for example acoustic source intensity) relative 
to the noise present in the boiler. 
4.5.1 SNR test methodology 
The method applied for signal to noise testing can be broadly summarised by Figure 126. It begins 
by generating the signal and noise waveforms, which are then played and recorded individually to 
determine the SNR. After this the waveforms are played together, and the selected signal processing 
methods are applied to determine the TOF. The resulting TOF from each method and the calculated 
signal to noise ratios are then recorded, before adjusting the signal and noise amplitudes (effectively 
changing the SNR) and repeating the process.  
 
Figure 126 Overview of process for SNR tests 
The first variable between test batches is the noise envelope selected. For each batch of tests 
performed a distinct noise envelope was considered, namely the PSD shown in Figure 108 was used 
as the noise envelope for coloured noise tests and a white noise generator was used for white noise 
tests.  
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Once each individual waveform was played and recorded, the SNR was calculated as per equation 







   (113) 
This was calculated at both the transmitter end and receiver end of the pipe, however in practice 
the transmitter side SNR should be considerably higher, and thus the receiver side SNR would be 
considered. 
The signal processing methods implemented were, threshold level with bandpass filtering, cross-
correlation, GCC, and variable notch filters with cross-correlation as documented in 4.3.5. Since 
cross-correlation methods require a time-varying signal, a 2 s chirp signal from 500-3000 Hz was 
used as the working signal for testing. This allowed for the simultaneous comparison of threshold 
methods with cross correlation, since we could consider the start of the chirp signal as the frequency 
of interest for the threshold method. 
 
Figure 127 IRR filter specifications and frequency response 
The final filter specifications used for this method are shown above in Figure 127 with the resulting 
frequency response of the filter. An elliptical topology was specified because it provided a sharp 
transition band and a flat pass band. The lower and higher frequency cut-off bands were set at 470 
and 530 Hz respectively, which resulted in an effective passband of 475-515 Hz. This passband was 
a good compromise between reducing signal attenuation and passing through considerable noise.  
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Once implemented, the SNRs and TOF results for each individual method along with the 
temperature recorded by the thermocouple.  
 
Figure 128 Line amplifier gain dials used to control SNR 
Once the results for a singular reading was recorded, the signal to noise ratio was then adjusted to 
perform the next reading. This was adjusted manually via the respective line amplifier gain dials. 
This was often achieved by only adjusting the noise dial, however in cases where the sum of the 
noise and signal exceeded the limits of the recording, both dials were adjusted to stay within the 
limits and still produce the desired signal to noise ratio.  
Once a gain level was set, approximately 5 readings were taken at this level before adjusting it again, 
since the noise signal will vary between readings cause the SNR to fluctuate slightly.  The process 
taken was to start with higher SNR and gradually work down to lower SNR, taking more readings 
where greater fluctuation was observed. Approximately 105 readings were taken for the coloured 
noise test and 80 readings for white noise test. 






    (114) 
Once all the results were recorded and compiled the accuracy of each method was determined by 
comparing the TOF calculated using signal processing in noise to the TOF determined for each 
method in the absence of noise. That discrepancy was then displayed as a percentage error, where 
the no noise recorded TOF was considered as the ideal result.  
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4.5.2 A note on SNR results 
Once the acoustic SNR results were compiled, it became apparent that the SNR on the transmitter-
side microphone was lower than the receiver-side SNR during tests, contrary to what might be 
expected. Upon further inspection it was noted that this was likely due to the placement of the 
transmitter side microphone as shown in Figure 129. The microphones used are side address 
microphones and thus attenuate signals that are not perpendicular to its sensor and since the 
transmitter microphone is very close to and slightly below the transmitter speaker, the signal 
recorded has a lower amplitude than that of the right-side microphone. 
 
Figure 129 straight line acoustic path relative to the transmitter and receiver side condenser microphones 
Due to time constraints, the positioning of the microphones was not corrected, however since SNR 
data was already collected a relationship between the two SNRs could be plotted as shown in Figure 
130. The data shows a strong correlation and thus the transmitter side SNR can be determined from 
the receiver side SNR. For this study, as per convention the results are stated at the receiver-side 
SNR. However, in practice the transmitter-side SNR would be observed. Thus, in the discussion and 
conclusion sections the transmitter-side SNR will be used and referred to as the “corrected SNR” 
based on in Figure 130. 




Figure 130 Transmitter side SNR vs Receiver side SNR for tests done 
4.5.3 Threshold detection results 
This section summarises the results obtained for the SNR tests, the first set of results pertain to the 
results of coloured noise tests, while the second set refers to results obtained using white noise. 
While the results of each TOF determination method are based on the same recorded signals, they 
are displayed and interpreted independently. 
Coloured noise results 
The first TOF determination method considered is the threshold method using bandpass filtering, 
producing the TOF readings shown in Figure 131, where the SNR (receiver side) is compared against 
the TOF recorded.  




Figure 131 SNR vs TOF(s) for threshold method with bandpass filtering in coloured noise 
To improve resolution the same graph is shown with adjusted axes in Figure 132, where on both 
figures the red line is indicative of the goal TOF recorded in noiseless conditions.  
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Figure 132 SNR vs TOF(s) for Threshold method with bandpass filtering (zoomed axis) 
Furthermore, below in Figure 133 the results are grouped into SNR bands, compared to the average 
error or deviation from the noiseless TOF.  
 
Figure 133 SNR vs TOF Error (%) for threshold method with bandpass filtering in coloured noise 
Table 14 shows a comparison between the average error (%) and the standard deviation of the error 
(%).  
Table 12: Comparison of average error (%) with the standard deviation of error (%) by SNR for Threshold detection with 
bandpass filtering in coloured noise 
 Signal to noise ratio (SNR) 
 0-1 1.-2 2.-3 3.-4 4.-5 5.-10 10.-40 
Average Error (%) 1133.04 1389.38 337.34 7.92 7.23 1.79 0.00 
Standard Deviation of 
Error (%) 1274.36 1377.93 945.33 3.96 5.20 2.34 0.00 
White Noise Results 




Figure 134 SNR vs TOF(s) for threshold method with bandpass filtering in white noise 
 
Figure 135 SNR vs TOF Error (%) for threshold method with bandpass filtering in white noise 
Table 13: Comparison of average error (%) with the standard deviation of error (%) by SNR for Threshold detection with 
bandpass filtering in white noise 
 Signal to noise ratio (SNR) 
 0-1 1.-2 2.-3 3.-4 4.-5 5.-10 10.-40 
Average Error (%) 1288.77% 2550.96% 48.74% 8.51% 4.40% 4.16% 4.90% 
Standard Deviation 
of Error (%) 1912.68% 2989.48% 177.70% 2.62% 3.76% 3.09% 0.06% 
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4.5.4 Threshold detection discussion 
As shown in Figure 131 and Figure 132, the TOF readings for this method in coloured noise are 
consistent at high signal to noise ratios, but shows a great amount of deviation at lower SNRs. The 
deviation increases steadily as the SNR is lowered, until the threshold at around 2.5 where readings 
become completely inaccurate. However, even before this SNR level is reached some outliers are 
present.  
For coloured noise, the threshold detection method produced an average error below 10 % where 
the SNR was greater than 3, conversely producing exceptionally incorrect results (producing an 
average error as high as 1377 % in the lower bands) below this SNR¸ as depicted by Figure 133. The 
band having a SNR of 10-40 matched the expected TOF perfectly and steadily increased to an 
accuracy of just below 8 % at the 3-4 band. Even within these more accurate results there was a 
great deviation of results, having a standard deviation of 2.34 % in the 5-10 band, 5.2 % in the 4-5 
band and 7.92 % in the 3-4 band. The results within each band were rather erratic with some being 
very accurate (greater than 1 % accuracy) while others in the same band had large deviations (5-15 
%).  
In white noise, A similar pattern was observed, where it can be seen from Figure 134 that again 
around the 2.5 SNR region the accuracy of TOF readings drops drastically. However even before this 
band there is a large amount of average error, and from a SNR of 3-40 results may be relatively 
steady, but are not accurate.  
The Results were consistent with what would be expected from this method, and as shown in Figure 
108, there is a significant peak near the 500 Hz mark which is the start frequency of the signal. As 
such it is expected that there would be spill over when the noise in this band exceeds the threshold 
set in comparison to the signal. The result is that the error would drastically increase such as what 
occurs at the 2-3 SNR band for coloured noise in Figure 133. Furthermore, in white noise the results 
are less reliable since the broadband nature of the noise results in the condition that there is always 
interference in the frequency range that is not filtered.  
4.5.5 Cross-correlation Results 
This section presents the SNR test results in coloured and white noise for the standard cross-
correlation method. 




The cross-correlation results for coloured noise are shown in Figure 136 and Figure 137 as a 
comparison of the TOF(s) and the SNR. Both figures also show the TOF determined in the noiseless 
scenario, however the latter figure is zoomed into the more accurate TOF range of -0.018 s to 
0.023 s. 
 
Figure 136 SNR vs Cross-correlation TOF(s) in coloured noise 
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Figure 137 SNR vs cross-correlation TOF(s) in coloured noise (zoomed in) 
Figure 138 shows these results are grouped into SNR bands, compared to the average error when 
compared to the noiseless TOF. A comparison between the average error (%) and the standard 
deviation of the error (%) is shown in  
Table 20. 
 
Figure 138 SNR vs average error (%) in coloured noise 
Table 14: Comparison of average error (%) with the standard deviation of error (%) by SNR for cross-correlation in 
coloured noise 
 Signal to noise ratio (SNR) 
 0-1 1.-2 2.-3 3.-4 4.-5 5.-10 10.-40 
Average error (%) 159.84 33.37 13.65 8.19 0.00 0.53 0.00 
Standard deviation of 
Error (%) 
57.13 53.52 0.00 6.69 0.0 1.54 0.00 
White noise 
For white noise the SNR is compared to the TOF in Figure 139 and the average error in Figure 140. 
A comparison of the comparison between the average error (%) and the standard deviation of the 
error (%) is given in Table 21. 




Figure 139 SNR vs Cross-correlation TOF(s) in white noise 
 
Figure 140 SNR vs average error (%) in white noise 
Table 15: Comparison of average error (%) with the standard deviation of error (%) by SNR for cross-correlation in white 
noise 
 Signal to noise ratio (SNR) 
 0-1 1.-2 2.-3 3.-4 4.-5 5.-10 10.-40 
Average Error (%) 102.28% 56.35% 3.46% 0.06% 0.00% 0.01% 0.02% 




of Error (%) 11.58% 43.60% 6.18% 0.05% 0.00% 0.03% 0.04% 
4.5.6 Cross-correlation discussion 
For coloured noise, the first noticeable feature of the results is that cross correlation produces a lot 
more precise TOF readings than the threshold detection method. This is shown by the close tracking 
of the noiseless result and clustering of the data in Figure 136 and Figure 137. Furthermore, in  
Table 20 in the 2-3 SNR band, the average error is 8.19 % but the standard deviation of that error is 0 
%.  
Additionally, the method is accurate above a SNR of 4, showing no errors in the 4-5 and 10-40 band. 
The average error in the 5-10 band is also a low 0.53 %, where most of the results are either entirely 
accurate or only off by 0.11 % (which equates to one sample difference and can be attributed to the 
accuracy of the hardware) with one relative outlier of 5.13 % error. Below this SNR however there 
is a steady drop off in accuracy, first to 8.19 % in the 3-4 range ,13.65 % in the 2-3 range and then 
much larger errors in the 0-1 and 1-2 range.  
In white noise the method shows the same pattern of having precise results before it reaches a SNR 
threshold and becomes inaccurate. However, its performance is increased in broadband noise, 
having a greater accuracy at lower SNRs, showing very accurate results from a SNR of 3 with low 
deviation, as shown in Table 15 and Figure 139.  
4.5.7 Variable notch filter results 
This section will present the results obtained from coloured and white noise tests using the variable 
notch filter method with cross correlation. 
Coloured noise 




Figure 141 SNR vs TOF(s) for the variable notch method in coloured noise 
 
Figure 142 SNR vs average error (%) for variable notch method in coloured noise 
Table 16 Comparison of average error (%) with the standard deviation of error (%) by SNR for the variable notch method 
in coloured noise 
  Signal to noise ratio (SNR) 
  0-1 1.-2 2.-3 3.-4 4.-5 5.-10 10.-40 
Average Error (%) 7.92% 1.99% 0.00% 0.00% 0.00% 5.79% 0.00% 
Standard Deviation 
of Error (%) 5.20% 5.78% 0.00% 0.00% 0.00% 10.80% 0.00% 





Figure 143 SNR vs TOF(s) for the variable notch method in white noise 
 
Figure 144 SNR vs average error (%) for variable notch method in white noise 
Table 17 Comparison of average error (%) with the standard deviation of error (%) by SNR for the variable notch method 
in white noise 
  Signal to noise ratio (SNR) 
  0-1 1.-2 2.-3 3.-4 4.-5 5.-10 10.-40 
Average Error (%) 106.07% 40.67% 8.07% 3.50% 7.91% 7.64% 0.02% 
 Chapter 4. Time of flight determination 
167 
 
Standard Deviation of 
Error (%) 4.37% 46.48% 4.16% 4.04% 4.33% 4.31% 0.04% 
4.5.8 Variable notch discussion 
In coloured noise, the variable notch filter method with cross correlation is noticeably more accurate 
that standard cross-correlation, achieving an average error of below 1.99 % in the low SNR bin of 1-
2, while still having the low deviation of standard cross correlation.  
However, there is a region in the 5-10 SNR band where a considerable number of outliers occur, as 
shown in Figure 141. The result is that the average error rises to 5.79 % while the neighbouring 
bands have zero error. This is most likely since the algorithm still identifies peaks and applies filters 
when the noise power is low, potentially applying filters that remove more of the signal than noise, 
resulting in false readings. 
In white noise however, the variable notch method is far less accurate that standard cross-
correlation. The only band in which a high accuracy is reached is above a SNR of 10 and, where the 
average error ranges from 3.5-8.07 % in the 2-10 SNR range. Figure 143, shows that below a SNR of 
5 there is great variation in TOF readings, resulting in an unreliable result. While the method does 
prove successful for the purpose it was designed for (removing repetitive coloured noise) work must 
still be done to improve its accuracy in broadband noise. 
4.5.9 Generalised cross-correlation results 
In this section the results for all GCC methods are shown and grouped by the type of noise present 
in the test. Once all the figures for the individual methods are shown, a table summarising the 
average errors of each method and the standard deviation from that method is presented. 
Coloured Noise 




Figure 145 SNR vs TOF(s) for GCC PHAT method in coloured noise 
 
Figure 146 SNR vs average error (%) for GCC PHAT method in coloured noise 
 




Figure 147 SNR vs TOF(s) for GCC SCOT method in coloured noise 
Figure 148 SNR vs average error (%) for GCC SCOT method in coloured noise 
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Figure 149 SNR vs TOF(s) for GCC ROTH method in coloured noise
Figure 150 SNR vs average error (%) for GCC ROTH method in coloured noise  
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Figure 151 SNR vs TOF(s) for GCC ML method in coloured noise 
 
Figure 152 SNR vs average error (%) for GCC ML method in coloured noise 
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Table 18 Comparison of average error (%) with the standard deviation of error (%) by SNR for each GCC method in 
coloured noise  
  Signal to noise ratio (SNR) 
  0-1 1.-2 2.-3 3.-4 4.-5 5.-10 10.-40 
PHAT 
Average Error (%) 15.11% 16.65% 14.93% 4.64% 2.12% 1.38% 0.10% 
σ (%) 4.03% 19.47% 21.50% 10.53% 3.18% 2.79% 0.15% 
SCOT 
Average Error (%) 13.41% 11.27% 2.51% 3.05% 0.09% 2.45% 3.05% 
σ (%) 4.96% 6.12% 5.58% 5.96% 0.04% 5.37% 5.99% 
ROTH 
Average Error (%) 7380.57% 632.83% 1218.12% 1.63% 4.80% 0.72% 0.90% 
σ (%) 10430.24% 3636.09% 5007.07% 1.94% 5.74% 1.50% 1.62% 
ML 
Average Error (%) 1070.46% 662.43% 348.79% 6.03% 2.77% 3.92% 1.97% 
σ (%) 4299.27% 3578.96% 1256.20% 9.44% 3.56% 5.58% 0.94% 
White Noise 
Figure 153 SNR vs TOF(s) for GCC PHAT method in white noise 




Figure 154 SNR vs average error (%) for variable notch method in white noise 
Figure 155 SNR vs TOF(s) for GCC SCOT method in white noise 




Figure 156 SNR vs average error (%) for GCC SCOT method in white noise 
Figure 157 SNR vs TOF(s) for GCC ROTH method in white noise 




Figure 158 SNR vs average error (%) for GCC ROTH method in white noise 
Figure 159 SNR vs TOF(s) for GCC ML method in white noise 




Figure 160 SNR vs average error (%) for GCC ML method in white noise 
Table 19 Comparison of average error (%) with the standard deviation of error (%) by SNR for each GCC method in white 
noise 
  Signal to noise ratio (SNR) 
  0-1 1.-2 2.-3 3.-4 4.-5 5.-10 10.-40 
PHAT 
Average Error(%) 3.33% 5.13% 8.36% 7.46% 5.82% 2.93% 2.87% 
σ (%) 1.22% 4.81% 4.30% 4.38% 5.46% 0.31% 0.36% 
SCOT 
Average Error(%) 18.04% 13.09% 0.84% 0.02% 0.00% 0.00% 0.00% 
σ (%) 0.04% 7.10% 3.64% 0.04% 0.00% 0.00% 0.00% 
ROTH 
Average Error(%) 21.75% 19.94% 15.05% 12.08% 3.57% 9.62% 9.36% 
σ (%) 21.14% 20.50% 13.51% 11.90% 3.89% 7.34% 6.24% 
ML 
Average Error(%) 29.44% 40.28% 46.48% 44.02% 68.76% 78.13% 50.79% 
σ (%) 39.65% 34.22% 46.19% 20.56% 27.78% 53.71% 50.65% 
4.5.10 Generalised cross-correlation discussion 
In coloured noise, GCC methods overall performed considerably worse than the variable notch 
method and surprisingly slightly worse than standard cross correlation. In general results tended to 
be accurate only in the very high SNR range of 10-40. Several weightings, notably PHAT and ROTH 
also had deviations in the noiseless TOF recorded, as shown by the zig-zagged lines in Figure 145 
and Figure 149. Consequently, the results from these methods in coloured noise had high deviations, 
which was especially evident for the ROTH and ML weightings, which were extremely inaccurate a 
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low SNRs. This is unexpected, since the GCC method should be more accurate than standard cross 
correlation, especially in high noise scenarios.  
While much of the same performance was present for the white tests, the SCOT method showed a 
huge improvement in accuracy and reliability. The method showed consistently accurate from a SNR 
of around 2.5, after which the accuracy of the method reduced. This was as expected from literature 
where the SCOT method was cited as being effective in broad band noise.  
The ML and ROTH weightings however did not perform as expected from literature. This could be 
due to the implementation of the GCC method in LabVIEW. While the standard cross correlation 
was implemented using VIs from a dedicated toolkit, GCC had to be implemented from the basic 
LabVIEW functions. Since only one function existed for the inverse Fourier transform, the associated 
Fourier transform VI was used to maintain consistency, which did not allow for effective windowing 
to get a more accurate representation of the frequencies present.  
4.5.11 Overall comparison 
The overall comparison of the average error (%) in SNR bands for TOF determination between all 
methods are shown in  
Table 20 for coloured noise and Table 21 for white noise.  




0-1 1.-2 2.-3 3.-4 4.-5 5.-10 10.-40 
Threshold method 1133.04% 1389.38% 337.34% 7.92% 7.23% 1.79% 0.00% 
Cross-correlation 159.84% 33.37% 13.65% 8.19% 0.00% 0.53% 0.00% 
Variable Notch 7.92% 2.09% 0.00% 0.00% 0.00% 5.77% 0.00% 
PHAT 15.11% 16.65% 14.93% 4.64% 2.12% 1.38% 0.10% 
SCOT 13.41% 11.27% 2.51% 3.05% 0.09% 2.45% 3.05% 
ROTH 7380.57% 632.83% 1218.12% 1.63% 4.80% 0.72% 0.90% 
ML 1070.46% 662.43% 348.79% 6.03% 2.77% 3.92% 1.97% 




0-1 1.-2 2.-3 3.-4 4.-5 5.-10 10.-40 
Threshold method 1288.77% 2550.96% 48.74% 8.51% 4.40% 4.16% 4.90% 
Cross-correlation 102.28% 56.35% 3.46% 0.06% 0.00% 0.01% 0.02% 
Variable Notch 106.07% 40.67% 8.07% 3.50% 7.91% 7.64% 0.02% 
PHAT 3.33% 5.13% 8.36% 7.46% 5.82% 2.93% 2.87% 
SCOT 18.04% 13.09% 0.84% 0.02% 0.00% 0.00% 0.00% 
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ROTH 21.75% 19.94% 15.05% 12.08% 3.57% 9.62% 9.36% 
ML 29.44% 40.28% 46.48% 44.02% 68.76% 78.13% 50.79% 
In coloured noise, the variable notch method was shown to be the most accurate TOF determination 
method, having the lowest error in the low SNR bands where the other methods typically became 
extremely inaccurate. The highest average error seen for this method was 7.92 % in the 0-1 SNR 
band (0-0.67 corrected SNR) and a 1.99 % error in the 1-2 band (0.67-1.4-corrected SNR), with very 
low errors below this. There was however a 5.77 % error in the 5-10 band though this is most likely 
due to the over application of notch filters in a region where noise is still low.  
In white noise however, the variable notch method struggled and the GCC SCOT method became 
the most accurate TOF determination method. Having an error of below 1 % even from the 2-3 SNR 
band (1.4-2.1 corrected SNR), performing slightly better than standard cross correlation. These 
results display that the preferable TOF method is largely dependent on the type of noise present in 
the boiler as well as the intensity of that noise.  
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5. Conclusions and recommendations 
5.1 Conclusions 
This chapter presents a summary of the work completed and conclusions drawn for each chapter of 
this dissertation to satisfy the objectives and thus overall goal of this study – gain an in-depth 
understanding of the operation of the acoustic pyrometer and to determine the implementation 
guidelines of an acoustic pyrometer system for FEGT measurement. 
5.1.1 General literature survey 
The first objective for this project was to provide a review of current methods for FEGT 
measurement. In fulfilment of this the following work was completed and outcomes were 
concluded. 
• An overview of the coal fired power plant was presented, explaining fundamental operation 
and giving context to the boiler and furnace exit and components that might affect the 
resulting temperature profile at this region. FEGT temperature measurement was then 
motivated through the benefits that knowledge of this region had from a research 
perspective and diagnosis tool for operating actions. 
• Contact and non-contact temperature measurements were reviewed for FEGT 
determination. This review concluded that contact thermocouple methods are only useful 
for spot measurement and not continuous monitoring due to practical limitations. Radiation 
pyrometry was then presented as a promising alternate non-contact method, however 
depth limitations are shown to still inhibit its use. Following on, acoustic pyrometry was 
reviewed, describing its fundamental operating principle, its applications and commercially 
available variations.  
• It was concluded that acoustic pyrometry is the most applicable continuous measurement 
method for furnace exit temperature measurement, and numerous factors affecting its 
measurement accuracy were reviewed. 
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5.1.2 Temperature profile reconstruction 
The second objective for this study was to model acoustic pyrometry temperature reconstruction 
with multiple acoustic paths, which was achieved through the following summary of work done and 
conclusions drawn. 
• A literature review of temperature reconstruction methods applicable to acoustic pyrometry 
was conducted, identifying and comparing 5 potential reconstruction methods for 
simulation. From these methods, a least squares approach with RBF interpolation was 
identified as the most promising method for temperature reconstruction. 
• In fulfilment of the second project objective, a Mathcad model was then developed in which 
the reconstruction of defined temperature profiles could be simulated based on a variation 
of input conditions. Amongst these conditions is the ability to change acoustic transmitter 
and receiver locations, the dimensions of the rectangular furnace to be simulated, properties 
of the gas and accuracy of the acoustic measurement. Four main temperature profiles were 
considered, namely the single peak, steep single peak, asymmetrical peak and double peak 
profiles. 
• The reconstruction model was developed such that the distance matrices and acoustic path 
geometry are automatically calculated from input conditions, allowing for further testing of 
a variety of reconstruction scenarios. For each scenario, acoustic time of flight is simulated 
based on the integration of straight parametrised acoustic paths through a defined 
temperature profile. 
• Temperature data points were calculated using a Moores-Penrose method to find the least 
squares solution using the calculated geometric matrices, simulated time of flights and gas 
properties. After the temperature data point determination, multiple interpolation methods 
were applied. Most notably an improved RBF interpolation method using Rippa’s algorithm 
for shape factor prediction was applied. As a basis of comparison, cubic spline interpolation, 
multiple regression and Lagrange interpolation were also applied. The accuracy of these 
reconstructions was then appraised based on mean, RMS and energy error calculations.  
• Testing was then conducted to determine the effect of random path error on temperature 
reconstruction, over a range of 0-2% path error in increments of 0.5%. The methodology was 
devised such that each set temperature profile was systematically tested for each increment 
of path noise and acoustic pyrometer type using 100 iterations of TOF simulation for each 
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test. These tests were then repeated for varying amounts for acoustic time of flight path 
repetition.  
• It was concluded from the tests that random path error reduces reconstruction fit across all 
interpolation methods. The reduction in accuracy is not additive and as hypothesised, 
methods that forced compliance were more affected.  
2nd order regression was identified as the most noise resistant reconstruction method, in 
many cases surpassing RBF interpolation when 0.5-1% of path noise was added. However, 
for as small a number as 24 acoustic paths this method was not adequately able to 
reconstruct more complex temperature profiles or profiles that had a greater temperature 
gradient. In this regard RBF was still the most accurate reconstruction method. Conversely, 
cubic spline and Lagrange methods were greatly affected by random path error and 
unsuitable in this regard. 
• A method for reconstruction in high noise scenarios (interpreted as higher path error) was 
suggested. It was found that repeating TOF reading produced a significant improvement in 
reconstruction accuracy for all methods (excluding regression) and proved to be a practical 
way to mitigate random path error. The optimum amount of repetitions was 2, where the 
greatest improvement in accuracy was seen. Under these conditions RBF interpolation 
produced the most accurate results having a reconstruction error of 2.9%, 5.6%, 2.9% and 
5.45% for the single peak, steep single peak, asymmetrical peak and double asymmetrical 
peak profiles respectively with 1% random path noise. 
• It was shown that that transmitter/receiver or transceiver locations and grid position had a 
significant effect on the resulting reconstruction accuracy. Consequently, tests were 
performed with a trial and error method to identify transmitter/receiver, transceiver and 
grid position trends that produced the more accurate reconstructions for each temperature 
profile using 24 acoustic paths.  
• From these tests guidelines were identified for transceiver placement and grid positions that 
improved accuracy and scenarios to be avoided.  
• Namely symmetric acoustic path layouts and grid were found to be preferable where 
acoustic paths where adequately spread over the whole furnace area. Non-symmetric 
layouts resulted in the final reconstruction being distorted or spread. In addition to this, 
layouts that had receivers or transceivers closer to the walls and their grid placement to also 
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be closer to these walls were preferable and resulted in more accurate reconstructions. This 
occurred since an emphasis was placed on obtaining more accurate data points at a region 
that exhibited the most significant temperature change and resulting in a smaller region of 
extrapolation, where errors tended to be higher. 
• In addition to non-symmetric layers being less desirable, scenarios where acoustic path 
segments are too small in a block, or blocks without acoustic paths, are also to be avoided 
since they provide a wholly inaccurate estimation of temperature and reduced the reliability 
of the least-squares temperature data points. In this regard using a 4x4 temperature grid 
was also preferable over a 6x4 or 4x6 grid with 24 acoustic paths since the symmetry and 
redundancy improved the temperature data point estimations and resulting reconstruction.  
• The separate transmitter/receiver type acoustic pyrometer was shown to produce 
marginally more accurate reconstructions than the transceiver type acoustic pyrometer. 
However, transceiver type acoustic pyrometers have the advantage of reducing path error 
by eliminating contributions of planar flue gas velocity. 
• An improved RBF reconstruction method was demonstrated, showing a significant 
improvement in reconstruction accuracy (>1 %) from previous work for all temperature 
profiles. A mean reconstruction accuracy of 1.064 %, 3.29 %, 0.573 % and 4.67 % was 
achieved for the single peak, steep single peak, asymmetrical peak and double asymmetrical 
peak respectively. 
• Acoustic path requirements were determined based on intended use. It was concluded that 
24 acoustic paths are adequate for temperature reconstruction fit, being able to identify 
temperature peaks, their position and determine the overall energy at this region. The 
minimum number of acoustic paths for simple reconstruction (1 peak, minimal placement) 
is 4 however this requires a reconstruction method that assumes the shape of the profile. 
For the least squares approach only, an indication of energy will be produced. For 1 acoustic 
path an estimation of path error can be determined, however this provides no indication of 
the profile at this region.  
• The addition of radiation pyrometer readings to acoustic pyrometer readings was shown to 
be a promising solution to reconstructing temperature profiles that have a very steep 
temperature change near the edges and a relatively flat midsection. A vast improvement 
was shown when included with the RBF interpolation methods, however errors are still high 
and should be investigated further.  




5.1.3 Time of flight determination 
The last goal of the study was to demonstrate recording an acoustic time of flight reading with its 
associated signal processing, which was satisfied by the following work completed and conclusions 
drawn. 
• A review of how acoustic noise and attenuation impedes acoustic TOF determination in the 
furnace was presented. Within this review the frequency and intensity characteristics of 
typical noise was presented, as well as typical attenuation bands based on signal frequency.  
Concluding the operating acoustic frequency to be in the 500-3000 Hz range. 
• The fundamental setup for acoustic TOF measurement was presented followed by a 
literature review of TOF determination methods applicable to acoustic pyrometry, 
identifying threshold methods with filtering, cross correlation and generalised cross 
correlation methods as favourable TOF determination methods.  
• Based on these conclusions, an experimental setup was designed to fulfil the last project 
objective and demonstrate TOF measurement. The resulting setup measured TOF over 6 m 
in a 355 mm diameter PVC pipe enclosure, and generated the acoustic signal and noise with 
two 8” mid-range loudspeakers. Amplification for these signals was provided though two 
30 W line amplifiers and the resulting signal was recorded by two 44100 Hz PG27 condenser 
microphones connected to a 2-channel USB mixer with a built-in 16-bit DAC. The hardware 
was controlled using a laptop computer running a LabVIEW VI for acoustic signal generation, 
acquisition and processing. 
• A LabVIEW VI was developed for controlling the experimental setup, for acoustic signal 
generation, acquisition and processing. The VI can create sine or chirp signals over a specified 
frequency range and white or coloured noise based on an input power spectrum. Threshold 
method with bandpass filtering, cross-correlation methods (including 4 GCC variants) and a 
new variable notch filter method was applied. 
• Although not strictly a requirement for this project, the experimental setup demonstrated 
the ability to observe temperature changes of 7ᵒ over time. 
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• SNR tests were conducted in white and coloured noise comparing each TOF determination 
method, and in doing so satisfying the last objective by demonstrating TOF determination. 
Under certain conditions correlation methods can produce TOF results when the SNR is 
below 1, and in general it was concluded that acoustic sources can have a lower sound 
intensity than the threshold method (where high SNR levels were required), though cross-
correlation methods require a time-varying signal to be applied successfully. 
• Threshold detection with bandpass filtering was only effective at high SNR, 3.55 for white 
noise and 2.831 for coloured noise, implying that low frequency interference between the 
source signal and noise signal is desired. Indicating that a sound source with significantly 
louder intensity than the noise present is required.  
• Standard cross correlation was effective from a corrected SNR of 2.8 in coloured noise and 
1.4 in white noise, where results in accurate bands remain very consistent. In contrast, GCC 
results showed a large amount of variation in TOF accuracy (even in low noise conditions), 
however this was due to limitations in directly available inverse Fourier VIs in LabVIEW. Yet, 
in white noise, it was concluded that the GCC SCOT method was the most applicable TOF 
determination method being able to reliably record the TOF up to a corrected SNR of 1.4. In 
coloured noise, before results began to vary having its lowest accurate TOF reading at a 
corrected SNR of 0.54, however there was variation in readings at this region.  
• The variable notch filter method with cross correlation showed potential for TOF 
determination. This was especially evident in coloured noise where it was reliably accurate 
up to a corrected SNR of 0.67 having an average TOF error of less than 2 %. Below this region 
it produced accurate results up to a corrected SNR of 0.55, however there were outliers in 
this region and the resulting mean error was 7.92 %.  Conversely, its white noise 
performance was worse than standard cross-correlation and applied filtered when not 
necessary. The implication of this is very promising, suggesting that a variable notch filter 
approach would be greatly beneficial when determining TOF in a boiler with noise that has 
distinct repetitive noise frequency components. 
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5.2 Recommendations for future work 
5.2.1 Time of flight determination  
It was noted that due to time constraints there were several aspects that could be improved for 
experimental design and methods applied. For the experimental design future work could be done 
by modifying the transmitter speaker location such that the microphone lies in the acoustic path to 
correct the SNR imbalance between the microphones. In addition to this, an acoustic absorbing 
lining could be placed within the enclosing pipe to attenuate harmonics and resonant regions and 
even out the frequency response 
The LabVIEW model could also be improved for GCC by perhaps using an external program (such as 
MATLAB as implemented in previous studies) for signal processing. In addition to this the variable 
notch filter method showed immense potential in coloured noise and should be developed further 
to better control filter widths and prevent over filtering in white noise and low noise scenarios.    
5.2.2 Temperature reconstruction 
Through simulation this study has shown the ability of acoustic pyrometry to accurately reconstruct 
complex temperature profiles and provide reliable estimates of temperature at the furnace exit, 
thus highlighting the potential of acoustic pyrometry as an online furnace exit temperature 
monitoring tool.  
Consequently, it is recommended that a full multi-path acoustic pyrometer set up be installed to 
experimentally validate the reconstruction methods applied in this study in a local context. Either a 
full 24-path system could be installed based on the transmitter/receiver guidelines suggested 
throughout this text using the improved RBF reconstruction algorithm, or a scaled down version 
could be installed to simply monitor temperature or the energy at the furnace region.  
In terms of TOF determination the noise characteristics of the pilot boiler should be identified to 
select an appropriate acoustic source, with the possibility of further testing the variable notch filter 
method identified in this study on a South African boiler. 
In addition to this, temperature reconstruction with radiation pyrometry was introduced in a 
rudimental sense yet presented a scenario where these two methods would be complimentary. 
Further integration between the two methods should be researched for possible online application.  
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Appendix A. Summary of guidelines 
This section summarises some key findings that could be beneficial for plant scale implementation. 
The basis of these findings can be found in the dissertation body. 
Number of acoustic paths required 
• 24 or more acoustic paths are required for temperature reconstruction of complex profiles 
at the furnace exit (multiple peaks). This would also produce accurate measurements of the 
energy at the furnace exit. This could be achieved with 4 transmitters and 8 receivers or 8 
transceivers. 
• 4 or more acoustic paths would be required for very simple temperature profiles (1 centred 
peak) or just determining the energy at the furnace exit. This could be achieved with 2 
transmitters and 2 or more receivers or 4 transceivers.  
• 1 acoustic path would just provide an estimate of the temperature at the furnace exit and 
provide no profile information. This would be achieved with a single transmitter and 
receiver or transceiver pair.  
Positioning of the acoustic plane 
• The temperature reconstruction tests showed that greater temperature gradients and more 
complex temperature profiles resulted in greater reconstruction error. The acoustic plane 
should thus be positioned higher rather than lower in the boiler to such that the 
temperature change is lower, and the temperature profile is more developed.  
• The acoustic paths should also be positioned on the same plane. 
Location of acoustic paths and reconstruction grid 
• Acoustic path layouts with symmetry should be prioritised if possible. Asymmetrical layouts 
tend to stretch the temperature profile.  
• Acoustic paths should be positioned to be spread over the furnace area. Blocks without path 
coverage tend to produce less accurate data points. 
• Focusing on areas where the temperature change is the highest produces more accurate 
reconstructions, thus receivers or transceivers should be moved closer to the boiler walls. 
However, it should be noted that moving receivers too close to the walls would be 
impractical to receive a signal with sufficient SNR. 
• In addition to this the grid could be chosen to make smaller blocks near the furnace walls. 
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Temperature reconstruction method 
• If the temperature profile is unknown or varies multiquadric radial basis functions with 
shape factor prediction is an excellent candidate for temperature reconstruction. The 
method was the most accurate of the interpolation methods tested (except in very high 
noise scenarios). 
• If the temperature profile is well known, regularisation methods should be considered. 
• As observed but the path error tests, single path error is not additive and has a greater effect 
on reconstruction accuracy. In high noise scenarios, to reduce random path error, 
reconstruction methods that do not force interpolants through its data points should be 
considered. This would be multiple regression or regularisation methods. In addition to this 
repeating path readings or using transceivers that measure time of flight in both directions 
should be considered. 
Reducing time of flight error 
• To reduce time of flight error, the gas composition of the flue gas should be determined to 
a high degree of accuracy. 
• The acoustic path length distances should be accurately measured and calibrated. 
• High frequency recording should be used to reduce time errors. 
Acoustic source  
• To prevent signal attenuation, the acoustic source should be selected to produce its signal 
in the 500-3500 Hz frequency range. 
• For threshold detection methods a high sound intensity is required and acoustic signals with 
a sharp rising edge is preferable.  
• For correlation methods acoustic sources that produce time varying signals are required. 
Signal processing methods  
• Signal processing methods should be selected based on the noise characteristics of the 
boiler and the signal source selected. 
• Where a high SNR is possible, and the acoustic source has a sharp rising edge, threshold 
detection with bandpass filtering is acceptable. 
• When the boiler noise is white, and a time varying acoustic source signal is used, generalised 
cross correlation with the SCOT filter should be used. 
• When boiler noise is repetitive and distinct, adaptive filters with cross correlation should 
be used. 
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Appendix B. Transmitter/receiver location test 
detailed results  
This section presents the results from the test as split into the transmitter and receiver type acoustic 
pyrometer and the transceiver type pyrometer. For each type, the most accurate reconstruction 
setup (in terms of RBF interpolation) for each temperature profile is presented with the resulting 
reconstruction and its error results. The transmitter receiver type acoustic pyrometer is presented 
first, followed by the transceiver type pyrometer. 
Transmitter & receiver type acoustic pyrometer 
 
Figure 161 Acoustic path layout (left), transmitter receiver and grid positions (right) for single peak profile reconstruction 
Table 22: Reconstruction error (%) of each interpolation method for the single peak temperature profile 
 Reconstruction Error 
 Mean (%) RMS (%) Sum (%) Energy (%) 
RBF 1.064 1.142 0.999 1.05 
Cubic spline 6.989 7.61 6.722 7.606 
Regression 2.426 3.26 1.382 1.277 
Lagrange 1.438 1.692 1.38 1.179 




Figure 162 Reconstructed single peak temperature profile for each interpolation method  
 
Figure 163 Acoustic path layout (left), transmitter, receiver and grid positions (right) for steep single peak profile 
reconstruction 
Table 23: Reconstruction error (%) of each interpolation method for the steep single peak temperature profile 
 Reconstruction Error 
 Mean (%) RMS (%) Sum (%) Energy (%) 
RBF 3.29 3.679 2.335 2.857 
Cubic spline 22.749 24.1 20.59 21.277 
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Regression 7.575 9.497 3.725 3.642 
Lagrange 4.325 4.672 3.646 2.981 
 
Figure 164 Reconstructed steep single peak temperature profile for each interpolation method 
 
Figure 165 Acoustic path layout (left), transmitter, receiver and grid positions (right) for asymmetrical peak profile 
reconstruction 
Table 24: Reconstruction error (%) of each interpolation method for the asymmetrical peak temperature profile 
 Reconstruction Error 
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 Mean (%) RMS (%) Sum (%) Energy (%) 
RBF 0.573 0.611 0.539 0.581 
Cubic spline 4.908 5.092 4.735 4.726 
Regression 1.243 1.806 0.848 0.697 
Lagrange 1.023 1.384 0.86 0.664 
 
Figure 166 Reconstructed asymmetrical peak temperature profile for each interpolation method 
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Figure 167 Acoustic path layout (left), transmitter receiver and grid positions (right) for double peak profile 
reconstruction 
Table 25: Reconstruction error (%) of each interpolation method for the double peak temperature profile 
 Reconstruction Error 
 Mean (%) RMS (%) Sum (%) Energy (%) 
RBF 4.67 7.094 1.173 1.651 
Cubic spline 18.778 23.22 14.124 13.999 
Regression 12.235 16.034 3.977 2.578 
Lagrange 31.489 38.461 3.887 2.49 
 
Figure 168 Reconstructed asymmetrical double peak temperature profile for each interpolation method 
Transceiver type acoustic pyrometer 




Figure 169 Acoustic path layout (left), transceiver and grid positions (right) for single peak profile reconstruction 
Table 26: Reconstruction error (%) of each interpolation method for the single peak temperature profile 
 Reconstruction Error 
 Mean (%) RMS (%) Sum (%) Energy (%) 
RBF 1.323 1.459 1.321 1.332 
Cubic spline 7.967 8.116 7.932 8.814 
Regression 2.502 3.333 1.577 1.523 
Lagrange 1.581 1.762 1.56 1.4 
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Figure 170 Reconstructed single peak temperature profile for each interpolation method 
 
Figure 171 Acoustic path layout (left), transmitter receiver and grid positions (right) for steep single peak profile 
reconstruction 
Table 27 : Reconstruction error (%) of each interpolation method for the steep single peak temperature profile 
 Reconstruction Error 
 Mean (%) RMS (%) Sum (%) Energy (%) 
RBF 3.523 4.163 2.561 2.877 
Cubic spline 26.023 27.363 21.762 22.709 
Regression 7.603 9.602 3.911 3.95 
Lagrange 4.711 5.575 3.645 2.827 




Figure 172 Reconstructed steep single peak temperature profile for each interpolation method 
 
Figure 173 Acoustic path layout (left), transceiver and grid positions (right) for asymmetrical peak 
profile reconstruction 
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Table 28: Reconstruction error (%) of each interpolation method for the asymmetrical peak temperature profile 
 Reconstruction Error 
 Mean (%) RMS (%) Sum (%) Energy (%) 
RBF 1.516 1.944 1.104 0.829 
Cubic spline 5.907 6.402 5.545 5.254 
Regression 1.779 2.721 1.302 0.913 
Lagrange 1.804 2.431 1.298 0.905 
 
Figure 174 Reconstructed asymmetrical peak temperature profile for each interpolation method 
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Figure 175 Acoustic path layout (left), transceiver and grid positions (right) for double peak profile reconstruction 
Table 29: Reconstruction error (%) of each interpolation method for the double peak temperature profile 
 Reconstruction Error 
 Mean (%) RMS (%) Sum (%) Energy (%) 
RBF 4.748 7.02 2.574 2.494 
Cubic spline 16.479 18.983 15.934 15.325 
Regression 12.433 16.325 4.693 3.329 
Lagrange 22.224 26.984 4.633 3.207 
 
Figure 176 Reconstructed asymmetrical double peak temperature profile for each interpolation method 
  




Appendix C.  Temperature reconstruction code 
The following code is displayed as seen in Mathcad.  






















Go to Main Code
Go to Error Results
Go to Acoustic Paths
Peak Location: Go to Plots
Off Centre Peak
DistanceFromCentre 3: m( )
Repeat ReadingsAngleFromHorizontal 90: deg( )
TemperatureRise 200: K( ) NoRepetitions 2:
Type of Acoustic Pyrometer:
Transmitter/Receiver
Transceiver
* When in transceiver mode, only the reciever position matrix is
used
Transmittor Positions : Receiver Positions: Grid Divisions: 
Predict Grid?
only in 4 block
mode
x    y    wall
x    y    wall
Add Radiation
Pyrometry Readings:

























































































































Furnace Dimensions:  
X dimension of furnace: xdim 14: m
Y dimension of furnace: ydim 14: m
Number of Acoustic Paths:
Number of blocks in x-plane: Nx 4:
Ny 4:Number of blocks in y-plane:
Nb Nx Ny 16:Number of blocks:
Number of interpolation divisions: Nd 15:
Flue Gas Properties:  
 fg 1.28:Specific heat ratio:
Rfg 258:
J
kgKSpecific gas constant of flue gas: 
TOFerror 0.0001: s


























































































































































































































































: Predicts grid for 4x4 block case if predict grid is selected



















IterationStart NoRec IterationStart NoRecif
i 1 NoRecfor
Transceiver 1if





















































zeroes x y( ) 0
0return
: Function that just returns 0. used to initiliase zero matrices




i 1 cols M( )for
S
: Sums up all the elements of a matrix
Sums up all the rows of a matrix










































































: Turns a matrix into a nested vector







DistPts Pt1 Pt2( ) Dist Pt1 Pt2
Distreturn
















f1 Funcname x1( )
f2 Funcname x2( )











































: Turn Nested Vectors back into a matrix
TransPos Nest TransMat( ): Prepare transmitter and receiver matrices
RecPos Nest RecMat( ):
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Distance Matrix functions: 
 
Intersection Start End( ) IntPt matrix 2 1 zeroes( )













































































0  IntPt2 ydim if
i 1 Nfor






















  IntPt1 xdim if
j 1 Nfor





  Start1 End1 if
IntPts Nest IntPts( )
IntPtsreturn
:
Populates distance matrix for transmitter/receiver case
PopulateDMat TransPos RecPos( ) NoTrans length TransPos( )
NoRec length RecPos( )









Start submatrix pt1 1 2 1 1( )





















IntPts Intersection Start End( )





















































: determine number of
transmitters and
receivers
acoustic path goes from
ot1 - pt2 i.e transmitter
to receiver
check if transmitter/receivers






is above 0.5% of
furnace dimension
determine block No. of path
segements and insert into
Distance matrix




Transceiver version of the Populate distance function
PopulateDMatTrans RecPos( ) NoRec length RecPos( )










Start submatrix pt1 1 2 1 1( )





















IntPts Intersection Start End( )

























IterationStart NoRec IterationStart NoRecif
i 1 NoRecfor

































Determines a lines intersections with the grid
based on start and end coordinates 
Intersection Start End( ) IntPt matrix 2 1 zeroes( )













































































0  IntPt2 ydim if
i 1 Nfor






















  IntPt1 xdim if
j 1 Nfor





  Start1 End1 if





neither horizontal or veritcal
sort intersections
by x coordinate







Determines block number that coordinate lies within
BlockNumber Pt( ) colvect Pt
1
Gridx




row MatSum rowvect( )
BlockNo col row 1( ) Nx
BlockNoreturn
:
Function that creates grid in format necessary for use with the "interp" function 
CreateGrid Gridx Gridy  nx length Gridx 




















Interdependancy Bool DistMat 0
Interdependancy MatSum Bool( )
Interdependancyreturn
:
Centres Gridx Gridy 
j mod i Nx 








































determine vectors of centre points in grid
i.e data point coordinates






Temperature profile functions: 
 

























































































































































































































Radial basis function: 
 






































































































































Bern u i n( )
n











 : Bernstein polynomial function





















































































col 1 length yi  for
row 1 length xi  for
fg
: populate basis function matrix based on shape factor





Slowness Function: a x y( ) a
1


































Functions for plotting acoustic paths and grid  
 




normdist Normal 1000( ): prepare vector with normal
distribution

















ceil rnd 1000( )( )






i 1 Nt for
treturn
:













































i 1 length TransMat
1  for Transceiver 0if
AllMatreturn
:


































































Trans2 0 0( )
Trans3 0 0( )






































































































i 3 length Gridx  1 for
PlotGridxreturn



























































i 3 length Gridy  1 for
PlotGridyreturn
:









Simulate time of flight
t t matrix Nt 1 zeroes 
t TOF Nt  RepeatReadings 0if



































DistData PopulateDMatTrans RecPos( ) Transceiver 1if
DistData PopulateDMat TransPos RecPos( ) Transceiver 0if
DistDatareturn
:
Populate Distance Matrix, Length vector, and start and end path coordinate vectors




















Calculate least squares temperature
Ti Tls 









: Convert Temperature vector into matrix for
plotting
Tplot Ti Tls :












CentreVectors Centres Gridx Gridy :
xi CentreVectors 1










i 1 length RadX( )for
Tradreturn














Tls stack Tls Trad 
xi stack xi RadX 
















: Add radiation pyrometer readings to
temperature and coordinate matrices





















: Rippa's algorithm for predicting
shape factor







Cubic spline interpolation 
 
BracketMin 0.02: BracketMax 1: tolerance 0.001:





: derivative of predictor function
GoldenShape GoldenMin PredictShape BracketMin BracketMax tolerance( ) 0.754:
Apply golden search function to find shape factor that minimises Rippa's algorithm.
If algorithm minimises at minimum then use derivative to find local minimum
 shape GoldenMin PredictShape BracketMin BracketMax tolerance( )










 shape BracketMin 0.001if
shapereturn
:




determine weightings via matrix inversion
Define RBF temperature function 
TRBF x y( ) Trbf 0
Trbf Trbf fg
i






































i 1 length xi  for
Trbf
:

















Mxy augment sort X( ) sort Y( )( ):
coef3 cspline Mxy Tplot : coef1 lspline Mxy Tplot : prepare coefficients for each
endpoint type
coef2 pspline Mxy Tplot :
cubic spline function






































































Temp interp coef1 Mxy Tplot pt 
Tempreturn
:











Mreg augment xi yi :
2nd order multiple regression
Regression2 x y( ) n 2
Reg regress Mreg Tls n 



















Regression2 x y( ) n 2
Reg regress Mreg Tls n 



















Regression3 x y( ) n 3
Reg regress Mreg Tls n 


















: 3nd order multiple regression
Regression3 x y( ) n 3
Reg regress Mreg Tls n 



















RegressionL x y( ) n 3
Reg loess Mreg Tls n 


















: localised multiple regression
Bernstein polynomials



























































































npx Nd: npy Nd:












InterpGrid CreateGrid intx inty( ):




Calculate mean, RMS and Energy error














































MeanErr mean Err( )
SumT MatSum Temp( )













































MeanErr ErrRMS SumErr EnergyErr( )return
:




























































































































MeanErr mean Err( )
SumT MatSum Temp( )













































MeanErr ErrRMS SumErr EnergyErr( )
:









calculates the error between the least squares data points and the actual average temperature of
each block
DataPtErr ni length Gridx  1












































































each block and divide by the
area of theat block to
determine the average
temperature
Errors of each interpolation function
ErrorRBF CalcError InterpGrid TRBF( ) 5.13 6.838 0.113 0.378( ):
ErrorCubic CalcErr InterpGrid CubicSpline( ) 198.797 373.344 19.147 17.063( ):
ErrorParabolic CalcErr InterpGrid ParCubSpline( ) 75.282 114.748 19.147 17.063( ):
ErrorLin CalcErr InterpGrid LinCubSpline( ) 17.165 20.484 13.195 12.419( ):
ErrorReg3 CalcError InterpGrid Regression3( ) 13.814 17.938 4.699 2.413( ):
ErrorReg2 CalcError InterpGrid Regression2( ) 14.116 18.059 4.699 2.413( ):
ErrorLag CalcErr InterpGrid Lagrange( ) 48.879 59.511 4.268 2.317( ):
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Error testing code 
This section of code pertains specifically to studying the effects of path error on reconstruction. Various 





NoIterations 100: number of error data points
PopulateTOFmatrix
t matrix Nt 1 zeroes 
t
i
TOF Nt  RepeatReadings 0if




























































: Algorithm for determining
TOF data for path error
tests





t matrix Nt 1 zeroes 
t
i
TOF Nt  RepeatReadings 0if






























































extract least squares temperature and
slowness matrices from nested matrix








































GoldenMin PredictShapeErr BracketMin BracketMax tolerance( )
fg
i






























































j 1 length xi  for
Trbf

ErrorRBF CalcError InterpGrid TRBFerr( ) i 1if









populate basis function matrix
determine weightings via matrix inversion
redefine RBF interpolation function
to access shape factor and
weighting based in current iteration
(i.e. uses updated weighting and
shape factor matrices)
ErrorRBF RBFerrorData: Extract RBF error data





























































































































Regression3 x y( ) n 3




























Regression2 x y( ) n 2

















































ErrorCubic CalcErr InterpGrid CubicSpline( )
ErrorParabolic CalcErr InterpGrid ParCubSpline( )
ErrorLin CalcErr InterpGrid LinCubSpline( )
ErrorReg3 CalcError InterpGrid Regression3( )
ErrorReg2 CalcError InterpGrid Regression2( )
ErrorLag CalcErr InterpGrid Lagrange( )
i 1if
ErrorCubic stack ErrorCubic CalcErr InterpGrid CubicSpline( )( )
ErrorParabolic stack ErrorParabolic CalcErr InterpGrid ParCubSpline( )( )
ErrorLin stack ErrorLin CalcErr InterpGrid LinCubSpline( )( )
ErrorReg3 stack ErrorReg3 CalcError InterpGrid Regression3( )( )
ErrorReg2 stack ErrorReg2 CalcError InterpGrid Regression2( )( )








































3nd order multiple regression
2nd order multiple regression
Legrange interpolation function
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Bi-linear inspired method code 
This section has the code used for reconstructing with few paths, inspired by the bi-linear method. 
 
Calculates the data points to be used for
interpolation using bi-linear inspired approach
CalcDataPts TransPos RecPos( ) NoTrans length TransPos( )
NoRec length RecPos( )









Start submatrix pt1 1 2 1 1( )
End submatrix pt2 1 2 1 1( )
Length
path
















































Tdev stdev Tpath( )
Tmean mean Tpath( )





















































deviation and mean and
max of path temperature
data
calculate the scale
factor of each path









































CalcDataPts TransPos RecPos( ):
Tmid Tpath ScalFac( )

:
Calculate end and middle temperature data
points




xtransmit xstart: ytransmit ystart:
xreceive xend: yreceive yend:
Prepare data to remove duplicates of points
PrepareData xstart xend ystart yend Tstart Tend  StartData augment xstart ystart Tstart 












j 1  TransMat i 2 StartData j 2 if


















j 1  RecMati 2 EndData j 2 if























































































Ti stack Ti Trad 
xi stack xi RadX 









































BracketMin 0.02: BracketMax 1: tolerance 0.001:
guess 0.5:
 GoldenMin PredictShape BracketMin BracketMax tolerance( ) 0.09539:




TRBF x y( ) Trbf 0
Trbf Trbf fg
i












































Mreg augment xi yi :TRBF x y( ) Trbf 0
Trbf Trbf fg
i






































i 1 length xi  for
Trbf
:
Regression3 x y( ) n 3
Reg regress Mreg Ti n 
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Appendix D. LabView program code 
Front panel 
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Play and record SubVI block diagram 
Block diagram of code responsible for simultaneously recording inputs from the mixer and outputting the generated signals. 
 
 
Appendix B. LabView program code 
237 
 
Variable notch filter method – Get filter positions and weights SubVI block diagram 
This code determines the dominant frequency components within recorded noise and determines how many filters, where they should be placed and the width of each filter.  
 
Generalised Cross correlation SubVI 
This VI computes the GCC algorithm based on weighting selected. Each weighting will be shown inside the case structure. 
PHAT weighting 
   
SCOT weighting 
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Threshold detection method SubVI 
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Standard Cross correlation SubVI 
Computes the cross correlation of two waveforms based on the advanced signal processing cross correlation VI. 
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Coloured noise generator SubVI 
Adapted from the LabVIEW coloured noise generator VI, this SubVI takes in a power spectrum from a CSV. File and creates a signal fitting that 
noise profile 
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