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CSaPTES 1. INTRODUCTIOK 
The selection of the proper coordinate system in 
numerically solving any time asymptotic fluid flow or heat 
transfer problem is a very important consideration. In 
solving such problems, the physical domain is usually 
transformed into a rectangular region with boundaries 
coincident with the physical boundaries. The mesh point 
distribution should, ideally, depend on the solution being 
calculated. Hence, the choice of a coordinate system should 
be compatible with the solution and the region in which the 
solution is being calculated. 
Methods that have been used so far to generate 
coordinate systems can be broadly classified as complex 
variable techniques, algebraic techniques and differential 
equation techniques. Of these methods, the latter two are 
the most commonly used methods of grid generation for 
finite-difference and finite element calculations. 
Algebraic techniques involve the use of algebraic functions 
that transform the given region with the appropriate point 
distribution into a rectangular region. Details of schemes 
using algebraic methods can be found in the paper by Wiseman 
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and Smith (1). The advantage of using an algebraic grid 
generation procedure lies in the amount of control that the 
user can exercise over grid point distribution and the fact 
that the method can be extended to problems in three spatial 
dimensions. The disadvantages of the method are that the 
data required to generate the grid are extensive and complex 
and that a special effort needs to be made in some cases to 
assure unique transformations. 
Probably the most well-known of the differential 
equation techniques is that of Thompson et al. (2,3) in 
which a solution to a system of elliptic equations (each 
coordinate in the computational space satisfies the Laplace 
equation in physical space) produces the grid in physical 
space. Only the boundary point distribution is required to 
generate the grid. The use of the Laplace equation assures 
a unique transformation. A number of other investigators 
(4,5) have developed schsEss which can be ssed to generate 
appropriate coordinate systems using the same general idea. 
Recently, Steger and Sorenson (6) used a hyperbolic 
system of equations to generate coordinate systems for 
external flow problems in which the outer boundary is not 
specified. The equations that generate the grid are 
determined from an orthogonality condition and a grid cell 
volume specification. The grid generation procedure 
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involves specifying the point distribution on the body and 
marching the solution (in this case the grid) away from the 
body. Unlike the elliptic grid generator of Thompson, the 
hyperbolic grid generator does- not assure us of a unique 
mapping. Poor specification of grid cell volumes has been 
found to result in coalescing grid lines. The differential 
equation techniques offer the advantage of less data 
specification, and, in the case of Thompson's scheme, an 
assurance of a one-to-one mapping. The disadvantages of 
using the differential equation techniques are, they provide 
very little control over point distribution, they are time 
consuming and their extension to three spatial dimensions is 
not as obvious as the extension of algebraic techniques. 
The accuracy of a numerical solution is dependent upon 
the suitability of the grid used in computing that solution. 
The typical grid point allocation problem may be stated in 
the following way: If a solution to a set of partial 
differential equations is required, how should a fixed 
number of grid points be distributed in order to assure that 
the solution obtained is the best? The term 'best' as used 
here implies that some measure of error has been used in the 
point allocation. Since the size and complexity of the 
typical problem attempted using computational methods have 
increased dramatically, it is imperative that grid points be 
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used as efficiently as possible to minimize storage and time 
requirements. 
In the grid generation methods mentioned so far, the 
physical domain boundaries are known (except for the 
hyperbolic grid generator) and the coordinate mesh is 
determined initially. Generally the geometry of the mesh is 
not changed during the computation. Grid points are 
distributed based on an approximate idea of the final 
solution and the errors contained in it. Unfortunately, one 
does not always know the behavior of the solution. 
Moreover, a point distribution based on an 'approximate* 
idea of the errors in the calculation could result in very 
large errors in the solution. This point will be made clear 
in Chapters 2 and 5. 
The requirement of a proper mesh point allocation can 
be met by having a grid that adapts automatically to the 
solution being calculated. Such a grid will be referred to 
as an 'adaptive grid' in the rest of the text. Hindman et 
al- (7) solved the two-dimensional time dependent Euler 
equations with a truly adaptive grid scheme. The grid 
motion in time was generated by taking the time derivative 
of the governing differential equations of the coordinate 
mapping which was the same as that developed by Thompson. 
This provided the necessary grid speed equations which were 
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then integrated to obtain the grid motion as a function of 
time. Hindman's work did not consider techniques which 
might be used to modify the location of the interior points 
depending upon the local solution. The interior point 
motion depended solely upon boundary motion. 
A technique for locating mesh points according to local 
flow information was presented by Dwyer et al. (8). This 
technique is similar to that used by Olsen (9) and involves 
redistributing the mesh points at the end of any number of 
integration steps. This method does not permit a simple 
time integration of a differential equation similar to the 
equations of gas dynamics for the motion of mesh points. 
The extension of the method to general two and three 
dimensional problems is difficult. In a recent paper, 
Klopfer and McRae (10) use a method identical to that 
developed by Dwyer but with a different error measure to 
obtain increases in accuracy for a one-dimensional problem. 
Pierson and Kutler (11) have also worked on the 
generation of grids which minimize error. Their technique 
involves the solution of a minimization problem. The 
extension of such a method to higher dimensions with the 
accompanying increase in the number of mesh points is not 
feasible due to the large amounts of computer time necessary 
to solve minimization problems. 
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The efforts of the authors mentioned in the preceding 
paragraphs, and, the strengths and weaknesses of the methods 
they have developed bring into sharp focus the requirements 
of an adaptive grid. These requirements can be stated as 
follows: 
(1) Grid motion should be based on both local flow 
information and boundary motion. 
(2) The grid speed should be determined from a system 
of differential equations much like the equations 
of motion, thus enabling the time integration of 
the grid speed equations. 
(3) The grid speed equations should be simple to 
integrate in order that the generation of the grid 
is not time consuming. 
(4) The distribution of mesh points is basically an 
allocation problem and hence, the ellipticity 
involved in such a problem should be reflected by 
the equations governing the grid motion. 
(5) The adaptive grid scheme should be easily extended 
to problems in many spatial dimensions. 
With these requirements in mind, Rai and Anderson 
(12,13,14) and Anderson and Rai (15) have, in a set of 
recent papers, developed point motion schemes that possess 
all the desirable properties stated above. The development 
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and application of these schemes will form the main body of 
this dissertation. 
The first step in an adaptive grid procedure is the 
calculation of local truncation errors. For a given finite-
difference method and governing system of partial 
differential equations a measure of the local truncation 
• error can be obtained from the modified partial differential 
equations. The second step in an adaptive grid procedure is 
the use of the local truncation error to calculate grid 
speeds. The grid speed equations need to be determined from 
some optimality consideration and their development will be 
discussed in later Chapters. The point motion (or grid 
speed) schemes developed in the present study include 
(1) a simple scheme that relocates points based only on 
local truncation error (scheme A), 
(2) a scheme that yields grids that are aligned with 
discontinuities in the dependent variables (scheme 
B) and 
(3) a scheme that relocates points based on both, local 
truncation error, and, a smoothness requirement on 
the grid (scheme C) , 
A complete description of scheme A and its application 
to Burgers' equation in one and two dimensions is presented 
in Chapter 2- The results of applying scheme A to more 
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complicated fluid flow problems like the calculation of the 
laminar boundary layer over a flat plate and the inviscid 
supersonic flow over wedges and cylinders with the 
associated detached bow shocks are presented in Chapter 3. 
Chapter 4 deals with the application of scheme A in 
conjunction with shock capturing methods to one-dimensional 
problems containing shocks, k substantial reduction in 
dispersive error is demonstrated. In two dimensions, a grid 
that is aligned with the discontinuity is a must for 
obtaining dispersion error free solutions with existing 
shock capturing methods. Chapter 4 also serves to introduce 
the grid aligning scheme (scheme B) and its application to 
the problems of a straight oblique shock in an inviscid 
supersonic freestream and the inviscid shocked flow through 
a two-dimensional expanding duct. 
The error measures obtained from the modified equation 
usually contain higher-order derivatives. The use of the 
numerically calculated solution in calculating these higher-
order derivatives results in very 'noisy' error measures 
which in turn result in erratic point motion. Scheme C was 
developed to reduce the effect of noisy error measures and 
to obtain smoother grids. Chapter 5 includes a description 
of scheme C and its application to Burgers' equation in one 
and two dimensions. The results obtained with scheme C are 
9 
compared to those obtained using scheme £. This completes 
the method development and results portion of this study. 
Concluding remarks and recommendations for further study are 
made in Chapter 6. 
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CHAPTER 2. GRID SPEED EQUATIONS 
The redistribution of mesh points to achieve higher 
accuracies in numerical solutions to partial differential 
equations involves the calculation of the local truncation 
error at every grid point and the use of these errors to 
provide grid motion. This Chapter deals with development of 
the grid speed equations and the calculation of boundary 
point speeds for scheme A. Some properties of the adaptive 
grid scheme are discussed and results are presented for the 
Burgers* equation in one and two dimensions- This Chapter 
also includes a section on the computing times required for 
an adaptive grid. 
Grid Point Motion 
To describe the method, we consider a transient problem 
in one space dimension. let the physical coordinates be x 
ard t and the computational coordinates be g and t where 
T = t 
Ç  =  Ç ( x , t )  
We require the calculation of the absolute value of the 
local truncation error |e| and the average value of the same 
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quantity for all points. Given a certain number of 
arid points the error in the solution can be reduced by 
allocating a number of points to the regions of large 
truncation error and fewer points to the regions of small 
truncation error. We assume that the best grid is one in 
w^ich the local truncation error is the same at every grid 
point. A relocation of mesh points in order to reduce error 
can now be carried out very easily using the eguispaced grid 
in the computational domain. This can be achieved if points 
at which |e| is larger than |e|^^ attract other points and 
points at which je] is smaller than |e|^^ repel other 
points. In other words, every point induces a velocity at 
every other point, the magnitude and direction depending 
upon the local 'excess error'. It is logical to assume that 
the further a point A is from a point B, the smaller the 
effect of point A on B. This suggests that a i/r^ law 
should be used, from the above considerations, it is 
possible to write 
• 
i = 2,3, . . . N-1 (2 .1)  
(2.2)  
12 
where i is the point at which the velocity is being 
determined, ïï is the total number of grid points, r. . is 
J 
the distance between points i and j in (Ç,T) space and K and 
n are constants. 
Strong analogies can be found between the present 
formulation and treating the grid points as point electrical 
charges whose individual charges are proportional to the 
local * excess error*. The charges move so as to minimize 
the quantity 
' ° (2-3) 
t h e  minimum value of i? being zero. 
The collapsing of two computational space points into 
one physical space point is not possible for two reasons; 
(1) The driving force g, 
g = |e| - |e|^  ^ (2.U) 
becomes negative when two points get very close 
and, hence, the points begin to repel each other. 
(2) The term E in Eg. 2.2 gets very large as two 
points get very close. Hence, for a finite , 
(x^)^ tends to zero; that is, the closer two points 
get to each other, the more difficult it becomes 
for them to move towards each other. 
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In the above discussion, the driving force g is defined 
in terms of the local and average truncation errors. The 
truncation error could be evaluated as a simple gradient or 
in terms of a more representative measure of error involving 
higher-order derivatives. The appropriate choice depends 
upon the order of the method being used and the problem 
under study. The flexibility in choosing the driving force 
and the quantity to be minimized is a particularly 
attractive feature of the current scheme. 
The quantities and [le] - in Eg. 2.1 are 
physically unrelated and hence, the scaling factor K is 
necessary to equate them. The factor K is chosen such that 
the velocity at any point does not exceed a preset maximum 
. Hence, in order to calculate K, we calculate 
the grid speed at every point assuming K = 1 and then 
calculate K as 
" ° (2-5! 
' t'i calculated max 
The grid velocity at every point is no¥ rescaled as 
"^^t^-rescaied '^t^i-calculated (2-6) 
As the calculation proceeds, the driving force at every 
point becomes smaller and hence K becomes larger in order 
that |(E^)^| at some point in the grid achieves the value 
[IÇ^L] . The restriction of K to some preset maximum 
' t ' 1 max 
results in grid velocities that die out quickly. Hence the 
convergence of the grid to a steady-state configuration can 
be obtained by specifying a maximum value for K (k Î-
max 
Large values of K result in small values of the quantity 
max 
E in Eg. 2.3 and small values of K result in large values 
max 
of E. 
The constants K and K together determine the grid 
max 
speed. When K is less than k , the grid speed is 
max 
determined by K alone and when K is greater than K , the 
max 
grid speed is determined only by K At present these 
max 
constants are chosen empirically. In choosing these 
constants one should bear in mind that very large values of 
K result in grid oscillations which in turn result in 
max 
longer convergence times, and very small values of 
result in very low grid speeds and hence, once again longer 
convergence times are observed. The constant K is 
calculated by knowing the maximum velocity that any point 
can achieve in the computational space • The 
rules that govern the choice of [l^t^i^max the same as 
those that go'ern the choice of K . The most commonly 
max 
used value of HC^li^max 1-0' 
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The determination of local truncation error involves 
the calculation of higher-order derivatives. For example, 
when a second-order method is used to calculate the solution 
to a first order differential equation, a measure of the 
local truncation error includes the third derivatives of the 
2 
dependent variables. Since the solution is 0(Ax ) accurate, 
the calculation of the third derivatives, which involves the 
3 division by Ax results in 'noisy' error measures. Hence, 
an approximation to the error which includes only lower-
order derivatives is used sometimes. This approximation 
often results in excessive stretching of the grid in some 
regions. This phenomenon can be prevented by prescribing 
the minimum and maximum values for the Jacobian of the 
transformation (J) at every point. Grid point velocities 
can be damped out exponentially as the limits of J are 
approached. The exact mechanism of limiting point motion is 
described in Chapter 3. Specifying limits for J introduces 
further empiricism into the problem. However, this cannot 
always be avoided until better methods of evaluating local 
truncation error are developed. In some cases, it is 
possible to restrict point motion using a much simpler 
method. This method is described in the results section of 
this Chapter. 
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A variation of the constant n in Eg. 2.1 between 1 and 
8 did not make any difference in the final grid obtained for 
the one-dimensional Burgers' equation and a small difference 
for the two-dimensional Burgers' equation. Larger values of 
n imply a smaller range of influence for any S^ven poiat. 
consider a value of n, 
^ log (2) (2.7) 
When r = 2, 
"i "  ^ (2.8) 
r 
This implies that only points adjacent to a given point make 
a significant contribution to the velocity of that point. 
Hence, Eg. 2.1 becomes 
(-Ct)i = K[lel.^^ - (2.9) 
The use of Eg. 2.9 instead of Eg. 2.1 greatly speeds up the 
grid generation process. When point motion is limited by a 
specification of the maximum increase in the Jacobian at 
every point, it is necessary to use smaller values of n in 
order to obtain smoother grids- This is because the point 
motion is smoother when larger clusters of grid points are 
used to calculate grid velocities. It has never been 
necessary to decrease n below 2; the most commonly used 
value being 4. 
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Extension To Multidimensional Problems 
The method can be extended to problems in two and three 
space dimensions without any difficulty. In particular, for 
a problem in two space dimensions let the physical 
coordinates be given by (x,y,t) and the computational 
coordinates by (C,n,T) where 
T = t 
Ç = Ç(x,y, t )  
n = n(x,y,t) 
We now require the calculation of |e^| and je^j for every 
point where and are the truncation errors in the Ç and 
n directions respectively- The quantities ||for every 
n = constant line and le^l for every E = constant line 
' ' av ^ 
also need to be calculated. The grid speed equations are 
given by 
n 
r 
n k=l r 
N M 
n 
r {2 .10)  
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r = 
where K^, K_ and n are constants, N is the number of points 
in the ç direction and M is the number of points in the n 
direction. The values of and can be determined by 
specifying [|ç [. .] and [|n |. .] _ respectively, grid 
t i J 3 t i > J T max 
convergence can be achieved by specifying and 
(K„) as in the one-dimensional case. 
z max 
We also have the relationships 
( 2 . 1 1 )  
which yield 
) . '"A ^ 
j (2.12) 
J - - Wi.l 
The grid speeds in physical space can be calculated using 
Sgs 2.12. From Egs. 2.12 it can seen that the collapsing of 
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mesh points and the overlapping of grid lines are again 
prevented as in the one-dimensional case. The extension of 
the method to three spatial dimensions is now obvious. 
Boundary Point Speeds 
Consider a two-dimensional problem where the 
computational coordinates are given by Points 
lying along a constant n line can be made to move tangential 
to this line by specifying (n ) - - to be zero for all the 
T X , J 
points, a similar procedure can be adopted for constant Ç 
lines. This facilitates the movement of points along 
surface boundaries, etc. However, this type of unnatural 
constraint on the velocity of points leads to a slightly 
distorted grid as shown in Figure 1. Consider a one-
dimensional problem in which the quantity [|e| - |e|^^] is 
almost constant in the region of the left boundary. If we 
were to calculate the velocity of the second grid point 
using "Eg. 2.1 with K = 1 and n = 1, 
(2.13) 
and we get 
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However, the value of (2^)2 must be zero since it is in a 
constant [|e| - 1^1^^] region. This problem can be overcome 
by assuming periodic boundary conditions, that is, a set of 
pseudo points outside the left boundary such that 
and using the pseudo points also in calculating grid speeds. 
This automatically results in the reguirement 
which is a natural constraint on the boundary point speed. 
The same considerations apply to the right boundary. 
A similar situation exists in two dimensions. A 
natural way of making points move tangential to boundaries 
is to specify periodic boundaries and use the pseudo points 
outside the region of interest to calculate grid speeds. 
This procedure of calculating the grid speeds results in the 
grid shown in Figure 2. The distortions present in Figure 1 
are absent in Figure 2 and the grid is seen to be smooth and 
uniform. The grids shown in Figures 1 and 2 were generated 
using a known solution to the two-dimensional, transient, 
viscous Burgers* equation. 
(2.15) 
(-Vi = 0 (2.15) 
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Results 
The first problem solved using scheme A was the one-
dimensional unsteady, viscous Burgers* equation 
»t + (2. 
with the initial condition 
1 X = 0 
u(0,x) = ( 2 . 1 8 )  
0 0 < X < 1 
and the boundary conditions 
u(t,0) = 1 
(2.19) 
u(t,l) = 0 
This problem has the steady-state solution 
u = u <1 - x)j ( 2 . 2 0 )  
wîiere 
Re = 1/y ( 2 . 2 1 )  
and Û is the solution of the equation 
( 2 . 2 2 )  
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T'be slope of the steady-state solution at the right end 
increases and that at the left end tends to zero as Re 
increases. 
MacCormack's method (16) was used to integrate Eg. 
2.17. The stability limit for MacCormack's method for this 
problem was determined using the empirical formula given by 
Tannehill et al. (17). Eg. 2.9 was used to determine grid 
point velocities. 
Results are presented for various values of Re in 
Figures 3, 4 and 5, In all cases, the steady-state results 
using an adaptive grid and those obtained using an 
eguispaced grid are compared with the exact solution. The 
error measure for the adaptive grid was approximated as 
® (2.23) 
In Figure 3, results are presented for Re = 1. The errors 
are very small (< 0.04%) in both cases but the peak error 
without an adaptive grid is about 1.8 times the peak error 
with an adaptive grid, ^'igure 4 presents results for Re = 
2. The ratio of the peak errors is now about 4.9 and a 
significant improvement in accuracy is seen. However, in 
Figure 4, the adaptive grid shows a slightly larger error in 
the region 0,0 < x < 0.2 . This is due to the fact that the 
second point in the grid has moved to the right a 
25 
substantial distance resulting in a higher error in this 
region. 
•Pigure 5 presents results for Re = 3. The inaccuracy 
in estimating the local error as given by Eg- 2.23 is 
apparent in this caSe. The errors in the terms and 
are better approximated as 
' - 2 - 6 
2 4 <^•2" 
ÇC 2 *ÇÇ'^xxx 12 "xxxx 
A rapidly varying in the grid results in large values of 
Xçç and hence in larger errors in the computed solution. 
T>ie rapid variation in can be prevented as discussed 
earlier by limiting the change in Jacobian at every point. 
A natural way of preventing excessive stretching in this 
particular problem is to define u as 
Û = fu + (1 - f) (1 - x) 0 1 f <_ 1 (2.25) 
and the driving force as 
g = luçl - luçlav (2.26) 
Note that even though the definition of u is problem 
dependent, the idea of exponentially damping out grid 
velocities as the Jacobian of the transformation approaches 
25 
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Figure 3; Comparison of errors, Ee = 1 
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Figure 5: Comparison of errors. Se = 3 
a prescribed limit is problem independent. It just happens 
that there is an easier way of preventing excessive point 
motion in this case. The error curve obtained for Ee = 3 
and f = 0.7 is also shown in Figure 5. A substantial 
decrease in error is seen, the ratio of peak errors being 
about 3.8. figure 5 shows the transformation obtained for 
Be - 3 and f = 0.7. The uniform nature of the 
transformation is apparent. 
An equivalent form of Eg. 2.24 is given by 
= -i (2.27) 
Assuming to be small ve get 
" " 6 "xxx (2.28) 
Since the evaluation of u using computed values of u is 
XXX 
problematic, we make one further approximation 
l"xl ' l"xxxl (2.29) 
which yields 
l^i =|ug/Sxl (2.30) 
instead of the much simpler form given by Eg. 2.23. 
Equation 2.30 suggests a driving force of the form 
g - - l^^x'av (2.31) 
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Results of using such a driving for the case Ee = 3 are 
presented in Figure 7. The errors obtained are comparable 
to the ones obtained using an optimal f. However, the 
advantage in using this new form of the driving force lies 
in eliminating the empiricism required in determining the 
optimal f. Similar results were obtained for all Be less 
than 10.0. Excessive stretching was once again observed for 
higher values of Be, indicating the error in estimating the 
error. The analysis and results presented in this and the 
preceding paragraph show that the method is limited only fay 
the accuracy with which local truncation error at a point 
can be estimated. 
The second problem solved was the two-dimensional, 
unsteady, linearized, viscous Burgers' equation 
(2.32) 
in a square domain with the initial conditions 
u(x,0,0) = 1 + [1 - exp(Re(x - 1))] (1 - exp(-Re)) 
u(0,y,0) = 1 + [1 - exp(Re(y - 1))] (1 - exp(-Re)) 
(2.33) 
u = 1 otherwise 
where 
Re = 1/y (2 .34)  
32 
O  NON-ADAPTIVE GRID 
A ADAPTIVE GRID (f = 0.7, e a u_) 
O  A D A P T I V E  G R I D  ( e  a  u ^ / E )  ^  
0.4 
0.3 
cc 
§ 
3 
0.1 H-
0.4 1.0 0.2  0.6  0.8 
X - PHYSICAL COORDINAlE 
figure 7; Comparison of errors. Be = 3 
(2.35) 
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and the boundary conditions 
u(x,l,t) = 1 
u(l,y,t) = 1 
This problem has the steady-state solution 
1  ,  [ 1 -  e x p ( R e ( x  -  1 ) ) ]  [ 1  -  e x p ( R e ( y  -  1 ) ) 1  (2.36) 
(1 - exp(-Re))^ 
MacCormack's method was used to integrate Eg. 2.32. 
"Excessive stretching of the grid was prevented by using a 
smoothed version of the solution (u) 
u = fu + (1-f) (4-x-y)/2 0 ^  f _< 1 (2.37) 
in calculating the driving force. Equations 2.10 were used 
to obtain grid point velocities. 
Figure 8 shows the grid obtained for Ee = 5 and f = 
0-3. The error is calculated at the points shoon in Figure 
8 and a linear interpolation is used to calculate the error 
at the points corresponding to the eguispaced grid. The 
results are presented in Figures 9-12, at each y station. 
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The adaptive grid yields slightly higher errors in the low 
gradient region as in Figure 9 and gradually progresses to 
much lower errors in the high gradient regions as in Figure 
12- The increases in accuracy are not as high as in the 
one-dimensional case, the main reason being the inaccuracy 
in establishing local truncation error. The results of 
using more accurate error measures in generating the grid 
for Eg. 2.32 with different boundary conditions are 
presented in Chapter 5. 
Time Beguirements 
For an explicit method, the number of integration steps 
required for convergence is generally greater with an 
adaptive grid because of the lower values of maximum 
allowable time steps associated with mesh clustering. The 
ratio of the number of steps required with and without an 
adaptive grid goes all the way from 3.4 for Se = 10 to 1.4 
for Re = 1 in the one-dimensional case and takes on a value 
of 2.3 in the two-dimensional case. However, time estimates 
will be given only on a per integration step basis. In the 
one-dimensional case, the generation of the grid and 
recalculation of the transformation metrics takes less than 
10% of the time taken for integration. In the two-
dimensional case, the generation of the grid takes 25% and 
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recalculation of metrics takes 70% of the time taken for 
integration. One of the reasons for the excessive time 
taken for the calculation of metrics is the presence of 
second derivatives like Ç t %. » and n , all of which X X  y y  ' X X  y y  '  
need to be determined numerically. Ihe absence of these 
second derivatives greatly speeds up the calculation of the 
metrics. Furthermore, if the problem requires the 
recalculation of metrics even without an adaptive grid, as 
in shock-fitting programs, the time required to use an 
adaptive grid becomes very attractive. It must also ce 
remembered that the additional time required in this case is 
high because the equation being solved is very simple. 
Since the time for grid generation remains about the same in 
far more complicated problems, the extra time needed for 
grid generation will be a much lower percentage of the total 
time required. 
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CHAPTER 3. APPLIC&TIOHS OF SCHEME & 
The development of scheme A for moving mesh points and 
its application to the simple Burgers' equation in one and 
two dimensions was carried out in the previous Chapter. 
Ttis Chapter deals with the application of scheme A to more 
complicated fluid flow problems. The cases that have been 
presented include the laminar boundary layer over a flat 
plate, and inviscid supersonic flow over wedges and 
cylinders with the associated detached shocks. Substantial 
decreases in error are demonstrated in all cases. Time 
requirements for the use of the adaptive grid are also 
presented. 
Results 
The first fluid flow problem solved was that of the 
incompressible laminar boundary layer over a flat plate. 
The equations of continuity and conservation of momentum are 
"x '"'y " ° (3.1) 
and 
uu^ + vUy = VUyy (3.2) 
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In order that the boundary layer have a constant thickness 
in the computational plane (only then is it possible for the 
grid to achieve steady-state), a similarity transformation 
of the type 
Ç = X 
n = ^(Re 
X X (3.3) 
is first carried out. This transforms Egs. 3.1 and 3.2 to 
- 2 "n ° (3.4) 
and 
Çuuç + (vRe^^ - (3.5) 
with the boundary conditions 
u(G,0) = 0 
v(Ç,0) = 0 
U(Ç,~) = U 
where is the freestream velocity. A second 
transformation of the type 
a = Ç 
S = 8(Ç,n) 
(3.6) 
(3 .7 )  
from the coordinates (Ç,r)) to the computational coordinates 
(a,0) is now implemented. The transformed equations are now 
integrated in the computational space until the steady-state 
is reached. 
\ fully implicit method was used to solve the problem. 
The method is first-order accurate in the marching direction 
a and second-order accurate in the transverse direction g. 
Three point central differences were used to calculate the 
metrics of the transformation in the interior of the region 
and three point backward and forward differences were used 
to calculate the metrics at the end points. 
The error in the computed solution is determined using 
the 'exact' Blasius sloution. Figure 13 shows the results 
obtained with v = 1.6 x 10~^. The measure of the local 
truncation error e was taken to be 
Figure 13 shows the error in the friction coefficient using 
19 and U6 point equally spaced grids and a 19 point adaptive 
grid. The error in the 19 point fixed grid solution is 
substantially reduced when a 19 point adaptive grid is used. 
n (3.8) 
or 
(3.9) 
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The 19 point adaptive grid is found to decrease the percent 
error of the fixed grid solution by a factor of 7 at the 
last integration step. Figure 14 shows the transformation 
obtained with the adaptive grid. The grid is smooth and 
uniform. 
The second problem for which results are presented is 
that of a cylinder in a supersonic freestream (M^ = 2) with 
the associated bow shock. The unsteady inviscid equations 
of motion are integrated in time until the steady-state is 
reached. A boundary shock-fitting approach is used in 
conjunction with the SCM finite-difference method (18). 
Results were obtained with 10 x 10 fixed and adaptive grids 
(the term 'fixed' as used here and in the rest of this 
Chapter implies that point motion is only due to the motion 
of the shock). These results are compared to a 19 x 19 
fixed-grid solution. The 19 x 19 fixed grid was generated 
by equally spacing points along the cylinder, drawing 
straight lines perpendicular to the cylinder through these 
points to meet the shock, and then dividing each ray between 
the shock and the body into equal segments. 
The region of interest does not possess any large error 
subregions. However, the problem does exhibit certain 
complexities in grid generation that have not been treated 
before; namely, 
(1) The presence of curved boundaries. 
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"Pigure 14: Converged grid for the boundary layer problem 
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(2) The nonstationary nature of one of the boundaries. 
(3) The solution of a system of partial differential 
equations. 
(4) The absence of any one predominant dependent 
variable that can be used to drive the grid. 
The Euler equations in two dimensions can be written in 
the form 
+ AW + BW =0 
t X y (3.10) 
where 
w = 
p u P 0 0 
-1 
u 0 u 0 P 
A = 
V 0 0 u 0 
p 0 YP 0 u 
B = 
0 
0 
0 
0 p 0 
V 0 0 
0 V p 
0 YP V 
-1 
(3.11) 
and p is the density, u the velocity in the x direction, v 
the velocity in the y direction, p the pressure and y the 
ratio of specific heats. On making the transformation 
T = t 
Ç = Ç(x,y,t) 
n = n(x,y,t) 
•Rg. 3.10 transforms into 
W + AWj. + BW = 0 
T k, n (3 .13)  
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where 
A =StI + SxA+ SyB 
B = n^i + n A + n B t X y 
(3.14) 
and I is the identity matrix. Assuming the error in the 
transformation metrics is negligible, we can write 
e(W^) = - Âe(Wç) - Be(W^) (3.15) 
where e(W^) , e(w^) , and e(w^) are the errors in computing 
, Wç, and w^. 
le(W^)l < |Âe(W )| + lBe(W^)l (3.16) 
Be let 
= lÂe(Wç) 
e"' = iBe(W^ ) 
(3.17) 
where the norm used is the norm and and are the 
errors that produce grid motion in the ? and n directions. 
The finite-difference method used to solve the profcl®m 
is second-order accurate everywhere except at the surface 
boundary and is, hence, formally first-order accurate. The 
second derivative of % is a good estimate of the truncation 
error for first-order methods. Therefore, we get 
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e(Wç) « Wçç (3.18) 
- «m 
substituting Eg. 3.18 into Eg. 3.17 we get 
n r , (3.19) 
= l:\nl 
In the above analysis, we have assumed that the errors in 
the transformation metrics are negligible. This assumption 
is valid if excessive stretching of the mesh is prevented. 
In this problem the Jacobian of the transformation at every 
point is calculated initially (j} .) and stored, fit every 
J 
time step we calculate 
(3.20) 
if ./j\ . < 1 
1,] 
where . is the Jacobian at point i,j at the k''" time 
I) J 
step- let 
(R. .) = maximum (R. .) over all points 
i,J max x,j 
If (R. .) exceeds a certain prescribed value, R , the i,j max ^ max 
grid speed is exponentially damped as follows 
(Ç^)actual . (g^^ealculated ^  ^  
)calculated ^ , (3.21) 
L t 1,J 
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D = exp {-constant [(R. ..) /R ]^} ijjmax max 
The damping factor D gives us a strong control over the 
amount of grid point motion. It prevents both excessive 
stretching and excessive compressing of the grid. 
The use of pseudo points in calculating boundary point 
speeds results in boundary point motion that is tangential 
to the boundary. In the case of a curved stationary 
boundary, it is neccessary to apply a small correction after 
tT-e point is moved in order to bring it back to the 
boundary. However, if the boundary is stationary and also a 
straight line, no correction is necessary because of the 
tangential motion of points. In the case of a constantly 
self-correcting moving boundary like a shock, once again, a 
correction is unnecessary. 
Figure 15 shows the 10 x 10 fixed grid that serves as 
the initial position for the adaptive grid. A value of 
of 1.03 was used for the adaptive grid. The final converged 
grid was very similar to the initial grid due to the very 
low value of R . Figures 16-17 show the deviation of the 
max 
dependent variables from the 19 x 19 grid point solution 
along the surface of the cylinder as a function of the angle 
0 (•^'igure 15) . The deviation in any representative physical 
quantity S is defined as 
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deviation = ^ ig ' ^ 10^ 
figure 16 presents the deviation in the pressure. The 10 x 
10 adaptive grid yields a much lower deviation than the 10 x 
10 fixed grid. Figure 17 shows the deviation in the 
density. The adaptive grid yields a deviation that is again 
far smaller than that obtained with the fixed grid. 
Compared to the deviation in the density, the deviation in 
the velocity u was an order of magnitude smaller, and, the 
deviation in the velocity v was two orders of magnitude 
smaller on the average. The use of the adaptive grid 
resulted in a very slight increase in the deviations in u 
and V. 
The quantities and in Egs. 3.19 are 
approximations to an overall measure of error. Therefore, 
the adaptive grid technique in its present form cannot yield 
a lower deviation in every dependent variable at every point 
in the flow field. This is the reason for the slightly 
larger deviations in u and v that were mentioned earlier. 
It should also be noted that the differences in u and v are 
much smaller than those in the density. Hence, the density 
has a greater effect on grid point motion. 
The total enthalpy is a good measure of the total error 
at a point since it is a combination of all the other 
dependent variables. It is also known exactly at every 
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point in the steady flow field. Figure 18 shows the error 
in the total enthalpy plotted as a function of '9' - The 
error in the 10 x 10 adaptive grid solution is seen to he 
much closer to the error in the 19 x 19 fixed-grid solution 
than that obtained using a 10 x 10 fixed grid. 
The deviation in the shock standoff distance with a 10 
X 10 adaptive grid was 3.8% and that with a 10 x 10 fixed 
grid was 5.1%. The use of the adaptive grid did not affect 
the Convergence rate for this problem. 
The initial grid shown in Figure 15 was found to be 
very close to the converged error reducing grid obtained 
using the adaptive grid. However, the adaptive grid is 
tolerant of relatively poor initial grids. This is 
extremely advantageous since the initial grid can be 
generated by any method without giving much importance to 
the characteristics of the flow field. The adaptive grid 
scheme will then improve the initial point distribution. In 
order to illustrate this property of the adaptive grid, the 
point distribution shown in Figure 19 was used as an initial 
grid. The grid contains 16 points along the body and 10 
points normal to the body. The lack of sufficient points in 
the Ç direction in the region of the stagnation point and in 
the n direction in the region of point A makes this point 
distribution a poor initial grid, a calculation of the flow 
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field using the grid shown in Figure 19 without the help of 
an adaptive grid yielded very inaccurate results. 
The use of the adaptive grid scheme with a value of 
R of 6.0 resulted in the grid shown in Figure 20. The 
max ^ 3 
clustering of grid points in the ^ direction near the 
stagnation point and in the n direction near the point A is 
evident. The error in total enthalpy obtained using the 16 
X 10 adaptive grid was much smaller than that obtained using 
a 19 X 19 fixed grid. Hence, a cOmEaCiSon «as made using 
the results obtained with a 31 x 21 fixed grid which was 
generated like the 19 x 19 fixed grid. The results of the 
comparison are shown in Figure 2l. The 16 x 10 adaptive 
grid yields a total enthalpy distribution along the body 
that is comparable to that obtained using a 31 x 21 fixed 
grid. Figure 22 shows the distribution of the difference of 
the local error and the average error obtained along the 
body, with and without an adaptive grid- The use of the 
adaptive grid results in a more equitable distribution of 
local truncation error. This explains the very small errors 
in total enthalpy obtained using an adaptive grid. 
The third problem solved was that of a wedge in a 
supersonic freestream (m^ = 2) with the associated tow 
shock. Unlike the cylinder, the wedge has large gradients 
of the dependent variables at the tip and the shoulder 
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(depending on the radius of the shoulder). Therefore, it 
becomes critical to redistribute points so that neither of 
these high gradient regions is affected by the clustering of 
points at the other. The finite-difference method and the 
boundary fitting technique used to solve the problem, the 
measure of local truncation error, and the control over 
excessive point motion are all the same as in the case of 
the cylinder. Results were obtained with 11x11 adaptive 
and fixed grids. These results were compared with those 
obtained using a 19 x 19 fixed mesh. 
Figure 23 shows the 11 x 11 fixed grid that serves as 
the initial mesh point distribution for the adaptive grid. 
Figure 24 shows the converged grid with R =1.5. A 
max 
clustering of mesh points can be observed both, in the area 
of the tip, and, the shoulder. 
The tip of the wedge is at x = -3.0 and the point at 
the extreme right of the body is at x = 0.0. Figures 25-27 
show the deviation of the dependent variables from the 19 x 
19 grid point solution as a function of x. The deviation 
for this problem is defined as 
deviation = Is^g % % nl. 
where S is some representative physical quantity. Figure 25 
presents the deviation in the pressure. The 11 x 11 grid is 
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seen to yield a more accurate pressure distribution than the 
11 z 11 fixed grid. The deviation in the density is shown 
in figure 26. The increase in accuracy obtained with the 
use of an adaptive grid is evident. The errors in u and v 
are comparable to the error in density for this protlem. 
Unlike the cylinder, significant reductions in the 
deviations in u and v were obtained with the use of the 
adaptive grid. Figure 27 shows the error in the total 
enthalpy for all three grids. The error in the 11 x 11 
adaptive grid solution is much smaller than that obtained 
with an 11 x 11 fixed grid. 
The deviation in the shock standoff distance was 2.2% 
for the adaptive grid and -3.8% for the fixed grid. In 
figure 28, the average shock velocity is plotted as a 
function of the iteration number. The adaptive grid 
solution was found to converge in 70% of the number of 
iterations required for convergence with a fixed grid. 
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Choice Of R 
max 
The inaccuracy in the error estimate necessitates the 
use of the point motion controlling scheme given ty Eqs. 21 
and 22. The scheme prevents excessive distortion of the 
grid faut tas the disadvantage of requiring a specification 
of R . Values of R close to unity will almost always 
max max 
result in a reduction in error. The maximum error reduction 
is obtained for the optimal R , which can only te obtained 
max 
by a trial and error procedure. Even though the magnitude 
of the reduction in error depends on R , the adaptive 
max 
grid, for a fairly accurate error measure, retains its error 
reducing property for a range of R^^^ values- In the case 
of the wedge, the adaptive grid gave better solutions than 
the fixed grid for R upto 2.5. The test results were 
max 
obtained for R = 1.5. 
max 
Time Eeguirements 
Since the number of integration steps required for 
convergence with and without an adaptive grid is not always 
the same, time estimates will be given, both, on a per 
integration step basis and a total computing time basis. 
For the boundary layer problem, the generation of the grid 
and recalculation of the metrics took 505? of the time taken 
for integration. However, the results obtained are 
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comparable to those obtained using a 46 point fixed grid. 
The 46 grid point solution takes 13055 more computer time per 
time step than the 19 point fixed grid solution. It should 
also be remembered that the equations being solved are 
simple and a comparison based on percentages is not 
favorable to the adaptive grid technique. 
In the case of the wedge and the cylinder, the 
generation of the grid took about 32% of the time taken for 
integration of the equations. It must be remembered that 
the solutions obtained using an adaptive grid converge in 
fewer integration steps- Table 1 gives the actual times 
used for the calculations. 
The results of applying scheme a to selected fluid flow 
problems were presented in this Chapter. Significant error 
reductions were demonstrated in all cases. The adaptive 
grid solutions for the wedge and the cylinder were observed 
to converge faster than the fixed grid solutions. The 
results indicate the applicability cf the adaptive grid 
technique to complex fluid flow problems involving many 
dependent variables, curved stationary and moving boundaries 
and systems of partial differential equations. However, the 
effectiveness of the adaptive grid in reducing the error in 
the computed solution depends mainly on the accuracy with 
which local and global errors can be estimated. The 
72 
TABLE 1 
Computing times 
Problem Type of grid CPD time 
(sees.) 
Flat plate 
flat plate 
Flat plate 
19 point fixed 
19 point adaptive 
46 point fixed 
5.78 
6.02 
13.33 
Cylinder 
Cylinder 
Cylinder 
Cylinder 
Cylinder 
10 X 10 point fixed 
10 X 10 point adaptive 
19 X 19 point fixed 
16 X 10 point adaptive 
31 X 21 point fixed 
79.49 
102.42 
532. 15 
382.34 
1137.32 
Wedge 
Wedge 
Hedge 
11 X 11 point fixed 
11 X 11 point adaptive 
19 X 19 point fixed 
78.96 
76. 14 
500.45 
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development of tetter methods of establishing local errors 
will remove the need for arbitrary constants like R 
max 
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CEAPTEB 4. SHOCK CÂPIUBING ÂPFLICATIOHS 
The calculation of flow fields containing shocks, slip 
surfaces etc,, presents special difficulties because of the 
discontinuous nature of the dependent variables, finite-
difference methods used to calculate such flow fields can be 
broadly classified as shock-fitting (19,20) and shock 
capturing (21) methods- Shock fitting techniques become 
very complicated and cumbersome when the region of interest 
contains a number of shocks and other discontinuities. On 
the other hand, shock capturing techniques are very simple 
to use but result in discontinuities that are smeared over 
several mesh intervals. The smearing effect can be reduced 
by using methods that are second-order accurate. The use of 
second-order accurate methods results in spurious 
oscillations in the calculated solution in the region of the 
discontinuity. In order to analyze problems involving flow 
discontinuities, a method that is as simple to use as shock 
capturing techniques but yields accurate nonoscillatory 
solutions is required. 
The possibility of computing sharp shocks with minimal 
dispersive error in the region of the shock using second-
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order accurate, explicit, finite-difference shock capturing 
techniques in conjunction with adaptive grids is 
investigated in this Chapter. MacCormack's method has been 
chosen as being representative of this class of methods. 
The importance of using a proper grid in eliminating 
oscillations has already been demonstrated by MacCormack and 
Paullay (22). In one spatial dimension, dispersive error 
can be reduced by a proper clustering of mesh points in the 
region of the discontinuity. Results of applying scheme A 
to properly cluster points, and, an error analysis that 
explains the redactions in dispersive error that were 
obtained are presented. 
In two and three dimensions an aligning of the grid 
lines with the discontinuities is necessary, in addition to 
mesh refinement in the vicinity of the discontinuities, to 
yield nonoscillatory solutions. The development of the 
aligning grid and its application to two-dimensional 
problems is presented. Significant reduction in oscillatory 
behavior is demonstrated in all cases. 
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Results Obtained Using Scheme A 
The first problem solved with the help of scheme A was 
the inviscid Burgers' equation in one dimension 
0 < x < l  ( 4 . 1 )  
with the boundary conditions 
u(0,t) = 1 
u(l,t) = -1 
T = t 
C = Ç(x,t) 
(4.2) 
and the initial conditions 
u(x,0) = 1 - 2x (4.3) 
This problem has the steady-state solution 
/I 0 < X < 0.5 
u(x) = < (4.4) 
V -1 0.5 < X <_ 1.0 
Upon making the transformation 
(4.5) 
?:g. 4.1 transforms into 
+ (u^/2)çÇ^ = 0 (4.6) 
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Equation 4.6 was solved using MacCormack's method and 
14 grid points. The measure of error e was calculated as 
^igure 29 shows the results obtained. The fixed grid 
solution is seen to be oscillatory. The use of the adaptive 
grid results in a solution that is nonoscillatory and a 
discontinuity which is smeared over a quarter of the 
original distance. 
The truncation error for a second-order method applied 
to Eg. 4.1 is given by 
(4.7) 
where u is s. smoothed form of u 
u = fu + (1 - f)(1 - 2x) (4-8) 
(4.9) 
where 
X = u (4.10) 
and 
I < > I 
lU/AX^l 
(4.11) 
when At is specified as 
(4.12) 
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The quantity e in Eg. 4.9 is a measure of the local 
truncation error, is the local courant number, is a 
constant and AX^ is the local mesh spacing 
(Axj^)i = = AG/Sx (4.13) 
We define "F, the error coefficient, as 
2 2 
E = (4.14) 
It can be seen from Eg. 4c9 that large values of u in a 
XXX 
given region result in large truncation errors. "Equation 
4.9 also suggests that the error in such regions can be 
decreased by decreasing the local error coefficient E. Note 
that ? is the only quantity that can be reduced; the terms u 
ard u are determined by the governing differential 
XXX 
equation and boundary conditions. The decrease in E can be 
brought about by placing more points in the given region. A 
clustering of points results in a decrease in E because of 
two reasons: 
(1) The mesh spacing Ax becomes smaller. 
(2) The maximum value of ju/Ax^| occurs locally because 
of small values of and hence -v approaches 
unity. However, u should be different from zero 
for such an occurrence. 
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A rapid variation of in a region causes large 
truncation errors in calculating and hence large errors 
ir the solution. Since the number of grid points in a 
calculation is fixed, that is. 
extreme clustering in the shock region can be provided only 
at the expense of a rapidly varying . Hence, there is an 
optimal clustering in the shock region. The simple measure 
of error given by Eg. 4.9 does not predict this behavior. 
Small values of the constant f in Eg. 4.8 result in a 
clustering that is not excessive. 
Figure 30 shows the variation of E with and without an 
adaptive grid. The use of an adaptive grid results in 
values of E that are close to zero in the shock region. 
The second problem solved was that of a wedge in a 
supersonic freestream with the associated attached oblique 
straight shock. The wedge is assumed to be at zero angle of 
attack. The inviscid equations of motion expressed in a 
polar coordinate system (r,6) are used to solve the problem. 
The origin of the coordinate system is taken to be at the 
tip of the wedge. The flow is assumed to be conical 
throughout the calculation. This assumption results in the 
X 
'min 
(4.15) 
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system of equations 
+ Gg + H = 0 
when r = 1. The vectors F, G and H are given by 
F = 
P 
pu 
pv 
G = 
pv 
puv 
^ 2 
p + pv 
(e + p)v 
H = 
pu 
p(u - v ) 
2 puv 
(e + p)u 
(4.16) 
(4.17) 
where p is the density, u is the velocity in the radial 
direction, v is the velocity in the 0 direction, p is the 
pressure and e is given by 
e = ^ + -r (u^ + V ) 
Y — 1 z (4.18) 
Y being the ratio of specific heats. A transformation to 
the computational coordinate system (Ç,T) is carried out to 
yield 
+ FçÇj + Gçïg + H - 0 (4.19) 
The Pgs. 4.19 are then integrated in time until steady-state 
is achieved. 
An error analysis similar to the one shown for Burgers' 
equation can be carried out for the Euler equations. The 
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analysis given here is very similar to that given by Lerat 
and Peyret (23). Equation 4.16 can be written as 
ft + I# fe + B ° (»-20l 
+ AFq + H = 0 (4.21) 
where 
A 9G 
^ = (4.22) 
For the sake of simplicity we assume A and H to be almost 
constant in a small region and that their time rate of 
change is small. The modified equation, when MacCormack's 
method is used, can be written as 
F, + AFg + ° («•23) 
where is a constant, A0^ the local mesh spacing and At 
tl^e time step. If is a left eigenvector of a and 
the corresponding eigenvalue, then we have 
(4.24) 
where n is positive integer. The eigenvalues of A are given 
by 
. X(2) = V 
X = V + c (4.25) 
- c 
where c is the local speed of sound. Multiplying Eg. 4.23 
by we get 
w [^t - (v(i))2]FQQg + + H] = 0 (4.26) 
where 
5 
(4.27) 
B = max |^max( IX^^VaG^I , i = l,2,3,4)j over all points 
when At is calculated as 
At = 1/B (4.28) 
from Eg. 4.26 we see that each eigenvalue gives rise to a 
certain amount of dispersive error. We define the error 
coefficient corresponding to each eigenvalue as 
= AG^tl - (4.29) 
Equation 4.29 is very similar to the one obtained for the 
Burgers' equation in "Eg. 4.14. Just as in the Burgers' 
equation case, the different in a region can be 
decreased by decreasing the mesh spacing in this region. 
Hence, the truncation error can be reduced by clustering 
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points in areas where FQ Q Q  is large. Excessive clustering 
should be avoided for the reasons mentioned earlier. 
MacCormacTc • s method and 21 grid points were used to 
solve Eg. 4.19. Figure 31 presents results for = 2 and 
0 , = 10° . Scheme A with 
wedge 
hi = IPçl (4.30) 
where p is a smoothed form of the pressure distribution 
p = fp + (1 - f) 
. 'P- - Pbody)(G - Sodv' 
' "max - ®body' 
0 < f < 1 
(4.31) 
was used to move the grid points for the adaptive grid 
solution. The adaptive grid results in a solution that has 
very few oscillations compared to the fixed grid solution. 
The ratio of shock smearing distances (AS^/AÔ^) with and 
without an adaptive grid is approximately 0.25. 
•figures 32-34 show the variation of the different 
values with the physical coordinate 9. The point clustering 
scheme yields values that are much smaller in the shock 
region than those obtained with the fixed grid. The larger 
values of E^^^ away from the shock obtained with the 
clustered grid are of little importance because F^gg in 
t>ese regions is relatively small. 
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The pressure ratio across the oblique shock in the case 
of the wedge is relatively small (about 1.7). To determine 
the effectiveness of the point clustering scheme in the 
presence of a much stronger normal shock, the shocked flow 
through an expanding one-dimensional duct was calculated. 
TT^e inviscid equations of motion were once again integrated 
in time until steady-state was reached. MacCormack's method 
with 21 grid points was used to solve the problem with an 
inlet Mach number of 1.5. For the particular duct and 
boundary conditions chosen, this inlet Mach number results 
in a normal shock at the center of the duct with the 
pressure ratio across the shock equal to 4.98. Scheme A 
with 
was used to move the grid points. The quantities p and x in 
Eg. 4.33 are the pressure and physical coordinate 
respectively. Figure 35 shows the pressure profiles 
obtained with and without an adaptive grid. The adaptive 
grid solution is once again far superior to the fixed grid 
solution. 
1^1 = IPÇI (4.32) 
where p is given by 
(4.33) 
0 < f < 1 
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Development Of Scheme B 
The results presented in the previous section were only 
for one-dimensional problems, where, a proper point 
clustering was sufficient to reduce dispersive error. In 
two and three spatial dimensions, clustering of points 
alone, in shock like regions, is insufficient to reduce 
oscillatory behavior. Ihe grid must fce shock aligned to 
produce oscillation free solutions. Scheme B was developed 
to yield discontinuity aligned grids. 
To describe the method we consider a transient problem 
in two dimensions where the physical coordinates are (x,y,t) 
and the computational coordinates are (C,n,T) • Consider a 
constant Ç line segment between two adjacent points £ and 
B in computational space as shown in Figure 36. let h be 
the dependent variable that shocks down in the vicinity of 
the line AB. Assume that a jump in h exists between points 
A and B. If the line AE is to align itself to the shock, it 
needs to rotate about its center 0. Be assume that this 
rotation results in grid point motion at every point in the 
flow field. If C is another point in the computational 
space, we define 
. ^ (4.34) 
n 
OC 
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where is the grid point velocity induced at the point 
C due to the large changes in h along the line SB, 
and I h I are the absolute values of the gradients of h at C 
' n 0 
in the Ç and n directions respectively, K and n are 
constants, is the distance between points 0 and C in 
computational space, and k is 1 or 2 depending on the 
direction of rotation and the position of point C with 
respect to point C. Note that Eg. 4.34 assumes that only 
one set of grid lines is allowed to align with the shock. 
The term results in grid velocities that die out 
quickly and hence, a grid that is only locally aligned to 
the shock. The term I^^IQ enhances the local nature of the 
grid distortion. The direction of rotation is clockwise if 
hç and are of opposite sign and anticlockwise if they are 
of the same sign. A clockwise rotation results in a 
negative (E^)^ for any point C above the point 0 and a 
positive for any point beloH the point Q. ®n 
anticlockwise rotation has the opposite effect on the sign 
of . Hence, k can be written as 
( 1  if sgn(h_/h )sgn(nf. - n^) < 0 
\ ^ ^ 0 C (4.35) 
V 2 if sgn(hç/h^)sgn(riQ - n^) > 0 
The grid velocity at any point is determined by 
algebraically summing the grid velocities induced at that 
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n 
M 
f 
Figure 36: Line segment AB in computational space 
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point by all the line segments in the region of interest. 
T h e  q u a n t i t i e s  a n d  ^ p h y s i c a l l y  
unrelated and hence, a scaling factor K is necessary to 
equate them. The factor K is chosen such that the velocity 
at any point does not exceed a preset maximum [|g |. .] . t 1J J inâx 
Hence, in order to calculate K, we calculate the total grid 
point velocity at every point assuming K = 1 and then 
calculate K as 
(«-36) 
t i,j calculated max 
The grid velocity at every point is now rescaled as 
^ i , j ^ r e s c a l e d  ^ c a l c u l a t e d  ( 4 . 3 7 )  
As the calculation proceeds, |h^| at every point in the 
shock region becomes smaller and hence K becomes larger. 
Convergence is assured if we prescribe a maximum valus for K 
as 
^max " "^initial (^.38) 
where a is some number greater than one. Theoretically, 
large values of a should result in very small values of |h^j 
in the shock region. In practice, very large values of a 
result in grid oscillations that die cut very slowly. It 
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should also te remembered that a shock is not necessarily a 
constant h line. The purpose of employing an aligning grid 
is not to generate constant h lines but to redistribute 
points so that a discontinuity in h occurs only along one 
set of grid lines. A value of a between 5 and 10 is 
sufficient to reorient grid lines to meet the above 
requirement. 
The effectiveness of the aligning grid scheme was 
evaluated by solving a unit problem. The unit problem 
consisted of a square region in which the dependent variable 
h was defined as 
h(x,y) = "I 
tanh[-ô(x - X (y))] 
1 + S B 
tanh(2) 
0 < X < 1 
(4.39) 
0 < y < 1 
where g is a constant and x^ is a function of y. Along each 
constant y line h increases monotonicaliy with more than 
0-964 of the total change in h along this line occurring in 
the region 
x^(y) - 6/2 ^  X ^  x^(y) + 6/2 (4.40) 
Thus, different kinds of shocks smeared over the region 
specified by Eg. 4.40 can ba obtained by choosing different 
functions x (y) . 
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The initial grid chosen was eguispaced with 21 grid 
points in each coordinate direction. Eguation 4.34 was used 
to calculate the grid point velocities. Figure 37 shows the 
results obtained when x (y) was defined as 
HI 
x^(y) = 0.6 - 0.2y (4. 4 1 )  
and for 3 = 0 . 2  • The grid in Figure 38 was generated with 
X (y) = 0.45 + 0.4y(l - y) 
(4.42) 
6  =  0 . 2  
and the one in Figure 39 was generated with 
X (y) = 0.5 - 0.15y 
™ (4.43) 
g  =  0 . 2  
The shaded areas in Figures 37-39 correspond to the region 
defined by Eg. 4.40. The alignment of the grid lines with 
the shock region is not very good close to the icandaries of 
the shock region but is excellent at the center of the 
region. This is because the absolute values of the 
gradients of h are maximum at the center, and, hence, near 
perfect alignment is necessary to obtain an almost constant 
h line. It can also be seen from Figures 37-39 that the 
grid distortion is a local phenomenon which dies out rapidly 
as we go away from the shock. The results obtained on this 
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unit problem provide encouragement for continued 
investigation. 
Results Obtained Dsing Scheme B 
To test the effect of scheme B on fluid flow 
calculations, the flow field due to a straight oblique shock 
in a uniform supersonic freestream was calculated. The 
region of interest was taken to be a rectangle. The 
calculation was performed with and without an adaptive grid. 
Figure 40 shows the exact location of the shock and the 
fixed grid which also serves as an initial point 
distribution for the aligning grid. The angle of 
misalignment between the shock and the grid lines is 20°. 
The freestream Mach number is 2.0 and the angle between the 
shock and the freestream velocity is 50°- This results in a 
pressure ratio of 2.572 across the shock. 
The time dependent inviscid equations of motion in two 
space dimensions are given by 
+ Hy = 0 (4.44) 
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where 
F = 
P 
pu 
pv 
G = 
pu 
2 
p + pu 
puv 
(e + p)u 
H = 
pv 
Puv 
^ 2 
p + pv 
(e + p)v 
(4.45) 
where p ,  e and p are the same as in Eg. 4.17, u is the 
velocity in the x direction and v is the velocity in the y 
direction. A transformation from the physical coordinates 
(x,y,t} to the computational coordinates yields 
+ H n  -  o  (4.46) 
Equation 4.46 was integrated in time using MacCormack's 
method with 19 grid points in the x direction and 7 points 
in the y direction. Equation 4.34 with the pressure p 
playing the role of h was used to determine grid point 
velocities. The converged grid is shown in Figure 41. Ihe 
distortion of the grid is once again seen to be a very local 
phenomenon. The alignment of the grid with the shock is 
apparent. Figures 42 and 43 depict the pressure 
distributions along the lines y = 0.208 and y = 0.0 
respectively. The solutions obtained with the aligning grid 
are far superior to those obtained with a fixed grid. 
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The second problem solved with the help of an aligning 
grid was that of a shocked flow through the two-dimensional 
duct shown in Figure 44. The surface of the duct was 
generated using the equation 
y = 0.25 + (y . - 0.25)x^ (4.47) 
exit 
with 
'exit = 
The inlet Mach number was 1.5. The exit pressure sas taken 
as equal to that pressure which would result in a normal 
shock at X = 0-5 in a one-dimensional calculation. Equation 
4.46 was integrated in time until steady state was reached. 
MacCormack's method with 20 points in the x direction and 7 
points in the y direction was used for the calculation-
Equation 4.17 with the pressure p replacing h was used to 
calculate grid speeds. Three point smoothing in the ç and n 
directions was used to eliminate the oscillatory tehavior of 
p before using p to drive the grid joints. Though some 
smoothing is desirable to obtain smoother grids, it was 
found that excessive smoothing could result in grid lines 
which are not truly aligned with the shock. This is not 
surprising since the grid is aligned using a nonexistent 
pressure distribution. 
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Figure 45 shows the converged grid obtained as a result 
of using the aligned grid. Figure 46 shows the pressure 
distribution along the axis of symmetry- The use of the 
aligning grid improves the pressure profile considerably. 
Figure 47 depicts the pressure distribution along the 
surface of the duct. The fixed grid and the aligning grid 
result in profiles that are approximately of the same 
quality. This is apparently due to an inadequate boundary 
condition procedure. A simple overwriting technique was 
used at this boundary. & characteristic boundary condition 
cannot be used because of the shock boundary interaction. 
The pressure ratio of the shock and the degree of 
misalignment can be increased b y  merely lowering the value 
of • Figure 48 presents results obtained for 
^exit 0.05 with the use of an aligning grid- It was not 
possible to obtain a solution with the fixed grid. Even 
lower values of y .^(y _ = 0.0) did not present any 
exit exit 
difficulties for the aligning grid. 
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Form Of Governing Differential Eguations 
In order to make calculations on a nonuniform grid, it 
is necessary to transform the equations of motion from 
physical coordinates to computational coordinates. 
Consider Eg. 4.44 
F + G + H =0 
t X y 
in the physical coordinate system. This set of equations 
could be transformed either as 
^ + Vt ^  + Vt + + Vy • ° 
or as 
where 
:  • (*-5°) 
Equation 4.48 is the chain rule form and Eg. 4.49 is the 
familiar Viviand form (24) of the transformed equations of 
motion. All the results in this paper were obtained using 
the chain rule form of the equations, iith a fixed grid, 
both, equations of the type Eq. 4.48 and those of the type 
Eq. 4.49 yielded solutions of the same quality. The 
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decrease in oscillatory behavior with the use of the point 
clustering and aligning schemes were possible only with the 
chain rule form of the equations. 
The results of applying scheme A to one-dimensional 
problems involving flow variable discontinuities were 
presented in this Chapter, fi reduction in dispersive error 
was demonstrated with the use of the point clustering scheme 
in the cases studied. An error analysis that explains the 
reduction in dispersive error was also presented. 
This Chapter also served to introduce a method of 
generating shock aligned grids. The aligning grid was used 
to solve the problem of a straight oblique shock in a 
uniform supersonic freestream and the shocked flow through a 
two-dimensional duct. Significant reduction in oscillatory 
behavior of the solution was demonstrated with the use of 
scheme B. The reduction in dispersive error makes possible 
the capturing of stronger shocks. Besults which could only 
be obtained with the help of an aligning grid vere presented 
for the case of the duct. The aligning grid solutions 
generally require 30% more computer time than those computed 
using a fixed grid- This increase in computer time must be 
weighed against the reduction in error and the potential for 
solving problems which are extremely difficult to solve on a 
fixed mesh. Unlike the point clustering scheme, the 
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aligning grid does not require any sophisticated error 
analysis and is quite robust and useful in its present form. 
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CHAPTEB 5. USB OP ACCOEilE BBBOB HEASUBES 
The results presented in Chapters 2-4 were obtained 
using error measures that contained only lower-order 
derivatives. The inaccuracy introduced in the calculation 
of the error due to the substitution of higher-order 
derivatives with lower-order derivatives resulted in 
inaccurate grids. The inaccuracy in the grid manifested 
itself in the form of excessive stretching or compressing of 
grid lines. Hence a point motion controlling scheme was 
required to prevent the above phenomenon. The point motion 
controlling schemes require the specification of an 
arbitrary constant which introduces a certain amount of 
empiricism into the adaptive grid procedure. 
Ideally, an adaptive grid procedure should net require 
the specification of arbitrary constants. An effort has 
been made in this Chapter to use the reguired higher-order 
derivatives in error measures and hence remove the need for 
arbitrary constants. The calculation of higher-order 
derivatives using the numerically obtained data almost 
always results in extremely oscillatory error measures which 
result in grid oscillations. This problem can be overcome 
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in two ways: by using a filter to smooth the error, or, by 
adding damping terms to the grid generation equations 
themselves. Results obtained using both these Techniques 
are presented in this Chapter. The grid equations 
containing the damping terms (scheme C) are given in the 
next section. The filtering scheme used to smooth error 
data was of the form 
= [Gj-1 + (5.1) 
in one dimension. In two dimensions, the smoothing was 
carried out line by line. 
Description Of Scheme C 
Scheme A was developed earlier and took the form 
(-Ct)i = KP (5.2) 
where 
and i is the point at which the velocity is being 
determined, K and n are constants, N is the total number of 
grid points, r. , is the distance between points i and j in 
^ > j 
the computational space (Ç,T) and e is the error. Scheme C 
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uses the following parabolic differential equation to move 
grid points in physical, space 
= KP (5.4) 
where K is a constant and P is as defined in Eg. 5.3. 
Equation 5.4 combines some of the best properties of scheme 
A and the elliptic grid generating scheme used by Thompson» 
Grid convergence for scheme A is achieved when K? tends to 
zero. In the case of scheme C, grid convergence is achieved 
as KP tends to the local value of £ 
XX 
The adaptive grid becomes an error reducing grid when 
fbe direction of point motion is determined by the local 
value of P. Hence, scheme C becomes an error reducing grid 
scheme when 
jKPli > whenever sgii(KP)sgn(Ç^^) = 1 (5.5) 
at every point. ?or P different from zero, this is possible 
for a choice of K that satisfies the condition given by Eg. 
5.5. This also suggests that for K = <» , the grids generated 
by Sgs. 5.2 and 5.4 should be identical. Figure 49 shows 
the transformations obtained with schemes A and C for 
u = [1 - exp(R(x - 1))]/[1 - exp(-R)] 
(5 .6 )  
R = 2 
and 
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e = uç 
The transformation obtained with scheme C can be seen to be 
approaching that obtained with scheme A as the value of K is 
increased from 0 to 2500. 
If the value of K is determined so that Eq. 5.5 is 
satisfied at every point, it is possible that the velocity 
at some point becomes very large and results in grid 
oscillations. Hence, a modified form of ?g. 5.4 is used 
instead to determine grid speeds. The modified form of 
scheme C is given by 
<5.7) 
where is determined as the smallest positive number such 
ttat Eg. 5.5 is satisfied. The constant is basically a 
scaling factor and is chosen so that the velocity at every 
point is smaller than or equal to some preset maximum. 
In two dimensions, scheme C takes the form 
St - Sxa + (yy - CP ,5. a, 
where P and Q are given by 
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M 
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î • " 
_&=i+i 
- I
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•\ 
(5.9) 
and r, n, N, M, and are the same as in Fg. 2.10. The 
modified form of ?gs. 5.8 is similar to the one-dimensional 
case and is given by 
«t = + y - V) 
\ - •'I'v + V - y 
(5.10) 
where and are determined as before. Once again, as 
tends to infinity, the product remaining constant and 
finite, the grids obtained with schemes A and C should be 
identical. Figure 50 shows the grid obtained with scheme A 
and 
u = [1 + X + x^] [1 + y + y ] 
e^ = u. 
e^ = u 
(5.11) 
The grid obtained with scheme C is shown in Figure 51 and 
can be seen to be very close to that in Figure 50. 
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équations 5.8 with K = 400 were used to generate the grid 
shown in Figure 51. 
To maintain the equivalence of schemes A and C as the 
constant in "Egs. 5.7 and 5.10 goes to infinity ( 
remaining finite), the quantities P and Q are determined 
using periodic boundary conditions and pseudo points outside 
the region of interest as in scheme A. For a constant n 
line the grid point velocities are calculated as 
+ S? 
(5.12) 
= 0 
A similar procedure is adopted for constant Ç lines. 
The major advantages of scheme C over scheme A are: 
(1) Oscillatory error measures can be used to drive the 
grid. 
(2) Smoother grids can be expected from scheme C since 
the grid satisfies a Poisson equation on 
convergence. 
(3) Any standard method which is used to solve the heat 
equation can be used to integrate Eqs. 5.7 and 
5.10. 
{H) Grid point motion can be speeded up considerably by 
using ADE or ADI methods to integrate 3gs 5.7 and 
5.10. The adaptive grid scheme can then be used to 
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Figure 50: Converged grid obtained with scheme A 
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"figure 51: Converged grid obtained with scheme C ,  K  =  400 
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generate grids for implicit methods which converge 
in very few steps. 
Scheme C also helps to make clear the role of the terms P 
and Q and their effect on point clustering- Hence, the 
construction of the functions P and Q to generate 
nonadaptive grids with the proper clustering of points in 
each region becomes a simple task. Ihe determination of the 
right values of E and Q to generate the required grid for a 
region has teen a mystery to quite a few researchers in the 
field. 
There are some problems associated with the use of 
scheme C and further research needs to be done before it 
becomes a completely reliable adaptive grid procedure. In 
order that the points always move so as to reduce the error. 
Eg. 5.5 has to be satisfied at every point. Consider a 
region where the error varies between very large and very 
small values. large values of are required to satisfy 
Eg. 5.5 in low error regions. It is found that values of 
above a certain limit tend to make the grid generation 
procedure unstable in spite of the scaling factor . Tor 
convergence, the value of needs to be frozen at some 
point in the calculation. It is possible that the freezing 
of may result in the damping terms dominating over the 
forcing terms P and Q in low error regions- This would 
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result in point motion in the error increasing direction if 
the damping terms and the forcing terms are of the same 
sign. Another problem arises when a very high clustering of 
points is required in a region. ïhe damping terms , 
and take on very large values when points are 
tightly clustered. The movement of any point results in 
very large changes in the damping terms and hence, gives 
rise to grid oscillations. It has also been found that in 
spite of the damping terms in Egs. 5.7 and 5.10, some 
filtering of the error is required to prevent grid 
oscillations. 
Host of the problems mentioned above are probably due 
to the grid advancement procedure involved and should give 
way upon further research. The major disadvantage of scheme 
C over scheme A is the extra computer time required to 
calculate the higher-order metrics. There would be no 
increase in computer time for problems where the grid 
changes constantly and the higher-order metrics need to be 
calculated for ether purposes. 
1 2 8  
Results 
Schemes ft, and C were first applied to the transient, 
linearized, viscous Burgers' equation in one dimension 
"t + "x = (5.13) 
with the initial conditions 
u(x,0) = 1 - X (5.14) 
and the boundary conditions 
u(0,t) = 1 
u(l,t) = 0 
This problem has the steady-state solution 
_ 1 - exp[Re(x - 1)] 
(5.15) 
" 1 - exp(-Re) 
Re = 1/y 
(5.16) 
Equation 5.13 was first transformed into the computational 
space (Ç,T) and then integrated in time until steady-state 
was achieved. HacCormack's method was used for the 
integration. The error measure used for this calculation 
was 
e = R(u^ .ç2) (5.17) 
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where R is a repeated application of the filtering scheme 
mentioned earlier. The results of the calculation for Re = 
10 are shown in "Figure 52. The reduction in error is 
apparent, the reduction in peak error obtained with scheme A 
being a factor of 2.5 and that obtained with scheme C being 
a factor of 4.0. A value of K of 1500 was used for the 
calculation with scheme C. 
The two adaptive grid schemes were then applied to the 
transient, linearized, viscous Burgers' equation in two 
dimensions 
"t + "x + "y = + "yy) (5.18) 
with the initial conditions 
u(x,y,0) = 4 - 2(x + y) + xy (5.19) 
and the boundary conditions 
ufa.l.t) . 1. ^
u(0,y.t) . 2 [l + : (5-2°) 
Re = 1/li 
T^te steady-state solution to this problem is given by 
130 
4.0 
o FIXED GRID 
• SCHEME A 
A SCHEME C, K = 1500 
en 
§ 
ai 
LU 
LU O 
en 
LU Q. 
0 . 8  0.4 
X, PHYSICAL COORDINATE 
Tigure 52; Comparison of errors. Re = 10 
131 
(5.21, 
The boundary conditions for this problem are different from 
those in 'Fg. 2.35 because of the problems encountered with 
scheme C on a constant u boundary. Equation 5.18 was 
transformed to the computational space (Ç.TIJT) and 
integrated in time until steady state was reached. 
MacCormack's method was used for the integration. The error 
measures used for the calculation were 
The results obtained for Re =10 are shown in figures 
53-58. nine points were used in each direction. The 
initial grid was always taken to be an eguispaced grid. 
Figure 53 shows the grid obtained vith scheme A and Figure 
51» shows that obtained with scheme C. The damping terms in 
Egs. 5-10 result in the difference in the curvature of the 
grid lines between Figures 53 and 54. â relatively small 
value of K (K = 70) was used for scheme C. The clustering 
2 2 
of mesh points however, is seen to be in the same region in 
both Figures. The grid obtained with scheme C is obviously 
smoother than that obtained with scheme A. Figure 55 shows 
the grid obtained with the error measures 
(5.22) 
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u = fu + (1 - f)[4 - 2(x + y)] (f = 0.05) 
The very low value of f indicates that a very small portion 
of the actual solution was used to generate the grid (a 
highly undesirable situation). 
Figures 56-58 show the errors obtained at various y 
stations. Tn all cases, the use of the third derivatives in 
conjunction with schemes A and C results in smaller errors, 
the maximum reduction in error being at the station y =0.75. 
Scheme A with a first derivative error measure does very 
poorly and in fact increases the peak error at two of the y 
stations. The results obtained with scheme A and first 
derivative error measures have been included for the 
specific purpose of demonstrating that the prevention of 
extreme stretching or compressing of the grid alone, is not 
sufficient to decrease error. The relative grid spacing 
must be in accordance with the correct error measure to 
produce good solutions. 
A description of scheme C and some of its properties 
were presented in this Chapter. A sore detailed study of 
the scheme is necessary before it can be used as a 
completely reliable adaptive grid procedure. The results of 
applying schemes A and C to the linearized, viscous Burgers' 
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figure 54: Converged grid obtained with scheme C 
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Figure 55; Converged grid obtained with scheme A 
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equation in one and two dimensions have also been presented 
in this Chapter. An increase in solution accuracy with the 
use of adaptive grids has been demonstrated. Higher-order 
derivatives were used in the calculation of the error 
measures which drive the adaptive grids- The use of these 
accurate error measures was found to remove the need for 
point motion controlling schemes. 
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CHAPTER 6. BSCOHHENDAÏIOKS EOS ÎDBTHER SÎOBÏ 
One frequently heard argument against the development 
of adaptive grids is that such procedures would become 
obsolete with the development of better solution methods and 
faster computers with larger memory capacities- This, 
however, is not true because the size and complexity of the 
typical problem attempted using computational methods will 
increase correspondingly and it will always be necessary to 
use mesh points as efficiently as possible. The fact that 
one does not always know where the large error subregions 
exist makes the development of adaptive grids all the mere 
important. Even if one did know where large errors were 
going to occur it would still not be possible to distribute 
the mesh points correctly without knowing the magnitude of 
the errors in the given region. The disastrous errors that 
sometimes occur as a result cf point spacing based on 
approximate error measures (gradient information) was 
demonstrated in Chapters 2 and 5. 
The primary goal of the present study was to develop 
methods to redistribute points based on some optimality 
condition. The requirements of such adaptive grid methods 
were given in the introduction. Two grid point clustering 
schemes (A and C) and one aligning scheme (B) have keen 
developed. Chapter 2 dealt with the development of scheme & 
and its application to Burgers' equation in one and two 
dimensions. In Chapter 3, scheme A was applied to more 
complicated fluid flow problems like the laminar boundary 
layer over a flat plate and inviscid supersonic flow over 
wedges and cylinders. Substantial increases in accuracy 
were found with the use of an adaptive grid. In Chapter 4, 
scheme A was applied to one-dimensional fluid flew problems 
involving flow variable discontinuities. In two dimensions, 
a grid that is aligned with the discontinuity is necessary 
in addition to proper point clustering to yield error free 
solutions. The grid aligning scheme was developed in 
Chapter 4 and applied to two-dimensional problems involving 
flow variable discontinuities. Dispersive error was reduced 
substantially in both, the one- and two-dimensional cases 
studied. The higher-order derivatives generally present in 
measures of local truncation error were replaced by lower-
order derivatives to produce the grids and results presented 
in Chapters 2-4. The inaccuracies introduced into the error 
measures by such substitutions necessitated the point motion 
controlling schemes which in turn required the specification 
of arbitrary constants. In Chapter 5, the required higher-
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order derivatives are calculated from the numerical data to 
estimate the local truncation error. The effect of the 
oscillatory tehavior exhibited by such error measures was 
overcome by using filters and by adding damping terms to the 
grid generation equations. The addition of damping terms to 
the grid equations results in scheme C. A description of 
scheme C and some of its properties was given in Chapter 5. 
The results of applying schemes â and C with the filtered 
error measures to the Burgers' equation in one and two 
dimensions were also presented in Chapter 5. A substantial 
increase in solution accuracy was demonstrated in both the 
cases studied. Point motion controlling schemes were not 
required to generate the grids and results shown in Chapter 
5. 
In an undertaking such as the present one, it is not 
possible to make a complete study of all the extensions and 
improvements that come to mind. Many years of research and 
many researchers would be required for such an effort. It 
is also, entirely possible, that other researchers will 
develop totally different schemes that do a better job of 
moving mesh points than the present schemes. However, 
schemes A, B and C are the first of their type and satisfy 
all the requirements of an adaptive grid that were mentioned 
earlier. These schemes have also performed very well and 
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yielded accurate solutions- Some of the extensions and 
improvements to the present schemes would be; 
(1) The development of better methods of estimating 
local and global methods. 
(2)  The development of scheme c and its application to 
more complicated flow regions. 
(3) The application of scheme A to fully three-
dimensional problems. 
(4) The extension of scheme B to three-dimensional 
problems and problems with intersecting 
discontinuities. 
(5) The development of time accurate adaptive grids for 
transient problems which do not have asymptotic 
steady-state solutions. 
Of these extensions, the most pressing need is fcr better 
methods of establishing local truncation error. The 
application of scheme A to three-dimensional problems and 
the extension of scheme B to three-dimensional regions and 
regions with intersecting discontinuities are also 
recommended for future study. The excessive computing times 
required for scheme C and the complexities involved in 
generating time accurate grids make these two extensions the 
most difficult to implement at the present time, and, hence, 
are least recommended for immediate research. 
^ n n  
The present study has shewn that it is possible to 
reduce the error in the final solution ky redistributing 
points so that the local truncation error everywhere in the 
region of interest is approximately the same. The facts 
that the grid speed equations can be derived from an 
optimality condition, and, that points can be moved to 
reduce error in the computed solution in a stable manner, 
are amply home out by the results presented in earlier 
Chapters. The extra computing time required to use an 
adaptive grid scheme has been a fraction of the total 
computing time in all the cases studied; thus, increasing 
the feasibility of such schemes. In conclusion, it can be 
said that the applicability of adaptive grid schemes to 
complicated fluid flow and heat transfer problems, and, the 
need to use grid points as efficiently as possible, are sure 
to make adaptive grids an integral part of finite-difference 
and finite element calculations. 
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