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I. I~TTRODUCTION 
It is well known by now that in certain improperly posed problems from 
partial differential equations, a continuous dependence of solutions on the 
data can be brought about by a suitable a priori restriction on the solutions 
to be admitted (cf. [l], [2]). Th ’ ‘d L 1 eas involved apply equally well to unstable 
problems of other types. In [3], it is shown that the Fredholm integral 
equation of the first kind can be treated in this way. The purpose of this paper 
is to establish that Volterra integral equations of the first kind can be incor- 
porated also and, moreover, the concepts involved lead to methods of 
approximating the solutions. 
Problems of determining the unknown coefficient in a partial differential 
equation often lead to Volterra equations of the first kind. Since the data 
in these problems are based on physical observations and therefore not precise, 
it is readily recognized that any equations involved must depend continuously 
on the data. This is even more imperative in certain mixed initial boundary 
value problems for hyperbolic partial differential equations in which the 
Volterra equation of the first kind cannot be converted to an equation of the 
second kind by the usual process of differentiating [4]. Even in those cases 
where such a conversion is possible, it is not desirable from a numerical 
point of view because of the inherent dangers in numerical differentiation of 
the data. 
2. STATEMENT OF THE PROBLEM 
Consider the Volterra integral equation of the first kind 
A(x, x(s)) = j-i IQ, s) z(s) ds = u(x) 
a (2.1) 
604 
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on a < x < b. This equation does not have a solution for every function u 
defined on [a, b] unless K and u are compatible. Even in this case, it is 
known that the problem is not well posed. Very little attention has been 
paid to the solution of this equation except when it can be converted to a 
Volterra equation of the second kind by differentiating: 
K(x, x) z(x) + 1: ; K(x, s) z(s) ds = I+). 
.” 
If K(x, X) f 0, we may divide by this factor to obtain an equation of the 
second kind. If K(x, x) = 0, one repeats the process as often as necessary 
to finally obtain 
g K-(x, x) x(x) = 1; g; K(x, s) z(s) ds = utn ‘1’(x), (2.3) 
where IZ is the smallest integer for which that order derivative of K does not 
vanish. If there is no finite n for which the nth partial derivative of K(x, s) 
with respect to x does not vanish, then one is forced to treat the equation of 
the first kind directly. It is apparent from (2.3) that the solution depends 
on the accuracy with which we can compute the derivatives of U(X); this may 
be very poor if u is only known from numerical values on a discrete set of 
points. For these reasons, we shall treat (2.1) directly. 
3. SOME VARIATIONAL PROBLEMS IN HILBERT SPACE 
We consider two function spaces, the space II of admissible data U(X) and 
the space Z of admissible solutions z(s). We assume that every u in I/’ deter- 
mines a unique z in 2 under the mapping A(x, z(s)) = U(N). We further 
assume that U and 2 are subspaccs of Hilbert spaces Hr and H, with inner 
products (ui , us) and ((zl , ~a)), respectively. Rather than define an inverse 
mapping to A whose continuity could then be investigated under suitable 
restrictions, we are going to proceed along the lines of the general principle 
alluded to in the introduction and impose an a priori bound on the norm of 
any element in 2. Such a restriction of x to a compact set is all that is needed 
to bring about continuous dependence on the data and is more easily inter- 
pretable in physically motivated problems wherein this Volterra equation 
of the first kind arises. We suppose that K(.Y, s) is continuous in each of its 
arguments separately on the square a < x < b, a .< s < b. For any continu- 
ous linear operator A from the space I$2 into the space HI and any u in 11r 
we define the real-valued function. 
E(z, u) = (AZ - II, AZ - u) f- a”(@, z)) 
for a real parameter 01. 
(3.1) 
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‘I‘hc problem to be considered is that of solving (2.1) for a continuous 
kcrncl K(.x, s) in the closed SC~LI~IX n s h, (I .s . /I by suitably dcscrib- 
ing a class % of admissible solutions in such a nay that they depend continu- 
ously on the data U(X). As pointed out by John in [2], the simplest type of 
restriction that will nork in many casts consists in imposing a bound on the 
solution (by use of a suitable norm) or on the solution and a finite number 
of its dcrivativcs. 
The behavior of z’(s) as LY - + 0 is considered in the next theorem. 
THEOREM 1. Let Z be the class of all z in II, such that ((z, z)) < C”for some 
constant C. I,et I;‘be the class of all U(X) such that u(x) := A(x, z(s)) for z in 2. 
For any a, Zet z”(s) minimize E(z, c) = (-4~ - z& AZ - J) T 2((z, x)). Then 
0) 2% c z; 
(Ii) E(.P, a) -+ 0 as a? --f 0; 
(iii) If 1(x is such that u”(x) = A(x, z”(s)), then I! ua - c /I < c&‘. 
(iv) If f in Z is such that A(x, s(s)) = c(x), then AzX + A??. 
PROOF. Compute E(P, ti): 
E(P, 22) =: (AZ7 - zi, AZ” - 22) + cq(P, 2”)) 
:, (-4.2 - I, Aa - 22) + cq(Tz, a)) = cs((Z, 2)). 
Thus, in particular, we have ((F, a”)) < ((5, 2)) and P E Z. Also, from 
E(.P, ti) < &a((~, a)), it follows that E(z~, G) + 0 as OL - 0. To prove (iii) we 
observe that 
!, 241 - J 112 = (A,?? - P, AP - 22) 
= E(z”, zz) - aqz”, 2”)) 
< E(z=, zi) < ar2C2. 
To prove (iv), we notice that 
(AP - AZ, AZ” - AZ) = 1111” - zi 112 < (UT2 
and hence Az” - AI -+ 0 as (Y -+ 0. 
THEOFUIM 2. Given E > 0, there exists S and (~0 such that for all (Y < 0~0 and 
all 1 for which 1, zi - n 11 < S we huwe II AP - AZ il < E, where f satisfies 
A.z = zi and 9 minimizes E(a, zi). 
PROOF. Let ua = A%“, AI = ii. Consider 
11 u” - zi 11 = 11 uoL - zi + 2i - ti I/ 
< il f.4’ - u’ Ij + 11 ti - Zi 11 e 
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We can make 11 ua - G jl < olC by virtue of Theorem 1 (using u’ in place of ti 
therein). Hence 
11 1” - zi 11 :g ac + 6, 
from which (Y” and 6 are easily computed, e.g., 6 = (c/2) and a,, z-7 (</2C). 
The next two theorems consider some instances in which it is possible to 
give equations which the minimizing elements P of E(z, U) must satisfy. 
Consider the case when Hi = Ha and the equation 
A*Az - A*u + a?z = 0 (3.2) 
can be solved, given any u E Hr , for a unique solution z = z,, E 13; . 
THEOREM 3. For any u E HI , there exists a unique z,, E HI which minimizes 
the functional (3.1) and which is determined by Eq. (3.2). 
PROOF. Let y be any element of I1r and compute 
E&i, +- Y, 4 = E(z, , 4 + (AY, AY) + qY,Y) + q453 - 4 Ay) + 2+,, y) 
= E(z, 3 4 + (AY, AY) + ~YY,Y). 
Thus E(z, + y, u) > E(z, , u) for any y f 0, and z0 is the unique element of 
HI minimizing the functional E(z). 
Another important case to consider is when z E H, implies z E HI and the 
inner products on H, and HI satisfy 
K? YN = (Bz, Y) (3.3) 
for some linear operator B from Hz into HI . In this case, we assume that the 
equation 
A*Az - A*u + a2B.z =O (3.4) 
can be solved uniquely for Z, E H, for any u E HI . 
THEOREM 4. If(3.3) is satisjed by the inner product on H, , then for any 
u E HI there exists a unique z,, E H, which minimizes the functional (3.1) and 
which is determined by Eq. (3.4). 
PROOF. Let y be any element of H, and compute 
Ek, + Y, 4 = E(zo , 4 + (AY, AY) + a2((y, Y)) 
+ 2{(A*Aq, - A*u, y) + a2(Bz, y)}. 
Hence E(zO + y, u) > E(zO , u) for all y E H2 for which y f 0, and thus zs 
is the unique minimizing element of E(z, u). 
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4. APPLICATIONS OF THE VARIATIONAL EQUATIOM TO THE SOLUTIOXS 
OF VOLTERRA EQUATIONS OF THE FIRST KIND 
Consider the equation 
A(x, z(s)) = j’ K(x, s) z(s) ds = u(x) 
a 
on a < x < b, where K(x, S) is continuous in the square a < x < b, 
a < s < b. We will assume that U(X) belongs to the Hilbert spaceL,[u, b] with 
inner product 
(u, PI) = j”. u(s) w(s) ds. 
If we let U correspond to &[a, b] and also 2 = U, then we have the 
situation in Theorem 3. Namely, if (3.2) has a unique solution z,, then the 
functional 
J.h [A(x, z(s)) - u(x)]” dx -:- s” a2zz(x) dx = Ii@, u) (4.3) 
-a 0 
is minimized. The operator A* in (3.2) is given, of course, from the relation 
(AZ, Y) = (2, A*y), 
which for the Volterra integral operator is easily computed: 
(Az, y) = j” j” K(x, s) z(s) y(x) ds dx 
a R 
.b b 
Yz JI K(x, s) y(x) z(s) dx ds 
thus 
= (2: i*y,, 
A*y = j” K(x, s) y(x) dx. 
R 
By substituting (4.4) into (3.2), we obtain 
(4.4) 
j”I” K(x, s) K(x, t) z(t) dt dx - j” K(x, s) u(x) dx + (Y%(S) = 0. (4.5) 
8 la x 
If the order of integration is changed in the double integral in (4.5), the 
following equation is the result: 
j’j” K(x, s) K(x, t) z(t) dx dt + s”/” K(x, s) K(x, t) z(t) dx dt 
a 8 s t 
- 
$ 
b K(x, s) u(x) dx + &z(s) = 0. (4.6) .9 
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Define 
K,(s, 1) + jb K(x, s) K(x, t) dx, 
K~(~, t)= jb +, s) +, t) dx, 
t 
K&) E 1” K(x, s U(X) dx 
- s 
and substitute into (4.6) to obtain 
j’ &(s, t) z(t) dt + jb K2(s, t) z(t) dt - I&(s) $ a%(s) == 0. (4.7) 
a .s 
Although (4.7) app ears to contain “Volterra type” integrals, it is really a 
Fredholm integral equation of the second kind with a continuous kernel! 
Indeed, since K1(s, t) = K,(t, s), we may rewrite (4.7) as 
f K2(t, s) z(t) dt + fb K,(s, t) z(t) dt - l’&(s) + &z(s) == 0. (4.8) 
a * s 
Now define 
K*(sP 4 = q, q I 
K& 4 a<t<s 
s<t<b 
and observe that K*(s, t) is continuous, even on the line s = t. We then 
employ K*(s, t) in (4.8) to obtain 
s 
b 
K*(s, t) z(t) dt - I&(s) + a%(s) = 0. (4.9) 
(1 
Upon dividing through by 2, (4.9) is a Fredholm equation of the second 
kind, 
I 
b 
- --$ K*(s, t) z(t) dt = x(s) (4.10) 
a 
Equation (4.10) will have no solution, or at best no unique solution, if the 
homogeneous form (with 3&(s) replaced by zero) has a nontrivial solution, 
that is if X = 1 is an eigenvalue of 
x b 
I 
- f K*(s, t) z(t) dt = x(s). (4.11) 
l7 
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Furthermore, if there is an cigenvalue close to 1, the nonhomogeneous pro- 
blem will bc somewhat ill-conditioned and it will be diffkult to obtain 
accurate solutions from the numerical point of view. 
The preceding discussion was for a fixed value of ;2. \Ve arc free to adjust 
the value of this parameter hot\ever and a glance at the equation 
f j:-- R*(s, t) z(t) dt : z(s) 
reveals that in the case where (4.12) possesses denumerably many singular 
values, we must not make iy. too small since the singular values have no finite 
limit point. 
We can improve upon the results of Theorem 1 in this application as 
follows: By virtue of Theorem 3, the solutions xl of (4.7) minimize E(z, C) 
as given by (4.3). Thus, according to Theorem 1, AP + Aa where % is the 
solution of AZ = c for given d. But from the fact that 
j’ K(x, s) x+) ds + J” K(X, s) z(s) ds, 
a a 
(4.13) 
it follows easily that P(S) --f Z(S) for all s on [a, b]. 
The most important result in the present application is the continuous 
dependence of the solutions of (4.7) or equivalently of (4.9) on the data. 
The proof of this fact is based on Theorem 2 and the particular operator A: 
II AG= - Aa (i2 = j”, rj”, K(x, S) [Zsa(S) - I] dS1* dx ~ ~~ (4.14) 
for 6 and 01 sufficiently small. But this means that the quantity 
( j: K(x, s) b=(s) - WI ds ( 
must be small for all x and this in turn means that 1 zaoL(s) - Z(s) j is small 
for all s. 
If we let U correspond to &[a, b] and let 2 correspond to the space W1m2 
consisting of all functions Z(S) which belong to &[a, b] and whose first 
derivatives Z’(S) belong to L,[a, b], the inner product is 
(c% 9z2>) = (4 ,a + (% ,2s) (4.15) 
where (,) is the inner product in L, . 
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If we restrict our attention to those z satisfying a’(a) = ~‘(6) = 0, then 
= (21 - 4, 4, (4.16) 
where integration by parts establishes (a; , zi) = (- z; , za). Thus, we have 
the situation in Theorem 4 with Bz = z - z”. It follows that if solutions 
Z”(S) of 
jb 1” K(x, s) K(x, t) z(t) dt dx - j” K(x, s) U(X) dx + &z(s) - a%“(s) = 0 
b’ n s 
(4.17) 
or 
i 
b K*(s, t) z(t) dt -- I&(s) T a2 ~z’s) - f$ (s)j = 0 (4.18) 
n 
exist, then these functions minimize E(z, U) given by 
E(z, u) = jb [A(x, z(s)) - u(x)]’ dx +-- ~9 1” [z’(x)]~ dx + ci* 1’ z’(x) dx. 
a a a 
(4.19) 
REMARK. It is easy to show that if 
E(2, 24) =jb [A(x, z(s)) - u(x)]” dx + a* jb p(x) 22(X) dx 0 (I 
+ a* j”, K(x) x’*(x) dx, (4.20) 
then the function P(S) which minimizes (4.20) is given by the solution of the 
equation 
j; K*(s, t) x(t) dt - KS(s) + a2 /p(s) z(s) - $ (K(s) $1 = 0. (4.21) 
Concerning Eq. (4.21), we show that it has a solution Z*(S) for any a + 0 
by reducing it to the Fredholm integral equation of the second kind 
z(s) = - f jb G(S, 4) 1 [” K*(& t) z(t) dt - K&)[ dt 
n *a 
(4.22) 
or 
z(s) = j” - f 1 jb G(s, 5) K*(5, t) dt/ z(t) dt - f jb W, 5) Q!) dS, 
la Q a 
(4.23) 
where G(s, 4) is Green’s function. 
612 SCHM.IAEL)EKE 
The solutions of (4.18) depend continuously on the data u(x) as is seen by 
using Eq. (4.14). 
Equation (4.21) is treated in [5] whcrc equations of the form 
I 1 K(x, y)f(y) dy = P,,(x) tf(x) .-- f F,.(.+f(“(4, 
t=1 
withf(“)(.r) the ath derivative off(a), are considered. 
5. CONCLUSIOM 
The Volterra integral equation of the first kind (2.1) is known to be 
unstable in the sense that the unknown function appearing in the integrand 
does not depend continuously on the data U(X) unless suitable restrictions 
are made on the admissible class of solutions. One such restriction is to 
require that the admissible solutions lie in a closed ball in the Hilbert space 
La . In this case, the problem is reduced to the finding of solutions for a 
Fredholm integral equation of the second kind. These solutions depend 
upon one real parameter ~11 and as 01 approaches zero, the solutions .P of the 
Fredholm equation approach the solution of the Volterra equation. The 
solutions of the Fredholm equation depend continuously on the data u and, 
hence, for sufficiently small values of the parameter a:, the solutions P 
represent stable approximations to the desired solution of the original 
Volterra equation of the first kind. The stability referred to is, of course, the 
result of the aforementioned restriction. 
Another restriction considered is that of requiring the admissible solutions 
to lie in a closed ball in the Hilbert space W2. In this case, the problem is 
reduced to the finding of solutions for an integral equation of the type 
f 
b K*(s, t) z(t) - K,(s) $ Lx2 /P(S) z(s) - $ p&o $)I = 0. (5.1) 
a 
This equation has been treated in the literature, e.g., Fox and Goodwin [5] 
have considered an equation which includes (5.1). As in the previous case, 
the solution z* to (5.1) represent stable approximations to the solutions of 
the original Volterra equation of the first kind. 
It is concluded therefore that approximating solutions to Volterra integral 
equations of the first kind may be found by utilizing what may be termed 
classical solutions to certain associated Fredholm equations of the second 
kind. In mentioning Ref. [5], we have named but one of a long list of pertinent 
methods for treating Fredholm equations of the second kind. The interested 
reader can easily find the trail. 
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