The three-dimensional image-reconstruction problem solved here for optical-sectioning microscopy is to estimate the fluorescence intensity A(x), where x E &3, given a series of Poisson counting process measurements {Mj(dx)}jL,, each with intensity Sj(y) fq,3pj(y I x)A(x)dx, with pj(y I x) being the point spread of the optics focused to thejth plane and sj(y) the detection probability for detector pointy at focal depthj. A maximum a posteriori reconstruction generated by inducing a prior distribution on the space of images via Good's three-dimensional rotationally invariant roughness penalty fR3 [IAA(x)I 2/A(x)]dx. It is proven that the sequence of iterates that is generated by using the expectation maximization algorithm is monotonically increasing in posterior probability, with stable points of the iteration satisfying the necessary maximizer conditions of the maximum a posteriori solution. The algorithms were implemented on the DECmpp-SX, a 64 64 parallel processor, running at <2 s/(64 , 3-D iteration). Results are demonstrated from simulated as well as amoebae and volvox data. We study performance comparisons of the algorithms for the missing-data problems corresponding to fast data collection for rapid motion studies in which every other focal plane is removed and for imaging with limited detector areas and efficiency.
INTRODUCTION
Optical-sectioning microscopy (OSM) is proving to be a powerful tool for three-dimensional (3-D) visualization of living and fixed biological specimens. In computation OSM (COSM)," 2 images that are based on conventional fluorescence microscopy are acquired in a series of focal planes that span the specimen. This entails the reduction of out-of-focus light via image-restoration procedures that are based on the knowledge of the microscope's pointspread function and on the statistics of the detector array.
Previous research has examined both the point-spread function for the CCD/optical system that is currently in use in the biology department at Washington University 3 and a regularized linear-least-squares (LLS) estimation algorithm 4 for the image reconstruction.
The pointspread and data-collection models are based on Gibson and Lanni's work,' which accounted for nonparaxial imaging (including the effects of coverslip thickness and refractive index), depth within the specimen, and the detector characteristics. 6 The LLS method is based on a linear, shift-invariant model for the optical-sectioning image formation and accommodates the ill-posedness of the imagereconstruction problem because of the singularity of the optical-transfer characteristics. The method is based on Joyce and Root's 7 precision gauge formalism. The power of the reconstruction algorithm is its simplicity in implementation inasmuch as the pseudo inverse solution may be computed in one step by using fast Fourier transforms (FFT's). This method is currently being used routinely in several biology laboratories throughout our University.
In this paper we focus on a new class of iterative algorithms that are computed by using the expectationmaximization' (EM) algorithm. The advantage of the new iterative approach is that, in abandoning the requirement for linear inverse solutions, the multiplicative-noise properties that are more appropriate for the fluorescence emission and CCD detection (see Snyder et al. 9 in this issue) can be directly incorporated. The LLS solution is only the maximum-likelihood (ML) slution when one assumes that the noise is Gaussian and does not follow the mean and that the known positivity constraint is relaxed. For Poisson counting process models of image formation this certainly does not hold because the ML and maximum a posteriori (MAP) estimates require the solution of a nonlinear equation, one that has received a great deal of attention in the emission tomography literature. 4 but at the expense of computation time. We choose to generate the MAP estimates by using the EM algorithm because of its guaranteed monotonic cost properties, i.e., the posterior probability is guaranteed to increase. For the one-dimensional (1-D) problem, Holmes"" 6 demonstrated an EM algorithm for image reconstruction in this setting. The work we present here proceeds in the same spirit, by extending it to the threedimensional (3-D) setting and introducing a Markov random-field prior to extending the ML estimation problem to the MAP estimation problem.
Concerning the computational issues, the advent of the massively parallel processor class of single-instruction multiple-data (SIMD) architectures is promising implementation speeds for highly structured deconvolution problems such as these, which are orders of magnitude faster than conventional RISC workstations. We have demonstrated previously in emission tomography 2-D and 3-D EM algorithms with staggering speeds on the SIMD class of processors.' 7 -20 By extending these previous results to the 3-D OSM problem we now demonstrate that each iteration of the EM algorithm for generating the MAP solution (requiring two 3-D convolutions, several 3-D multiplies, and several 3-D divides) runs at <2 s/64', 3-D iteration and <13 s/128', 3-D iteration on a 64 64 DECmpp SIMD array. This offers a new opportunity for the routine solution of highly nonlinear problems such as that arising in the COSM arena.
For choosing the prior on the space of image intensities, we use Good's l-2' now-celebrated rotationally invariant roughness measure. This roughness measure is sensitive to gradients in the image reconstruction in places where the signal-to-noise ratio (SNR) is low and permits rapid changes in places where the data support it. The roughness measure induces a nearest neighbor in 3-D Markov random-field prior, which necessitates the solution of a MAP estimation problem. We extend the EM algorithm in a straightforward manner to the MAP problem and demonstrate that fixed points of the algorithm satisfy the necessary maximizer conditions of the posterior distribution.
STATISTICAL IMAGING MODEL
Our data-acquisition system for 3-D fluorescence microscopy emulates that designed by Sedat and Agard of the University of California. 2 4 We assume that the data from the fluorescence optical-sectioning microscope consists of a set of j = 1,2,.. ., J images, where each image corresponds to data that are collected at a different focal depth of the microscope. The specimen that contains tracer fluoresces when it is illuminated with light, and the resulting measured data are the photons that have propagated from the specimen through the optical system of the microscope to the CCD detector. Assuming that the 3-D specimen emits light incoherently, the microscope may be modeled as a linear system, 2 5 26 with the photons being detected only after they have undergone random translations as a result of the microscope's point-spread function. The point-spread function that is associated with the microscope when it is focused on the jth plane, denoted as pj(y I x), is the conditional probability density that a photon which is emitted at point x E QR' is detected at point y E X, the detector. Because there are J separate measurements, with each focusing-measurement interval assumed to be 1/J of the total emission time, we normalize the point spread so that fa pj(y I x)dy = 1/J
A. Point-Spread Function
Much research has been performed on the understanding and characterization of optical systems. Gibson and Lanni' recently reviewed theoretical models for the pointspread function and also developed their own model. We experimentally obtained the point-spread function that we use throughout this paper by imaging a small fluorescent point-source bead. Figure 1 shows the x-y and x-z slices through the measured bead point-spread function. Here we adopt the convention that the x-y plane is parallel to the detector array Xb, and the z dimension indicates depth in the specimen. The point-spread function is much broader along the z direction than along the x or y direction.
B. Likelihood Model
For COSM the set of measurements and associated statistics are determined by the physics of the data collection. Based on the description of the CCD photodetector array 2 7 and the statistical model developed by Snyder et al., 9 the set of measurements {Mj(dy), y E 2} at each of the j = 1,.. ,J focal depths, is modeled as the superposition of three processes Mj(dy) = Mjobi(dy) + Mjback(dy) + G(dy), (1) where MYb(dy) is a Poisson-distributed random variable with intensity AJy), which is due to specimen fluorescence, Mjback(dy) is a Poisson-distributed random variable, which is due to random photoconversions and exterior background, and G(dy) is a term that accounts for the continuous-noise process that is present in the on-chip amplifier. For the cooled CCD OSM camera that we used in all these experiments, the on-chip amplifier noise is virtually zero and is ignored. It is assumed that the contribution to the measurements of the background term is much smaller than the object fluorescence and hence is suppressed. Then the intensity of the jth measurement resulting from the object fluorescence becomes gj(y), determined by the optical point-spread function that is associated with each of the j = 1, 2,.. .,J focal planes. Assuming that the measurement errors are random translations from the emission points x E R' to the measurement points y E 6, with density being independent from point to point, then, as proven in Ref. 28 , the resulting measurement process is Poisson with intensity uj (dy) =fJ pj(y I x)A(x)dx, (2) with A(x) being the intensity of fluorescence defined over the 3-D intensity space x E oR'. The Poisson log-likelihood L(A) of the set of measurements {Mj(dy)}Jj s becomes 
C. Missing Data Resulting from Finite and Imperfect Detection
Owing to the large point-spread functions that are associated with the OSM, the finite detector size results in truncated, or windowed, sets of measurements. Also, most CCD detectors are not perfect and suffer such artifacts as nonuniform quantum efficiency, inoperative pixels, and charge-transfer inefficiency. These artifacts are incorporated into the data-collection model by assuming that each photon is independently deleted (detected) with probability dj(y)[sj(y) = 1 -dj(y)], where y E 2. This also permits the accommodation of missing focal planes by defining sj(y) to be zero for planes that are not collected. The
MAXIMUM A POSTERIORI IMAGE ESTIMATION A. Good's Roughness Prior
Having formulated the likelihood of the data, we now establish a prior for image reconstruction. As emphasized by Grenander, 2 " in ML problems such as these the parameter space Ll (positive, finite, measurable functions) is too large, resulting in estimators that are inconsistent. It is well known in the emission tomography literature 3 0 that this artifact manifests as a noise or speckle artifact that increases as one attains the maximizer of the likelihood. This is fundamental to the unconstrained density estimation problem because the ML estimate is essentially a set of delta Dirac functions that are centered over the data points. This is precisely the dimensional instability of Tapia and Thompson," i.e., as the pixel lattice grows finer, these artifacts exhibited by the ML estimator worsen. Grenander proposes maximizing the likelihood over a constrained subspace, with the subspace growing as sample size grows so that consistency is obtained. This is Grenander's method of sieves.
We can constrain the space by describing the intensity with the use of Markov random-field priors that are induced by imposing Good's roughness penalty on the continuum. As suggested by Good, 2 -23 the roughness of a distribution may be measured by determining the difficulty of discriminating it from a shifted version of itself and is quantified in terms of the amount of information associated with the process of discrimination. One may formulate another view of the roughness measure by examining the detection limit of the position of a waveform of known shape with unknown position. Assuming that the pulse is of unknown position over the observation interval, the Cramer-Rao mean-squares error bound (inverse Fisher information) on the position of the waveform when given Poisson data is inversely related to Good's roughness measure. Viewing the position uncertainty as a measure of resolution, the introduction of Good's penalty becomes a direct trade-off between smoothness and the resolution in the reconstruction. This is derived as fol- 
where r is the unknown shift length along direction j(0, (p). The Fisher information of the position parameter r be-
For
The roughness measure is sensitive to rapid changes in A on sets of large-measure scaling inversely with the size of the intensity.
Remark 1
For all the experiments that follow, the reconstructions are performed on 64', 128', 256' lattices. With forward differences used to approximate the gradient, the penalty induces a random-field prior with potential
The resulting neighborhood structure becomes
The regularization introduced by Grenander's sieves is analogous to Root's precision gauges for the LLS solutions of Preza et al. 4 There consistency is obtained by permitting the dimension of the eigenspace over which the reconstruction is performed to grow so that the mean-squares error converges to zero with increasing sample size.
B. Maximum a Posteriori Estimator
The roughness is introduced into the estimation as a penalty that is added to the Poisson log-likelihood. On the discrete lattice on which all the experiments are performed, the resulting posterior distribution is maximized to generate the MAP estimate of A(x). The potential H(A) = L(A) a E(A) in the continuum becomes where a 2 0 is a Lagrange multiplier that determines the roughness in the resulting reconstruction. As shown previously,' 9 the variance and resolution of the reconstruction decrease monotonically as a increases. We chose a to give a desired variance and resolution in all the reconstructions.
C. Expectation-Maximization Algorithm
The iterative algorithm that we used to maximize the posterior is the EM algorithm. As noted by Dempster et al. ' and as shown by us previously in the context of emission tomography,' 7 " 8 one can iteratively generate stable points that satisfy the MAP conditions by using the EM algorithm as follows. First, to generate the k + 1st iterate A(k+l), the EM algorithm is run to generate the unconstrained ML estimate by using A(k) from the previous iteration. Then the complete-data log-posterior is maximized. This gives the following theorem.
Theorem 1
The sequence of iterates {A(°), A) .. .} that is generated according to 
Proof
See Appendix A for the proof.
RESULTS

A. Implementation and Timing
The algorithm was implemented on two SIMD machines, a 64 X 64 DECmpp 12000/SX and a 128 X 128 Masspar.
For the simulated and the amoebae data 1283 convolutions were performed for which the 64 X 64 DECmpp machine was adequate. For the volvox data 256' convolutions were performed, which required the use of the 128 x 128 Masspar. The most computationally intensive part of the EM algorithm is computing the expected value of the complete data according to Eq. (A3) (see Appendix A), which involves several operations. First the previous estimate is convolved with the point-spread function, then the data are divided by the result of the convolution, and then they are correlated with the point-spread function, with a final correction term being added to account for the missing data. This result is then multiplied by the previous estimate. Finally 50 iterations of gradient ascent are run to generate the argument maximum of Eq. (9) for enforcing the Good's roughness prior.
The convolutions are by far the most computationally intensive operations and are calculated by using FFT's. Owing to the circular convolution properties of the FFT, the sum of the size of data plus point spread determines the FFT dimension. For example, convolution of a 963 data array with a 323 point-spread function requires two 1283 FFT's. Table 1 shows the times that were taken for each of the 643 and 1283 complex 32-bit FFT's calculated on the DECmpp. To evaluate the performance of this algorithm a computer simulation was implemented to model the OSM camera. A 3-D phantom of -16 Aum was constructed. Two translated Poisson point processes at different intensities were generated to simulate high-and low-fluorescence conditions (high and low SNR). The experimental point-spread function for a 10OX 1.3-N.A. lens was used. For the highfluorescence conditions the point process had an average intensity of 1000 counts/voxel; at low fluorescence the point process had an average intensity of 100 counts/voxel. For implementation, the entire model and algorithm were discretized to a grid of 643, which represented a pixel size of 0.4 ,.m. Two different experiments to simulate incomplete data were conducted. In the first experiment a finite CCD detector was simulated by truncating the data to a subwindow of only 503. In the second experiment we simulated fast data collection that corresponded to the deletion of every other focal plane. Figure 2 shows a 3-D phantom that was created to be a peanutlike phantom with a pseudopod. Figure 3 presents x-z cuts through the 3-D data set, with Fig. 3(a) showing the phantom slice, Fig. 3(b) the high-SNR data, and Fig. 3(c) the low-SNR data. The profound blurriness of the data is a result of the optical-sectioning point-spread function. The speckle effect is caused by the Poisson nature of the fluorescence at low intensities. Figure 4 shows x-z slices through the 3-D MAP reconstruction algorithms for a = 0.1 (left column) and the unconstrained ML estimate (right column) after 200 iterations of the EM algorithm. The top row displays the reconstructions that correspond to the high-SNR data, column), with the speckle or noise artifacts showing up in the unconstrained ML reconstruction (right column). Figure 5 demonstrates the importance of accommodating, in the likelihood model, the missing-data component that results from finite detector size. Data were simulated by truncating the measurements that we regenerated from the 643 phantoms to a detector plane of only 502 pixels. This corresponds to the real data-collection case in which only a finite data window is taken from the entire measurement space: C R'. Two algorithms were run. The first algorithm corresponds to the assumption that the actual counting processes outside the 502 detector were zero. The second assumes that the counting processes outside the detector are unknown but that the detector efficiency sj(y) = 0 for y 502. The first scenario corresponds to maximizing the likelihood of Eq. (3) with M(dy) = 0, where y 6, and the second corresponds to maximizing Eq. (4) with s(y) = 0, where y v 2b. Figure 5(a) shows the MAP reconstruction that corresponds to Eq. (3), which does not take the windowing into effect. The profound edge artifact that is introduced by the finite Figure 6 demonstrates the effect of missing data that is associated with sampling every other focal plane. Figure 6(a) shows the x-z cut through the data set, demonstrating the missing slices. whereas the bottom row shows those that correspond to the low-SNR data. The two reconstructions are at the (a) (b) same level in the specimen as those shown in Fig. 3 . The  Fig. 6 . x-z slice (a) through the data associated with the deletion increased structure is evident in the reconstruction (left of every other focal plane and (b) through the MAP reconstruction. 
Volvox
Multicellular organisms develop as the result of the division of a single progenitor cell, such as a fertilized egg. However, little is known of the actual mechanics that establish the position and angles of such divisions. 32 Recent advances in the field of immunohistology have provided tools to label specific components of the division apparatus, such as the nucleus and the filamentous structure known as microtubules and microfilaments. Working on a simple multicellular alga, Volvox carteri, our collaborators R. M. Keeling and D. L. Kirk are visualizing changes in the internal cell (cytoskeletal) structure during the division process from the first division onward. 32 33 With the use of the optical-sectioning microscope, data are collected from fixed, and thus dead, volvox embryos at various stages of development. Typically this involves the collection of 128 planes, each of pixel dimensions 128 X 128, by focusing through an embryo at a step of 0.3 Am.
Plate I presents results from a 32-cell volvox embryo that was fixed during the division stage known as metaphase. The left column shows two of the 128 slices through the 3-D data set. The right column shows corresponding slices through the 3-D MAP reconstructions for a = 0.001. The bright fluorescent dye DAPI, used for staining the chromosomes, manifests as discrete bright spots. The overall shape of the embryo is evident by the nonspecific background staining.
APPENDIX A: PROOF OF THEOREM 1
We apply the method given by Dempster et al. 8 One begins by defining the complete-and incomplete-data spaces. Let the complete data be N(dx) and all the random translations from the emission points to the detection points, where x E AR', be the emission process. Let the incomplete data be the data that were collected in the detector space {Mj(dy)y E 2}j'~,. Writing the complete-data logposterior that suppresses all the terms that are not a function of A gives
The E step involves taking the expectation of the completedata log-posterior, which yields
where E{N(dx) M, A(^)} is the conditional mean of the complete data after being given the incomplete data and the estimate Ak). From theorem 3. 
8T(A; -q) = lim T(A + e7n) -T(A)
Taking the variation with respect to perturbations in the square root gives the Gateux differential of the completedata log-likelihood as completes the proof that stable points of the EM algorithm satisfy the maximizer conditions of the log-posterior.
