A nonnegative matrix A is called primitive if A k is positive for some integer k > 0. A generalization of this concept to sets of matrices is as follows: a set of matrices M = {A1, A2, . . . , Am} is primitive if Ai 1 Ai 2 . . . Ai k is positive for some indices i1, i2, ..., i k . The concept of primitive sets of matrices is of importance in several applications, including the problem of computing the Lyapunov exponents of switching systems. In this paper, we analyze the computational complexity of deciding if a given set of matrices is primitive and we derive bounds on the length of the shortest positive product.
I. INTRODUCTION
A n × n nonnegative matrix A ≥ 0 is said to be primitive if A k > 0 for some positive integer k. It is well-known (see [6] , Corollary 8.5.9) that this is the case if and only if A n 2 −2n+2 > 0 and so the primitivity of a matrix is easy to verify algorithmically. A straightforward generalization of the concept of primitive matrix to sets of matrices is the following [13] 1 : A set of nonnegative matrices M = {A 1 , A 2 , . . . , A m } is said to be primitive if A i1 A i2 . . . A i k > 0 for some indices i 1 , i 2 , ..., i k ∈ {1, ..., m}.
The property of primitivity of a set of matrices is important in several applications. In particular, its presence enables one to use efficient algorithms for the computation of the Lyapunov exponent of a stochastic switching system. Given a finite set of matrices M ⊂ R n×n , one can define a stochastic switching system as:
If each of the matrices in M appears in the above equation with equal probability at every time k (this assumption can 1 The terminology used there is "almost primitive" rather than the "primitive" that we use here. easily be relaxed to more general stochastic systems), the Lyapunov exponent of the switching system is defined by the following limit formula λ = lim
The Lyapunov exponent characterizes the stability of the switching system with probability one. More precisely, one has the following theorem:
Theorem I.1. [4] Suppose that the sequence A t of matrices appearing in Eq. (1) is i.i.d. Then, x t converges to zero with probability one if and only if λ = lim
and moreover, with probability one, we have
While the Lyapunov exponent λ is very hard to compute in general [16] , it turns out that in the particular case of primitive sets of matrices, efficient algorithms can be obtained [9] - [12] .
In this paper, we study the problem of recognizing primitivity and related problems. Given a set of n× n nonnegative matrices M = {A 1 , . . . , A m } one would like to determine, efficiently if possible, whether or not M is primitive. This is closely related to the problem of bounding the length of the shortest positive product of matrices from M, which we denote by l(M). Indeed, upper bounds on l(M) immediately translate into algorithms for checking primitivity by simply checking every possible product of length l(M).
We show in Section II that recognizing primitivity is decidable but that it is NP-hard to decide as soon as there are three matrices in the set. Primitivity can be decided in polynomial time for one matrix and so we leave the computational complexity of the case of two matrices unresolved. We also show in that section that the shortest positive product may have a length that is exponential in the dimension of the matrices, even with a bounded number of matrices in the set.
While these results demonstrate that the problem of checking primitivity is intractable in general, the problem may become tractable under additional assumptions on the matrices. We consider in Section III the special case of matrices that have no zero rows nor zero columns and we provide a combinatorial proof that primitivity can then be decided in polynomial time. This resolves an open question of Protasov and Voynov [13] , who provided a combinatorial polynomial-time algorithm based on a somewhat involved spectral analysis of the corresponding semigroups of matrices.
We also prove in that section that under the assumption of no zero row and column sums, the shortest positive product has a length that is at most O(n 3 ). We show that in this case the length of the shortest positive product is related to the well-known (and unresolved) conjecture ofČerný on synchronizing automata. That conjecture was first stated half a century ago and has since then attracted considerable attention. We prove that this conjecture is equivalent to the question of whether the above cubic bound can be improved to a quadratic bound.
II. THE GENERAL CASE

A. NP-hardness
In this section we show (Theorem II.5) that whenever the number of matrices m is at least 3, testing primitivity is NP-hard; thus there exists no algorithm for recognizing the primivity of a set of m matrices in R n×n with running time polynomial in m and n unless P = N P . Furthermore, Theorem II.9 shows that the length of the shortest positive product can be exponentially large in the dimension n.
We begin with a sequence of definitions and lemmas which will ultimately result in a proof of the aforementioned results. We will find it more convenient to make our arguments in terms of graphs rather than matrices; our starting point is the following definition which gives a natural way to associate matrices with directed graphs.
Definition II.1. Given a (directed) graph G = (V, E), the adjacency matrix of G, denoted by A(G), is defined as
. Conversely, given a nonnegative matrix M ∈ R n×n , we will use G(M ) to denote the (directed) graph with vertex set {1, . . . , n} and edge set
It is standard observation that entries of the product
are related to the number of paths in the graph sequence G 1 , G 2 , G 3 , . . . , G l . After formally defining the notion of a path in a graph sequence next, we state the relationship in a lemma.
Definition II.2. Let G 1 , G 2 , . . . , G l be a sequence of graphs all with the same vertex set V , and let us adopt the notation E k for the edge set of G k . For vertices a, b ∈ V we will say there exists a path from a to b in G 1 , . . . , G l if there exists a sequence of vertices i 1 , . . . , i l+1 such that
We will say that a node b is reachable from a in the sequence G 1 , . . . , G l if there exists a path from a to b in that sequence. Given the graph sequence G 1 , . . . , G l and node a ∈ V , we will use the notation R a (k) to denote the set of reachable vertices in the sequence G 1 , . . . , G k , where k ≤ l. We will adopt the convention that R a (0) = {a} for all a ∈ V . Finally, we will say that b is reachable from a in l steps of G 1 , . . . , G p if there exists a sequence of length l consisting of the graphs from
The following lemma (which we state without proof and which follows straightforwardly from the definition of matrix multiplication) states the usual correspondence between entries of A[G 1 ] · · · A[G l ] and paths in the sequence
Moreover, there exists a path from i to j in the sequence G 1 , . . . , G l if and only if the i, j'th entry of the product P 1 · · · P l is positive, where for i = 1, . . . , l,
Thus the primitivity problem for the matrix set
} is equivalent to the problem of finding a sequence of the graphs G 1 , . . . , G k such that there is at least one path from every node to every other node. We will make use of this interpretation shortly.
We now prove that recognizing primitivity is NP-hard. We proceed by reduction from the 3-SAT satisfiability problem (see [5] ). The first step in this approach is to associate several graphs with a given 3-CNF formula, as explained in the following definition.
Definition II.4. Given a 3-CNF formula f on n variables with K clauses, we will now define three graphs Figures 1 and 2 show the graphs for the formula (
. We recommend the reader to refer to the figures while going through our description below.
All three graphs will have the same vertex set. We will have a "source node" u. For each i = 1, . . . , K, we will have the n nodes u i 1 , . . . , u i n and the n − 1 nodes l i 2 , . . . , l i n . We will also have the "failure node" f i and the "success node" s i ; these nodes will also be referred to as u i n+1 and l i n+1 , respectively.
For each i = 1, . . . , K and j = 1, . . . , n, if clause i is satisfied by setting x j = 1, we put an edge going from u i j to l i j+1 in G 1 (f ). Else, we put an edge going from
Similarly, for each i = 1, . . . , K and j = 1, . . . , n, if clause i is satisfied by setting x j = 0, we put an edge going from u i j to l i j+1 in G 2 (f ). Else 2 , we put an edge going from u i j to u i j+1 in G 2 (f ). We then add the following edges to both G 1 (f ) and G 2 (f ): edges from l i j to l i j+1 for all j = 2 . . . , n and i = 1, . . . , K; self-loops at all nodes f i ; edges leading from each s i to each f i ; and edges leading from u to all u i 1 . Finally, G 3 (f ) has edges leading from each f i and each s i to u, as well as edges leading from each s i to every node which bears the superscript i. Note that G 3 (f ) does not depend on f in the sense that it is the same for all formulas with the same number of variables and same number of clauses. 2 Note that clause i may not contain x j or its negation x j ; in that case, neither setting the variable x j to zero nor to one will satisfy the clause, and consequently we will not have a link from u j i to l j+1 i in either of G 1 (f ) and G 2 (f ).
We remark that this construction is a variation of one of the constructions from the earlier work [16] .We now state our first main result of this section, Theorem II.5, which provides a reduction from 3-SAT to checking primitivity of a set of three matrices.
Theorem II.5. The 3-SAT formula f has a satisfying assignment if and only if the matrix set
there is no algorithm for deciding matrix primitivity which scales polynomially in n unless P = N P .
Due to page limits, we do not present the proofs here, but the subsequent lemmas will provide some insights on the construction. We will assume henceforth that f is a fixed formula, and correspondingly we will simply write G 1 , G 2 , G 3 for the three graphs. We begin with the key lemma which encapsulates the most important property of these graphs. We remark that this is a variation of a lemma from [16] , [17] used to establish the complexity of closely related problems.
Lemma II.6. Consider a sequence of length n of graphs from {G 1 , G 2 } and set x i = 1 if the i'th graph is G 1 , and x i = 0 if the i'th graph is G 2 . We have that s i is reachable from u i 1 in this sequence if and only if the i'th clause of f is satisfied by the assignment x 1 , . . . , x n .
This simple lemma is an important ingredient of our proof of Theorem II.5. Indeed, to prove this theorem we need to relate the satisfiability of f to the primitivity of the matrix
The latter, as a consequence of Lemma II.3, can be recast as a question about the existence of a sequence with a path from every node to every other node; we thus need to somehow relate path-existence questions to satisfiability questions. This is precisely what is done by this previous lemma.
We sharpen the conclusions of this lemma with the following corollary, which follows from the fact that {u 1 1 , . . . , u K 1 } is the set of out-neighbours of u:
Corollary II.7. Consider a sequence of length n + 1 of graphs from {G 1 , G 2 }, and define x i = 1 if the i + 1'st graph is G 1 , and x i = 0 if the i + 1st graph is G 2 . We have that all s i are reachable from u in this sequence if and only if x 1 , . . . , x n is a satisfying assignment for f .
We are now essentially ready to provide a proof of Theorem II.5. However, before embarking on the details of the proof, we collect a number of straightforward observations about the graphs G 1 , G 2 , G 3 in a remark.
Remark II.8.
• The set of reachable nodes from u in strictly more than n+1 steps of G 1 , G 2 is a nonempty subset of the failure nodes f i .
Indeed, this follows from the previous item and the observation that the only outgoing link from s i in these graphs leads to f i , and the only outgoing link from f i leads to itself.
• The nodes reachable from a node v = u in n steps of G 1 , G 2 or more are a nonempty subset of the set of failure nodes.
The argument for this is identical to the argument for the previous item.
• Consider the sequence G 1 , G 1 , . . . repeated n times, followed by G 3 . Regardless of the starting vertex, the only reachable vertex is u.
This follows by the previous item and the fact that G 3 has a single outgoing edge from each failure node to u.
Due to page constraints, we skip the details of the proof, which is based on the above lemmas and observations.
B. Bounds on the length of the product
We now turn to the question of bounding l(M), the length of the shortest positive product of matrices from M; we will adopt the convention that l(M) = +∞ when no product of matrices from M is positive. As we remarked earlier, any upper bound on l(M) can be translated into an algorithm for checking primitivity simply by checking all products of length l(M) from M. Unfortunately, our results are once again quite pessimistic: while upper bounds exist that show matrix primitivity is decidable, we construct four nonnegative matrices for which the shortest positive product has length at least exponential in the dimension.
We define l(m, n) to be the largest l(M) over all sets M with m matrices of size n × n with l(M) < ∞. Our second main result of this section is the following theorem. Theorem II.9. We have that for all m, n, l(m, n) ≤ 2 n 2 .
Moreover, if m ≥ 4, then for all ǫ > 0 there exists a sequence of positive integers n 1 , n 2 , . . . , tending to infinity such that
We see that l(m, n) does not in general strongly depend on the number of matrices m, in the sense that in the case of m ≥ 4 it can be bounded above and below by exponentials independent of m. An obvious consequence of this theorem is that matrix primitivity is decidable, but the natural algorithm which tests all products of length l(m, n) can take doubly exponential time in the dimension to halt.
The proof of this theorem is to be found in the journal version of our work.
III. SETS WITH NO ZERO ROWS NOR ZERO COLUMNS
In this section we focus on sets of matrices that satisfy the following assumption:
Assumption 1. No matrix A ∈ M has a row or a column identically equal to zero:
∀A ∈ M, ∀1 ≤ i ≤ n, ∃j : A i,j > 0, ∀A ∈ M, ∀1 ≤ j ≤ n, ∃i : A i,j > 0.
A. Polynomial time recognizability
The following theorem provides a structural characterization of primitivity for sets of matrices satisfying Assumption 1. It was first proved in [13] (after a conjecture of [10] ), where the authors show that it leads to an efficient algorithm for recognizing such sets. The proof in that paper is long, and involves linear algebraic and geometric considerations. The authors also ask whether a simple combinatorial proof is possible for this result. We provide here such a combinatorial and self-contained proof.
Theorem III.1. [13] A set of nonnegative matrices M ⊂ R n×n
+ satisfying Assumption 1 fails to be primitive if and only if one of the following conditions holds:
• There exists a permutation matrix P such that all the matrices A ∈ M can be put in the same block triangular structure. Equivalently, there exists a parti-
• There exists a permutation matrix P such that all the matrices A ∈ M can be put in the same block permutation structure. Equivalently, there exists a partition {N 1 , N 2 , . . . , N k } such that for all A ∈ M,
Proof (sketch). The two conditions in the theorem are obvious sufficient conditions for imprimitivity.
Suppose now that the set is imprimitive, and the first condition is violated (that is, the set is irreducible). We prove that the second condition holds. First, it is relatively easy to show (see [13, Lemma 4] ) that under the hypotheses, if the set is imprimitive, there is actually no product with a positive row, nor a positive column. Let then be n ′ < n be the maximum number of nonzero entries in a row or a column of any matrix A ∈ M t . ( We write M t for the set of matrices which are products of length t of matrices taken in M.) Let us take such a product A which maximizes the number of nonzero entries in a row/column. We suppose without loss of generality that A 1,i > 0, 1 ≤ i ≤ n ′ . It is easy to show that there is a product A such that ∀1 ≤ i, j ≤ n ′ , A i,j > 0. Now, since n ′ is the maximum number of nonzero entries in any row and column, the matrix A is actually blockdiagonal, which implies that there is a nonzero entry in every row and column of the lower right diagonal block (because every matrix in the semigroup has nonzero rows and nonzero columns). We claim that every matrix in the set M is a permutation on the sets {{1, . . . , n ′ }, {n ′ + 1, . . . , n}}. Suppose on the contrary (without loss of generality) that there exists a matrix B ∈ M together with 1 ≤ i, j, k ≤ n ′ , l > n ′ , such that B i,j , B k,l > 0. Then one can check that the product ABA has n ′ + 1 nonzero entries in its n ′ first rows, which violates the assumption on n ′ .
B. Bounds on the length of the product
We now turn to the problem of bounding the length of a shortest strictly positive product. For this purpose, we make connections with a well known concept in TCS, namely, Synchronizing Automata. Our result also implies that an exact answer to that problem is probably very hard to obtain.
A (deterministic, finite state, complete) automaton is a set of m row-stochastic matrices M ⊂ {0, 1} n×n (where m, n are positive integers). That is, the matrices in M have binary entries, and they satisfy Ae = e, where e is the all-ones (column) vector. For convenience of product representation, to each matrix A c ∈ M is associated a letter c, such that the product A c1 . . . A ct ∈ M t can be written A c1...ct .
where e is the all-ones vector and e i is the ith standard basis vector. In this case, the sequence of letters c 1 . . . c T is said to be a synchronizing word.
We state the following conjecture which has raised a large interest in the TCS community [1] , [3] , [7] , [8] , [14] . It has been proved to hold in many particular cases, but the general case remains open. [2] Let M ⊂ {0, 1} n×n be a synchronizing automaton. Then, there is a synchronizing word of length at most (n − 1) 2 .
Conjecture 1.Černý's conjecture, 1964
In fact, even the quadratic growth for the bound is open, and we study in the rest of this paper the weaker conjecture.
Conjecture 2.
Let M ⊂ {0, 1} n×n be a synchronizing automaton. Then, there is a synchronizing word of length at most Kn 2 for some fixed K > 0.
We first present a technical result which makes the bridge between the combinatorial problem studied in the present paper and the notion of synchronizing automaton. Again, our proofs are only sketched du to pagelength constraints.
We refer the reader to the long version of the paper for more detailed proofs.
Proposition 1. For any primitive set of nonnegative matrices
satisfying Assumption 1 there exists a synchronizing automaton (sketch) . Let us consider the positive product A i1 A i2 . . . A it ∈ M * . We will keep the different matrices A i l : l = 1 . . . t for the construction of our automaton. Since the product is positive, there are actually n paths from nodes 1, . . . , n to node (say,) 1, in the sequence of graphs G i1 G i2 . . . G it . In order to obtain our automaton, we have to remove edges (i.e., put some entries to zero) so that one and only one entry in every row is equal to one. In order to do that, we simply keep in the matrix A i l all the edges that are part of the above mentioned paths. If there is a node v in the graph G i l such that v is on none of these paths, we can just pick any edge leaving v in order to define a valid automaton. Such an edge exists because all matrices in M have nonzero rows and columns.
Theorem III.2. For any primitive set of matrices M of dimension n satisfying Assumption 1 there is a product of length smaller than 2f (n) + n − 1 with positive entries, where f (n) is any upper bound on the minimal length of a synchronizing word for n-dimensional automata.
Proof (sketch). From Propostion 1 above, let us consider the automaton A ′ whose matrices are smaller (entrywise) than matrices from M. There is a product B 1 of length f (n) with a positive row (say, the ith one). Now, reasoning on the set M T r , there is a product B 2 of length f (n) with a positive column (say, the jth one). Now one can take a product C (of length smaller than n) such that C j,i > 0, and one obtains Proof. It is known [15] that any synchronizing automaton has a synchronizing word of length smaller or equal to n(7n 2 + 6n − 16)/48.
We did not try to optimize the bound in the above theorem. Most probably simple arguments could allow to lower it with the same general ideas. This set of matrices is not primitive. (b) Our extremal example, which is primitive. It has no positive product of length shorter than Ω(n 2 ).
Conjecture 3. (The weakČerný conjecture reformulated)
There is a constant K such that for any set of primitive matrices of dimension n satisfying Assumption 1 there is a product of length smaller than Kn 2 with positive entries. We finish by providing a lower bound for the shortest length of a positive product. Example 1. Fig. 3 (b) represents a set of matrices which is primitive, but the length of any positive product is Ω(n 2 ) (we skip the proof).
Corollary III.5. The upper bound in Conjecture 3 cannot be o(n 2 ).
Proof. The proof is a direct consequence of Example 1.
IV. CONCLUSION
We have shown that the concept of primitivity of a matrix semigroup is hard to handle algorithmically: Sets enjoying this property are hard to recognize, and can have positive products only for very long length, which is another sign of the algorithmic difficulty of the concept. We have then studied a class of matrices which has better properties with respect to primitivity (see Assumption 1).
We have provided a simpler combinatorial proof of a recent structure theorem allowing to recognize primitivity in polynomial time for this special class of matrices. We have connected the primitivity problem with a well known and studied problem in TCS, namely synchronizing automata. This allowed us to derive bounds on the length of the shortest positive product in this case, which are much shorter than in the general case. We hope that this connection will bring some insight on synchronizing automata, which we defer to further work.
