Abstract-A simple and statistically robust method for passive clock synchronization in sensor networks is presented. The method is not limited to passive (one-way communication) synchronization, but this scenario justifies the method. The recursive nature of the method and the targeted passive setup mean that it adds a minimum of requirements on the system in which it is used. Statistical characteristics of the method are quantified and real measurements are used to illustrate the robustness and performance gain relative to a naive Kalman filter based clock synchronization. Finally, C++ code that implements the suggested clock synchronization method, is provided in this article.
I. Introduction
Time information is needed for the control and state estimation of any dynamic system. For distributed systems, this adds the requirement to perform clock synchronization between different parts of the system; see [1, 2, 3, 4] for reviews on the topic. The clock synchronization, i.e. timing estimation, must be based on distributed time measurements and communication in/between different parts of the system [5, 6] . For distributed systems, due to the communication solutions (packet networks), there are often no guarantees of communication delays. The same lack of guarantee also arises from prevailing non-real-time operating systems or application programming interfaces. Consequently, to perform time-synchronization in such systems or with such interfaces, statistical robustness to large delays is desirable [7] . Unfortunately, this is not ensured in the timing estimation of many clock synchronization algorithms. See [8] and references therein for a general treatment of the statistical robustness concept.
With two-way communication (message exchange), large delay outliers can easily be detected. Unfortunately, with only one-way communication, large outliers cannot easily be detected without relying on previous clock relation estimates and thereby introducing feedback, and potential stability/dead lock problems in the system. Two-way message exchange typically requires special purpose communication (unless it can piggy-back on some other communication). Consequently, it may not be desirable, or even possible, to implement this special clock synchronization communication. However, any communication carries time information. This may be exploited to perform a passive clock synchronization with the only requirement that the transmitted data is time stamped at its source or sent with regular intervals (which is commonly the case for sensory data) [6] . This setup is illustrated in Fig. 1 . Letting the clock synchronization piggy-back on oneway communication adds a minimum of requirements on the system in which it is to be implemented. Statistical robustness could be achieved with brute force by applying a particle filter [1] or batch processing with consistency checks/outlier rejections. However, the complexity, the computational cost, and memory requirements of such solutions make them undesirable. For simplicity, while still retaining reasonable performance, recursive estimation methods are desirable. We have shown earlier that a Kalman filter works fine for benign communication delays [9] . Unfortunately, as will be shown, for packet networks and malign communication delays it will introduce systematic errors due to lack of statistical robustness. Consequently, in this article we suggest a simple recursive statistically robust network clock synchronization method. The method can operate with only one-way communication but is not limited to this. The synchronization method exploits robust estimation techniques to gracefully discard time measurements resulting from large communication delays. It features an easily adjustable likelihood function for the communication delay. A generally applicable likelihood function is suggested and the resulting statistical robustness is demonstrated in terms of the timing estimation influence function. Finally, the operation of the estimation is demonstrated with real data from an Android implementation for a cooperative pedestrian localization system [10] .
Reproducible research: C++ code that implements the suggested algorithm is provided in this article.
II. Clock and communication models
There are two physical processes whose timing characteristics have to be considered/modeled to perform the timing estimation/clock synchronization, the clocks and the communication delays. The estimation problem is to estimate the time t k , where k is a time index, with respect to the central clock of the time stamped peripheral event, given peripheral time stamps τ k , central time stampst k , and models for the clock relation and the communication delays.
The communication delays may have non-stationary heavy tailed characteristics, while the clocks will have relatively benign, stable, and stationary characteristics. For most state estimation problems, the clocks will have a short time stability that is much greater than the dynamics bandwidth of the system, i.e. we are estimating the physical state of the system. Since the accuracy of our clock pace is so much better than the communication jitter, a simple model for the clock will suffice. An integrated and discretized Wiener process is a suitable choice. For one-way communication, the information that time stamps τ k of the source carry is the time with respect to the peripheral clock which has passed since the last time stamp dt k = τ k − τ k−1 , i.e. the difference between the current time stamp and the preceding time stamp. 1 This gives the process model
where α k is the clock skew, of the peripheral clock relative to the central clock, modeled as a sampled Wiener process with the integrated process noise w k andw k is the integrated Wiener process. See [6] for further details. Each incoming communication is assumed time stamped with a timet k with respect to the central clock. This will give the measurements related to the process model. The time stamps will simply equal the time of the measurement event plus a communication delay,
The communication delay v k will contain both deterministic components (a minimum delay) and random components. In case the communication is polled, i.e. triggered by some command from the central node, the central node can timestamp both the outgoing and incoming communications. This will mean that there are two time stamps. However, the same model can still be exploited by simply taking the mean of the time stamps as a single time stamp of the event. In this case v k becomes the delay difference which can be both positive or negative.
In the case of a one-way communication (or unsymmetrical delays for a two-way communication) the minimum delay will naturally be unobservable. However, there will still be a mean delay relative to which we can estimate the timing. Since timing is of interest to start with, there will most likely be some dynamics in the system. These dynamics can be used to estimate the mean delay, see e.g. [11, 12] .
III. Robust clock synchronization
The random components of the communication delay v k is most likely correlated in time, non-stationary, and could potentially show heavy tailed characteristics. Consequently, an accurate model for the delay will often not be available and we will simple have to make the timing estimation robust to the malign delay characteristics. Fortunately, as previously indicated, the clock pace α k is most likely good enough to bridge over any correlation in v k . This means that for the propagation in time, a simple covariance based solution will suffice. However, for the measurement updates based on the measurement model (2), statistical robustness needs to be incorporated.
A. Time update
The well behaved clock means that over time we can live in an assumed Gaussian world. Propagation of state estimates is trivially made with
where· − k and· + k are the prior and posterior means, respectively, andt
k are the (estimated) time of the peripheral time stamped event and the peripheral clock skew (relative to the central clock), respectively. Further, the system and covariance matrices are
with which the covariance is propagated by
where σ 2 is the variance of the Wiener process and P
are the prior and posterior covariance, respectively.
B. Measurement update
The measurements (central time stampt k ) are only dependent on a subset of the system states. Consequently, a marginalization and sampling based update as suggested in [10, 13] could potentially be used. Unfortunately, the large numerical values of the time estimatest k and time stampst k potentially in the order of 10 9 (POSIX/Unix time), on one side, and the small numerical values of the clock skew estimatesα k and the measurement residuals potentially in the order of 10 −6 make the measurement update methods not directly applicable due to potential numerical problems.
The marginalization and sampling based updates are based on the idea that the posterior (conditional statistics) is first calculated from the subset of the state vector of which the measurement is dependent, i.e.t k . Following this the total posterior is calculated based on the assumption that the marginal posterior is Gaussian. Assuming that the subset of the state vector is low dimensional, the marginal posterior can be calculated with great freedom by sampling the (assumed) Gaussian prior and reweighting the samples by a likelihood function. Switching between the Gaussian and non-Gaussian assumptions is obviously somewhat statistically inconsistent, but it is a common practice to get practical estimation algorithms and it is used in the popular sigma-point (unscented) Kalman filters, for example. Further, as previously argued, the delays will often be non-stationary, so optimality claims are hard to make in practice anyway.
The sampling of the prior can efficiently be implemented by precalculated samples and weights of the unit normal distribution. Denote the covariance components by
where u (i) are samples of the unit normal distribution. This way the weights of the samples become time independent (ignoring normalization) since
where ∼ denotes proportionality, and can therefore be precalculated. We have typically come to use 13 uniformly distributed samples over the range ±3 (standard deviations).
To get weighted samples of the posterior, the prior weights are to be reweighed with the likelihood function. The likelihood function is the key to the statistical robustness and should be heavy-tailed to achieve this. In principle, the likelihood function should be one-tailed since the delay must be positive (for one-way communication). However, since the prior is sampled over a finite range, a two-tailed distribution is needed to avoid a potential lock in the system, otherwise this range could fall outside the support of the likelihood function. A suitable and easily implemented function is the Cauchy distribution giving the likelihood weights (ignoring normalization)
where γ is the scale of the distribution. However, any twotailed likelihood function could be used. With the likelihood weights, the posterior weights are given by
This in turn gives the posterior mean
and covariance where w = i w + (i) is a normalizing factor. The samples and weights could be kept for the next measurement update, to implement a marginal particle filter. However, for simplicity, we prefer to use the static samples u (i) and weights w − (i) at every update and to keep only the posterior mean and covariance.
With the posterior meant + k and covariance P + t and assuming that the posterior is Gaussian, the conditional mean and covariance of the full state can be calculated with updates rules presented in [10] . However, the rules will be greatly simplified in the scalar case and have to be rewritten to avoid numerical problems. Straightforward manipulations give the conditional mean, covariance, and cross covariance of α k
C. Robustness
The suggested measurement update has a complexity comparable to a standard Kalman measurement update, but the result is fundamentally different. No matter how wrong a measurement is, the Kalman measurement update will just treat it and the prior as very unlikely events and produce a result in between. Consequently, large outliers will give erroneous results. This can be mitigated by rejecting measurements with too large measurement residuals (difference between predicted and measured time). However, there is always the risk that the predication is actually wrong. This could cause a lock in the system after which all of the measurements are rejected. Of course this could be solved with additional logics. However, in the end this would make the Kalman update more complex than the suggested robust update.
Instead of using logics to reject outliers, the suggested method exploits the heavy tailed likelihood function to gracefully neglect measurements with large measurement residuals. A large residual will make the likelihood function (5) be evaluated far out on the tail. There the difference between the weights will be small, and therefore the magnitude of the correctiont . For small measurement residuals, the robust update and the Kalman update are seen to behave approximately the same. However, the robust update is seen to gracefully neglect measurements beyond 3 standard deviations while the Kalman update indiscriminately includes the measurements and produces corrections that are proportional to the measurement residual.
IV. Code
A basic C++ class that implements the robust synchronization method is provide in Table I . The class method double sync(double,double) of the class class Rsync returns the timing estimatet + k given the arguments: central time stamp double t_c and peripheral time stamp double t_p. The private class variables double x [2] and double P [3] hold the state and covariance estimates, respectively. Note that since the covariance matrix is symmetric only three values need to be stored. The constant static const int N_pts contains the number of samples used. The array static const double sp_unit [N_pts] contains the samples of the unit normal distribution N(0, 1) while the array static const double prior [N_pts] contains the corresponding values/prior weights, normalized with the value of the maximum weight. An instance of class Rsync is created for each peripheral device and as soon as there is an incoming information package, a time stamp is taken and the class method double sync(double,double) is called to perform the timing estimation/clock synchronization. Increasing peripheral time stamps are assumed.
The parameters of the method is hardcoded in the method. The constants static const double sigma2, g2; are the process noise covariance σ 2 and the Cauchy distribution scale squared γ 2 , respectively. The clock skew and the state estimate covariance variables are given hardcoded initial values in the constructor.
V. Experimental results
The robust clock synchronization has been implemented on an Android platform to support a cooperative pedestrian localization system [10] . Measurements are time stamped at its peripheral source and transmitted to a central node. Upon arrival the information packages are time stamped again with respect to the central clock. The timing is estimated followed by a sensor fusion based on this timing. The communication in the localization system shows varying connectivity, and consequently the communication delays can be large. Fig. 3 shows the innovations of the timing estimation with apparent large outliers taken from a 7 [min] long run with the localization system. The robust synchronization will ignore the outliers, consequently they appear isolated, and there is no effect on subsequent residuals. In contrast, for the Kalman based synchronization, the outliers are seen to introduce systematic errors. After each outlier there is a decaying over-predication of the central time stamp/measurement.
VI. Conclusions
We have argued that network clock synchronization ought to be made statistically robust to be applicable to many distributed systems. The relative stability of the clocks makes this achievable by only making the measurement updates statistically robust. Thereby the complexity can be kept low compared with a full particle filter solution. A sampling based measurement update has been suggested to achieve the statistical robustness. The robustness has been demonstrated in terms of the influence function. Finally, real data has been used to demonstrate the effectivenss of the method and to compare it with a naive Kalman filter based clock synchronization.
