Abstract. Synthesis of optimal controllers achieving finite-time consensus for multi-agent networks described by fixed or periodic connectivity graphs is considered. The solution procedure involves posing a partially-nested, finite-horizon decentralized control problem and converting it to a static convex optimization problem by a quadratic invariance argument. The dynamic feedback controller thus synthesized optimizes a transient performance measure and guarantees consensus within a minimal number of steps.
horizon problems is equivalent to that of quadratic invariance [20, 21] , which imposes a certain constraint on the sensor-actuator interconnections among the agents. Invoking quadratic invariance, we convert our decentralized control problem into a static optimization problem without destroying convexity. On the other hand, examining the connectivity property of directed graphs reveals that thus obtained optimal solution achieves finite-time consensus in a minimal number of steps, and also enables a state-space description of the optimal controller, whose order is independent of the decision horizon.
Previously, controller synthesis problems using discrete-time consensus protocols for a network of agents under a fixed communication topology have been considered in, e.g., [23, 28] . In [28] , a linear protocol that minimizes the magnitude of the second largest eigenvalue of the state matrix was proposed for fast asymptotic consensus. On the other hand, a linear time-optimal protocol that achieves consensus in a minimal number of time steps via distributed computation of observability matrices was proposed in [23] . Continuous-time results on a fixed graph include convex but conservative controller synthesis for guaranteed H 2 -performance subject to asymptotic consensus [3] , and finite-time consensus by nonlinear protocols arising from nonsmooth stability analysis and sliding-mode control [2, 10, 25] . For discrete-time, time-varying graphs, a protocol that guarantees finite-time consensus when the graph becomes complete at least once was proposed in [11] . In comparison with these existing results, the significance of our controller synthesis result is summarized as follows:
• It exploits the connection between team-theoretic and graph-theoretic considerations; • The optimal controller achieves finite-time consensus in a minimal number of steps; • The optimal controller optimizes the transient performance on the way to consensus; • In addition, the optimal controller admits a state-space description whose order does not depend on the decision horizon. Although the information flow within the network is decentralized, the global network topology is assumed available at the controller synthesis stage. Moreover, implementation of the optimal controller requires that they have memory and computational power. Therefore, our results are most applicable to networks of moderate size. Nevertheless, as our results are optimal in the linear quadratic sense, they provide baseline performance measures to which the performance of suboptimal protocols under more general settings can be compared. This paper is organized as follows. In Section 2, we present a state-space model for multi-agent systems and pose an appropriate finite-horizon stochastic control problem with a fixed communication topology. Then the main result is presented and illustrated in Section 3 for time-invariant networks, and the proof of the main result is given in Section 4. The result is then extended to periodic cases in Section 5, and is further illustrated numerically in Section 6. Concluding remarks are made in Section 7. A preliminary conference version of the paper appeared in [6] .
Notation. The set of real numbers is denoted by R and the set of nonnegative integers by N 0 . The Euclidean norm of a column vector x ∈ R n equals x = √ x T x, and the Frobenius norm of a matrix A ∈ R m×n is given by A F = tr(AA T ), where tr(·) denotes the trace (i.e., the sum of the entries on the diagonal) of A. If A = [a 1 · · · a n ] ∈ R m×n , where a i ∈ R m for each i, then the vectorization of A is given by the column vector vec(A) = [a
T ∈ R mn . For Σ ∈ R n×n , we write If A 1 , . . . , A k are arbitrary matrices, then denoted by diag(A 1 , . . . , A k ) is the block diagonal matrix whose block (i, i) is A i for i = 1, . . . , k. Denoted by 1 m ∈ R m is the column vector with all its m entries equal to 1. The n-by-n identity matrix is denoted by I n , or simply by I if its dimension is understood; similarly, the m-by-n zero matrix is denoted by 0 m×n or simply by 0.
2. Problem Formulation.
Information Structure.
The communication topology of a network is represented by a directed graph. A directed graph G is defined as a pair (V, E), where V = {1, . . . , n} denotes the set of nodes in G and E ⊂ V 2 denotes the set of directed edges in G, so that (i, j) ∈ E if and only if there is a directed edge from node i to node j in G. Whenever (i, j) ∈ E, node i is called an in-neighbor of node j, and node j an out-neighbor of node i. The set of in-neighbors (resp. the set of out-neighbors) of a node j ∈ V is denoted by N in j (resp. N out j ). In the context of discrete-time multi-agent networks, a node i ∈ V denotes agent i in the network, and a directed edge (i, j) ∈ E indicates that agent i conveys its decision and/or information to agent j in a unit time step. For simplicity, we assume that (j, j) ∈ E, and hence that j ∈ N in j ∩ N out j , for all j ∈ V . A node i is said to be connected to node j in a directed graph G = (V, E) if there is a directed path (i 0 , . . . , i t ) ∈ V t+1 such that i 0 = i, i t = j, and (i τ , i τ +1 ) ∈ E for all τ ∈ {0, . . . , t − 1}. The directed graph G is said to be connected from node i ∈ V if node i is connected to every node in G or, equivalently, if there is a subset of edges E ⊂ E such that (V, E) forms a spanning tree with its root at node i. The graph G (and the multi-agent network it represents) is said to be connected if it is connected from some node in G (i.e., some agent in the network). If there is a unique node i * ∈ V such that G is connected from i * , then agent i * is called the leader and all the other agents the followers in the context of leader-follower networks. On the other hand, if every node has at least one in-neighbor aside from itself (i.e., N in j \ {j} = ∅ for any j ∈ V ), then the network is said to be leaderless.
To guarantee our synthesis problem is convex and hence potentially tractable, we impose the following information structure on the discrete-time multi-agent network:
• Each agent has perfect recall ; that is, at each time step, the information available to an agent consists of what the in-neighbors have conveyed to the agent so far and what the agent has conveyed to the out-neighbors so far.
• The network is partially nested [8] ; that is, each agent is allowed to convey all the information available to it to the out-neighbors at each time step.
For finite-horizon problems, the partial nestedness assumption is equivalent to the quadratic invariance condition [20, 21] , which imposes a constraint on the interconnections between the sensors and actuators that the agents are equipped with. Together with the perfect-recall assumption, a partially nested information structure signifies that, aside from the communication topology specified by a directed graph, there is no additional constraint on the information flow within the network.
2.2. State-Space Model. In this subsection, we present a state-space model of a multi-agent network whose communication topology is defined by a fixed directed graph G = (V, E). For t ∈ N 0 and (i, j) ∈ E, Let u ji (t) ∈ R be the decision of agent i at time t that affects the state x j (t + 1) ∈ R of agent j at time t + 1, so that the states of the agents evolve according to
for j ∈ V . Note that each agent is its in-neighbor by assumption (i.e., j ∈ N in j for all j ∈ V ), and that each agent is allowed to forward different decisions to different out-neighbors (i.e., j 1 , j 2 ∈ N out i does not imply u j1i (t) = u j2i (t), t ∈ N 0 , unless j 1 = j 2 ; cf. [17, 18] ). With the decision vector of agent i at time t given by
Then we may write the state equation (2.1) as
where B ∈ {0, 1} n×n 2 is a binary matrix partitioned into n-by-n diagonal blocks such that the jth entry on the diagonal of its ith block is equal to one if and only if (i, j) ∈ E. The matrix B has full row rank by construction. The initial state x(0) ∈ R n is considered a second-order random vector with
The zero-mean assumption is for simplicity, and its relaxation is straightforward; see Section 3.2. The assumption of positive definite covariance is for technical convenience; it implies that an agent cannot deduce another agent's initial state based solely on its own initial state. We consider decentralized dynamic feedback controllers of the form
where the matrices
2 ×nK , and [D K,ji (t)] are partitioned into compatible n-by-n block structures, then we require that A K,ji (t) ∈ R nK,j ×nK,i and B K,ji (t) ∈ R nK,j ×1 be nonzero only if (i, j) ∈ E (i.e., the block structures of A K (t) and B K (t) must reflect the structure of G), and that C K,ji (t) ∈ R n×nK,i and D K,ji (t) ∈ R n×1 be nonzero only if j = i (i.e., C K (t) and D K (t) should be block diagonal). However, to ensure partially nested information structure, we do not restrict the controller order n K .
2.3. Cost Structure. Our notion of finite-time consensus is defined as follows. Definition 2.1. The multi-agent network (2.2) with a random initial state vector x(0) ∈ R n is said to achieve finite-time consensus at time L ∈ N 0 if there exists a function x f : R n → R such that
with probability one.
The transient performance measure that will be minimized subject to finite-time consensus over all decentralized controllers K of the form (2.4) is given by
where N is the control horizon, and the error output z(t) takes the form of
for some matrix F ∈ R n×n . This cost structure, along with the partially nested information structure, guarantees the existence of an optimal linear controller when x(0) is Gaussian [8] . For the purpose of achieving consensus, we restrict our attention to matrices F taking the form
so that the consensus value is a linear (but not necessarily convex) combination of the initial states of the agents. Depending on whether the network is of leaderless or leader-follower type, an additional condition needs to be imposed on F. That is, if G is not connected from i ∈ V (i.e., i is not the root of any spanning tree in G), then we must have α i = 0. This is because information about x i (0) cannot be conveyed to every agent in the network and consensus to a function of
2 ] > 0 is impossible in this case. In particular, if agent i * is the leader in a leader-follower network, then it follows from Σ > 0 that we require α i = 0 for all i = i * . If J(K) is at a minimum for some controller K that achieves finite-time consensus at time L < N , then with probability one we have
for all t ≥ L or, equivalently, z(t) = 0 for all t ≥ L − 1. For this to hold for each F satisfying the above condition, the directed graph G is necessarily connected.
Other Definitions.
In this subsection we define the matrix operations and graph-theoretic quantities that are required to describe the main result. We also present some identities that will be useful in proving the result. Let A = [a ji ] ∈ R n×n be a square matrix, and let G = (V, E) be a directed graph, where V = {1, . . . , n}.
The indicator matrix
With T j = diag(a j1 , . . . , a jn ) ∈ R n×n for j = 1, . . . , n, two "stretched" versions of A are defined as
The sparsity pattern of A defines a subspace S(A) of R n×n as follows:
The indicator matrix (or adjacency matrix)
n×n of G, on the other hand, is defined by
Since we assume each node in G has a self-loop (i.e. j ∈ N in j for j ∈ V ), all the entries on the diagonal of M(G) equal one. In (2.2) we have
Another useful identity, which can be shown with ease, is
Consider a sequence of matrices in R n 2 ×n 2 given by
We can think of S(t) as an "inverted" version of D(t). Since D(t) is diagonal for each t, the matrices S(t) are diagonal as well. We will see later in Section 4 that M(M(G) t ), and hence D(t) and S(t), are constant for t ≥ n − 1. It is readily seen that we have the following identity:
The scaling matrices S(t) will be used to obtain an eventually stationary controller description.
Then, under the partially nested information structure, V i (t) is the set of agents that will receive the information about agent i's initial state in exactly t time steps. Let
, column i of F is a zero vector) for some i ∈ V , then the initial state of agent i needs not be conveyed among the agents. Thus, the quantity
is the minimum number of time steps required for a network of n agents to reach consensus under any distributed protocol [23, Corollary 1] . Clearly, N * ≤ n − 1 in general.
Problem Statement.
For a decentralized multi-agent network (2.2) whose communication topology is described by a connected directed graph, our objective is to synthesize a controller K of the form (2.4), which minimizes the transient performance measure (2.5) subject to finite-time consensus in N * steps.
3. Main Result.
Statement of Main Result.
The following theorem gives an explicit statespace description for the optimal controller that solves the finite-horizon decentralized control problem described in Section 2.
subject to the sparsity constraint
Then, an optimal solution K * that minimizes J(K) over all decentralized controllers of the form (2.4) is of order n K = n 2 and given by x K (0) = 0 and
for t = 0, . . . , N − 1. Moreover, the matrices K(t) satisfy F + BK(t) = 0 for t = N * − 1, . . . , N − 1, and the controller K * achieves finite-time consensus at t = N * . It is readily seen that the optimal controller K * given by (3.2) satisfies the structural requirements described in Section 2.2. Thus K * is a valid decentralized controller, where the controller state x K (t) is partitioned into n blocks x K,j (t) ∈ R n , j = 1, . . . , n, and agent j has direct access to its own controller state x K,j (t) for each t ∈ N 0 . The structure of A K (t) dictates that, whenever agent i conveys its decision to agent j, it also forwards its controller state x K,i (t), which encodes all of its information. Agent j then updates its controller state to x K,j (t + 1) based on the information thus received. This way, the agents fully exploit the partially nested information structure. Yet, matrices B K (t) and D K (t) being zero for t > 0 indicates that, at optimum, the agents do not exchange unnecessary information. Finally, the block diagonal structure of C K (t) indicates that the decision of an agent at time t > 0 depends solely on the part of the controller state that the agent has direct access to.
Although there are infinitely many other optimal state-space descriptions, the controller K * exhibits a few attractive properties. First of all, its order equals n 2 , where n is the number of agents, and does not depend on the control horizon N . As discussed above, this implies that an agent does not need more than an nth-order controller state to encode all its information in an optimal way. This property is in agreement with the well-known fact that a decentralized stabilizing controller for a linear system with n control stations can be taken to be of order up to n 2 [26] . Secondly, we have
for t ≥ n − 1. That is, the controller K * becomes stationary at t = n − 1 or sooner. As will be seen shortly, this is because
t )) for each t; see Section 4 for more details. Lastly, if the agents' states are perturbed at some time t ≥ n − 1 disturbing the consensus amongst the agents, then, as long as the controller state is intact, the controller K * restores the consensus value in one step after the disturbance is removed.
Another attractive property, which holds regardless of the state-space description of the controller, is that the optimality of a controller is in a sense robust against uncertainty in the initial-state covariance matrix Σ. Suppose that K * has been obtained assuming Σ = I. Then, in view of the assertion in Theorem 3.1 that F+BK(t) = 0 for all t ≥ N * − 1 under K * , we deduce that K * is time-optimal (i.e., achieves consensus at t = N * ) as long as the true Σ is positive definite; see Lemma 4.2. Moreover, if the initial states of the agents are statistically independent with positive variances, then Σ is diagonal with positive entries, and hence (constrained) minimization of (3.1a) is equivalent to that of F + BK(t) 2 F . In this case, the optimal controller synthesis does not require the knowledge of Σ, and thus K * is optimal (i.e., minimizes the performance index J) as long as the true Σ is diagonal and positive definite. To solve the convex optimization problem of minimizing (3.1a) over all K(t) subject to (3.1b) for each t = 0, . . . , N − 1, one can use the vectorization approach described in [21, Theorem 29] . For the sake of completeness, we briefly describe it here. With M(G)
j=1 m ji (t) for t = 0, . . . , N − 1. Let M(t) be a matrix whose columns form an orthonormal basis for the subspace S vec(M(G) t ⊗ 1 n ) , so that vec(K(t)) = M(t)x for some x ∈ R a(t) . Now, using the fact that
the problem is cast into an unconstrained optimization problem of minimizing a convex cost function of the form b + Ax 2 . Once a minimizer x has been obtained, we recover
Corollary to Main Result. Note that Theorem 3.1 is valid under the condition that
, however, the theorem remains valid after a slight modification. Let
Let the controller matrices
, and D K (·) be as in (3.2) . Since B has full row rank by construction, we can rewrite the error output as
Thus an optimal decentralized controller K * for µ = 0 is given by
with x K (0) = 0. It is readily seen that
Using these equalities, along with the fact that B K (t) = 0 and D K (0) = 0 for t > 0, the optimal controller K * can be rewritten as the following alternative form:
where
3.3. Illustrative Example. We will use a simple example to illustrate how Theorem 3.1 can be used to obtain an optimal controller, and how information flows and is updated under this controller. Consider the three-agent leader-follower network defined by the graph G in Fig. 3 .1, which shows agent 1 is the leader. In this particular example we have N * = n − 1 = 2. The state equation x(t + 1) = Bu(t) takes the form 
The objective of the agents is to minimize
Since the directed graph G has
the matrices K(t) ∈ R 9×3 that minimize (3.1a) subject to sparsity constraints (3. The optimal controller coefficients (3.2) are then given by As required for optimality, set x K (0) = 0. The controller as specified above generates
. . , N − 1 according to (2.4) . The states of the agents are given by 
Therefore, consensus is achieved at t = 2.
As a side note, we claim without presenting a proof that the matrices A K (·) can in general be taken to be (row) stochastic, so that each of their rows is nonnegative and sums to one. In this particular example, all entries of x K (0), except for entries 1, 5 and 9, are equal to zero (even in the case µ = E[x(0)] = 0). Thus all columns of A K (0), except for columns 1, 5 and 9, can be arbitrary vectors in R 9 . Similarly, because rows 2, 3 and 7 of B K (0) are equal to zero, columns 2, 3 and 7 of A K (1) can be set to arbitrary values. Lastly, as rows 2 and 3 of A K (1)B K (0) are zero, the 2nd and 3rd columns of A K (t) are free to take any value for t ≥ 2. From this consideration, we deduce that the matrices A K (·) can be modified as, e.g., the following stochastic matrices: 
Proof of Main Result.
In this section, we give a proof of Theorem 3.1, which is our main result. In the first subsection, we present the lemmas required to prove the theorem. Then a complete proof of the theorem, with the help of these lemmas, is presented in the next subsection.
Lemmas.
Recall that B ∈ R n×n 2 and F ∈ R n×n . Define
Also, using the convention M(G)
be the block lower triangular matrix whose block (j, i) is given by N ji if i ≤ j and by 0 n 2 ×n otherwise.
We first invoke quadratic invariance [21] in order to perform a change of variables and convert the problem of minimizing
subject to K ∈ S(N) into an equivalent convex problem. Lemma 4.1. We have K ∈ S(N) if and only if
Proof. Due to [21, Theorem 14] , it suffices to show that the subspace S(N) is quadratically invariant under P 22 ; that is, KP 22 K ∈ S(N) for all K ∈ S(N). If we partition K ∈ S(N) into an N -by-N block structure conformally with P 22 , so that K = [K ji ] with K ji ∈ S(N ji ) for all i and j, then N being block lower triangular implies K ji = 0 for i > j. Thus, direct computation reveals that KP 22 K is strictly block lower triangular, and that block (j, i) of KP 22 K is equal to j−1 k=i K j(k+1) BK ki for i < j (and 0 n 2 ×n for i ≥ j).
However, identity (2.6) gives that
k=i K j(k+1) BK ki ∈ S(N ji ) whenever i < j and K ji ∈ S(N ji ) hold. Therefore, we conclude that KP 22 K ∈ S(N) whenever K ∈ S(N).
Lemma 4.2. The problem of minimizing (4.1) over all K ∈ R n 2 N ×nN subject to K ∈ S(N) is equivalent to that of minimizing (3.1a) over all K(t) ∈ R n 2 ×n subjected to (3.1b) for each t = 0, . . . , N − 1 separately. The minimizers K and K(t), t = 0, . . . , N − 1, are related by
Proof. By Lemma 4.1, the problem of minimizing (4.1) subject to K ∈ S(N) is equivalent to the problem of minimizing (P 11 + P 12 QP 21 )Σ 1/2 2 F subject to Q ∈ S(N), where the minimizers K and Q are related by
T . Because Q j1 ∈ S(N j1 ) for all j, exploiting the special structure of P 11 , P 12 , and P 21 , we obtain yet another equivalent optimization problem, which is to minimize (F+BQ j1 )Σ 1/2 2 F subject to Q j1 ∈ S(N j1 ) for j = 1, . . . , N separately. Moreover, the solutions to these problems do not depend on the blocks Q ji with i ≥ 2. Thus Q can be taken to have Q ji = 0 whenever i ≥ 2. Such a Q gives QP 22 = 0, so by (4.3) matrix K in turn can be taken to be equal to Q. That is, an optimal K has the structure (4.2) with K(t) = Q (t+1)1 ∈ S(N (t+1)1 ) for t = 0, . . . , N − 1. Therefore, the desired result follows from N (t+1)1 = M(G) t ⊗ 1 n . The following two lemmas are immediate from elementary graph theory. They assert that the number of possible communication channels within the network is nondecreasing in time t but saturates at time t = n − 1, and that the sparsity pattern of M(G) n−1 characterizes the connectivity of an n-agent network. Lemma 4.3. The following hold true: Lastly, we present a lemma that will be used to show the existence of a suboptimal controller that achieves finite-time consensus at time t = N * , and hence to establish the time-optimality of the optimal controller K * . (Even though we require N > N * for computing the steady-state value of the controller matrices A K (t), B K (t), C K (t), and D K (t), t ≥ N * , this lemma says that we only need N ≥ N * as far as finite-time consensus at t = N * is concerned.) Lemma 4.5. If F ∈ R n×n is as in (2.5c) and satisfies α i = 0 whenever the directed graph G is not connected from node i, then there exists a K ∈ S(M(G)
Proof. We will explicitly construct the columnsk i ∈ R 
, then node i leads to node j in less than N * steps by the definition of V i (N * ). Thus, in this case, we have m N * −1 ji (G) = 0, which means that the jth n-element block ink i is unconstrained. Moreover, it follows from m jj (G) = 1 that entry (j, n(j − 1) + j) of B is equal to one. Since entry n(j − 1) + j ofk i is within the jth block ofk i , we can set entry n(j − 1) + j ofk i to α i and set entries n(m − 1) + j ofk i to zero for all m ∈ {1, . . . , n} \ {j}, so that entry j of Bk i equals α i . On the other hand, if j ∈ V i (N * ), then node i does not lead to node j in less than N * steps; instead, there exists a k ∈ V i (N * − 1) such that i leads to k in N * − 1 steps and k leads to j in one step. Thus, with such a k, we have m N * −1 ki (G) = 0 and m jk (G) = 1. This means that the kth n-element block ink i is unconstrained, and that entry (j, n(k − 1) + j) of B is equal to one. Since entry n(k − 1) + j ofk i is within the kth block ofk i , we can set entry n(k − 1) + j ofk i to α i and set entries n(m − 1) + j ofk i to zero for all m ∈ {1, . . . , n} \ {k}, so that the jth entry of Bk i equals α i . This completes the construction of the ith columnk i of K for an arbitrary i ∈ V .
Proof of Theorem 3.1.
We first convert our decentralized control problem to a static convex optimization problem. Define augmented vectors
. . .
so that we may write
If a decentralized controller K of the form (2.4) gives U = KX + Kx K (0) for some K ∈ R n 2 N ×nN and K ∈ R n 2 N ×nK , and if I − P 22 K is invertible, then
It follows from E[x(0)] = 0 and Σ = E[x(0)x(0) T ] > 0 that, in order to minimize E Z 2 , we may take x K (0) = 0 independently of K, in which case we have U = KX and
. By causality, it is immediate that K ji = 0 whenever i > j. Thus I − P 22 K is guaranteed to be invertible. Since the information of an agent takes a unit time step to reach the agent's out-neighbors, it is evident that only x i (t) can directly affect u ji (t) for j ∈ V without delay. Thus we must have K ii ∈ S(I n ⊗ 1 n ) = S(N ii ) for all i. Similarly, since the decision of an agent depends only on the information available to its in-neighbors, we have that K ji ∈ S(M(G) j−i ⊗1 n ) = S(N ji ) whenever i < j. Therefore our decentralized control problem reduces to the static optimization problem to minimize (4.1) subject to K ∈ S(N). As shown in Lemma 4.2 this problem is equivalent to minimizing (3.1a) over all K(t) subject to (3.1b) for t = 0, . . . , N − 1 separately. The relation between K and K(0), . . . , K(N − 1) is as in (4.2).
Next we show that the decentralized controller K * given by (3.2), where each K(t) minimizes (3.1a) subject to (3.1b), is a state-space realization of the linear map U = KX that minimizes (4.1) subject to K ∈ S(N). It follows from identities (2.7) and (2.9) that the product
Hence, if we partition this product into n equal-sized blocks, then each of its blocks is diagonal and the ith diagonal entry of its jth block is nonzero if and only if entry
then the ith column of its jth block is nonzero only if entry (j, i) of M(G)
t is nonzero. Thus we have
with B K (t) = 0 and D K (t) = 0 for t > 0, the relation (4.2) implies that K * with x K (0) = 0 indeed realizes U = KX . To complete the proof, it remains to show that the optimal controller K * achieves finite-time consensus at t = N * . By Lemma 4.5, there exists a K ∈ S(M(G)
T . Then obtain a suboptimal controller K by replacing
Therefore, the controller K * also achieves finite-time consensus at t = N * . This completes the proof of Theorem 3.1.
Extension to Periodic Cases.
5.1. Problem Formulation for Periodic Cases. We will extend our synthesis result to n-agent networks whose communication topology is defined by a periodic sequence of jointly connected directed graphs. Let G θ(t) = (V, E θ(t) ), t ∈ N 0 , be a sequence of directed graphs with a common vertex set V = {1, . . . , n}, where θ = (θ(0), θ(1), . . . ) is a switching sequence of period T ∈ {1, 2, . . . } such that
For i, j ∈ V , the decision u ji (t) of agent i at time t ∈ N 0 can affect the next state x j (t + 1) of agent j if and only if (i, j) ∈ E θ(t) (i.e., entry (j, i) of M(G θ(t) ) equals one). That is, the state of the ith agent evolves according to
for j ∈ V , where N in j (t) denotes the set of in-neighbors of agent j at time t: N in j (t) = {i ∈ V : (i, j) ∈ E θ(t) }, t ∈ N 0 . Thus, as in Section 2.2, the state equation takes the form
The error output is defined by
where F ∈ R n×n is as in (2.5c). The initial state x(0) ∈ R n is again considered to be a random vector satisfying (2.3). As in Section 2.2, an n K th-order decentralized controller K is described by (2.4), where the controller coefficients A K (t), B K (t), C K (t), and D K (t) respect the constraint on information flow dictated by the directed graph G θ(t) for each t ∈ N 0 .
Our objective is to obtain a decentralized controller K that minimizes the Nhorizon cost J(K) given by (2.5a) subject to finite-time consensus. In order to achieve this objective, we assume that the graphs G 1 , . . . , G T , and hence the set {G θ(t) , . . . , G θ(t+T −1) } for any t ∈ N 0 , are jointly connected according to the terminology used in [9] ; that is, the graph defined by the union
is connected. We require F satisfy the same condition as in Section 2.3 with respect to G.
Additional Definitions for Periodic Cases.
We retain all definitions in Section 2.4 except that the scaling matrices S(t), t ∈ N 0 , and the minimum time to consensus N * are modified in an obvious way. Define D(t) ∈ R n 2 ×n 2 by
where T is the period of the sequence G θ(t) , t ∈ N 0 . Let F be as in (2.5c), and let
Then V i (t) is the set of agents that will have access to agent i's initial state in exactly t time steps. Unlike in the case of fixed graphs, it is possible to have V i (t) = ∅ and V i (s) = ∅ for some t, s ∈ N 0 with t < s. Nevertheless, the minimum time to consensus N * is defined exactly the same way as in (2.10) . If N * (G) denotes the minimum time to consensus for the fixed graph G with respect to F, then we have
Main Result for Periodic Cases.
The following theorem gives an explicit state-space description for the optimal controller that solves the finite-horizon decentralized control problem described in Section 5.1.
Theorem 5.1. Consider the N -horizon decentralized control problem in Section 5.1 for an n-agent network defined by a T -periodic sequence of graphs. Suppose G is connected and
subject to the sparsity constraints K(0) ∈ S(I n ⊗ 1 n ) and
for t = 0, . . . , N − 1. Moreover, the matrices K(t) satisfy F + BK(t) = 0 for t = N * − 1, . . . , N − 1, and the controller K * achieves finite-time consensus at t = N * . The optimal controller K * is a natural extension of that for a fixed graph to a periodic sequence of graphs. In particular, the controller order is n 2 and the controller matrices B K (t) and D K (t) remain zero for t > 0 regardless of the period T and decision horizon N . Moreover, the matrices A K (t) and C K (t) eventually become periodic at time t = N * ; that is, A K (t) = A K (t + T ) and C K (t) = C K (t + T ) for t = N * , N * + 1, . . . . In fact, C K (t) can be taken to be constant for t ≥ (n − 1)T because the product
where α is any row of F and e i denotes the ith column of I n . The time to consensus N * is not necessarily an integer multiple of T and can be strictly less than N * (G)T ; see Example 3 in Section 6.
5.4.
Proof of Theorem 5.1. In order to prove the theorem, we first present necessary lemmas. Define
Also, writing M(G θ(−1) ) = I, define
Lemma 5.2. The problem of minimizing (4.1) subject to K ∈ S(N) is equivalent to that of minimizing (5.2a) subjected to (5.2b). The minimizers K and K(t), t = 0, . . . , N − 1, are related by (4.2) .
Proof. The proof parallels that of Lemma 4.2, so it is omitted. Similar to lemma 4.3, the following lemma states that the number of effective communication channels within an n-agent, T -periodic network is nondecreasing in time and at a maximum at time t = (n − 1)T .
Lemma 5.3. The following hold:
The proof of (a) is virtually the same as that of Lemma 4.3(a), so omitted. Lemma 5.5. If F ∈ R n×n is as in (2.5c) and satisfies α i = 0 whenever the directed graph G is not connected from node i, then there exists a
Proof. Lemma 5.4 is used to prove this lemma. In particular, if i, j ∈ V are such that N i = N * and j ∈ V i (N * ), then we have that entry (j, k) of M(G θ(N * −1) ) is equal to one and entry (k, i) of the product
. Otherwise, the proof is essentially the same as that of Lemma 4.5, so it is omitted. Using Lemma 5.2 and proceeding as in Section 4, we obtain that x K (0) = 0 is an optimal choice for the initial controller state and that our decentralized control problem is equivalent to minimizing (5.2a) over all K(t) subject to (5.2b) for t = 0, . . . , N − 1 separately. Then equalities (2.7) and
which is a modified version of (2.9), imply that the controller K * given by (5.3), along with x K (0) = 0, indeed realizes the optimal decentralized controller. The proof of the fact that K * guarantees consensus within N * steps uses Lemma 5.5 and proceeds in a manner very similar to the case of fixed graphs.
6. Numerical Examples. In this section, we present three numerical examples to complement the illustrative example in Section 3.3. In all of these examples, we assume that the initial state vector has zero mean and identity covariance. As discussed in Section 3.1, if the initial states of the agents are independent with positive variances, then this assumption yields an optimal controller regardless of the true covariance matrix. Example 1. Consider the leaderless network of eight agents whose connectivity graph is as shown in Fig. 6 .1. This network was used previously in [22, 28] . A decentralized controller of order 64, where each agent has direct access to an eightvariable subvector of the controller state, has been obtained based on Theorem 3.1 with
Then an initial state x(0) is generated randomly and the initial controller state x K (0) is set to zero. The protocol in [28] for this network achieved asymptotic consensus to the average value of the initial states; on the other hand, finite-time consensus was achieved within 6 steps in [22] . However, Fig. 6 .2 shows that our controller achieves consensus to the average value of the initial states at t = N * = 2, which is equal to the minimum number of steps required for this network to achieve consensus. Example 2. Consider the eight-agent network described by the graph in Fig. 6.3 . Since the graph is not connected from either node 5 or node 6, a consensus to a nontrivial function of x 5 (0) or x 6 (0) is not possible. Suppose the objective of each agent j ∈ {1, . . . , 8} is to converge to the final state given by Note that, even though the graph is connected from node 2, the initial state of agent 2 is not required for computing the consensus value. A typical set of trajectories of the agents' states under K * is shown in Fig. 6 .4.
Example 3. In this example, we consider a network of n = 8 agents represented by a periodic sequence of directed graphs as shown in Fig. 6 .5. In this sequence, graphs G 1 , G 2 , and G 3 appear at time instants t = 0, 1, and 2, respectively, and are repeated in the same order every T = 3 time steps. Even though none of these graphs is connected, they are jointly connected because their union G = G 1 ∪ G 2 ∪ G 3 is a connected graph. Moreover, since G is connected from every node, this periodic network is leaderless. An optimal controller has been obtained based on Theorem 5.1 with Then the agents' initial states are randomly generated to obtain the simulation result shown in Fig. 6 .6. As expected, the optimal controller achieves finite-time consensus at t = N * = 10 steps, which is not a multiple of T or n, and maintains consensus thereafter. While the controller matrices B K (t) and D K (t) are all zero for t > 0, the matrices A K (t) and C K (t) are eventually periodic. In this example, we have A K (t) = A K (t + 3) and C K (t) = C K (t + 3) for t ≥ 10; in particular, matrices A K (·) turn out to be stochastic matrices in steady-state, and are given by where D M(G θ(t) )1 8 is the diagonal matrix (called the valence matrix) such that its jth diagonal entry equals the cardinality of N in j (t) (i.e., the number of in-neighbors of agent j at time t).
Conclusions.
A finite-horizon decentralized control problem for a multiagent network, whose communication topology is given by a fixed connectivity graph, was posed and solved by invoking team-theoretic concepts such as partial nestedness and quadratic invariance. While no noise or disturbance was assumed present, the initial states of the agents were considered random. Exploiting the connection between the fields of team theory and distributed consensus, an explicit state-space description of the optimal decentralized controller was obtained. This controller was shown and illustrated to optimize a quadratic transient performance measure and guarantee finite-time consensus within an optimal number of steps. The result was then extended to cases where the communication topology is time-varying but periodic.
As is typical in decentralized control problems and team theoretic frameworks, our problem formulation and solution were based on the assumption that the global network topology is known at the outset. A future research direction is to remove this assumption and obtain an online optimization-based distributed control synthesis. Such a synthesis approach will jointly optimize the task of sequentially learning the network topology and that of driving the network state to the consensus value. Since the agents no longer share a common belief on the network topology, they will initially play a game but eventually evolve to a team. A preliminary result in this direction appeared in [7] .
