Abstract. Our objective is to develop a computational model to predict visual attention behavior for an embodied conversational agent. During interpersonal interaction, gaze provides signal feedback and directs conversation flow. Simultaneously, in a dynamic environment, gaze also directs attention to peripheral movements. An embodied conversational agent should therefore employ social gaze not only for interpersonal interaction but also to possess human attention attributes so that its eyes and facial expression portray and convey appropriate distraction and engagement behaviors.
Introduction
In order to build a plausible virtual human or embodied conversational agent (ECA), we must understand how it might be given a cognitive ability to perceive, react and interact with the environment [2] . Conventional ECA animation techniques fall short of providing agents with human-like responses to environmental stimuli and internal goals, principally because they endow the agent with perfect cognition. There are, however, many intricate shortcomings to real human perception. Our work seeks to address and rectify these problems by seeking insights from cognitive psychology to model aspects of human vision, memory and attention.
An ECA should also be equipped to perceive and express many non-linguistic social signals to communicate information in a shared environment. Eyes direct attention, expose the actual mood of the subject, and express a wide range of human expressions [14] . For example, the amount of eye opening can reflect various emotional states, the blinking rate decreases when a person is attentive to objects in the environment, and gaze provides an important cue to regulate conversations [15] .
People focus on eyes to "read" insights into human behavior. Natural gaze behavior is critical to the realism and believability of an animated character. An ECA should employ social gaze for interpersonal interaction and also possess human attention attributes so that its eyes and facial expression convey appropriate distraction and attending behaviors. Our objective is to develop a computational model of multiple influences on eye gaze behavior for an ECA in a dynamic environment. Eye behaviors should be influenced by human-like imperfect cognitive ability, social aspects of interaction behaviors, as well as some internal cognitive states. Our work here makes two contributions: constructing a social gaze model for multiparty conversation and observing its behavior and consequences under varying environmental distractions, conversation workload, and participant engagement.
The paper is organized as follows. Section 2 describes relevant studies on ECA gaze behavior in order to situate this work within the current state of the art. Section 3 presents a comprehensive eye movement model for conversational and emotive gaze. Section 4 concentrates on the turn-allocation strategy in multiparty conversation and associated gaze behaviors. Section 5 examines an experiment with varying external distractions and internal workload for the agent, who then exhibits appropriate gaze behavior. Section 6 concludes with a discussion and future work.
Background
There have been several attempts to model the role of gaze in ECAs. Gaze, combined with gesture, facial expression and body orientation all give information about what we are saying and thinking, and help (perhaps unconsciously) to communicate emotions. Eye movement is heavily related to information processing in the brain. Lee et al. [16] exploited an eye saccade statistical model during talking and listening based on empirical eye tracking data. In our work, we explore emotive gaze to expose mood and thought processes. We do not present here specific speech-relevant gaze behaviors which synchronize to verbal communicative acts but rather consider the correlation between eye motor control and general cognitive activity.
Directional gaze cues are frequently present to communicate the nature of the interpersonal relationship in face-to-face interactions [1] . It is estimated that 60% of conversation involves gaze and 30% involves mutual gaze [24] . Garau et al. [8] and Colburn et al. [7] analyze frequencies of mutual gaze to simulate patterns of eye gaze for the participants. Social gaze serves to regulate conversation flow. Cassell et al. [4] use eye gaze as a sign to open and close the communication channel. Novick et al.
[22] observe two simple gaze patterns (mutual-break and mutual-hold) to account for much of the turn-taking behavior. So far, however, ECA simulations for face-face conversation are mainly dyadic and turn allocation using gaze signals is relatively simple. Multiparty turn-taking behavior is an open challenge and some attempts [28] [29] are based largely on the dyadic situation. Much of this work focuses on userperceptual issues or has involved mediated communications rather than ECA simulation. Intuitively, a significant difference exists in gaze behaviors between dyadic and multiparty situations: at the minimum the latter must include mechanisms for turnrequests, acknowledgement, and attention capture. We address the role of gaze in turn-taking allocation strategy, appearance of awareness, and expression of the feedback signal.
Ideally, we would like to implement the ECAs such that they interact with their conversational partners and environment in the same way as real people do by having a limited visual resource. Suppressed or inappropriate eye movements damage the experienced effectiveness of an ECA. Gaze behavior should be emergent and responsive to a dynamic environment. Engagement is a key factor that underlies realistic human-like cognitive commitment. Sidner et al. [27] define it as "the process by which two or more participants establish, maintain and end their perceived connection
