The three-dimensional topological insulator (TI) state in Bi 2 Se 3 was identified in 2008 [12, 13] and features a large bulk band gap of ~0.3eV, spanned by a relatively ideal Dirac cone surface state. Though the existence of the surface state is protected by topology, the symmetries and band dispersion of surface state electrons can be strongly influenced by crystallographic defects, potentially including the emergence of new quasiparticles [7] [8] [9] [10] [11] [14] [15] [16] [17] [18] .
Bulk grown samples also feature inhomogeneity on the 1-1000 μm scale, and the diversity of chemical potential, lattice strain, and disorder at the micron scale encodes tremendous information about the electronic system that would be difficult to reproduce through the deliberate control of doping, strain, or other experimental parameters. Thus a major purpose of this investigation is to explore rigorous procedures for utilizing this intrinsic inhomogeneity to understand the variability of Dirac electronic structures (see summary of analysis procedures in Methods).
The central region of the sample surface, exposed by in situ cleavage, was mapped in 961 individual ARPES images covering a 31 x 31 grid with uniform 10 μm spacing. A dwell time of just 2s/point was used to avoid surface aging (band bending [19] ) from the highly focused incident photon beam (see characterization in Supplemental Fig. S1 ). Binning all 961 measurements results in a high-statistics Dirac cone image that is equivalent to a conventional ARPES measurement performed with a .3 x .3 mm 2 beam spot ( Fig. 1a ). An example of a singlepoint 2s spectrum is shown in Fig. 1b , with the otherwise sparse data broadened for visibility. A V-shaped upper Dirac cone can be immediately identified in most single-point ARPES spectra, but the statistics are inadequate for a close analysis without first leveraging information from the rest of the surface.
To map out the variation in the surface state electronic structure across the sample surface, a small window around the Dirac point of the spatially averaged ARPES image (boxed in red in Figure 1a ) is used as a template for normalized cross-correlation with each single-scan spectrum (see Supplementary Note 3). The Dirac point coordinate {E D ,k D } is identified from a sharp peak in the cross-correlation map ( Fig. 1c ), yielding surface maps shown in Fig. 2a ,c. As the Dirac point is constrained by symmetry to always be located in the Brillouin zone center, shifts in k D actually represent changes in the orientation of the surface, which changes the angle of surface-normal (k=0) photoemission.
Shifting each ARPES image along the momentum axis (k x -axis) to set k D =0 therefore allows for a more meaningful binning of the images and makes it feasible to fit other quantities such as the bulk band energies. For example, by examining a constant-momentum energy dispersion curve (EDC) evaluated at k D , one can fit the onset of intensity with a step function to determine the bulk conduction band minimum energy (map in Fig. 2c ). Beyond these maps of binding energy, evaluating scattering intensity in a small {E,k} range centered around the crosscorrelation maximum {E D ,k D } point offers a quick diagnostic tool to identify anomalous regions in which the surface state less closely resembles an ideal Dirac cone (Fig. 2d ).
The resulting maps of these four properties reveal very different forms of spatial structure on the sample surface. The map of Dirac point momentum (k D , Fig. 2c ) shows a gently warped surface with continuous gradations and few sharp boundaries. Two triangular regions, shaded in gray, show a much rougher topography and are excluded from further analysis (see Supplementary STM measurements were performed to investigate the chemical origin of these variations in binding energy and confirm that point defect populations vary greatly across the surface. Four ≥ 100 x 100 nm 2 surface regions separated by ~0.5 mm were measured on a sample from the same growth batch, revealing that charge-donating point defects within 1nm of the surface are primarily intercalated excess Se (Se i ) and Se replacement sites (Bi Se ) associated with excess Bi. The densities of these two defect types were strongly anticorrelated, representing inhomogeneity in the relative local density of Bi and Se (see Supplementary Table   1 ). On average, there was a stoichiometric excess of 0.0014 Bi atoms per 5-atom unit cell, with a standard deviation of 0.0004 (±30%) for different sampled regions, sufficient to greatly influence the chemical potential and surface state energetics [7, 8] .
Having corrected for the surface curvature, the large fluctuations we observe in bulk and surface binding energies can now be used to organize the data in a way that resembles a doping series, but which we will term a "binning series". Figure 3a1-a4 shows composite spectra obtained from binning measurements with similar Dirac point binding energy. Spectra are labeled with the averaged center-of-mass Dirac point energy of the measurements binned within them, and the k=0 EDC of each spectrum is shown to the right (Fig. 3b ). A similar series binning from the bulk energy map is displayed below in Fig. 3c-d . The single-point measurements used for these binning series images are indicated via a color code in histograms ( Fig. 3e-f ) and on the full surface maps ( Fig. 3g-h ).
The Dirac point series EDCs (Fig. 3b) show a peak at the Dirac point energy that nicely tracks the average bin energy. However, the onset of the bulk conduction band at E B~0 .23 eV binding energy shows surprisingly little dependence on the Dirac point energy, suggesting that different factors may be responsible for the fluctuations in bulk and surface bands. Larger bin widths were used in the bulk binning series (see Fig. 3f histogram), for which we will briefly discuss bias effects intrinsic to this presentation of the data. Each image in the bulk series ( Fig.   4c1 -c3) is labeled with the energy center of mass, and these numbers span a 32 meV range.
However, these numbers are biased, due to the points being drawn with some error from a peaked distribution. A conservative estimate of this bias can be obtained by characterizing the error in the fitting procedure, then evaluating the convolution of this error with the distribution from which the measurement is sampled (see Supplementary Note 4). This results in bias- 
Methods

Sample growth, characterization and measurement
The sample was grown following standard procedures of [20, 21] , but with an abbreviated annealing process of 24 hours (compared to the standard ~3 days) to achieve a single-phase sample that retains a relatively high defect density. The sample was cleaved and measured in situ at low temperature (T~20K) and ultra-high vacuum (<5×10 11 Torr) at the microARPES endstation of the Advanced Light Source MAESTRO 7.0.2 Beamline. Measurements were performed with a photon energy of 110 eV, and photoelectrons were passed through a Scienta R4000 electron analyzer for an energy and momentum resolution better than 30 meV and 0.01 Å -1 , respectively. The illuminated beam spot was smaller than δ~<15 μm in diameter. All measurements were performed along the Γ-K momentum axis of the hexagonal surface Brillouin zone, along which the Dirac cone appears as a V-shaped contour centered at the Γ point. The measurements made use of π-polarization (predominantly out-of-plane), which maximizes the overall ARPES signal, but has been suggested to give greater spectroscopic weight to surface regions with a lower defect density [8] .
Summary of analysis procedures
The analysis procedures demonstrated here can be adopted independently, but also constitute a sequentially cumulative recipe, using the following procedural order: 
Supplementary Note 1: Sample aging and measurement time
Characterization of a surface point (from the same sample, but outside the region analyzed and mapped for this paper) revealed that the Dirac point shifted by roughly 100 meV in 5 minutes of beam exposure (Supp. Fig. 1 ). This appears to suggest that aging will modify the surface energetics by just δE <~0.5 meV, however this linear extrapolation will greatly underestimate the rate of change in the first seconds of exposure, and it is safe to assume that the actual change is of a larger scale (possibly ~10 meV). Figure 1 : Aging effect. Spectra taken at the same beam line, but with a larger beam spot of 30x40 um 2 and a slightly higher photon energy of 117 eV (as opposed to 15x15 um 2 beam spot and 110 eV for the measurements analyzed in this paper), over progressively longer dwell times. This dramatic shift in the Dirac point was the motivation for choosing a smaller beam spot size (15x15 um 2 ) and using extremely short dwell times (~2 seconds per pixel), although requiring more in terms of data analysis techniques to work around the decreased signal-to-noise. This trend has the opposite sign to that observed in [19] .
Supplementary
Supplementary Note 2: Normalizing the detector intensity unit to events count
Pixel sensitivity on a CCD camera screen tend to gradually vary over time and years of nearcontinuous measurements, so steps were initially taken to renormalize the pixel intensity of the raw ARPES images. First, areas far outside the Dirac cone, where events were sparse and due primarily to noise, were analyzed. Blobs-areas of connected activated pixels-were counted as individual events, and pixel intensities were rescaled such that the total pixel intensity for an average single blob summed to 1 (a.u.). Supplementary Figure 2 shows the summary of total pixel intensity in each of the four boxed regions in Supp. Fig. 2a 
Supplementary Note 3: Cross-correlation to track the Dirac point
The normalized cross-correlation coefficients, performed on each individual ARPES image (I) using the full binned image window as a template (T), was calculated using the equation below: (Fig. 2c) , the upper left corner shows a region of highly anomalous structure; the ARPES images from this area were also omitted from further analysis/discussion. Since the energy bins used to integrate the spectra of Figure 3a were both relatively narrow and of fixed width (10 meV), the center Dirac point energies for Fig. 3a1-4 were approximated as simply the center of mass of the two contained 5-meV bins.
Bulk conduction band minima energies: Bulk energetics were extracted by taking an energy dispersion curve (EDC) at the Dirac point momentum coordinate k D and fitting a step function to find the BCB minimum. The lack of a sharp band-like contour for bulk electrons is due to the coincidence of the photoelectron escape depth with the surface state skin depth [22] , resulting in the inability to nicely resolve z-axis momentum. To quantify error in the bulk conduction band map, first an EDC @ k=0 was taken of the spectrum in Fig. 3c2 . Then new EDC curves were simulated by selecting random numbers from a Poisson distribution about the original curve for each point along the energy axis, and the fit method performed on the simulated curve.
Analyzing the results over many iterations, the method shows a standard deviation of 10 meV (see Supp. Fig. 4b-c ).
The simulated distribution was then used as a representative sampling distribution and used to deconvolute the data distribution of the BCB energy fits. The deconvolution width parameter is merely an estimate, but it has a rough upper bound associated with the appearance of large negative-intensity artifacts in the deconvoluted spectrum. In the present case, this is approximately equivalent to a fitted upper bound based on the sharpness of features in the spectrum. Based on this, we estimate a maximal broadening factor from sampling of 7 meV.
The sampling distribution (centered at 0 and normalized to 1) and the deconvoluted BCB distribution ! were then used to calculate the corrected center of mass energies of each Fig. 3c spectrum BCB energy discussed in the main text, using Equation 2 below:
is the summed intensity of the region. Here, ! runs over all energy bin values, and ! runs only over energy (midpoint) values of the underlying bins that were included in the spectrum of consideration. Fig. 3c2 . c, After many iterations, the standard deviation of the simulation results was 10 meV.
Supplementary
The defects were counted and plugged into the following equation to estimate the stoichiometric excess Bi of the sample:
where all quantities are in densities per square nm. Note the Se i (5.5A) defect type is given an extra weight of 0.5 relative to Se i (0.5A) due to it being shared between the bottom layer of the first QL and top layer of the second QL (while Se i (0.5A) is felt only by the top layer of the first QL). Supplementary Table 1 : Summary of the different defects counted from the STM images of Supp. Fig. 5 , and corresponding calculations for amount of stoichiometric excess Bi of the sample.
Approximating with ~7 unit cells per square nanometer, our results indicate an excess of ~.07%
Bi, and (Bi-richness) is consistent with the types of majority defects found [23] . In spite of the Bi-rich stoichiometry, Se vacancies were rare compared with excess Se. This is likely due to interstitial Bi being highly unfavored, and excess Bi instead occupying the Se vacancies as Bi Se .
Supplementary Note 6: Comparing the surface and bulk conduction band movements from the binning series
To corroborate the findings of the analysis summarized in Figure 4a of the main text, a separate independent analysis method of the relative band shifts is performed. Comparing EDCs between the heavily binned spectra of Fig. 3c1 and 3c3, the energy difference is estimated as the minimum energy shift required to exactly align pixel intensity between Fig. 3c3 and a splineinterpolated map of Fig. 3c1 . As was seen in Figure 4a , the energy shift along the surface band comes up larger (~15 meV) in the regions where it Is energetically closer to either the bulk conduction or bulk valence band as compared to regions in the middle of the gap where it lies the farthest away from the bulk bands (about half the energy shift seen here). We further note that this analysis approach is most reliable underneath the surface band, where EDC intensity is highly sloped and has minimal direct exposure to the bulk states. The analysis will tend to be unreliable and systematically biased where the slope goes to zero, such as at points directly intersected by the red lines.
Supplementary Figure 6 : Surface band shifts across E-k space due to bulk conduction band shift. a, An averaged spectrum including data from Fig. 3c1 and 3c3 , with heavy binning to improve statistics. b, The energy difference between Fig. 3c1 (bulk binding energy E B =0.227 eV) and 3c3 (bulk binding energy E B =0.247 eV) is evaluated at each pixel with sufficient intensity to yield useful statistics. Energy difference is estimated as the minimum energy shift required to exactly align pixel intensity between Fig. 3c3 and a spline-interpolated map of Fig. 3c1 . Rough guides to the eye are provided for the surface and bulk band dispersions, and the accuracy of the analysis approach varies greatly in different spectral regions as discussed in the text.
