Abstract. We present the state of the art solvers of the Shortest and Closest Lattice Vector Problems in the Euclidean norm. We recall the three main families of algorithms for these problems, namely the algorithm by Micciancio and Voulgaris based on the Voronoi cell [STOC'10], the Monte-Carlo algorithms derived from the Ajtai, Kumar and Sivakumar algorithm [STOC'01] and the enumeration algorithms originally elaborated by Kannan [STOC'83] and Fincke and Pohst [EUROCAL'83]. We concentrate on the theoretical worst-case complexity bounds, but also consider some practical facets of these algorithms.
Introduction
The Shortest Lattice Vector Problem (SVP) consists in finding x ∈ Z n \ 0 minimizing B·x , where B ∈ Q m×n is given as input. The Closest Lattice Vector Problem (CVP) consists in finding x ∈ Z n minimizing B · x − t , where B ∈ Q m×n and t ∈ Q m are given as inputs. 1 In this survey, we will restrict ourselves to the Euclidean norm y = i≤m y 2 i . These optimization problems admit simple geometric interpretations: SVP consists in finding a shortest non-zero vector in the Euclidean lattice L[B] := i≤n x i b i spanned by the columns (b i ) i of B, whereas CVP consists in finding a vector of L [B] closest to the given target t.
SVP and CVP have been investigated in mathematics for more than a century, with, among others, the works of Hermite [38] , Korkine and Zolotarev [46] , Minkowski [59] and Voronoi [81] . However, the algorithmic study of lattices took off rather lately, at the beginning of the 1980's. At that time, lattices happened to be a bottleneck in combinatorial optimization and in algorithmic number theory, and ground-breaking results were then obtained: A. Lenstra, H. Lenstra Jr. and L. Lovász proposed the first polynomial-time approximation algorithm for SVP [47] , whereas P. van Emde Boas showed that the decisional variant of CVP, is NP-hard [19] (as well as the decisional variant of SVP for the infinity norm). Shortly afterwards, Fincke and Pohst [20, 21] and Kannan [42, 43] described the first SVP and CVP solvers. Following the genesis of lattice-based cryptography in the mid-1990's [4, 39, 27] , whose security provably/heuristically relies on the hardness of variants of SVP and CVP, much effort was spent devising faster solvers. This resulted in the construction of a new type of SVP and CVP algorithms by Ajtai, Kumar and Sivakumar [5, 6] . More recently, yet another completely different algorithm was introduced by Micciancio and Voulgaris [57, 56] .
SVP and CVP are common in many fields of computational mathematics and computer science. We have already mentioned combinatorial optimization and algorithmic number theory. We refer the interested reader to the surveys [17] and [48] . They are also very frequent in communications theory [60, 1, 34, 61] . The cryptographic role of SVP and CVP is twofold. In the last few years, a number of cryptographic primitives have been devised along with proofs of security under the assumption that there is no (probabilistic and sometimes quantum) polynomial-time algorithm for solving arbitrary instances of variants of SVP and CVP. Attempting to solve SVP and CVP allows to assess the validity of these assumptions. We refer to [55, 72] for recent accounts on lattice-based cryptography. On the other hand, the best known algorithm for breaking these cryptographic schemes as well as a number of other cryptographic functions such as some based on the knapsack problem [66] attempt to find short or close vectors from a relevant lattice, by reducing it. Lattice reduction consists in starting from a basis B and trying to improve its quality, traditionally measured by the orthogonality of its vectors. The most famous lattice reduction algorithm is probably LLL (see the book [64] ). It runs in polynomial time but it only provides vectors that are no more than exponentially longer (in n) than the shortest ones. This worst-case behavior seems to also hold in practice [63] (up to a constant factor in the exponent). LLL may also be used to find lattice vectors relatively close to target vectors [7] , but these vectors may be exponentially further from the target than the optimal solution(s). Schnorr's hierarchy [74] of reduction algorithms allows to achieve a continuum between LLL and exact SVP and CVP solvers. The best known theoretical variant (in terms of achieved basis quality for any fixed computational cost) is due to Gama and Nguyen [23] . However, in practice, the heuristic and somewhat mysterious BKZ algorithm from [75] is used instead (see [24] for a detailed account on the practical behavior of BKZ). All known realizations of Schnorr's hierarchy (see the surveys [62, 73] ) rely on an algorithm that solves SVP for smaller-dimensional lattices.
From a computational hardness perspective, the decisional variant of CVP is known to be NP hard [19] , whereas the decisional variant of SVP is only known to be NP hard under randomized reductions [2] (see also the book [54] ). This remains the case for the relaxed variants GapSVP γ and GapCVP γ for any constant γ ≥ 1, where the optimal value of B·x (resp. B · x − t ) is known to be either ≤ 1 or ≥ γ (see [44, 35] ). When γ = Ω( √ n), GapSVP γ and GapCVP γ belong to NP ∩ coNP, and are thus unlikely to be NP hard [70] . Schnorr's hierarchy coupled with the SVP solver from [57, 56] allows one to solve GapSVP γ and GapCVP γ for γ = k O(n/k) in time 2 O(k) . In particular, the relaxation factor γ = 2 c n log log n log n can be achieved in polynomial time [74] for any constant c > 0. It is also worth noting that there is a dimension-preserving deterministic polynomial-time reduction from GapSVP γ to GapCVP γ for any γ (see [28] ).
Three families of SVP and CVP solvers. There exist three main families of SVP and CVP solvers, which we compare in Table 1 . Describing them is the purpose of the present survey.
The algorithm by Micciancio and Voulgaris [57, 56] aims at computing the Voronoi cell of the lattice, whose knowledge facilitates the tasks of solving SVP and CVP. This algorithm allows one to solve SVP and CVP deterministically, in time ≤ 2 2n+o(n) and space ≤ 2 n+o(n) . We will describe this algorithm in Section 3. 
Singly exponential time complexity had already been achieved about 10 years before by Ajtai, Kumar and Sivakumar [5, 6] , with an algorithm that consists in saturating the space with a cloud of (perturbed) lattice points. But the saturation algorithms have at least three drawbacks: they are Monte Carlo (their success probability can be made exponentially close to 1, though), the CVP variants of these algorithms may only find vectors that are no more than 1 + ε times further away from the target than the optimal solution, for an arbitrary ε > 0 (the complexity grows when ε tends to 0), and their best known complexity upper bounds are higher than that of the Voronoi-based Micciancio-Voulgaris algorithm. The saturationbased Ajtai et al. SVP solver has been successively improved in [69, 65, 58, 68] , and the currently best time complexity upper bound is 2 2.465n+o(n) , with a space requirement bounded by 2 1.325n+o(n) . Improvements on the Ajtai et al. CVP solver have been proposed by Blömer and Naewe [9] . We will describe the saturation-based SVP and CVP solvers in Section 4.
Before the algorithms of Ajtai et al., the fastest SVP and CVP solvers relied on a deterministic procedure that enumerates all lattice vectors below a prescribed norm, or within a prescribed distance to a given target vector. This procedure uses the Gram-Schmidt orthogonalization of the input basis to recursively bound the integer coordinates of the candidate solutions. Enumeration-based SVP and CVP solvers were first described by Fincke and Pohst [20, 21] and Kannan [42, 43] . Kannan used it to propose solvers with bit-complexities n O(n) . These were later refined by Helfrich [36] , and their analyzes were improved in [32] who proved that the SVP (resp. CVP) solver has complexity ≤ n n/(2e)+o(n) (resp. ≤ n n/2+o(n) ). By refining a construction due to Ajtai [3] , Hanrot and Stehlé [33] showed the existence of input bases for which Kannan's SVP algorithm performs ≥ n n/(2e)+o(n) bit operations. We will describe these algorithms in Section 5.
Solving SVP and CVP in practice. The practicality of SVP solvers has attracted much more attention than their CVP counterparts, due to their importance in Schnorr's hierarchy [74] and their cryptanalytic applications. For currently handleable dimensions, the enumeration-based SVP solvers seem to outperform those of the other families. This statement requires clarification, as rigorous codes providing correctness guarantees can be accelerated significantly by allowing heuristics, which makes the comparison task more complex.
All the available implementations providing strong correctness guarantees (e.g., fplll [12] or the SVP solvers of Magma [10] ) rely on the enumeration process. Several heuristics are known for the solvers of the saturation and enumeration families (at the moment, the Micciancio-Voulgaris Voronoi-based algorithm seems uncompetitive, and would require further practical investigation). However, the heuristic implementations of the enumeration families, relying on tree pruning strategies [75, 76, 80, 25] seem to outperform the heuristic implementations of the saturation families [65, 58] . This observation has led to hardware implementations of the enumeration [37, 16] .
It is hard to compare the soundness of the different heuristics used, but one way to compare the resulting codes is to see how they perform on actual inputs. However, checking the result is non-trivial, as there is no known way of rigorously doing so (apart from solving SVP once more). To circumvent this problem, the authors of the online SVP challenges [26] sampled SVP instances from some specific distribution [29] for which the expectancy of the minimum is known (via the Gaussian heuristic, see Section 5) . If the vector found is no longer than slightly more than this expectancy, the challenge is considered solved. Another possibility, suggested in [24] , consists in generating instances where the shortest vector is most likely the unique non-zero lattice vector whose norm is some known threshold (such as lattices corresponding to knapsacks [66] ). Yet another strategy consists in looking at the reduction qualities achieved by using the SVP solvers within an implementation of Schnorr's hierarchy (typically BKZ). Comparisons are thus possible via lattice reduction challenges [49] . A drawback of this approach is that although the SVP solver is asymptotically the cost-dominating ingredient in reduction algorithms, there are other important factors, such as the number of times the SVP solver is called.
Related topics. Many problems on lattices are closely related to SVP and CVP. Sometimes but not always, the best algorithms for solving them are essentially the same as for solving SVP and CVP.
A variant of SVP consists in listing all shortest non-zero vectors, or counting them (their number is the so-called kissing number). The Theta series is a formal series whose coefficient of degree k is the number of vectors of squared norm equal to k (for all k ≥ 0). The first coefficients of the Theta series of a lattice are typically computed with enumerationbased algorithms (see, e.g., [80] ).
Given a lattice L, it may be desirable to compute the successive minima λ i (L) = min{r : dim(span(L ∩ B(r))) ≥ i}, for all i ≤ n, and linearly independent lattice vectors that reach them. Micciancio [53] showed how this problem can be reduced to CVP. Blömer and Naewe [9] have proposed a saturation-based algorithm that returns linearly independent vectors whose norms are not much greater than the minima.
The covering radius of a lattice is the maximal distance to that lattice of a vector of the spanned linear space. An algorithm relying on the Ajtai et al. CVP solver [31] provides a tight approximation to it. Also connected to CVP is the Bounded Distance Decoding problem (BDD): in BDD, the target vector is guaranteed to be within a distance r ≤ λ 1 (L)/2 of the lattice L. Several algorithms [45, 50] have been specifically designed for such CVP instances. BDD is of particular significance for MIMO communications [61] and cryptography [71] . We also refer to [51] for reductions of several lattice problems to and from BDD.
In this survey, we only consider the Euclidean norm. Recent works on solving SVP/CVP for the other ℓ p norms include [9, 15, 18] .
Some Background on Euclidean Lattices
A lattice is a discrete additive subgroup of some R m . Any such object can be represented as {B · x, x ∈ Z n }, for some n and some full column rank matrix B ∈ R m×n . For a given lattice L, some quantities, or invariants, do not depend on the particular choice of the basis. These include, among others: the embedding dimension m, the lattice rank n, the lattice determinant det L = det(B t · B), the lattice minimum λ(L) = min x∈Z n \0 B·x and the covering radius µ(L) = max t∈span(L) (dist(t, L)). We refer to [13, 30, 78, 52] for mathematical introductions to lattices. The most fundamental result on lattice invariants is Minkowski's theorem, which states that for all n, there exists a constant γ n ≤ n such that for any rank n lattice L, we have
When L = {B · x, x ∈ R n } with a full column rank matrix B, we say that the columns (b i ) i of B form a basis of the lattice L. Any given lattice of rank ≥ 2 has infinitely many lattice bases: The columns of the full column rank matrices B 1 , B 2 ∈ R m×n span the same lattice if and only if there exists a matrix U ∈ Z n×n of determinant ±1 such that B 2 = B 1 · U . Such a matrix U is called unimodular.
For computational statements, we will always consider rational lattices, given by rational bases (see [11] for the case of real-valued input bases). In the case of CVP, the target vector will also be rational. The complexities of the algorithms we will study are typically exponential with respect to n but only polynomial with respect to m and the bit-sizes of the entries of the input matrix. For the sake of simplicity, we will assume that the bit-size of the input is Poly(n).
The process of improving the quality of a basis by applying well-chosen unimodular matrices is generically called lattice reduction. The achieved qualities, or reductions, are most often defined in terms of orthogonality. For a given basis (b i ) i≤n , we define its Gram-Schmidt orthogonalization by
where L is the lattice spanned by the b i 's. We also have µ(L) ≤ i≤n b * i 2 /2 (see [7] ).
A basis is said size-reduced if |µ i,j | ≤ 1/2 for any i > j. A basis is said LLL-reduced if it is size-reduced and if b * i ≥ b * i−1 /2 for any i < n. A LLL-reduced basis of any rational lattice can be computed in polynomial time from any input basis [47] . However, its quality is only moderate: the quantity b 1 /λ(L) may be bounded by 2 n . This upper bound seems reached in practice, up to a constant factor in the exponent [63] .
On the other hand, the Hermite-Korkine-Zolotarev (HKZ) reduction is more expensive to compute (it is polynomial-time equivalent to solving SVP), but HKZ-reduced bases are much more orthogonal. A ba-
and if once projected orthogonally to b 1 the vectors b 2 , . . . , b n are themselves HKZ-reduced. By applying Minkowski's theorem on the projected lattices, it is possible to show that any HKZ-reduced basis
Schnorr's hierarchy of reductions and reduction algorithms [74] offers a compromise between LLL's efficiency and HKZ's quality. The principle is to consider small dimensional projected blocks: if (b i ) i≤n is the current lattice basis, the β-dimensional projected block starting at index k is (b
j is the projection of b i orthogonally to the span of the first k − 1 basis vectors. Within blocks, one performs HKZ-reductions (or calls to an SVP solver), and blocks are handled in a LLL-manner. This vague description has been instantiated in several precisely analyzed hierarchies of reduction algorithms [74, 22, 23] and is also the basis of the famous heuristic BKZ algorithm [75] implemented in NTL [77] . The best complexity/quality trade-off currently known [23] allows one to find a basis
using calls to an SVP solver in dimension β. Note that the practical quality of BKZ-reduced bases has been investigated in [24] , and that worstcase quality lower bounds for fixed block-sizes are known [3, 33] . Finally, in order to maximize b * n rather than minimize b 1 , one may reduce the dual basis B −t (we refer to [69] for an introduction on the dual lattice), and apply the obtained unimodular transform to B. Thanks to Banaszczyk's transference theorem [8] , the corresponding basis
An SVP/CVP Solver Relying on the Voronoi Cell
The Micciancio-Voulgaris deterministic algorithm based on the Voronoi cell [57, 56] provides the SVP/CVP solver with the best known complexity upper bound: It terminates within 2 2n+o(n) operations while its space requirement is ≤ 2 n+o(n) . From a practical perspective, this algorithm seems bound to remain slower than the guaranteed implementations of the enumeration-based solvers: On the one hand, its cost cannot be lower than 2 n , as this is the size of the representation of a generic Voronoi cell; On the other hand, although their time complexity bounds are asymptotically much higher than 2 n , the enumeration-based solvers still terminate relatively efficiently in dimensions n higher than 60. The asymptotic bounds suggest Voronoi-based solvers will eventually beat enumerationbased solvers, but the cut-off dimension seems to be out of reach with nowadays computational power. Also, for the moment, there is no known heuristic version of the Micciancio-Voulgaris algorithm which would allow to break the 2 n barrier. The Voronoi cell V(L) of a lattice L is the set of vectors strictly closer to the origin than to any other lattice point:
We let V(L) denote the topological closure of V(L), i.e., the set of points closer or at equal distance to the origin than to any other lattice point. The definition (1) involves an infinite number of inequalities. In fact, there exists a minimal set
Stated differently, the Voronoi cell is the interior of a polytope. We call these vectors the relevant vectors of L. Voronoi [81] displayed a strong link between the relevant vectors and the cosets of L/2L. A coset of L/2L is of the shape { i (2x i + e i )b i , x i ∈ Z}, where (b i ) i is a basis of L and the e i 's are fixed elements of {0, 1}. The vector e may be interpreted as the parity of the coset (note that it depends on the choice of the lattice basis (b i ) i ). 
The Voronoi cell suffices for solving SVP and CVP
Assume we know the relevant vectors (v i ) i≤m of a lattice L. We now explain how to solve SVP and CVP by using this data.
To solve SVP in time Poly(n) · 2 n from the v i 's, it suffices to observe that the shortest relevant vectors reach the lattice minimum.
Proof. The vector s cannot belong to 2L as otherwise s/2 would be a shorter non-zero lattice vector. It remains to show that ±s are the unique minima of the coset s+2L. Assume that s+2b = s for some b ∈ L\0. We have s 2 + 4 b 2 + 4 s, b = s 2 , which leads to b 2 = − s, b . The Cauchy-Schwarz inequality provides b = s if b and s are linearly dependent, and b < s otherwise. In the first situation, the only way of ensuring that s + 2b = s is to take b = −s. In the other situation, we must have
Algorithm 1: The CVP 2V→V algorithm.
We now explain how to solve CVP, i.e., subtract from a given target vector a lattice vector so that the result belongs to the closed Voronoi cell. The engine of the algorithm is a sub-routine CVP 2V→V that solves CVP assuming that the target vector t belongs to 2 · V(L). If such a routine is available, then CVP can be solved using a polynomial number of calls to it. First, note that any target vector t in the linear span of L belongs to 2 k ·V(L), with k = log 2 (2 t /λ(L)) (because B(λ(L)/2) ⊆ V(L)). Now, the routine CVP 2V→V may be used to subtract vectors of L to any given target vector t ∈ 2 ℓ ·V(L) so that the result belongs to (t+L)∩2 ℓ−1 ·V(L): It suffices to use CVP 2V→V with the lattice 2 ℓ−1 L, whose closed Voronoi cell is 2 ℓ−1 · V(L).
The sub-routine CVP 2V→V , is an improvement of the Iterative Slicer from [79] . Given a target t ∈ 2 · V, it first determines if t belongs to V(L), in which case it stops. Otherwise, it finds x ∈ (1, 2] such that t is on the boundary of x · V, as well as a facet of x · V containing t. Geometrically, it means that for every facet of V we construct a cone of apex 0 and base that facet. These cones cover the whole space (and their interiors are disjoint), and we determine a cone containing t. In practice, this is obtained by finding a relevant vector v i that maximizes t, v i / v i 2 (in which case x = 2 t, v i / v i 2 ). Once v i is found, the target t is updated to a new target vector t ← t − v i . This process is repeated until t eventually happens to belong to V(L). Figure 1 provides an example of an execution of CVP 2V→V in dimension 2. The following lemma states some important properties satisfied by the sequence of target vectors (t k ) k≥1 with t 1 = t, corresponding to the successive loop iterations.
Lemma 3.3. Let t 1 ∈ 2 · V(L) and (t k ) k≥1 be the sequence obtained by applying the algorithm CVP 2V→V to t 1 . Then:
• For any k, we have t k ∈ 2 · V(L) and t k > t k+1 , • The execution terminates within N ≤ 2 n iterations and t N ∈ V(L).
Proof. The first claim derives from the observation that both t k and
. By convexity, so does t k − v i(k) . For the second claim, note that by construction we have
At this stage, we have proved that we have a sequence of vectors of
of strictly decreasing norms. Each such vector belongs to one of the 2 n cosets of t 1 + L modulo 2L. We show by contradiction that such a coset cannot be visited twice. Let k < ℓ such that t k = t ℓ mod 2L. Since both t k and t ℓ belong to V(2L), they must be shortest elements of their respective cosets t k + 2L and t ℓ + 2L. Since we assumed that these cosets are equal, the vectors t k and t ℓ must have equal norms. This is in contradiction with t k > t ℓ .
⊓ ⊔
This result allows us to bound the cost of sub-routine CVP 2V→V by Poly(n) · 2 2n . Overall, once the relevant vectors of L are known, it is possible to solve CVP within Poly(n) · 2 2n bit operations.
Computing the relevant vectors
In the SVP and CVP solvers of the previous subsection, the list of the relevant vectors of the lattice L under scope was assumed known. We now explain how to obtain such a list.
Let (b i ) i≤n be a basis of L that such that b * n ≥ 2µ(L)/φ n , for some known φ n = 2 o(n) . This can be achieved by applying Schnorr's hierarchy with block-size ω(1) (see Section 2), on the dual basis of (b i ) i≤n . The purpose of this pre-processing of the lattice basis will become clearer soon.
We assume we know the relevant vectors of
A relevant vector of L is a strict length minimum for a coset of L/2L: it cannot be made smaller by subtracting from it an element of 2L. In particular, it cannot be made smaller by subtracting from it a relevant vector of 2L − , i.e., twice a relevant vector of L − . This implies that all the relevant vectors of L are contained in the interior of the cylinder of basis 2 · V(L − ) that is orthogonal to the span of L − .
We now show that the relevant vectors of L cannot be arbitrarily far away from the span of L − , thus allowing us to bound the search region. Let t = i e i b i with e i ∈ {0, 1} for all i. We search for the relevant vector (e i + 2x i )b i ∈ L corresponding to the coset t + 2L. This is a CVP instance for the target t and the lattice 2L. We cannot use the CVP algorithm of the previous subsection directly, as it requires the knowledge of the relevant vectors of L, which we are currently trying to compute. Instead, we note that:
In fact, since t is within distance 2µ(L) from 2L and t + 2x n b n + 2 i<n x i b i ≥ |e n + 2x n | b * n , we obtain that it suffices to consider the x n 's such that |e n + 2x n | ≤ 2µ(L)/ b * n . Thanks to the reducedness of the b i 's, it suffices to consider a bounded number of x n 's. This dimension reduction trick for CVP is inspired from the enumeration-based CVP solver (see Section 5) . Overall, we have proved the following result.
where
This justifies Algorithm 2. Its cost is no more than 2φ n + 1 = 2 o(n) times the cost of enumerating (t + L − ) ∩ 2 · V(L − ), for an arbitrary t in the span of the lattice L − , whose relevant vectors are known.
Input : A basis of a lattice L.
If there are strict minima ±v in C ∩ Cand, then add them to Vor. Return Vor.
Algorithm 2: Computing the relevant vectors.
We now explain how to draw the list of all the elements belonging to
Algorithm Enum 2V first computes a shortest representative s of t + L − : If t = 0, then we have s = 0, and otherwise we may use the CVP algorithm from the last subsection (recall that we know the relevant vectors of L − ). We prove the correctness of Enum 2V only for the situation where s is the only shortest element in t + L − . Correctness also holds without this assumption and can be proved using results from [40] on the relevant vectors of a Voronoi cell [82] . A proof will appear in the final version of [57, 56] . The next step of Enum 2V consists in backtracking all the possible executions of CVP 2V→V that start from an element of
If s is the unique shortest element in t + L − , then any of these executions has to terminate with s. Algorithm Enum 2V starts from a list of accessible vectors Acc consisting of s and an empty list of visited vectors Vis. At any iteration, it takes the shortest accessible vector u, tags it as visited, and adds to the accessible list the u + v i 's for all relevant vectors v i . Before proceeding to the next iteration, Enum 2V cleans the accessible list by deleting all vectors belonging to a coset of t + L − mod 2L − reached by the visited list, and keeping a shortest accessible vector for each remaining coset of t + L − mod 2L − . The process stops when the accessible list is empty. The number of iterations is bounded by the number of cosets of t + L − mod 2L − , i.e., termination occurs within 2 n−1 iterations, allowing us to bound the cost by Poly(n) · 2 2n .
Input : The relevant vectors (vi) i≤N of a lattice L − , and t.
Acc ← {s}, Vis ← ∅. While Acc = ∅ do Let u be a shortest element of Acc,
Algorithm 3: The Enum2V algorithm.
Lemma 3.5. Let L − be a lattice and t ∈ span(L − ). Suppose that there exists a unique shortest element s in t + L. Then, at the end of the execution of Enum 2V for target t and lattice L − , the set of visited vectors contains all elements of
Proof. Suppose by contradiction that
does not belong to the final visited list. By Lemma 3.3, there exists a se-
and, for all k, u k > u k+1 and any u k+1 − u k is a relevant vector of L − . Since s belongs to the final visited list, there must exist a k < N such that u k+1 is in the visited list, but not u k . When u k+1 was included in the visited list, the vector u k was added in the accessible list, because u k+1 − u k is a relevant vector. Since u k is the sole vector of its coset of t + L − mod 2L − that belongs to V(2L − ), it cannot have been discarded later. This contradicts the definition of k.
⊓ ⊔
To conclude, the cost of computing the relevant vectors for the ndimensional lattice L is that of sufficiently reducing the input basis of L, computing the relevant vectors of L − of dimension n − 1 and then running Enum 2V no more than 2φ n + 1 = 2 o(n) times. This leads to the claimed 2 2n+o(n) complexity upper bound.
Saturating the Space
In this section, we describe the category of sieve algorithms for SVP and (approximate) CVP, which are Monte-Carlo probabilistic algorithms running in exponential time and space. Heuristic versions of these algorithms have been used to solve SVP up to dimension 63 [65, 58] .
The mathematical property which all the sieve algorithms try to exploit is that there are boundably many points within a compact body which are distant from one another. Thus, by saturating the space with (possibly perturbed) lattice points, one eventually finds close-by or identical vectors. In Euclidean norm, the proof of the saturation property leading the best known complexity bounds relies on the following result on sphere packings.
Theorem 4.1 ([41])
. Let E ⊆ R n \{0}. If there exists φ 0 > 0 such that for any u, v ∈ E, the angle between u and v is ≥ φ 0 , then |E| ≤ 2 cn+o(n) with c = − 
The AKS Algorithm
The AKS algorithm was introduced by Ajtai, Kumar and Sivakumar in [5] as the first single-exponential time algorithm for SVP. However, no explicit time bound was given. In [69] , Regev described a simpler version of this algorithm running in time 2 16n+o(n) . The constant in the exponent was decreased from 16 to 5.9 by Nguyen and Vidick [65] , 3.4 by Micciancio and Voulgaris [58] and 2.7 by Pujol and Stehlé [68] .
AKS can be described as follows: Let γ < 1 be a constant. Let S be a set of N lattice vectors sampled in the ball of radius R = 2 O(n) · λ(L). If N is large enough, there exists a pair (u, v) of vectors such that u − v ≤ γR, so u − v is a shorter vector of L. The main step of the algorithm, called sieve, consists in choosing C ⊆ S such that |C| is not too large and for any u ∈ S \ C, there exists v ∈ C such that u − v ≤ γR (see Figure 2 ). This is used to generate a set S ′ ⊆ L ∩ B(γR) with |S ′ | = |S| − |C|. The sieve can be applied a polynomial number of times to obtain lattice vectors whose norms are ≤ r 0 λ(L) for some constant r 0 .
There is no known way of ensuring that the vectors in the final set are uniformly distributed, but a technical trick allows to ensure that any shortest non-zero vector of L can be written as the difference between two vectors in the final set. A perturbation randomly chosen in B(ξλ(L)) is added to each sampled lattice vector to obtain a perturbed vector (if λ(L) is unknown, one may try polynomially many guesses). At any time, the algorithm keeps track of both lattice vectors and perturbed vectors, applying the same operations on them. Provided that ξ > 1 2 , a given perturbed vector might sometimes correspond to two different lattice vectors whose distance is λ(L). The sieve function makes tests only on perturbed vectors so is unaware of the genuine lattice vectors. This can be used to prove that the probability of success is at most 2 O(n) times smaller than the probability of having the same lattice vector twice in the final set. The latter occurs when it contains ≥ |L ∩ B(r 0 λ(L))| elements.
The algorithm is given below in the version of [65] . Perturbations are generated before lattice vectors and are used to compute them. In particular, if x and y are two perturbations such that x − y ∈ L, they will lead to the same lattice vector. Although this is might look as the most natural solution, this idea introduced by Regev [69] makes the proof simpler. In algorithm NewPair, the vector (−x) mod P(B) is the vector whose coordinates with respect to B are the fractional parts of the coordinates of −x with respect to B. 
Algorithm 4: The NewPair function.
x ← random point uniformly chosen in B(ξλ), Add NewPair(B, x) to T .
Remove pairs of T corresponding to the same lattice point. Return the difference between two closest distinct lattice points in T (fail if they do not exist). = O(n 2 ) ensures that one value of λ will satisfy the condition on λ, by LLL-reducedness.
We describe the four main steps of the proof. More details are given in the appendix. For the whole proof, an arbitrary shortest vector s is fixed. Only the following subset of the sampled pairs is ever considered: the good pairs (t, t ′ ) are those such that the perturbation x = t ′ − t belongs to B(0, ξλ) ∩ B(−s, ξλ). The first step consists in proving that a sampled pair is good with probability ≥ 2 n 2 log 2 1− 1 4ξ 2 +o(n) . This is done via elementary geometry arguments. The second step consists in bounding the number of vectors that are used as centers (and lost): There are ≤ 2 (− log 2 γ+0.401)n+o(n) centers. The third step consists in proving that, with high probability and at the end of the execution, the set T contains the same lattice vector twice. This is done by bounding the number of elements in L ∩ B(r 0 λ(L)) which contains T by 2 (log 2 r 0 +0.401)n+o(n)) , where r 0 ≈ ξ(1 + 1 1−γ ). The last two steps are based on the saturation phenomenon (Theorem 4.1). Finally, it can be shown that the probability of success is at least as large as the probability of collision (up to a constant factor). This implies that AKS succeeds with probability exponentially close to 1. Optimization on r 0 and ξ leads to the constants of Theorem 4.2.
Improving the complexity by using the birthday paradox. In the analysis of AKS, we use the fact that before removing identical lattice vectors in T , the set contains two good pairs with the same lattice vector with high probability: This is because T contains > N B (n) lattice vectors corresponding to good pairs, and T is itself contained in a set of cardinality ≤ N B (n). If the vectors were iid, no more than O( N B (n)) vectors would suffice. Although this may not hold for the version of AKS given above, the algorithm can be modified so that the iid-ness condition is fulfilled.
The change is as follows: At the start of the execution, we fix the set of vectors that will be used as centers at every step. Other vectors cannot be used as centers, so if at any sieving step, no close enough center is found, the vector under scope is lost. The probability of loss of each vector during the whole process can be made exponentially low by choosing the initial number of pairs carefully. These modifications can be implemented without incurring a significant cost increase (see the appendix for details). On the other hand, the number of vectors needed for the last step of the algorithm is decreased by an exponential factor. This leads to an algorithm that consumes time ≤ 2 2.648n and space ≤ 2 1.325n .
Heuristic version of AKS.
A heuristic version of AKS has been studied by Nguyen and Vidick [65] . The main modification consists in not using perturbations. To generate lattice vectors, random vectors are sampled using the randomized version of Babai's nearest plane algorithm [7] described in [45] . Under an assumption of uniform distribution of sieved points, they show that the space complexity of their algorithm is ≤ 2 0.208n . In practice, the heuristic version solves SVP up to dimension 50. A refinement of this heuristic has been proposed by Wang et al. [83] .
The ListSieve Algorithm
ListSieve was introduced by Micciancio and Voulgaris [58] . It can be described as a variant of AKS in which the order of the loop in the Sieve function and the second loop of AKS is reversed: in ListSieve, the outer loop is on vectors and the inner loop is on norm reduction steps. This makes the following improvement possible: for a given point, instead of using separate sets of centers for each step, all centers are put together in the same list. At a given step, any item in the list may be used provided that it decreases the norm of the vector by a factor ≥ 1/γ. The loss of ξ between each step R ← γR + ξ of AKS does not occur in ListSieve, making it possible to set γ polynomially close to 1 (e.g., γ = 1 − 1/n) to keep the list size as small as possible. Input : A pair (u, u ′ ) and a list T ⊆ L.
Algorithm 7: The Reduction algorithm.
Choose (x 1 , . . . , x N ) independently and uniformly in B(ξλ). T ← {0}.
Algorithm 8: The ListSieve algorithm.
Algorithm 9: The ListSieveBirthday algorithm.
, ξ = 0.685 and n is sufficiently large, then ListSieve returns a shortest non-zero vector of L with probability ≥ 1 3 , in time ≤ Poly(n)2 3.199n and space ≤ Poly(n)2 1.325n .
The proof of ListSieve is similar to that of AKS. The size of the list is bounded with Theorem 4.1, using two properties: any vector is reduced with respect to the previous vectors of the list and all vectors in the list belong to the lattice. Because of this, collisions occur when enough pairs are sampled. As in the proof of AKS, it can be proved that the probability of success is nearly as high as the probability that a collision occurs with a good vector. A detailed proof is given in appendix.
Improving the complexity by using the birthday paradox. In the original version of ListSieve, the vectors of the list may not be statistically independent. Dividing the algorithm into two phases makes it possible to sample iid vectors in a small ball B(r 0 λ) (see Algorithm 9) . In this version, the birthday paradox can be used to analyze the second phase, which leads to smaller time and space complexity bounds than for all versions of AKS.
and n is sufficiently large, then ListSieveBirthday returns a shortest non-zero vector of L with probability exponentially close to 1, in time ≤ Poly(n)2 2.465n and space ≤ Poly(n)2 1.233n .
During the first phase of the algorithm, very short vectors are thrown away. This allows to improves the bound on |T | from ListSieve. Indeed, because of perturbations, the lower bound for the angle between two vectors is worse for vectors of small norm. During the second phase, lattice vectors are reduced with respect to the list of vectors obtained during the first phase. As long as |T | is large enough, this should produce short lattice vectors (e.g., vectors in B(r 0 λ)). Unfortunately, it is unclear whether the probability for a vector to be short decreases when |T | increases. This is why |T | is randomized. The proof that the difference between two vectors in U is a shortest non-zero lattice vector is the same as for AKS. More details are given in appendix.
Heuristic version of ListSieve. In [58] , Micciancio and Voulgaris give experimental results on a heuristic version of ListSieve that they call GaussSieve. In GaussSieve, vectors are more reduced with respect to each other. As in the heuristic version of AKS, there are no perturbations: It is an open problem whether there is a way to guarantee that the algorithm succeeds. Thus, the stopping condition is chosen heuristically. However, a space complexity upper bound of 2 0.401n is proved (this corresponds to the best known upper bound on the so-called kissing number). According to the experiments from [58] , GaussSieve can be used up to dimension 63 and outperforms the (guaranteed) deterministic enumeration algorithm from Section 5 without tree pruning.
Solving CVP
In 2002, Ajtai et al. [6] showed how to modify their SVP solver to solve CVP within any fixed factor 1 + ε for ε > 0, in time and space 2 O(n) . In [9] , Blömer and Naewe showed that the sieve algorithms can be used to solve (1 + ε)-CVP by reducing the latter to the "Generalized SVP" (1 + ε)-GSVP, which, given a basis of a lattice L and a linear subspace
They proved that (1 + ε)-GSVP can be solved by AKS just by changing the parameters and the last step, in which a condition is added: The difference between the two vectors must not be in M . As the shortest vector outside M can be much larger than λ(L), it may not be possible to "fill" the ball B(r 0 λ) corresponding to the end of the execution of AKS. The analysis of AKS does not carry over, but it is proved instead that AKS returns a vector outside of M of norm at most r 0 λ. The approximation factor 1 + ε is obtained by choosing γ and ξ so that r 0 ≤ 1 + ε. This is possible for any ε > 0, but at the expense of increasing the complexity bound (the exponent is polynomial in 1 ε ). The reduction from (1+ε)-CVP to (1+ε)-GSVP is based on Kannan's embedding technique [43, Se. 6] : For a lattice L ⊆ R m and a target t ∈ R m , we define L ′ as the lattice spanned by (L × {0}) ∪ (t, γ); provided that γ is large enough, if (u, x) ∈ R m × R is a shortest vector of L ′ \(R n × {0}), then x = ±γ and the solution to CVP(L, t) is ±u. More recently, Eisenbrand et al. [18] built upon [9] to decrease the cost dependence in ε.
Enumeration-Based Solvers
The oldest SVP/CVP solvers rely on an enumeration process, that, given a basis (b i ) i≤n of lattice L, a center t and a radius A, looks for all points of L ∩ B(t, A). It does so by enumerating all points of projections of L orthogonally to basis vectors, that belong to hyperballs of smaller dimensions. In practice, a heuristic version of the enumeration based on pruning has been used to solve SVP for a generic-looking lattice of dimension 110, within a few days of computation [25, 26] .
The main ingredient for the complexity analyzes of enumeration-based solvers consists in bounding and/or estimating the number of lattice points within a ball. Estimates are provided by the so-called Gaussian heuristic: if K is a measurable subset of the span of the n-dimensional lattice L, then |K ∩ L| ≈ vol(K)/ det(L) (where vol denotes the n-dimensional volume). For some choices of K compact and sufficiently large, or K or L sampled randomly, then rigorous versions of the Gaussian heuristic can be obtained. We will use the Gaussian heuristic mainly for balls, in which case we have vol B n (t, A) =
n n/2 , for any t and A.
The Enum algorithm
Enum (Algorithm 10) enumerates L ∩ B(t, A) by using the triangular relationship between the basis (b i ) i≤n of L and its Gram-Schmidt orthogonalization (b * i ) i≤n . More specifically, it relies on the two following observations:
, where x (i) , L (i) and t (i) are the projections of x, L and t orthogonally to the linear span of b 1 , . . . ,
is known, it is easy to enumerate A) is fixed, we must have
During its execution, Enum considers all points in L (i) ∩ B(t (i) , A), for i = n, n − 1, . . . , 1. An inherent drawback is that the complexity may be (significantly) more than |L ∩ B(t, A)|. This is because it often happens that at some stage, an element of L (i+1) ∩ B(t (i+1) , A) has no descendant in L (i) ∩ B(t (i) , A) (i.e., the interval in (2) contains no integer) : This corresponds to a "dead-end" in the enumeration tree. 
Algorithm 10: The Enum algorithm.
The cost of Enum can be bounded by i |L (i) ∩ B(t (i) , A)|, up to a small polynomial factor. The Gaussian heuristic leads to the approximation (for i ≤ n):
Unfortunately, some of the involved balls are very small compared to their corresponding lattice L (i) , and it seems hard to prove that the heuristic always holds. Though of mostly theoretical nature (because of the fuzzy 2 O(n) factor), the following result provides theoretical evidence towards the validity of the Gaussian heuristic in the present situation.
Theorem 5.1 ([32]
). The bit-complexity of Enum can be bounded from above by:
Enum may be used directly to solve SVP and CVP, once the bound A has been set. In the case of SVP, it may be derived from Minkowski's theorem, or from the current basis (b i ) i≤n : For example, one may choose
In the case of CVP, it may be derived from any bound on µ(L), such as
The bound may also be set heuristically using the Gaussian heuristic: The guess for A is then derived from vol B(t, A) ≈ det L, and is increased if no solution is found. The bound A can also be decreased during the execution of Enum, every time a better solution is found, as the complexity increases sharply with A.
As written, the space required by Enum may be more than Poly(n). It can be made Poly(n) for the SVP and CVP applications, as only a single shortest/closest vector is required: the update of S in Enum should then be replaced by an update of the best solution found so far.
Reducing before enumerating
The cost estimates and upper bounds of Enum strongly depend on A and on the decrease of the b * i 's. This observation suggests that the more reduced the basis (b i ) i , the lower the cost. Fincke and Pohst [20] initially used a LLL-reduced basis (b i ) i . For such a basis, we have b * i+1 ≥ b * i /2, which leads to a 2 O(n 2 ) complexity upper bound. Kannan [42] observed that the cost of Enum is so high that a much more aggressive pre-processing significantly lowers the total cost while negligibly contributing to it. In practice, one may use BKZ: This still leads to a 2 O(n 2 ) complexity bound for Enum when the block-size is fixed, but the O(·) constant decreases as the inverse of the block-size (up to factors of lower order). Kannan's theoretical algorithms are even more aggressive than that. His SVP algorithm is in fact an HKZ-reduction algorithm that calls itself recursively in lower dimensions to optimize the reduction before the calls to Enum.
The HKZ-reduction algorithm proceeds as follows (we refer to [36] for more details). Before calling Enum to find a shortest non-zero lattice vector, it quasi-HKZ-reduces the b i 's: at the moment Enum is called, the basis is such that once projected orthogonally to b 1 it is HKZ-reduced, and b * 2 ≥ b 1 /2. To find such a basis, it suffices to:
• HKZ-reduce (in dimension n − 1) the projections of the b i 's orthogonally to b 1 ; • extend them to a basis (b i ) i of L, while maintaining that property and keeping the previous b 1 ; • HKZ-reduce (b 1 , b 2 ) (and update the basis of L accordingly);
• and iterate the previous steps until quasi-HKZ-reduction is reached.
Then a shortest vector b of L\0 can be found with Enum, and extended into a basis of L (keeping b in first position). The HKZ-reduction algorithm is then called recursively on the projection of the basis orthogonally to b, to get a reduced basis of L.
A detailed analysis of quasi-HKZ-reduced bases (b i ) i≤n gives that (see [32] ):
The call to Enum dominates the overall cost of the HKZ-reduction algorithm, so that Kannan's SVP solver terminates within n n/(2e)+o(n) bit operations. Kannan's CVP algorithm is Enum, starting with an HKZ-reduced basis (b i ) i≤n . Wlog, one may assume that b 1 = max i b i (see [42] ), and take A = √ n b 1 . In that situation, we have:
by Minkowski's theorem. This leads to an overall n n/2+o(n) complexity upper bound for Kannan's CVP solver.
Practical improvements
As Enum is the most practical SVP/CVP solver, much effort has been spent on optimizing it. Schnorr and Euchner [75] introduced a zig-zag strategy for enumerating the interval of Equation (2): starting from the middle of the interval increases the likeliness of finding short/close vectors faster, and to decrease A quickly. Recently, Gama et al. [25, App. D] described a way of computing the term j>i x j µ j,i from Enum more efficiently by storing partial sums that can be re-used later in the execution, and thus removing redundant operations. This can save a significant amount of computation, at the expense of a small increase in space requirement.
In Enum, the quantities (µ i,j , b * i 2 , t i , A) are rational numbers, so that all computations can be performed exactly. However, the bitsizes of these numbers can be as large as O(n log B) (where B is the largest bitsize of an entry in the input basis matrix), which leads to a large arithmetic cost. In practice, approximate arithmetics such as floating-point or fixed-point are used instead. Analyzing the effect of these approximate computations requires to undertake a detailed analysis of the accumulation and amplification of the errors which occur at every step, as they could lead to incorrect results. These issues have been studied in detail in [67, 16] . It is possible to derive a sufficient precision such that when starting with an arbitrary LLL-reduced basis, the output is guaranteed to be a close to optimal solution. However, a dynamic analysis of the error should be preferred, because the bounds on diverse quantities used in the worst-case analysis are very pessimistic.
The parallelization of Enum has been investigated in [37] and [16] . In the latter, the authors use the Gaussian heuristic to balance the sizes of the sub-tasks sent to the slave machines.
The main heuristic used for accelerating Enum consists in pruning the corresponding enumeration tree, by cutting off branches with low ratio between the estimated branch size and the likeliness of containing the desired solution [75, 76, 80, 25] . Pruning consists in replacing the sets L (i) ∩ B(t (i) , A) by subsets L (i) ∩ B(t (i) , p i · A), for some pruning coefficients 0 < p n ≤ . . . ≤ p 1 ≤ 1. The approximate branch size and success likeliness can be derived from the Gaussian heuristic, by estimating the volumes of the following truncated hyperballs (for all i ≤ n):
Gama et al. recently proposed in [25] a further refinement, called extreme pruning. It consists in calling an enumeration with aggressive pruning coefficients several times on randomized inputs: this allows the success probability of a single call to be lowered, and to decrease the overall cost even more.
Open Problems
Many important techniques and results on solving SVP and CVP have been discovered in the last few years. The recent increase of interest in this topic stems at least in large part from the rise of lattice-based cryptography. We draw here a list of open problems that we find of particular importance.
The description and analysis of the Voronoi-based solver from Section 3 is extremely recent [57] . So far, no practical implementation nor heuristic improvement that could lead to a competitive implementation is known. Is the worst-case complexity bound sharp, and if so, is it likely to be reached for "average" inputs? Are there reasonable heuristics that could be exploited to speed up this algorithm?
The solvers relying on saturation and enumeration have undergone significantly more scrutiny, but some important questions remain open. For example, it is unclear whether the perturbations of the lattice vectors in saturation-based solvers are inherently necessary or just an artifact of the proof. As these perturbations lead to increased complexity bounds, proving them unnecessary could make these solvers competitive with [57] . Also, is it a valid heuristic to remove them in practice?
The theoretical and practical efficiency of enumeration-based solvers greatly depends on the pre-processing of the input basis. It is suggested in [62] that enumeration-based SVP solvers cost at least n n/8+o(n) in the worst case: Is it possible to reach this lower bound? In practice, what is the best trade-off between pre-processing and enumerating? With respect to enumeration-based CVP solvers, an intriguing question is whether the best known complexity upper bound n n/2+o(n) can be reached in the worst case: contrarily to SVP [33] , there is a gap between the best known worstcase complexity upper and lower bounds.
Overall, we have three very different families of solvers for SVP/CVP, which seem largely unrelated (except the dimension reduction step in the algorithm based on the Voronoi cell, which is inspired from Enum). Furthermore, their complexity upper bounds are incomparable: the solvers relying on the Voronoi cell and on saturation have time and space complexity upper bounds that are simply exponential, whereas Kannan's SVP solver has a worse time complexity bound but requires polynomially bounded space. Are there hidden links between these algorithms? Can they be combined to achieve interesting time/space trade-offs? Enumeration-based heuristic solvers are currently more practical for handleable dimensions, but the other solvers enjoy lower asymptotic complexity bounds: is it possible to estimate the cut-off dimension after which they become the most efficient?
It is also conceivable that faster solvers exist, that remain to be discovered. For example, is it possible to achieve exponential time complexity with a polynomially bounded space requirement? Are there ways to exploit quantum computations to obtain better complexity bounds? Finally, lattice-based cryptography does not rely on the hardness of SVP but of relaxed variants of it. In particular, if there were a polynomial-time algorithm that could find non-zero lattice vectors that are no more than polynomially longer (in the dimension) than the lattice minimum, then lattice-based cryptography would become insecure. Does such an SVP solver exist, or is it possible to argue that it does not exist?
