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Abst rac t - -We give sharp estimates for the number of extrema of the error of approximation of
functions implicitly defined by linear and nonlinear differential equations, and by systems of differen- 
tial equations when the latter are approximated using the Tau Method. Our estimates are deduced 
using the concept of length of a maximal monotone partition relative to a given function. This work 
is related to interesting previous work of Pittnauer [1] and to more recent work of E1-Daou and Or- 
tiz [2]. Our estimation techniques use explicitly analytical results from the Tau Method, relating the 
approximation error to the perturbation term. Recent work of E1-Daou and Ortiz [3,4] and EI-Daou, 
Ortiz and Samara [5], showed the possibility of simulating with the Tau Method, through a suit- 
able choice of the perturbation term, of a variety of other, apparently diverse, numerical techniques. 
Among them Galerkin's method, polynomial expansion techniques, pectral methods, collocation and 
finite difference methods. Therefore, although our results are formulated in the language of the Tau 
Method, they are immediately applicable to a wider class of numerical methods for the approximate 
solution of differential equations. 
Keywords - -Tau  Method, Polynomial methods, Chebyshev error, Best approximation. 
1. INTRODUCTION 
The connection between the best uniform polynomial approximation and Tau Method approx- 
imation of a given function has been considered by Rivlin [6] (see also, the references given 
therein) and Namasivayam and Ortiz [7-9]. The last authors showed that  for a given degree 
of approximation s and in a given interval in, b] functions, implicitly defined by certain classes 
of ordinary differential equations and of partial differential equations can be approximated, to 
within the order of best approximations of the same degree, using the Tau Method. Lanczos [10], 
and also Namasivayam and Ortiz [8,9], have shown that the Tau Method error function can be 
decomposed into the product of two factors: one of them is a highly oscillating function and the 
other is an envelope which modulates these oscillations. 
This paper addresses the question of estimating the number of extrema of the error when 
a function y(x), defined on in, b], is approximated by a polynomial of degree s using the Tau 
Method, through the solution of a differential problem. Our estimates of the number of extrema 
of the Tau Method error function are given in terms of the concept of length of the maximal 
monotone partit ion of [a,b] relative to a function f(x), and are related to the choice of Tau 
Method perturbat ion term. Recent work of E1-Daou and Ortiz [3,4] and EI-Daou, Ortiz and 
Samara [5], showed the possibility of simulating with the Tau Method, through a suitable choice 
of the perturbat ion term, of a variety of other, apparently diverse, numerical techniques. Among 
them Galerkin's method, polynomial expansion techniques, spectral methods, collocation and 
finite difference methods. Therefore, although our results are formulated in the language of the 
*Current address: Applied Sciences Department, Faculty of Technological Studies, P.O. Box 42325, Shuwaikh, 
70654 Kuwait. 
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Tau Method, they are immediately applicable to a wider class of numerical methods for the 
approximate solution of differential equations. 
We consider in this paper the case of functions implicitly defined by linear, nonlinear, and 
systems of differential equations. When possible, we have compared the accuracy of our sharp 
estimates with those given by Pittnauer [1]. 
We require some basic notation and definitions, we shall use throughout this paper. For all 
f(x) E C:(a, b) we define 
(a) H( f ;  a, b) : set of extrema of f(x) in (a, b) and N(f;  a, b) := card l-I(/; a, b). 
(b) H[f;  a, b]: set of extrema of f(z) in [a, b] and N[f; a, b] := card H[f; a, b]. 
(c) Z(f; a, b) : set of zeros of f(z) in (a, b) and ~(f; a, b) := card Z(f; a, b). 
(d) Z[f; a, b]: set of zeros of f(x) in [a, b] and ([f ;  a, b] := card Z[f; a, b]. 
Let 7r be a finite collection of closed intervals [a:, bl], [a2, b2],..., [at, be] where ~ - £(~r) E N 
and a: < b: _< a2 < b2 _< a3 _< .-'. We shall call 7r a partition of[a,b] of length £(7r) if 
fat, bl] U [a2, b2] U - . .  U [at, be] -- [a, b]. 
Let I f := {Ii; i = 1, 2 , . . . ,  £(If)} be a partition of [a, b] of length g(I/). We say that I / is the 
maximal monotone partition of [a, b] with respect to f(x) if 
(I1) Ii is compact for all / = 1 ,2 , . . . ,g ( I f ) .  
(I2) f(x) is monotone on each I i ; i  = 1, 2 , . . . ,£( I1) .  
(I3) If J :-- (Ji)~ (J) is a partition of [a, b] which satisfies (I2), then 2(5) > e(I f) and each Ii 
contains at least one Ji. 
E1-Daou and Ortiz [2] have proved the following result. 
THEOREM 1. Let g( x ) 6 Cl[a, b] and h( x ) be continuous everywhere in [a, b] except possibly at s 
points Zl,Z2,. . .  ,zs. Suppose further that h(x) e CI(zk_I,Zk), for a11 k ----- 1,2, . . .  ,s and assume 
that the following condition holds: 
[g'(x) = 0; x 6 (a, b)] ~ g(x) = h(x). (1) 
Then 
and 
where 
N(g;a,b) < g(I h)+s+l  (2) 
N(g; a, b) <_ N(h; a, b) + 2s + 2, (3) 
I~ indicates the maximal monotone partition of subintervM [Zk-1, Zk] with respect o h( x ) for all 
k = 1 ,2 , . . . , s .  
In particular, if h(x) 6 C:(a, b) then 
g(g; a, b) <_ £ (I h) + 1, (4) 
where N(g; a, b) is the number of extrema of g(x) in (a, b). 
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2. FUNCTIONS IMPL IC ITLY  DEF INED BY  L INEAR ORDINARY 
D IFFERENTIAL  EQUATIONS:  UPPER BOUNDS 
In this section, we shall make use of definitions and results on the algebraic theory of the Tau 
Method (see Ortiz [11]). 
Let y(x) be a differentiable function in [a, b] which satisfies an initial value problem of the form 
Dy(x) : = A(x)y'(x) + B(x)y(x)  = F(x), 
y(a) = Yo, Yo E R, 
x E [a, b], 
(5) 
where A(x), B(x) and F(x) are polynomial functions (or polynomial approximations of more 
general expressions). Let us fix an integer n E N and let yn(x) be a Tau Method polynomial 
approximation of y(x) of degree n. That is, yn(x) is the exact solution of the following perturbed 
problem: 
Dyn(x) : = A(x)y~n(x) + B(x)yn(x) = F(x) + Rn(x), 
y . (a)  = YO, 
x C [a, b], 
(6) 
where Rn(X ) is an appropriate polynomial perturbation term (also called the residual) which, 
in general, is not identically equal to zero. Setting en(x) := yn(x) - y(x) and subtracting (5) 
from (6), we obtain the error equation: 
A(x)e~(z) + B(x)e~(x) = R,(x),  
en(a) = O. 
c [a, hi, 
(7) 
In this section, we give an upper bound of N(e, ;  a, b). First, we notice that if B(x) is identically 
zero then (7) reduces to 
A(x)e~n(x) = Rn(x), x E [a, b], 
(8) 
en(a) = O. 
Otherwise, we can divide both sides of (7) by B(x) and get 
~(x)e ' (~)  + e~(~) = ~(~) ,  • e [~, hi, 
(9) 
e,~(a) = O, 
where 
A(x) Rn(z) 
a(x) := B(x) and rn(x) :-- B(x) " (10) 
Let us now prove the following theorem. 
THEOREM 2. With the notation of Section 1: 
(i) if B(x) =_ O, then the number of extrema of the error function en(x) satisfies 
N(e, ;  a, b) < ~(Rn; a, b); (11) 
(ii) if B(x) does not vanish identically on (a, b), then the number of extrema of the error function 
en(X ) in (a, b) satisfies 
N(en;a,b) <_/(I r") + s + 1, (12) 
where s is the number discontinuity points of rn(x) on (a, b). 
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PROOF.  
(i) Let x • II(en,a,b). Since en(x) is differentiable in (a,b) we have 
e~(x) = 0. (13) 
Insert ing (13) in (8) yields Rn(x) = 0. That  is, x is a zero of Rn(x).  Consequently, en(x) 
cannot have more ((R~; a, b) zeros. 
(ii) To prove this result we apply Theorem 1 with g(x) and h(x) replaced by en(x) and r~(x), 
respectively. We have e,~(x) • Cl[a,b] and r,~(x) • Cl(zl,z2), for all zl < z2 in Z[B;a,b]. 
Condit ion (1) is also realized by en(x) and r,~(x), because 
e ' (z )  = 0 en( ) = 
as it follows from (9). Thus, all the conditions of Theorem 1 axe satisfied, and hence, the 
result follows from (2). | 
3. FUNCTIONS IMPL IC ITLY  DEF INED BY  L INEAR ORDINARY 
DIFFERENTIAL  EQUATIONS: LOWER BOUNDS 
In this section, we give a lower bound of N(en; a, b) where e~(x) is the error function defined 
by equation (9). Let H(rn; a, b) := {Zx, z2, . . . ,  Zm} be the set of the extrema of r,~(x) where 
m :-- N(r~; a, b). 
DEFINITION 1. We say that en(x) lies strictly in the envelope of rn(x) (and then write en C 
env[rn]) if, for all i -- 0, 1 , . . . ,  m 
(-1) irn(zi)  < (-1)ien(X) < (-1)irn(Zi+l) Vx • [zi, Zi+l], (14) 
where zo = a and Zm+l = b. 
PROPOSITION 1. I fen C env[rn] then ~(en - rn;a,b) >_ m + 1. 
PROOF. Let ~(x) := en(z) - rn(x). For i = 0 we have rn(zo) < en(x) < rn(z l )  Vx E [z0, zl]; in 
particular,  ~(z0) > 0 and ~(Zl) < 0. Applying Rolle's Theorem to ~?(x) in interval [z0, zl] we gain 
a point x l  E [z0, zl] such that  ~?(Xl) = 0, i.e., xl E Z(e,~ - r,~; a, b). Repeating this argument 
on every subinterval [z~, z~+l], i = 1, 2 , . . . ,  m, we obtain m + 1 points x~ c [z~, Z{+l] such that  
- = 0. l 
The main result of this section is now given. 
THEOREM 3. I f  en(x) C env[rn] and rn(x) has no multiple zeros in (a, b), then 
N(en;a,b) >_ N(rn;a,b) + 1 or equivalently N(e~;a,b) > e(Vn). (15) 
PROOF. According to Proposit ion 1 there exist m + 1 points Xl, x2,. •., Xm+l in (a, b) such that 
en(zi) - rn(zi) = 0, i = 1,2 . . . .  , m + 1. (16) 
Let us prove that  every xi, i = 1, 2 , . . . ,  m + 1, is an extreme point of e,(x). When x = xi (9) is 
reduced to a(xi)e~(xi) = 0 which, in turns, implies that  e~(xi) = 0 provided that  a(x) does not 
vanish inside (a, b). Further, differentiating (9) and evaluating it again at x = xi we get 
a // X = (17)  
Now, if xi is not an extreme point of en(x) we must have e"lx .~  ~j = O. Therefore, by (17), 
r~(xi) = 0; that  is xi is an extreme point of rn(x). This, and (16), contradict the assumption 
that  en(x) C env[rn]. Hence, x~ e II(en;a,b). 
The second inequality of (15) follows from the fact that  N(rn; a, b) = g(I r~) - 1. | 
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Finally, we note that in order to have e~ C env[rn] it is sufficient o show that env[en] c env[rn]. 
The construction of env[en] for particular examples i considered by Namasivayam and Ortiz in [7]. 
4. FUNCTIONS IMPL IC ITLY  DEF INED BY  NONLINEAR 
ORDINARY D IFFERENTIAL  EQUATIONS 
Let us now examine the case of nonlinear differential equation of the form 
al(x)y'(x) + a2(x)yt2(x) + bl(z)y(x) + b2(x)y 2 = f(x), x • [a, b], 
y(a) = ~o, 
(18) 
where the al(x), a2(x), bl(x) and b2(x) are some given polynomials. Let assume that y,~(x) is a 
Tau Method approximation of y(x) which satisfies exactly 
al(x)yln(X) -}- a2(x)yln2(x) -I- bl(X)yn(X ) Av b2(x)y2(x) = f (x)  + Rn(x) 
y(a) = yo, 
(19) 
where R,~(x) is an appropriate Tau perturbation term. (For details on the Tau Method for 
nonlinear differential equations ee Ortiz [12].) Subtracting (19) from (18) we find that the error 
function en(X) := y(x)  -- yn(X) satisfies 
/2 ale'(x)  + a2e,~ (x) + 2a2y~e~n(X) + ble~(x) + b2e~(x) + 2b2ynen(X ) : --t~n(X ) 
e~(a) = o. 
(20) 
Letting 
bl(x) R~(x) 
/3 (x ) : -  52(5) and p,~(x).- b2(x)' 
we prove the following theorem. 
2 
- p~(z), 
(21) 
THEOREM 4. In addition to the previous conditions, let us assume that 
lira [[P~ll[~,b] = O. (22) 
n" -~ OO 
Then/or sufficiently large n, we have 
[e~(x) = 0; x e (a, b)] ==* r~(x) = e~(x) (23) 
and 
N(e,~;a,b) < ~(I r~) + 1. (24) 
PROOF. Let n >__ 0 and suppose that for some x0 E (a, b) we have #n(xo) = 0. Then (20) reads 
e~(xo) + [~(x0) + 2y~(z0)] e~(zo) + p~(~o) = o, (25) 
an algebraic equation in en(Xo), the solutions of which are 
~(zo)  = ~(x.)  y,~(xo) 4- + y~(~o) - p~(~o). (26) 
2 
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Since limn--.oo pn(xo) = O, 
+ y,~(~o) - p,~(xo) ~ 2 
Using (27) in (26) we find that e+(xo) , 0 and 
+ y(xo),  when n -~ c~. (27) 
e;  (x0) -~ -2y(z0)  - Z(x0) ,  (28) 
respectively. But (28) contradicts the assumption that limn-.oo IIpn I I = o. Consequently, e + (xo) 
is the only acceptable solution of (25), and hence, (23) holds true. (24) follows now from 
Theorem 1. | 
The arguments used to estimate the number of extrema of the Tau Method error function for 
ordinary differential equations of the form (18) can also be used to discuss more general nonlinear 
equations. Let y(x)  be the solution of 
a ly  + a2y' + a3y 2 + a4y ~2 + a5yy / + a6yy/2 + aTy2y ' + asy2y ~2 = f(x), x E (a, b), 
y(a) = yo, 
where ai(x)  are some given polynomials. Then we can prove that the function 
-B ,~(x)  + v /Bn(x)  2 - 4A,~(x)R~(x)  
r~(x)  := 2A~(~)  ' 
where Rn(x)  is a Tau perturbation term and 
/ /2  
A,~(x) : = 83 + 84 + y,~a7 + yn as, 
Bn(x)  : 81 + 2yna3 + 2y~na4 / a /2 / a /2 = + Yn 5 + Yn a6 + 2ynyn 7 + 2Yn ynas, 
passes through the extrema of en(x) and (24) holds true. This can be done using the following 
identities, which can be checked easily. 
2 y2 _ y2 ---- en + 2ynen 
/e  
/ / /2  yy/2 _ ynyln2 = ye~2 + 2yyne n + Yn en 
y2y~ 2 / / 2 e / 2 
- YnYn "-= Ynen + 2ynYlnen + mY 
2 /2 2 /2  ~/2  2 / / / / 2-" 12 
y2y/2 _ YnYn = Yen  ~ ttn en % 2yynenen Jr- 2ynYnYen + YnYn en. 
5. FUNCTIONS IMPL IC ITLY  DEF INED BY  A SYSTEM OF  
ORDINARY D IFFERENTIAL  EQUATIONS 
We now consider systems of ordinary differential equations, that is, differential equations of 
orders higher than one or, alternatively, the problem of simultaneous approximation of a function 
and its derivatives. The approximate solution of systems of differential equations with the Tau 
Method is discussed in [13,14]. 
Let us consider the differential problem 
Dy(z) = f(x),  z e [a, hi, (29) 
y(a)  = % (301 
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where 
D:= 
d / 
am(x) + dx az2(x) ".. al~(x) 
d 
~21(x) 322(z)+ dx "'" ~2~(z) 
d a,~(~) a~(~) . .  ~(x )  +~ 
f (x ) :=  (fl(x),f2(x),...,f,(x)); y(x ) := (yl(x),y2(x),...,y,(x)) and 
{aij(x)} are given polynomials. In the recursive formulation of the Tau Method, a Tau-vector 
approximate solution of a system of differential equations i (29),(30) is a polynomial vector _~(x) 
which satisfies exactly the perturbed problem 
D_~(x) = f (x)  + H(x), 
- - (31)  
~(a) = ~, 
nk  where H(x) := (Hl(x),H2(x),... ,H~(z)) and gk(x) := ~i=o ~)V~+~(x); nk • N. Let ek(x) := 
yk(x) -- ~k(x), k = 1, 2 , . . . ,  u, _e := (el, e2,. . . ,  eu), subtracting (31) from (29) we get 
De(x) = -H(z ) ,  (32) 
_e(a) = 0. 
Using the results obtained in previous ections, Theorem 5 follows. 
~ H / THEOaEM 5. Let rln(x) := ~k=0 ek(x); hn(x) := ~k=l  k(x) ~k=l  akl(X) and assume that 
f i  a,j(x) = f i  aik(:c), Vj, k • {1,2, . . . ,u}.  (33) 
i=0  i :0  
Then 
and, furthermore, 
~" (x) = 0 ~ h~(x) = r]r~(X), 
~(,~;  a, b) _< e (I ho) + 1 (34) 
6. NUMERICAL  EXAMPLES 
EXAMPLE 1. Let us consider the following ordinary linear differential equation: 
( Dy(x):= x+ y'(x)-y(x)  =0, x•[O, 1], 
(as) 
of which y(x) = exp (-0.5/(x + 3/2) 2) is the exact solution. In this example h = 2 and D has 
two undefined canonical polynomials. Therefore, taking into account he initial condition, we 
need three Tau parameters to generate a Tau Method polynomial approximation. Accordingly, 
let yn(x) be the exact solution of the perturbed problem: 
(36) 
CJI#'MA 33:UZ-O 
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where T~ (x) stands for the shifted Chebyshev polynomial of degree n defined in [0,1]. Notice that 
because of the polynomial coefficients in the differential equation, the degree s of the Tau Method 
approximation is generally different and usually smaller than n, the degree of the perturbation 
term. The error equation becomes 
(~ + e ' (~)  - e~(~) = -7-0T~(x) - - 7-1T*+l (X ) T2~-~q.2 (X), 
(37) 
en(0)  = o. 
Let us estimate N(en; O, 1) by using Theorems 2and 3. In this case, A(x)  = (x+3/2) 3, B(x)  = -1 ,  
7" * R,~(x) = -7-oT~(z) - T1T~+I(X ) -- 2T~+2(x) and rn(x) = Rn(x) /B(x )  = -Rn(z ) .  
Figure 1 displays the graph of the curve rn(x) for n = 10. We notice that i (V ~°) = 10. 
From (12) we have g(el0;0,1) _< g(V ~°) ÷ 1 = 11, and from (15), N(el0;0,1) _> i (F  ~°) -- 10. 
Therefore 
10 _< N(el0; 0, 1) < 11. (38) 
To show the exact value of N(el0; 0, 1) we have included in Figure 1 a graph of en(x); from it, it 
follows that N(elo; 0, 1) = 10, which differs only by one from our estimated upper bound. 
'° 1 A 
0.5 
'/ 
I / / \ I 
/ i 1 12! 
ol /7  / I I / o:~ o ~:o 
f / ' ' ] 1/ _0.._ I 1 / \,,./ i' ',2 
-1 .0 -  I 
Figure 1. A function is implicitly defined by the linear differential equation (35) of Example 1. 
A Tau Method polynomial approximation of it is constructed using the Chebyshev perturbat ion 
term: /~(x)  = ~-oT~ (x )+nT~+ 1(x)+~T~+ 2 (x) for n = 10. Its error function is then investigated. 
Graphs of the normalized error curve e,~ (x) (plain-line) and of r~ (x) :----/~ (x)/B(~) (dashed-line) 
are displayed for n = 10, NF = 1.5 E + 4. Est imated number of extrema: between 10 and 11; exact 
value: 10. 
Pittnauer [1] gives a less sharper bound: 
N(elo;0, 1) _< 10 + h ÷ 1 = 13. 
Finally, Figure 1 also shows that rn(x) passes through the extrema of the error function. That 
is, that condition (1) is satisfied when g(x) := en(x) and h(x) := rn(x). 
EXAMPLE 2. Let us now consider the nonlinear differential equation 
V(x)  - xy~(x)  - 3xy(x )  = 0, x e [0,1],  
3 
y(0) = - - - .  
11 
(39) 
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Its analyt ic  solut ion is y(x)  = --3/(10 exp(- -3x2/2)  + 1), again a function of very rapid var iat ion 
in the interval considered. We associate with (39) the Tau problem 
y~(x) - xy2(x)  - 3xy,~(x) = T(x)L*(x) ,  
3 
yn(O)--  11' 
x e [0, 1], 
(40) 
where L~(x)  is the shifted Legendre polynomial  of degree n. Let us est imate N(en; O, 1): bl (x) = 
-3x ,  b2(x) = -x ,  R,~(x) = T(x)L*(x) ,  13(x) = 3/2 and pn(x) = -R~(x) /x .  Then 
r . (x )  = -y . (x )  - ~ + y . (x )  + + - -  
x 
F igure 2 displays graphs of eh(x) and rh(X). We remark that  N(eh; 0, 1) = 5 and ~(I ~)  = 5, and 
hence, inequal i ty N(eh; 0, 1) </ (Y~)  + 1 holds, in agreement with (24). 
1.0 
• 
Figure 2. A function is implicitly defined by the nonlinear differential equation (39) of Example 2. 
A Tau Method polynomial pproximation f it is constructed using the Legendre perturbation term 
Rn(:~) = T(X)Ln(2~ ) for n ---- 5. Its error function is then investigated. Graphs of the normalized 
error curve en(x) (plain-line) and of rn(x) := Rn(x)/B(x) (dashed-line) for n = 5 are displayed. 
NF = 1.75 E + 2. Estimated number of extrema: 5; exact value: 5. 
EXAMPLE 3. Let us consider the system of differential equations: 
v'(z)  : x + 1 x v(x) + - (x  + 1) exp( -x )  ' (0) 
v(0) : 1 ' x 6 [0, 1]. 
(41) 
In this case, all canonical polynomials,  except one, are defined. Therefore, appl icat ion of the 
recursive formulat ion of the Tau Method requires three Tau parameters  in the vector per turbat ion  
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1.0  m 
\ 
.5 ~ i '~ f3 
-1 .0 -  
Figure 3. A funct ion is implicitly defined by the system of linear differential equat ions (41) of 
Example  3. A Tau Method vector polynomial  approximat ion is constructed using a Legendre 
perturbat ion term. Its error function is then investigated. Graphs  of the normalized error tin(x) 
(plain-line) and of hn(x) (dashed-l ine) are displayed for n ---- 12, NF= 3.0E + 12. Est imated the 
number  of extrema: 6; exact value: 6. 
term, one for the missing canonical polynomial and two for the initial conditions. Let us associate 
with (41) the perturbed problem 
( ~'(x) o 1 
~.~0) ): (°1 
o ) (  ,. ) T6L~+I(x) 
- (x  + 1)fro(x) + T2L*(x) + T~L*+I(X ) ' 
In this case, one of the terms in the right-hand side, exp( -x) ,  is not of polynomial form; fro(x) 
stands for a polynomial Tau Method approximation of it of a sufficiently large degree m. We 
have chosen rn -- 14. As before, the error equation becomes: 
(~,)  ( 0 1)(~,~) ( ~l.~+,~x~ ) 
--  2 * g2(x) x + 1 x e2(x) -fir(X) + ro2L~(x) + T1L,~+I(x) 
0 (~1~0~)_- (0 ~(o) ) 
where 6y(x) := - (x  + 1) (exp(-x)  - f,~(x)). We use a Legendre perturbation term of the form: 
H(x) -~ T(~Ln+ 1(X) + T~L*(x) + T2L~+I (x) 
and 
h,~(x) = @(~) - H(~) 
x+l  
Figure 3 shows the graphs of the Tau Method error function. In this case, for n = 12, 
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N(~/12;0,1)=6 and g(Ih12)=6, 
which shows that (34) is satisfied. 
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