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Abstract
The focus of this study is the measurement of low dimensional Schottky barrier heights of
metal silicide-silicon interfaces and the challenges of current-voltage (I/V) curve interpre-
tation. Engineering the Schottky barrier to exploit the spin and charge of an electron and
manipulate it through silicon requires careful control of the interface structure between the
metal and the silicon substrate. In doing this the advantages of both magnetic materials
and semiconductors can be combined in spintronics.
Current-voltage characteristics have been taken using contact probe techniques, and
from these the Schottky barrier properties have been extracted using standard Schottky
barrier models. Several ways of extracting the Schottky barrier height have been explored
concluding with the development of a new fitting program which utilises the whole data set
and includes additional factors such as image force lowering and an oxide tunnel barrier.
Nickel silicide thin films on silicon(111) have been used as a test system to develop the
analysis for I/V measurements.
Rare earth silicides were grown on silicon(111) and silicon(001) forming ordered in-
terface structures, which have been extensively studied in the group at York. The rare earth
silicides on silicon have attractive low Schottky barrier heights (0.4 eV). Erbium silicide
islands of the order of 500 nm diameter were grown on silicon (111) and erbium silicide
nanowires were grown on silicon (001) 4◦ offcut. Using an Omicron Nanoprobe contacts
were made with the nano structures enabling the measurement of the electrical properties
of the silicide and the Schottky barrier between the silicide island and the substrate.
A new growth study of manganese on erbium silicide on silicon(111) is presented
as a possible way to engineer the Schottky barrier between a ferromagnetic material and
silicon. Preliminary results of the I/V measurement are presented and the additional com-
plication of an oxide layer highlighted. If engineering the Schottky barrier in this way is
successful, the realisation of spintronics maybe a step closer.
Contents
Abstract 2
Acknowledgements 16
Declaration 17
1 Introduction 19
1.1 Spintronics and Schottky Barriers . . . . . . . . . . . . . . . . . . . . . 21
1.2 Material Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2.1 Silicon Substrates . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.2.2 NiSi2: A Test Material . . . . . . . . . . . . . . . . . . . . . . . 26
1.2.3 Rare Earth Silicides . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.2.4 Manganese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.3 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2 Theory of Schottky Barriers 29
2.1 Schottky Barriers Historical . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2 The Formation of a Schottky Barrier . . . . . . . . . . . . . . . . . . . . 30
2.2.1 The Schottky-Mott limit . . . . . . . . . . . . . . . . . . . . . . 31
CONTENTS 4
2.2.2 Modelling Theories . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3 Transport Mechanisms Across Schottky Barriers . . . . . . . . . . . . . . 33
2.3.1 Drift and Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.2 Thermionic Emission . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.3 Schottky Effect - Image Force Lowering . . . . . . . . . . . . . . 37
2.3.4 Tunnelling Through the Schottky Barrier . . . . . . . . . . . . . 42
2.3.5 Recombination Effects . . . . . . . . . . . . . . . . . . . . . . . 47
2.4 Deviation from a Single Schottky Barrier . . . . . . . . . . . . . . . . . 48
2.4.1 Inhomogeneous Schottky Barriers . . . . . . . . . . . . . . . . . 49
2.4.2 Series Resistance . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.4.3 Shunt Resistance . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.4.4 Double Barrier . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.4.5 Vacuum Tunnel Barriers . . . . . . . . . . . . . . . . . . . . . . 50
2.5 Schottky Barriers of Nanostructures . . . . . . . . . . . . . . . . . . . . 51
2.6 Engineering the Barrier . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.7 Simulating Schottky Barrier I/V Curves . . . . . . . . . . . . . . . . . . 53
2.7.1 MATLAB Simulation Script . . . . . . . . . . . . . . . . . . . . 54
2.7.2 Parameter Trends . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.7.3 Low Voltage and Low Schottky Barrier Height . . . . . . . . . . 59
3 Experimental Techniques 61
3.1 Surface Characterisation . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.1.1 Electron Diffraction . . . . . . . . . . . . . . . . . . . . . . . . 62
CONTENTS 5
3.1.2 Scanning Tunnelling Microscopy . . . . . . . . . . . . . . . . . 64
3.1.3 Scanning Electron Microscope . . . . . . . . . . . . . . . . . . . 65
3.2 Sample Growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2.1 Ultra-High Vacuum . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.2.2 Substrate and Sample Heating . . . . . . . . . . . . . . . . . . . 66
3.2.3 Film Thickness Monitoring . . . . . . . . . . . . . . . . . . . . 68
3.2.4 Types of Deposition Sources . . . . . . . . . . . . . . . . . . . . 68
3.3 Vacuum Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.3.1 The Molecular Beam Epitaxy System . . . . . . . . . . . . . . . 69
3.3.2 The York Omicron STM System . . . . . . . . . . . . . . . . . . 71
3.4 Interface Characterisation . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.4.1 Omicron Nanoprobe . . . . . . . . . . . . . . . . . . . . . . . . 73
3.4.2 I/V Measurements . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.4.3 Transmission Electron Microscope . . . . . . . . . . . . . . . . . 78
4 Application of Analysis Methods to Nickel Silicide-Silicon Interfaces 79
4.1 The NiSi2-Si Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.1.2 Interface Structure of NiSi2-Si(111) . . . . . . . . . . . . . . . . 81
4.1.3 Growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.1.4 I/V Measurement . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2 Graphical Fitting Methods . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.2.1 Logarithmic I/V Plots . . . . . . . . . . . . . . . . . . . . . . . 87
CONTENTS 6
4.2.2 Shunt Resistance . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.2.3 Series Resistance - Norde Plots . . . . . . . . . . . . . . . . . . 91
4.2.4 Series Resistance - Small Signal Evaluation . . . . . . . . . . . . 94
4.2.5 Comparing Graphical Fitting Methods . . . . . . . . . . . . . . . 98
4.2.6 NiSi2 Sample Comparison . . . . . . . . . . . . . . . . . . . . . 99
4.2.7 Fitting Tolerance of the Small Signal Evaluation . . . . . . . . . 100
4.3 Fitting Routine for Back-to-Back Barriers . . . . . . . . . . . . . . . . . 103
4.3.1 MATLAB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.3.2 IV.x - I/V Fitting Program . . . . . . . . . . . . . . . . . . . . . 104
4.4 IV.x Analysis of NiSi2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.4.1 Analysis of Full Applied Voltage Range . . . . . . . . . . . . . . 108
4.4.2 Analysis of Forward Bias Range . . . . . . . . . . . . . . . . . . 113
4.4.3 Inhomogeneous A-type NiSi2 . . . . . . . . . . . . . . . . . . . 116
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5 Rare Earth Silicide on Si(111) 119
5.1 Rare Earth Silicides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.1.1 Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.1.2 Growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.2 I/V Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.2.1 I/V from Masked Dots . . . . . . . . . . . . . . . . . . . . . . . 127
5.2.2 I/V of the Self Assembled Island-Silicon Interface . . . . . . . . 129
5.2.3 I/V Between Self Assembled Islands . . . . . . . . . . . . . . . . 131
CONTENTS 7
5.2.4 Van der Pauw . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.3 Temperature variation of I/V Measurements . . . . . . . . . . . . . . . . 134
5.3.1 Temperature I/V Through the Self Assembled Islands . . . . . . . 134
5.3.2 Temperature I/V Between Self Assembled Islands . . . . . . . . 138
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6 Rare Earth Silicide Nanowires on Si(001) 141
6.1 Rare Earth Silicide Nanowires . . . . . . . . . . . . . . . . . . . . . . . 141
6.1.1 Growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.2 I/V Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.2.1 Tunnelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.2.2 I/V of the Nanowire-Silicon Interface . . . . . . . . . . . . . . . 145
6.2.3 I/V Along the Nanowire . . . . . . . . . . . . . . . . . . . . . . 148
6.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
7 Metals on 2D Rare Earth Silicide 152
7.1 Manganese on Ultra Thin Rare Earth Silicide . . . . . . . . . . . . . . . 152
7.2 Growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
7.2.1 Ultra Thin RE Silicide . . . . . . . . . . . . . . . . . . . . . . . 154
7.2.2 Manganese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
7.3 I/V Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
7.3.1 Mn Islands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
7.3.2 Mn Film . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
CONTENTS 8
7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
8 Conclusions and Further Work 165
8.1 General Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
8.1.1 Development of IV.x, the Fitting Routine . . . . . . . . . . . . . 165
8.1.2 Nickel Silicide on Si(111) . . . . . . . . . . . . . . . . . . . . . 166
8.1.3 Erbium Silicide on Si(111) . . . . . . . . . . . . . . . . . . . . . 166
8.1.4 Erbium Silicide Nanowires on Si(001) . . . . . . . . . . . . . . . 167
8.1.5 Manganese on Ultra Thin Erbium Silicide on Si(111) . . . . . . . 167
8.2 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
8.2.1 Instrument and Technique Development . . . . . . . . . . . . . . 168
8.2.2 Note After Viva - Peripheral Tunnelling . . . . . . . . . . . . . . 169
8.2.3 Future Experiments . . . . . . . . . . . . . . . . . . . . . . . . . 169
Appendices 171
A Transport to LENNF 171
B The Vick’s “ Chocolate Stuff ” 172
List of Abbreviations 173
List of Symbols 175
Bibliography 178
List of Tables
4.1 Comparison of fitting methods to a 250µm diameter B-type NiSi2 dot . . 99
4.2 Comparison of NiSi2 samples analysed using Plot A. . . . . . . . . . . . 100
4.3 Comparison of NiSi2 samples analysed using IV.x over the full applied
voltage range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.4 Comparison of NiSi2 samples analysed using IV.x over the forward ap-
plied voltage range. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.1 Average fit parameters for ErSi2 islands on Si(111). . . . . . . . . . . . . 131
5.2 ErSi2 island temperature variation I/V curves analysed using IV.x. . . . . 136
List of Figures
1.1 Schematic representaion of a GMR device using a simple resistor network
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.2 Ideal Schottky barriers on n-type and p-type semiconductors. . . . . . . . 23
1.3 STM scans of the surface reconstructions of Si(111)7 × 7 and Si(001) 4◦
offcut 2× 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1 Band diagrams showing the formation of a Schottky barrier between a
metal and an n-type semiconductor. . . . . . . . . . . . . . . . . . . . . 31
2.2 Transport mechanisms across an n-type semiconductor Schottky barrier. . 34
2.3 Quasi-Fermi levels in a forward biased Schottky barrier for thermionic
emission and diffusion theory. . . . . . . . . . . . . . . . . . . . . . . . 35
2.4 Image force lowering of a Schottky barrier. . . . . . . . . . . . . . . . . 38
2.5 Image force lowering of a Schottky barrier under different biasing condi-
tions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.6 Field and thermionic field emission under forward bias. . . . . . . . . . . 44
2.7 Field and thermionic field emission under reverse bias. . . . . . . . . . . 46
2.8 Schematic of a possible back-to-back Schottky barrier circuit. . . . . . . 48
2.9 Bratkovsky’s δ-doped barrier. . . . . . . . . . . . . . . . . . . . . . . . . 53
2.10 Graph of the voltage drops for individual Schottky barrier diodes in a back-
to-back circuit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
LIST OF FIGURES 11
2.11 Graph of Schottky Barrier Height φb variations. . . . . . . . . . . . . . . 56
2.12 Graphs varying the area of the contact, ideality factor and shunt resistance. 57
2.13 Graphs varying the series resistance, temperature and doping concentration. 58
2.14 Graph of the voltage dropped across a low Schottky barrier height. . . . . 60
3.1 LEED Schematic and example 7× 7 Si(111) LEED image. . . . . . . . . 62
3.2 Omicron sample plates, DC heating and e-beam. . . . . . . . . . . . . . . 67
3.3 Image and schematic of the MBE system. . . . . . . . . . . . . . . . . . 70
3.4 Image of the mask used on the sample plate in the MBE system and an
example sample grown with the mask . . . . . . . . . . . . . . . . . . . 71
3.5 Image and schematic of the STM system. . . . . . . . . . . . . . . . . . 72
3.6 Nanoprobe images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.7 Image of vacuum suitcase. . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.8 Two probe contact geometries for I/V collection. . . . . . . . . . . . . . 76
3.9 Two and four probe contact geometry for measuring resistance . . . . . . 77
3.10 Van der Pauw contact measurements. . . . . . . . . . . . . . . . . . . . . 78
4.1 A-type and B-type NiSi2 structure. . . . . . . . . . . . . . . . . . . . . . 81
4.2 NiSi2 thickness. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.3 LEED and RHEED images of the Si(111)7× 7 reconstruction. . . . . . . 83
4.4 LEED and RHEED 1× 1 Si(111). . . . . . . . . . . . . . . . . . . . . . 84
4.5 SEM image of 250 µm diameter B-type NiSi2 dot. . . . . . . . . . . . . . 86
4.6 Raw I/V data taken from a 250 µm B-type NiSi2 dot. . . . . . . . . . . . 86
4.7 Forward bias ln(I) against V data taken from a 250 µm B-type NiSi2 dot. 88
LIST OF FIGURES 12
4.8 ln(I/(1 − exp(−qV/kT ))) against V data taken from a 250 µm B-type
NiSi2 dot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.9 Shunt resistance circuit and raw and correct I/V for shunt resistance. . . . 90
4.10 Series resistance circuit schematic. . . . . . . . . . . . . . . . . . . . . . 91
4.11 Plot of F (V ) against V . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.12 Plot of F (V ) against V for low applied voltage. . . . . . . . . . . . . . . 93
4.13 Plot of conductance against V. . . . . . . . . . . . . . . . . . . . . . . . 95
4.14 Plot A, Conductance/Current against Conductance. . . . . . . . . . . . . 96
4.15 Plot B, Differential Resistance against Inverse Current. . . . . . . . . . . 97
4.16 Plot C Current/Conductance against Current. . . . . . . . . . . . . . . . 98
4.17 Plot of series resistance against ideality factor for different fits of a 500
µm diameter A-type NiSi2 dot. . . . . . . . . . . . . . . . . . . . . . . . 102
4.18 Plot of Schottky barrier height against ideality factor for different fits of a
500 µm diameter A-type NiSi2 dot. . . . . . . . . . . . . . . . . . . . . . 102
4.19 Flowchart of IV.x fitting program. . . . . . . . . . . . . . . . . . . . . . 105
4.20 Plot of the turning point in the current when the image force lowering
tends to the Schottky barrier height. . . . . . . . . . . . . . . . . . . . . 107
4.21 Plot of experimental data and program fit of I/V data from the 250 µm
diameter B-type NiSi2 dot. . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.22 Plot of A-type and B-type 1000 µm dot showing the curve of the turning
point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.23 Plot of the reverse bias of the 250 µm diameter B-type NiSi2 and the dif-
ference between experimental data and the fitted model. . . . . . . . . . . 113
LIST OF FIGURES 13
4.24 Plot of the I/V turning point of the 250 µm diameter B-type NiSi2 dot
experimental data fitted using the full voltage range and just the forward
bias. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.1 2D RE silicide on silicon cross section structure. . . . . . . . . . . . . . . 120
5.2 3D RE silicide on silicon cross section structure. . . . . . . . . . . . . . . 121
5.3 3D ErSi2 (
√
3×√3)R30◦ RHEED pattern . . . . . . . . . . . . . . . . 123
5.4 Nanoprobe SEM image of the 3D ErSi2 grown through the mask in the MBE123
5.5 LEED taken at 50 eV of a) Si(111)7×7; b) One ML Er on Si(111) annealed
at 650 ◦C, hint of 3D ErSi2 (
√
3×√3)R30◦ spot; c) Hydrogen terminated
1 ML of Er on Si(111),1× 1 pattern. . . . . . . . . . . . . . . . . . . . . 124
5.6 STM scans of 3D ErSi2 islands grown and annealed at 650 ◦C. . . . . . . 125
5.7 STM scans of 3D ErSi2 islands grown at different temperatures. . . . . . 126
5.8 Nanoprobe SEM image of the sample previously imaged in the STM in
figure 5.7 of the 3D ErSi2 islands. . . . . . . . . . . . . . . . . . . . . . 126
5.9 I/V curve of a 500 µm diameter ErSi2 dot with a separate fit to the up and
down sweeps of the applied bias. . . . . . . . . . . . . . . . . . . . . . . 128
5.10 I/V curve from ErSi2 island on Si(111), measured from one tip on the
island to the back contact of the sample plate. . . . . . . . . . . . . . . . 130
5.11 I/V curve from ErSi2 island on Si(111) with hydrogen passivation, mea-
sured from one tip on the island to the back contact of the sample plate.
The IV.x fit is plotted alongside. . . . . . . . . . . . . . . . . . . . . . . 130
5.12 I/V curve from two neighbouring islands connected only by the substrate.
A curve generated from the oxide tunnel expression is plotted alongside. . 132
5.13 SEM image of the four tips during a Van der Pauw measurement. . . . . . 133
5.14 The ohmic curves measured from the probe tips during a Van der Pauw
measurement and linear fits to the data. . . . . . . . . . . . . . . . . . . . 134
LIST OF FIGURES 14
5.15 SEM image of the ErSi2 island with the tip positioned to measure the I/V
at different temperatures. . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.16 I/V curves taken at different sample temperatures between an ErSi2 island
and the back contact. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.17 SEM image of two ErSi2 islands with the tips positioned to measure the
I/V between the islands. . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.18 I/V curves taken at different sample temperatures between two ErSi2 islands.139
6.1 STM scans of ErSi2 nanowires on Si(001) 4◦ offcut. . . . . . . . . . . . . 143
6.2 SEM image of ErSi2 nanowires with side branches, a possible future sam-
ple for I/V measurement. . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.3 Oxidised NW sample I/V curve with tunnel plot. . . . . . . . . . . . . . 145
6.4 Nanoprobe SEM image of two tips contacted onto a NW ready to take an
I/V measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.5 I/V curve from the ErSi2 NW shown in figure 6.4, measured from a single
tip and the silicon back contact. . . . . . . . . . . . . . . . . . . . . . . . 147
6.6 I/V curve from an alternative ErSi2 NW measured from a single tip and
the silicon back contact. . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.7 SEM image of two tips contacted to the NW to measure the I/V along the
NW. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.8 Example I/V taken along the NW with a linear fit to obtain the resistance. 149
6.9 SEM image of the remains of four tips and the NW after a catastrophic
discharge. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
7.1 2D Er Silicide on Si(111) LEED and STM images. . . . . . . . . . . . . 154
7.2 2D Er silicide grown at 550 ◦C LEED and STM images . . . . . . . . . . 155
7.3 2 ML of Mn Islands on 2D RE Silicide STM image and LEED image. . . 157
LIST OF FIGURES 15
7.4 Nanoprobe SEM image of Mn Islands . . . . . . . . . . . . . . . . . . . 158
7.5 10 ML Mn on 2D RE Silicide STM image and LEED image . . . . . . . 159
7.6 Nanoprope STM image and I/V curve of oxidised Mn islands. . . . . . . 160
7.7 I/V data from a 10 ML Mn film on 2D Er Silicide on silicon. IV.x fit with
optimised oxide tunnel barrier thickness of 1.5 nm. . . . . . . . . . . . . 162
7.8 I/V data from a 10 ML Mn film on 2D Er Silicide on silicon taken with an
alternative tip to figure 7.7 but using the same oxide tunnel parameter. . . 162
A.1 Mini Adventure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
Acknowledgements
If it’s not broken, don’t fix it, because it will be broken soon, so then you can mend it.
I have enjoyed my four-and-a-bit years of Ph.D, honestly. Thanks to all the people who
have made it possible and much more entertaining than it might otherwise have been.
I would like to thank my two supervisors, Steve Tear and Sarah Thompson for all the
guidance, advice, support and generally putting up with me. Phil Hasnip has been a legend
when it comes to all things programming. Alex Walton at LENNF has humoured most of
my crazy ideas about I/V curves; we never did get the hang of guessing the shape correctly.
The Physics department at York is a truly special place, being the most friendly and
supportive environment I could ever have wanted. I’m extremely grateful to all the staff
and students, especially the Nanophysics group, old and new. It would never have been
possible with out Dave, Rich and Neil; thanks for all the support.
To get me out the office and into another dark hole, the caving club and its mad bunch,
thanks for dragging me to horrid places, however much I complain, I like caving really! I
would like to mention a special place in Wales, the Talyllyn Railway, where I have been
able to escape to a place of steam, mud, concrete and fantastic friends.
I finally need to thank my family for their support, and my friends far and wide, espe-
cially Cat for always being there, feeding me, and understanding how rubbish I am (and
buying me a campervan).
Declaration
The work presented in this thesis is based on my own research except where it is explic-
itly stated in the text. No part of this work has previously been submitted for any other
qualification.
Most of the I/V curves presented within this thesis were obtained at the LENNF facil-
ity, with the kind assistance of Dr. Alex Walton. The fitting program was developed in
collaboration with Dr. Phil Hasnip.
Andrew J Vick
For Mum
Frances E Vick
(1950-2008)
Chapter 1
Introduction
The world we live in is driven by technology and the ever growing need to automate sys-
tems to make our lives easier and processes faster. The underlying technology that makes
this possible is semiconductor electronics which has been the corner stone of informa-
tion technology for many decades. Silicon chips can be found in almost every household
appliance from the computer to the toaster.
Present semiconductor electronics uses the manipulation and storage of electric charge,
however with the need to improve performance of integrated circuits the use of existing
ideas are reaching their limits. Over the last 40 years, the number of transistors per unit
area which can be etched onto a silicon chip, which governs the processing power of a
computer, has doubled every 18 months, a trend known as Moore’s law. 2011 has seen the
launch of 22 nm etched transistors which are rapidly approaching the limit of miniaturisa-
tion and packing density which these transistors can handle before the heat they generate
cannot be dissipated fast enough and unwanted quantum-mechanical effects hinder their
function. Nano structures and self assembled nano objects could hold vital properties for
the next step. Self assembled nano structures such as nanowires, because of their ordered,
defect free crystal structure, can handle high current densities. One further possible av-
enue to increase the processing power of the chip is spin electronics (spintronics), which
uses the magnetic moment or spin of the electron and also its charge. Several reviews on
the subject provide an insight into the possibilities and challenges that are to be faced in
the development of spintronics.1–5
The late 1980’s saw the discovery of enhanced magnetoresistance and the development
of the spin valve, the first electronic device to exploit the intrinsic spin of the electron. The
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magnetoresistance effect stems from the spin dependent transport of the injected current
in the ferromagnetic layers of the device. These layers can be engineered to manipulate
and detect the spin-polarised current, producing a new family of electronic devices that
utilise the spin as well as the charge of the carriers. By combining these metal devices
with semiconductor materials, a new group of magnetically controlled devices are hoped
to be: non-volatile, versatile, fast, energy efficient and potentially capable of data storage
and processing simultaneously: a movement towards a full computer on a chip. Some
possible applications of this technology include magnetic memories and data storage (such
as magnetic random access memory), spin transistors and even quantum computers.
To integrate these devices with semiconductors there are three main issues to be ad-
dressed. These are: successful injection of a spin polarised current, the storage or trans-
port of a spin polarised current and finally the detection of the spin polarised current. Spin
transport has been observed in GaAs with spin orientation conserved for up to 4 µm and
spin polarisation has been detected by various methods in GaAs.6 However, the polarised
spin injection into a semiconductor remains very challenging. Magnetic semiconductors
have shown 90% spin injection efficiency, but only at low temperatures, making them
an unrealistic option. This leaves a ferromagnetic layer on a semiconductor as the most
promising option with some success shown on GaAs and InAs providing a few percent
spin injection efficiencies.
Silicon has been less studied due to the problems of probing the spin injection and
spin diffusion length using optical methods which have been successful on GaAs due to
the direct band gap. However, silicon is the most important semiconductor in the elec-
tronics industry, in a market worth over $300 billion in 2010. The technology of electrical
contact fabrication to silicon is very important for the fabrication of microcircuits and has
been studied to gain fundamental understanding of metal-semiconductor interfaces. From
calculations, silicon has shown long spin diffusion lengths of 30 to 70 µm which could be
required for spintronics.7 Silicon therefore should be an obvious choice of semiconductor
for spintronics with the promising steps reported by Jansen.8,9
Injecting a spin polarised current into a semiconductor requires an interface between
a ferromagnetic material and the semiconductor, which needs to have a spin dependent
resistance at the interface of the two materials. This is one of the great challenges for
spintronics,1,2 which could be overcome by using a potential barrier to the polarised carrier
flow such as a tunnel barrier or a Schottky barrier. The Schottky barrier occurs naturally
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between most metal-semiconductor junctions and needs to be engineered to provide the
required properties for spin injection and accumulation. Theoretical studies by Bratkovsky
and Osipov have shown engineering the barrier using a δ-doped layer at the interface can
produce the right interface properties to achieve approaching 100% spin injection.10,11
In engineering the metal-semiconductor interface we need to produce a well ordered
structure at the contact as defects can affect the barrier properties. York University’s sur-
face physics group have good experience at handling silicon and knowledge of growing
well characterised low dimensional rare earth silicide structures.12–16 This thesis expands
the structure work already done within the group on rare earth silicide materials into the
new area of Schottky barrier measurements. Initially, low dimensional structures which
are routinely grown in the group are studied before moving on to a new study of man-
ganese on erbium silicide on silicon. The challenges of measuring current-voltage (I/V)
curves from low dimensional structures and extracting the Schottky barrier height is ad-
dressed by way of a new fitting program. This has shown many problems with the existing
analysis methods and the problems which need overcoming to extract a reliable Schottky
barrier height from an I/V curve. This work provides an insight into the importance of the
interface as well as the difficulties of engineering the interface and measuring the interface
properties, opening many avenues of research for the future.
1.1 Spintronics and Schottky Barriers
The 2007 Nobel Prize in Physics was awarded to Professors Peter Gru¨nberg and Albert
Fert for the discovery of giant magnetoresistance (GMR) in 1988. This opened the way
to new ideas of using the spin of an electron, not only its charge. GMR is now very
technologically advanced and its contribution to the hard disk drive industry is invaluable:
a review is provided by Thompson.17 A GMR device uses the spin of the electron and a
magnetic field which alters the magnetisation of the layers in the device, thus changing the
resistance. The layers filter the electron current depending on its spin polarisation because
of spin dependent scattering. Figure 1.1 shows a schematic of the simplest GMR device,
a bilayer construction, which can be modelled using a resistor chain.
From this idea we can build more complex devices with the common idea of spin
manipulation using a ferromagnet to select a spin orientation. Existing electronic devices
use a small quantity of charge to differentiate between the logic 0 and 1, for example a
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Figure 1.1: Schematic representaion of a GMR device using a simple resistor network
model. In the left picture, the spin-up channel is the majority spin channel in both the
ferromagnetic layers, experiencing a low resistance (R↑) throughout the structure. In the
right-hand picture, the spin-up channel is the majority spin channel (R↑) in the first mag-
netic layer but the minority-spin channel (R↓) in the second magnetic layer and vice versa
for the spin-down channel. Neither spin channel is of low resistance throughout the struc-
ture and the overall resistance state of the structure is high. GMR occurs when the relative
orientation of the magnetic layers is switched, usually by the application of a magnetic
field. Image and caption from Thompson.17
field effect transistor. This device switches between on and off by the presence of charge
encountering high and low resistance. The use of charge as a logic carrier is limited by the
speed the device can switch as it is restricted by thermal equilibrium. If the information
is encoded in the electron spin orientation rather than the pool of charge the device could
switch much faster. Spin-up and spin-down can coexist for up to 10 ns without a barrier
between them. It is also easy to switch the logic by applying a magnetic field but all of
this needs to take place as part of a semiconductor device.
A spin-polarised current can be generated from a ferromagnetic metal as it will con-
tain excess carriers aligned to the direction of magnetisation of the material. Passing this
polarised current into the semiconductor is hard because the resistance of the metal is very
much lower than that of the semiconductor; this is known as the conductivity mismatch.
The current through the junction will have no spin preference as the semiconductor will
dominate the contact and as it is non-magnetic it does not matter what the concentration
of accumulated spin is. To overcome this conductivity mismatch a way must be found to
inject spin into a semiconductor and accumulate it there. This accumulated spin current
will drive the injection and transport of a spin-polarised current through the semiconduc-
tor. The injection and extraction is dominated by two factors: the ferromagnetic material
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used to spin polarise the current and more importantly the interface between this and the
semiconductor.
To overcome the conductivity mismatch problem we need to engineer a spin dependent
barrier at the interface between the semiconductor and the ferromagnet. This could take
several different forms, for example a tunnel barrier made of a thin insulating layer like
an oxide or alternatively in the form of a Schottky barrier. Whatever barrier is engineered
it provides a spin dependent resistance similar to that of the silicon, enabling current to
be injected into the semiconductor driven by the spin accumulation in the semiconductor.
Without this barrier the high electron density and short diffusion length within the ferro-
magnet would reach a thermal equilibrium across the interface leaving no accumulation
within the semiconductor and failed injection.
(a) (b)
Figure 1.2: Ideal Schottky barriers formed between a metal and a) n-type semiconductor;
b) p-type semiconductor.
When a semiconductor and a metal come into contact the junction depends on the ma-
terials which are combined. Occasionally an ohmic contact is produced which is not useful
for spin injection, however normally a Schottky barrier is formed. Figure 1.2 shows the
Schottky barrier formed when a metal comes into contact with either an n-type or p-type
doped semiconductor. A Schottky barrier is a rectifying barrier for electrical conduction
across the interface, the properties of which need to be engineered for efficient spin injec-
tion. When a metal is brought into contact with n-type silicon, the barrier height (φb) is
the difference between the conduction band minimum (Ec) and the Fermi level (EF ). For
a p-type it is the difference between the valence band maximum (Ev) and the Fermi level
(EF ). The Fermi level of the semiconductor and metal equalise, bending the conduction
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and valence bands creating the depletion region (w) where there are no free carriers. Eg is
the band gap energy.
The effective height of the Schottky barrier (φe) and the width of the depletion region
(w) can be tuned by altering the amount of doping within the semiconductor bands, moving
the Fermi level or changing the Fermi level pinning. The engineering of the Schottky
barrier to give the required barrier properties relies on the structure at the interface, even
more so if the doping concentration in the very top layer of the semiconductor is to be
altered. This is the δ-doped layer, which will theoretically achieve 100% spin injection
by reducing the width of the Schottky barrier depletion region and increase the tunnelling
transparency.10,11
1.2 Material Selection
The materials studied in this thesis have been chosen based on their potential use within
spintronics development and the knowledge already in existence within the surface physics
group at York. The substrate used throughout is silicon because of its wide use within the
commercial industry; any new technology using silicon may have more impact and be
more accepted by electronic component manufacturers. When some metals, for example:
Fe, Mn, Er or Ho, are deposited onto silicon at an elevated temperature a well ordered
metal-silicon compound is formed: a silicide. Silicides have found a wide application in
silicon integrated circuits as contacts and gate electrodes. Thin film silicides are produced
by the deposition of metal on to a silicon substrate where heat treatment provides the
energy for a reaction to take place, ensuring an intimate contact is created. Due to the
reaction of metal with silicon to form the silicide any contact formed sits well below the
original silicon surface ensuring an intimate contact. This consuming of silicon removes
any starting surface reconstructions that may have been present.
1.2.1 Silicon Substrates
Silicon is easy to cut and can be cleaned by heat treatment, producing atomically flat
terraces. The diamond structure of silicon is a face centred cubic lattice with a lattice
constant of 5.429 A˚. The samples grown for this thesis have used both Si(111) and Si(001)
4◦ offcut substrates both with a light n-type doping giving a resistivity of ∼ 5− 10 Ωcm
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When the Si(111) surface is heated above 600 ◦C the 7 × 7 surface reconstruction is
formed. The structure of the 7 × 7 reconstruction was not fully understood until the real
space imaging of the Scanning Tunnelling Microscope (STM) allowed the corner holes
of the dimer-adatom-stacking fault model to be identified. Figure 1.3a shows an STM
image of the 7 × 7 reconstructed silicon surface. The reconstruction is several layers of
atoms deep, driven by the energy stabilisation of eliminating dangling bonds. The first
layer of the reconstruction is the formation of dimer rows pairing up the dangling bonds.
The dimer rows form a corner hole and a stacking fault which both cost energy but this is
reduced by the addition of adatoms which reduce the number of dangling bonds by three.
Duke provides an excellent introduction to surface reconstructions including the various
other Si reconstructions.18
(a) 43.5×43.5 nm 2.3 V 2.3 nA (b) 30×30 nm 2 V 2 nA
Figure 1.3: STM scans of the surface reconstructions of a) Si(111)7 × 7; b) Si(001)4◦
offcut 2× 1.
The Si(001) surface, once cleaned, gives the 2 × 1 reconstruction of buckled dimer
rows. Each terrace on the surface, steps down half a unit cell and the dimer row orientation
changes by 90◦ on each terrace. This alternating to give perpendicular dimer rows allows
nanowire growth in both directions. To remove the alternating dimer rows and encourage
parallel nanowire growth, 4◦ offcut silicon can be used. The angle of the offcut provides
the right energy constraints for the terrace steps to drop down a double step height each
time, leaving all the terrace dimer rows orientated in the same direction. Figure 1.3b shows
an STM image of the Si(001) 4◦ offcut surface. Using the 4◦ offcut Si(001) substrate gives
terraces which are only a few nanometres wide.
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1.2.2 NiSi2: A Test Material
NiSi2 has a similar lattice structure to Si and a very close lattice match producing some
of the most defect free silicide silicon interfaces. The fluorite (CaF2) structure of NiSi2
has a lattice constant of 5.406 A˚ and the Si lattice constant is 5.429 A˚,19 giving a lattice
mismatch between NiSi2 and silicon of ∼0.4%. This small lattice mismatch of Si(111) to
NiSi2 promotes epitaxially grown NiSi2 on Si(111) to be atomically abrupt. The Schottky
Barrier Height (SBH) of NiSi2 on Si(111) shows a remarkable dependence on the interface
structure with a difference of 0.14 eV between two alternative interface terminations.20
Because epitaxially grown NiSi2 produces very well ordered interfaces which show a well
characterised SBH, this material acted as a good test material for our method and analysis
techniques.
1.2.3 Rare Earth Silicides
This thesis investigates measuring the Schottky barrier height of low dimensional rare
earth silicide structures and the use of a 2D rare earth layer to tune the Schottky barrier.
Rare earth metals have low workfunctions of ∼3 eV which produce some of the lowest
Schottky barrier heights on n-type silicon of ∼0.4 eV. There has already been some suc-
cess, by Min, at tuning tunnel barriers using rare earth gadolinium.21 The structure of the
interface is very important to the resulting Schottky barrier hence the use of low dimen-
sional rare earth structures, with which the York group has much experience.12–16
The rare earth silicide system was first studied by Baglin,22 and a more recent review
is given by Netzer.23 Rare earth (RE) silicides have a great technological potential due
to their contact on silicon producing low Schottky barrier heights on n-type silicon of
∼0.4 eV, compared with transition metals which have a Schottky barrier in the region of
0.7 eV. The hexagonal rare earth silicide structure has a very good lattice match to the
Si(111) surface, meaning almost defect free structures can be achieved. The rare earth
silicides have been shown to be metallic with a high thermal and electrical conductivity
(2.9×104 (Ωcm)−1).24 For this thesis, erbium (Er) has been used as the rare earth element
which is a typical trivalent RE.
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1.2.4 Manganese
Manganese is antiferromagnetic in the bulk but is predicted to have a large magnetic mo-
ment in low dimensional structures such as thin films and islands grown on noble met-
als.25,26 If this magnetic moment is present in low dimensional structures it may have a
role to play in spintronics as the spin polarising material. Manganese has been grown on
top of 2D rare earth silicides and the evidence indicates the manganese does not react with
the silicon. The 2D rare earth structure may also tune the Schottky barrier at the interface
allowing possible spin injection and accumulation in the silicon.
1.3 Chapter Summary
This thesis is divided into seven further chapters. Chapter 2 covers the theory of Schottky
barriers and the transport mechanisms which may be taking place for electrons to over-
come the Schottky barrier. These expressions have been used to simulate current-voltage
curves providing an example of how the relevant variables such as Schottky barrier height
affect the curve. Chapter 3 introduces the experimental techniques used within the work,
providing a brief overview of the equipment and techniques used to grow and take the
data. Chapter 4 is concerned with the extraction of a reliable value for the Schottky barrier
height from an I/V curve. Several graphical methods are explored incorporating transport
mechanisms which take the Schottky barrier away from the ideal thermionic case. A com-
puter fitting routine has been developed to improve the analysis speed and accuracy, using
the whole data set and incorporating several transport mechanisms. To test the various
analysis methods, NiSi2 interfaces with Si(111) have been grown and analysed. This high-
lighted several problems with the fitting routine and the assumptions made in the theory
enabling improvements to be made. Chapter 5 investigates erbium silicide islands grown
on Si(111). These islands have been contacted using an Omicron Nanoprobe measuring
the Schottky barrier and using the Van der Pauw method to measure the sheet resistance.
Temperature-dependent measurements have been taken from the same ErSi2 island. This
chapter starts to address the challenges of measuring nanoscale objects and the process of
fitting to an I/V curve from such an object. The I/V curves obtained required additional
theory for an oxide tunnel barrier to be included for the program to obtain a satisfactory fit.
Following on from this, Chapter 6 studies rare earth silicide nanowires grown on vicinal
4◦ offcut Si(001). These nanoscale structures have been probed to measure the Schottky
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barrier into the silicon and also the conduction along the wires. This chapter highlights
the technical difficulty of contacting to such small structures and then measuring the I/V
curve, finding the limit of the Nanoprobe. The sensitivity of the samples to oxidation has
been shown and possible effects from nanoscale properties of the nanowires encountered,
for which the fitting program cannot provide an accurate fit at the time of writing. Chapter
7 explores the use of 2D rare earth silicide as a buffer layer and δ-doped layer to man-
ganese islands and films. The original growth of an erbium buffer layer to manganese is
presented and preliminary I/V curves are shown. Finally Chapter 8 provides concluding
remarks on the work presented and future directions for the investigation.
Chapter 2
Theory of Schottky Barriers
2.1 Schottky Barriers Historical
One hundred and forty years ago, Braun discovered the asymmetry in electrical conduction
through copper contacted to iron sulphide, a phenomena which has underpinned a lot of
technology to this day.27 Early experiments on radio detectors used a variety of point
contacts on metal sulphides with little understanding of the rectifying properties being
utilised. One of the most famous point contacts was a tungsten tip in contact with a crystal,
normally of lead sulphide, this was more commonly known as the ‘cat’s-whisker’ rectifier
which played an important role in the boom in broadcasting in the 1920’s.
In 1931, Schottky, Sto¨rmer and Waibel made the first attempts to explain the rectifying
properties of metal-semiconductor contacts by showing a potential drop occurs almost en-
tirely at the contact when a current is applied. This is fundamental to all these contacts as it
implies there is a potential barrier at the interface between the metal and the semiconduc-
tor; this would later become known as the Schottky barrier (SB). Attempts to explain the
rectifying behaviour using quantum mechanical tunnelling of electrons provided unsatis-
factory solutions as the easy current flow was in the wrong direction. Schottky and Mott
independently pointed out in 1938 that the direction of rectification could be explained by
the normal processes of drift and diffusion.27
During the Second World War, the use of point contacts on silicon and germanium for
microwave radar significantly increased our understanding of rectifying contacts. Most
importantly the development in 1942 of Bethe’s thermionic-emission theory explained the
emission of electrons into a metal. Since 1945 semiconductor physics has driven the devel-
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opment with the invention of the first point-contact transistor in 1947 by Bardeen, Brattain
and Shockley. The move to thin film deposition in the 1950’s with the development of
high vacuum systems provided more stable and reproducible contacts.27 From that point
onwards the activity was, and is still, driven by semiconductor technology with the aim to
make devices smaller and faster and to obtain a full understanding of the current transport
through metal-semiconductor interfaces. There is a need for the theory to evolve to in-
clude new developments due to small size effects, spin effects and the introduction of new
materials to achieve these advances.
2.2 The Formation of a Schottky Barrier
The contact between a metal and a semiconductor can take on many different electrical
properties from strongly rectifying to ohmic, each having its own applications. The barrier
formed depends on the two materials being bought into contact, specifically the doping of
the semiconductor and the workfunction of the metal (φm) and semiconductor (φs). How
the two materials contact each other is also very important to the outcome of the barrier,
for example whether the interface structure is abrupt and defect free or if there is mixing
between the two materials.
The workfuction is the minimum amount of energy needed to excite an electron from
the Fermi level to the vacuum level outside the surface of the material. For a semiconduc-
tor, the workfunction is a statistical average of energies necessary to remove an electron
from the valence and conduction bands as strictly there are no energy levels available in
the band gap. The energy band diagrams shown in figure 2.1 are for an n-type semicon-
ductor with a work function less than that of the metal. This type of interface contact is the
most important as the majority of contacts are of this form; also this thesis concentrates
on n-type silicon interfaces. Silicon has a workfunction of ∼ 4.8 eV for a lightly doped
n-type substrate, which changes with doping concentration because the Fermi level is al-
tered by the amount and type (n or p) of doping.28 This workfunction can be compared
with nickel, for example, which has a value of ∼ 5.15 eV.29 However this value for the
work function is for polycrystalline nickel and it is found that the work function depends
on the crystal surface plane. The work function of nickel is now, for each surface plane,
as follows: Ni(110)=5.04 eV, Ni(100)=5.22 eV and Ni(111)=5.35 eV hence the surface
plane used and the resulting structure at the interface will have an effect on the barrier.30
2.2 The Formation of a Schottky Barrier 31
2.2.1 The Schottky-Mott limit
Figure 2.1: Band diagrams showing the formation of a Schottky barrier between a metal
and an n-type semiconductor a) neutral and isolated; b) electrically connected in perfect
contact. Figure adapted from Rhoderick.27
The neutral and isolated materials in figure 2.1a can first be connected electrically by a
wire allowing electrons to flow from the conduction band of the semiconductor to the metal
forcing the Fermi levels to equalise as seen in figure 2.1b. This leaves a depletion region
of width w in the semiconductor as the uncompensated positive donor ions are fixed in the
lattice and there are no free carriers, other than thermally generated ones to compensate
them. This produces a potential gradient across the depletion region as the bands bend
down giving rise to the Schottky barrier φb. This results in an electric field across the gap
from right to left caused by electrons on the metal surface and the uncompensated positive
donor ions left in the depletion region of the semiconductor.
When the surfaces are bought into perfect contact (figure 2.1b) the height of the re-
maining barrier can be measured relative to the Fermi level. Walter Schottky and Sir
Neville Mott proposed the barrier height between a metal and a semiconductor could be
given by
φb = φm − χs. (2.1)
This expression is the Schottky-Mott limit, where the workfuction of the metal and the
electron affinity χs of the semiconductor give the barrier height.27 The electron affinity of
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a semiconductor is taken as the energy difference between the bottom of the conduction
band to the vacuum level outside the surface. Equation (2.1) is a first-order approximation
for the Schottky barrier height (SBH) and is rarely supported by experimental results. In
practice the contact is never as perfect as in figure 2.1b, more commonly there is a thin
oxide insulating layer which electrons have to tunnel through so the SBH is not as strongly
dependent on φm. The Schottky-Mott limit also assumes that the surface dipole contribu-
tions to φm and χs do not change when the metal and semiconductor come into contact and
that there are no localised states on the surface of the semiconductor. Most importantly
the Schottky-Mott limit assumes the contact between the metal and the semiconductor is
an abrupt juntion, with no intermixing of the two materials and no defects at the interface.
Forward and Reverse Bias
When a voltage is applied to a SB the equilibrium of the barrier changes. When a positive
bias is applied to the metal the Fermi level of the semiconductor (EsF ) is lifted relative
to the metal Fermi level (EmF ) reducing the barrier height (φb) and the depletion width
(w) narrows. This is forward bias where, as the applied voltage is increased, the current
flow increases. When a negative voltage is applied to the metal the Fermi level of the
semiconductor drops increasing the band bending and therefore the binding energy of the
electrons increases. The increase in binding energy means the barrier is higher and the
electron requires more energy to overcome it, this is reverse bias where less current flows.
The forward and reverse bias give the I/V curve its characteristic rectifying behaviour.
2.2.2 Modelling Theories
These initial ideas from Schottky and Mott were further developed by Bardeen who took
into account the effect of interface states.27 This was then modified by Cowley and Sze
who considered the effect of a dipole layer.31 Since the mid 1980’s much effort has been
put into finding a theoretical model for a Schottky barrier which does not assume that the
SBH is insensitive to the interface structure. Several experiments showed that there was
a dramatic dependence of the SBH on the orientation/structure of a single crystal metal-
semiconductor interface. The most striking of these was the work done on the interface
termination of silicon with nickel silicide by Tung.20 Further experiments with the spa-
tially resolved technique of Ballistic Electron Emission Microscopy (BEEM) highlighted
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the problems with inhomogeneity in polycrystalline SBH and why many experimental re-
sults did not fit with theory.32–34 BEEM uses a Scanning Tunnelling Microscope (STM)
to inject electrons with energies considerably higher than the metal Fermi level, some of
which will traverse the SB into the semiconductor without being scattered in the metal.
This allows the metal-semiconductor interface to be mapped out from the BEEM current.
If Ballistic Electron Emission Spectroscopy (BEES) is carried out at a point by sweeping
the energies of the ballistic electrons, the onset of emission over the barrier at that point
can be found and therefore the local SBH can be determined. This technique shows the
change of SBH across the contact area, meaning many previous results are an average of
several barrier heights. Small changes in the structure at the interface on the nanoscale
affect the SBH, leading to an inhomogeneous contact.
The current theoretical models, in an attempt to correctly predict the SBH for an inter-
face, take account of the metal and semiconductor surface states and the interface dipole
due to the chemical bonding between the two materials. A comprehensive review of Schot-
tky barrier concepts by Tung critically covers some of these theoretical models including
the metal induced gap states model and the bond-polarization theory model.35 The remain-
der of this chapter details the theory of current transport systems across the barrier, which
can be used to fit experimental I/V curves to explain the rectifying behaviour and extract
the SBH with some confidence.
2.3 Transport Mechanisms Across Schottky Barriers
Once a Schottky barrier has formed there are four main transport mechanisms for an elec-
tron to overcome the potential barrier. For an n-type semiconductor in forward bias, figure
2.2 shows the transport mechanisms for an electron to overcome the Schottky barrier.
These are:
(a) emission of electrons from the semiconductor to the metal over the barrier;
(b) quantum mechanical tunnelling through the barrier;
(c) recombination in the space charge region;
(d) recombination in the neutral region (‘hole injection’).
Shottky barriers which are dominated by thermionic emission (mechanism (a)) are said
to be nearly ideal and any of the other processes in figure 2.2 move away from this ideal
behaviour.
2.3 Transport Mechanisms Across Schottky Barriers 34
Figure 2.2: Transport mechanisms across a Schottky barrier on n-type semiconductor in
forward bias, a) emission over the barrier, b) tunnelling through the barrier, c) recombi-
nation in the space charge region, d) recombination in the neutral region. Image from
Rhoderick.27
2.3.1 Drift and Diffusion
An electron has to travel through the semiconductor depletion region before being emitted
over the barrier into the metal. This migration is controlled by the drift and diffusion theory
which was first proposed independently by Wagner, Schottky and Spenke.27 Schottky and
Mott initially believed that drift and diffusion in the electric field of the barrier was the rate
limiting mechanism for current flow over the barrier. However the thermionic emission
theory developed by Bethe was shown to be the dominant process in most cases.
Diffusion theory assumes that the concentration of electrons in the semiconductor at
the interface is not altered by the applied bias. This results in a gradient in the quasi-
Fermi level as it drops to meet the metal Fermi level when a voltage, V is applied. The
quasi-Fermi level is a hypothetical energy level which describes electron behaviour under
non equilibrium conditions, as shown in figure 2.3. In the thermionic emission case the
electrons are emitted into the metal with energies above the metal Fermi level, therefore
the quasi-Fermi level is flat in the semiconductor and through collisions in the metal the
emitted electrons lose energy to come into equilibrium with the metal Fermi level. As the
gradient of the quasi-Fermi level is the driving force for electrons the main obstacle to
current flow in thermionic emission is the process of emission of electrons into the metal
whereas in diffusion theory the main obstacle is drift and diffusion in the depletion region.
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Figure 2.3: Quasi-Fermi levels in a forward biased SB; ...... for diffusion theory and -
- - - - for thermionic emission. The broken circle shows the Boltzmann distribution of
energies which have made their last collision at a distance l from the interface. Image
from Rhoderick.27
For thermionic emission to dominate, the quantity of electrons arriving at the barrier
through drift and diffusion must exceed the number emitted over the barrier by thermionic
emission. On average the electrons which pass over the barrier have made their last col-
lision at a distance l from the barrier, making l the mean free path of the electron. The
electrons will have a Boltzmann distribution of energies after these final collisions, with
the average energy of the distribution above the bottom of the conduction band by 1
2
kT
due to motion normal to the interface. As shown in figure 2.3 only the electrons in the
energy distribution with more kinetic energy than the amount the conduction band rises in
the remaining distance l will pass into the metal, the rest will be reflected back into the
semiconductor. Therefore if l ≫ d, where d is the distance the conduction band falls an
amount kT/q from the maximum of the barrier, only a small fraction of electrons can pass
into the metal meaning thermionic emission is the rate limiting factor. If l ≪ d then the
majority of the electrons arriving at the barrier will be able to pass into the metal and diffu-
sion is the rate limiting mechanism. Hence, thermionic emission assumes infinite mobility
through the semiconductor, as it is taken that the mean free path of an electron in the semi-
conductor is longer than the distance the barrier falls through an amount kT/q, providing
a condition which must be satisfied before drift and diffusion can be neglected.27
The true behaviour however is somewhere between the two extremes of thermionic
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emission and diffusion as the processes are in series. Crowell and Sze have combined
thermionic emission and diffusion theory,31,36 however drift and diffusion mechanisms are
still normally neglected at low frequencies.
2.3.2 Thermionic Emission
Thermionic emission is the rate limiting process of electron emission over the barrier when
the temperature is high and a non-degenerate semiconductor is used. We must also assume
this is a homogeneous SBH which is roughly defined as one who’s SBH varies on a lateral
length scale much longer than the depletion region width.
The thermionic emission of electrical carriers from a region in thermal equilibrium
over an energy barrier φb in either direction is I0, the saturation current,
I0 = SA
∗T 2 exp
(
−qφb
kT
)
, (2.2)
where S is the area of the contact, A∗ is the Richardson constant, k is the Boltzmann
constant, T is the absolute temperature and q the unit of charge. This current arises from
thermally generated carriers in the depletion region and flows all the time in forward and
reverse directions over the barrier, even when a bias is applied in one direction.
When a forward bias V is applied to a uniform SB the concentration of electrons on the
semiconductor side of the interface is increased by a factor exp(qV/kT ). This increase in
electron concentration and the fact that the barrier is lowered by the applied bias means an
extra current flows from the n-type semiconductor to a metal. Combining the saturation
current, equation (2.2), with the current from the applied bias gives the current in the
forward direction as
If = SA
∗T 2 exp
(
−qφb − qV
kT
)
. (2.3)
Finally, the net current flow (I) is the difference between the forward and reverse
directions,35
I = If − I0 = SA∗T 2 exp
(
−qφb
kT
)[
exp
(
qV
kT
)
− 1
]
. (2.4)
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Richardson Constant
A∗ is the Richardson constant for thermionic emission in semiconductors. It has been
modified from the Richardson constant for metal thermionic emission by the substitution
of the free electron mass m for the semiconductor effective mass m∗, where h is Planck’s
constant,
A∗ = 4pim∗qk2/h3. (2.5)
This expression is correct if the semiconductor’s conduction band has spherical constant-
energy surfaces, this is not the case for silicon which is elliptical. The appropriate values
can be calculated for silicon as m∗=2.05m for 〈100〉 directions and m∗=2.15m for 〈111〉
directions.37
A∗ can be further modified to A∗∗ taking into account the quantum mechanical reflec-
tion of electrons. These are electrons which have sufficient energy to overcome the bar-
rier but are reflected back into the semiconductor without emission into the metal. Also,
phonon scattering of electrons between the top of the barrier and the metal surface are
taken into account. Both of these processes will return the electron to the semiconductor.
A∗∗ is not strictly a constant as it has a slight dependence on bias; however this is masked
by the image force lowering. The value of A∗∗ can be less than A∗ by as much as 50%,
however a change in A∗∗ by a factor of two has an effect on the current comparable to a
change in φb of less than kT/q as equation (2.4) is dominated by the exponential term. For
a diode at room temperature (300 K) kT/q ∼ 0.025 eV and a factor of two change in A∗∗
shows as a change in the SBH of ∼ 0.018 eV. All the analysis in this thesis has been done
using the accepted average value of A∗∗ = 112 × 104 A m−2 K−2 calculated from all the
crystal orientations in silicon by Andrews and Lepselter.38
2.3.3 Schottky Effect - Image Force Lowering
Thermionic emission theory predicts the current/voltage characteristics to be of the form
of an ideal rectifier according to equation (2.4). However this assumes the barrier height
to be independent of applied bias which, due to the electric field in the depletion region,
is not the case. All interfaces, even perfect ones with no interfacial layer, have a reduced
barrier by an amount ∆φbi due to the image-force.
The image force is the attraction of an electron to the metal surface due to an electric
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Figure 2.4: Image force lowering of a Schottky barrier. Image adapted from Rhoderick.27
field, which changes with applied bias. To calculate the electric field, which must be
perpendicular to the surface, an assumption that a positive charge is located at the mirror
image position in the metal is used. When an electron is at a distance x from the interface
the attractive force, F is
F =
−q2
16piεsx2
, (2.6)
where εs (= εrε0) is the permittivity of the semiconductor calculated from the permittivity
of free space and the relative permittivity of silicon (taken as εr=11.68). The work done by
the electron in moving from infinity to the point x is the integration of the force, equation
(2.6), over this distance.31 This gives the potential energy of the electron due to the image
force at position x as shown in figure 2.4.
When an external field E is applied to the barrier, the total potential energy PE as a
function of distance is given by
PE(x) =
q2
16piεsx
+ qE . (2.7)
From this the overall Schottky barrier lowering effect ∆φbi at the maximum barrier height
position xm as seen in figure 2.4 can be given by the condition ∂PE(x)/∂x = 0 as,31
xm =
(
q
16piεsE
)1/2
; ∆φbi =
(
qE
4piεs
)1/2
= 2E xm. (2.8)
The electric field in the barrier can be expressed in terms of the applied bias voltage
and the doping level using the depletion approximation. This assumes the charge density
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rises abruptly at the depletion region edge as the majority carrier concentration of the
bulk substrate drops immediately to zero. The charge density then stays constant in the
depletion region up to the barrier as the donor density Nd is constant. This means the
electric field strength will rise linearly from the edge of the depletion region to the interface
according to Gauss’s theorem, so the field strength at the surface will be given by E =
qNdw/εs, where w is the width of the depletion region.27 This can be written as E =
(2qNdVd/εs)
1/2 if the depletion width is substituted by a term containing the diffusion
potential Vd.
Instead of making the assumption that the electron density falls abruptly by allowing
the majority carrier concentration to fall gently to zero by penetrating into the depletion
region and considering the effect minority carriers have on the field close to the metal, a
more accurate expression for the electric field can be found. The density of electron and
holes at a distance x from the interface depends on their respective quasi-Fermi levels (see
Section 2.3.1). Assuming a flat quasi-Fermi level for electrons, the electron density in the
depletion region, ne for a non-degenerate semiconductor can be given as,27
ne = n0 exp
(
qψ
kT
)
, (2.9)
where n0 is the electron concentration in the bulk of the semiconductor (neutral region).
ψ is the electrostatic potential in the semiconductor at a distance x from the interface. The
assumption that the quasi-Fermi level is flat is a good one for thermionic emission but for
diffusion theory in the region close to the metal it may not be. As the electron concen-
tration in this region will however be negligible compared to the donor concentration Nd,
no significant error results. The hole quasi-Fermi level is assumed to be flat through the
depletion region, coinciding with the metal Fermi level giving the hole concentration as,27
p = ps exp
(−q(Vd + ψ)
kT
)
, (2.10)
where ps is the equilibrium hole density immediately adjacent to the interface. Combining
the electron density, equation (2.9) and the hole density, equation (2.10) with the donor
concentration the net charge density is given by,
ρ = q(Nd + p− ne). (2.11)
Using Poisson’s equation, the charge density and the electrostatic potential can be related,
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giving the electric field strength in the Schottky barrier as,27
E
2 =
2q
εs
{
Nd
(
Vd − kT
q
)
+
pskT
q
[
1− exp
(−qVd
kT
)]
+
kTNd
q
exp
(−qVd
kT
)}
, (2.12)
where it has been assumed that there has been complete ionisation of the donors, so for an
n-type semiconductor n0 can be assumed very close to Nd. It has also been assumed that
Nd is constant throughout the depletion region.
If we assume that the barrier is not large enough to make the surface strongly p-type,
this is more likely on semiconductors with small band gaps, the term involving ps can be
neglected. It is also regularly assumed that qVd ≫ kT meaning the remaining exponential
term is negligible. This results in an approximation for the field in the Schottky barrier of,
E
2 =
2qNd
εs
(
Vd − kT
q
)
. (2.13)
The first term of this expression is identical to the term gained from the depletion approx-
imation where the charge density is assumed to rise abruptly at the start of the depletion
region. The second term is a correction to this harsh turn on, forming a transition region
where the charge density rises gently. Because of this Debye tail, the depletion region does
not have a precisely defined width as the conduction band asymptotically approaches the
bulk value.27
Equation (2.13) for the electric field in the Schottky barrier can be substituted into
equation (2.8) for ∆φbi, giving an expression for the barrier lowering due to the image
force as,
∆φbi =
{
q3Nd
8pi2εs3
(
φb − V − ξ − kT
q
)}1/4
. (2.14)
The diffusion potential Vd has also been substituted for and is defined as Vd = φb − V −
ξ, the potential difference across the depletion region, where ξ is the energy difference
between the Fermi level and the bottom of the conduction band in the semiconductor (as
indicated in figure 2.2) and can be calculated from the donor concentration Nd and the
effective density of states in the conduction band Nc
ξ = − ln
(
Nd
Nc
)
kT
q
; where, Nc = 2
(
2pim∗kT
h2
)3/2
. (2.15)
The image force lowering effect would be exaggerated by heavier doping or a thicker
interfacial layer as this would increase the field across the Schottky barrier. The effect
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of image force lowering on the forward characteristic is considered to be negligible for
Schottky barriers with Nd < 1023 m−3. Figure 2.5 shows how the energy bands change
under different biasing conditions. Under forward bias (V > 0) the conduction band
moves up and the depletion region narrows, as illustrated by w1. The effective barrier
height is slightly larger than at zero applied bias because the field in the Schottky barrier
is reduced meaning the forward barrier lowering ∆φF is also reduced. Under reverse bias
(V < 0) the conduction band drops below the Fermi level of the metal, extending the
depletion region width as shown by w3. The effective barrier is lower because the electric
field in the Schottky barrier is increased by the applied bias, so the barrier lowering ∆φR
is increased.
Figure 2.5: Image force lowering of a Schottky barrier under different biasing conditions.
The barrier lowering under forward and reverse bias are ∆φF and ∆φR, respectively. Im-
age adapted from Sze.31
The effective barrier φe which the electrons have to surmount can be written as φe =
φb −∆φbi. If we assume the gradient of the effective barrier with voltage (∂φe/∂V = β)
is constant we can write
φe(V ) = φb0 − (∆φbi)0 + βV, (2.16)
where φb0 and (∆φbi)0 refer to the zero bias values. Substituting this for φb into the
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thermionic equation (2.4) the net current now becomes
I = SA∗∗T 2 exp
(
−q(φb0 − (∆φbi)0 + βV )
kT
)[
exp
(
qV
kT
)
− 1
]
. (2.17)
Which, using β = 1− 1/n can be rewritten as,
I = SA∗∗T 2 exp
(
−qφe
kT
)
exp
(
qV
nkT
)[
1− exp
(
−qV
kT
)]
, (2.18)
where n is the ideality factor.
Ideality Factor
n is the ideality factor which is a dimensionless quantity which parameterizes how the
diode deviates from an ideal thermionic barrier. The deviation could result from the pres-
ence of image force lowering if its not accounted for by using φe, an interfacial layer, an
inhomogeneous barrier height or other processes like tunnelling across the barrier. The
ideality factor gives a good indication as to how close to thermionic emission the I/V
curve is and if any new physics should be used to fit the data. Unfortunately n is not al-
ways straight forward as it can be a function of bias and often changes with temperature.
To be confident the current across a barrier is determined by thermionic emission theory,
a value of n < 1.1 is required. If it is greater than this then another transport mechanism
is allowing electrons to pass over the SB.
2.3.4 Tunnelling Through the Schottky Barrier
Carriers with energies lower than the full barrier height can still overcome the barrier by
quantum tunnelling through it. Tunnelling is more likely in heavily doped semiconductors
as the depletion region will be narrower due to the more densely packed donors. Tun-
nelling also becomes more dominant at low temperatures and plays an important role in
the reverse bias characteristics. In forward bias, when a positive voltage is applied, the
Fermi level in the semiconductor is lifted and more electrons can flow over the barrier.
The width of the depletion region is also narrowed, sometimes to a point where electrons
can tunnel through the barrier; but at room temperature, on a non degenerate semiconduc-
tor, it does not narrow enough before the electrons have enough energy to overcome the
barrier thermally. However, in reverse bias, according to the thermionic emission theory
the only current flowing is I0, equation (2.2) the saturation current. As the band bending
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increases and the Fermi level in the semiconductor drops below the metal Fermi level, the
electrons in the metal see the barrier narrowing due to the applied bias, enabling the possi-
bility of tunnelling. Hence tunnelling is more often apparent in reverse bias as a departure
from ideal thermionic emission behaviour.
The analysis in this thesis is concerned only with reverse bias tunnelling as it is ex-
pected to have a larger effect at low dimensions and as the measured current flow is in the
region of nanoamps. Forward bias tunnelling has been assumed not to be present because
we are using a lightly doped semiconductor at room temperature. It would be possible to
extend the theory to include the forward tunnelling for low temperatures and high doping
concentrations in the future. The following theory for tunnelling is included for com-
pleteness and background understanding, the information is gathered from a summary by
Rhoderick,27 further detail can be found in Padovani and Stratton’s article.39
Forward Bias Tunnelling Characteristics
In degenerate semiconductors at low temperatures, the forward bias current can arise from
tunnelling of electrons from the bottom of the semiconductor conduction band, with ener-
gies close to the semiconductor Fermi level, this process is known as Field Emission (FE).
When the temperature is increased the move into the Thermionic Field Emission (TFE)
regime is made. At higher temperatures, electrons are excited and tunnelling probability
increases as these electrons see a narrower and lower barrier. However the density of ex-
cited electrons decreases rapidly with increasing thermal energy, so there is a maximum
contribution from TFE electrons at an energy Em above the bottom of the conduction band,
as schematically shown in figure 2.6. A further increase in temperature would return to
thermionic emission dominating, as electrons would have enough energy to surmount the
barrier and any contribution from tunnelling would be negligible.
Quantum tunnelling is the phenomenon of an electron with less energy (∆E) than the
top of the barrier penetrating through it. The probability of finding an electron in a certain
position from the barrier can be calculated using the Wentzel-Kramers-Brillouin (WKB)
approximation. Applying this to the Schottky barrier with a diffusion potential Vd and
assuming the top of the barrier is triangular, the probability is
P = exp
{
−2
3
(∆E)3/2
E00V
1/2
d
}
, (2.19)
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Figure 2.6: Field and thermionic field emission under forward bias. The diagram refers
to a degenerate semiconductor to show field emission, this means ξ is negative. Image
adapted from Rhoderick.27
where E00 is a property of the bulk semiconductor which is important to tunnelling theory
as it contains the donor concentration and semiconductor permittivity, both of which affect
the tunnelling of electrons. E00 is given by
E00 =
~
2
(
Nd
m∗εs
)1/2
. (2.20)
The onset of thermionic field emission can be thought of as a form of barrier lowering
∆φwhich works well for silicon withNd < 1024 m−3, giving a value forE00 ≈ 10−2 eV.27
To extend this tunnelling theory beyond simple barrier lowering Padovani and Stratton,39
and Crowell and Rideout,40 have derived current-voltage characteristic expressions.
First we can get a feel for the onset of tunnelling as the ratio kT/qE00 is a measure
of the relative importance of thermionic emission to tunnelling. As a rough guide we
should expect field emission if kT ≪ qE00, thermionic field emission if kT ≈ qE00, and
thermionic emission if kT ≫ qE00. For the values of donor concentration Nd = 5×10−21
m−3 expected for the silicon used in this thesis, TFE will not occur until the temperature
drops to 4.5 K; hence, forward tunnelling has been neglected. Increasing the donor density
will increase the temperature at which TFE will occur.
If the experimental parameters move into a tunnelling regime, the following current-
voltage relationship can be used with the appropriate saturation current density Js expres-
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sion for either FE or TFE,
I = SJs exp
(
V
E0
)[
1− exp
(
−qV
kT
)]
, (2.21)
where E0 can be thought of as the amount of band bending for a semiconductor that would
yield a tunnelling probability of exp(−1) (∼37%) at the base of the barrier
E0 = E00 coth
(
qE00
kT
)
. (2.22)
The expression for the saturation current density Js for TFE is given by Padovani and
Stratton as,
Js =
A∗∗Tq exp(−qξ/kT ){piE00(φb − V − ξ)}1/2
k cosh(qE00/kT )
exp
(
−(φb − ξ)
E0
)
. (2.23)
This is the most likely form of tunnelling to be encountered if the temperature is lowered
and the doping density increased.
Using the current-voltage expression for FE and TFE, equation (2.21) and part of the
Taylor expansion of the barrier transparency, Padovani and Stratton give a more exact
analysis for the tunnelling temperature regimes taking into account the Schottky barrier
properties.39
The temperature below which field emission occurs for a degenerate semiconductor
where ξ is negative can be given as
kT < 2qE00{ln(−4φb/ξ) + (−2E00/ξ)1/2}−1, (2.24)
and the temperature above which thermionic field emission occurs as
kT > 2qE00{ln(−4φb/ξ)}−1. (2.25)
Finally the transition between thermionic field emission and pure thermionic emission
depends on applied bias, as the upper temperature limit for thermionic field emission uses
the diffusion potential Vd (= φb−ξ−V ), which is bias dependent. Therefore the tunnelling
will become less significant as the applied voltage increases;
cosh2(qE00/kT )/ sinh
3(qE00/kT ) < 2Vd/3E00. (2.26)
Using these more exact expressions for the temperature limits for the donor density of
Nd = 5 × 10−21 m−3 the TFE occurs between 3.3 K and ∼50 K at zero applied bias,
which is still below the temperature regions investigated in this thesis.
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Reverse Bias Tunnelling Characteristics
Thermionic emission theory is used successfully to fit forward bias I/V curves; however
it often underestimates the reverse bias. For an ideal SB this current should saturate at
a very low current and for a microelectronics system this assumption is fine. However
in nanosystems, nanoamps are flowing in the forward bias. This is comparable to that of
the reverse bias or leakage currents in a SB meaning the reverse bias can be much more
important. If the SBH is dependent on voltage, the reverse bias characteristics will not
show saturation. The simplest explanation for the unsaturated characteristics is barrier
lowering by the image force. Using equation (2.14) we can see the image lowering ∆φbi is
proportional to the applied bias V 1/4, this is often enough to fit the I/V curve in the reverse
bias.
If the image force lowering is not enough to explain the deviation from saturation,
tunnelling is often the cause of the ‘soft’ reverse characteristics. Tunnelling becomes
more significant at lower doping levels in reverse bias than forward, with both thermionic
field and field emission becoming important as shown in figure 2.7. It can be calculated
that departures from thermionic emission begin to occur at donor concentrations of 1023
m−3 for silicon.27
Figure 2.7: Field and thermionic field emission under reverse bias. Image from Rhoder-
ick.27
Padovani and Stratton have also derived the current/voltage relationship for thermionic
field emission for reverse bias.39 For reverse bias voltages (Vr) greater than 3kT/q the
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current becomes
I = SJs exp
{
Vr
(
q
kT
− 1
E0
)}
, (2.27)
where Js is a slowly varying function with reverse bias:
Js =
A∗∗T (piqE00)
1/2
k
{
q(Vr − ξ) + qφe
cosh2(qE00/kT )
}1/2
exp
(
− φe
E0
)
. (2.28)
This expression coincides with that for forward bias tunnelling at small values of Vr
and doping density such that kT ≥ qE00, the condition for thermionic field emission.
This means the forward and reverse biases agree at the origin as the characteristic should
be continuous.
At higher doping concentrations, field emission can occur but in the reverse bias it
does not require the semiconductor to be degenerate as the electrons are tunnelling from
the metal which is always degenerate. For field emission to occur at room temperature,
donor concentrations in excess of 5 × 1024 m−3 are required.27 As for forward bias the
expression for field emission has many terms and as it is not used within this work the
reader is referred to Padovani and Stratton’s work.39
2.3.5 Recombination Effects
Recombination currents can cause apparent deviations of n from unity as they cause depar-
ture from thermionic emission. Two kinds of recombination can occur, one in the deple-
tion region (space-charge region) and the other in the neutral region of the semiconductor.
Computer curve fitting programs have been developed to obtain more accurate estimates
of the SBH using recombination theory by McLean.41 Recombination in the space charge
region generally takes place via localised states within the energy gap. These localised
states could be caused by defects at the interface, hence the need to have a well ordered
structure. This effect becomes more important with high SB at low temperatures and low
forward bias.
If the SBH on an n-type semiconductor is greater than half of the band gap, the region
of the semiconductor adjacent to the metal becomes p-type containing a high density of
holes. These holes can diffuse into the neutral region under forward bias, giving rise to
hole injection.
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2.4 Deviation from a Single Schottky Barrier
So far we have assumed that the Schottky barrier is homogeneous and has a continuous
height over the whole contact. This is hard to fabricate and normally not achieved as
defects and changes in structure lead to an inhomogeneous SBH which is averaged over.
Also we have assumed that the Schottky barrier is the only component in a circuit where
the voltage can be dropped. This is rarely the case as the semiconductor itself has a
resistance which is in series with the barrier. Leakage currents and edge effects may act
as parallel resistors. Finally, to measure an I/V curve there must be two contacts to the
semiconductor in which case there may be two Schottky barriers or at least a contact
resistance. A schematic of a possible circuit of components where the voltage could be
dropped is shown in figure 2.8.
Figure 2.8: Schematic of a possible back-to-back Schottky barrier circuit showing compo-
nents where voltage drops can occur, φb Schottky barrier, Rseries series resistance, Rshunt
parallel shunt resistance.
In the back-to-back circuit shown in figure 2.8 the forward biased SB current is mod-
elled using thermionic emission, equation (2.18), with the addition of the shunt resis-
tance as shown in equation (2.31). The reverse biased SB uses the saturation current from
thermionic emission, again equation (2.18), and similarly the addition of a different shunt
resistance. Also the reverse bias SB includes the reverse tunnelling from equation (2.27).
The series resistance is applied over both SBs as indicated by equation (2.30).
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2.4.1 Inhomogeneous Schottky Barriers
An inhomogeneous barrier is one where the SBH varies over a lateral distance less than
the width of the depletion region. This gives areas with different SBH which can be seen
as parallel conduction paths. To model such a situation the total current is the linear sum
of contributions from every area. Taking equation (2.4), assuming the overall transport
mechanism is thermionic and the ideality factor is unity, we can write:
I = A∗∗T 2
[
exp
(
qV
kT
)
− 1
]∑
i
Si exp
(
−qφi
kT
)
, (2.29)
where Si and φi are the area and SBH of the ith patch.35 This simple extension to cover
inhomogeneous barriers can be applied to any of the other transport mechanisms. The
main concern with the parallel conduction model approach to inhomogeneous SB is the
assumption that the patches are independent from each other electrically. Tung provides
an approach to include the interaction between neighbouring sections of the same inter-
face.35,42,43
2.4.2 Series Resistance
In equation (2.18) it has been assumed that the entirety of the applied bias has fallen across
the metal-semiconductor (MS) interface. The reality is there are voltage drops across many
other components; the ohmic contact, the bulk silicon and the circuit cabling. If we assume
the resistance is not bias dependent we can subtract an ohmic drop of IRseries from the
voltage giving
Id = SA
∗∗T 2 exp
(
−qφe
kT
)
exp
(
q(V − IRseries)
nkT
)
×
[
1− exp
(
−q(V − IRseries)
kT
)]
. (2.30)
2.4.3 Shunt Resistance
The shunt resistance is the effect of a parallel conduction path, for example, a leakage
current around the Schottky barrier. This can be added as a second component to the
measured current alongside the diode current. I = Id + Ip where Id is the current from
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equation (2.30) and
Ip =
V − IRseries
Rshunt
, (2.31)
where Rshunt is the shunt resistance which is assumed not to be a function of bias.
2.4.4 Double Barrier
When making connections to a semiconductor to measure an I/V curve, two metal semi-
conductor interfaces have to be formed. This could lead to two SB being formed as in
the circuit schematic in figure 2.8. As one interface is into the semiconductor and one
out we have a back-to-back SB situation. While one SB is forward biased the second is
reverse biased so both barriers are interlinked, possibly leading to one barrier dominating
over the other. If we were to assume both barriers were ideal and follow thermionic emis-
sion the reverse bias for each barrier would only allow the saturation current I0, equation
(2.4) to flow. The Metal-Semiconductor-Metal (MSM) structure can be modelled using
thermionic emission with barrier lowering as shown by Sze, Colman and Loya on PtSi-Si-
PtSi contacts.44 As we have already seen, thermionic emission underestimates the reverse
bias which becomes more important in lower dimensional systems. One solution to this
is to combine the forward bias described by thermionic emission in equation (2.18) and
the reverse bias described by tunnelling in equation (2.27). These have been successfully
combined by Zhang et al to model I/V taken from semiconductor ZnO, CdS and Bi2S3
nanowires contacted with a two metal tips.45,46
2.4.5 Vacuum Tunnel Barriers
We have seen that electrons can tunnel through the SB. However this might not be the
only barrier they need to tunnel through. If there is an interfacial insulating layer present
between the metal and the semiconductor, the only way an electron can progress is to
tunnel through it. This technology is used in microwave tunnel diodes and may have im-
portant technological benefits in an alternative avenue of investigation for spintronics.31
With the MS junctions studied in this thesis, it is more likely that the sample becomes oxi-
dised so the contact to the metal of the MS junction is an oxide tunnel barrier. This can be
taken further and a vacuum tunnel barrier added during Scanning Tunnelling Spectroscopy
(STS) measurements. Wiesendanger provides a detailed overview of tunnelling and its use
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and treatment in Scanning Probe Microscopy (SPM).47 The original work by Simmons on
tunnelling through a thin insulator between similar and dissimilar electrodes is of most
interest here.48,49 Simmons presents a generalised expression for tunnelling through an
insulating film between two metal contacts:
I =
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, (2.32)
where wi is the thickness of the insulating layer, φt is the height of the rectangular tunnel
barrier, which will be material specific, S is the tunnelling cross section, m is the mass
of the electron, h is Planck’s constant and V is the applied voltage. The net current arises
from the difference in the current flowing from each metal under an applied bias. The first
term is the current flowing from the left to the right metal electrode whereas the second
term is from right to left giving a net difference. When the applied voltage is zero the
terms are identical, cancelling each other out so there is no net current.
This expression for tunnelling, although across a barrier, is different to the SB tun-
nelling because this is between two metals, not a metal and a semiconductor of the SB.
This expression could be used to describe a vacuum tunnel gap between a scanning tun-
nelling microscope (STM) tip and the metal thin film. It has been used in this work to fit
an I/V curve taken from an ErSi2 nanowire which was transferred in atmosphere, therefore
coating the nanowire in an insulating oxide layer.
2.5 Schottky Barriers of Nanostructures
Downscaling the dimensions of a Schottky barrier has an effect on the electrical properties
which the theory discussed so far cannot describe as it assumes an infinitely extending
interface. Smit et al have measured nanoscale CoSi2 islands on Si(111) using an STM
tip and report an increase in conductance with a decrease in island size.50 They propose
a model which predicts a narrower barrier for nanoscale diodes which has a increase in
tunnelling due to the narrowing.51 This effect starts affecting the depletion region width
when the diameter of the island becomes less than the distance the depletion region extends
into the semiconductor. A similar effect has been reported on gold nanoclusters with a
measured increase in SBH with an increase in cluster size.52
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One dimensional structures have shown improved current transport characteristics be-
cause of the reduced phase space for scattering events, reducing the probability of back-
scattering. Although this increased conduction is excellent for efficient current transport,
the process is dominated by the contact which has different properties at the nanoscale.
Tunnelling has been shown to be more important on 1D semiconductor structures which
have been connected with a 3D metal contact.53 ErSi2 nanowires on Si(001) have shown
an increase in current density with a decrease in the nanowire width but no change is noted
with a change in length.54 The increase in current density is attributed to an increase in
tunnelling probability with decreasing nanowire width.
The growth of nanostructures leaves much of the substrate surface uncovered, this al-
lows different conduction paths between two islands; perpendicular to the surface into the
semiconductor bulk or parallel along the surface. Erbium silicide islands on Si(111) have
been investigated by Dupont-Ferrier showing the transport between two similar islands is
mainly parallel to the 7×7 surface and is the more active channel. This can be switched to
transport through the semiconductor by oxygen absorption passivating the surface recon-
struction.55,56 Similar effects of barrier lowering and parallel surface transport are found
on ErSi2 islands on Si(001).57
2.6 Engineering the Barrier
The I/V curve measured from a Schottky diode can be affected by several of the processes
already discussed, hence the importance of careful analysis. Osvald shows that a MS con-
tact which was believed to be an Ohmic contact could be a low SB.58 The majority of these
processes arise because of the interface structure, therefore the SBH has a critical depen-
dence on the local structure; this is most prominent with an inhomogeneous barrier.59,60
The amount of silicon in a silicide has been shown through calculations to affect the SBH,
an increase in the ratio of Si in the silicide causes a decrease in the SBH.61 It has also been
shown that different clean silicon surfaces produce different SBH with the same metal.
Iridium silicides have shown a difference in SBH with different phases of the silicide.62
The importance of the interface structure has been shown by Tung with the NiSi2 system
which shows a 0.14 eV difference in the SBH between two interfaces.20
The interface is essential to the understanding of the SBH and can lead to incorrect
analysis if defects and inhomogeneities are not considered. Bratkovsky and Osipov pro-
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Figure 2.9: Bratkovsky’s δ-doped barrier. Energy diagrams of ferromagnet semiconduc-
tor heterostructure with a δ-doped layer (F is the Fermi level, ∆ the height and l the
thickness of an interface potential barrier, ∆0 the height of the thermionic barrier in the
n-semiconductor). The standard Schottky barrier (curve 1); Ec(x) the bottom of the con-
duction band in the n-semiconductor in equilibrium (curve 2), under small (curve 3) and
large (curve 4) bias voltage. The spin-polarized density of states in Ni is shown at x < 0.
Image and caption from Bratkovsky.10
posed engineering the barrier to provide the properties required for spin injection by se-
lecting an advantageous interface structure.10,11 Spintronics has a need to pass a current
from a metal into a semiconductor this is the reverse bias scenario, to do this, the barrier
needs to allow electrons to tunnel into the semiconductor. As shown in figure 2.9, when
using a δ-doped interface the barrier can be tuned to the required width using additional
doping at the interface, narrowing the tunnel barrier which increases its transparency.
2.7 Simulating Schottky Barrier I/V Curves
A MATLAB simulation script was written to observe how the variable parameters affect
the overall I/V curve for a back-to-back SB. This enables us to see how the I/V curve is
altered by the parameters of the two SBs and reveals a limitation with the theory in the
low voltage/SBH region.
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2.7.1 MATLAB Simulation Script
Based on the ideas used by Zhang,45 the program uses a modified Newton Raphson method
to find values for the voltage dropped across each component in the circuit in figure 2.8.
In an iterative loop, the program first corrects the SBH for the image force lowering using
equation (2.14), then uses Kirchoff’s laws, equations (2.33) and (2.34) to combine the
voltage and current for each component:
Vapplied = V1 + V2 + Vseries, (2.33)
Itotal = I1 = I2 = Iseries, (2.34)
where V1 is the voltage dropped across and I1 the current through, the first SB (φb1) and
corresponding shunt resistance (Rshunt1). V2 is the voltage dropped over and I2 the current
through the second SB (φb2) and corresponding shunt resistance (Rshunt2). Finally Vseries
is the voltage dropped over Rseries and Iseries is the current through Rseries.
I1 and I2 are the currents though φb1 and its paired shunt resistor Rshunt1 and φb2 and
its paired shunt resistor Rshunt2 respectively. Depending on the applied bias (forward or
reverse) these currents have to swap over to describe the barriers’ behaviour. With the
circuit in a configuration such that φb1 is forward biased and φb2 is reverse biased the
current is:
I1 = I1forward +
V1
Rshunt1
,
I2 = I2reverse +
V2
Rshunt2
, (2.35)
where I1forward is the forward bias current which comes from the thermionic emission
equation (2.18) with the voltage taken as V1. The reverse bias current, I2reverse, is taken
from the reverse tunnelling equation (2.27) with V2 as the input voltage. However, I2reverse
is not zero at zero applied voltage due to the equilibrium probability tunnelling current of:
I =
SA∗∗T (piqE00)
1/2
k
{
−qξ + qφe
cosh2(qE00/kT )
}1/2
exp
(
− φe
E0
)
. (2.36)
This would normally be cancelled out by a similar current from the forward tunnelling
current expression but as we are not using this we have to subtract it from equation (2.27).
Utilising V = IR and equation (2.34), as the current through each section of the circuit
is equal, we get the identity,
Vseries = IseriesRseries = I1Rseries = I2Rseries (2.37)
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Substituting these into the equation (2.33) we can write down two simultaneous equations
which can be solved using a Newton-Raphson method to get a value for V1 and V2:
0 =V1 + V2 + I1Rseries − Vapplied,
0 =V1 + V2 + I2Rseries − Vapplied. (2.38)
Once a value for V1 and V2 has been found, the total current can be calculated from,
Itotal =
Vapplied − V1 − V2
Rseries
. (2.39)
Figure 2.10: Graph of the voltage drops for individual SB diodes in a back-to-back circuit
and the final simulated I/V curve.
Using this MATLAB simulation script the voltage across each diode can be simulated
and the corresponding I/V curve calculated. The simulated I/V curve for back-to-back
SBs with values for the first barrier of φb1 = 0.8 eV, Rshunt1 = 20 kΩ, area S = 5× 10−8
m2 and the second barrier of φb2 = 0.7 eV, Rshunt1 = 8 kΩ, area S = 1 × 10−6 m2, with
a series resistance Rseries = 1 kΩ and a temperature of 298 K is shown in figure 2.10.
Alongside the I/V curve, the voltage drop over φb1 and the parallel shunt resistor Rshunt1
is shown as it moves from forward bias (+V ) to reverse bias (−V ) and for φb2 and the
parallel shunt resistor Rshunt2 moving from reverse bias (+V ) to forward bias (−V ).
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2.7.2 Parameter Trends
Using the MATLAB simulation script described above sets of curves have been produced
giving an idea of how one parameter could alter the curve. The starting base set of values
for the simulation are, T = 298 K, doping concentrationNd = 5×1021 m−3,Rseries = 500
Ω and for both barriers, φb = 0.8 eV, Rshunt = 20 kΩ, Area S = 10−10 m2 and ideality
factor n = 1.
Figure 2.11: Graph of Schottky Barrier Height, φb1 variations and the effect on the I/V
curve.
Figure 2.11 shows that changing the SBH effects the position of the knee of the forward
bias curve, moving it higher in voltage with a higher SBH. This is due to the turn on
voltage, the point where the majority of electrons can overcome the barrier by thermionic
emission. This has little effect in reverse bias until you reach low barrier heights where
more current flows at high applied bias. This is the effect of tunnelling through the barrier
combined with the image force lowering in the reverse bias, causing the barrier to be
narrower at lower energies. Figure 2.12a shows the area of the junction variation on the
I/V curve. This has a very similar effect on the curve as the SBH, as the area is a scaling
term and the exponential term containing the SBH is also a constant scaling term. As these
two variables have a similar effect on the I/V curve it is difficult to separate the two from
each other in fitting.
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(a) Area S
(b) Ideality Factor n
(c) Shunt Resistance Rshunt
Figure 2.12: Graphs varying the area of the contact, ideality factor and shunt resistance
for the first SB in the circuit.
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(a) Series Resistance Rseries
(b) Temperature T
(c) Doping Concentration Nd
Figure 2.13: Graphs varying the series resistance, temperature and doping concentration,
variables which effect the whole circuit.
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The ideality factor variation is shown in figure 2.12b and affects the curve by moving
the knee to a higher voltage but also altering the gradient of the curve as the value of
n increases. This is because the exponential term involving n is dependent on applied
voltage altering the gradient at high vales of n. Although the shunt resistance is linked
with one barrier it has a significant effect on both biases as can be seen in figure 2.12c.
With very high shunt resistance the reverse bias characteristic is almost purely thermionic,
as the large resistance dominates the voltage drop.
The effects of series resistance, temperature and doping concentration affect the whole
circuit and therefore the whole I/V curve as can be seen in figure 2.13. Figure 2.13a shows
the series resistance variation, which softens the knee as the curve starts to look ohmic
with high resistance values. This is because as the series resistance increases the voltage
dropped across the series resistor increases so the effect of the SB becomes negligible. The
temperature variation curve, shown in figure 2.13b, shows that changing the temperature
affects the curve in a similar way to area but on both ends of the I/V curve. This is because
the energy of the electrons has been increased so they can overcome the barrier at lower
applied bias; this affects both barriers in the circuit, hence the effect on both ends. This
provides an opportunity to extract a more reliable area measurement from the data by
varying the temperature. The doping concentration has a very small effect until the image
force lowering and tunnelling become more significant, at around 1024 m−3. Above this
doping concentration the I/V curve shows a steady change in gradient with applied bias
as shown in figure 2.13c, as the extra doping causes the barrier to be more transparent to
tunnelling.
2.7.3 Low Voltage and Low Schottky Barrier Height
Figure 2.14 shows the simulated curves for the voltage dropped across two back-to-back
SBs. The simulation used φb1=0.2 eV and φb2=0.8 eV and all the other parameters are
equal to the base parameters used in the previous trends simulation. It was observed that
the voltage dropped across the low SBH in the reverse bias was negative. This result would
be unphysical as this SB would not provide a voltage.
As the negative voltage drop is in the reverse bias, equation (2.27) for reverse bias
tunnelling was considered. More specifically, the function for Js, equation (2.28), which
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Figure 2.14: Graph of the voltage dropped across a low SBH and the resulting I/V curve.
Note the negative voltage drop over the reverse biased φb1=0.2 eV SB.
contains the expression for the electron kinetic energy:
E1/2 =
{
q(Vr − ξ) + qφe
cosh2(qE00/kT )
}1/2
, (2.40)
where q(Vr − ξ) is the ballistic electron expression. When the voltage is less than ξ the
first bracket, q(Vr − ξ), is negative. If the SBH is small, of the same order as ξ, then the
second term is too small to make the square root positive resulting in the negative voltage
drop. ξ has a value of ∼0.2 eV under the temperature and doping conditions used here
hence the problem arises with a simulation of φb=0.2 eV.
This problem therefore only occurs at low voltages and low barrier heights. In this
case, the voltage can be set to zero when it is equal to or less than ξ. This has been
incorporated in the next generation of fitting programs developed in FORTRAN in Section
4.3.2.
The ballistic electron expression, q(Vr − ξ), is the energy an electron has in the con-
duction band after being excited into the conduction band from the Fermi level (see figure
2.7). If the voltage is less than ξ then the electron does not have enough energy to reach
the conduction band, so according to this expression would be left in the band gap. This
would not be a physical situation, as if the electron does not have enough energy to get
into the conduction band it should not be able to tunnel.
Chapter 3
Experimental Techniques
This chapter introduces the techniques used to prepare and analyse the samples studied in
this thesis. Several different vacuum systems have been used, including a Balzers molec-
ular beam epitaxy growth chamber for fast material deposition, and an Omicron scanning
tunnelling microscope with growth chamber. These systems have been used to prepare
samples and verify the surface reconstructions with techniques such as scanning tunnelling
microscopy and low energy electron diffraction. The electrical interface properties have
been studied using probes both in and out of vacuum by making contact with the sur-
face and measuring a current-voltage curve, from which the Schottky barrier height can
be extracted. The Omicron Nanoprobe system available at Leeds through the Leeds EP-
SRC Nanoscience and Nanotechnology Facility (LENNF) has been the main system for
in-vacuum contact electrical measurements.
3.1 Surface Characterisation
The reconstruction of the surface is very important to this work, as it gives an indication
of the surface homogeneity and provides a check against previous structural determination
work, providing confidence in the sample structure. Several of the rare earth silicides have
been studied previously in the York group and the silicide structure has been determined
using Medium Energy Ion Scattering (MEIS),12,63 so the growth of these structures is well
characterised. The following techniques have been used to check the sample surface recon-
struction during sample preparation: Low Energy Electron Diffraction (LEED), Reflec-
tion High Energy Electron Diffraction (RHEED), and Scanning Tunnelling Microscopy
(STM). An introduction to surface physics and relevant techniques is given by Prutton and
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Woodruff respectively.64,65 Scanning Electron Microscopy (SEM) has also been utilised to
study the surface island coverage and topography.
3.1.1 Electron Diffraction
Low Energy Electron Diffraction
To study the surface structure and reconstruction, the technique of LEED has been utilised.
Electrons with energies between 10 and 200 eV are used as they do not penetrate far into
the surface, making this a very surface sensitive technique.64,65 Davisson and Germer first
demonstrated the wave nature of the electron in 1927 using low energy electrons scattered
from a single crystal of nickel,66 this was then developed into this powerful analytical tool.
Figure 3.1: a) Schematic of an Omicron Spectra LEED system; b) Example LEED pattern
of the silicon (111) surface 7× 7 reconstruction.
An electron gun focuses low energy electrons onto the sample surface where the beam
is diffracted by the surface crystal structure. The incident beam is focused to a spot on
the sample with a diameter between 0.1 mm and 1 mm, with a maximum current of about
2 µA and an energy between 10 and 200 eV. A series of grids with a common centre on
the sample allows a small window of electron energies through, by being biased close to
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the primary beam energy. The outer grids (1 and 4) are grounded with the retarding grids
(2 and 3) biased ∼20 V less than the incident electron beam energy. The grids cut out
the majority of inelastically scattered electrons leaving the elastically scattered electrons
to pass through onto a fluorescent screen, which is biased at +5 kV, where the diffraction
pattern is seen. Figure 3.1 gives a schematic cut through of a LEED system and an example
pattern from the 7× 7 reconstructed Si(111) surface.
The pattern maxima show the surface reciprocal lattice, hence knowledge of the sur-
face mesh can be gained. The LEED pattern of 7 × 7 reconstructed Si(111) in figure 3.1
indicates that the surface lattice is seven times bigger than the underlying bulk silicon lat-
tice because of the six extra spots between the more intense primary spots. If the spots are
sharp we can be confident the majority of the surface is well ordered whereas double or
stretched spots indicate a heavily stepped surface.
Quantitative structural information can be gained from LEED by measuring the inten-
sity of the diffracted spots as a function of incident beam energy. This is very powerful,
not only to gain surface structure, but also to indicate subtle sub-surface differences a few
monolayers deep. This can identify between two different orientations of a silicide on
Si(111) by the rotational symmetry in the intensity of the diffraction spots. This technique
is very time consuming and some prior knowledge of the structure is required for complex
surface fitting to the LEED-I/V curves.
Reflection High Energy Electron Diffraction
RHEED is a technique akin to LEED but using a grazing angle of incidence and higher en-
ergy electrons (∼6 kV). These scatter off the crystalline surface creating a diffraction pat-
tern indicating the surface structure. Higher energy electrons can be used in this technique
because of the grazing angle which keeps the technique surface sensitive. The advantage
of this geometry is you can use RHEED while growing a thin film, giving information
about the quality of growth and an indication of when a monolayer is complete. The
grazing angle also means that by rotating the sample, different crystal orientations can be
accessed.64,65
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3.1.2 Scanning Tunnelling Microscopy
Binnig and Rohrer invented the STM in 1982 from experiments on vacuum tunnelling.67
Using their STM they were the first to image the 7 × 7 reconstruction of the Si(111)
surface.68 This great leap forward in surface imaging at the atomic scale earned Binnig
and Rohrer the 1986 Nobel Prize in Physics. The technique is now widely used within
the surface science community and indeed beyond surface science, being one of the few
techniques which can image individual atoms on a surface.
The technique uses an atomically sharp tungsten tip which is moved close to the sur-
face using piezoelectric crystals. The conducting tip is at a potential of ∼2 V relative to
the sample therefore a tunnelling current of∼2 nA can flow. In constant current mode this
tunnelling current is kept constant by a feedback loop which alters the sample-tip distance
via the piezoelectric crystals. Rastering the tip over the surface builds up contours of con-
stant charge density across the surface, giving an indication of atomic positions and surface
structure. The contrast in this image is produced from the change in voltage applied to the
piezoelectric crystals in keeping the tip current the same.
The physics department at York has an Omicron room temperature STM which is
used to analyse surface structures alongside MEIS and LEED. The STM is controlled by
the Omicron SCALA software which is also capable of image analysis. Spectroscopy
measurements, current-voltage (I/V) curves or, with the addition of a lock-in amplifier,
dI/dV curves, can be taken during scanning on a grid pattern or at a single point. During
a spectroscopy curve measurement the feedback loop controlling the height of the tip is
turned off allowing a voltage sweep to take place. This requires the system to be very stable
so the tip does not drift into, away from, or laterally to the sample surface. Although it is
possible to take spectroscopy data during scanning in this system, it suffers from having
in-vacuum amplifiers which are limited to 50 nA. This provides a problem with trying
to take I/V curves in contact mode as this saturates the in-vacuum amplifier at very low
voltages. Measurement of I/V curves over a meaningful voltage range can only be done
in tunnelling, with the extra vacuum tunnel gap added onto the I/V curve, giving an extra
level of complication to the SBH extraction.
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3.1.3 Scanning Electron Microscope
SEM uses high energy electrons (∼ 0.5-30 keV) as a probe of the sample to produce sur-
face topography on the scale of tens of nanometres, chemical analysis can also be gained
from emitted x-rays. Initially electrons are produced by thermionic or field emission and
accelerated towards the sample, passing through several magnetic lenses to focus and ma-
nipulate the beam. This control allows the focused beam (0.4 to 5 nm diameter spot) to
be raster-scanned over the surface allowing an image to be produced. When the beam of
electrons hits the surface, secondary electrons are liberated from the top few nanometres.
These inelastically scattered electrons are detected using an Everhart-Thornley detector
with an energy cut-off accepting only secondary electrons generally with energies of < 50
eV. This energy cut-off removes other signals such as elastically scattered (backscattered
electrons) or x-rays, all signals that can be utilised in other ways.69 The signal detected
from the secondary electrons depends upon both the surface electronic characteristics and
the sample-beam interaction angle. This technique was originally developed by Knoll in
1935 and now routinely reaches nanometre resolution at magnifications of 1 × 106 times
with field emission electron sources.
The York JEOL Nanocentre has an FEI Sirion SEM which has been use to test samples
for feasibility before taking similar samples to LENNF. The commercial FEI instrument
does not use a vacuum sample chamber which is compatible to the UHV growth chambers
so any samples are transferred in air to the instrument. Transferring samples in air and the
fact the chamber is not UHV can lead to carbon contamination while scanning the surface
with the electron beam.
3.2 Sample Growth
The samples studied in this thesis have been grown on different crystal planes and with
different deposition metals. To be able to reproduce an almost identical sample for re-
peat measurements, careful controls are followed during preparation and growth to ensure
the best probability of producing the same surface and interface each time. Careful con-
trol of cleaning procedures, temperatures, deposition rates, annealing times and vacuum
conditions all play a part in engineering reproducible samples.
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3.2.1 Ultra-High Vacuum
The rate at which a surface becomes coated with adsorbed atoms depends on the pressure
of the residual gas in the chamber. In atmosphere the surface would be fully coated (one
monolayer, ∼ 2 × 1015 atoms cm−2) in roughly 10−9 seconds whereas in Ultra High
Vacuum (UHV) (∼ 10−10 mbar) it takes several hours, for this reason all the samples
studied in this thesis are grown in UHV.70 This means once the majority of adsorbed atoms
have been removed from the substrate in vacuum the surface stays clean long enough to
achieve a pure epitaxial growth with the least amount of contamination on the surface, at
the interface, or in the metal film.
3.2.2 Substrate and Sample Heating
As samples are generally loaded into the UHV system from atmosphere via an entry lock
it is expected that the substrate surface is contaminated with hydrocarbons and silicon
oxide. The substrate is initially outgassed overnight at a temperature of ∼600 ◦C. The
next process is to produce a clean well ordered surface reconstruction, this is done by flash
cleaning where the silicon is raised to a temperature of ∼1200 ◦C for 30 s. The surface
reconstruction and cleanliness can be checked using LEED and STM.
Direct Current Heating and E-beam Heating
We can use two types of heating plates as shown in figure 3.2, each one designed for
a different heating method either direct current or e-beam. Direct current (DC) heating
uses the resistive properties of silicon. A current of about 10 A is passed through silicon
using a current limited power supply (Delta power supply SM 7020 or equivalent). E-
beam heating bombards the back of the sample with electrons thermally emitted from a
hot tungsten or thoriated tungsten filament floated at 1kV, and the emission current from
the filament to the sample is controlled by a current limited power supply. Temperatures
of∼1200 ◦C can be reached by both methods. DC heating is the preferred heating method
as only the silicon is heated not the whole sample plate. It also produces a more uniform
temperature across the sample compared to e-beam heating.
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Figure 3.2: a) Direct current heating sample plate, b) E-beam heating sample plate.
Substrate Sample Plates
All the samples are mounted on Omicron molybdenum room temperature sample plates
allowing possible transfer between UHV systems. The silicon substrates are cut to size
using a diamond scribe, for DC heating samples are ∼10 mm by ∼4 mm whereas the
e-beam samples are ∼10 mm square. The orientation of the silicon wafer is kept the same
for repeat samples by always keeping the wafer flat at the top and marking the left side as
you look at the polished face. This marked left side is mounted into the sample plate to
the left side when the plate’s tag is uppermost. This is crucial for using LEED to identify
a difference in the interface orientation between samples of NiSi2. Keeping the substrate
alignment the same is also very important for the work on vicinal 4◦ Si(001) as the step
direction dictates the growth direction of the nanowires. The direction of the nanowires
must be known so the width of the nanowire is cross sectioned for transmission electron
microscopy. All substrates are kept as clean as possible, wiped with iso-propanol and only
ceramic tools e.g. tweezers are used to avoid nickel contamination from stainless steel.
Pyrometer
To measure the temperature of the silicon an Impac infrared pyrometer, model IS 50 Si-LO
plus, has been used. This instrument is designed specifically for use on silicon. The focal
length is adjustable, allowing the temperature to be measured from the small sample area
through a window in the UHV chamber. The emissivity is set to 0.7 for silicon and the
temperature range accessible is 400 ◦C to 1300 ◦C.
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3.2.3 Film Thickness Monitoring
Once a clean substrate surface has been achieved, thin films of metals can be deposited
using molecular beam epitaxy. The careful control of pure metal atoms being laid down
layer by layer allows the engineering of new interfaces and surfaces. To control the film
growth the metal sources are calibrated using a quartz crystal microbalance (QCM) which
is positioned in the same place or as close to the sample substrate as possible. The QCM
measures the rate of frequency change as the source deposits material on to the crystal, as a
change in mass of the crystal causes a change in the oscillation frequency. By calculating
the mass of material required to form a unit cell of silicide on Si(111), the frequency
change required for a monolayer (ML) coverage can be calculated. This enables a ML
rate to be calculated from the rate of change of frequency for the material being deposited,
assuming the rate is constant.
3.2.4 Types of Deposition Sources
A variety of deposition sources have been used to grow different materials in the various
vacuum systems.
Basic Metal Sublimation Source
Designed and built in the department, this is a very simple source where a piece of material
is held in a tantalum boat through which a high current is passed, typically up to 25 A. The
source is water cooled by two hollow copper feedthroughs, which also carry the current
and inside these are plastic water return tubes. These cool a copper shroud which is enough
to protect the surrounding chamber from heating up; the shroud also helps to collimate the
material beam. Obviously this method only works for metals which sublime and have a
vapour pressure at temperatures lower than that of tantalum. These types of sources have
been utilised for erbium and manganese. Typically a deposition rate of 0.1 ML per minute
for a rare earth metal and a rate of 1 ML per minute for Manganese has been used. This
source can also take filaments of material, and has been used with titanium to cap samples
for Transmission Electron Microscope (TEM) preparation by Jeremy Mitchell.
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E-beam Sources
Two types of e-beam source have been used, an Omicron EFM3 and a Mantis Quad source.
These can accept crucibles or rods and have been used for gold and nickel primarily. These
sources work by bombarding the material, or crucible containing the material, with high
energy electrons which are thermally emitted from a hot thoriated filament and accelerated
with a voltage onto the material in the region of 1 kV. The Ni rod EFM3 source was able
to achieve a deposition rate of up to ∼1.5 A˚/min.
Balzers Source
The Balzers source is a larger e-beam source, so can deliver a fast deposition rate of
angstroms per second. Two large cooled crucibles hold targets of material to be evapo-
rated; an electron beam accelerated by 6 kV from a tungsten filament is steered towards
the material. Careful control of the emission current enables the material to evaporate at a
steady rate.
Atomic Hydrogen Source
Designed and built for my undergraduate final year project, the atomic hydrogen cracker
works by heating a tungsten capillary by e-beam heating to ∼2000 ◦C, through which
molecular hydrogen is passed. The high temperature tungsten enables the dissociation of
hydrogen molecules to form a collimated beam of atomic hydrogen. This source is used
to hydrogen-terminate samples, passivating the surface.
3.3 Vacuum Systems
3.3.1 The Molecular Beam Epitaxy System
The MBE system is able to deliver a fast deposition rate from the Balzers source, which
was essential for the growth of NiSi2. The system is pumped by a Varian V-550 turbo-
molecular pump with a base pressure of 1×10−9 mbar. During deposition, liquid nitrogen
cryopumping is enabled which helps to maintain the pressure around 1× 10−7 mbar. The
system has a fast entry lock for easy transfer of samples and a RHEED system for surface
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(a)
(b) SIDE VIEW
Figure 3.3: Images of the MBE system. a) Image of the MBE chamber, b) Schematic of
the MBE system from the side.
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characterisation. However, the only sample heating method able to reach a high enough
temperature to flash clean silicon is e-beam. The system schematic is shown in figure 3.3.
The MBE system was used for the growth of NiSi2 on Si(111). Deposition sources on
the MBE could deliver a fast deposition rate of the order of 0.5 A˚/s which was required
to form the different interface terminations of NiSi2 on Si(111). The higher deposition
rate was required to reproduce the reaction dynamics reported by Tung.71 The deposition
rate was measured using a quartz crystal microbalance which is mounted next to the sam-
ple manipulator at the same distance from the source. The sample plate could easily be
adapted to hold a mask with holes of different diameter.
Masking the sample
To control the contact area of the Schottky barrier, a mask with varying hole sizes ranging
from 1 mm to 0.25 mm in diameter was developed as seen in figure 3.4. The mask had to
be set away from the sample to allow the silicon to outgas and not recontaminate during
flashing which was done by e-beam heating the back of the silicon.
Figure 3.4: a) Image of the mask attached to a sample plate from 3 angles to show the
raised mask and clips to secure the silicon substrate, b) Image of a sample grown with the
mask now mounted on a blank sample plate for transport to Leeds.
3.3.2 The York Omicron STM System
The York Omicron STM system shown in figure 3.5 provides a very flexible growth cham-
ber combined with several analysis options, providing a powerful tool. The STM is bolted
to a preparation chamber which has a large variety of material sources allowing the growth
3.3 Vacuum Systems Original in colour 72
(a)
(b) PLAN VIEW
Figure 3.5: a) Image of the STM system, b) Schematic of the STM chamber, plan view.
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of a wide range of materials in a vacuum of 1 × 10−10 mbar, which is maintained by two
Varian ion pumps and a Titanium Sublimation Pump (TSP). The manipulator allows both
direct heating and e-beam heating of the sample. The QCM is mounted on the manipula-
tor 55 mm from the sample position allowing calibration of the source at the exact sample
position before the sample is moved into position. The manipulator is also equipped to
provide cooling via nitrogen gas cooled by liquid nitrogen. This can achieve temperatures
down to 100 K for the growth of manganese islands on a rare earth 2D layer. To check all
the stages of growth, LEED is available for sample characterisation as well as the STM
itself. A fast entry lock enables the easy transfer of samples and can be replaced to allow
the coupling of a vacuum suitcase for sample transport to other systems, especially the
Omicron Nanoprobe in Leeds.
3.4 Interface Characterisation
3.4.1 Omicron Nanoprobe
LENNF provide access to an Omicron Nanoprobe via application for time. Substantial use
of this facility has been made to allow contact probe measurements in UHV on nanoisland
surface features. The Nanoprobe consists of a fast entry lock which will accept the cou-
pling of the vacuum suitcase and the analysis chamber as can be seen in figure 3.6. The
Nanoprobe is four STM tips, two of which are capable of imaging; these are all controlled
by piezoelectric crystals for fine movement. The sample stage temperature can be varied
by liquid helium using a flow cryostat and a heater, allowing measurements to be taken at
several temperatures within the range of 25-450 K.
To guide the tips, the Nanoprobe is fitted with a Zeiss Gemini FEGSEM column which
is in UHV so provides a much cleaner environment than the FEI SEM in York. The
Gemini column does not achieve the few nanometre resolution seen in other instruments
because the working distance of the microscope is longer than normal as it is hindered
by the space needed for the STM tips to fit under the SEM column. This means the
resolution is tens of nanometres and contrast can be lost due to the presence of the STM
tips under the SEM column. The Gemini SEM column provides real time imaging which
allows the tips to be manoeuvred into place over a nano structure; even with the SEM it
is still very challenging to position a tip let alone four tips on a nano island. A normal
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automatic tunnelling approach is performed before manual control is taken for the final
approach to contact. This is possible because the amplifiers are not in-vacuum so can be
easily bypassed. The I/V curves are taken using a Keithley 2400 sourcemeter to provide
the voltage bias and a Keithley 6514 electrometer to measure the current. The Keithley
instruments are controlled by in-house software to acquire I/V curves.
(a)
(b)
Figure 3.6: a) Nanoprobe vacuum chamber, b) Four piezoelectric crystal stacks holding
the STM tips above the sample.
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Vacuum suitcase
A vacuum suitcase is crucial to the transport of samples from York to Leeds in what is
believed the first vacuum sample transport between the two universities. The vacuum suit-
case shown in figure 3.7 was bought off the shelf from Omicron with the Leeds Nanoprobe
system. It consists of a small chamber containing a grab arm which is pumped by a 24
V battery operated ion pump, keeping the pressure in the region of 5 × 10−8 mbar. This
allows careful transport by car of one sample at a time in near UHV from the York STM
instrument to the Leeds Nanoprobe.
Figure 3.7: Image of vacuum suitcase, 24 V battery not included.
3.4.2 I/V Measurements
The majority of I/V measurements for this project have been taken in the Nanoprobe in
Leeds with some testing done in York with an on the bench set up. The Nanoprobe uses
tungsten STM tips to make contact to structures on the sample surface. A measurement
can be taken between two tips or between one tip and the back contact on the silicon
substrate. This back contact is either a silver dag connection between the silicon and the
sample plate or a tantalum clip on a DC heating plate.
The Nanoprobe uses a Keithley 2400 sourcemeter to provide the voltage bias and a
Keithley 6514 electrometer to measure the current or two electrometers if a 4 point mea-
surement is required. The in-house software controls the sweep parameters including volt-
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age range, point density and compliance. The sweep runs from 0 V up to the maximum
positive voltage, down to negative voltage then returns to zero, completing the loop. Most
I/V sweeps are taken from a maximum voltage range of 3 volts with 100 data points per
quadrant, which takes approximately 20 sec. A 500 data points per quadrant scan over a
±1 V range has also been taken for some samples. The compliance (maximum supplied
current) is set as low as possible according to each sample to allow the most precision for
the measurement. The error in the individual data points is minimal, at 0.0005% error in
the current measurement and very smooth curves are produced if a good contact is made
to the surface. There is a systematic error in the data which means at 0 V there is a small
amount of current recorded, this is corrected for by subtracting this current off the whole
data range.
In York a Keithley 2601A sourcemeter with the provided software, TSP express, was
used to take I/V curves across the contacts on a DC plate while in the STM vacuum system.
This was used to find the electrical properties of the back contact before transport of the
sample to LENNF. Here, the sweep went from negative to positive voltage only using 200
data points to keep the data density the same as from the Nanoprobe.
Two Point Probe Measurements
(a) (b) (c)
Figure 3.8: Two probe contact geometries for I/V collection, a) Tip on surface feature
to back of substrate, b) Tip on surface feature to tip on silicon substrate, c) Two tips on
different surface features, only connected by the substrate.
The majority of I/V data was taken from a two contact geometry. Figure 3.8 shows
the possible contact geometries of, one tip on a surface feature and the second contact the
sample plate, one tip on the surface feature and a second tip on the silicon substrate within
a few microns of the feature and two tips on different surface features, only connected by
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the substrate. This could be, for example, two self ordered islands close to one another.
Four Point Probe Measurements
By placing two tips onto the same surface feature, as shown in figure 3.9a, the resistance
can be found. However, the resistance in this geometry also includes the contact resistance
of the tips, which will be different for each new contact made. By using a four probe
geometry, as shown in figure 3.9b, and supplying the current to the outside two tips and
measuring the voltage from the middle two, the I/V can be taken without the problems of
contact resistance. It is assumed that any substrate conductivity contribution is negligible
due to the high resistivity of the silicon substrate and any potential barrier formed between
the island and the substrate.
(a) (b)
Figure 3.9: Two and four probe contact geometry for measuring resistance a) Two probes
connected to the same surface feature, b) Four probe geometry for I/V measurement, cur-
rent supplied to outer two tips and voltage measured from the centre tips.
Van der Pauw Measurements
In 1958 L. J. van der Pauw proposed a method to measure the sheet resistance of a thin film
of arbitrary shape.72 This method allows the sheet resistance and resistivity to be gained
from four contacts made onto the edge of an arbitrary shaped thin film which contains no
holes.
Setting up the four contacts as shown in figure 3.10, two resistances can be defined as:
R14,23 =
V14
I23
, R43,12 =
V43
I12
, (3.1)
where Vij is the potential difference between contacts i and j. Likewise, Iij is the mag-
nitude of current driven from contact i to j. The sheet resistance Rs can be calculated
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Figure 3.10: Van der Pauw contact measurements to acquire two resistances.
iteratively by solving the following formula,
exp
(
−piR14,23
Rs
)
+ exp
(
−piR43,12
Rs
)
= 1. (3.2)
The resistivity ρ can then be calculated if the thickness d of the film is known using,
ρ = Rsd. (3.3)
3.4.3 Transmission Electron Microscope
The structures presented in this thesis have been studied using TEM in collaboration with
Jeremy Mitchell. After I had grown and taken I/V data at LENNF, the samples were
passed to Jeremy, further repeat samples for TEM were grown in collaboration. TEM
uses higher energy electrons (typically ∼200 keV) than SEM to pass a parallel beam of
electrons directly through a thinned sample allowing diffraction patterns and columns of
atoms to be imaged.73 Using the York JEOL Nanocentre’s aberration-corrected scanning
TEM, the interface structure has been imaged by Jeremy. This requires a cross section
sample to be prepared which means the sample has to be painstakingly thinned to a few
tens of nanometres.
Chapter 4
Application of Analysis Methods to
Nickel Silicide-Silicon Interfaces
Once an I/V curve has been collected, the task of extracting the Schottky barrier height
(SBH) can begin. As we have seen in chapter two there are many things which can alter
the I/V curve from the rectifying behaviour of thermionic emission, including series re-
sistance, shunt resistance and tunnelling in the reverse bias. This chapter sets out to show
some methods to analyse experimental I/V curves, starting with the very simple assump-
tion that the only transport mechanism is thermionic, then developing the methods further
to include series and shunt resistance, extracting the SBH with some plots designed to give
a large linear section from the plotted data. Finally we have used a fitting routine to fit a
more complex arrangement to include back to back SBs and various resistances. These
different methods are applied to the test system of NiSi2 on n-type Si(111) as a way of
comparing the methods and testing the fitting program to be used in later studies.
4.1 The NiSi2-Si Interface
As a material which has been studied extensively over the years, NiSi2 is well documented
in the literature making it ideal for a test material. With good control over epitaxial growth,
single crystal homogeneous NiSi2 - Si interfaces can be grown providing reliable, repro-
ducible SBH measurements. The fluorite (CaF2) structure of NiSi2 can be grown epitaxi-
ally on Si(111) producing an atomically abrupt interface. This is possible because of the
0.4% lattice mismatch between the silicon substrate and the NiSi2. The lattice constant
of Si is 5.429 A˚ and the NiSi2 is 5.406 A˚ producing the very low lattice mismatch and
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structurally ordered, defect free interfaces.19 One of the most attractive reasons, beside the
low lattice mismatch, for us to use the NiSi2 - n-type Si(111) interface is a difference in
SBH of 0.14 eV between two interface orientations.
4.1.1 Background
The importance of the interface structure on the SBH was first realised with the NiSi2
n-type Si(111) interface by Tung in 1984.20 The NiSi2-Si(111) interface can form two
different interface structures which differ by a 180◦ rotation producing the A or B-type
interface. Experiments showed the difference in SBH between type A and type B interface
to be 0.14 eV as the measured SBH are 0.65 eV and 0.79 eV for A type and B type
respectively. It is also interesting to note that NiSi2 on Si(100) has shown barriers 0.25
eV lower than the A type NiSi2 Si(111) interface.74 This striking result of SBH for a very
simple 180◦ interface rotation lead to some heated debate. Liehr et al argued that there is
no difference between SBH for A and B type showing repeated measurements with both
interfaces yielding SBH of 0.78 eV.75 Liehr claimed that the difference seen by Tung was
due to defects or other disorders at the interfaces.
The difference has been experimentally confirmed by Tung,76 and others,77–79 but
some doubt about the perfection of the interfaces still arose. It was theoretical calcula-
tions which solved the debate, as they showed there was a difference in SBH between the
two interface terminations. This was done by using experimentally determined structures
in ab initio calculations to provide a difference in SBH between the B type and A type
NiSi2 interfaces of 0.15-0.17 eV.80,81 These calculations do not provide accurate absolute
SBH probably due to the local density approximation assumed in the calculations. The
calculations are however able to provide an accurate difference between A and B type as
the same unit cell was used in both cases cancelling out any systematic errors. The differ-
ence seen between the SBH of A or B type on Si(111) and the SBH of NiSi2 on Si(100)
has not been reproduced by these calculations because of the inaccurate absolute SBH.
Many groups have tried to find a solution to the absolute SBH and have put the difference
between experimental and theoretical values down to defects not present in the model,82–84
and the fact the structural lattice relaxation is a crucial part of density functional theory
(DFT).19
NiSi2 is a material of interest due to its close lattice match with silicon providing
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well ordered interfaces. Recent work, see Woodruff,85 use it as a Schottky contact to Si
nanowires to determine the SBH of nanoscale contacts. Also NiSi2, with the addition of
platinum and sulphur, is allowing the engineering of very low SBH of the order of 0.1 eV
on n-type silicon.86
4.1.2 Interface Structure of NiSi2-Si(111)
The atomic structure of high quality A-type and B-type NiSi2 - Si interfaces have been
studied by several different experimental techniques.77,87–90 The work by Vrijmoeth,77
using medium energy ion scattering (MEIS) was critical in showing that the difference
in SBH between the two interface orientations was not due to defects but to the interface
geometry. An azimuthal rotation of 180◦ is the only difference between the two forms of
interface. A-type silicide has the same orientation as the underlying Si substrate whereas
B-type is rotated 180◦ about the Si(111) surface normal, see figure 4.1.
Figure 4.1: A-type and B-type NiSi2 structure showing the 180◦ rotation at the interface.
This subtle interface difference would not be observable with STM, a technique such
as TEM would be required to image the interface.91 However LEED can provide some
clues as to the interface termination. The 1× 1 LEED image shows a 3 fold rotation seen
in figure 4.4a which would alter with the 180◦ interface rotation. This fingerprint could
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be taken using LEED-IV to give an idea about the interface termination and the amount
of A and B type mixing.90 The difference in the geometry of the bonds at the NiSi2 - Si
interface leads to a difference in charge density distribution which causes the difference in
SBH between the two interfaces.
4.1.3 Growth
Tung has published many papers and reviews on the subject of NiSi2 growth.92,93 Tung
initially showed the difference in SBH between the two interfaces of NiSi2 after refining
the growth technique in the preceding years.71,94 The interface orientation is dependent on
the amount of nickel deposited onto the surface as summarised in figure 4.2 taken from
Tung.71 Tung’s work is the accepted growth method with most groups citing his work and
following a very similar process to achieve the interface termination required. Tung uses
a Ni deposition rate in the region of 0.7-1.5 A˚/s with a subsequent annealing at 450 ◦C to
500 ◦C for ∼1 minute to form the silicide with the termination dependent on the original
Ni thickness.
Figure 4.2: The variation of NiSi2 orientation as a function of deposited nickel thickness.
Nickel depositions are maintained at 0.7-1.5 A˚/s with a subsequent annealing at 450 ◦C to
500 ◦C for ∼1 minute. Image and caption taken from Tung.71
In our work to achieve different samples with different interface terminations we al-
tered the thickness of nickel according to Tung’s method using 10 A˚ for B-type and 18
A˚ for A-type. Initially the growth of NiSi2 was done in the growth chamber of the STM
system but the deposition rate of the Ni source was low, around 0.026 A˚/s. The interface
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produced was assumed to be B-type as this is the most favourable but there was no indi-
cation of a change using the thicker A-type growth from the LEED observations, so the
move to the MBE system was made to make use of the higher rate deposition sources.
Although growth was at a higher chamber pressure and the Si could only be cleaned using
e-beam, the growth rate could reach 0.5 A˚/s. The use of the MBE system also allowed the
adaption of the plates to add the mask controlling the area of the contacts.
Silicon Substrate
Cleaning the n-type Si substrate surface was achieved by flashing the silicon using DC
heating in the STM growth system and e-beam heating in the MBE system. After out-
gassing the silicon overnight at 600 ◦C the temperature is cycled three times between 1200
◦C for 30 s and 900 ◦C for a minute. Then to form the 7 × 7 reconstruction a slow cool
down to 700 ◦C of ∼10 ◦C every 15 s was performed. The quality of the reconstruction
is indicated by LEED in the STM system and RHEED in the MBE system as shown in
figure 4.3. The LEED and RHEED images were judged by the quality of the pattern, how
focused and sharp the diffraction spots are, that the contrast is sharp with minimal back-
ground from scattered electrons, if the primary spots are more intense than the secondary
spots and that there is no streaking of the spots. The indication that a 7 × 7 surface is
achieved is the presence of six extra spots between each primary spot, showing the surface
reconstruction is seven times larger than the bulk silicon substrate. Once a clean surface is
achieved the deposition is carried out as soon as possible to reduce contamination.
(a) 7× 7 using LEED at 70 eV (b) 7× 7 using RHEED
Figure 4.3: LEED and RHEED images of the Si(111) 7 × 7 reconstruction, showing the
extra 6 diffraction spots between each brighter primary spot.
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B-Type Interface
To create a B-type interface termination, 10 A˚ of nickel was deposited onto clean Si(111)
at a rate of 0.5 A˚/s. This was then annealed for 10 mins at 650 ◦C producing a 1×1 LEED
or RHEED pattern as seen in figure 4.4 with no fractional spots observed. The quality of
the surface reconstruction was judged by the quality of the LEED/RHEED image as it was
for the silicon substrate. The NiSi2 has almost the same size lattice as the bulk silicon,
therefore the LEED/RHEED diffraction patterns should only show the 1 × 1 spots, any
extra spots mean that a different reconstruction is present. The LEED image 4.4a shows
the 3-fold rotation in the primary spots as three of the primary spots are more intense
than the other three. This difference in intensity between primary spots changes with the
electron beam energy; this is what is used in LEED-IV to fingerprint the surface.
(a) LEED 60 eV (b) RHEED
Figure 4.4: LEED and RHEED 1× 1 NiSi2 - Si(111).
A-Type Interface
To create an A-type interface termination 18 A˚ of Nickel was deposited onto clean Si(111)
at a rate of 0.5 A˚/s. As for B-type, this was also annealed for 10mins at 650 ◦C also
producing a 1 × 1 RHEED pattern. At the same beam energy the A-type 1 × 1 LEED
pattern should show the opposite three spots to the B-type being more intense. The Si
substrate was loaded into the system in the same orientation for both samples to observe
this change. The comparison between the intensity of spots not only tells us the interface
orientation but indicates the interface mixing. If all six spots are the same intensity at a
beam energy known previously to give a 3 fold pattern, both interface terminations can be
assumed to be present in equal amounts of area.
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Capping and Nickel
In an attempt to protect the NiSi2 layer from contamination which may affect the inter-
face structure and to make the film thick enough that the Nanoprobe tips did not puncture
through to the interface, some samples were further capped with 500 A˚ of Ni. This was
deposited at a rate between 0.5 A˚/s and 1 A˚/s producing a polycrystalline covering layer.
Also samples of polycrystalline nickel were grown by deposition of 10 A˚ onto the clean
Si surface without any annealing. This Ni sample was grown to find the SBH of a poly-
crystalline interface enabling a comparison to the ordered interface types. It could also
indicate if the capping layer of polycrystalline Ni had affected the underlying contact.
These different samples based on Tung’s work on NiSi2 were produced to test the
Nanoprobe’s I/V collection and analysis techniques. We also aimed to produce the SBH’s
Tung reported for A-type (0.65 eV) and B-type (0.79 eV).20,95
4.1.4 I/V Measurement
Five different samples were grown in the MBE system and taken over to LENNF in at-
mosphere. These were, B-type capped and uncapped, A-type capped and uncapped and
Ni on Si(111) with no anneal. These were mounted on Omicron sample plates with silver
dag. All the samples were grown with the mask giving known contact diameters of 250
µm, 500 µm and 1000 µm. These could clearly be seen in the SEM as shown for a 250
µm diameter dot in figure 4.5. This shows the masked growth of the NiSi2 which confines
the area but does not produce a necessarily clean edge as you can see an extra ring on the
SEM image of this spot.
I/V data were taken from a selection of contacts using a tungsten tip in contact with the
NiSi2 dot. The geometry of the measurement is shown in the inset of figure 4.6 showing
the second connection is to the back side of the silicon substrate. The I/V curve for a 250
µm diameter B-type dot is shown in figure 4.6 and this data will be used in the following
discussion comparing analysis methods. The I/V curve shows characteristic rectifying
behaviour of a single Schottky barrier but the reverse bias clearly does not saturate.
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Figure 4.5: SEM image of 250 µm diameter B-type NiSi2 - Si(111) contact, taken in the
Nanoprobe.
Figure 4.6: Raw I/V data taken from a 250 µm diameter B-type NiSi2 dot. Inset measure-
ment geometry of tungsten tip contacting NiSi2 and out the back of the silicon substrate.
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4.2 Graphical Fitting Methods
Graphical fitting methods involve finding ways to plot the data to give access to a linear fit
which can provide the SBH. If the SB is well behaved and follows pure thermionic emis-
sion this is a straight forward task as a log-linear plot will provide a straight line. As more
deviations from thermionic emission are added to the theory, access to the SBH becomes
more challenging as any linear region is reduced. Some of these plotting techniques are
described in the following sections taking into account series and shunt resistance.
4.2.1 Logarithmic I/V Plots
As thermionic emission is governed by an exponential term, by far the easiest route to
SBH extraction is to plot the data on a log-linear scale. This does assume the data has
been taken from a pure thermionic emission SB diode which is rarely the case.
Ln(I) against V
Taking the equation for thermionic emission including the ideality factor, equation (2.18),
and simplifying it for values of V greater than 3kT/q, it can be written as:
I = SA∗∗T 2 exp
(
−qφe
kT
)
exp
(
qV
nkT
)
, (4.1)
then taking the log of both sides and putting in the form of y = mx + c we can obtain
values for n and φe,
ln(I) =
q
nkT
V + ln
{
SA∗∗T 2 exp
(
−qφe
kT
)}
, (4.2)
this means a plot of ln(I) against V should give a straight line for forward bias but as can
be seen from figure 4.7 it is far from linear for this 250 µm B-type NiSi2 contact. The plot
is not linear because not all the applied voltage is dropped across the SB but over some
other components in the circuit like a shunt or series resistance. There may also be other
transport mechanisms for electrons to overcome the barrier other than thermionic emission
for example tunnelling through the barrier or recombination effects.
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Figure 4.7: Forward bias ln(I) against V data taken from a 250 µm B-type NiSi2 dot.
Ln(I/(1-exp(-qV/kT))) against V
The simplification above only allows the forward bias to be plotted where V is greater than
3kT/q. If equation (2.18) is not simplified as above a graph of ln(I/(1− exp(−qV/kT )))
against V can be plotted. This should give a straight line for all values of V including
reverse bias for a thermionic diode. However, a plot for the 250 µm B-type NiSi2 dot
shown in figure 4.8 highlights the fact even more that the forward bias data is not from a
thermionic diode.
Although there seems to be a straight section in reverse bias this does not continue
into the forward bias regime indicating that the whole of the applied bias is not dropped
across the SB. When the reverse bias is fitted with a linear least squares fit the gradient and
intercept give values of 1.016± 0.001 for n and 0.464± 0.001 eV for the SBH. Although
the ideality factor is good as it is less than 1.1, the SBH is much lower than expected.
Taking a small section of forward applied bias between 0 V and 0.6 V and taking a linear
least squares fit, a SBH of 0.517 ± 0.002 eV and 8.2 ± 0.5 for n can be obtained. The
errors on these values are taken from the mean variance of the fit and are small due to the
low noise on the data. Clearly the ideality factor for the forward bias is indicating that
this is not pure thermionic emission. The fact that the graph is not a straight line over the
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Figure 4.8: ln(I/(1− exp(−qV/kT ))) against V data taken from a 250 µm B-type NiSi2
dot.
whole voltage range is an indication that this is not a convincing analysis. So there must
be another transport mechanism in place, the most likely is a resistance.
4.2.2 Shunt Resistance
The assumption that the only transport mechanism is thermionic emission is clearly insuf-
ficient as both log plots produce non-linear curves. The most obvious feature of the I/V
graph indicating deviation from pure thermionic emission is the unsaturated reverse bias
current. This could be due to shunt resistance. Assuming a single Schottky barrier and a
parallel shunt resistance as shown in the inset of figure 4.9 the current is now I = Id + Ip
and a simple correction can be made to the current to obtain only the current through the
diode, Id. Finding a value for the shunt resistance is done by assuming that at high reverse
bias all the current is flowing through the shunt resistor, therefore the gradient of the I/V
curve is simply 1/Rshunt = I/V . For our 250 µm B-type NiSi2 dot the shunt resistance
is found to be 8372 ± 5 Ω. However, depending on which section of the reverse bias is
used to fit for the gradient, this value could alter by as much as 500 Ω. This is due to the
data from the reverse bias regime not being completely linear possibly because the shunt
resistance is dependent on the applied voltage, which could arise from the current causing
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heating and therefore a change in the shunt resistance with applied voltage. The data may
also not be linear in the reverse bias because there is reverse bias tunnelling or a second
SB.
Figure 4.9: Raw I/V data taken from a 250 µm B-type NiSi2 dot, and the corrected I/V
data for a shunt resistance of 8372 Ω. The inset is a schematic of the circuit with the SB
and shunt resistor.
The current through the shunt resistor, Ip, can be calculated using the applied voltage
and the extracted shunt resistance, then the current through the diode, Id, can be calculated
from the measured current I − Ip = Id. The current through the SB diode can now be
plotted against applied voltage as shown in figure 4.9. Taking this corrected I/V data and
repeating the plot of ln(I/(1 − exp(−qV/kT ))) against V still does not yield a straight
line over the whole voltage range. For the corrected reverse bias a value for the ideality
factor of 1.008±0.001 and the SBH of 0.506±0.001 eV can be obtained. However taking
the small section of forward applied voltage between 0 to 0.6 V, n can be calculated to be
8.1± 0.3 and the SBH to be 0.517± 0.002 eV. Although the shunt correction has lowered
the ideality factor, making it almost perfect in reverse bias, which is to be expected as the
current is saturated, the plot is still not linear over the whole voltage range indicating there
are still other mechanisms causing the data to be curved. This is further highlighted by
the exceptionally large ideality factor obtained from the forward bias region. The shunt
resistance correction has brought the value of the SBH for forward and reverse bias closer
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to each other, however, the SBH still does not agree with the expected value.
4.2.3 Series Resistance - Norde Plots
Norde presented a method for the extraction of the series resistance alongside the SBH
from an I/V curve.96 The series resistance will arise from the silicon substrate and provides
a second voltage drop, meaning not all the applied voltage is dropped across the SB. Figure
4.10 shows a schematic for the circuit components including the SB, the series resistor,
Rseries, and the shunt resistor, Rshunt, which is greyed out as this has been corrected for in
the previous section.
Figure 4.10: Series resistance circuit schematic, the shunt resistance is greyed out as it has
been corrected for.
With a series resistance present the straight line part of the logarithmic plot will be
confined to a voltage of kT/q ≪ V ≪ IRseries which can prove too small an interval
to extrapolate from to gain the SBH. Norde makes use of a plot of the function F (V ),96
equation (4.3) which when plotted shows the turning point between these two voltage
regimes:
F (V ) =
V
2
− kT
q
ln
[
I
SA∗∗T 2
]
. (4.3)
If we assume the SB is not voltage dependent (i.e. n = 1) we can write the pure thermionic
current from equation (2.4) with the addition of series resistance as,
I = SA∗T 2 exp
(
−qφb
kT
)[
exp
( q
kT
(V − IRseries)
)
− 1
]
. (4.4)
By combining equations (4.3) and (4.4) when the applied voltage is greater than 3kT/q
we get,
F (V ) = φb + IRseries − V
2
. (4.5)
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At low applied voltages only a very small current flows, which makes the term IRseries
negligible, therefore a plot of F (V ) against V will have a slope of -1/2. If there is a
sufficiently large linear region, φb could be obtained from the intercept of the extrapolated
fit but this is rarely the case. When the series resistance is dominant at high applied
voltages, the current is determined by I = V/Rseries and we can write the function F (V ),
equation (4.3) as,
FR(V ) =
V
2
− kT
q
ln
[
V
RseriesSA∗∗T 2
]
. (4.6)
This would give a straight line with gradient of +1/2 for high applied bias where the resis-
tance is dominating the current. From these two limits a plot of F (V ) against V should
give a minimum at the point the gradient changes from -1/2 to +1/2. Plotting the data from
the shunt resistance corrected I/V curve in figure 4.9 from our 250 µm B-type NiSi2 dot
we find the high voltage gradient is +0.477± 0.001 as can be seen in figure 4.11.
Figure 4.11: Plot of F (V ) against V showing the series resistance dominating at high
applied bias giving a slope of approximately +1/2.
The turning point can just be seen in figure 4.11 at the very low voltages (∼ 0.1 V)
but there are not enough data points in this region. Figure 4.12 shows a high density
point scan taken over low voltage to show the detail at the turning point, this data was
taken immediately after the previous scan. This allows the voltage at the minimum (Vmin)
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and the F (V ) value at the minimum (F (Vmin)) to be determined and the current at the
minimum (Imin) to be found.
Figure 4.12: Plot of F (V ) against V for low applied voltage showing the turning point.
The light blue crosses are the original scan with the repeat high density scan in purple
circles.
These values acquired from the minimum at the turning point allow the calculation of
the SBH and the series resistance using,
φb = F (Vmin) +
Vmin
2
− kT
q
, (4.7)
Rseries =
kT
qImin
. (4.8)
From the turning point on the graph of F (V ) against V for the B-type NiSi2 dot in
figure 4.12, a value of 0.599 ± 0.001 eV for F (Vmin) and 0.052 ± 0.001 V for Vmin are
found giving a value of 980± 40 nA for the current. This in turn gives the calculated SBH
as 0.599± 0.001 eV and the series resistance as 26± 2 kΩ.
This analysis produces a very high series resistance which is much higher than ex-
pected as a value for the series resistance less than the shunt resistance is normally ob-
served and expected. The turning point measured from the graph is at 0.052 ± 0.001 V
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which is below 3kT/q which at room temperature (298 K) is ∼0.077 V. This means that
this analysis is not theoretically valid for this data set and could explain the high series
resistance. Although the SBH found using the Norde plot is higher than for the loga-
rithmic plot methods it still does not agree with expected values. In addition the Norde
method does not include voltage dependence of the barrier or recombination effects, both
of which have been shown to reduce the accuracy of this method by McLean.97 Recombi-
nation current becomes apparent at low bias voltages potentially in a very similar region
to the Norde turning point evaluation. Also it should be noted this method only uses a
very small number of data points around the minimum and the rest are ignored. It has
been shown however that this method does have some success when applied to two I/V
curves taken at different temperatures.98 If the minimum values from two F (V ) curves at
different temperatures are used, four simultaneous equations can be solved producing a
more reliable value for the SBH and the ideality factor.
4.2.4 Series Resistance - Small Signal Evaluation
The effect of series resistance can be deconvolved from the experimental I/V by use of
plots designed to give the maximum linear section, if the incremental conductance can
be calculated. The series resistance can be taken from the slope of the I/V curve at high
applied bias but the conductance G = ∂Id/∂V does not always saturate as the changing
slope of the I/V curve in figure 4.13 shows. Also, increasing the applied current may bring
on joule heating and a resistance change with temperature variation.
The following analysis method proposed by Werner,99 avoids using the high voltage
region and therefore the high current regime by working in the mid range which is also
away from the effects of recombination currents at low voltage. In this intermediate volt-
age range the voltage drop across the diode and the series resistance are comparable. By
simplifying equation (2.30) for the series resistance by working only in forward bias and
assuming the voltage dropped over the diode Vd is very much greater than 3kT/q we can
write,
Id = SA
∗∗T 2 exp
(
−qφe
kT
)
exp
( q
nkT
(V − IRseries)
)
. (4.9)
This assumes that any deviations from ideal behaviour are hidden in the ideality factor n,
that the series resistance is voltage independent and that the contact is homogeneous. The
numerical determination of the small signal conductance G = ∂Id/∂V from the I/V curve
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Figure 4.13: Plot of conductance G = ∂Id/∂V against V in triangles and the correspond-
ing I/V curve after shunt resistance correction in circles.
demands voltage steps of 1 mV to give a good approximation to the curve. Instead, if the
identity G = Id∂(ln Id)/∂V is used, bigger voltage steps of 10 mV are adequate as the
logarithmic current curve is less steep. This gives rise to three possible plots to extract
the SB, ideality factor and series resistance. Werner has labelled the plots A,B and C the
naming of which has been followed here.99
Plot A
Using the identity for the small signal conductance G = ∂Id/∂V equation (4.9) yields,
G
Id
=
q
nkT
(1−GRseries). (4.10)
Plot A is a plot of G/Id versus G in which the linear section, when fitted, provides
a gradient of −qRseries/nkT with an x-axis intercept of 1/Rseries and y-axis intercept of
q/nkT .
From our B-type NiSi2 dot, Plot A, when fitted using a least squares linear fit to the
straight section indicated by the arrows in figure 4.14 gives a value of 645 ± 1 Ω and
ideality of 1.54 ± 0.01. The linear section of this data is over a small number of points
as indicated, the high voltage data gives a conductance over 1.2 mS and is increasingly
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Figure 4.14: Plot A conductance/current against conductance, equation (4.10).
noisy therefore the linear fit has not used this data. Using the extracted series resistance
the voltage dropped over the series resistance can be subtracted from the applied voltage
to leave only the voltage dropped over the SB as Vd = V − IRseries. Using the obtained
voltage drop over the SB the SBH can be extracted using the normal logarithmic plot. This
produces a value of 0.806± 0.002 eV for the SBH and an ideality of 1.588± 0.008.
Plot B
Plot B is derived using the identity 1/G = Rdr, where Rdr is the differential resistance,
which is substituted into equation (4.10) to give,
Rdr =
nkT
qId
+Rseries. (4.11)
Using equation (4.11), a plot of the differential resistance (1/G) against the inverse
current (1/Id) provides a graph with slope nkT/q and an intercept of Rseries. A value of
653± 2 Ω for the series resistance and 1.46± 0.04 for the ideality factor is obtained from
Plot B in figure 4.15. Using this series resistance to correct the voltage for the log plot to
enable the extraction of values of 0.824 ± 0.003 eV for the SBH and 1.51 ± 0.01 for the
ideality factor. This plot, because it uses 1/Id has the disadvantage that the high voltage
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Figure 4.15: Plot B, Differential Resistance against Inverse Current, equation (4.11).
data is compressed. A large proportion of the low voltage data has been removed from this
plot so the used linear region can be seen.
Plot C
Finally, plot C uses the identity for the differential resistance Rdr = (1/Id)∂V/∂(ln Id)
substituted into equation (4.11) to give,
∂V
∂(ln Id)
= RseriesId +
nkT
q
. (4.12)
Where the gradient of the resulting plot is Rseries and the intercept nkT/q. Note that the
left hand side of equation (4.12) is equal to Id/G.
This plot gives a large linear region and a fit provides the series resistance to be 655±
5 Ω and the ideality calculated from the intercept of 1.44 ± 0.04. The uncertainty on the
series resistance is higher than for the other plots due to the series resistance being obtained
directly from the gradient of the graph so the slight noise on the data which can be seen
in figure 4.16 effects this measurement directly. Using this value for series resistance the
SBH is 0.828± 0.003 eV and the ideality factor is 1.49± 0.01.
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Figure 4.16: Plot C Current/Conductance against Current, equation 4.12.
4.2.5 Comparing Graphical Fitting Methods
The analysis of the 250µm diameter B-type NiSi2 dot using the methods introduced in the
previous sections, is summarised in table 4.1. As the graphical fitting method has evolved
to include extra circuit components such as the shunt and series resistance the extracted
SBH moves towards the excepted value of 0.79eV. The shunt resistance was calculated
from the reverse bias section of the I/V curve and used to correct the current for some
of the fitting methods as indicated in table 4.1. The initial use of the logarithmic plots
without the series resistance produced a low SBH and a very bad ideality factor of ∼ 8 for
the forward bias, a clear indication that the fitted theory is not complete. The Norde plot
unfortunately is not appropriate for this data set as the turning point is at a voltage less
than 3kT/q, producing a very high value for the series resistance compared to the shunt
resistance. The small signal conductance plots each provide very similar values for the
series resistance and SBH with the values being deduced from the corrected forward bias
regime.
Although not very significant, plot A has the lowest uncertainties for the values from
the small signal conductance fitting, something Werner also concludes, stating this anal-
ysis ’yields the most reliable and accurate values for the SBH, the ideality n and series
resistance’.99 It is worth noting however that the uncertainties are based on the goodness
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Analysis Method Rshunt Rseries
SBH Ideality
(Ω) (eV) Factor
ln(I) - NA - -
Reverse bias of - NA 0.464± 0.001 1.016± 0.001
ln(I/(1− exp(−qV/kT ))) 8372± 5 NA 0.506± 0.001 1.008± 0.001
Forward bias of - NA 0.517± 0.002 8.2± 0.5
ln(I/(1− exp(−qV/kT ))) 8372± 5 NA 0.517± 0.002 8.1± 0.3
Norde Plot 8372± 5 26± 2kΩ 0.599± 0.002 NA
Plot A 8372± 5 645± 1Ω 0.806± 0.002 1.588± 0.008
Plot B 8372± 5 653± 2Ω 0.824± 0.003 1.51± 0.01
Plot C 8372± 5 655± 5Ω 0.828± 0.003 1.49± 0.01
Fitting program 6816 596 Ω 0.823 1.36
Table 4.1: Comparison of fitting methods to a 250µm diameter B-type NiSi2 dot.
of fit of the straight line only and are not a realistic error. For plot A the straight section is
sometimes only a handful (10 to 20) of data points long, which as there are so few points
produces a better linear fit, whereas Plot B and C have larger straights region using more
data points but with more noise increasing the uncertainty. All of these plots suffer from
human error in deciding which data points to include in the least squares linear fit. This
will be further discussed in section 4.2.7 to obtain more realistic uncertainties. Plot A will
be used to analyse all the NiSi2 sample I/V curves, as it has the lowest fitting uncertainty
and also the tests on the accuracy of the plots by Werner conclude that plot A is the most
reliable.99
4.2.6 NiSi2 Sample Comparison
The five different samples: B-type NiSi2 on n-type silicon, capped and uncapped, A-type
NiSi2 on n-type silicon capped and uncapped and nickel have been analysed for 250µm
and a 500µm dots. This has been done first by removing the effect of the shunt resistance
by taking the gradient of the reverse bias, before deducing the series resistance using Plot
A from the small signal conductance fitting method. Once the current and voltage across
only the diode are known, the SBH and ideality factor are extracted using the ln(I/(1 −
exp(−qV/kT ))) plot. The results from the ten analysed I/V curves are shown in table 4.2.
For each type of sample the resistances, both shunt and series are very similar for both
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Sample Diameter Rshunt Rseries SBH Ideality(µm) (Ω) (Ω) (eV)
B Type 250 8372± 5 645± 1 0.806± 0.002 1.59± 0.01
500 8789± 5 543± 1 0.699± 0.002 2.33± 0.01
B Type Capped 250 3126± 5 1154± 1 0.887± 0.008 1.62± 0.03
500 3118± 5 1037± 1 0.694± 0.008 3.0± 0.1
A Type 250 7754± 5 604± 1 0.831± 0.002 1.42± 0.01
500 6833± 5 557± 1 0.837± 0.003 1.42± 0.01
A Type Capped 250 6475± 5 252± 1 0.897± 0.002 1.15± 0.01
500 13095± 5 221± 3 0.800± 0.003 1.40± 0.01
Nickel 250 4554± 5 227± 3 0.75± 0.02 1.7± 0.1
500 5091± 5 154± 3 0.879± 0.002 1.19± 0.01
Table 4.2: Comparison of NiSi2 and Nickel samples of 250µm and 500µm diameter anal-
ysed using Plot A.
diameter dots. The A type capped sample being the odd one out with a comparatively
high shunt resistance of ∼ 13kΩ. The spread in SBH is quite large from 0.694 ± 0.008
to 0.897± 0.002. The 500µm dots tend to have a lower SBH for the silicide compared to
its 250 µm pair, this however is coupled with a larger ideality factor. The A-type samples
have produced a larger SBH in general to the B-type and nothing close to the expected
0.65eV SBH for the A-type termination. From this it can be assumed that the A-type
termination has not been achieved, supported by the fact that no change in the rotation of
the LEED or RHEED patterns has been seen. A-type is the harder termination to grow
as it is not the preferred orientation energetically and a mix of both types is more likely
to be formed. The average SBH for the four B-type samples is 0.772 ± 0.004 eV and
for the A-type 0.841± 0.003 eV the average for the two polycrystalline nickel samples is
0.82± 0.01 eV. The B-type average is close to the expected value of 0.79eV.
4.2.7 Fitting Tolerance of the Small Signal Evaluation
The spread of SBH and resistances shown in table 4.2 can partly be accounted for by the
human decision of which data points to fit to. To study this effect one data set has been
analysed many times by taking a different set of points to include in the linear fit each time.
To test how much the value can alter by choosing different numbers of data points, the 500
µm diameter A-type NiSi2 dot has been analysed using all three small signal plots with
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different linear regions fitted. This will provide a more realistic error for the judgement of
the number of points to include in the linear fit. This will also help to show if a lower SBH
for the A-type can be deduced making it closer to B-type.
Firstly the reverse bias fitting to find the shunt resistance can alter from 7004 ± 5Ω if
fitted to -2V to -1.9V to 6527± 5Ω if the entire straight section is used. A mid range value
of 6833 ± 5Ω from -2 V to -0.8 V is also compared. The difference in these comes from
the fact the reverse bias is slightly curved. The smallest value of 6527± 5Ω is actually an
over correction as the current begins to rise at high applied bias.
For each of these shunt resistances the three small signal plots A, B and C have been
used to deduce the series resistance which varies from 554.6 ± 0.5Ω to 564.9 ± 0.5Ω.
Figure 4.17 shows a plot of the series resistance against the ideality factor found from the
logarithmic fit. The three shunt resistances 6527 ± 5Ω, 6833 ± 5Ω and 7004 ± 5Ω are
shown in red, blue and yellow respectively, and the plots A, B or C used to find the series
resistance are indicated by squares, circles and triangles respectively.
The three shunt resistances are separated into three linear regions with lowest resis-
tance of 6527± 5Ω giving some of the highest series resistances. There is also a trend for
the lower series resistances to lead to a higher ideality factor. The values extracted using
plot C are concentrated at the high series resistance, low ideality factor region of the graph,
where as plot B gives a wide scatter of values over the whole region. The values extracted
using plot A all seem to fall in the mid region of the graph, an indication that this method
possibly gives a more averaged value.
The SBH for each set of shunt and series resistance has been found using the ln(I/(1−
exp(−qV/kT ))) plot and these values are shown in figure 4.18 using the same marking
as in the previous figure. The plot of SBH and ideality gives a very good linear trend
with increasing SBH and decreasing ideality factor. This is because the SBH and ideality
factor are in different exponential terms, as seen in equation (4.9) so to fit the same curve
they play off against each other. The high values of ideality are an indication of a poor
interface, which for the A-type NiSi2 might be expected. Several published works use the
idea to extrapolate the trend in figure 4.18 to find a value for the SBH at n = 1.100,101 This
idea would not be a very satisfactory solution as for this data we would obtain a value for
the SBH higher than the band gap of silicon of 1.1 eV.
The difference in fitting the shunt resistance from the reverse bias of the A-type NiSi2
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Figure 4.17: Plot of series resistance against ideality factor for different fits of a 500 µm
diameter A-type NiSi2 dot. The three shunt resistances used are 6527 ± 5Ω, 6833 ± 5Ω
and 7004± 5Ω shown in red, blue and yellow respectively. Plot A, B and C are indicated
by squares, circles and triangles respectively.
Figure 4.18: Plot of SBH against ideality factor for different fits of a 500 µm diameter A-
type NiSi2 dot. The three shunt resistances used are 6527± 5Ω, 6833± 5Ω and 7004± 5Ω
shown in red, blue and yellow respectively. Plot A, B and C are indicated by squares,
circles and triangles respectively.
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dot being examined is∼480Ω (±3.7%) leading to a potential spread in the series resistance
from the fitting of ∼10.3Ω (±0.9%). This in turn leads to an uncertainty in the SBH of
±0.03 eV from the uncertainty in fitting to the linear sections in all the stages of the
analysis. From these observations we can obtain a more realistic error for the small signal
graphical fitting method. This alters the error on the SBH’s in table 4.2 and the average
B-type value of 0.772± 0.03 eV now fits the expected value of 0.79 eV within error.
The use of graphical fitting methods to extract the SBH is a very time consuming
process. This is because several plots are required to recover the current and voltage across
the SB by removing the shunt and series resistance contributions. The method suffers from
human judgement of which data points to include in the least squares straight line fit and
the use of a small area of data points from the whole I/V sweep. This leads to quite a high
uncertainty in the extracted SBH of ±0.03eV which is 20% of the difference between the
A-type and B-type NiSi2 interface terminations of 0.14eV. Using a graphical method only
allows certain theory to be included for the extraction of the SBH.
4.3 Fitting Routine for Back-to-Back Barriers
A better approach to the graphical fitting method is to fit the theory to the whole experi-
mental I/V curve using a numerical fitting program. This would not only reduce the uncer-
tainty in the extracted SBH but the theory could also be expanded to include for example:
back to back SB’s, image force lowering, tunnelling in the reverse bias, tunnelling through
an oxide layer, tunnelling in the forward bias and potentially inhomogeneous SB’s.
4.3.1 MATLAB
A fitting routine was written by the author using the expressions from the MATLAB sim-
ulation script discussed in section 2.7. These were used with a least squares non linear fit-
ting routine within MATLAB to solve the voltage dropped across each component within
the circuit. This routine was adapted from a program written by Zhang et al,45,46 which
attempted to fit back-to-back SB to semiconductor nanowires.
This program worked very well for test data produced from the simulation unless one
of the shunt resistances was very large or there was only one SB. It sometimes did manage
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a sensible fit on experimental data but this was very sensitive to starting parameters and
could not always be repeated. In the process of trying to improve the program’s capabil-
ities the under lying problem that MATLAB calculated complex numbers for the current,
sometimes leading to unrealistic negative resistances was revealed. On seeking the sup-
port and guidance of Phil Hasnip the decision was made to rewrite the fitting program in
FORTRAN where more control could be taken of the basic routines.
4.3.2 IV.x - I/V Fitting Program
The collaboration with Phil Hasnip lead to the design and programming of the program
IV.x, which fits experimental I/V curves to extract the SBH and resistance values. Devel-
oping from the MATLAB script I had already written we started with the same theory as
used in the simulation program in section 2.7. The theory included thermionic emission
over the barrier in forward bias and tunnelling in the reverse bias. The circuit included
two back-to back SB with individual shunt resistances and a combined series resistance as
shown in figure 2.8. The SBH was also modified by the image force lowering to give the
effective barrier. As already discussed in section 2.7.3 the ballistic electron expression was
removed when Vr < ξ. The coding of IV.x was undertaken by P. Hasnip, in collaboration
with the author.
Unlike the MATLAB program which solved the voltage dropped across the individ-
ual SB the new program took the approach to equalise the current through each part of
the circuit. For the MATLAB program when a resistance became small, a small change
in voltage gave a big change in current therefore finding a good solution became very
difficult, by equalising the currents we hoped to avoid this problem.
To calculate the I/V curve a chi squared (χ2I) value for the current is calculated and
optimised. The objective function to be minimised is,
χ2I =
1
3
[
(I1 − µI)2 + (I2 − µI)2 + (Iseries − µI)2
]
, (4.13)
where µI is the mean of the currents,
µI =
1
3
(I1 + I2 + Iseries), (4.14)
Once the I/V curve has been calculated it is compared to the experimental I/V curve
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Figure 4.19: Flowchart of IV.x fitting program.
4.3 Fitting Routine for Back-to-Back Barriers 106
by calculating the goodness of fit using,
χ2 =
∑ (Imodel − Iexpt)2
Data points× µA2 . (4.15)
This is the χ2 value reported from the fitting program expressed in its normalised
form. A future alteration to the program would be to include the current normalisation
making χ2 dimensionless. The program was written to optimise the fitting by using the
preconditioned Fletcher-Reeves conjugate gradient method. The differential of χ2 for each
of the variables gives the gradient to follow to minimise the χ2 value and hence get closer
to a good fit for the experimental I/V curve. The flowchart for the program is shown
in figure 4.19. This approach gave more flexibility to add in extra variables like area
and ideality factor and using FORTRAN meant we had more idea what caused the fitting
routine to fail. To fit the I/V curve the program varied two SBH, two shunt resistances,
two areas, two ideality factors and the series resistance.
Image Force Lowering - A More Exact Expression
The program did not manage to fit some curves very well, in some cases failing completely,
returning a large χ2 value. This was found to be caused by a slight problem with the
theory which produced a double turning point. The fitting program found this because
of a high density in data points which meant one data point fell near the turning point,
where normally with a lower data point density the fitting program would not notice the
turning point. The turning point arose from the image force lowering in forward bias.
The barrier lowering (∆φbi) decreases with forward bias (see figure 2.5) and therefore
the effective barrier φe tends towards φb. It was found at a certain applied voltage that
∆φbi decreases faster than the thermionic emission over the barrier increases, therefore
the current decreased with increasing voltage producing the double turning point shown in
figure 4.20.
The electric field in the SB used in the image force lowering, equation (2.14), had
several assumptions associated with it: that there were no p-type donors at the interface
and that qVd ≫ kT allowing the exponential term to be neglected. For our samples with
low SB and the large band gap of silicon, neglecting the ps term is still valid. However
the exponential term should be left in for completeness. The resulting electric field in the
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Figure 4.20: Plot of the turning point in the current when the image force lowering tends
to the SBH.
barrier is,
E
2 =
2q
εs
{
Nd
(
Vd − kT
q
)
+
kTNd
q
exp
(−qVd
kT
)}
, (4.16)
and the new expression for the image force lowering is,
∆φbi =
{
q3Nd
8pi2εs3
[
φb − V − ξ + kT
q
(
exp
(−qVd
kT
)
− 1
)]}1/4
. (4.17)
Using this new expression for the image force lowering removed the double turning point
as shown in figure 4.20 and meant the fitting routine did not get stuck in the local mini-
mum. This is because the effective barrier tends towards φb more gently.
4.4 IV.x Analysis of NiSi2
The fitting routine IV.x was used to analyse the five different sample types which were
B-type capped and uncapped, A-type capped and uncapped and polycrystalline Ni. I/V
curves have been taken in the Nanoprobe from these samples from three different diameter
contacts 250 µm 500 µm and 1000 µm of which there are multiple contacts which repeat
measurements were taken from. The total number of I/V curves came to over one hundred
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hence the use of the fitting program for analysis. Although data was taken from a large
set of dots only the data sets which were converging well, indicated by a χ2 value less
than 1000, at the start were continued with, this was to speed up the process. Many of
the curves which were not fitting well at the start were also ones which had lost contact
during the I/V sweep or exhibited hysteresis effects from the out and return of the sweep.
The data presented is, where possible, an average of several fits with the mean variance
reported as an error. If a single curve is the only data available then the χ2 value is a gauge
of the goodness of fit. For the NiSi2 data set a χ2 of less than ten is an excellent fit by eye.
A χ2 of 10 is an average difference in the fit of 3 µA. If a χ2 value less than 1 is reported
the fit is excellent and any improvement adjusts the SBH by hundredths of an eV.
4.4.1 Analysis of Full Applied Voltage Range
The I/V curves were analysed across the whole applied voltage range initially taking into
account the reverse bias voltage. The temperature was fixed at 291 K and the doping
concentration at 5 × 1021 m−3. The program was allowed to fit to two back-to-back SB
but the fit only used the first forward biased barrier under positive voltage, removing the
second barrier. The parameters SBH, ideality factor, area, shunt and series resistance were
allowed to vary during the fitting process.
Analysis of the 250 µm Diameter B-type NiSi2 dot
The data from the 250 µm diameter B-type NiSi2 dot which has been used throughout
this chapter to compare the fitting methods is presented here for comparison. Figure 4.21
shows the experimental data and the fit from IV.x which has a χ2 value of 1.556.
The program obtained values for the SBH of 0.844 eV and the effective barrier at zero
applied bias as 0.823 eV. The ideality was fitted as 1.361, the area as 6.68 × 10−2 mm2
which is a dot diameter of 292 µm. The series resistance obtained was 596 Ω and the shunt
resistance 6816 Ω. These values can be compared with the graphical fitting methods in
table 4.1 where it can be noted that the resistances have been reduced. The effective SBH
falls within the small signal conductance plots. The ideality has been reduced compared
to the graphical fitting methods, which is expected as the image force lowering is now
taken into account in the fitting program. The area is fitted slightly larger than the nominal
circular dot diameter would produce. The nominal dot areas if assumed to be circular are
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Figure 4.21: Plot of experimental data and program fit of I/V data from the 250 µm diam-
eter B-type NiSi2 dot.
calculated to be 0.049 mm2, 0.196 mm2, 0.785 mm2 for 250 µm, 500 µm and 1000 µm
diameter dots respectively. However as the mask is made by mechanical drilling of holes
in a thin tantalum sheet there is an error in the size and if the hole is elliptical further error
in the area could be introduced. Therefore we expect the fitted areas to be greater than the
nominal hole size.
Results from the Analysis of the NiSi2 Samples
The complete set of NiSi2 samples has been analysed using IV.x in the same manner as
for the 250 µm diameter B-type NiSi2 dot. The average values obtained from the fits are
presented in table 4.3. The presented error values are obtained from the mean variance of
the fitted parameters hence where there is only one sample no error can be presented, in
this case the χ2 value should be used as a guide.
The values in table 4.3 can be compared with the graphical fitting analysis in table 4.2.
The resistances, series and shunt from the program fit are very similar values to the ones
obtained from the graphical fitting methods and have similar values for each sample type.
The capped samples provide the least variance in the resistances across the dot sizes for
each sample from the program fit, possibly indicating a more stable contact to the dot as
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Sample Dot Diameter Fitted Rshunt Rseries SBH Effective Ideality χ2(µm) Area (mm2) (Ω) (Ω) (eV) SBH (eV)
250 0.239± 0.034 6934± 527 610.7± 7.6 0.874± 0.019 0.854± 0.019 1.342± 0.101 1.43± 1.06
B 500 0.347± 0.091 9261± 1287 601.3± 6.3 0.816± 0.016 0.797± 0.016 1.522± 0.096 5.04± 4.02
1000 4.51± 3.32 5020± 2290 736.6± 29.7 0.679± 0.012 0.661± 0.012 2.397± 0.178 19.93± 7.06
250 0.691± 1.36 1988± 430 834.9± 64.8 0.799± 0.034 0.780± 0.034 1.440± 0.168 4.99± 2.78
B Cap 500 816.7 2280 830.9 0.878 0.858 2.534 8.25
1000 2.15± 1.53 1213± 137 1056.8± 8.6 0.663± 0.026 0.645± 0.025 1.980± 0.088 9.29± 1.43
250 0.175± 0.038 6877± 320 218.2± 24.2 0.874± 0.006 0.855± 0.006 1.301± 0.045 5.49± 2.08
A 500 0.231± 0.061 5743± 281 509.1± 11.3 0.846± 0.026 0.827± 0.026 1.333± 0.067 7.36± 4.15
1000 0.754 4487 504.3 0.785 0.766 1.605 10.17
A Cap 250 0.314 5641 235.0 0.922 0.902 1.198 7.93
500 0.362± 0.119 8776± 1520 237.5± 9.2 0.864± 0.020 0.845± 0.020 1.253± 0.040 26.52± 12.26
Ni 250 0.305± 0.303 4144± 129 195.9± 2.3 0.947± 0.024 0.926± 0.024 1.017± 0.093 90.47± 0.71
Table 4.3: Comparison of NiSi2 samples analysed using IV.x over the full applied voltage range. The errors are obtained from the mean variance
of the fitted parameters; hence no value can be calculated when only one curve is available.
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the capping layer increases the thickness of the contact. The SBH between the A-type and
the B-type are similar values around 0.85 eV, supporting the previous outcome that the
growth of A-type was unsuccessful. The SBH for the 1000 µm are all lower than the other
dot sizes but this comes with a higher average χ2 value, a high ideality and in some cases
an unrealistic area. The 1000 µm dots are possibly inhomogeneous SB which could be
the cause of the inconsistent values. Since the χ2 values are insensitive to changes in area,
the fitting program has been shown to struggle when fitting to the area parameter. An area
change from 0.1 mm2 to 1 × 10−3 mm2 only affects the χ2 in the 6th decimal place. The
high χ2 values indicate that the fitted parameters for the Ni samples are not particularly
accurate, suggesting there are extra features in the data that the theory cannot describe.
Figure 4.22: Plot of A-type and B-type 1000 µm dot showing the different curves of the
turning point.
The large spread and most unrealistic values in area are linked with high ideality factors
and high χ2 values. This is because the program has used ideality and area to fit curves
with a very slow turn-on of the emission over the SB. This slow turn-on is not described
by the thermionic emission expression but ideality and area can be used to improve the fit,
this can be seen starting to happen in the simulations especially for the ideality in figure
2.12b. Figure 4.22 shows two curves from 1000 µm dots, an A-type with a sharp turn on
and a B-type with a very gentle turn-on. The B-type has fitted parameters of Rshunt=1402
Ω, Rseries=968 Ω, SBH=0.700 eV, n=2.55, area=11.5 mm2 and an overall χ2=2.96 where
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as the A-type has fitted parameters of Rshunt=3819 Ω, Rseries=302 Ω, SBH=0.811 eV,
n=1.49, area=0.74 mm2 and an overall χ2=2.21. The gentle B-type curve has been fitted
with a very high unrealistic area and a very high ideality factor also the two resistances
are very similar in magnitude. The A-type has an area that is correct for 1000 µm dot
and a more sensible ideality, although high enough to indicate there is some transport
mechanism missing. The gentle turn-on which requires the fitting program to increase the
area and the ideality is most likely due to an inhomogeneous SB, where different areas
turn on at different applied voltages. The large area dots may encourage the development
of the dot to be inhomogeneous, hence the fits to any of the 1000 µm dots obtaining high
χ2 values. The gentle turn-on curve could also be an indication that there is an oxide
tunnel barrier present, which would not be unexpected with these samples as they were
transferred in air to LENNF. However the reverse bias shows no evidence of tunnelling in
the form of a symmetric ‘s’ shape curve.
Although the fitting program may produce a good fit indicated by the χ2 value, the
parameters should be scrutinised and compared to the I/V curve and fit. A high value of
ideality factor or an unrealistic area is a clear indication that the experimental I/V curve
has another transport process involved. The resistances should be different with the shunt
resistance being an order of magnitude larger than the series; if they are similar the SB is a
poor one with a high leakage past it. Using these observations the use of the fitting program
will allow more informed decisions about the quality of the I/V curve under investigation
and the accuracy of the extracted values.
Note After Viva
The external examiner expressed the opinion that the area should have been measured
from the SEM images and fixed in the fitting program. The area was fixed in a test run of
this data, however this was not reported in this thesis as the variation in other parameters
was still present. This will be done for any publications which require the inclusion of this
work. The area was allowed to vary in this experiment to investigate the capabilities of
IV.x. Part of the theory missing in the program is forward tunnelling or more specifically
peripheral edge tunnelling. This idea is discussed further in section 8.2.2.
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4.4.2 Analysis of Forward Bias Range
The fit of the I/V curve in figure 4.21 would appear to be an excellent fit however on closer
inspection the reverse bias and the turning point have more variance. The position of the
turning point of the I/V curve is crucial as this contains the information about the SBH
as this is when thermionic emission turns on and the current increases as more electrons
are emitted over the barrier. The reverse part of the I/V curve is shown in figure 4.23
alongside the difference between the model and the experimental data. The reverse bias
has a gentle curve on the data which, as the fitting program is minimising the χ2 is fitted
through the middle, this in turn means the program does not fit the turning point as well.
To attempt to get a better fit at the turning point only the forward bias data was fitted to.
The graphical fitting methods also only fit to the forward bias once a shunt resistance has
been established.
Figure 4.23: Plot of the reverse bias of the 250 µm diameter B-type NiSi2 and the differ-
ence between experimental data and the fitted model.
Separating Area from Schottky Barrier Height
The area and SBH are equivalent in the expression for thermionic emission in forward bias
because they both scale the current. This means if only the forward bias data is used the
program cannot find a unique solution to the area and the SBH. However because of the
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image force lowering there is a very small dependence on voltage in the forward bias for
the SBH. To enable the fitting program to fit to the forward bias only the program searches
along the contour of equivalent area and SBH to find the solution pair with the lowest χ2
from the image force lowering. This is not a problem when the reverse bias data is present
due to the area and SBH having a different relationship to each other.
Analysis of the 250 µm Diameter B-type NiSi2 dot
Figure 4.24: Plot of the I/V turning point of the 250 µm diameter B-type NiSi2 dot exper-
imental data fitted using the full voltage range and just the forward bias.
Again the 250 µm diameter B-type NiSi2 dot has been used as a comparison example.
Fitting only to the forward bias regime reduced the χ2 value by an order of magnitude to
0.176. The rest of the values obtained by the fitting program were a SBH of 0.893 eV
and the effective barrier at zero applied bias of 0.874 eV, ideality of 1.223 and an area of
8.00 × 10−2 mm2 which is a dot diameter of 319 µm. The series resistance obtained was
609 Ω and the shunt resistance was 6312 Ω. The resistances have not changed much from
the full voltage range fit but there has been a slight increase in area and decrease in ideality.
The biggest change is the move from a SBH of 0.844 eV to 0.893 eV as the turning point
is fitted better. The effect these fitted values have on the fitted curve is shown in figure
4.24 and it can be clearly seen that fitting the forward bias only puts the fitted curve on top
of the experimental data.
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Sample Dot Diameter Fitted Rshunt Rseries SBH Effective Ideality χ2(µm) Area (mm2) (Ω) (Ω) (eV) SBH (eV)
250 0.362± 0.119 6497± 227 620.2± 7.3 0.890± 0.012 0.870± 0.012 1.224± 0.039 0.275± 0.099
B 500 0.079± 0.008 7871± 1236 604.4± 5.2 0.856± 0.027 0.836± 0.026 1.416± 0.183 1.28± 0.89
1000 31.6± 16.6 3994± 2345 653.5± 27.8 0.751± 0.029 0.732± 0.028 2.567± 0.253 9.99± 5.59
250 2.58± 2.59 1948± 377 821.8± 55.2 0.870± 0.036 0.850± 0.036 1.577± 0.090 1.60± 1.91
B Cap 500 0.047 2175 744.3 0.982 0.962 2.541 1.97
1000 17.4± 5.9 1256± 146 979.5± 12.3 0.716± 0.016 0.697± 0.016 2.420± 0.128 3.56± 0.60
250 0.093± 0.005 5937± 147 528.4± 29.8 0.928± 0.006 0.908± 0.006 1.114± 0.016 0.426± 0.331
A 500 0.282± 0.164 5019± 169 514.3± 15.7 0.881± 0.045 0.862± 0.045 1.185± 0.085 2.87± 3.57
1000 0.739 3819 501.8 0.811 0.791 1.494 2.21
A Cap 250 0.124 4989 238.6 0.950 0.930 1.075 1.63
500 0.451± 0.040 6533± 1081 240.5± 8.6 0.923± 0.015 0.903± 0.015 1.112± 0.050 22.56± 15.94
Ni 250 12.7± 12.7 3659± 136 196.4± 1.4 0.987± 0.145 0.967± 0.144 1.000± 0.144 130.3± 41.7
Table 4.4: Comparison of NiSi2 samples analysed using IV.x over the forward applied voltage range. The errors are obtained from the mean
variance of the fitted parameters; hence no value can be calculated when only one curve is avaliable.
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Results from the Analysis of the Forward Bias Data of the NiSi2 Samples
Running the analysis on just the forward bias gives an excellent result for the 250 µm
diameter B-type NiSi2 dot so this approach was extended to the whole data set to obtain
the averages in table 4.4. As before the error values are obtained from the mean variance
of the fitted parameters hence where there is only one sample no error can be presented.
Only fitting to the forward bias has dropped the χ2 value on all the samples except Ni
where it has increased. The resistances have altered a small amount but generally stayed
around the same value. The area is still a problem especially for the 1000 µm case which
gives unrealistic areas. The A-type uncapped sample has produced the closest set of areas
to the spot diameters but with larger χ2 for the 500 µm and 1000 µm cases. Generally the
SBH has increased with an improved χ2.
4.4.3 Inhomogeneous A-type NiSi2
The A-type dots have not produced a lower SBH as expected indicating that the growth did
not produce an A-type interface termination. It is likely that the A-type dots are actually
mixtures of B-type and A-type making an inhomogeneous SB. Although the fitting pro-
gram could not fit two parallel SB it was easy to run two SB in the same direction in series.
This would not be the correct geometry for the patch inhomogeneous model but could be
seen as barriers between layers in the structure. Using this fitting model the χ2 value was
marginally reduced however the two SBH obtained were similar in magnitude as it uses
one barrier turning on after another to broaden the curve at the turning point. This effect
could also be achieved using tunnelling through the barrier to broaden the turning point.
4.5 Conclusion
The growth of NiSi2 has not been as straightforward as expected with the requirement of
the fast deposition rate, which was achieved using the MBE system. During the growth
no evidence of the formation of an alternative interface orientation was observed with
LEED or RHEED, it is assumed the orientation which was achieved was B-type or a
mixture, as pure A-type is more difficult to achieve. The evidence from the I/V analysis
supports the assumption of B-type orientation with a B-type SBH of 0.816±0.016 eV with
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an effective SBH of 0.797±0.016 eV which agrees with the value of 0.79 eV previously
reported.20 The A-type SBH extracted from the I/V curves is not lower as expected but
marginally higher than the B-type indicating an unsatisfactory growth of an A-type diode.
The growth of the 1000 µm dots does not seem to have achieved one type of interface
contact orientation, with the fitting program reporting unrealistic values for the area and
high χ2 values for the fits indicating the modelled theory is not complete for these dots.
The most likely missing theory is that for inhomogeneous SB.
The use of the Nanoprobe to collect I/V curves has proved very successful on these
large scale contacts. The Nanoprobe I/V collection produces high quality data which is
very reproducible. The I/V curves can be taken with many data points with very low noise
on the data points enabling the fitting routine to get a better fit with a lower χ2. The NiSi2
dots have not tested the nanoscale capabilities of the Nanoprobe but the procedure of I/V
collection enables the confidence to move to smaller scale structures.
The analysis of the curves using the graphical fitting methods shows that it is essential
to include the series and shunt resistance as the raw data does not have the correct shape
for pure thermionic emission. Including the resistances gives a more realistic value for the
SBH. The small signal plots and the fitting program provide values which are comparable
to each other; however both have a large spread in values. The fitting program has fitted
a high proportion of the I/V curves speeding up the process of analysis and producing
very good χ2 values for the majority of curves. The advantage of the fitting program is it
uses the whole data range whereas the small signal plots only use a very small fraction of
the forward bias data points. The spread in values indicates that not all the samples have
grown as intended with the indication that the 1000 µm diameter dots are inhomogeneous.
The graphical fitting method does not include image force lowering or area fitting and will
only work if the back contact is ohmic whereas the fitting program addresses all of these
issues. Using the fitting routine program the whole data set can be considered including
image force lowering and tunnelling in the reverse bias. This allows a more accurate fit to
the whole curve and more confidence in the extracted values.
The fitting program has not solved all the problems but the analysis of the NiSi2 sam-
ples has identified several issues with the fitting algorithm and theory. The most trouble-
some problems were the image force lowering and the double turning point which was
caused by the image force lowering in positive applied bias as it tends to the actual SBH.
This was overcome by the addition of an extra term in the image force lowering. The very
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small change in χ2 due to the area means fitting to area is very slow and ideally requires
forward and reverse bias and at the very least the image force lowering to provide a voltage
dependence on the SBH. The fitting program is very robust and can produce excellent fits
to the majority of I/V curves. However sometimes the fitting program produces unrealistic
parameters which suggest there is theory missing from the model. The ideality factor is
very important in gauging how reliable the extracted values are however, the shape of the
fit to the experimental curves should still be visually inspected. The turning point of the
I/V curve is crucial to indicating if theory is missing from the model as tunnelling through
the barrier, an oxide tunnel barrier and inhomogeneous barrier will all affect this region.
Using the NiSi2 samples as a test of the Nanoprobe and the new fitting routine has allowed
an understanding of how the program works and when the extracted parameters should be
questioned. This is crucial for reliable SBH extraction and we will go on to use it on low
dimensional ErSi2 structures in the following chapters.
Chapter 5
Rare Earth Silicide on Si(111)
This chapter focuses on the low-dimensional self-assembled rare earth (RE) silicides on
n-type silicon(111). The self assembled growth of 3D RE islands on silicon provides a
small contact area of a known structure, which can be measured using the Nanoprobe.
I/V curves have been collected from a variety of island sizes through several different
geometries. A variation of temperature I/V measurements have been achieved allowing
the effect of temperature on the SB properties to be studied. Finally the islands were
large enough for a four probe contact enabling the Van der Pauw measurement of sheet
resistance to be obtained.
5.1 Rare Earth Silicides
The interest in RE silicides within the electronics industry is growing due to the very low
SBH of 0.3-0.4 eV formed between a RE silicide and n-type silicon.102 RE silicides on
p-type silicon produce SBH of ∼0.7 eV,103 which added to the 0.4 eV from n-type give
the silicon band gap value of ∼1.1 eV. RE silicide growth on Si(111) is also attractive due
to the small lattice mismatch between the Si(111) substrate and the hexagonal RE bulk
silicide (0001) plane of -2.55% for Lu to 0.83% for Gd.104 This small mismatch means
there is minimal strain at the interface between the two materials enabling the growth of
large epitaxial areas. The growth of RE silicides was initially conducted by Baglin,22 and
the structure and conductivity measurements by Thompson;105 a more recent review from
1995 on the RE silicides is provided by Netzer.23
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5.1.1 Structure
The structure of RE silicides has been extensively studied using a variety of techniques
such as LEED,106,107 medium energy ion scattering (MEIS),12,16,63 and STM.108,109 These
techniques have revealed the detailed structural models presented here and that the triva-
lent RE (such as Dy, Ho and Er) form very similar silicides with common electrical prop-
erties.
2D RE Silicide
SiSubstrate
Si top buckled layer
RE layer
[111]
[112]Si atomRE atom
Figure 5.1: Cross section of the 2D RE silicide on silicon B-type buckled structure. Atoms
out of plane of the cross section are indicated by smaller circles.
When one monolayer (ML) of trivalent RE is deposited onto a silicon (111) surface
and annealed at ∼500◦C, a two dimensional (2D) hexagonal RE disilicide with a 1 × 1
periodicity is formed. One ML coverage is defined as 7.88 × 1018 atoms per m2 for the
Si(111) 1 × 1 surface; this is enough RE to react with the silicon to produce a complete
single layer of RESi2 unit cells. This can be seen as a change in the LEED pattern from
the substrate Si(111) 7 × 7 reconstruction to a 1 × 1 pattern. The RE silicide forms with
a stoichiometry of two Si atoms per RE atom to give RESi2−x where x = 0. Figure 5.1
shows the RE silicide structure with the RE atoms sitting just under a buckled bi-layer of
Si. The Si bilayer is buckled in the reverse direction to the underlying bulk silicon, known
as B-type buckling. The subsurface RE atoms sit at the T4 sites of the Si(111) surface, i.e.
above the second layer of substrate Si atoms.110 This position, with the reverse buckled
bilayer above, gives the RE atom the maximum number of nearest neighbours, stabilising
the structure. This passivation of the surface leads to a stable bulk-like terminated silicon
structure which may allow for further deposition of material without silicide formation.
The use of a 2D Er silicide buffer layer is investigated in Chapter 7 with the deposition of
manganese.
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3D RE Silicide
If the two-dimensional RE silicide surface is annealed at a higher temperature (∼700◦C)
the 2D silicide diffuses into islands. This structure can also be formed by the deposition
of more than one ML of RE onto silicon followed by an anneal at ∼600◦C. This forms
a three dimensional RE silicide where alternating layers of RE atoms and Si atoms sit
above the bulk silicon substrate. The final RE atom layer before the surface, like the 2D
RE silicide, sits under a bilayer of silicon. The bilayer can take the B-type buckling as
in the 2D or alternatively the A-type, where the bilayer has the same buckling direction
as the bulk silicon. However it is more likely that a mixture of A and B type buckling is
produced.63
Type I vacancy
Type II vacancy
[111]
[112]
Si top
buckled layer
RE layer
Si substrate
Si layer
RE atom
Si atom
Figure 5.2: Cross section of the 3D RE silicide on silicon showing the vacancies in the Si
graphitic layers with an A-type buckled termination structure. The two types of vacancies
differ in position relative to their neighbouring layers. Atoms out of plane of the cross
section are indicated by smaller circles.
This structure for the 3D RE silicide shown in figure 5.2, although very similar to the
2D, differs by the existence of vacancies in the Si layers where every sixth Si atom is
missing. This has the effect of changing the stoichiometry for the 3D silicide to RESi2−x
where x ≈ 0.3. The vacancies exist to relieve the slight strain in the structure from the
lattice mismatch and because they are in an ordered array of vacancies they give rise to a
(
√
3×√3)R30◦ periodicity which shows in the LEED pattern.
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Hydrogen Termination of the RE Silicide and Silicon Surfaces
When an islanded surface is produced, the remaining substrate area around the silicide
islands is formed from silicon reconstructions. These can take the form of the original Si
7 × 7 reconstruction or the metastable reconstructions of 5 × 2 or (2√3 × 2√3)R30◦.14
These reconstructions can be passivated by hydrogen absorption. This process was carried
out for one of the samples to reduce any lateral conduction across the surface through
reconstructions with metallic like behaviour, for example 7× 7.
Hydrogen termination of the sample also has an effect on the RE silicide Si bilayer.
When the surface is passivated, a hydrogen atom is absorbed to a site in the layer of rare
earth atoms,111 this causes the bilayer buckling to reverse.112,113 The switch from A-type
to B-type or vice versa can be observed by a change in the 3 fold LEED pattern.
5.1.2 Growth
The reaction of RE atoms with silicon takes place at an optimum temperature of 550 ◦C to
form a rare earth silicide. This temperature is optimum as it allows all the RE to react with
the silicon producing a uniform coverage. If this temperature is increased, the RE silicide
diffuses into islands, an effect that can be made use of. Samples of 3D silicide in both thin
film and island form have both been grown and investigated as part of this study.
Masked Growth
Using the mask developed for the NiSi2, it was possible to grow known area dots of ErSi2
3D silicide on n-type Si(111). The Si substrate was prepared as for the NiSi2 using the
e-beam heating on the MBE system. The Si was outgassed overnight at 600 ◦C then flash
cleaned at 1200 ◦C producing a good 7 × 7 RHEED pattern. The deposition of Er was
done from the Balzers source on the MBE, during deposition the pressure of the system
was ∼ 2 × 10−8 mBar. 10 ML of Er were deposited onto the Si(111) substrate, held at
550 ◦C, in approximately 40 minutes. This was then post-annealed for a further 30 minutes
at 400 ◦C. A 30 ML sample was also grown under the same conditions except at a higher
rate of deposition, so the deposition time was constant at ∼40 minutes.
Figure 5.3 shows an example of the (
√
3 × √3)R30◦ RHEED pattern produced by
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Figure 5.3: 3D ErSi2 (
√
3×√3)R30◦ RHEED pattern from 10ML Er deposited on Si(111).
both the 10 ML and 30 ML ErSi2 depositions. The (
√
3×√3)R30◦ reconstruction shown
by the RHEED is a good indication that ErSi2 has been formed. These samples were
removed from the MBE system and silver-dagged onto plain Omicron sample plates to be
transported to LENNF in atmosphere.
Figure 5.4: Nanoprobe SEM image of 10 ML of 3D ErSi2 grown through the mask in the
MBE; defects in the surface show as dark areas.
The growth of the 3D ErSi2 samples in the MBE system did not produce a uniform thin
film as seen for the NiSi2. Figure 5.4 shows the crazed surface imaged with the Nanoprobe
SEM. This pinhole defected surface of the thin film may be due to the strain in the lattice
between Si(111) and ErSi2 not completely removed by the temperature during the anneal-
ing process. This could also be aggravated by the high system pressure during deposition,
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leading to possible contamination. As these samples were removed from vacuum to trans-
port to LENNF, the pinholes may allow contamination i.e. oxidation to occur through the
film down to the silicon substrate, affecting the structure and potentially the SBH.
Self Assembled Growth
The second way to control the size of the ErSi2 contact to the Si requires the exploitation
of the self-assembly properties of the silicide. Ostwald ripening allows small islands of
ErSi2 to coalesce into larger ones or in this case the 2D silicide to form islands of 3D
ErSi2. These samples were prepared in the STM system using the DC heating to outgas
the Si substrate overnight at 600 ◦C, then flash cleaned by cycling to 1200 ◦C three times
before cooling slowly from 900 ◦C to 700 ◦C to form the 7× 7 reconstruction.
When one ML of Er is deposited onto clean Si(111) at 650 ◦C over 20 minutes and
then post annealed for a further 20 mins at the same temperature, islands of 3D form on
the surface. This gives a subtle change in the 7 × 7 LEED pattern (figure 5.5b) from the
original clean Si(111) 7 × 7 reconstructed surface pattern (figure 5.5a). The first change
in the LEED pattern is the weaker intensity of the six extra spots of the 7× 7 pattern. The
second is the appearance of the
√
3 spots in the centre of each triangle of the hexagonal
primary spots, this is an indication of the 3D silicide formation.
(a) (b) (c)
Figure 5.5: LEED taken at 50 eV of a) Si(111)7 × 7; b) One ML Er on Si(111) annealed
at 650 ◦C, hint of 3D ErSi2 (
√
3×√3)R30◦ spot; c) Hydrogen terminated 1 ML of Er on
Si(111),1× 1 pattern.
Before the samples were transported to LENNF, an indication of the surface structure
and quality was gained from imaging the surface with STM. These samples were hard to
scan in the STM because of the height of the 3D ErSi2 islands compared to the surface
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reconstructions. The height of the islands could vary from 0.8 nm to 2 nm. Figure 5.6a is a
500 nm scan with three distinct regions, the bright white flat regions of the 3D islands, the
lower grey reconstructed 7 × 7 regions and the dark holes of a metastable reconstruction
probably (2
√
3 × 2√3)R30◦ with unreacted Er as bright flecks on the surface. Figure
5.6b is a zoomed scan, 73 nm of the top corner of the middle island in image 5.6a, again
showing the three areas in more detail. Defects in the 3D island surface are present as
darker pinhole spots on the island surface. The 3D islands are not always surrounded
entirely by the 7× 7 reconstruction, some areas are adjacent to the (2√3× 2√3)R30◦.
(a) 500 nm 1.85 V 2.1 nA (b) 73 nm 1.85 V 2.1 nA
Figure 5.6: STM scans of 3D ErSi2 islands grown from 1 ML of Er and annealed at 650
◦C. a) 500 nm×500 nm, b) 73 nm×73 nm close up showing the surface structure of the
three reconstructions.
Although this growth produces 3D ErSi2 islands on the Si(111) surface, as shown in
figure 5.7a the surface can be a bit crowded in places. To reduce the density of islands on
the surface the Er coverage was reduced to 0.8 ML. This would mean it would be easier to
contact only one island with the Nanoprobe tip and that the islands were not connected to
each other. To further enlarge the islands, the deposition temperature was increased to 800
◦C, again depositing 0.8 ML in approximately 20 minutes continuing with an anneal for 10
minutes at the same temperature before reducing to 650 ◦C for the final 10 minutes. The
resulting surface had almost no impact on the clean silicon 7 × 7 LEED pattern because
the 3D islands were now spread so sparsely.
In an attempt to reduce any effect on the I/V curves that the different surface recon-
structions around the 3D islands might have as shown in figure 5.6, the surface was passi-
vated with atomic hydrogen. By hydrogen terminating any dangling bonds and removing
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(a) 1000nm 1.85V 2.1nA (b) 1000nm 2V 2nA, H terminated
Figure 5.7: STM scans of 3D ErSi2 islands grown at different temperatures a) 1 ML at 650
◦C, b) 0.8 ML at 800 ◦C and hydrogen terminated.
the reconstructions of the silicon substrate, the surface can be returned to the bulk prop-
erties of silicon. To do this hydrogen was leaked into the system until the pressure was
5 × 10−8 mbar, then the tungsten capillary in the hydrogen cracking source was raised to
a temperature of 1950 ◦C. After the sample was exposed to the beam of atomic hydrogen
for 15 minutes a 1× 1 LEED pattern was achieved as shown in figure 5.5c, this indicates
a passivated surface has been achieved. If the exposure is for an shorter length of time the
LEED pattern still shows the (
√
3×√3)R30◦ spots.
Figure 5.8: Nanoprobe SEM image of the sample previously imaged in the STM in figure
5.7 of the 3D ErSi2 islands.
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The final surface is shown in figure 5.7b where a large 1000 nm sided equilateral trian-
gular island is shown after hydrogen termination, with no surface reconstructions around
the island. The samples were transferred to LENNF in the vacuum suitcase to reduce
contamination and oxidation of the samples, enabling contact to the silicide rather than
an oxide layer during I/V collection. These hundreds of nanometre diameter islands are
visible in the Nanoprobe SEM as shown in figure 5.8.
5.2 I/V Measurements
The samples were transferred to LENNF where the Nanoprobe was used to take a variety
of I/V measurements from different geometries using one or two tips, and Van der Pauw
measurements were taken using four tips.
5.2.1 I/V from Masked Dots
The first ErSi2 samples were grown in the MBE through the same mask that was used for
the NiSi2 dots. This produced the granular film with pinhole defects, shown in figure 5.4,
which after transporting to LENNF in air was probed using a single STM tip and the back
contact. The granular film of a 500 µm diameter dot produced the I/V curve shown in
figure 5.9 with a hysteresis between the up and down sweep of the applied positive bias.
This hysteresis was reproducible out to an applied voltage of∼5 V and a current of∼4 mA
at the maximum applied positive bias. The position of the up sweep knee stayed constant
for each repeat measurement sweeping to a higher applied bias.
Fitting to the two sides of the hysteresis produced the fits shown in figure 5.9. The
following values were obtained from the up and down sweeps respectively from the fits:
χ2 of 196.8 and 82.8, SBHs of 1.437 eV and 1.127eV with effective SBHs of 1.414 eV
and 1.106 eV. Series resistances of 5645 Ω and 5759 Ω and shunt resistances of 2.2 MΩ
and 3611 Ω. The areas were 1.9×10−3 mm2 and 9.9×10−4 mm2 with idealities of 1.079
and 1.093. The main difference between the up sweep and the down sweep is a drop in
fitted SBH and the dramatic drop in the shunt resistance indicating that the SB is much
leakier as the applied voltage is decreased. These effects could be caused by a change in
the field across the interface of the two materials.
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Figure 5.9: I/V curve of a 500 µm diameter ErSi2 dot with a separate fit to the up and
down sweeps of the applied bias.
These samples were transferred in air so oxidation may have occurred between the
grains of the ErSi2. This additional oxide may act as an insulating layer causing parts of
the surface to act as a capacitor which charges up as the bias is applied. This accumulated
charge then affects the SB characteristics on the return sweep. The SBHs are unrealistic
for one direction as it is larger than the band gap of silicon, although the field altering
due to the oxide between the inhomogeneous surface could be the cause. The hystere-
sis of these samples is reproducible and has been seen on samples grown with different
thickness deposits of Er. Sweeping to a higher voltage obtains the same curve on the up
sweep however the down sweep gradient has to alter to align the return knee. Altering the
maximum applied voltage also alters the sweep rate, which seemed to indicate no time de-
pendence. However a time dependence would be expected if it was a capacitor. A further
measurement would be to hold the voltage steady and measure the current over time to
look for an RC decay. These samples have an unknown structure due to the many pinholes
observed on the surface, because of this the SB properties have an extra level of complex-
ity for which the fitting routine presently contains no theory for. However, the program
fits show that a significant change in the shunt resistance and the SBH begin to describe
the differences in the two sides of the sweep.
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5.2.2 I/V of the Self Assembled Island-Silicon Interface
The self-assembled ErSi2 islands were transferred to LENNF in the vacuum suitcase. The
I/V curves were taken with the bias applied to one tip on an island and the second contact
was taken as the sample plate substrate contact. Figure 5.10 shows a curve from a sample
which has not been hydrogen-passivated. The back contact, which is the back of the silicon
substrate to the sample plate contact, seems to be dominating as a larger current flows in
the reverse bias compared with the forward. Using the back-to-back fitting program IV.x
to fit the data the program removed the forward biased SB and only fitted the back contact,
the reverse SB. The fit obtained values of 0.95 eV for the SBH with an area of 3.35 mm2,
an ideality of 1.01, shunt resistance of 473 MΩ and a series resistance of 84 kΩ. The
fit returns a χ2 value of 9.9 × 10−4 which is a good fit. This means the back contact is
dominating and any SB under the high reverse shunt current of this back contact cannot be
extracted. To be able to extract good parameters from I/V curves, the back contact should
be ohmic or very leaky with a low shunt resistance. In an attempt to improve the back
contact, the back face of the silicon was further roughened using a diamond file, and to
improve the front contact and reduce oxidation the surface was hydrogen passivated.
The ErSi2 islands grown and then passivated with hydrogen produced I/V curves which
could be fitted to extract the forward SBH. Figure 5.11 shows one of the experimental I/V
curves from island 1 with the corresponding fit from IV.x. The fit obtained values of 0.288
eV for the SBH and 0.277 eV for the effective barrier at zero applied bias. The shunt
resistance fitted at 70.9 kΩ indicating a very low leakage current with a series resistance
of 1673 Ω. The ideality was fitted as 1.01 and the area of 0.562 µm2 compared to the area
measured from the SEM image of 9.46 µm2. Although this is a seemingly large difference
in area, the fitting program will make very little change to the χ2 if the SEM value was
used. The fitting program is not going to be able to improve the area quickly due to the
large χ2 value of 20.95 which, although high, is due to the slight hysteresis in the forward
bias from the voltage sweep which can just be seen in figure 5.11 as a splitting of the
circular data points. This hysteresis is due to the contact of the tip on the island changing
due to drift or changes in any oxidation of the surface. Hysteresis of this type is often seen
when the first contact is made to an island; the contact is improved by pressing the tip into
the surface slightly more to make a stable contact.
I/V curves were collected from five different ErSi2 islands and analysed, the results
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Figure 5.10: I/V curve from ErSi2 island on Si(111), measured from one tip on the island
to the back contact of the sample plate. The fit to the data from IV.x is also plotted.
Figure 5.11: I/V curve from ErSi2 island on Si(111) with hydrogen passivation, measured
from one tip on the island to back contact of the sample plate. The IV.x fit is plotted
alongside.
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are presented in table 5.1. The presented data are averages of several experimental data
fits and the errors are obtained from the mean variance of the fit parameters. From the
Island Island Island Island Island
1 2 3 4 5
SBH (eV) 0.300 0.548 0.382 0.501 0.511±0.016 ±0.046 ±0.077 ±0.008 ±0.001
Effective SBH (eV) 0.289 0.532 0.369 0.485 0.496±0.015 ±0.045 ±0.075 ±0.008 ±0.001
Shunt (kΩ) 67.1 31377.8 315.7 1178.9 558.9±7.5 ±1585.1 ±29.8 ±132.7 ±8.2
Ideality 1.052 1.022 1.00 1.00 1.019±0.022 ±0.015 ±0.01 ±0.01 ±0.003
Measured Area (µm2) 9.46 0.69 1.47 0.58 0.45±0.01 ±0.01 ±0.01 ±0.01 ±0.01
Fitted Area (µm2) 0.945 0.111 0.765 0.202 0.185±0.822 ±0.04 ±0.509 ±0.004 ±0.002
Series (Ω) 1845.9 9935.8 7223.2 9486.3 6436.2±168.6 ±878.2 ±534.8 ±526.8 ±115.6
χ2
13.4 4.3 6.77 0.75 0.51
±8.3 ±1.6 ±0.30 ±0.35 ±0.04
Table 5.1: Average fit parameters for ErSi2 islands on Si(111).
five islands measured, the fitted SBH has a large spread of 0.30 eV to 0.55 eV with the
two best χ2 fits giving similar SBH of 0.5 eV. All the shunt resistances are large indicating
very little leakage past the SB, therefore a good contact. The area fits are smaller than
the measured areas from the SEM images with the closest match between SEM and fitted
area being the islands with the best χ2 fits. These values are close to reported ErSi2 island
SBH which have been shown to vary with annealing temperature between 0.28 eV and
0.43 eV.114
5.2.3 I/V Between Self Assembled Islands
By measuring between two ErSi2 islands separated only by the substrate, it was hoped to
use the back-to-back fitting routine to fit and extract both SBH at the same time. Unfortu-
nately, this geometry produced I/V curves which were largely dominated by tunnelling as
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shown in figure 5.12. The data has been plotted alongside an oxide tunnel curve simulated
using equation (2.32) with parameters of oxide layer thickness 1.0 nm, barrier 2.22 eV and
area of 0.04 µm2 which would be reasonable values for the tip contacting to an oxide layer.
The experimental data is not totally from a tunnel barrier due to the slight unsymmetrical
shape of the experimental curve. This means the tunnel curve does not follow the data ex-
actly. The fitting program IV.x cannot fit an oxide tunnel barrier on top of a back-to-back
SB at the time of writing as the code can only handle two barriers. The addition of further
barriers in series unfortunately requires rewriting parts of the code in the future.
Figure 5.12: I/V curve from two neighbouring islands connected only by the substrate. A
curve generated from the oxide tunnel expression is plotted alongside.
Note After Viva
Peripheral edge tunnelling caused by the crowding of field lines may be the cause of the
slow turn-on seen in the I/V curves and not an oxide tunnel barrier. This idea is discussed
further in section 8.2.2.
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5.2.4 Van der Pauw
Several two-probe measurements were taken with both tips on the same island. Although
this produced some excellent ohmic curves with two point contacts, this includes the con-
tact resistances of the tips. The sample which was transferred after erbium growth has an
average resistance of 8212 Ω whereas the hydrogen terminated sample has an average of
1133 Ω. The hydrogen termination has enabled a lower contact resistance between the
island and the tip because the hydrogen has passivated the surface reducing the oxidation.
Figure 5.13: SEM image of the four tips during a Van der Pauw measurement.
To take a resistance measurement of the ErSi2 island without the contact resistance, a
Van der Pauw measure was taken as described in section 3.4.2. The four tips were bought
into contact with the island as shown in the SEM image in figure 5.13. Two resistances
were obtained by sourcing a current to two adjacent tips and measuring the voltage across
the opposite two probe tips, then swapping the pairs of tips by 90◦ and repeating the
measurement. This provides two ohmic curves which are shown in figure 5.14. The
resistance measured from the gradient of the plots of V against I in figure 5.14 from using
tips 4 to 1 to source and tips 2 to 3 to probe was 1185 ± 5 Ω and for source tips 3 to 4
and probe tips 1 to 2 a resistance of 286 ± 5 Ω. Solving the expression in section 3.4.2
using numerical methods results in a sheet resistance of 2874±21 Ω/sq and a resistivity of
between 2.87− 5.75× 10−4 Ωcm assuming the thickness of the island is between 1 and 2
nm respectively. The bulk value for the resistivity of ErSi2 is 3.4× 10−5 Ωcm, as expected
the value for a low dimensional island is higher due to the increased scattering.
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Figure 5.14: The ohmic curves measured during a Van der Pauw measurement and linear
fits to the data. The voltage from the probe tips and current from the source tips.
5.3 Temperature variation of I/V Measurements
The hydrogen passivated ErSi2 island sample used to obtain the I/V curves in section 5.2.2
was cooled using the Nanoprobe helium cryostat to take I/V at different temperatures
between 179 K and 321 K. The use of the SEM allowed the location and tracking of an
island which was measured at each temperature. The tip had to be withdrawn between
each temperature change to avoid the tip crashing due to thermal drift.
5.3.1 Temperature I/V Through the Self Assembled Islands
The I/V curves taken from the same island shown in figure 5.15 are presented in figure
5.16a. The high temperature (321 K) I/V curve was the most difficult to take due to
thermal drift and this is shown in the sweep of the I/V curve not following the same path
on the up sweep compared to the down sweep.
In the high positive applied bias the current decreases with increasing temperature
which is not as expected from thermionic emission theory. This is probably due to a change
in the resistance with the change in temperature. The change in temperature follows this
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Figure 5.15: SEM image of the ErSi2 island with the tip positioned to measure the I/V at
different temperatures.
decreasing trend except for 299 K and 262 K in this high voltage region where they fall
very close to each other and in the wrong order. In the negative applied bias region shown
in figure 5.16b, the current flowing increases with temperature and all the I/V curves fit
this trend. The turning point of the I/V curves shown in figure 5.16c is very important to
obtain the SBH, although there is some hysteresis on the I/V sweeps the curves follow the
trend of decreasing temperature, increasing SB turn on voltage. This is as expected and
shown with the simulated I/V curves shown in figure 2.13b.
The I/V curves were fitted using IV.x by setting the temperature for each I/V curve to
the value measured during the experiment. The oxide tunnel barrier has been set at 1.5
nm thickness, this may not be correct as the measurements were taken over the course of
a day in which time the oxide thickness may have changed by a few A˚. The area of the
tunnel barrier has stayed approximately constant with the tunnel barrier increasing with
temperature. The first fit was allowed to vary the area of the SB, the second run we fixed
the area of the SB at 3.20×10−7 mm2 which is the area of the island measured from the
SEM image in figure 5.15. The final fit was run at a smaller fixed area of 8.0×10−8 mm2
to see if a smaller area improved the χ2 of the fit. All the parameters obtained from these
fits are shown in table 5.2. The fits for the fixed area of 3.20×10−7 mm2 are plotted on the
I/V curves in figure 5.16. The fit has worked well at the high positive bias and this can be
seen from the increase in series resistance with the increase in temperature shown in table
5.2.
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Temperature SBH Effective Rseries Rshunt Ideality Area Tunnel Tunnel χ2(K) (eV) SBH (eV) (kΩ) (MΩ) (mm2) Barrier (eV) Area (mm2)
179.0 0.498 0.481 9.8 22.3 1.038 1.56×10−8 0.430 1.35×10−6 1.2232
231.3 0.438 0.422 10.5 22.3 1.017 3.85×10−8 0.513 1.36×10−6 0.3288
262.2 0.419 0.404 11.5 20.3 1.007 1.76×10−7 0.570 1.20×10−6 0.2629
299.2 0.438 0.423 10.7 22.3 1.017 6.71×10−8 0.592 1.32×10−6 1.6337
321.2 0.438 0.423 12.0 22.3 1.017 3.74×10−7 0.606 1.36×10−6 5.9063
179.0 0.541 0.524 10.0 22.3 1.046 3.20×10−7 0.396 1.35×10−6 1.3615
231.3 0.461 0.445 10.7 22.3 1.009 3.20×10−7 0.507 1.36×10−6 0.5766
262.2 0.427 0.412 11.5 20.3 1.000 3.20×10−7 0.572 1.20×10−6 0.2456
299.2 0.421 0.407 10.7 22.3 1.078 3.20×10−7 0.615 1.32×10−6 1.8118
321.2 0.437 0.422 12.0 22.3 1.017 3.20×10−7 0.606 1.36×10−6 5.9032
179.0 0.526 0.508 9.8 22.3 1.041 8.0×10−8 0.418 1.35×10−6 1.2752
231.3 0.439 0.423 10.2 22.2 1.008 8.0×10−8 0.537 1.36×10−6 0.1948
262.2 0.407 0.393 11.8 20.3 1.000 8.0×10−8 0.557 1.20×10−6 0.1986
299.2 0.428 0.413 10.7 22.3 1.088 8.0×10−8 0.591 1.32×10−6 1.6303
321.2 0.243 0.240 12.4 22.3 1.000 8.0×10−8 0.682 1.36×10−6 2.8019
Table 5.2: ErSi2 island temperature variation I/V curves analysed using IV.x. Top part of table is the parameters from a fit where area is allowed
to vary, middle block of the table are fits from a fixed area of 3.20×10−7 mm2 and the bottom block are fits from a fixed area of 8.0×10−8 mm2.
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(a) Full bias range
(b) Reverse bias (c) Turning point
Figure 5.16: I/V curves taken at different sample temperatures between an ErSi2 island
and the back contact. a) Full I/V curve, b) Negative applied bias regime, c) Turning point
of the I/V curve.
The increase in series resistance with temperature is unexpected as the series resistance
arises from the silicon resistance and the contact resistance. The silicon resistance would
be decreasing with increasing temperature due to more electrons being excited into the
conduction band whereas the increase in electron scattering in the metal tip contact to the
island would increase the resistance. The 262 K curve which is out of order according
to the trend at the high applied bias is matched by the series resistance for this being
higher than that for the 299 K fit. The reverse bias has not fitted very well, with the shunt
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resistance staying almost constant across all the temperatures. The fit at the turning point
shown in figure 5.16c has not fitted the curve very well; however, the fits do lie in the
correct order for the increase in temperature.
The values for SBH lie in the region of 0.42 to 0.54 eV with the majority of values at
0.44 eV. The 321 K fit at the smaller fixed area shows a SBH of 0.24 eV; however, the fit
of this curve has jumped to fit the reverse bias and does not fit the turning point very well
at all, for this reason this value should be ignored.
5.3.2 Temperature I/V Between Self Assembled Islands
Figure 5.17: SEM image of two ErSi2 islands with the tips positioned to measure the I/V
between the islands.
An I/V curve was taken between two islands at different temperatures, these are shown
in figure 5.17. The I/V curves are shown in figure 5.18 and follow the trend of increasing
current with increasing temperature, which is expected as more electrons will be excited
into the conduction band at a higher temperature, thus reducing the series resistance. The
curves are influenced by tunnelling to give the very gradual curved turn-on as the temper-
ature is reduced. The curves resemble oxide tunnel curves which cannot be fitted with a
back-to-back SB using our fitting program. The highest temperature curve at 299 K has
what looks like a SB turn on at low negative applied bias before the gradual tunnelling
curve takes over, this odd shape is not possible to describe with the theory used in the
fitting program. The strange shape at this low bias could be due to a change in the tip
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Figure 5.18: I/V curves taken at different sample temperatures between two ErSi2 islands.
contact during the I/V sweep.
5.4 Conclusion
The growth of the masked ErSi2 dots did not produce the well-ordered structure that had
been hoped for; instead, a pinhole crazed surface was shown from the SEM image. This
unknown structure of a phase of erbium silicide produced an interesting reproducible hys-
teresis which the fitting program successfully fitted to either side of the sweep. The fit
showed that the main difference between the two sides was a big change in the shunt re-
sistance and a change in the SBH. These could be due to a charging effect between grains
of the crazed surface structure altering the field across the silicide-silicon interface.
The self-ordered ErSi2 islands produced a more ordered structure and the islands have
provided low dimensional contacts to probe with the Nanoprobe. The Nanoprobe has been
very successful at probing these types of sample. The hydrogen terminated sample reduced
the oxide layer and made it possible to extract the SBH for the correct MS interface. If
the back contact to the silicon substrate has a high shunt resistance this can dominate the
I/V measurement; the more ohmic the back contact can be made, the more reliably the
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island-silicon contact can be measured. The measurement between two similar islands to
avoid the back contact and use the back-to-back fitting routine was unable to be fitted with
the program because the I/V curve was dominated by tunnelling. The sheet resistance
of an ErSi2 was measured by a four point Van der Pauw measurement obtaining a value
of 2874 ± 21 Ω/sq. Assuming an island thickness of 1 nm to 2 nm, the resistivity is
calculated as 2.87− 5.75× 10−4 Ωcm compared with the bulk value of 3.4× 10−5 Ωcm.
The experimental value is higher than the bulk value due to the low dimensional size of
our islands.
The room temperature measurements gave an average value from the different islands
of 0.45 ± 0.09 eV for the SBH, whereas the temperature variation gave an average over
the temperatures of 0.45 ± 0.03 eV; this is within error of the previously reported value
of 0.43 eV. However, this is reported for an unannealed sample which was seen to drop to
a SBH of 0.28 eV with annealing.114 Another report puts the SBH for ErSi2 at a value of
∼0.39 eV, which would mean the room temperature measurements are within error.102 The
temperature variation has shown that the cooling method with the Nanoprobe is successful
and some reproducible trends were obtained from the I/V curves. The fitting program has
successfully fitted to the curves with the addition of the oxide tunnel barrier. However,
the oxide tunnel barrier thickness has to be varied manually and therefore may not be the
value which obtains the lowest χ2 value for each I/V curve.
Note After Viva
The addition of peripheral edge tunnelling to the model may improve the temperature
variation fits as tunnelling becomes more dominant at low temperatures.
Chapter 6
Rare Earth Silicide Nanowires on
Si(001)
When a sub-monolayer coverage of RE is deposited onto Si(001) at an elevated tempera-
ture, RE silicide nanowires (NWs) form across the substrate surface, an observation first
noted with Dy by Preinesberger et al in 1998.115 At higher coverages and under differ-
ent growth conditions, square and elongated islands can be grown.13 Self-assembled NWs
have a possible future in nano electronics as nanometre scale wires and electronic compo-
nents;116 however there is little control over where they form on the surface. This chapter
looks at measuring the electrical properties along the nanowire (NW) and through the con-
tact to the silicon surface into the bulk, to begin to understand the transport properties of
NWs.
6.1 Rare Earth Silicide Nanowires
The growth of RE silicides on the Si(001) surface is of particular interest due to the lattice
mismatch between the RE silicide and the Si substrate. The fact the mismatch is small
in some directions leading to epitaxial growth but high in others restraining growth plays
a key role in NW formation. Depending on the mismatch, NWs can grow up to several
microns long but are constrained generally to between 1.5 and 10 nm in width. This
variation in size can be achieved by the use of different RE metals with correspondingly
different lattice mismatches of their silicides and is dependent on the growth conditions
such as deposition temperature and coverage. NW have been reported with RE metals of
Dy, Er, Gd, Ho, Sc, Sm,117,118 but the silicides of Nd and Yb form islands. With appropriate
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conditions the NWs can form into bundles of wires increasing their width towards 100 nm.
Quasi-1D systems such as NW are of fundamental interest because their electronic
properties are different to 2D and 3D systems. The self assembly nature of the NW means
they can be smaller than anything currently achievable by nanolithography techniques and
form single crystal structures. The defect free, crystalline structure allows NW to handle
high current densities making their use as nanointerconnects between components a viable
option. NWs could also be envisaged as switches,119 memory storage devices,120 and
elements in logic devices.121 This has yet to be realised due to the readiness of the silicon
surface and the RE metals to react with oxygen and the difficulties of mass manufacturing
as currently these silicides are produced under UHV conditions.
RE NW have been shown to exhibit metallic properties,122,123 and some unusual quan-
tum effects.124,125 One such effect is that of the Peierls distortion where a change in the
width of the NW along its length shows a move from metallic to semiconducting behaviour
of the NW. This has the potential of a SB junction at the change in the NW properties.125
6.1.1 Growth
The lattice mismatch between the Si(001) surface and the RE silicide is thought to be the
key factor in NW formation. The hexagonal RE silicide c-axis has a much larger mismatch
to the Si(001) lattice than the RE silicide a-axis. The lattice constant for silicon is 3.845
A˚ where as for ErSi2 the a-axis is 3.798 A˚ giving a mismatch of -1.22%. However the
c-axis for ErSi2 is 4.088 A˚ yielding a lattice mismatch of +6.3% hence the strained growth
in the [110] direction.15,122
NWs form by Stranski-Krastanov growth where a wetting layer is created first on the
deposition of RE before the growth of NW.126 NWs consume silicon to form the silicide
and therefore are not completely on top of the substrate surface but are partly sub-surface.
Studies into the surface reconstructions around a NW is thought to be the precursor to NW
growth; Gd, Dy and Ho show 2×4 and 2×7 wetting layers,15,127 where as Er forms 2×3,
5× 2 and c(5× 4).128
Although the precise structure of the NW is not known due to the small proportion of
the surface covered by the NW structure, there is evidence showing that NWs are hexag-
onal. Cai presents evidence from STM heights of the NW which have been measured
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as 0.33 A˚ which corresponds to the hexagonal phase of ErSi2.129 Further work shows
the square islands to be 1.2-1.4 nm high consistent with the tetragonal silicide phase but
there is much contention over this with both tetragonal and hexagonal structures being
proposed.13,130,131
The growth of NW is very sensitive to the deposition conditions such as temperature,
rate of deposition, coverage and annealing time and temperature. The NW were grown
onto a substrate of n-type Si(001) 4◦ offcut to promote NW growth in one direction. This
is due to the Si terraces all having perpendicular dimmer rows because of the 4◦ offcut.
This was essential to be able to locate stand-alone NW in the Nanoprobe to be able to
make contact to and ensure that there were no connections to other NW. The substrate was
cleaned by DC flashing after an outgas overnight at 600 ◦C. The silicon was flashed up
to 1200 ◦C once and then slow cooled from 900 ◦C to 700 ◦C. If the substrate is cycled
as it is for Si(111), the surface becomes more rough with terrace edges becoming more
undefined. The NW samples were required to be ∼50 nm wide so the Nanoprobe could
contact to them, meaning that the wires were bundles of NWs rather than a single NW. To
achieve this, 0.4 ML of Er was deposited onto a substrate at 640 ◦C in approximately 10
minutes. This was then further annealed at the same temperature for 15 mins.
(a) 1000 nm 1.85 V 2.1 nA (b) 200 nm 1.85 V 2.1 nA
Figure 6.1: STM scans of ErSi2 nanowires on Si(001) 4◦ offcut. a) 1000 nm×1000 nm
overview showing isolated NW and islands, b) 200 nm×200 nm close up showing the
bundle of NW and the terraced surface of the 4◦ offcut Si.
This sample preparation produced NW less than a micron long but ∼20 nm wide as
shown in figure 6.1a. These NW are up to ∼4 nm in height, but seem to sit in a dip on
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the surface of consumed Si. The surface does have some islands present but the majority
of NW are unconnected. Figure 6.1b shows that the wide NW is made up from several
smaller ones.
Further Nanowire Samples of Interest
Under certain growth conditions ‘T’ shape NW are formed on Si(001) as shown in fig-
ure 6.2. The ‘T’ shape NW may have a junction at the ‘T’ allowing a simple transistor
mechanism to occur. Controlling the current flow along the NW by the use of the side
branch would be an exciting development. The mechanism for this growth is not fully
investigated and the structure of the side ‘T’ is not known.
Figure 6.2: SEM image of ErSi2 nanowires with side branches, a possible future sample
for I/V measurement.
6.2 I/V Measurements
6.2.1 Tunnelling
Initially we found that the transport of NW in air was producing a very strong oxide
layer. We measured some very distinct tunnel I/V curves, characterised by the sweeping
‘s’ shape and the nA magnitude of the measured current. Using a theoretical tunnelling
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curve discussed in section 2.4.5, we were able to match this with appropriate parameters
showing a good fit by eye to tunnelling conditions. Figure 6.3 shows the experimental data
and the tunnel expression plot using parameters of 1.37 nm for the oxide layer thickness,
a barrier of 1.81 eV and an area of 9677 nm2, which is a tip diameter of 111 nm. These
values are very realistic for a tip contacting to an oxide layer. To overcome this problem,
we developed vacuum transfer between York and Leeds using the vacuum suitcase.
Figure 6.3: Oxidised NW sample I/V curve with tunnel plot.
6.2.2 I/V of the Nanowire-Silicon Interface
With the transfer now in vacuum, the contacts to the NW were much easier to maintain and
repeatable I/V curves were produced. Making contact to the thin NW required sharp tips
and careful control of the tip. The tips were approached onto the silicon surface where,
with a small voltage applied, a few nAs flowed. Then by gently moving the tip over the
NW, a jump in current to tens of nAs indicated a contact to the semimetal ErSi2 NW.
By taking an I/V curve between two tips, an idea of the tip contact to the NW could be
obtained. Once a satisfactory ohmic contact had been achieved, an I/V measurement to
the back of the substrate through the interface could then be made. Figure 6.4 shows the
two tips positioned on a NW ready for I/V measurement.
The I/V curves obtained still have very gentle curves as shown in figures 6.5 and 6.6
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Figure 6.4: Nanoprobe SEM image of two tips contacted onto a NW ready to take an I/V
measurement
which stems from tunnelling. This gentle curve is asymmetric with more current flowing
with positive applied bias indicating there is a SB curve in addition to the tunnelling. These
I/V curves are much more difficult to fit to due to the gentle curve from the tunnelling. By
using a single SB and an oxide tunnel barrier in series it was possible to obtain a fit. The
I/V curve in figure 6.5 produced a reasonable fit with a χ2 value of 6.79×10−6 using an
oxide tunnel barrier of 0.68 eV, a thickness of 1.5 nm and an area of 3.9×10−9 mm2. The
fitted SB gave values of 0.735 eV for the SBH, 0.716 eV for the effective SBH, with an
area of 5.59×10−7 mm2, series resistance of 4796 Ω and a shunt resistance of 111 MΩ.
The second NW produced the I/V curve in figure 6.6 where the ‘s’ shape is much more
pronounced. This means the oxide tunnel barrier is dominating more with the voltage
dropped over the SB very small. A fit was obtained with a χ2 value of 1.44×10−6 using
an oxide tunnel barrier of 0.61 eV, a thickness of 1.4 nm and an area of 3.4×10−11 mm2.
The SB gave values for the SBH of 0.621 eV, the effective SBH of 0.603 eV with an area
of 5.48×10−7 mm2, series resistance of 2 MΩ and a shunt resistance of 5 MΩ.
These two curves from different NW give SBH in the region of 0.62 to 0.73 eV which
is higher than expected. SBH have been reported for ErSi2 islands on n-Si(001) of 0.38
eV and on p-Si(001) of 0.67 eV,132 for our NW on n-Si(001) a similar value was expected.
The high SBH could be due to the contact not being completely on the NW and the SBH
measured could be the tungsten tip-silicon SBH; however any test measurements taken
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Figure 6.5: I/V curve from the ErSi2 NW shown in figure 6.4, measured from a single tip
and the silicon back contact.
Figure 6.6: I/V curve from an alternative ErSi2 NW measured from a single tip and the
silicon back contact.
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with a tip on the silicon surface produce very low currents in the order of nA and tend to
have no current flowing in the forward bias regime. The SBH extracted using the fitting
technique could be incorrect due to the tunnel barrier dominating the I/V curve. Although
there is an asymmetry in the I/V curve, it is very difficult to fit a SB to this over the tunnel
barrier. The model which we are using to fit to the data does not include tunnelling through
the SB which for nanoscale objects has been seen to be more important, as discussed in
Section 2.5. This could be a further reason why the fitting routine is struggling to find a
solution with the expected SBH of ∼0.38 eV.
Note After Viva
Peripheral edge tunnelling caused by the crowding of field lines may be the cause of the
slow turn on seen in the I/V curves and not an oxide tunnel barrier. This idea is discussed
further in section 8.2.2.
6.2.3 I/V Along the Nanowire
Figure 6.7: SEM image of two tips contacted to the NW to measure the I/V along the NW.
When two tips are contacted onto the same NW as shown in figure 6.7 an I/V curve
can be taken along the NW. If there is a good contact, the NW gives an ohmic linear plot
from which a resistance can be obtained. Due to the contacts being different for each tip
contacted to each different NW, a range of resistances were measured from 16 MΩ to 24
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Figure 6.8: Example I/V taken along the NW with a linear fit to obtain the resistance.
kΩ. Figure 6.8 shows two I/V curves taken in this measurement geometry along the NW
with the relevant resistances obtained from the least squares linear fit to the data.
Such a large difference in resistance cannot be explained by the difference in the cross
sectional area or length between the individual NW’s. It is expected the resistivity will be
the same for each NW and for this to be the case the cross sectional area or length would
need to be a factor of a thousand different to provide the range in resistance observed.
Therefore the contact resistance must be affecting these results creating a very large spread
in resistances along the wire. Comparing the two probe resistances along the NW to the
previous series resistances of 4796 Ω and 2 MΩ, which were obtained from the fit to
the SB measurement of the NW, it can be seen that the spread in resistance is similar.
The large spread in both of these resistance values must also be related to the contact
resistance. The large spread in the contact resistance could be due to an oxide layer or the
fact many of these NW are bundles of individual wires. This means one tip could be in
contact with a different wire compared to the second tip. The use of the 4◦ offcut silicon
for the orientation of the NW causes the surface to be heavily stepped, meaning that a clear
contact to the NW may be hindered by the terrace surface which the tip could be partially
contacting. The use of a very sharp tip and a STM capable of high resolution scanning
would enable a better positioning of the tip on the nanostructure.
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To remove the contact resistance, a four-point probe method was attempted. This
required locating four tips onto the NW and sourcing a current to the outer pair and mea-
suring the voltage across the centre two tips. Unfortunately we could never keep all four
tips in contact with the NW at the same time due to drift. Finally an unfortunate discharge
from the external vacuum circuit ended the session rather catastrophically as shown in
figure 6.9.
Figure 6.9: SEM image of the remains of four tips and the NW after a catastrophic dis-
charge.
The result of this failed four-point probe measurement was the development at LENNF
of a switch box to change the connections between the sourcemeter and the tips. Unfortu-
nately this was not developed in time for a repeat of this very challenging measurement.
This type of measurement requires the four tips to be as sharp as possible, less than 50 nm
in diameter. The four tips all need to manoeuvred with as little drift as possible to contact
to an object nm in width and almost flush with the surface, something which was very
technically challenging.
6.3 Conclusion
These small dimension structures are more sensitive to oxidation than the previous ErSi2
islands. Taking I/V measurements from nanowires has proved to be very challenging, with
the following SBH extraction not straight forward. Any sample to be measured must be
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kept in the best vacuum possible and the time between NW growth and I/V measurement
minimised to reduce any oxidation effects. The extracted values from the fitting program
and for the resistance measurements along the wire show that the contact resistance plays
a big part in the I/V characteristics. The I/V curves required the addition of an oxide tunnel
barrier to be able to achieve a reasonable fit, however this requires manually varying the
oxide thickness to find the lowest χ2 value. This is apparent from the two I/V curves which
have quite different shapes and require a different thickness to get the best χ2 value. The
extracted SBH of 0.62 eV and 0.74 eV are higher than expected as a value around 0.4 eV
would be comparable with the ErSi2 island measurements.
The fitting routine handled these challenging samples very well after the addition of an
oxide tunnel barrier. However the fitting routine does not contain any theory for nanoscale
effects, such as enhanced tunnelling through the SB, which might be starting to occur
in these samples, something for further development of the fitting program. Now im-
provements to the equipment at LENNF have been made, which it is hoped will stop any
discharge, a repeat four-point probe measurement could be attempted to determine the re-
sistivity of the NW. A sample such as this may benefit from hydrogen termination. Once
the I/V measurement and SBH extraction is further developed the ‘T’ sample shown in fig-
ure 6.2 can be investigated. These NW samples can be grown much thinner, which would
require a new approach to I/V collection utilising a Nanoprobe capable of high resolution
STM and better stability.
Chapter 7
Metals on 2D Rare Earth Silicide
This chapter explores the use of a 2D RE silicide grown on n-type Si(111) as a buffer
layer to transition metal growth, specifically manganese. A new growth study using er-
bium is presented, building on previous work done in the group at York using holmium.
Preliminary I/V measurements have been taken from 10 ML of Mn deposited on the 2D
Er silicide. Mn islands on the 2D Er silicide have been grown but could not be measured
in the Nanoprobe as they proved too small to contact with a tip.
The requirement to inject a spin-polarised current into silicon for spintronics and cre-
ate the appropriate spin-accumulation properties requires careful engineering of the metal
semiconductor interface. To create a spin-polarised current, a ferromagnetic layer is re-
quired, for example iron. However, iron does not epitaxially grow on silicon as a pure
metal because the interface forms iron-silicide, of which the majority of phases are non-
magnetic. Iron growth on silicon can also form islands of iron silicide. One method to
stop this silicide formation is a buffer layer between the silicon and the metal. It is also
possible that this buffer layer can be used as a delta doped layer as proposed by Bratkovsky
to modify the SB at the interface for spin accumulation to occur.10
7.1 Manganese on Ultra Thin Rare Earth Silicide
Although iron would seem the best ferromagnetic material to spin polarise electrons, it
does not epitaxially grow on silicon. The growth of iron on silicon normally concludes in
iron silicide formation, an area which has been extensively studied. Good epitaxial growth
of Fe silicide can be achieved with the co-deposition of Fe and Si, producing a SBH of
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∼0.62 eV.133 Manganese metal, on the other hand, has a closer lattice match to silicon,
and therefore 2D RE silicide, compared to Fe, making manganese growth more preferable
on a 2D RE silicide. Manganese is antiferromagnetic in the bulk; however, it is predicted
to have a large magnetic moment in low dimensional structures such as thin films and
islands grown on noble metals.25,26 This large magnetic moment makes Mn an interesting
possible material for spintronics.
Interest in Mn silicide is growing; theoretical studies in 2009 into Mn silicide on
Si(001) show possible 50% spin polarisation,134 and the idea of Mn growth on Si(111)
for spintronics applications is being pursued.135 Manganese clusters have been shown to
self-order on Si(111) surface,136 and when annealed above ∼260 ◦C they form silicide
islands.137 An almost complete film of Mn silicide can be formed at coverages of 4 ML
and annealing at 350 ◦C.135,138 However, this study aims to grow pure Mn on a 2D Er sili-
cide thin film to eradicate MnSi; this could possibly be extended to other transition metals
enabling the Schottky barrier to be engineered.
Growing a well ordered Mn layer on Si(111) without annealing has not yet been
achieved and any annealing will cause the silicide reaction to take place. The use of
an ultra thin layer of 2D RE silicide as a buffer layer and the deposition of Mn at low
temperatures has been shown to reduce the reaction of the Mn with the silicon.139 Michael
Reakes provides evidence in his thesis from MEIS depth profiling that the Mn layer is
unreacted with silicon and sits on top of the Si bilayer of the 2D RE silicide layer.140 The
structure of the Mn layer and its magnetic properties are unknown at present but the pro-
cess of growing Mn metal on top of silicon could have potential in spintronics. The use
of the 2D RE silicide provides an important structural barrier between the Mn and silicon
and also has the possibility of producing a SB interface suitable for spin injection.
7.2 Growth
To grow a sample of Mn on 2D RE silicide on silicon, several stages with different anneal
temperatures encourage the best interface to form, reducing the Mn diffusion and reac-
tion with the silicon substrate. This sample growth was developed by Michael Reakes
and Chris Eames using the RE holmium,139 whereas this study has shown that the more
prominent RE, erbium, can also be used as the RE buffer layer. Holmium and erbium are
almost identical, producing the same silicide structure with similar properties. There is a
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slight difference in lattice constant at 298 K between HoSi2 (3.8081 A˚) and ErSi2 (3.7971
A˚) hence there is a difference in strain between the two silicides to the silicon substrate.
Therefore some of the annealing temperatures had to be altered to allow for the change in
strain and the different expansion coefficients.
7.2.1 Ultra Thin RE Silicide
After the n-type Si(111) substrate has been cleaned by outgassing and DC flashing to 1200
◦C as described previously, achieving a 7 × 7 LEED pattern, the next stage is the growth
of the 2D RE silicide, the structure of which was discussed in Section 5.1.1. The 2D RE
silicide consists of 1 ML of RE sitting under a reverse buckled bilayer of silicon. The
formation of a high quality epitaxial 2D RE silicide (one without defects or 3D islands)
is vital to prevent Mn silicide formation, as the amount of exposed substrate Si is at a
minimum.
(a) 60 eV 1× 1 LEED (b) 500 nm STM, 2 V 2 nA
Figure 7.1: 2D Er silicide on Si(111) a) 1× 1 LEED image, b)500 nm STM scan at 2 V 2
nA.
The 2D Er silicide layer was formed by depositing 1 ML of Er in ∼12 minutes under
RDE conditions of ∼520 ◦C. A further 10 minutes anneal at ∼520 ◦C before reducing to
∼400 ◦C for a final 10 minutes. The surface reconstruction was checked using LEED and
showed a clear 1 × 1 pattern, shown in figure 7.1a. The sample was then scanned in the
STM to assess how large an area was defect free. A 500 nm STM scan is shown in figure
7.1b, where the dark areas are holes in the 2D silicide surface and the bright islands are
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the start of a 3D structure. The sample presented is not as defect free as originally aimed
for due to the 3D islanding and the pinhole defects in the 2D silicide layer. Further growth
studies maybe able to reduce the defect density; however, for this initial study this sample
was taken to the next preparation stage.
Normally, 550 ◦C is considered the optimum temperature for the RE silicide forma-
tion, however the reduction in temperature to ∼520 ◦C was used to reduce the 3D island
formation. At higher temperatures, as already seen in chapter 5, the RE silicide diffuses
into islands of 3D which cannot be reversed. Figure 7.2 shows a sample of ErSi2 grown at
∼550 ◦C where 3D islands are clearly present in the STM image, again as brighter islands.
The darker holes in the STM image can be a reconstruction of the Si substrate, often 7×7.
An indication of 3D island formation can be seen in the LEED pattern with the presence
of extra (
√
3×√3)R30◦ spots to the expected 1× 1 pattern, as shown in figure 7.2b.
(a) 360 nm STM, 2 V 2 nA (b) 50 eV 1× 1 with hint of (√3×√3)R30◦
Figure 7.2: 2D Er silicide grown at 550 ◦C a) 360 nm STM scan at 2 V 2 nA showing
in bright the formation of 3D islands, b) LEED image of the sample 1 × 1 with hint of
(
√
3×√3)R30◦ indicating the presence of 3D growth.
The first hotter anneal is crucial to allow the Er to react with the Si, annealing at a
lower temperature results in unreacted Er left on the surface. The final anneal at ∼400 ◦C
is intended to reduce the lattice mismatch between the ErSi2 and the Si(111) by exploiting
their different thermal expansion coefficients. Once all the Er has reacted in the first stage,
optimisation of the structure is done with this lower temperature anneal; by lowering the
temperature, the two lattices can be made the same size because the thermal expansion of
the disilicide is roughly three times that of the Si substrate.141 The temperature of the final
anneal was altered from the 350 ◦C used by Michael Reakes for the Ho silicide formation
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due to the different thermal expansion coefficient of erbium silicide.
7.2.2 Manganese
Once a 2D Er silicide film has been achieved with as few defects as possible, as shown
by LEED and STM, Mn can be deposited on top. The sample is first cooled using liquid
nitrogen, stabilising over 2 hours at -185 ◦C, measured by the thermocouple on the manip-
ulator arm a centimetre away from the sample. Depositing onto a cold surface reduces the
mobility of the Mn prohibiting the reaction with Si. The deposition time of the Mn is kept
as fast as possible to reduce any heating of the sample from the source. Finally, the sample
is annealed at a low temperature (∼300 ◦C) for a short period of time (1 minute) to allow
the Mn to order into a crystalline structure. The work by Reakes et al produced islands
of Mn on the 2D Ho silicide with an average area of 42.8±1.95 nm2 and with an average
diameter of 7.6±0.34 nm.139 For the measurement of I/V curves using the Nanoprobe, the
islands of Mn need to be as large as possible, over 100 nm in diameter, so they can be seen
in the SEM and the tips can make contact to them.
Mn Islands on RE Silicide
To try to increase the island size, the length or the temperature of the final anneal could
be increased. Depositing 2 ML of Mn in ∼5 minutes onto the 2D ErSi2 held at -185 ◦C
with different annealing conditions produced the STM images in figure 7.3. Both of these
samples produced a clear (
√
3×√3)R30◦ LEED pattern shown in figure 7.3a.
Figure 7.3b shows the STM image of the sample with a post anneal of 300◦C for 5
minutes. The Mn has formed into connected islands mainly along the edges of the 2D Er
silicide which seems to have diminished in size. The holes in the 2D seem to be covered
with small islands, possibly of Mn, which may have reacted with the surrounding Si hence
the 2D decreasing in size.
Figure 7.3c shows the STM image of the sample with a post anneal of ∼400 ◦C for 2
minutes. This hotter anneal has caused the Mn to pull together into larger islands and again
the underlying 2D silicide seems to have been affected with small islands of material. The
hotter anneal and the disturbance of the 2D layer mean that the islands of Mn probably
have undergone a reaction with the silicon and are now a mixture of Mn and Er silicides.
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(a) 60 eV LEED (√3×√3)R30◦
(b) 200 nm STM, 2 V 2 nA 2 ML Mn annealed
at 300 ◦C for 5 minutes
(c) 250 nm STM, 2 V 2 nA 2 ML Mn annealed
at 400 ◦C for 2 minutes
Figure 7.3: Mn Islands on 2D RE Silicide. a) LEED image showing clear (√3×√3)R30◦,
b) STM image 200 nm×200 nm of 2 ML Mn annealed at 300 ◦C for 5 minutes, c) STM
image 250 nm×250 nm of 2 ML Mn annealed at 400 ◦C for 2 minutes.
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The sample grown with the final anneal of 400 ◦C produced the biggest islands in the
region of ∼20 nm diameter and 1 nm high. This sample was removed from vacuum and
taken to LENNF to see if the surface could be imaged in the SEM. Because this sample
was removed from vacuum, the Mn islands will have oxidised. The SEM image shown
in figure 7.4 was obtained from the Nanoprobe, the ‘fuzzy blobs’ are assumed to be the
oxidised Mn islands. Dr Walton from the LENNF facility expressed concern that the
islands would be very challenging to see when the tips were in position and very hard to
make contact to with a tip.
Figure 7.4: Nanoprobe SEM image of Mn Islands, the 20 nm ’fuzzy blobs’ are presumed
to be the oxidised Mn islands.
Mn Film on RE Silicide
Due to the concerns of being able to probe the very small islands produced in the previous
section, a second sample with a film of Mn on the 2D ErSi2 was prepared.
10 ML of Mn were deposited in ∼10 minutes on to the 2D ErSi2 at -185 ◦C before
a post anneal at 300 ◦C for 2 minutes. This produced a fuzzy (
√
3 × √3)R30◦ LEED
pattern shown in figure 7.5a indicating some order of the new surface. The STM image
in figure 7.5b shows a flat terraced surface through the rather poor STM scanning due to
contamination of the tip. The flat terraces are consistent with a higher coverage and what
is expected. This sample was transferred to LENNF in the vacuum suitcase for I/V data
collection.
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(a) 60 eV LEED poor (√3×√3)R30◦ (b) 500 nm STM 2 V 2 nA
Figure 7.5: 10 ML Mn on 2D RE Silicide annealed at 300 ◦C for 2 minutes. a) LEED
image showing the poor (
√
3 × √3)R30◦ from the Mn film surface, b) STM image 500
nm×500 nm of the Mn film.
After I/V data collection the Mn film on 2D ErSi2 sample was returned in the vacuum
suitcase to the STM chamber where it was capped with titanium. The sample was then
prepared for TEM imaging by Jeremy Mitchell. TEM imaging of this showed the thin
films to be heavily oxidised. This oxidation could have arisen from the time involved
to transport the sample to LENNF and collect data and some of the oxidation could be
due to the titanium capping process; however the harsh cross section preparation probably
introduced a high proportion of the oxide damage.
7.3 I/V Measurements
The next challenge for these samples was to obtain an I/V curve and extract the SBH. The
Mn island sample was used as a feasibility study for the Nanoprobe to find out if it could
take data from such small structures even though the sample will have been oxidised by
air during transport. The Mn film was straightforward to take I/V data from but presents
some difficulties for the analysis as the inclusion of an oxide tunnel barrier was required.
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7.3.1 Mn Islands
The manganese islands which were transported in air to be imaged in the Nanoprobe SEM
shown in figure 7.4 could not be seen with an STM tip present under the SEM column.
This meant the tip could not be positioned over a nanoisland. In an attempt to find an
alternative way to contact a nanostructure, we took an STM image of the islands using the
Nanoprobe. The image quality was poor as shown in figure 7.6a due to the sample being
oxidised from transport in atmosphere, the quality of the tungsten tips and the stability
of the system. Using the STM image, it was hoped that an island could be positioned in
the bottom left hand corner where the tip returns to at the end of a scan, then the manual
approach of the tip could continue as normal. To locate an island and then position the tip
over the island requires minimal drift, which was not the case as drift of 200 nm or more
was seen over a scan time of 15 minutes.
(a) 500 nm, 2.27 V, 0.7 nA (b)
Figure 7.6: Nanoprope data of oxidised Mn islands, a) 500 nm STM image taken using
the Nanoprobe, b) I/V curve.
This approach to contact to the Mn islands was tried on a few islands with the same
shape of I/V curve measured as shown in figure 7.6b for each attempt. This shape of I/V
curve has been seen when the tungsten tip is in contact with silicon oxide. The contact is
dominated by the back contact which has a very high shunt resistance so almost no current
flows in the positive applied bias. It is not currently possible to fit to this type of curve
using IV.x and due to the strong shunt resistance of the back contact, it is doubtful that the
curve will contain any useful information about the SB, assuming contact to the Mn island
has been achieved.
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7.3.2 Mn Film
The manganese film deposited onto a 2D Er-silicide film was transported to LENNF in
the vacuum suitcase. I/V data was taken from this sample at a few different locations on
the surface with two different tips. Figure 7.7 shows an I/V curve taken from the Mn film.
The forward bias of this curve is curved which is an indication of tunnelling. By adapting
the fitting program IV.x to include one SB and one oxide tunnel barrier we were able to
improve the χ2 of the fit. We were only able to fit to the parameters for the oxide tunnel
barrier of area and barrier height, so we conducted a search across oxide thickness values,
finding that a realistic value of 1.5 nm gave the lowest χ2 fit.
The fit using an oxide tunnel thickness of 1.5 nm is shown in figure 7.7, obtaining
values of 1.095 eV for the SBH and 1.074 for the effective SBH over an area of 2.11
mm2. The series resistance obtained was 117 kΩ, and a shunt resistance of 27 MΩ and an
ideality factor of 1.01. The oxide tunnel barrier had a fixed thickness of 1.5 nm, an area of
9.56×10−7 mm2 and a height of 1.05 eV. The fit has a χ2 value of 5.37×10−4. The tunnel
barrier thickness parameter from this excellent fit was applied to the other I/V curves. The
I/V curves taken using the same tip produced similar fits; however, the second tip data did
not fit as well as shown in figure 7.8 and indicated by a χ2 value of 0.104 compared to
5.37×10−4. The experimental data obtained is a higher current and the fit does not fit very
well at the turning point and at high reverse bias. The fit has increased the current flowing
by decreasing the series resistance and increasing the area of the tunnel barrier, which has
reduced the curve on the fit in forward bias. The fit is now almost straight in the forward
bias which makes the turning point too sharp in the fit and in the wrong place, this in turn
makes the reverse bias not fit closely to the experimental data.
The fit in figure 7.8 has fitted parameters with a χ2 value of 0.104. The SBH is slightly
reduced to 1.082 eV and 1.061 for the effective SBH over an almost identical area of 2.12
mm2. The series resistance has been reduced to 79 kΩ and a shunt is identical at 27 MΩ
and an ideality of 1.00. The oxide tunnel barrier area has altered a significant amount from
9.56 × 10−7 mm2 to 5.01 × 10−2 mm2, with only a slight change in height from 1.05 eV
to 1.04 eV. The thickness cannot be fitted and is fixed at 1.5 nm. This significant change
in the tunnel barrier area and the poor fit is an indication that for a different tip the oxide
tunnel barrier is different. The oxide tunnel barrier between the tip and the Mn is likely
to be different because of the individual shape of each tip. Each time a contact is made to
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Figure 7.7: I/V data from a 10 ML Mn film on 2D Er Silicide on silicon. IV.x fit with
optimised oxide tunnel barrier thickness of 1.5 nm.
Figure 7.8: I/V data from a 10 ML Mn film on 2D Er Silicide on silicon taken with an
alternative tip to figure 7.7 but using the same oxide tunnel parameter.
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the surface, the amount of pressure applied by the tip may alter the thickness of the oxide
layer, in turn altering the tunnel barrier and the contact resistance.
Altering Doping Concentration
As this sample was designed to use the 2D RE silicide layer to act as a delta doped layer,
the doping concentration may not be that of the silicon (5× 1021 m−3). We ran several fits
at different doping concentrations with no significant change in the χ2 value. A change
in the doping concentration from 1022 m−3 to 1024 m−3 only produced a decrease in the
χ2 of 1× 10−6 and no noticeable change in the fitted curve. A concentration of 1025 m−3
obtained a slightly worse fit with an order of magnitude increase in the χ2 value. The
increase in doping concentration is expected to have little effect on the I/V curve as this
only effects the image force lowering; however, if the doping concentration is high then
tunnelling through the barrier has a higher probability, as the higher doping narrows the
barrier. Altering the doping maybe more important if tunnelling through the barrier was
included in the model.
7.4 Conclusion
The manganese samples were very challenging samples not only to grow, due to the extra
steps in the growth procedure and careful control required of the temperature, but also to
take I/V data from due to the island structure size and the oxidation of Mn. The growth of
Mn on 2D erbium silicide has been shown to work in a similar manner to previous work
done on HoSi2 with slight alterations to the annealing temperatures. The Mn island size
has successfully been increased to 20 nm diameter; however, the quality of the Mn islands
is unknown at present.
These initial feasibility studies have shown that taking data from islands less than 100
nm in diameter using the Nanoprobe is very challenging because they cannot be imaged
in the SEM or imaged with the STM. This is because the SEM resolution is limited by the
long working distance of the column to allow access for the tips. Imaging is also hindered
by the presence of the grounded tips, affecting the contrast of the image. To have more
success at measuring islands on this scale, a more stable Nanoprobe would be required
with higher resolution STM abilities to enable scanning of the islands. These Mn samples
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are susceptible to oxidation over the course of transport to LENNF and a 24 hour delay
between growth and I/V measurement. Ideally, to improve this the samples should be
grown in situ. This has been shown by the requirement of an oxide tunnel barrier to fit the
curve in the forward bias. Further evidence for the tunnel barrier has been gained from
TEM imaging, showing that the sample is heavily oxidised. The analysis has shown the
SBH of the manganese on 2D RE silicide to be∼1.1 eV. This is a high value for the 2D RE
silicide, which we would expect to be 0.4 eV and for the Mn where we would expect 0.67
eV.142 This could be due to the oxide altering the structure or the growth, produced Mn
and Er silicide. The program has very successfully fitted to these curves with the addition
of an oxide tunnel barrier, however this assumption of the gentle curve being all from the
oxide layer maybe altering the extracted SBH. The very gentle turn-on of the curve means
it is hard to pin point the turn-on of the SB which may lead to a large error in the extracted
SBH.
Chapter 8
Conclusions and Further Work
8.1 General Conclusions
This work sets out to measure the Schottky barriers of low dimensional structures to fur-
ther the development of spintronics. This work has demonstrated that the quality of the
interface affects the Schottky barrier and more so, the contacts to the sample affect the
measured I/V curve. The effect of the contacts plays a key role in the shape of the I/V
curve and ultimately how well the parameters can be extracted. Combining already exist-
ing standard SB theory in the development of a new fitting routine allowed the I/V curves
to be fitted with confidence. The fitting routine was tested using NiSi2-silicon(111) sam-
ples and then modified in the light of findings. This allowed us to learn how the fitting
program operated and when to realise the outcomes were not realistic. This gave confi-
dence in the program before work on ErSi2 low dimensional structures was undertaken.
8.1.1 Development of IV.x, the Fitting Routine
The graphical fitting methods developed by Norde and Werner and used in this thesis, have
shown that series and shunt resistances are important in the extraction of the SBH. These
methods although producing an acceptable result for the SBH are confined to only using a
handful of data points on the I/V curve, this is where the strength of a computational fitting
routine shows. Although for the test case, the newly developed fitting routine, IV.x gave
very similar results to the Werner graphical plots, we can have much more confidence in
the computational fitted values because the whole curve is utilised. The new fitting routine
IV.x includes, the series and shunt resistances, image force lowering of the barrier and
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tunnelling through the barrier, when it is under reverse bias. The latter two are additional
theory to what is used in the graphical fitting methods. The program can fit to two SBH,
two areas, two ideality factors, two shunt resistances and the series resistance. The routine
is capable of handling two barriers and has been used with two back-to-back SBs and also
in the configuration of one SB and an oxide tunnel barrier. When the oxide tunnel barrier
replaces one of the SB the area and tunnel barrier are fitted instead, the oxide thickness
cannot be varied by the fitting program. This addition of the oxide tunnel barrier enabled
much of the fitting to contacts where the I/V curve had been affected by the tip contact
oxide layer. The fitting routine has proved to be very robust and produces fitted parameters
for the majority of curves. However, the tests taught us how to interpret these results and
recognise that not all I/V curves are from a well ordered contact. For example, when a
large ideality factor or an unrealistic area are obtained these values should be questioned,
as this identifies a possible poorly formed interface. The fitting routine does not remove
the need to inspect the experimental I/V curve and the obtained fit to this data.
8.1.2 Nickel Silicide on Si(111)
The growth of NiSi2 as a test material for the fitting routine required the fast deposition
rate of the MBE system. However, no evidence for the growth of the A-type interface ori-
entation was seen, it is assumed that these samples were either B-type or a mixture of both
orientations. This is supported by the extracted SBH for these samples being more con-
sistent with the expected B-type value. The samples grown to be B-type orientations were
more successful, with the fitting routine obtaining values for the SBH of 0.816±0.016
eV with an effective SBH of 0.797±0.016 eV which agrees with the value of 0.79 eV
previously reported by Tung.20
8.1.3 Erbium Silicide on Si(111)
The growth of thick, 10 ML ErSi2 masked dots produced a pinhole crazed surface. This
inhomogeneous surface produced some striking results in the form of a reproducible hys-
teresis, with the shunt resistance and the SBH being the main changes between the curves.
This sample highlights the difficulties of understanding the properties of the interface when
the structure is not well ordered.
8.1 General Conclusions 167
Self assembled islands of ErSi2 were grown on Si(111) producing a better structure.
These demonstrated the Nanoprobe technique of collecting I/V from low dimensional
structures. These samples also highlighted the importance of the back contact to the sam-
ple. This needs to be an ohmic contact or a very leaky Schottky barrier if the SBH of the
island-silicon interface is to be extracted. The islands of ErSi2 gave an average SBH of
0.45± 0.09 eV. The temperature variation provided a very successful test not only for the
Nanoprobe but for the fitting routine as well. The fitting program does not fit to tempera-
ture but allows the measured temperature from the experiment to be input. This set of data
taken over a temperature range of 179 K to 321 K showed an almost constant SBH with
an average of 0.45 ± 0.03 eV which corresponds closely to previously reported values of
0.39 eV. The Van der Pauw sheet resistance measurement for the ErSi2 island obtained a
value of 2874 ± 21 Ω/sq and a resistivity of between 2.87 − 5.75 × 10−4 Ωcm assuming
the thickness of the island is between 1 and 2 nm respectively. As expected for a low
dimensional structure this is a higher value than that for bulk ErSi2 of 3.4× 10−5 Ωcm.
8.1.4 Erbium Silicide Nanowires on Si(001)
The smaller the structure to be probed, the more sensitive to oxidation it becomes. This
caused a big problem for the NW samples and the I/V curves were only fitted using an
oxide tunnel barrier in addition to a SB. These samples tested the Nanoprobe to its limit,
to achieve four sharp tips in contact with the same NW. The SBHs extracted from the I/V
curves for these NW samples were 0.62 eV and 0.74 eV, although not unreasonable for a
transition metal, the SBH of these NW were expected to be similar to the ErSi2 islands of
0.39 eV. These SBHs maybe higher than expected due to the oxide tunnel barrier smearing
out the position of the SB turn-on. These NW are also made up from bundles of wires
which might be having an effect on the SBH.
8.1.5 Manganese on Ultra Thin Erbium Silicide on Si(111)
The growth of manganese on a 2D layer of ErSi2 has been shown to be possible with an
average island diameter of ∼20 nm. These however, require a new technique to obtain
I/V curves from as the Nanoprobe was unsuccessful in imaging the islands in the SEM.
This is because the working distance of the Nanoprobe SEM is long to allow space for the
tips underneath the column; the tips also alter the contrast reducing the resolution of the
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instrument. The use of a film of Mn on 2D ErSi2 could be used as a buffer layer, however,
preliminary results show the SBH to be surprisingly high at 1.1 eV indicating that the
sample is not as well ordered as intended and possible tunnelling effects are altering the
extracted SBH measurement.
Using an oxide tunnel barrier to fit to the gentle turn-on of these and previous I/V
curves has enabled a better fit judged by the χ2 value. However it should be noted that for
the manganese samples and the NW samples the SBH has been larger than expected. This
could be due to the fitting program not finding the real turn-on of the SB, because it has
been smeared out by the tunnel characteristics. This could be exaggerated by the fact the
program can not fit to the oxide tunnel thickness.
8.2 Further Work
8.2.1 Instrument and Technique Development
The fitting program IV.x has proved to be very robust with the I/V curves that we have
fitted. However allowing the fitting program to fit to the thickness of the oxide tunnel
barrier would enable us to investigate if the SBHs are high due to the incorrect choice of
oxide thickness or because the information is not accessible from the I/V curve. If this
can be answered and an oxide tunnel barrier is not a hindrance to the fitting process, the
next steps would be to expand the program to fit a back-to-back SB and a oxide tunnel
barrier. The next major addition to the fitting program would be the ability to handle in-
homogeneous SB. This would allow us to revisit some of the data that we suspect is from
an inhomogeneous interface. The transport mechanism of tunnelling though the SB has
not been included for the forward bias regime; this would be another future addition. To
be able to achieve this the theory would need to be revisited to ensure that the different
sections of theory mesh together and double turning points do not arise, as did for the
image force lowering. This tunnelling behaviour would be necessary for the inclusion of
nanoscale theories, to deal with the enhanced tunnelling through the SB in low dimen-
sional structures. The addition of other nanoscale effects, such as barrier lowering, would
enable a better interpretation of the NW samples.
The Nanoprobe has been a very successful tool in collecting high quality I/V data and
the vacuum transfer has been invaluable. However some of the samples have still shown
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oxidation which might be reduced further if the samples were prepared in situ, minimising
the time between growth and measurement. The Nanoprobe struggles with very small
structures, especially when the SEM cannot image them satisfactorily because there are
four tips under the lens. One option is to develop a new system where an atomic resolution
STM was able to image a sample and then be taken into contact. This currently cannot be
done in one of the systems in York due to the in-vacuum amplifiers which limit the current
that can be supplied to the tip.
8.2.2 Note After Viva - Peripheral Tunnelling
Steve Wilks the external examiner bought to the attention of the author the idea of en-
hanced peripheral edge tunnelling which could explain the soft turn on of the SB. A brief
mention of tunnelling being more prominent in nanostructures was mentioned in section
2.5. At the edge of a metal contact on a semiconductor the field lines become more
crowded enabling tunnelling to become an easier transport channel. As the diode con-
tact is shrunk the edge has a higher contributing factor compared to the inside area, hence
this effect becomes noticeable. This effect could explain the characteristics seen in the
majority of curves taken from low dimensional islands and nanowires in this thesis. It was
felt that edge tunnelling is more important than the oxide tunnelling already used. The idea
to include forward tunnelling into the fitting program with the addition to allow enhanced
peripheral tunnelling should now be a priority for the development of the program.
8.2.3 Future Experiments
This project has opened up the area of research at York into low dimensional Schottky
barrier measurement tackling the instruments and techniques needed to obtain high quality
I/V measurements. The SBH extraction from the obtained I/V curves is also a challenge
but the consolidation of several theories into a new fitting routine has provided a reliable
way to analysis the curves.
If the model was capable of fitting to I/V curves from inhomogeneous samples, the
analysis could be redone on the NiSi2 samples, to obtain a more satisfactory solution to
the A-type samples and the 1000 µm dots. To satisfactorily complete the NiSi2 further
growth of A-type samples would be required to obtain samples of pure A-type orientation.
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This could be identified by the use of LEED-IV, to look at the structural fingerprint of the
NiSi2-Si interface. This would be possible to further validate with some cross sectional
TEM work on the samples. All the work presented on NiSi2 has been on Si(111), whereas
there is published work on Si(100) which reports a difference of 0.25eV between the SBH
of NiSi2 on Si(100) and A-type orientation NiSi2 on Si(111), this could be another test
experiment for the fitting routine.
The work on ErSi2 islands could be extended to other RE metals. If a technique to mea-
sure small structures using an STM is developed and the islands are grown with smaller
dimensions the size effects maybe observable. The size effects might include the lowering
of the SBH as the diameter of the island decreases below the distance the depletion region
extends into the silicon or enhanced tunnelling though the barrier. Further temperature
measurements could be also be carried out.
The Si(001) NW samples have a large promise for further work as little is known
about their conductivity and if any junctions exist between different section widths. Again,
different RE metals could be tried and then the NW could be reduced in size to remove the
possible bundling. This would increase the chances of knowing what the structure of the
NW is. Now the Nanoprobe has the addition of the switch box which should remove the
risk of electrical discharge at the tips, a return to take a four point probe measurement along
the NW would be possible. This would measure the resistance of the wire without the
presence of the contact resistance. Finally the ‘T’ shaped NW could hold some interesting
physics if there is a SB between the main NW and the side arm. The side arm may enable
the conductance of the main nanowire to be changed by the application of an electric field.
The islands of Mn on 2D ErSi2 on Si(111) require a technique to measure such small
objects. If the successful measurement of the I/V can be made from these structures the
idea of using the 2D RE layer as a delta doped layer can be assessed. Not only could this
type of structure alter the SB of the contact and be engineered for spintronic applications
but the prevention of the transition metal reacting with the silicon could have other tech-
nological applications. To see if the RE has worked as a buffer layer, TEM imaging of
the interface would identify if any mixing has occurred between the silicon and the man-
ganese. If this was possible the growth investigation could be extended to other transition
metals on ultra thin RE layers.
Appendix A
Transport to LENNF
Figure A.1: Mini Adventure - Transport for the vacuum suitcase with the samples studied
in this thesis.
Appendix B
The Vick’s “ Chocolate Stuff ”
Ingredients
4 oz Hard margarine
1.5 tbsp Golden syrup
1 dsp Sugar
1 dsp Cocoa powder
2 dsp Drinking chocolate
2 oz Raisins
0.5 lb Rich tea biscuits
Chocolate to cover
Method
• Melt margarine, golden syrup and sugar in a large saucepan
• Add cocoa powder and drinking chocolate to the pan
• Crush rich tea biscuits
• Add biscuits and raisins to the pan; stir well
• Put mixture into a pre-greased dish and squash to form a flat surface
• Allow to cool then pour melted chocolate over the top
• Allow to cool then cut into squares
• Enjoy
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