A (generalized) stochastic fluid system Q is defined as the one-dimensional Skorokhod reflection of a finite variation process X (with possibly discontinuous paths). We write X as the (not necessarily minimal) difference of two positive measures, A, B, and prove an alternative "integral representation" for Q. This representation forms the basis for deriving a "Little's law" for an appropriately constructed stationary version of Q. For the special case where B is the Lebesgue measure, a distributional version of Little's law is derived. This is done both at the arrival and departure points of the system. The latter result necessitates the consideration of a "dual process" to Q. Examples of models for X, including finite variation Lévy processes with countably many jumps on finite intervals, are given in order to illustrate the ideas and point out potential applications in performance evaluation.
Introduction
In an attempt to understand the behavior of stochastic fluid systems, [7] considered a continuous process Q, with Q(0) = 0, defined as the reflection of fA(t) ? ct; t 0g, with A : R + ! R + continuous and increasing, A(0) = 0, and c a positive constant. To attach a physical meaning to the problem, we think of A(t) as the cumulative arrival process in a buffer in a communication network, on the interval 0; t], and assume that the contents of the buffer (measured in bits) are being served at constant rate c bits/second, whenever the buffer is positive. Defining Q as the reflection of fA(t) ? ctg precisely captures the dynamics of the system: for instance, if A is differentiable with derivative bounded by c on some interval, then, on the same interval, the queue is zero while the departure process matches the arrival process. Under the above assumptions, the following "integral representation" for Q was derived:
Q(t) = Z 1 0 1(s < t < s + c ?1 Q(s)) A(ds); t 0:
Part of this work was done while the first author was visiting the Technical University of Braunschweig; supported in part by NSF Faculty Career Development Award NCR-9502582, Grant ARP-224 of the Texas Higher Education Coordinating Board, and T.U. Braunschweig.
This was used, among other things, in the derivation of Little's law for a stochastic version of Q, under standard stationarity assumptions. In the same paper, it was observed that (1) does not hold if Q(0) 6 = 0 or if A is discontinuous. A rather interesting observation, regarding the integral representation (1) and noticed in [7] , is that if fA(t)g is replaced by fA(t) + tg, and c by c + then the right hand side of (1) becomes R 1 0 1(s < t < s + (c + ) ?1 Q(s)) (A(ds) + ds), but this does not change Q, as can be seen from its original definition as the reflection of fA(t)?ctg. These assumptions and observations left some a number of questions unanswered, and those, together with further extensions and applications, are considered in this paper.
We thus consider a more general version of the system and define Q (Section 2) as the reflection of a finite variation process X. Throughout the paper, a finite variation function is defined as a càdlàgfunction which has finite variation on any finite interval; the left-continuous version of a càdlàgX is denoted by X ? . We arbitrarily decompose X as X(t) = Q(0)+A(0; t]?B(0; t], where A, B are (non-negative) locally finite Borel measures, and Q(0) an arbitrary initial condition, and give an integral representation for Q, that generalizes (1) and thus answers the questions that were left open in [7] . The decomposition of X is not necessarily the standard (minimal) one, and so A and B do not necessarily have disjoint supports. We also stress that we nowhere make the assumption that A or B have finitely many discontinuities on finite intervals. This justifies the approach taken in this paper, which avoids relying on an explicit enumeration of the discontinuities.
Our next objective is to examine a stochastic version of the system. It is assumed that A; B are jointly stationary random measures, on some probability space ( ; F; P), with finite intensities. The goal is the derivation of Little's law, i.e., a formula which expresses the expectation of Q(0), under P, in terms of the expectation of a related quantity, under the Palm distribution P A with respect to the random measure A. For example, when A is a continuous with mean rate , and B equal to the Lebesgue measure, we have EQ(0) = E A Q(0); this special case was proved in [7] by following the standard technique of applying a Campbell formula (see, e.g., Matthes et al. [8] ) to (1) . The same method, applied to the more general integral representation formula (5), yields the general form of Little's law (Theorem 2). This is done in Section 3. We refer to the result of Theorem 2 as the "ordinary Little's law" in that it deals with the expectation of Q(0).
A more general version of Little's law, called "distributional Little's law", is possible under the assumption that the server is deterministic. This is the topic of Section 4. The distributional Little's law gives an expression for E (Q(0)) for general measurable functions and is derived by means of Lebesgue-Stieltjes calculus. In a sense, the distributional extension of Little's law is a generic type of result for stationary and ergodic queues that can, in some special cases, yield explicit formulae for the Laplace transform of Q(0).
The last contribution of this paper is an examination of Little's law from the point of view of the departure process. This is done in Section 5. Again, in order to avoid conceptual difficulties, we work only with the case of a deterministic server. In addition to the process Q, we consider an associated "dual" process Q . This defined as the time spent in the system by the particle departing at time t. A very short argument shows that Q and Q have identical one-dimensional marginals (but not higher-dimensional ones), an observation which has, in the past, been made for classical queues [1] . This is, in disguise, a generalization of Little's law: it forms a distributional version of Little's law from the departure point of view.
Integral representation
We start by formally constructing a (generalized) fluid queue by means of Skorokhod reflection.
Consider two locally finite measures A, B, defined on the real line (R; B(R)), and a number Q(0) 0. Define the finite variation process X(t) := Q(0) + A(0; t] ? B(0; t]; t 0; (2) and let Q = fQ(t); t 0g be the process obtained by reflecting X at zero, namely,
where L is increasing, càdlàg, such that Q(t) 0 for all t 0, and 
The proof of such a formula is clear in case G is sufficiently smooth (not necessarily convex). For the convex case, the proof is based on a suitable monotone approximation of g, as in Protter for all s t, and so G(h(t)) = Q(t); G(h(0)) = (Q(0) ? B(0; t]) + :
If s is a point of increase of L then Q(s) = 0 and so G(h(s)) = g(h(s)) = 0. 
which can also be written as integral with respect to A d , as stated in the theorem. Substituting (7), (8) and (9) into (6) proves (5).
Remarks:
1. If A is purely continuous and Q(0) = 0, then the formula simplifies to Q(t) = R t 0 1(Q(s) > B(s; t])A(ds), regardless of the properties of B; the B=Lebesgue case was dealt with in [7] . 2. When A is purely atomic with atoms 0 < T 1 < T 2 < , the formula becomes Q(t) = (Q(0) ? B(0; t]) + + P 0<Tn t (Q(T n ) ? B(T n ; t]) +^ A(T n ), and this is a "classical queueing formula".
3. It is thus pleasing that, even for general A, B, the integral formula for Q consists of two parts that can separately be interpreted as above.
4. It is obvious that the reflected process Q in (3) depends only on the process X and not on its decomposition. Although this is less obvious in the formula (5), it is, of course, also the case that the particular decomposition of X is irrelevant. Naturally, if allowed, one would choose the minimal decomposition with A, B having disjoint supports. 5. It is well-known that the transformation Q(s) 7 ! Q(t) has the semigroup property (see (10) below for the precise meaning of this), as this can be directly verified from (3) and (4). Same property is enjoyed by (5).
Ordinary Little's law in a stationary context
In this section we prove "ordinary" Little's law, i.e. an expression for the expectation of Q(t), provided that Q is stationary. Let ( ; F; P) be a probability space supporting a flow f t ; t 2 Rg that preserves P. On the same probability space consider a stochastic process fX(t); t 2 Rg such that (i) X can be represented as the difference of two locally finite random measures, and (ii) X is compatible with the flow , in the sense that X(t) ? X(s)] u = X(t + u) ? X(s + u), for all s < t, and all u (viz., X has stationary increments). We write X(s; t] := X(t)?X(s) to emphasize that it is the increments of X that play a role. Consider now s;t (q) := sup s u t X(u; t]) _ (q + X(s; t]); q 0; s t:
The interpretation is that, for fixed q and s, the process f s;t (q); t sg is the Skorokhod reflection of fq + X(s; t]; t sg. The family f s;t = s;t (!; q)g ?1<s t<1 of measurable functions on R + is a 2-parameter flow in the sense that it satisfies the semigroup relation s;t = u;t s;u ; (10) where the composition refers to the mappings q 7 ! s;t (q) and the !-dependence is suppressed in the notation. Obviously we have s;s = identity. Also, is compatible with the flow , in the sense that s;t (q) u = s+u;t+u (q). We are looking for a -compatible solution of Q(t) = s;t (Q(s)); s t; (11) in the sense that Q(t) u = Q(t + u), for all t and u. 
Then there is a unique finite -compatible solution to (11).
For a proof of this in a much more general context (feedforward networks and multi-dimensional inputs), see Kella [3] . That paper uses results from Kella and Whitt [5] . For completeness, we now give a very short and direct proof of Lemma 1. It is clear that Q(t) := sup ?1<u t X(u; t]: (12) is -compatible, satisfies (11) , and is finite due to (C1). Now, if Q 1 ; Q 2 are two finite -compatible solutions then so is Q := Q 1 _ Q 2 , as can be checked directly from the definition of . Since fQ(t) > 0; all t > 0g fQ(t) = Q(0) + X(0; t]; all t > 0g:
and (C2) holds, it follows that P(Q(t) > 0; all t > 0) = 0. Hence P(Q 1 (t) = Q 2 (t) for some t > 0) = 1. Since Q i (u) = t;u (Q i (t)), i = 1; 2, u > t, we also have P(9t 8u t Q 1 (u) = Q 2 (u)) = 1, and so P(Q 1 = Q 2 ) = 1. This assumption is needed mainly because we are interested in expressing the results below in terms of the Palm probability P A , referring, e.g., to Matthes et al. [8] and Baccelli and Brémaud [1] for this fundamental notion. We denote by E A the expectation with respect to P A , and make free use of the so-called Campbell's formula, relating P A to P. We stress that P A is the normalized Palm measure, i.e., it is a probability measure. This proves (15). To see the validity of (16), write
and split the first term of (15) into two terms. Note that division by A(0) poses no problem since P A d ( A(0) > 0) = 1. Note: All integrals are well defined but might take the value 1. We have not assumed that Q(0) is integrable. We also mention, in particular, the paper of Miyazawa [9] , dealing with stationary fluids by introducing a so-called detailed Palm distribution. In the approach above we avoid doing so, but proceed, instead, more directly.
Some special cases
Although the general formulae (15), (16) appear at first glance complex, they often simplify and encompass a number of interesting special cases: It is only this special case of the general formula that was derived in [7] .
Purely atomic arrival process:
Here A c is zero and so only the second term of (16) 
5. Deterministic arrival process; general service process: Then A(s; t] = (t ? s), for some . Hence P A = P and Little's law becomes EQ(0) = EB ? (Q ? (0)):
6. General arrival process; deterministic service process: Let be the rate of the arrival process.
The service process is a multiple of the Lebesgue measure. Hence B ? (x) = x= and we can assume without loss of generality that = 1. The integral in (15) can be computed explicitly. The corresponding Little's law reads
Assume now that A is a purely atomic and that N( ) := P t 1( A(t) > 0)1(t 2 ) is a point process (i.e. locally finite) with a finite intensity N . Clearly N = ?1 E N A(0). Given the simple relation between P N and P A , we can rewrite (18) as
which is a well-known formula in classical queueing theory (see e.g. [1] , p. 160).
An example
A typical arrival process A that fits our assumptions is the Gamma(a; b) process (see Bertoin [2] 
The process has rate = EA(0; 1) = E P 0<t<1 A(t) = R 1 0 x (dx) = a=b. Choose now the service process B to be linear with rate = 1. To ensure a stationary Q, suppose = a=b < 1. Here we obtain
This formula is, in principle, known (it can be obtained analytically by means of Wiener-Hopf factorization), but shows the applicability of the methods of this paper.
Distributional Little's law
A more general form of Little's law is derived in this section, under the assumption that B is deterministic, say, B(0; t] = t. The approach taken is based on a change of variables formula and is related to the so-called "rate conservation laws" developed by Miyazawa [10] . A is a stationary random measure with rate < 1. Let Q be the unique stationary solution of Q(t) = Q(s) + A(s; t] ? (t ? s) + L(s; t]; s t; and recall that L does not charge the set ft : Q(t) > 0g. The following theorem is the main result: it is a "balance relation" for expectations of functions of Q(0), and is derived independently of Theorem 2. The latter sum can be re-written as Taking expectations in (21) we obtain
Equivalently, we re-write this in terms of as The following discussion is aided by the introduction of the point process on R 0; 1) associated with the jumps of A:
Campbell's theorem shows that its intensity measure is given by
where (see also [9] )
It follows immediately that ("; 1) < 1 for all " > 0 and that d = R x (dx) < 1. Therefore the following quantity is finite for all > 0: where is given by (23).
The independence assumption in Corollary 2 holds, for instance, if N := ( 0; 1)) is a stationary point process with finite intensity and is an independent marking of N. This conclusion can be generalized to accommodate also an infinite number of jumps on finite intervals. We shall not pursue this matter here.
If A is a Lévy process, namely, a subordinator, then is just its Lévy measure, and if A has drift zero, then ( ) = log E exp ? A(0; t]] is the characteristic exponent of A. In this case the independence assumption in Corollary 2 is satisfied and it is, moreover, easy to prove that Q ? (0) has the same law both under P A and under P. Hence (24) 
We are now interested in the departure process
D(s; t] = (t ? s) ? L(s; t]:
Even though the arrival process A is a general random measure, the departure process D is a continuous random measure. (This is due to the continuity of the service process B.) Hence, from the departure point of view, we can expect a Little's law akin to (27). To discover it, we first define the Virtual Departure Time process S(t) := t + Q(t):
The terminology stems from the physical interpretation of the system: if a particle arrives at time t then it departs immediately if the buffer is empty. Otherwise, if Q(t) > 0 and Q(t?) = Q(t) then the particle waits a time equal to Q(t) before it departs. Finally, if Q(t?) 6 = Q(t), the quantity S(t) represents the waiting time of the last bit of the "batch" arriving at time t. Note that S is an increasing process. Indeed, (26) 
where the second equality follows from S(t) t for all t, and so S (s) s for all s. The process S is increasing, right-continuous, and satisfies A natural name for S is Virtual Arrival Time process: if a particle departs at time s then the same particle enters the system at the earlier time S (s). It is not necessary to attach the physical interpretation to S , for the arguments below are not based on it; it is, however, helpful to think in terms of the physical picture.
We next define Q (s) := s ? S (s); s 2 R:
First, observe that Q (s) 0, for all s. Based on the physical interpretation for S , we may call Q as the Virtual Sojourn process, for it gives the total sojourn time spent in the system by the departing particle. Alternatively, we may refer to Q simply as the dual process to Q. It is very easy to obtain the Q from Q, path-by-path. The converse, i.e. obtaining Q from Q is also possible due to the fact that (S ) = S. Figure 1 is helpful for visualization. Next we prove that the processes Q and Q (which are jointly stationary) have identical 1-dimensional marginals, under the probability measure P, but higher-dimensional marginals are, in general, different. Indeed, we consider the event fQ(0) xg and write it as follows: fQ(0) xg = fS(0) xg = f0 S ? (x)g = f0 x ? Q ? (x)g = fQ ? (x) xg; where the second equality follows from the relation between S and its generalized inverse S . To be precise, we had to use S ? , the left-continuous version of the generalized inverse. Thus, P(Q(0) x) = P(Q ? (x) x) = P(Q ? (0) x) = P(Q (0) x);
where the second quality follows from the stationarity of Q , and the third equality follows from the fact that Q and Q ? have identical 1-dimensional marginals under P. This proves the claim. That Q and Q have different higher-dimensional marginals, is obvious from the figure. The last property that we will need below is that Q(t) > 0 if and only if Q (t) > 0. This follows again from the relation between S and S , namely, S(t) > t if and only if S (t) < t. Let us now denote by P D the Palm probability of P with respect to the stationary random measure D. The latter has rate . We compute P D (Q (0) x) as follows: 
The distributional Little's law, from the departure point of view, reads:
(1 ? ) (0) + E D (Q (0)) = E (Q (0)) = E (Q(0)):
This looks very similar to (27)-the distributional Little's law, from the arrival point of view, if the arrival is continuous (which is not the case, in general).
We now have two distributional Little's laws. One is (20) and the other is (32). To summarize, we have proved the following: (It would be an interesting exercise to derive the latter equality directly, and not through the fact that they are both equal to E (Q(0)). We will not do so here.)
Finally, our results allow us to shed some light into the seemingly naive question "What is traffic intensity from the system point of view?" Traffic intensity, from the arrival point of view is merely the rate at which work enters the system, i.e., in out case, . In a "classical queue", i.e. a G=G=1-type queue, the traffic intensity also gives the stationary probability that the queue is nonzero. In a fluid queue however, the queue may be zero, yet the server busy-a fact responsible for the difficulty in obtaining explicit results in practice. To interpret , the traffic intensity, as the stationary probability that the queue is non-zero is, in general wrong. The correct interpretation follows from Little's law. Indeed, letting x ! 0 in (31) we obtain P D (Q (0) > 0) = P(Q(0) > 0). But fQ (0) > 0g = fQ(0) > 0g. Hence = P(Q(0) > 0) P D (Q(0) > 0) : Since Q(0) > 0 implies that "server is busy at time 0", while P D (Q(0) > 0) is the probability that Q(0) > 0 "conditional on the server being busy at time 0", it follows that the ratio above equals the "probability that the server is busy". This is the so-to-speak correct interpretation of the traffic intensity from the system point of view. In general, P(Q(0) > 0) .
