Numerical modelling has become commonplace in the development of offshore structures, however for dynamic systems such as Wave Energy Convertors (WECs) conventional numerical tools may not be able to capture the full range of behaviours required for engineering analysis. This is particularly problematic in extreme seas where the nonlinearities and coupled nature of these systems become important. In this work a fully nonlinear, coupled tool for simulation of WECs is produced and compare with physical measurements. Regular wave interactions with both a fixed and freely-pitching, 1:10 scale model of the Wavestar are reproduced numerically. The numerical model is shown to be capable of predicting the pressure on the float's surface and the fully coupled motion of the device. However, the results indicate that the higher-order free surface behaviour in the vicinity of the device is not being captured correctly. Finally, the numerical model is shown to cope with an extreme regular wave including large amplitude motion, full submersion and high levels of free surface distortion. The results presented suggest that the quality of the numerical reproduction does not decrease with wave steepness; however the execution time of simulations increases significantly with increased float oscillation.
Introduction
The continued increase in the performance-to-cost ratio of modern computers has meant numerical models can now provide the quantitative description required for the engineering analysis of marine structures, like Wave Energy Converters (WECs), without the need for an exhaustive series of complex, and has then been made along with a discussion on the ability of fully nonlinear CFD methods to model the coupled motion of WECs. A full description of the complete experimental program is given by Jakobsen [15] .
Literature
In the case of nonlinear, time-domain simulations including multiphase flows 80 and dynamic systems such as wave energy devices, it is common for the number of degrees of freedom to be artificially restricted. This makes the application and analysis of their behaviour easier to interpret. For the Wavestar, however, the structure is only able to move in a single degree of freedom (pitch), providing the necessary gradual increase in complexity from fixed structures without 85 simplifying the actual behaviour of the device. Furthermore, the restriction on the degrees of freedom provides all of the required constraints on the body's motion without the need for additional restraints such as moorings.
In much of the relevant literature the complexity of the model is reduced even further by 'driving' the motion of the structure and therefore removing 90 any coupling between the pressure and viscous forces from the fluid and the movement of the structure.
Qian et al. [16] modelled the entry and total immersion of a wedge-shaped body driven with constant vertical velocity into initially calm water. In a separate simulation they also modelled the emergence of the wedge from beneath 95 the water's surface. Their fully nonlinear NS method was based on the Cartesian cut cell technique for tracking moving solid boundaries and, despite having no experimental data for comparison, they showed it was capable of handling complex two-phase flows with moving bodies, interface break-up and recombination. 100 Kleefsman et al. [17] present results for constant velocity water entry of two 2D wedges and a 3D cone using the Volume Of Fluid (VOF) based NS solver ComFLOW. They found that, with a fine grid, ComFLOW was able to resolve the jets on either side of the wedge in good agreement with visual observations. However, not all of the droplets and smaller details were captured by the 105 model. In 3D, and with a coarser grid, the jets on the side of a 3D cone were less well resolved but the slamming coefficient was found to be in good agreement with theory. Kleefsman et al. [17] also showed a comparison between numerical simulations and experimental results for the entry of a circular cylinder with constant velocity. They found that the free surface shape and the vertical 110 hydrodynamic force computed compared well with experiments but the initial impact was slightly underestimated by ComFLOW. It was also concluded that a very fine mesh was required to resolve the free surface behaviour but this did not have a large effect on the total hydrodynamic force.
Zhang et al. [18] modelled both the entry and exit of a circular cylinder with surface and comparable values for the slamming coefficients.
Westphalen et al. [19] solved the fully nonlinear NS equations for a cone, but in their work the structure was driven in heave at the free surface using a 120 Gaussian wave packet. They found their control-volume Finite Element (CV-FE) method predicted the high order force components on the structure well, although the model over-estimated the peak and under-estimated the minimum forces on the cone [20] . It was also found that the maximum and minimum surface elevations produced by the cone were over-and under-predicted re-125 spectively, particularly at high driving frequencies. Further-still, although the motion of the cone was not coupled with the fluid forcing, the inertia and drag forces on the structure appear to be much more complex than those for standard water entry problems i.e. there was a phase difference between the maximum flow velocities and the speed of the cone [20] .
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Bangun and Utsunomiya [21] investigated the viscous forces acting on a 2D
barge with prescribed sinusoidal roll motion using an NS solver based on the Finite Volume Method (FVM) and using the Semi-Implicit for Pressure Link Equations (SIMPLE) algorithm. They found that viscosity plays an important role in problems involving floating bodies particularly in terms of the motion 135 damping coefficients.
As well as greatly increasing the complexity of the geometry over similar examples in the literature, in the application reported here the motion of the device is coupled to the hydrodynamic loading of the surrounding fluid. Simulations in which the motion of a moving object is calculated from the interaction 140 between the object and the fluid dynamics are far more scarce.
Kleefsman et al. [17] modelled a wedge freely falling into initially still water using ComFLOW. When compared with experimental data they found that the force exerted on the wedge was over-predicted and consequently the vertical velocity was under-predicted.
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Zhang et al. [18] also modelled the free falling wedge using their level-set method. They too found that the force was over-predicted leading to a greater deceleration and slower motion. Both Kleefsman et al. [17] and Zhang et al. [18] explain these discrepancies in terms of 3D effects which were not accounted for in their 2D models.
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Agamloh et al. [22] simulated regular wave excitation of a cylindrical WEC able to move only in heave using the commercial CFD package COMET. The
Reynolds-Averaged Navier-Stokes (RANS) equations were solved using the VOF method and a High Resolution Interface Capturing (HRIC) technique for the free surface. Additional code was written to calculate the displacement of the 155 buoy at each time step and instead of using mesh motion, their method required the mesh to be regenerated at every timestep. A second buoy was added to the domain in order to investigate interaction effects but no experimental results were provided to validate the model.
Hu et al. [23] modelled the interaction between an extreme wave and a 160 hemispherical-bottomed cylindrical 'Bobber' which was constrained to motion in heave. They recorded the displacement, run-up, force and vertical velocity of the float using the CFD code AMAZON-SC but did not compare their results with corresponding physical measurements.
Bhinder et al. [24] modelled a pitching, flap-type WEC in linear regular 165 waves using the commercial CFD code Flow-3D and a generalised moving object capability based on the FAVOR TM technique. They found that their model predicted the decay motion of the device well but under-predicted both the pitch motion and the torque on the device when subject to waves.
Chen et al. [25] compared results from a solver based on the OpenFOAM
The Numerical Wave Tank (NWT)
The NWT used here has been designed based on the work of Ransley [14] .
Using the open-source CFD libraries OpenFOAM R (version 2.3.0), the NWT solves the RANS equations for two incompressible, isothermal, immiscible fluids 180 using a VOF-based interface capturing scheme similar to that of Ubbink [26] .
Utilising the two-fluid Eulerian model, where the phase fraction equations for each fluid are solved separately, the interface-capturing method, described by
Rusche [27] , does not use a compressive differencing scheme. Instead an artificial compression term is added to the volume fraction equation in order to provide a
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sharper interface resolution [28] . The boundedness of the volume fraction equation is then achieved via a specially designed solver called Multi-Dimensional
Limiter for Explicit Solution (MULES) [27, 29] .
A segregated, iterative technique is used to solve separate matrix equations, In this work the pressure and phase fraction boundary conditions on all moving structures were the fixedFluxPressure condition and a zero gradient condition respectively. 
Results and Discussion
Test conditions comprise a pair of regular wave cases with the Wavestar device both fixed in place and able to freely pitch about the hinge point of the device. Details of the two regular waves are summarised in Table 1 . The surface elevation and fluid velocity at the inlet were prescribed us- 
Fixed cases
For the fixed cases the physical device was locked in place in its neutrally- However, the numerical results in the wake region are quantitatively quite poor.
Although the reduction in wave height behind the device has been captured in case B (Figure 6 ), in both cases the numerical simulation predicts some higher frequency disturbances in the surface elevation and the phase of the resulting 310 wave is incorrect. It would appear that the diffraction and scattering of waves has not been captured very well. However, it was observed that the physical device and support frame was not perfectly stiff and was able to move slightly, particularly in larger waves, producing radiated waves which may have affected these records. Also, at these locations, reflections from the tank walls (7.75 m 315 from the float centre) may have corrupted the results and some transverse waves were observed both up-and down-stream of the device after the larger wave experiments. As mentioned earlier, turbulence may play an important role in the wake region behind structures and so an investigation into appropriate turbulence modelling is required. It is also possible that an increased mesh resolution 320 is needed around the structure, to capture higher-order free surface behaviour, as the one used here has been designed based on mesh independence in the wave-only case [14] . rectional waves V y should be zero, therefore any variation in V y must be as a direct result of waves scattered (or radiated) from the device and this is likely to be heavily influenced by the over-predicted higher harmonics observed earlier 405 ( Figure 7 ). Despite this, in the shorter wave case (Figure 11c ) the numerical solution predicts V y and the presence of the scattered wave well, with a slight overestimation of the amplitude; in the longer wave case (Figure 10c) , however, the amplitude of V y is correct but the scattered wave appears to arrive out of phase compared with the physical measurements. It is possible that the dif-410 ferences in the scattered wave could go some way to explain the difference in surface elevation and vertical velocity in the along-crest direction from the float. For example, in the shorter wave case (Figure 11c ) the numerical solution for V y predicts a higher amplitude scattered wave than in the physical experiment and, arriving in phase at the ADV position, this will constructively interfere 415 with the incident wave to produce an overestimation of vertical velocity and surface elevation at this location. Furthermore, the differences in the scattered wave observed in the long wave case (Figure 10c ) could explain the unexpected flattening and sharpening of the surface elevation results to the side of the float (Figure 5d-e ). An additional concern is that, because there is no absorption 420 on the side walls of the NWT, any scattered waves will be re-reflected and are likely to affect the results in the test area. This is also the case in the physical experiments, however, in the numerical case the side walls are much closer to the test area and so this effect is not only different but compounded in the numerical simulation. For the shorter wave case (B) shown in Figure 13 the agreement is not so good. As with the velocities and pressures, the numerical simulation tends to over-estimate the amplitude of the forces and moment. The correct frequency 450 is observed and the slight asymmetry of the crests in both the horizontal force and moment time series is also reproduced, i.e. the horizontal force decreases more rapidly than it increases while the moment increases more rapidly than it decreases. In both the pressure and velocity measurements for this case, the experimental data has high frequency distortion throughout the time series. This 455 could reduce confidence in the experimental results or be evidence of turbulence resulting from the wave-body interaction. Reviewing video footage of the experiments, the water was not completely still at the beginning of each experiment which may have contributed to the discrepancies observed in these comparisons, particularly in the smaller shorter wave case.
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Despite the discrepancies discussed above, the NWT has performed very well, predicting the pressure and load on the float, as well as the surface elevation and velocity in the vicinity of the structure, to a good degree of accuracy. It is possible that the performance is slightly decreased for higher frequency incident waves and there is still some concern over the quality of the numerical result 465 in the wake region behind the float. However, for fixed structures, the NWT has been proven to produce reliable results for some relatively complex flow phenomena.
Lastly, the execution times for the two 20 s simulations were 23.75 and 26.77
hours for wave A and B respectively, each running on 2 Intel R Xeon(R) CPU 470 E5630 @ 2.53 GHz processors. This may suggest higher frequency waves require greater CPU effort, but, an execution time of 1 day, using minimum resources, is considered to be acceptable for such a complex CFD simulation.
Freely pitching cases
Allowing for coupled motion, the same two wave cases have been simulated 475 with the device able to move freely about the hinge point with the PTO system disabled. The computational domain and the device's starting position were identical to those used in the fixed cases.
Due to the constraints on the device's motion, its position can be transformed into a single linear displacement in the disabled hydraulic cylinder (PTO), X c .
480 Figure 14 shows both the experimental and numerical displacement in the cylinder during the longer wave case (A). Here a positive displacement corresponds to a lifting of the device, i.e. a crest. Clearly, according to the numerical results, the device was not initially set at its neutrally-buoyant position. This has caused the device to oscillate at the beginning of the numerical simulation 485 before the incident wave arrives. Rigid body dynamics dictates that this discrepancy in the initial conditions will decay over time and the system will reach some stable oscillatory state driven by the incident wave field. This appears to be the case here as after approximately six seconds the numerical device begins to oscillate with the same frequency as that found in the physical case.
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However the numerical simulation over-estimates the amplitude of the oscillation and also predicts a slight asymmetry in the motion which is not observed in the physical results. It is known from the experiments, however, that the motion of the physical device was slightly damped by frictional forces in the PTO cylinder. This would have affected both the amplitude and the natural 495 frequency of the motion in the physical case. A possible alternative explanation could be that due to the increased proximity of the side walls in the NWT, any scattered or radiated waves coming from the device will return to the test area with greater amplitude and interfere differently with the incident wave. Constructive interference between these reflected waves and the incident wave may 500 lead to increased motion of the device. There does appear to be an unexpected increase in the amplitude of motion after the first stable cycles which may be evidence of the arrival of reflected waves once the device has started to oscillate.
It is likely that this effect is dependent on the relationship between the radiated it is not surprising that there are differences between the numerical case and the physical case which has a much greater domain size. However, it is expected that the radiated, and so reflected, waves would have the same frequency as the incident wave and so the phase relationship, and hence the interference, should result in a constant modulation of the incident wave at the float position
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(assuming the float behaviour is a function of events at a point at its centre).
The beating behaviour is typically associated with a combination of slightly differing frequencies, the origin of which has not been identified in this case.
Again, no further time instances have been simulated.
The equivalent pressure results for this steeper wave are shown in Figure   550 17. Again the numerical result is good. In this case the pressure is consistently under-estimated but it is likely that this can be explained by the difference in motion/position of the device (Figure 16 ) at the specific times plotted. Again, than the wave frequency does. Also, with the addition of mesh motion and the associated hydrodynamics, the execution time has increased dramatically compared to the fixed cases. For the larger wave case (A), the solution for a moving structure takes almost six times longer than that with the structure fixed, even with triple the processing power. 
Further numerical investigation -extreme waves
In order to test the robustness of the NWT and 6DOF solver, a very steep regular wave was simulated with the device still able to move freely. The wave had a 2 s period, a height of 0.68 m and a steepness (H/λ) of 0.11. It was also part of the tests performed by [33] . However, due to fears over possible damage performed with the PTO system disabled. Therefore, there is no physical data for the freely oscillating device in this case. Despite this, a numerical simulation was performed using the same NWT design as for the other free cases and the resulting displacement in the cylinder, X c , is shown in Figure 18 . As can be seen,
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the motion of the device is considerable (more than double the displacement seen in case A). In addition to this, Figure 19 shows a series of snapshots from the simulation including the maximum elevation (b), the minimum elevation (d),
and positions between these ((a) and (c)). It can be seen that, during a wave cycle the float goes from being completely submerged to nearly leaving the water 580 altogether. The fluid behaviour is correspondingly complex with high levels of free surface distortion, radiated waves, green water, spray and recombination.
It is encouraging that the NWT has handled all of these without issue and that the end result appears to be qualitatively reasonable but physical validation is still required for cases with such extreme motion.
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Lastly, the execution times for the 13.82 s simulation was 185 hours, running on 6 Intel R Xeon(R) CPU E5630 @ 2.53 GHz processors. The large wave case above (A) took only 73 hours to reach 13.82 s using the same hardware. This is further evidence, that the amplitude of oscillation and the associated complex hydrodynamics is critical in the CPU effort required to complete the simulation. 
Conclusions
In conclusion, with a significant increase in the complexity of the geometry over similar cases in the literature, OpenFOAM R and the NWT developed by Ransley [14] performs well for cases with a fixed structure. The pressure distribution and loading on the Wavestar device is reproduced accurately. There 595 appear to be some issues in the wake region behind the device; high frequency disturbances are present in the surface elevation behind the float and both the pressure and surface elevation results in this region exhibit a noticeable phase shift compared with the experiment. Furthermore, based on velocity measurements to the side of the float, the scattered waves are not reproduced 600 correctly. A greater mesh resolution may be required to capture higher-order free surface behaviour in the vicinity of the structure, however, the observed discrepancies may also be a result of reflected waves in the domain. The quality of the results does not appear to reduce with an increase in wave steepness although only two cases have been studied here.
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For freely pitching cases, the comparison between the physical and numerical results is also promising. There are differences in the pressure distribution and the motion of the device but these can generally be attributed to issues with reflected waves and the assumption that the motion in the physical experiment is completely undamped with the PTO disabled. Some unexplained 'beating' 610 in the motion is observed for the higher frequency case but in general the behaviour of the device is captured well. As with the fixed case, the quality of the results does not appear to reduce with an increase in wave steepness. However, the execution time of simulations appears to increase significantly with greater device motion.
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Finally, the NWT has been shown to remain stable through extreme motions including full submersion of the float, green water, break-up and recombination as well as slamming motions and strong radiation. All of which are likely to be important in the assessment of a device's behaviour and survivability at sea.
