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ABSTRACT
Kinetic equations occur in mesoscopic models for many physical phenomena. The direct
solution of the kinetic equation is prohibitively expensive due to the high dimensionality of the
space of independent variables. A viable alternative is to reformulate the problem in terms
of the moments of the distribution function. Recently, a suite of quadrature-based moment
methods has been developed for approximating solutions to kinetic equations. This suite of
quadrature-based moment methods has several desirable properties that makes it more efficient
and robust compared to the other moment methods. Despite these desirable properties, there is
often a bottleneck associated with these methods. Use of higher than first-order discretization
schemes for the convection terms and higher than second-order discretization schemes for the
diffusion terms often leads to non-realizable moment sets. A non-realizable moment set does
not correspond to a non-negative distribution function. The discretization schemes that can
guarantee the non-negativity of the distribution function are called realizable schemes. The
standard high-order discretization schemes are non-realizable. As a part of current research
study, a set of high-order realizable schemes has been developed for both convection and dif-
fusion terms that guarantee the non-negativity of the distribution function using constraints
on the time step size, known as realizability conditions. In addition, the current study also
shows the application of quadrature-based moment methods to two multi-physics phenomena
– bubble-column flow and radiation transport. The two problems have been formulated and
solved using the quadrature-based moment methods with particular attention to realizability.
1CHAPTER 1. GENERAL INTRODUCTION
1.1 Background
Many physical phenomena can be described by studying the time evolution of a system
consisting of a large number of elementary objects, also referred to as particles. The identity
and properties of these particles vary from one phenomenon to another. Depending on the
physical phenomenon under consideration, the particles can be electrons [117], photons [13],
bubbles [116] or gas molecules [17]. The mathematical study of such systems leads to a class of
partial differential equations called kinetic equations. Solution of kinetic equations is essential
to understand the dynamics of these systems. However, any attempt at obtaining a direct solu-
tion [8, 77] of a kinetic equation is prohibitively expensive due to the high dimensionality of the
space of independent variables. Lagrangian solvers [10] and Monte Carlo methods [49], based
on the idea of particle tracking are often employed to obtain accurate solutions. However, a
large number of particles are needed by these methods which makes them computationally very
expensive. Moreover, these methods are subject to statistical noise. To avoid the computational
cost of a direct solver or a particle tracking method, continuum models which are valid only
when the system is close to equilibrium have been formulated. For example, in the context of
dispersed-phase flows, like bubble-column flows, these models are referred to as hydrodynamic
models [27]. For the dispersed-phase flows that are far away from equilibrium, the hydro-
dynamic models do not work properly. In particular, phenomena such as particle-trajectory
crossing cannot be captured. In the context of radiation transport modeling, equilibrium mod-
els are referred to as diffusion models [78]. The diffusion models work well only for the optically
thick systems that are nearly opaque and allow very little light to pass through. For optically
thin systems, in which very little material is present and most of the light passes through,
2diffusion models fail to give an accurate solution.
Moment methods [43, 104] are a class of methods that use a continuum formulation but
do not make any assumption about equilibrium of the system. As a result, moment methods
are valid in both equilibrium and non-equilibrium regimes. Moment methods are based on the
idea of tracking a set of moments of the distribution function. The accuracy of the moment
methods can be systematically improved by increasing the number of tracked moments. How-
ever, the system of moment transport equations is not closed and this leads to the well-known
moment-closure problem [100]. The moment-closure problem is solved by specifying a form
of the distribution function and an algorithm (moment-inversion algorithm) using which the
distribution function is reconstructed from the tracked moments. The moment methods differ
in the form of the distribution function they assume and the moment-inversion algorithm that
they use. The quadrature-based moment methods (QBMM) are a class of moment methods that
use quadrature-based closures. Different versions of QBMM are available. Quadrature method
of moments (QMOM) [25, 33, 34, 35, 71] assumes that the distribution function is a weighted
sum of delta functions. The locations of the delta functions are called abscissas. QMOM has
been developed for uni-variate, bi-variate and tri-variate cases. For some problems, pointwise
values of the distribution function are required that QMOM fails to provide. To solve this
problem, a continuous form of QMOM, referred to as extended quadrature method of moments
(EQMOM) [127] has been developed. EQMOM assumes the distribution function is a weighted
sum of smooth kernel density functions, with each kernel density function centered around an
abscissa. Currently, EQMOM exists only for uni-variate cases. Robust moment-inversion al-
gorithms have been developed for both QMOM and EQMOM. As both QMOM and EQMOM
use non-negative basis functions, when the weights are non-negative, the non-negativity of the
distribution function is also guaranteed. Moreover, unlike many other moment methods, the
moment-inversion algorithms for QMOM and EQMOM do not involve solving a constrained,
convex optimization problem. The inversion algorithm for QMOM is non-iterative while the
inversion algorithm for EQMOM involves only a one-dimensional root finding method. These
two properties - non-negative distribution function and an efficient inversion algorithm - make
QBMM preferable over other moment methods.
3QBMM has already been successfully applied to gas-particle flows [79]. In the current re-
search study, the purview of QBMM is extended to two more applications - gas-liquid flows
(bubble-columns flows) and radiation transport. A fully two-way coupled flow solver is devel-
oped that solves the incompressible Navier-Stokes equation for the liquid phase and moment
transport equations using QMOM for the dispersed bubble phase. For radiation transport
modeling, EQMOM is used.
As mentioned earlier, if the weights are non-negative, the distribution function assumed
by QBMM is also non-negative. The weights and abscissas are obtained from the tracked
moments using the moment-inversion algorithm. The weights are non-negative only if the set
of moments is realizable. Moreover, if the moment set is non-realizable, the abscissas may lie
outside the support interval of the distribution function. To avoid this, it is of paramount
importance that the moment set always remain realizable. It has been observed that the use of
standard high-order discretization schemes often leads to negative weights and abscissas that
are outside the support interval of the distribution function. As a part of the current research
study, it is shown that the use of standard high-order discretization schemes cannot guarantee
the realizability of the moment set. Moreover, new high-order realizable schemes are developed
for convection and diffusion terms, that guarantee the realizability of the moment set if the
time step size satisfies the constraints called realizability conditions.
1.2 Original contributions of this dissertation
The original and significant contributions of this research work are summarized in the
following.
1.2.1 Development of high-order realizable schemes
Realizability of standard high-order finite-volume schemes in both space and time is dis-
cussed. The issue of reconstruction of moments vs reconstruction of weights and abscissas
is debated. New realizable high-order finite-volume schemes based on the reconstruction of
weights and abscissas are proposed and suitable realizability criteria are derived.
41.2.2 Bubble-column flow modeling using QMOM
A novel approach to model bubble-column flows using QMOM is presented. A fully two-way
coupled flow solver is developed that solves the incompressible Navier-Stokes equation for the
liquid phase and moment transport equations using QMOM for the dispersed bubble phase.
1.2.3 Radiation transport modeling using EQMOM
The equations governing radiation transport are formulated using EQMOM with special
attention to realizability and a set of standard one-dimensional benchmark problems encom-
passing optically thin, thick and transition regimes is solved.
1.3 Outline of dissertation
The dissertation consists of a set of papers that has been published in, submitted to or
prepaped for submission to scholarly journals.
Chapter 2 is the paper titled Realizable high-order finite-volume schemes for quadrature-
based moment methods. This paper [115] is published in Journal of Computational Physics.
Chapter 3 is the paper titled Realizable high-order finite-volume schemes for quadrature-
based moment methods applied to diffusion population balance equations. This paper is submit-
ted to Journal of Computational Physics.
Chapter 4 is the paper titled Modeling of bubble-column flows with quadrature-based moment
methods. This paper [116] is published in Chemical Engineering Science.
Chapter 5 is the paper titled Radiation transport modeling using extended quadrature method
of moments. This paper is submitted to Journal of Computational Physics.
Chapter 6 summarizes the general conclusions from the current research study.
5CHAPTER 2. REALIZABLE HIGH-ORDER FINITE-VOLUME
SCHEMES FOR QUADRATURE-BASED MOMENT METHODS
A paper published in Journal of Computational Physics
Varun Vikas1, Z. J. Wang, Alberto Passalacqua, Rodney O. Fox
Abstract
Dilute gas-particle flows can be described by a kinetic equation containing terms for spa-
tial transport, gravity, fluid drag and particle-particle collisions. However, direct numerical
solution of kinetic equations is often infeasible because of the large number of independent
variables. An alternative is to reformulate the problem in terms of the moments of the veloc-
ity distribution. Recently, a quadrature-based moment method was derived for approximating
solutions to kinetic equations. The success of the new method is based on a moment-inversion
algorithm that is used to calculate non-negative weights and abscissas from the moments. The
moment-inversion algorithm does not work if the moments are non-realizable, which might
lead to negative weights. It has been recently shown [25] that realizability is guaranteed only
with the 1st-order finite-volume scheme that has an inherent problem of excessive numerical
diffusion. The use of high-order finite-volume schemes may lead to non-realizable moments.
In the present work, realizability of the finite-volume schemes in both space and time is dis-
cussed for the first time. A generalized idea for developing realizable high-order finite-volume
schemes for quadrature-based moment methods is presented. These finite-volume schemes give
remarkable improvement in the solutions for a certain class of problems. It is also shown that
the standard Runge-Kutta time-integration schemes do not guarantee realizability. However,
1Primary researcher and author.
6realizability can be guaranteed if strong stability-preserving (SSP) Runge-Kutta schemes are
used. Numerical results are presented on both Cartesian and triangular meshes.
2.1 Introduction
Kinetic equations occur in mesoscopic models for many physical phenomena, such as rarefied
gases [11, 19, 20, 43, 76, 109], plasmas [15, 63, 123], multiphase flows [25, 96, 112, 122], optics [7,
30, 40, 94, 95], and quantum physics [41, 50, 51], to name just a few. In this work, we will use the
kinetic equation describing dilute gas-particle flows as an example application. However, the
proposed numerical schemes can easily be extended to treat a wide range of kinetic equations
describing other applications.
Gas-particle flows occur in many engineering and natural systems such as fluidized-bed
reactors, catalytic crackers, volcanic ash transport in the atmosphere, and helicopter brown-
out. Currently, there exist several different approaches for simulating the kinetic equation
describing the particle phase and its coupling to the gas phase. In general, all approaches use
the same type of flow solver for the gas phase, but they differ in the way in which the kinetic
equation is treated:
(i) direct solver that discretizes the velocity phase space of the particle number density func-
tion [8, 77],
(ii) Lagrangian solver that tracks all the particles individually [10],
(iii) hydrodynamic models with kinetic-theory moment closures [31],
(iv) quadrature method of moments (QMOM) that solves for moments of the particle number
density function with quadrature-based closures [25, 33, 65, 79].
In many applications, the direct solution of the kinetic equation is prohibitively expensive
due to the high dimensionality of the space of independent variables, while Lagrangian solvers
are computationally very expensive, since the number of particles to be tracked is very large.
On the other hand, hydrodynamic models are developed assuming that the Knudsen number
of the particle phase is very small, which is equivalent to assuming a Maxwellian (or nearly
7Maxwellian) equilibrium particle velocity distribution. This, however, is not correct in relatively
dilute gas-particle flows, where the Knudsen number can be high, the collision frequency is
small and phenomena like particle trajectory crossing can occur. In particular, Desjardins et
al. [25] showed that the assumption that a gas-particle flow can be described accounting for
only the mean momentum of the particle phase leads to incorrect predictions of all the velocity
moments, including the particle number density, showing the need of using a multi-velocity
method, in order to correctly capture the physics of the flow. Similar observations were made
for moderately collisional gas-particle flows by Sakiz and Simonin [96].
QMOM for gas-particle flow [33, 34, 35] is based on the idea of tracking a set of velocity
moments of arbitrarily high order, providing closures to the source terms and the moment
spatial fluxes in the moment transport equations by means of a quadrature approximation of
the number density function. The key step of the approach is an inversion algorithm that allows
one to uniquely determine a set of weights and abscissas from the set of transported moments.
The condition for the inversion algorithm to be applied is that the set of moments is realizable,
meaning it actually corresponds to a velocity distribution. This condition is not generally
satisfied by the traditional finite-volume methods used in computational fluid dynamics.
Desjardins et al. [25] recently showed that realizability is guaranteed only with the 1st-order
finite-volume scheme. The use of any other high-order finite-volume scheme may lead to non-
realizable moments, thereby resulting in negative weights. Weights are representative of particle
density and hence cannot be negative. This limitation in turn leads to the use of a highly refined
mesh for computation as a first-order finite-volume scheme produces highly diffused solutions on
a coarse mesh. For this reason, improved finite-volume schemes are sought that could provide
less-diffused solutions and simultaneously guarantee the realizability of moments.
In the present work, a generalized idea for developing improved finite-volume schemes for
quadrature-based moment methods is presented. The realizability of the new improved finite-
volume schemes is guaranteed under suitable realizability criteria. These new schemes give
remarkable improvement in the solutions for the class of problems where the velocity abscissas
are constant over a range of cells. The present work also shows that the standard Runge-
Kutta time-integration schemes do not guarantee realizability. However, the realizability can
8be guaranteed if strong stability-preserving (SSP) Runge-Kutta schemes [42] are used.
The remainder of this paper is organized as follows. In Sec. 2.2, QMOM is reviewed.
Section 2.2 also discusses finite-volume schemes and their realizability properties. Thereafter, in
Sec. 2.3, new realizable high-order finite-volume schemes are presented. In Sec. 2.4, multi-stage
time-integration is discussed and realizability properties of the standard RK2 and RK2SSP
schemes are presented. Section 2.5 presents some numerical results including accuracy studies.
Conclusions from the present study are summarized in Sec. 2.6. Finally, in the appendix to
this chapter, we present an extension of the realizable schemes to velocity-independent density
functions.
2.2 Quadrature method of moments
2.2.1 Kinetic equation
Dilute gas-particle flows can be modeled by a kinetic equation [16, 19, 104] of the form:
∂tf + v · ∂xf + ∂v · (fF) = C, (2.1)
where f(v,x, t) is the velocity-based number density function, v is the particle velocity, F is
the force acting on an individual particle, and C is the collision term representing the rate of
change in the number density function due to particle-particle collisions. The collision term
can be described using the Bhatnagar-Gross-Krook (BGK) collision operator [9]:
C =
1
τ
(feq − f), (2.2)
where τ is the characteristic collision time, and feq is the Maxwellian equilibrium number
density function given by
feq(v) =
M0√
(2piσeq)3
exp
(
−|v −Up|
2
2σeq
)
, (2.3)
in which Up is the mean particle velocity, σeq is the equilibrium variance and M
0 =
∫
fdv is
the particle number density. In gas-particle flows, the force term is given by the sum of the
gravitational contribution (Fg) and the drag term (Fd) exerted from the fluid on the particles:
F = Fg + Fd. (2.4)
9For dilute gas-particle flows, the drag force on a particle can be approximated by
Fd =
3mpρg
4ρpdp
Cd|Ur|Ur, (2.5)
where Ur = Ug −Up is the relative velocity between two phases, Ug is the gas velocity, Up
is the particle phase local mean velocity, ρg and ρp are gas and particle densities, respectively,
and dp is the particle diameter. The drag coefficient Cd is given by the Schiller-Naumann
correlation [98]:
Cd =
24
Rep
(
1 + 0.15 Re0.687p
)
, (2.6)
in which Rep = ρgdp|Ug −Up|/µg, µg being the dynamic viscosity of gas phase.
2.2.2 Moment transport equations
In the quadrature-based moment method of Fox [33, 34, 35], a set of moments of the number
density function f is transported and its evolution in space and time is tracked. Each element
of the moment set is defined through integrals of the number density function. For the first
few moments the defining integrals are:
M0 =
∫
fdv, M1i =
∫
vif dv, M
2
ij =
∫
vivjf dv, M
3
ijk =
∫
vivjvkf dv. (2.7)
In these equations, the superscript of M represents the order of corresponding moment. Mo-
ment transport equations are obtained by applying the definition of moments to (2.1). The
transport equations for moments in (2.7) can be written as:
∂M0
∂t
+
∂M1i
∂xi
= 0,
∂M1i
∂t
+
∂M2ij
∂xj
= giM
0 +D1i ,
∂M2ij
∂t
+
∂M3ijk
∂xk
= giM
1
j + gjM
1
i + C
2
ij +D
2
ij ,
∂M3ijk
∂t
+
∂M4ijkl
∂xl
= giM
2
jk + gjM
2
ik + gkM
2
ij + C
3
ijk +D
3
ijk.
(2.8)
In (2.8), gi, gj , gk are the components of gravity, D
1
i , D
2
ij , D
3
ijk are due to the drag force and
C2ij , C
3
ijk are due to collisions.
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2.2.3 Quadrature-based closures
Using the BGK model, the collision terms in (2.8) can be closed. However, the set of
transport equations in (2.8) is still unclosed because of the spatial flux and drag terms. Each
equation contains the spatial fluxes of the moments of order immediately higher. In quadrature-
based moment methods, quadrature formulas are used to provide closures to these terms in
the moment transport equations, by introducing a set of weights and abscissas. The number
density function f is written in terms of the quadrature weights (nα) and abscissas (Uα) using
a Dirac delta representation:
f(v) =
β∑
α=1
nαδ (v −Uα) . (2.9)
The method based on (2.9) is called β-node quadrature method. The moments can be computed
as a function of quadrature weights and abscissas by using the above definition of f in (2.7):
M0 =
β∑
α=1
nα, M
1
i =
β∑
α=1
nαUiα, M
2
ij =
β∑
α=1
nαUiαUjα, M
3
ijk =
β∑
α=1
nαUiαUjαUkα. (2.10)
The source terms due to drag and gravity are computed as:
D1i =
β∑
α=1
nα
mp
Fiα,
D2ij =
β∑
α=1
nα
mp
(FiαUjα + FjαUiα) ,
D3ijk =
β∑
α=1
nα
mp
(FiαUjαUkα + FjαUkαUiα + FkαUiαUjα) .
(2.11)
The details of the computation of the force terms Fiα, Fjα and Fkα, can be found in [33].
In order to ensure that the moments remain realizable and that the discretized fluxes are
hyperbolic, the spatial flux terms are closed according to their kinetic description [87, 23, 82, 25].
Each moment involved in the spatial derivative is decomposed into two contributions, as shown
in (2.12) for the zero-order moments:
M1i =
∫ 0
−∞
vi
(∫
fdvjdvk
)
dvi +
∫ +∞
0
vi
(∫
fdvjdvk
)
dvi. (2.12)
In a 1-D case, the left integral will account for particles going from left to right and the right
integral will account for particles going from right to left at the face. Using (2.9), (2.12) can
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be written as:
M1i =
β∑
α=1
nα min (0, Uiα) +
β∑
α=1
nα max (0, Uiα) . (2.13)
For a 1-D case, the left integral/summation in (2.12)/(2.13) is evaluated using the values on
left side of the face and right integral/summation is evaluated using the values on right side of
the face.
In order to solve the abovementioned moment transport equations, boundary conditions
are needed. These boundary conditions can be specified either in terms of moments or in terms
of the weights and abscissas. The latter approach is more convenient and is followed in the
present work. In this work, three types of boundary conditions are used: Dirichlet, periodic
and wall-reflective. At a Dirichlet boundary, the weights and abscissas are specified. Periodic
boundary conditions copy the weights and abscissas from the outgoing periodic boundary cell
to the corresponding incoming periodic boundary cell. The boundary conditions at the walls
are set so that a particle that collides with the wall is specularly reflected. This condition
corresponds to changing the sign of the velocity component of the particle along the direction
perpendicular to the wall. The implementation of this boundary condition in the quadrature-
based algorithm is done by changing the sign of the abscissas in the appropriate direction [79].
If i = 0 indicates the position of the wall, perpendicular to the second direction of reference
frame, and i = 1 indicates the neighboring computational cell, the boundary condition can be
written as: 
nα
Uα
Vα
Wα

i=0
=

nα/ew
Uα
−ewVα
Wα

i=1
, (2.14)
where ew is the particle-wall restitution coefficient. All the boundary conditions are applied
using a ghost-cell approach.
2.2.4 Finite-volume method
The moment transport equations in (2.8) contain convection, drag and collision terms.
The three terms are treated separately using an operator-splitting technique. The solution
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algorithm involving all the terms is given later. The collision and the force terms do not create
non-realizability problems. Hence for all the analysis, these terms are dropped. For simplicity,
a one-dimensional case with two qudrature nodes is discussed here. A general 3-D case is
presented in a later section. For the 1-D case, the set of moment transport equations after
dropping collision and drag terms can be written as:
∂W
∂t
+
∂H(W)
∂x
= 0, (2.15)
where
W =
[
M0 M1 M2 M3
]T
and H(W) =
[
M1 M2 M3 M4
]T
. (2.16)
For a 2-node quadrature there are two weights (n1, n2) and two abscissas (U1, U2). Let the set
of weights and abscissas be denoted as N = [n1 n2 U1 U2]
T. The first four moments can be
written in terms of these weights and abscissas as:
M0 = n1(U1)
0 + n2(U2)
0,
M1 = n1(U1)
1 + n2(U2)
1,
M2 = n1(U1)
2 + n2(U2)
2,
M3 = n1(U1)
3 + n2(U2)
3.
(2.17)
In the first two equations for M0 and M1, powers of U1 and U2 are redundant.
The conserved moments and moment fluxes in (2.16) can be written in terms of the number
density function:
W =
∫
K(v)f(v) dv, H(W) =
∫
vK(v)f(v) dv, (2.18)
where
K(v) =
[
1 v v2 v3
]T
. (2.19)
The moments in (2.15) can be advanced in time using a finite-volume scheme. If a single-stage
explicit time-integration scheme is used, the updated set of moments can be written as:
Wn+1i = W
n
i −
∆t
∆x
[
G
(
Wni+1/2,l,W
n
i+1/2,r
)
−G
(
Wni−1/2,l,W
n
i−1/2,r
)]
, (2.20)
where superscripts n and n+ 1 denote time levels, G is the numerical flux function evaluated
at cell interfaces, and l and r denote the left and right states at the interfaces respectively.
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Henceforth, the variables with subscript i will denote the cell-averaged values and the ones
with (i + 1/2) or (i − 1/2) as subscript will denote the reconstructed values at the interfaces.
G is defined as:
G (Wl,Wr) =
∫
v+Kfl dv +
∫
v−Kfr dv, (2.21)
where
v+ =
1
2
(v + |v|) and v− = 1
2
(v − |v|). (2.22)
This corresponds to a splitting between particles going from left to right (first term) and
particles going from right to left (second term). Inserting the expression for f in (2.21) yields:
G (Wl,Wr) = H
+ (Wl) + H
− (Wr) , (2.23)
with
H+ (Wl) = n1l max (U1l, 0)

1
U1l
U21l
U31l

+ n2l max (U2l, 0)

1
U2l
U22l
U32l

,
H− (Wr) = n1r min (U1r, 0)

1
U1r
U21r
U31r

+ n2r min (U2r, 0)

1
U2r
U22r
U32r

.
(2.24)
Before discussing the first-, second- and third-order finite-volume schemes, it is worth notic-
ing that, in order to calculate the fluxes at the interface, variables need to be reconstructed
at the faces of each cell. However, there is an ambiguity in the choice of variables to be cho-
sen for reconstruction. Two choices are possible: (i) reconstructing the moments (H(W) =
[M1 M2 M3 M4]T) and (ii) reconstructing the weights and abscissas (N = [n1 n2 U1 U2]
T).
For the first-order finite-volume scheme both choices are equivalent. However, for second or
any high-order finite-volume schemes, these two choices are in general different. The former
approach often leads to non-realizable moments, especially in the problems involving discon-
tinuous velocity fields. For this reason, the second approach is adopted in this work. In the
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sections below, any reconstruction essentially refers to reconstruction of the weights and ab-
scissas. For example, Wi+1/2,l refers to moments at the left side of interface i+ 1/2 calculated
using the reconstructed values of the weights and abscissas.
2.2.4.1 First-order finite-volume scheme
The 1st-order finite-volume scheme for solving moment transport equations uses a piecewise
constant approximation and is described in [25]. The weights and abscissas are assumed to be
constant over a cell:
Nni−1/2,r = N
n
i , N
n
i+1/2,l = N
n
i . (2.25)
2.2.4.2 Second-order finite-volume scheme
In the 2nd-order finite-volume scheme, a piecewise linear reconstruction for the weights
and abscissas is used. The piecewise linear reconstruction is obtained using a minmod slope
limiter [56]. For the ith cell, this can be written as:
Nni−1/2,r = N
n
i −
∆x
2
∂Ni,
Nni+1/2,l = N
n
i +
∆x
2
∂Ni,
(2.26)
where
∂Ni = minmod
(
Nni −Nni−1
∆x
,
Nni+1 −Nni
∆x
)
. (2.27)
The minmod function is defined as:
minmod(x, y) = sign(x)
(
1 + sign(xy)
2
)
min (|x|, |y|) . (2.28)
2.2.4.3 Third-order finite-volume scheme
In the 3rd-order finite-volume scheme, a piecewise parabolic reconstruction for the weights
and abscissas is used. For the ith cell, the reconstructed weights and abscissas can be written
as:
Nni−1/2,r = N
n
i −
[
1
3
(Nni −Nni−1) +
1
6
(Nni+1 −Nni )
]
,
Nni+1/2,l = N
n
i +
[
1
6
(Nni −Nni−1) +
1
3
(Nni+1 −Nni )
]
.
(2.29)
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The third-order MUSCL reconstruction without a limiter is the same as (2.29). However, in the
case of a discontinuous solution a limiter is essential. A limited version of third-order MUSCL
can be found in [56].
2.2.5 Solution algorithm
The finite-volume schemes presented in the above section are used to solve for the spatial
transport part of the moment tranport equations. However, the complete moment transport
equations have collision and force terms as well. As mentioned earlier, these two terms are
treated using an operator-splitting technique. A detailed solution algorithm involving all the
terms can be found in [25, 35, 79]. Here a brief overview of the steps involved in the solution
procedure is presented, assuming a single-stage explicit time-integration:
1. Initialize weights and abscissas in the domain.
2. Apply boundary conditions to weights and abscissas.
3. Compute moments using weights and abscissas.
4. Compute time-step size ∆t.
5. Reconstruct weights and abscissas at cell faces.
6. Compute spatial flux terms at cell faces.
7. Advance moments by ∆t due to spatial flux terms using a finite-volume approach.
8. Compute weights and abscissas from moments using the moment-inversion algorithm.
9. Advance weights by ∆t due to force terms (drag and gravity).
10. Compute moments using weights and abscissas.
11. Advance moments by ∆t due to collision terms.
12. Compute weights and abscissas from moments using the moment-inversion algorithm.
13. Apply boundary conditions to weights and abscissas.
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14. Repeat steps (4) through (l3) at each time step.
2.2.6 Non-realizability problem
At each time step, the weights and abscissas need to be recovered from the moments. The
moment-inversion algorithm computes the set of weights and abscissas from the corresponding
set of moments by solving a set of nonlinear equations. In the moment-inversion algorithm M0,
M1, M2, M3 are known and n1, n2, U1, U2 are computed, by solving (2.17) in reverse direction
using the product-difference (PD) algorithm [71, 121, 86]. However, the set of moments cannot
be constituted by arbitrary values of each moment, but they have to conform to the definition
of the non-negative number density function. The application of the PD algorithm to a set
of realizable moments leads to a set of weights and abscissas that satisfy the properties of
Gaussian quadrature. In particular the weights are always positive. During the development of
the numerical schemes, which is the object of this work, a set of weights and abscissas will be
said to represent realizable moments if weights are positive and abscissas lie in the interior of
the support of f . Because of the non-linearity of the inversion problem, it is extremely difficult
to determine in advance whether a given set of moments is realizable. However, Desjardins
et al. [25] described how any finite-volume scheme that could guarantee non-negativity of the
effective number density function will always keep the moments in realizable space.
The updated set of moments can be written as:
Wn+1i =
∫
Kh dv, (2.30)
where
h = fni − λ
(
v+fni+1/2,l + v
−fni+1/2,r − v+fni−1/2,l − v−fni−1/2,r
)
= fni − λv+fni+1/2,l − λv−fni+1/2,r + λv+fni−1/2,l + λv−fni−1/2,r
(2.31)
in which λ = ∆t/∆x. In (2.31), h is the effective number density function and has different
forms for different finite-volume schemes as the interface values are reconstructed in different
ways. Desjardins et al. [25] stated that any finite-volume scheme that guarantees the non-
negativity of h for all v, is realizable. Using this proposition, they derived the realizability
criterion for the 1st-order finite-volume scheme. In the sections below, the realizability of the
1-D version of 1st-, 2nd- and high-order finite-volume schemes is discussed.
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2.2.6.1 First-order finite-volume scheme
For the 1st-order finite-volume scheme (2.25) implies
fni−1/2,r = f
n
i , f
n
i+1/2,l = f
n
i . (2.32)
Using this in (2.31), the effective number density function for the 1st-order finite-volume scheme
can be written as:
h = (1− λ|v|)fni + λv+fni−1 − λv−fni+1. (2.33)
As the moments at time level n are assumed to be realizable, the non-negativity of the number
density function at time level n is guaranteed, i.e., fni ≥ 0, fni−1 ≥ 0 and fni+1 ≥ 0 for all v.
Also, v+ ≥ 0 and v− ≤ 0. Hence, the non-negativity of h will be guaranteed if (1− λ|v|) ≥ 0.
When written in terms of the abscissas, this condition becomes:
λ ≤ 1
max (|Uni1|, |Uni2|)
. (2.34)
This is the realizability criterion for the first-order finite-volume scheme [25].
2.2.6.2 Second- & high-order finite-volume schemes
For the second-order and, in general, any high-order finite-volume scheme, the reconstructed
values at the cell interfaces are different from the cell-averaged values. The equality of recon-
structed values and cell-averaged values is a special property that holds only for the first-order
finite-volume scheme. For second and high-order finite-volume schemes, the effective number
density function h can be obtained from (2.31) by putting in the reconstructed values. An in-
teresting thing to notice in (2.31) is that on the right-hand side, out of the five terms, only three
are non-negative. The second and fifth terms are always non-positive. As was stated in [25],
realizability can only be guaranteed if the effective number density function is non-negative for
all velocities. Clearly this does not hold, in general, for second and high-order finite-volume
schemes. Hence, realizability cannot be guaranteed for any finite-volume scheme other than
first-order.
18
2.3 Improved realizable finite-volume schemes
2.3.1 Basic idea
As was stated earlier, the two non-positive terms on the right-hand side of (2.31) might lead
to non-realizability problems. The non-negative terms present a physical view of the number
density function. An important thing to notice is that, despite the presence of the two non-
positive terms, the first-order finite-volume scheme is still realizable under the restriction of
a realizability criterion. This is possible because in the first-order finite-volume scheme, the
interface values are the same as the cell-averaged values (fni = f
n
i+1/2,l = f
n
i−1/2,r), thereby
allowing a grouping of the first term with the two non-positive terms on right-hand side of
(2.31). This idea of grouping the terms is essential to the realizability of the first-order finite-
volume scheme and it also forms the basis of the development of new improved realizable
finite-volume schemes.
For high-order finite-volume schemes, in general:
Nni 6= Nni+1/2,l 6= Nni−1/2,r, (2.35)
i.e.
nni,α 6= nni+1/2,α,l 6= nni−1/2,α,r and Uni,α 6= Uni+1/2,α,l 6= Uni−1/2,α,r. (2.36)
Consider a special reconstruction where
nni,α 6= nni+1/2,α,l 6= nni−1/2,α,r and Uni,α = Uni+1/2,α,l = Uni−1/2,α,r. (2.37)
For this special reconstruction, realizability can always be guaranteed with a suitable constraint
on the time-step size. This is the subject of the following theorem.
Theorem 1. Let β, p ∈ N and α ∈ {1, 2, ...β}. Also let the cell-averaged and reconstructed
values of the weights satisfy nni,α > 0 and n
n
i+1/2,α,l, n
n
i−1/2,α,r ≥ 0 ∀α. If a finite-volume
scheme using a single-stage Euler explicit time-integration scheme is devised that uses a pth-
order reconstruction for weights and 1st-order reconstruction for abscissas, the non-negativity
of the effective number density function (2.31) in the ith cell can always be guaranteed under
an explicit constraint on time-step size (∆t ∈ R+).
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Proof. Using (2.31), the effective number density function, regardless of the finite-volume
scheme used, can be written as:
h = fni − λv+fni+1/2,l + λv−fni−1/2,r + ξ+. (2.38)
In the above expression, the first non-negative term and the two non-positive terms have been
represented explicitly. The other two terms are always non-negative and have been grouped
under ξ+. For a β-node quadrature, using (2.9), the expression for h becomes:
h =
β∑
α=1
[nni,αδ(v − Uni,α)− λv+nni+1/2,α,lδ(v − Uni+1/2,α,l)
+ λv−nni−1/2,α,rδ(v − Uni−1/2,α,r)]
+ ξ+.
(2.39)
If a first-order reconstruction is used for the abscissas, then the interface values of the abscissas
will be the same as the cell-averaged values:
Uni,α = U
n
i+1/2,α,l = U
n
i−1/2,α,r. (2.40)
Putting this in (2.39), the effective number density function becomes:
h =
β∑
α=1
{nni,α − λv+nni+1/2,α,l + λv−nni−1/2,α,r}δ(v − Uni,α) + ξ+. (2.41)
For ∆t ∈ R+ satisfying the condition:
λ = minα∈{1,2,...β}
(
nni,α
nni+1/2,α,l max(U
n
i,α, 0)− nni−1/2,α,r min(Uni,α, 0)
)
, (2.42)
h is non-negative for all v. This concludes the proof. 
Clearly, Theorem 1 guarantees the realizability of the special reconstruction in (2.37), for all
cases except for the one where nni,α = 0. However this case turns out to be trivial if a minmod
limiter is used to limit the reconstructed values. A minmod limiter guarantees that whenever
nni,α = 0 , then n
n
i+1/2,α,l = n
n
i−1/2,α,r = 0, thereby automatically dropping the two non-positive
terms in (2.39). For p = 1, (2.42) reduces to the same realizability criterion as in (2.34):
λ = minα∈{1,2,...β}
(
1
|Uni,α|
)
. (2.43)
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This new reconstruction uses a high-order reconstruction for the weights, but a first-order
reconstruction for the abscissas. To remove the ambiguity, it is worth clarifying that all the
finite-volume schemes discussed earlier, in which the same order of reconstruction was used
for the weights and abscissas will be termed standard finite-volume schemes. For example, a
standard second-order finite-volume scheme is the one discussed in Sec. 2.2.4.2, where a second-
order reconstruction is used for both the weights and abscissas. More generally, a standard pth-
order finite-volume scheme uses a pth-order reconstruction for both the weights and abscissas.
It is worth reiterating that the realizability of the standard pth-order finite-volume scheme is
not guaranteed. Corresponding to the standard pth-order finite-volume scheme another scheme
can be developed based on the special reconstruction discussed above. This new scheme will
use pth-order reconstruction for the weights and 1st-order reconstruction for the abscissas.
Realizability of this new scheme is guaranteed by the constraint, also known as realizability
criterion, in (2.42). Because a 1st-order reconstruction is used for the abscissas, the new scheme
is less accurate than the standard pth-order finite-volume scheme and henceforth will be termed
a quasi -pth-order finite-volume scheme. The standard 1st-order finite-volume scheme and the
quasi -1st-order finite-volume scheme are the same and will be simply referred to as the 1st-order
finite-volume scheme.
Two important facts about the new schemes are: (i) they are better than first-order finite-
volume schemes as far as accuracy is concerned and (ii) realizability is guaranteed under the
realizability criterion that has an explicit form. This marks a significant improvement in solu-
tion methods for quadrature-based moment methods. Over the years, many high-order finite-
volume schemes have been developed [113, 21, 60, 118, 119, 4, 5, 120] for convection-dominated
problems in the field of fluid dynamics. However, quadrature-based moment methods have
not benefited from these high-order schemes because of the non-realizability limitation. How-
ever, with the new approach, all the already existing knowledge about high-order finite-volume
schemes can now be utilized for solutions using quadrature-based moment methods.
In general, the new quasi -pth-order realizable finite-volume scheme will be less accurate
compared to the standard pth-order finite-volume scheme but for the problems where the ve-
locities are constant over a range of cells, the difference in accuracy will be negligible. This
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fact is further demonstrated in Sec. 2.5. Next the realizability criterion for different dimensions
is presented, and we explain the way in which it is applied. In the appendix to this chapter,
we show how quasi -pth-order finite-volume schemes can also be written for the advection of
velocity-independent density functions.
2.3.2 Realizability criterion for 1-D cases
The relation given in (2.42) is the realizability criterion for 1-D problems. It can also be
written as:
{nni,α − λmax(Uiα, 0)nni+1/2,α,l + λmin(Uiα, 0)nni−1/2,α,r} ≥ 0 ∀ α ∈ {1, 2, ...β}. (2.44)
This simple realizability criterion can be used for the calculation of λ and hence ∆t for 1-D
cases with β-node quadrature.
2.3.3 Realizability criterion for 2-D/3-D cases
In (2.44),
[
max(Uiα, 0)n
n
i+1/2,α,l −min(Uiα, 0)nni−1/2,α,r
]
is the total outgoing flux from the
ith cell for the αth weight. Hence, (2.44) can also be written as:
{nni,α − λ
∑
Outgoing Fluxni,α} ≥ 0 ∀ α ∈ {1, 2, . . . , β}, (2.45)
where the summation is over the faces of the ith cell. This form of the realizability criterion can
be used for 2-D and 3-D cases. Although (2.45) was obtained using an analogy from (2.44), it
can be derived directly from the expression for finite-volume scheme in 2-D or 3-D.
Consider a 3-D case. Let Ωi and ∂Ωi denote the i
th cell and its boundary respectively. Also
let e ∈ ∂Ωi be a face of the ith cell, Ae be its area and nˆe = [ne,x ne,y ne,z] be the outward
unit normal at this face. The finite-volume expression for the single-stage Euler explicit time-
integration, analogous to (2.20) can be written as:
Wn+1i = W
n
i −
∆t
|Ωi|
∑
e∈∂Ωi
{
G
(
Wne,l,W
n
e,r, nˆe
)
Ae
}
, (2.46)
where |Ωi| denotes the volume of the ith cell and Wne,l and Wne,r represent the reconstructed
value of W on the left and right sides of face e. The outward normal vector nˆe defined above,
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points from the left side to the right side of face e. The form of W analogous to the one in
(2.18) is:
W =
∫
K(u, v, w)f(u, v, w) du dv dw. (2.47)
The numerical flux function can be written as:
G
(
Wne,l,W
n
e,r, nˆe
)
=
∫
v+n Kfe,l du dv dw +
∫
v−n Kfe,r du dv dw, (2.48)
where
v+n = max(ne,xu+ ne,yv + ne,zv, 0),
v−n = min(ne,xu+ ne,yv + ne,zv, 0).
(2.49)
Substituting (2.47) and (2.48) in (2.46), the effective number density can be written as:
h = fni − λ
∑
e∈∂Ωi
(
v+n fe,lAe + v
−
n fe,rAe
)
. (2.50)
In (2.50), λ = ∆t/|Ωi|. For β-node quadrature, f has the same form as in (2.9). Using (2.9)
and the special reconstruction Une,α,l = U
n
e,α,r = U
n
i,α, h can be further written as:
h =
β∑
α=1
nni,α − λ ∑
e∈∂Ωi
(
v+n n
n
e,α,lAe + v
−
n n
n
e,α,rAe
) δ(v −Uni,α)
=
β∑
α=1
nni,α − λ ∑
e∈∂Ωi
(
v+n n
n
e,α,lAe
) δ(v −Uni,α) + ξ+,
(2.51)
where again all the non-negative terms except for the first one have been grouped under ξ+.
Non-negativity of h can be guaranteed if:{
nni.α − λ
∑
e∈∂I
(
v+n n
n
e,α,lAe
)} ≥ 0 ∀ α ∈ {1, 2, . . . , β}. (2.52)
This is exactly the same as (2.45). It is worth reiterating that the summation in (2.45) and
(2.52) is for the outgoing fluxes only. Hence, for calculating these fluxes only the reconstructed
weights on the interior sides (side towards the ith cell) of faces should be used, the ones on
the opposite side should be set to zero, i.e., the flux coming in from neighboring cells should
not be accounted for. Consider a simple 2-D Cartesian case shown in Figure 2.1. For the sake
of simplicity, subscript α and superscript n will be dropped and only 1-node quadrature will
be demonstrated. The cell in the center, Ω0, has four neighbors – Ω1, Ω2, Ω3, Ω4 – and the
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Figure 2.1 Cells with faces aligned along Cartesian axes.
reconstructed values of the weights on inner sides of the corresponding faces are n01, n02, n03,
n04, respectively. The cell-averaged weight for cell0 is n0 and the corresponding X-direction
and Y -direction abscissas are U0 and V0, respectively. The realizability condition for Ω0 can
be written as:
{n0 − λ[n01A1 max(U0, 0) + n02A1 max(V0, 0)− n03A1 min(U0, 0)− n04A4 min(V0, 0)]} ≥ 0,
(2.53)
where A1, A2, A3, A4 are the areas of the four faces. In (2.53), λ = ∆t/|Ω0|.
All the analysis to this point has been done for a number density function that depends
on the velocity. However, many population balance models involve density functions that do
not depend on velocity. For such cases, each moment can be advected independently using a
first-order finite-volume scheme without violating realizability of the moment set. On the other
hand, the use of any high-order finite-volume scheme may lead to unphysical or non-realizable
moment sets [85, 72, 73, 124]. As demonstrated in the appendix to this chapter, this problem
can be avoided if QMOM is used with the quasi -pth-order finite-volume schemes described
above.
Before moving onto the next section, here is a brief discussion on the Courant-Friedrichs-
Lewy (CFL) criterion vs. the realizability criterion. The realizability criterion is analogous
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to a CFL criterion. However, their purposes are different. A CFL criterion guarantees the
stability of the solution while the realizability criterion guarantees the physical nature of the
solution. An explicit form of the CFL criterion exists only for 1-D cases, which is equivalent
to the realizability criterion. For 2-D and 3-D problems, there is no explicit form for the
CFL criterion. However, there exists an explicit form for the realizability criterion even for
2-D and 3-D cases as shown above. It also turns out from numerical experiments that the
realizability criterion is a more strict constraint on ∆t as compared to the CFL criterion. Also
the realizability criterion corresponding to a pth-order (p > 1) finite-volume scheme is in general
stricter than the one for the 1st-order finite-volume scheme.
2.4 Multi-stage time-integration
For simplicity, all the previous sections employed single-stage Euler explicit time-integration.
However, single-stage Euler explicit time-integration is only first-order accurate in time. To
improve time-accuracy, multi-stage explicit time-integration schemes are used in practice. Nev-
ertheless, not all multi-stage time-integration schemes guarantee realizability. Here, two dif-
ferent time-integration schemes are presented: RK2 and RK2SSP [42]. The former is the
standard 2nd-order two-stage Runge-Kutta scheme, while the latter is the 2nd-order two-stage
strong-stability-preserving (SSP) Runge-Kutta scheme.
2.4.1 RK2 scheme
The standard 2nd-order two-stage Runge-Kutta scheme can be written as:
W∗i = W
n
i −
∆t
2∆x
[
G
(
Wni+1/2,l,W
n
i+1/2,r
)
−G
(
Wni−1/2,l,W
n
i−1/2,r
)]
, (2.54)
Wn+1i = W
n
i −
∆t
∆x
[
G
(
W∗i+1/2,l,W
∗
i+1/2,r
)
−G
(
W∗i−1/2,l,W
∗
i−1/2,r
)]
. (2.55)
2.4.1.1 First stage
The first stage is the same as the single-stage Euler explicit time-integration scheme, the
only difference being the factor of (1/2) in ∆t2∆x . If λ =
∆t
2∆x , realizability can be guaranteed for
1st-order and quasi -pth-order finite-volume schemes subject to condition (2.42).
25
2.4.1.2 Second stage
The set of moments for the ith cell after the second stage can be written as:
Wn+1i =
∫
Khn+1dv, (2.56)
where
hn+1i = f
n
i − λ
(
v+f∗i+1/2,l + v
−f∗i+1/2,r − v+f∗i−1/2,l − v−f∗i−1/2,r
)
= fni − λv+f∗i+1/2,l − λv−f∗i+1/2,r + λv+f∗i−1/2,l + λv−f∗i−1/2,r
= fni − λv+f∗i+1/2,l + λv−f∗i−1/2,r + ξ+,
(2.57)
in which λ = ∆t/∆x. For the 1st-order and quasi -pth-order finite-volume schemes:
U∗i+1/2,α,l = U
∗
i−1/2,α,r, (2.58)
but in general
Uni,α 6= U∗i+1/2,α,l and Uni,α 6= U∗i−1/2,α,r. (2.59)
Hence, grouping of terms is not possible and realizability cannot be guaranteed for the second
stage.
The RK2 scheme does not guarantee realizability of the moment set.
2.4.2 RK2SSP scheme
The 2nd-order two-stage strong stability-preserving Runge-Kutta scheme can be written as:
W∗i = W
n
i −
∆t
∆x
[
G
(
Wni+1/2,l,W
n
i+1/2,r
)
−G
(
Wni−1/2,l,W
n
i−1/2,r
)]
, (2.60)
Wn+1i =
1
2
[
Wni + W
∗
i −
∆t
∆x
{
G
(
W∗i+1/2,l,W
∗
i+1/2,r
)
−G
(
W∗i−1/2,l,W
∗
i−1/2,r
)}]
. (2.61)
2.4.2.1 First stage
The first stage is exactly the same as the single-stage Euler explicit time-integration scheme
and realizability can be guaranteed for 1st-order and quasi -pth-order finite-volume schemes
subject to condition (2.42).
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2.4.2.2 Second stage
The set of moments for the ith cell after the second stage can be written as:
Wn+1i =
∫
Khn+1i dv, (2.62)
where
hn+1i =
1
2
[
fni + f
∗
i − λ
(
v+f∗i+1/2,l + v
−f∗i+1/2,r − v+f∗i−1/2,l − v−f∗i−1/2,r
)]
=
1
2
[
fni + f
∗
i − λv+f∗i+1/2,l − λv−f∗i+1/2,r + λv+f∗i−1/2,l + λv−f∗i−1/2,r
]
=
1
2
[
fni + f
∗
i − λv+f∗i+1/2,l + λv−f∗i−1/2,r
]
+ ξ+
=
1
2
[
f∗i − λv+f∗i+1/2,l + λv−f∗i−1/2,r
]
+ ψ+,
(2.63)
in which λ = ∆t/∆x and ψ+ = ξ+ + 12f
n
i . For the 1
st-order and quasi -pth-order finite-volume
schemes, grouping of the first three terms is possible because
U∗i,α = U
∗
i+1/2,α,l = U
∗
i−1/2,α,r. (2.64)
After grouping:
hn+1i =
β∑
α=1
{n∗i,α − λv+n∗i+1/2,α,l + λv−n∗i−1/2,α,r}δ(v − U∗i,α) + ψ+. (2.65)
This is exactly the same form as in (2.42) with the superscript n replaced by ∗. Hence, the
realizability condition can be guaranteed using (2.42), by replacing superscript n with ∗.
The RK2SSP scheme, combined with quasi -pth-order finite-volume schemes, guarantees
realizability of the moment set.
2.4.2.3 Alternate form
Another way to write RK2SPP is:
W
(0)
i = W
n
i ,
W
(1)
i = W
(0)
i −
∆t
∆x
[
G
(
W
(0)
i+1/2,l,W
(0)
i+1/2,r
)
−G
(
W
(0)
i−1/2,l,W
(0)
i−1/2,r
)]
,
W
(2)
i = W
(1)
i −
∆t
∆x
[
G
(
W
(1)
i+1/2,l,W
(1)
i+1/2,r
)
−G
(
W
(1)
i−1/2,l,W
(1)
i−1/2,r
)]
,
Wn+1i =
1
2
[
W
(0)
i + W
(2)
i
]
.
(2.66)
This form is more amenable to using an operator-splitting technique for the collision and drag
terms.
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2.4.3 Calculation of time-step size
The global time-step size (∆t) should satisfy both the CFL and realizability criteria to
guarantee stability and physical nature preservation. Usually, the largest value of CFL ∼ O(1)
that gives a stable solution is used as a CFL criterion for all 1-D/2-D/3-D cases. The definition
of the CFL varies, but a general form is:
CFL = ∆t
(
cell velocity magnitude
cell length scale
)
. (2.67)
Let ∆tCFL,i and ∆trealizable,i be the time-step sizes in the i
th cell satisfying the CFL and real-
izability criteria, respectively. An obvious way to calculate global time-step size is:
∆t = mini (∆tCFL,i,∆trealizable,i) . (2.68)
However, in the present paper a slightly different approach is used for the calculation of ∆t.
As stated earlier, in general ∆trealizable,i < ∆tCFL,i. This implies that most of the time
∆t = mini (∆trealizable,i). To have a better time accuracy, a multi-stage time-integration is
used. For a multi-stage time-integration, ∆t calculated for the 1st-stage is used in all the
later stages. But mini (∆trealizable,i) may be different for different stages of time integration
and in that case ∆t calculated for the 1st-stage will not satisfy the realizability criterion for
a later stage. In order to get rid of this problem, the following approach is used. Suppose,
the problem under consideration uses a quasi -pth-order finite-volume scheme. A value of the
CFL ∼ O(1) is pre-specified and ∆t is calculated as ∆t = mini (∆tCFL,i). During each stage
of time integration, this ∆t is used as the global time-step size, and the realizability condition
corresponding to quasi -pth-order finite-volume scheme is checked in each cell. For the cells in
which the check succeeds, a quasi -pth-order reconstruction is used for the weights. And for the
cells in which the check fails, a 1st-order reconstruction is used for the weights. Thereafter,
in the failed cells, the realizability criterion corresponding to 1st-order finite-volume scheme
is checked. This check succeeds on almost all occasions if the CFL is not very large, thereby
satisfying the realizability criterion in each cell. However, if the last check fails, the whole
process is re-initiated using a smaller CFL.
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2.5 Numerical results
In this section several results are presented for 1-D and 2-D cases. For all the cases a 2nd-
order RK2SSP scheme is used for time-integration and ∆t is calculated using CFL = 0.5 unless
otherwise stated. Periodic boundary conditions are used for all 1-D cases while for the 2-D
cases a combination of wall, Dirichlet and periodic boundary conditions is used. The domain
for the 1-D cases is defined by x ∈ [−1, 1]. The simulations consider either the spatial flux
terms alone or in combination with fluid drag terms. Collisions are not included. The drag
force is calculated using (2.5) and the abscissas are updated using simple kinematic relations.
More details can be found in [33, 34, 35]. The drag terms are dependent on the Stokes number
defined by
St =
1
18
ρpd
2
p
µg
. (2.69)
For the two cases presented here that include the drag terms, St = 1 is used.
For the 1-D cases, the numerical results using the quasi -2nd-order and quasi -3rd-order
schemes are presented. For the quasi -2nd-order scheme, a linear reconstruction with the minmod
limiter as described in Sec. 2.2.4.2 is used while for the quasi -3rd-order scheme a MUSCL tech-
nique [113, 56] is used. For the 2-D cases, results using the quasi -2nd-order scheme are presented.
A second-order least-squares reconstruction [118, 4] is used for the weights using neighboring
cell-averaged values. Moreover, a limiter [118, 4, 39] is applied to the least-squares reconstruc-
tion to avoid spurious oscillations. The results for the standard 2nd-order scheme are presented
only for the simplest 1-D cases with constant abscissas because of the non-realizability problem.
In all the cases, the mean density is computed using
∑
nα and the mean velocity is computed
with
∑
(nαuα)/
∑
nα.
2.5.1 Spatial accuracy study
It was stated earlier that although in general the new quasi schemes have lower spatial
accuracy compared to standard schemes, for problems where the velocities are constant over a
range of cells, both schemes have almost the same order of spatial accuracy. Here, the order
of spatial accuracy of the standard and the new quasi schemes is discussed for cases where the
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abscissas are constant over a range of cells. Results in this section are based on simple 1-D
cases for which analytical solutions exist. L1 errors are calculated by comparing the numerical
solution with the analytical solution for mean density. L1 errors and order of convergence
are presented for four schemes: 1st-order, standard 2nd-order, quasi -2nd-order, quasi -3rd-order.
Tables 2.1 and 2.2 show the results for 1-node and 2-node quadrature, respectively. For both
cases ∆t = 0.001 is used. For 1-node quadrature, the initial weight (n) and abscissa (U) are
given as:
n = 1.0 + sin(pix), U = 1. (2.70)
For 2-node quadrature, initial weights (n1, n2) and abscissas (U1, U2) are given as:
n1 = | sin(pix)|, n2 = 0, U1 = 1, U2 = 0 for x ∈ [−1, 0),
n1 = 0, n2 = | sin(pix)|, U1 = 0, U2 = −1 for x ∈ [0, 1].
(2.71)
For 1-node quadrature, errors are calculated at t = 4, while for 2-node quadrature errors are
calculated at t = 1. It is observed that the formal order of accuracy can be obtained for 1-
node quadrature, but as the number of quadrature nodes is increased, the order of accuracy
for all schemes decreases. Although the reason for this loss of order of accuracy has not been
studied extensively, it can be attributed to the combined effects of an increase in the number of
equations and use of the moment-inversion algorithm for ill-conditioned points. At many points
the values of the weights are very small and the non-linear equations solved using the moment-
inversion algorithm are often ill-conditioned for these points in the case of multiple quadrature
nodes. It can also be observed that the quasi -2nd-order scheme always has approximately the
same order of convergence as the standard 2nd-order scheme, and the quasi -3rd-order scheme
is better compared to both.
2.5.2 Grid convergence study
Grid convergence studies for the quasi -2nd-order and quasi -3rd-order schemes in 1-D are
presented in Figure 2.2. For both the schemes, the mean density obtained using different grid
resolutions is compared with the analytical solution. Four different uniform grids have been
considered with the number of cells equal to 25, 50, 100, 200. The comparisons have been
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Table 2.1 L1 error and order of accuracy of schemes using 1-node quadrature.
Grid Size L1 Error Order
1st-order scheme
25 0.504533 -
50 0.347427 0.54
100 0.207609 0.74
200 0.114032 0.86
standard 2nd-order scheme
25 0.133869 -
50 0.055688 1.27
100 0.016926 1.72
200 0.004903 1.79
quasi -2nd-order scheme
25 0.133869 -
50 0.055688 1.27
100 0.016926 1.72
200 0.004903 1.79
quasi -3rd-order scheme (without limiter)
25 0.010411 -
50 0.001318 2.98
100 0.000165 2.99
200 0.000024 2.77
quasi -3rd-order scheme
25 0.019774 -
50 0.004261 2.21
100 0.000885 2.27
200 0.000180 2.30
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Table 2.2 L1 error and order of accuracy of schemes using 2-node quadrature.
Grid Size L1 Error Order
1st-order scheme
25 0.210375 -
50 0.148604 0.50
100 0.091184 0.70
200 0.051804 0.82
standard 2nd-order scheme
25 0.071737 -
50 0.028923 1.31
100 0.011792 1.29
200 0.004584 1.36
quasi -2nd-order scheme
25 0.071198 -
50 0.028921 1.30
100 0.011793 1.29
200 0.004584 1.36
quasi -3rd-order scheme
25 0.022921 -
50 0.009345 1.29
100 0.002946 1.67
200 0.000990 1.57
(a) quasi-2nd-order (b) quasi-3rd-order
Figure 2.2 Grid convergence study for different schemes.
32
(a) Initial mean density and velocity
(b) Final mean density (c) Final mean velocity
Figure 2.3 Comparison of schemes for 1-D case with only convection terms.
done for a 2-node quadrature case with the same initializations as in (2.71). Figures 2.2(a) and
2.2(b) show grid convergence for the quasi -2nd-order and quasi -3rd-order schemes, respectively.
As the number of grid cells is increased, the solutions using both schemes converge towards the
analytical solution.
2.5.3 Comparison of schemes for 1-D case with only convection terms
For this case, 2-node quadrature is used with the weights being sinusoidal functions and the
abscissas being square functions. 50 grid points are used and the results are shown in Figure
2.3. The initial (t = 0) conditions are same as in (2.71) and are shown in Figure 2.3(a). Figures
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Figure 2.4 Fluid velocity for 1-D case.
2.3(b) and 2.3(c) show the final conditions for the mean density and mean velocity, respectively
(t = 1). The weight distribution is symmetric about x = 0, with the left wave moving towards
the right (negative abscissa) and the right wave moving towards the left (positive abscissa).
The final time has been chosen such that the waves coalesce at x = 0 and then separate again.
Four different schemes have been compared: 1st-order, standard 2nd-order, quasi -2nd-order,
quasi -3rd-order. The standard 2nd-order and quasi -2nd-order results are on top of each other.
The quasi -3rd-order scheme shows an improvement over the quasi -2nd-order scheme.
2.5.4 Comparison of schemes for 1-D case with both convection and drag terms
For this case, 4-node quadrature is used. Initial conditions (t = 0) for x ∈ [−0.8,−0.7] are
given as:
n1 = n2 = n3 = n4 = sin(10pi(x+ 0.8)),
U1 = U2 = U3 = U4 = 0.
(2.72)
Everywhere else both the weights and abscissas are zero. The particle flow is driven by fluid
drag. The fluid velocity is given by
Ug = e
−x2 , (2.73)
and is shown in Figure 2.4. The QMOM results using three schemes – 1st-order, quasi -2nd-
order, quasi -3rd-order – are compared with the Lagrangian results. The results for the mean
density are presented at four different times in Figure 2.5. The quasi -3rd-order and quasi -2nd-
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(a) t = 0 (b) t = 1
(c) t = 2 (d) t = 3
Figure 2.5 Comparison of schemes using mean density for 1-D case with convection and drag
terms.
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(a) t = 0 (b) t = 1
(c) t = 2 (d) t = 3
Figure 2.6 Comparison of schemes using mean velocity for 1-D case with convection and drag
terms.
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order results are closer to the Lagrangian results as compared to the 1st-order ones. Figure 2.6
shows comparisons for the mean velocity at the same times as in Figure 2.5. It is evident that
the mean velocity is not constant but varies over a range of cells at each time. Clearly in such
scenarios as well, the new realizable schemes give better solutions compared to the 1st-order
scheme.
2.5.5 Comparison of schemes for 2-D case with only convection terms
Here a dilute impinging-jet problem in 2-D is presented. The domain consists of a square
(7×7) box with two openings on the bottom wall through which particle jets enter. As time
progresses, the jets cross each other, strike the wall and then rebound. These simulations are
done using 4-node quadrature (n1, U1, V1), (n2, U2, V2), (n3, U3, V3), (n4, U4, V4). Initial
(t = 0) conditions are given as:
n1 = n2 = n3 = n4 = 0.0001,
U1 = 0.001, U2 = −0.001, U3 = 0.001, U4 = −0.001,
V1 = 0.001, V2 = 0.001, V3 = −0.001, V4 = −0.001.
(2.74)
The values of the weights and abscissas at the left inlet jet (Dirichlet) are:
n1 = n2 = n3 = n4 = 0.01,
U1 = 1.001, U2 = 0.999, U3 = 1.001, U4 = 0.999,
V1 = 1.001, V2 = 1.001, V3 = 0.999, V4 = 0.999.
(2.75)
And the values at the right inlet jet (Dirichlet) are:
n1 = n2 = n3 = n4 = 0.01,
U1 = −1.001, U2 = −0.999, U3 = −1.001, U4 = −0.999,
V1 = 1.001, V2 = 1.001, V3 = 0.999, V4 = 0.999.
(2.76)
For elastic collisions with the walls, ew = 1. Results are presented for the 1
st-order and quasi -
2nd-order schemes in Figure 2.7. The computational grid contains 2562 triangular elements.
Figure 2.7(a) and 2.7(c) show the mean density using the 1st-order and quasi -2nd scheme,
respectively, at t = 4 after the jets cross. Figures 2.7(b) and 2.7(d) show the mean density
at t = 7 after the jets bounce off the walls. The solution obtained using the 1st-order scheme
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(a) 1st-order, t = 4 (b) 1st-order, t = 7
(c) quasi-2nd-order, t = 4 (d) quasi-2nd-order, t = 7
Figure 2.7 Mean particle density for crossing particle jets for different schemes at two times.
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Figure 2.8 Fluid velocity for 2-D Taylor-Green flow.
is more diffused. The improvement in the solution using the quasi -2nd-order scheme is clearly
evident.
2.5.6 Comparison of schemes for 2-D case with both convection and drag terms
In this case, the evolution of particles in a Taylor-Green flow is presented. The domain
consists of a square (1×1) box. All the boundaries are periodic. The fluid velocity in the
Taylor-Green flow is given by
Ugx = sin(2pix) cos(2piy),
Ugy = − sin(2piy) cos(2pix),
(2.77)
and is shown in Figure 2.8. Figures 2.9 and 2.10 present results for different schemes on
a structured mesh, and Figure 2.11 presents results for unstructured meshes. Results are
presented for the 1st-order and quasi -2nd-order schemes at t = 4. For the structured mesh,
four different grid resolutions are used: 100×100, 200×200, 400×400, 800×800. Lostec et
al. [64] presented results for the same problem using both a Lagrangian simulation and 1st-
order QMOM. Here, the Lagrangian result obtained in [64] is presented in Figure 2.12. Note
that the particle number density shown in Figure 2.12 is proportional to the mean particle
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(a) 100×100 (b) 200×200
(c) 400×400 (d) 800×800
Figure 2.9 Grid resolution study of mean particle density in 2-D Taylor-Green flow at t = 4
with 1st-order scheme.
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(a) 100×100 (b) 200×200
(c) 400×400 (d) 800×800
Figure 2.10 Grid resolution study of mean particle density in 2-D Taylor-Green flow at t = 4
with quasi -2nd-order scheme.
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(a) 1st-order, 5452 (b) quasi-2nd-order, 5452
(c) 1st-order, 21830 (d) quasi-2nd-order, 21830
(e) 1st-order, 89558 (f) quasi-2nd-order, 89558
Figure 2.11 Mean particle density in 2-D Taylor-Green flow at t = 4 on triangular mesh with
different schemes and cell numbers.
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Figure 2.12 Particle number density in 2-D Taylor-Green flow obtained by Lostec et al. [64]
using a Lagrangian simulation. Density is proportional to darkness.
density in our results. The results presented here clearly show that the quasi -2nd-order scheme
fares much better compared to the 1st-order scheme in resolving the various features obtained
in the Lagrangian simulation in [64]. The unstructured mesh consists of triangular cells. Three
different grid resolutions are used with 5452, 21830 and 89558 triangular cells. The unstructured
mesh results also confirm the improvement in the solutions when the quasi -2nd-order scheme
is used.
2.6 Conclusions
Hitherto, the use of finite-volume schemes for quadrature-based moment methods was lim-
ited to the 1st-order scheme in order to guarantee realizability. Over the years, an extensive
research effort has been spent on developing high-order finite-volume schemes in the field of com-
putational fluid dynamics. However, the issue of non-realizability has often acted as a barrier,
making these high-order finite-volume schemes inaccessible to models based on quadrature-
based moment methods. Because of the non-realizability problem with standard high-order
finite-volume schemes and the high numerical dissipation inherent in the first-order finite-
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volume scheme, there is a need to develop schemes that can provide less-diffused results and
guarantee realizability simultaneously.
In the present work, realizability of finite-volume schemes in both space and time has
been discussed for the first time. A generalized idea has been proposed to develop high-
order realizable finite-volume schemes. According to the new idea, a quasi -pth-order realizable
finite-volume scheme can be constructed using a pth-order reconstruction for the weights and
a 1st-order reconstruction for the abscissas along with a realizability criterion. These new
schemes give remarkably improved solutions for a class of problems where the velocity field is
constant or slowly varying over a range of cells. This marks a significant step as it makes all
the high-order finite-volume schemes, developed over the years for fluid flows, automatically
accessible to quadrature-based moment methods. It has also been shown that the standard
Runge-Kutta time-integration schemes do not guarantee realizability. Instead, strong-stability-
preserving Runge-Kutta schemes must be used. Numerical simulations have been carried out
using both Cartesian and triangular meshes, and clearly demonstrate the increased accuracy
and robustness of the proposed realizable high-order schemes.
Appendix. Realizable advection of velocity-independent density functions
For simplicity, only the one-dimensional case is discussed here. Discussion on two- and three-
dimensional cases can be based by analogy on Sec. 2.3.3. If the density function does not include
the velocity, v is not an independent variable. Denote the density function by f ≡ f(b, x, t),
where b is some scalar measure. For example, if b denotes the particle radius, then f is the
density function for the particle size distribution. The population balance equation2 with only
the advection term can be written as:
∂f
∂t
+
∂vf
∂x
= 0, (2.78)
where v ≡ v(x, t). The pth-order moment of f can be defined as:
Mp =
∫
bpf db. (2.79)
2The transport equation for a velocity-independent density function is usually referred to as a population
balance equation. In the aerosol literature, it is referred to as the general dynamic equation.
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Applying the definition of moments to (2.78), the moment transport equations can be written
as:
∂Mp
∂t
+
∂vMp
∂x
= 0 ∀ p ∈ {0, 1, 2, . . . }. (2.80)
Define the set of conserved moments as W = [M0 M1 M2 . . . ]T and the set of moment
fluxes as H(v,W) = vW = v[M0 M1 M2 . . . ]T . Then the set of moment transport equations
can be written as:
∂W
∂t
+
∂H(v,W)
∂x
= 0. (2.81)
The conserved moments and moment fluxes can be written in terms of the density function:
W =
∫
Kf db, H = v
∫
Kf db, (2.82)
where
K =
[
1 b b2 . . .
]T
. (2.83)
The moments can be advanced in time using a finite-volume scheme. If a single-stage Euler
explicit time-integration scheme is used, the updated set of moments can be written as:
Wn+1i = W
n
i − λ
[
G(vni+1/2,l,W
n
i+1/2,l, v
n
i+1/2,r,W
n
i+1/2,r)−
G(vni−1/2,l,W
n
i−1/2,l, v
n
i−1/2,r,W
n
i−1/2,r)
]
,
(2.84)
where λ = ∆t/∆x. G is the numerical flux function defined as:
G(vnl ,W
n
l , v
n
r ,W
n
r ) = v
+
l
∫
Kfl db+ v
−
r
∫
Kfr db, (2.85)
where
v+l =
1
2
(vl + |vl|) and v−r =
1
2
(vr − |vr|). (2.86)
The updated set of moments can be written as:
Wn+1 =
∫
Kh db, (2.87)
where
h = fni − λ(vn+i+1/2,lfni+1/2,l + vn−i+1/2,rfni+1/2,r − vn+i−1/2,lfni−1/2,l − vn−i−1/2,rfni−1/2,r)
= fni − λvn+i+1/2,lfni+1/2,l − λvn−i+1/2,rfni+1/2,r + λvn+i−1/2,lfni−1/2,l + λvn−i−1/2,rfni−1/2,r.
(2.88)
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Assuming that the moments at time level n correspond to a non-negative density function,
three terms on the right-hand side of (2.88) – first, third, fourth – are non-negative and two
terms – second, fifth – are non-positive. For the moments at time level n+1 to correspond to a
non-negative density function, h should be non-negative for all b. The non-negativity of h can
only be guaranteed for the first-order finite-volume scheme under a constraint on λ given by
(1− λ|vni |) ≥ 0. (2.89)
For second-order and, in general, any high-order finite-volume schemes, non-negativity of h
cannot be guaranteed. However, if QMOM is used along with the special reconstruction dis-
cussed in Sec. 2.3, non-negativity of h can be guaranteed as shown below. For β-node QMOM,
the density function can be written as:
f =
β∑
α=1
nαδ(b−Bα), (2.90)
where nα are weights and Bα are abscissas.
Theorem 2. Let β, p ∈ N and α ∈ {1, 2, ...β}. Also let the cell-averaged and reconstructed
values of the weights satisfy nni,α > 0 and n
n
i+1/2,α,l, n
n
i−1/2,α,r ≥ 0 ∀α. If a finite-volume
scheme using a single-stage Euler explicit time-integration scheme is devised that uses a pth-
order reconstruction for the weights and 1st-order reconstruction for the abscissas, the non-
negativity of the effective density function (2.88) in the ith cell can always be guaranteed under
an explicit constraint on time-step size (∆t ∈ R+).
Proof. Using (2.88), the effective density function, regardless of the finite-volume scheme used,
can be written as:
h = fni − λvn+i+1/2,lfni+1/2,l + λvn−i−1/2,rfni−1/2,r + ξ+. (2.91)
In the above expression, the third and fourth non-negative terms have been grouped under ξ+.
For a β-node quadrature, using (2.90), the expression for h becomes:
h =
β∑
α=1
[nni,αδ(b−Bni,α)− λvn+i+1/2,lnni+1/2,α,lδ(b−Bni+1/2,α,l)
+ λvn−i−1/2,rn
n
i−1/2,α,rδ(b−Bni−1/2,α,r)]
+ ξ+.
(2.92)
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If a first-order reconstruction is used for the abscissas, then the interface values of the abscissas
will be the same as the cell-averaged values:
Bni,α = B
n
i+1/2,α,l = B
n
i−1/2,α,r. (2.93)
Putting this in (2.92), the effective density function becomes:
h =
β∑
α=1
{nni,α − λvn+i+1/2,lnni+1/2,α,l + λvn−i−1/2,rnni−1/2,α,r}δ(b−Bni,α) + ξ+. (2.94)
For ∆t ∈ R+ satisfying the condition:
λ = minα∈{1,2,...β}
(
nni,α
nni+1/2,α,lv
n+
i+1/2,l − nni−1/2,α,rvn−i−1/2,r
)
, (2.95)
h is non-negative for all b. This concludes the proof. 
The extension to realizable high-order time integration is analogous to the methods pre-
sented in Sec. 2.4.
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CHAPTER 3. REALIZABLE HIGH-ORDER FINITE-VOLUME
SCHEMES FOR QUADRATURE-BASED MOMENT METHODS
APPLIED TO DIFFUSION POPULATION BALANCE EQUATIONS
A paper submitted to Journal of Computational Physics
Varun Vikas1, Z. J. Wang, Rodney O. Fox
Abstract
Population balance equation (PBE) with convection and diffusion terms occurs in meso-
scopic models for many physical phenomena. Direct numerical solution of these PBEs is often
infeasible because of the large number of independent variables. An alternative is to reformu-
late the problem in terms of the moments of the distribution function. The moment transport
equations are not closed and a quadrature-based moment method (QBMM) can be used for
closure. The success of QBMM is based on a moment-inversion algorithm that is used to cal-
culate non-negative weights and abscissas from the moments. The moment-inversion algorithm
does not work if the moments are non-realizable, which might lead to negative weights. More-
over, realizability of the moments is needed for the abscissas to lie in the interior of support of
the distribution function. Several researchers have discussed the realizability problems in the
context of convection terms. Recently, new high-order realizable finite-volume schemes with
appropriate realizability criteria have been derived for the convection terms. However, to the
authors’ knowledge, hitherto no work has been done with respect to the realizability prob-
lems for the diffusion terms. The current paper is focused on developing high-order realizable
finite-volume schemes for the diffusion terms. The paper discusses the pitfalls of the already
1Primary researcher and author.
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existing finite-volume schemes for the diffusion terms, that are based on the reconstruction of
moments. It is shown that when using the moment-based reconstruction, the realizability can
be guaranteed only with 2nd-order scheme. It is also shown that the realizability criterion for
the 2nd-order scheme is same as the stability criterion. The paper shows that the realizability of
moments cannot be guaranteed when the high-order moment-based reconstruction schemes are
used. New realizable high-order finite-volume schemes based on the reconstruction of weights
and abscissas, instead of moments, are proposed and suitable realizability criteria are derived.
The new schemes can achieve higher than 2nd-order accuracy for the problems with smoothly
varying abscissas. In the worst case scenario of highly nonlinear abscissas, the new schemes are
2nd-order accurate. It is also shown that the results obtained using the new realizable high-order
schemes are consistent with those obtained using the 2nd-order moment-based reconstruction
scheme.
3.1 Introduction
Population balance equations occur in mesoscopic models for a wide range of physical
phenomena [19, 76, 15, 122]. These PBEs include convection and diffusion terms among others.
One of the approaches to solve the PBEs is to use a direct solver that discretizes the phase space
of the distribution function. However, very often due to the high-dimensionality of the phase
space, such a direct solver is infeasible. An alternative is to formulate the problem in terms of
the moments of the distribution function. However, the moment transport equations are often
unclosed and a closure model is needed. Quadrature-based moment method [25, 33, 34, 35, 65]
can be used as a closure model. QBMM assumes a quadrature approximation of the distribution
function. The key step of the approach is an inversion algorithm that allows one to uniquely
determine a set of weights and abscissas from the set of transported moments. The condition
for the inversion algorithm to be applied is that the set of moments is realizable, meaning it
actually corresponds to a distribution function. This condition is not generally satisfied by the
traditional high-order finite-volume schemes used in computational fluid dynamics (CFD) [5,
56, 60, 113, 118, 120].
Several researchers have discussed the treatment of convection terms in detail [72, 73, 85,
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124]. Desjardins et al. [25] showed that the realizability of the moment transport equations
with convection terms is guaranteed only for the 1st-order finite-volume scheme. The use of any
other high-order finite-volume scheme may lead to non-realizable moments, thereby resulting
in negative weights and abscissas that are outside the support of the distribution function.
This limitation required the use of a highly refined mesh for computation as a first-order
finite-volume scheme produces highly diffused solutions on a coarse mesh. Vikas et al. [115]
developed high-order realizable finite-volume schemes for the convection terms. These schemes
work better than the 1st-order scheme and guarantee realizability of the moments using an
explicit constraint on the time-step size. This constraint is called the realizability criterion.
To the authors’ knowledge, the issue of realizability for the diffusion terms has not yet
been studied. The current paper studies the realizability issues when QBMM is applied to the
PBEs with diffusion terms. Diffusion processes often appear in PBEs as a result of successive
approximations, due to some phenomena that are not described in detail. These phenomena
are typically modeled with a sort of sub-scale model and represented in an Eulerian framework
as diffusion processes. They are generated by advection (in physical- or phase-space) processes
characterized by a random chaotic nature and by time- and length-scales usually smaller then
those of the dominant phenomena. Brownian forces, turbulent fluctuations, random lattice-
defects in crystals are the most common sources of phase-, physical- and mixed phase- and
physical-space diffusion processes.
The moment transport equations for the PBEs with diffusion terms can be closed using
QBMM and a finite-volume approach can be applied to advance the moments in time. When
a finite-volume scheme is used, the computation of diffusive flux at the faces requires the avail-
ability of moment derivatives at the faces. Hitherto, the moment derivatives were computed
using a moment-based reconstruction without any proof of realizability. The moment-based
reconstruction uses finite-volume reconstruction schemes to compute the derivatives by directly
using the cell-averaged values of the moments. The current paper discusses the pitfalls of recon-
struction schemes based on moments. It shows that when using moment-based reconstruction,
the realizability cannot be guaranteed for higher than 2nd-order schemes. For the 2nd-order
scheme, the realizability criterion and the stability criterion, also known as CFL condition, are
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same. Hence, in the past when using 2nd-order scheme, no realizability problems have been en-
countered as stability criterion is always accounted for. The paper proposes new schemes based
on the reconstruction of weights and abscissas, instead of moments, and derives realizability
conditions for these schemes. The new schemes can achieve higher than 2nd-order accuracy for
the problems with smoothly varying abscissas. Formal high-order of accuracy can be achieved
for the problems with constant or linearly varying abscissas. In the worst case scenario of
highly nonlinear abscissas, the new schemes are at least 2nd-order accurate. It is also shown
that the results obtained using the new realizable high-order schemes are consistent with those
obtained using the 2nd-order moment-based reconstruction scheme.
The remainder of this paper is organized as follows. In Sec. 3.2, QBMM is reviewed. Section
3.2 also discusses the finite-volume schemes and their realizability properties. Thereafter, in
Sec. 3.3, new realizable high-order finite-volume schemes are presented for the one-dimensional
cases. Section 3.4 deals with the new realizable schemes for the multidimensional cases. Section
3.5 presents some numerical results. Conclusions from the present study are summarized in
Sec. 3.6.
3.2 Quadrature-based moment method
3.2.1 Diffusion PBE
The diffusion PBE can be written as
∂f
∂t
= ∇ · (µ∇f) , (3.1)
where f(b,x, t) is the distribution function, µ(b,x, t) is the diffusivity coefficient and the internal
coordinate, b, is a scalar measure. For example, if b denotes the particle radius, then f is the
particle size distribution function. Here, the case of only one internal coordinate is discussed.
However, the same idea can be applied to the cases with multiple internal coordinates. For the
sake of clarity, the first half of the paper will focus on the one-dimensional version of the above
equation with f = f(b, x, t) and µ = µ(b):
∂f
∂t
= µ
∂2f
∂x2
. (3.2)
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Towards the later half, the multidimensional version will also be discussed. For simplicity, the
spatial dependence of µ has been removed but it is not a constraint. Spatial variations in the
diffusivity coefficient can be included under the same framework.
3.2.2 Moment transport equations
The moment transport equations corresponding to (3.2) can be written as
∂Mp
∂t
=
∂2Sp
∂x2
∀ p, (3.3)
where
Mp =
∫
bpfdb and Sp =
∫
µ(b)bpfdb (3.4)
are the moments of the distribution function. Note that Mp ≡Mp(x, t) and Sp ≡ Sp(x, t). In
(3.4), the integrals are performed over the interval of support of the distribution function. In
the moment method, a finite number of moments are tracked. The above system is not closed
at any finite p. In order to close the system, a closure model is needed. In this paper, QBMM
is used for closure.
3.2.3 Quadrature-based closures
In quadrature-based moment methods, quadrature formulas are used to provide closures to
the unclosed terms in the moment transport equations, by introducing a set of weights and
abscissas. The distribution function f is written in terms of the quadrature weights (wα) and
abscissas (Bα) using a Dirac delta representation:
f =
β∑
α=1
wαδ (b−Bα) , (3.5)
where wα ≡ wα(x, t) and Bα ≡ Bα(x, t). The method based on (3.5) is called β-node quadrature
method. The moments can be computed as a function of quadrature weights and abscissas by
using the above definition of f in (3.4):
Mp =
β∑
α=1
wαB
p
α, S
p =
β∑
α=1
wαµ(Bα)B
p
α. (3.6)
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Note that when using a β-node quadrature, at each time-step 2β unknowns (β weights and β
abscissas) are to be determined from the tracked moments. Hence, it is necessary to track 2β
moments (p ∈ {0, 1, ..., 2β − 1}).
Often pointwise values of the distribution function are required but the quadrature-based
closure mentioned above fails to provide these. To curb this problem, recently a new generation
of QBMM has been introduced that provides an explicit form for the distribution function.
This new method is referred to as extended quadrature method of moments (EQMOM) [127].
EQMOM approximates the distribution function by a sum of smooth non-negative functions.
However, when evaluating fluxes using EQMOM, the smooth distribution function can be
recast in the Dirac delta form. Hence, unless otherwise stated, all the discussion refers to the
quadrature based closure that uses the Dirac delta representation.
3.2.4 Finite-volume method
For the pth-order moment, the finite-volume expression using the single-stage Euler explicit
time-integration can be written as
M
p,n+1
i = M
p,n
i +
∆t
∆x
[
∂Sp
∂x
∣∣∣∣n
i+1/2
− ∂S
p
∂x
∣∣∣∣n
i−1/2
]
, (3.7)
where superscripts n and n + 1 denote time levels and ∂S
p
∂x is the diffusive flux evaluated at
cell interfaces. Henceforth, the variables with overbars denote the cell-averaged values. The
variables with (i+ 1/2) or (i− 1/2) as subscript denote the reconstructed values at the faces.
The cell-averaged values, M
p,n
i , are known but the diffusive fluxes at the faces are not known.
In order to compute the diffusive flux, ∂S
p
∂x
∣∣n
i+1/2
, at the face i + 1/2, a profile for Sp at time
level n has to be reconstructed around this face and then this profile can be differentiated to
get the required flux. The cell-averaged values of Sp are known in each cell using the expression
in (3.6). These values can be used to reconstruct a profile for Sp around each face. A profile
reconstruction with degree-(k− 1) polynomial will lead to the kth-order accurate finite-volume
scheme. The following sections discuss second and fourth-order schemes respectively. For the
sake of simplicity, only the 1st-order Euler explicit time-integration is discussed. However, for
numerical tests in Sec. 3.5, a two-stage 2nd-order RK2SSP time-integration scheme [42] is used.
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3.2.4.1 Second-order finite-volume scheme
For the 2nd-order finite-volume scheme, a linear profile (degree-1 polynomial) is recon-
structed at the face i+ 1/2:
Sp,ni+1/2(x) = a0 + a1x, (3.8)
where the unknowns a0 and a1 are computed using the following two conditions:
1
∆x
∫ xj+1/2
xj−1/2
Sp,ni+1/2(x)dx = S
p,n
j where j ∈ {i, i+ 1}. (3.9)
The reconstructed profile can then be differentiated to get the flux at the face i+ 1/2:
∂Sp
∂x
∣∣∣∣n
i+1/2
=
1
∆x
[
S
p,n
i+1 − Sp,ni
]
. (3.10)
Using this, the updated moment for the second-order finite-volume scheme can be written as
M
p,n+1
i = M
p,n
i +
∆t
∆x2
[
S
p,n
i+1 − 2Sp,ni + Sp,ni−1
]
. (3.11)
This is the standard second-order finite-volume scheme used in CFD for the diffusion problems.
Later on it will be shown that this is a realizable scheme with the realizability criterion same
as the stability criterion.
3.2.4.2 Fourth-order finite-volume scheme
For the 4th-order scheme, a cubic profile (degree-3 polynomial) is reconstructed at the face
i+ 1/2:
Sp,ni+1/2(x) = a0 + a1x+ a2x
2 + a3x
3, (3.12)
where the unknowns a0, a1, a2 and a3 are computed using the following four conditions:
1
∆x
∫ xj+1/2
xj−1/2
Sp,ni+1/2(x)dx = S
p,n
j where j ∈ {i− 1, i, i+ 1, i+ 2}. (3.13)
The reconstructed profile can then be differentiated to get the flux at the face i+ 1/2:
∂Sp
∂x
∣∣∣∣n
i+1/2
=
1
∆x
[
1
12
S
p,n
i−1 −
5
4
S
p,n
i +
5
4
S
p,n
i+1 −
1
12
S
p,n
i+2
]
(3.14)
Using this, the updated moment for the second-order finite-volume scheme can be written as
M
p,n+1
i = M
p,n
i +
∆t
∆x2
[
− 1
12
S
p,n
i−2 +
4
3
S
p,n
i−1 −
5
2
S
p,n
i +
4
3
S
p,n
i+1 −
1
12
S
p,n
i+2
]
. (3.15)
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Later on it will be shown that this is a non-realizable scheme.
The third-order finite-volume scheme is not discussed just for the sake of simplicity. The
third-order finite-volume scheme needs a quadratic profile (degree-2 polynomial). To compute
the unknown coefficients in the quadratic profile, three cells are needed. Three cells form an
asymmetric stencil around the face i+ 1/2. In order to avoid this asymmetry, two stencils are
used for the face i+ 1/2 ({i− 1, i, i+ 1} and {i, i+ 1, i+ 2}) and the computed derivatives are
averaged. So, the effective stencil for the third-order finite-volume scheme is same as that for
the fourth-order finite-volume scheme, although the coefficients will be different.
3.2.5 Non-realizability problem
At each time-step, the weights and abscissas are recovered from the moments. For uni-
variate cases (single internal coordinate), the moment-inversion algorithm computes the set of
weights and abscissas from the corresponding set of moments using the product-difference (PD)
algorithm [71, 86, 121]. The discussion on moment-inversion algorithms for multivariate cases
can be found in [33, 34, 126, 127]. The set of moments cannot be constituted by arbitrary values
of each moment, but they have to conform to the definition of the non-negative distribution
function. The application of the moment-inversion algorithm to a set of realizable moments
leads to a set of non-negative weights. Moreover, the abscissas lie in the interior of support of
f . Because of the non-linearity of the inversion problem, it is extremely difficult to determine in
advance whether a given set of moments is realizable. However, Desjardins et al. [25] described
that any finite-volume scheme that could guarantee non-negativity of the updated distribution
function will always keep the moments in the realizable space. Vikas et al. [115] developed
realizable high-order finite-volume schemes for the convection terms. This paper is concerned
with the development of realizable high-order finite-volume schemes for the diffusion terms. But
before presenting the new realizable high-order finite-volume schemes, the pitfalls of already
existing finite-volume schemes based on the reconstruction of moments is discussed.
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3.2.5.1 Unique update of distribution function
The finite-volume scheme in (3.7) can also be written as∫
bp
{
f
n+1
i = f
n
i +
∆t
∆x
µ(b)
[
∂f
∂x
∣∣∣∣n
i+1/2
− ∂f
∂x
∣∣∣∣n
i−1/2
]}
db. (3.16)
This implies that, although the different moments are evolved in time independent of each
other, there is a unique update of the distribution function at each time step:
f
n+1
i = f
n
i +
∆t
∆x
µ(b)
[
∂f
∂x
∣∣∣∣n
i+1/2
− ∂f
∂x
∣∣∣∣n
i−1/2
]
. (3.17)
Any finite-volume scheme that can guarantee the non-negativity of f
n+1
i ∀ b is called a realizable
scheme.
It is worth reiterating that the unique update of f in (3.17) is possible only if all moments
use the same stencil for computing the diffusive fluxes ∂Sp/∂x|ni−1/2 and ∂Sp/∂x|ni+1/2. For the
diffusion problems, the profiles are always smooth and no limiter is required. Hence, for the
diffusion problems all moments use the same stencil, thereby guaranteeing the unique update for
f . However, for the convection problems some moments may have discontinuities while others
may not. The convection problems are hyperbolic and allow the propagation of discontinuities.
Hence, for the convection problems, while reconstructing the profiles for the moments, limiters
may be required for some moments but not for others. This means that stencils may vary
from one moment to another. In that case a moment-based reconstruction will not guarantee
a unique update of f . This is one of the reasons as to why the realizability problem is more
prevalent for the convection problems.
3.2.5.2 Second-order finite-volume scheme
For the second-order finite-volume scheme, (3.10) implies
∂f
∂x
∣∣∣∣n
i+1/2
=
1
∆x
[
f
n
i+1 − fni
]
. (3.18)
Putting this into (3.17) and simplifying, the unique update of f can be written as
f
n+1
i =
[
1− 2µ(b) ∆t
∆x2
]
f
n
i + µ(b)
∆t
∆x2
[
f
n
i+1 + f
n
i−1
]
. (3.19)
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The non-negativity of f
n+1
i will be guaranteed if[
1− 2µ(Bnα,i)
∆t
∆x2
]
≥ 0 ∀ α ∈ {1, 2, ...β}. (3.20)
Note that this is same as the stability condition used for the diffusion problems. When per-
forming numerical simulations, as ∆t is always chosen on the basis of stability condition, real-
izability condition is automatically satisfied and hence realizability problems have never been
encountered in the past for the 2nd-order scheme.
3.2.5.3 Fourth-order finite-volume scheme
For the fourth-order finite-volume scheme, (3.14) implies
∂f
∂x
∣∣∣∣n
i+1/2
=
1
∆x
[
1
12
f
n
i−1 −
5
4
f
n
i +
5
4
f
n
i+1 −
1
12
f
n
i+2
]
. (3.21)
Putting this into (3.17) and simplifying, the unique update of f can be written as
f
n+1
i =
[
1− 5
2
µ(b)
∆t
∆x2
]
f
n
i +
4
3
µ(b)
∆t
∆x2
[
f
n
i+1 + f
n
i−1
]
− 1
12
µ(b)
∆t
∆x2
[
f
n
i+2 + f
n
i−2
]
. (3.22)
Note that regardless of what ∆t is chosen, the non-negativity of the two terms on the right
side, involving f
n
i−2 and f
n
i+2, can never be guaranteed. Hence, this scheme cannot guarantee
the realizability of the updated moment set.
3.3 Improved realizable finite-volume schemes
3.3.1 Basic idea
Putting (3.5) into the terms on right side (3.22) gives
f
n+1
i =
β∑
α=1
{[
1− 5
2
µ(b)
∆t
∆x2
]
wnα,iδ
(
b−Bnα,i
)
+
4
3
µ(b)
∆t
∆x2
[
wnα,i+1δ
(
b−Bnα,i+1
)
+ wnα,i−1δ
(
b−Bnα,i−1
)]
− 1
12
µ(b)
∆t
∆x2
[
wnα,i+2δ
(
b−Bnα,i+2
)
+ wnα,i−2δ
(
b−Bnα,i−2
)]}
.
(3.23)
The weights and abscissas with overbars in (3.23) are computed by inverting the cell-averaged
moments. The two non-positive terms on the right-hand side, involving B
n
α,i−2 and B
n
α,i+2 may
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lead to the non-realizability problem. To understand the cause of the non-realizability problem,
it helps to think of the Dirac delta representation in terms of discrete particles. Thinking along
these lines, it can be said that at time level n, cell i only contains particles with sizes B
n
α,i.
This means that only particles with sizes B
n
α,i can be moved of out of cell i. But the last two
terms mean that particles with sizes B
n
α,i−2 and B
n
α,i+2 are being moved out of cell i. Doing
so turns the distribution function corresponding to these sizes, in cell i, negative as it did not
contain particles with these sizes in the first place. The origin of this problem is inherent in
the use of stencil {i− 1, i, i+ 1, i+ 2} at the face i+ 1/2 and {i− 2, i− 1, i, i+ 1} at the face
i − 1/2. The problem can be solved by using smaller stencils: {i, i + 1} at the face i + 1/2
and {i − 1, i} at the face i − 1/2. But that would lead to the 2nd-order scheme. The purpose
of this paper is to develop a scheme that does better than the 2nd-order scheme, at least for
some problems, and simultaneously guarantees realizability. If instead of reconstructing the
moments, the weights and abscissas are reconstructed separately, this purpose can be served.
For the weights, any stencil, however large can be used. However, for the abscissas, if the
2nd-order stencils ({i, i+ 1} at the face i+ 1/2 and {i− 1, i} at the face i− 1/2) are used, the
realizability problem can be solved as shown below. This approach means that reconstruction
polynomials of different degrees have to be used for the weights and abscissas. In order to use
the reconstruction polynomials of different degrees, the terms involving weights and abscissas
should be separated using the chain rule:
∂f
∂x
∣∣∣∣n
i+1/2
=
β∑
α=1
[
∂
∂x
(wαδ(b−Bα))
∣∣∣∣n
i+1/2
]
=
β∑
α=1
[
wnα,i+1/2
∂δ(b−Bα)
∂x
∣∣∣∣n
i+1/2
+
∂wα
∂x
∣∣∣∣n
i+1/2
δ(b−Bα)|ni+1/2
]
.
(3.24)
The high-order finite-volume schemes use degree-(k− 1) reconstruction (k > 2) for all the four
terms on the right side. However, this leads to the non-realizability problem. In order to avoid
this, consider a special scheme where degree-(k−1) reconstruction (k ≥ 2) is used for the terms
involving weights (wnα,i+1/2 and ∂wα/∂x|ni+1/2) but only degree-1 reconstruction is used for the
terms involving abscissas (∂δ(b−Bα)/∂x|ni+1/2 and δ(b−Bα)|ni+1/2). For this special scheme,
realizability can often be guaranteed with a suitable constraint on the time-step size. This is
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the subject of the following theorem.
Theorem 1. Let β, k ∈ N and α ∈ {1, 2, ..., β}. Also let the cell-averaged values of the
weights and their reconstructed values and derivatives at the faces satisfy wnα,i > 0, w
n
α,i−1/2 −
∆x/2 ∂wα/∂x|ni−1/2 ≥ 0 and wnα,i+1/2 + ∆x/2 ∂wα/∂x|ni+1/2 ≥ 0 ∀ α. If a finite-volume scheme
using the single-stage Euler explicit time-integration scheme is devised that uses degree-(k− 1)
reconstruction (k ≥ 2) for the weights and degree-1 reconstruction for the abscissas at the faces
i− 1/2 and i+ 1/2, the non-negativity of the updated distribution function (3.17) in the ith cell
can always be guaranteed under an explicit constraint on the time-step size (∆t ∈ R+).
Proof. Using degree-1 reconstruction, the terms in (3.24) involving abscissas can be written as
∂δ(b−Bα)
∂x
∣∣∣∣n
i+1/2
=
1
∆x
[
δ(b−Bnα,i+1)− δ(b−Bnα,i)
]
and
δ(b−Bα)|ni+1/2 =
1
2
[
δ(b−Bnα,i+1) + δ(b−Bnα,i)
]
.
(3.25)
Putting (3.25) in (3.24) gives
∂f
∂x
∣∣∣∣n
i+1/2
=
β∑
α=1
{[
1
2
∂wα
∂x
∣∣∣∣n
i+1/2
−
wnα,i+1/2
∆x
]
δ(b−Bnα,i) +
[
1
2
∂wα
∂x
∣∣∣∣n
i+1/2
+
wnα,i+1/2
∆x
]
δ(b−Bnα,i+1)
}
(3.26)
Substituting this into (3.17) and simplifying, an equation for the update of f can be obtained:
f
n+1
i =
β∑
α=1
{[
wnα,i + µ(b)
∆t
∆x
(
−
wnα,i+1/2
∆x
+
1
2
∂wα
∂x
∣∣∣∣n
i+1/2
−
wnα,i−1/2
∆x
− 1
2
∂wα
∂x
∣∣∣∣n
i−1/2
)]
δ(b−Bnα,i)
+ µ(b)
∆t
∆x
[
wnα,i−1/2
∆x
− 1
2
∂wα
∂x
∣∣∣∣n
i−1/2
]
δ(b−Bnα,i−1)
+µ(b)
∆t
∆x
[
wnα,i+1/2
∆x
+
1
2
∂wα
∂x
∣∣∣∣n
i+1/2
]
δ(b−Bnα,i+1)
}
.
(3.27)
If wnα,i−1/2 −∆x/2 ∂wα/∂x|ni−1/2 ≥ 0 and wnα,i+1/2 + ∆x/2 ∂wα/∂x|ni+1/2 ≥ 0 ∀ α then the last
two terms on the right side are always non-negative. If wnα,i > 0 ∀ α, one can always choose a
small enough time-step size that will make the first term on the right side non-negative. The
value of this time-step size, ∆t ∈ R+, for guaranteeing the realizability of fn+1i can be written
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as
∆t = minα∈{1,2,...β}
 wnα,i∆x2
µ(B
n
α,i) max
(
wnα,i+1/2 − ∆x2 ∂wα∂x
∣∣n
i+1/2
+ wnα,i−1/2 +
∆x
2
∂wα
∂x
∣∣n
i−1/2 , 0
)
 .
(3.28)
This concludes the proof. 
Irrespective of the degree of reconstruction polynomial used for the weights, the new scheme
always uses degree-1 reconstruction for the abscissas. For example, the degree-(k − 1) recon-
struction (k ≥ 2) for the weights can be combined with the degree-1 reconstruction for the
abscissas. Due to the use of a lower degree polynomial for the abscissas, this scheme will be
called the quasi -kth-order scheme. The realizability of this new scheme is guaranteed by the
constraints also known as the realizability conditions. These realizability conditions are dis-
cussed below in greater detail. The new schemes have two advantages over the schemes based
on the reconstruction of moments. As shown earlier, any scheme based on the reconstruction
of moments can be at most second-order accurate. Realizability cannot be guaranteed for a
higher than second-order accurate scheme based on the reconstruction of moments. Hence, if
one wants to use the moment-based reconstruction, second-order accuracy is the best that can
be achieved for any class of problems. However, the proposed quasi -kth-order scheme (k > 2)
will always perform better than the second-order scheme for any general problem and for a spe-
cial class of problems where the abscissas are constant or linearly varying, the formal order of
accuracy equal to k will be achieved. This is a considerable improvement over the second-order
moment-based reconstruction scheme.
3.3.2 Consistency
The 2nd-order version of the new scheme should be consistent with the 2nd-order scheme
based on the moment reconstruction. The 2nd-order version corresponds to using the degree-1
reconstruction for weights:
∂wα
∂x
∣∣∣∣n
i+1/2
=
1
∆x
[
wnα,i+1 − wnα,i
]
and wnα,i+1/2 =
1
2
[
wnα,i+1 + w
n
α,i
] ∀ α. (3.29)
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Putting these into (3.27) gives
f
n+1
i =
N∑
α=1
{[
1− 2µ(b) ∆t
∆x2
]
wnα,iδ(b−Bnα,i) + µ(b)
∆t
∆x2
wnα,i−1δ(b−Bnα,i−1)
+µ(b)
∆t
∆x2
wnα,i+1δ(b−Bnα,i+1)
}
=
[
1− 2µ(b) ∆t
∆x2
]
f
n
i + µ(b)
∆t
∆x2
[
f
n
i+1 + f
n
i−1
]
(3.30)
This is exactly same as the updated distribution function for the 2nd-order scheme based on
the reconstruction of moments. This means that the 2nd-order version of the new scheme is
exactly same as the 2nd-order scheme based on the moment reconstruction. Hence, the new
scheme is consistent. For the one-dimensional cases, the quasi -2nd-order scheme will be simply
referred to as the 2nd-order scheme.
3.3.3 Realizability conditions
The above theorem implies that if the special reconstruction is used, a set of four conditions
need to be satisfied simultaneously to guarantee realizability in the ith cell:
wnα,i > 0, (3.31)
wnα,i−1/2 −
∆x
2
∂wα
∂x
∣∣∣∣n
i−1/2
≥ 0, (3.32)
wnα,i+1/2 +
∆x
2
∂wα
∂x
∣∣∣∣n
i+1/2
≥ 0, (3.33)
wnα,i+µ(B
n
α,i)
∆t
∆x2
[
−wnα,i+1/2 +
∆x
2
∂wα
∂x
∣∣∣∣n
i+1/2
− wnα,i−1/2 −
∆x
2
∂wα
∂x
∣∣∣∣n
i−1/2
]
≥ 0 ∀ α. (3.34)
The last condition (3.34) is the same as (3.28). The first condition (3.31) is needed because if
wnα,i = 0 for some α, then it may not be possible to satisfy the last condition (3.34) for that α.
These four conditions are called the realizability conditions. They guarantee the realizability
of the moments in the ith cell. Next the severity of these realizability conditions is discussed.
3.3.3.1 Second-order scheme
It is interesting to see that for the 2nd-order scheme
wnα,i−1/2 −
∆x
2
∂wα
∂x
∣∣∣∣n
i−1/2
= wnα,i−1 ≥ 0 and wnα,i+1/2 +
∆x
2
∂wα
∂x
∣∣∣∣n
i+1/2
= wnα,i+1 ≥ 0 ∀ α.
(3.35)
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Hence the conditions (3.32) and (3.33) are automatically satisfied. It is also interesting to see
that condition (3.31) is not required. For the 2nd-order scheme, the last condition reduces to[
1− 2µ(Bnα,i)
∆t
∆x2
]
wnα,i ≥ 0 ∀ α. (3.36)
So, if wnα,i = 0 for some α, then the last condition is automatically satisfied for that α.
3.3.3.2 Quasi-kth-order scheme (k > 2)
When k > 2, for the quasi -kth-order scheme, all the four conditions need to be satisfied
simultaneously in order to guarantee realizability. Only the last condition (3.34) has an ad-
justable parameter ∆t. If the first condition (3.31) is satisfied, one can choose an appropriate
value of the adjustable parameter ∆t to satisfy the last condition (3.34). However, ∆t does
not appear in the conditions (3.31), (3.32) and (3.33). Hence, whether or not the first three
conditions are satisfied depends upon the problem. If any of the first three conditions is not
satisfied for a particular α, a lower order scheme is used for that α. However, a detailed look
at these conditions can help in understanding that they are not too restrictive.
If ∂wα/∂x|ni−1/2 ≤ 0, (3.32) will always be guaranteed. Problem may occur only if ∂wα/∂x|ni−1/2 >
0. It is easy to see that wnα,i−1/2−∆x/2 ∂wα/∂x|ni−1/2 is an approximation to wnα,i−1. Similarly,
if ∂wα/∂x|ni+1/2 ≥ 0, (3.33) will always be guaranteed. This condition may not be satisfied only
if ∂wα/∂x|ni+1/2 < 0. Again it is evident that wnα,i+1/2+∆x/2 ∂wα/∂x|ni+1/2 is an approximation
to wnα,i+1. So the conditions (3.31), (3.32) and (3.33) will almost always be satisfied simultane-
ously if the cell-averaged values of weights are not too close to zero. If the cell-averaged values
of weights are almost null in some cells, these conditions may not be satisfied and a lower order
scheme should be used for those cells. But this is not a very restrictive condition because using
a lower order scheme for the cells with cell-averaged values of weights close to null does not
have a large effect on the overall accuracy.
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The diffusive flux for the new scheme can then be computed as
∂Sp
∂x
∣∣∣∣n
i+1/2
=
∫
µ(b)bp
∂f
∂x
∣∣∣∣n
i+1/2
db
=
β∑
α=1
∫
µ(b)bp
{[
1
2
∂wα
∂x
∣∣∣∣n
i+1/2
−
wnα,i+1/2
∆x
]
δ(b−Bnα,i)
+
[
1
2
∂wα
∂x
∣∣∣∣n
i+1/2
+
wnα,i+1/2
∆x
]
δ(b−Bnα,i+1)
}
db
=
β∑
α=1
{
µ(B
n
α,i)
[
1
2
∂wα
∂x
∣∣∣∣n
i+1/2
−
wnα,i+1/2
∆x
] (
B
n
α,i
)p
+µ(B
n
α,i+1)
[
1
2
∂wα
∂x
∣∣∣∣n
i+1/2
+
wnα,i+1/2
∆x
] (
B
n
α,i+1
)p}
.
(3.37)
The diffusive flux for the quasi -kth-order scheme can be obtained by inserting the expressions
for the degree-(k − 1) reconstruction of weights and their derivatives into (3.37). When k = 2,
(3.29) can be used. For k = 4, one can use
∂wα
∂x
∣∣∣∣n
i+1/2
=
1
∆x
[
1
12
wnα,i−1 −
5
4
wnα,i +
5
4
wnα,i+1 −
1
12
wnα,i+2
]
and
wnα,i+1/2 =
[
− 1
12
wnα,i−1 +
7
12
wnα,i +
7
12
wnα,i+1 −
1
12
wnα,i+2
]
∀ α.
(3.38)
3.3.4 Calculation of time-step size
The global time-step size (∆t) should satisfy both the CFL and the realizability criteria to
guarantee stability and realizability simultaneously. Usually, the largest value of CFL < 1/2
that gives a stable solution is used to enforce the CFL criterion for the diffusion problems. The
definition of the CFL for the diffusion problem varies, but a general form is
CFL = diffusivity
(
∆t
(cell length scale)2
)
. (3.39)
Let ∆tCFL,i and ∆trealizable,i be the time-step sizes in the i
th cell satisfying the CFL and re-
alizability criteria, respectively. Suppose, the problem under consideration uses the quasi -kth-
order finite-volume scheme. A value of the CFL < 1/2 is pre-specified and ∆t is calculated
as ∆t = mini (∆tCFL,i). During each time step, this ∆t is used as the global time-step size,
and the realizability conditions corresponding to the quasi -kth-order finite-volume scheme are
checked in each cell. For the cells in which the check succeeds, the degree-(k−1) reconstruction
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is used for the weights. And for the cells in which the check fails, successively lower degree re-
constructions (k−2, k−3, ..., 1) for the weights are tried. The first reconstruction that satisfies
the corresponding realizability conditions is used.
3.4 Realizable schemes for multidimensional cases
The ideas explained above for the one-dimensional cases can also be applied to the multi-
dimensional cases. For simplicity, in this section the framework will be extended to the 2-D
cases, although similar framework can be developed for the 3-D cases as well. The framework
will first be laid down for general unstructured meshes and then the special case of uniform
Cartesian mesh will be discussed.
3.4.1 Unstructured mesh
The two-dimensional version of (3.1) with f = f(b, x, y, t) and µ = µ(b) can be written as
∂f
∂t
= µ∇ · (∇f) , (3.40)
where ∇ = (∂/∂x)ˆi + (∂/∂y)ˆj. The moment transport equations corresponding to (3.40) can
be written as
∂Mp
∂t
= ∇ · (∇Sp) ∀ p, (3.41)
where Mp and Sp are defined as in (3.4). Again QBMM is used to close the above system
of moment transport equations. The distribution function is defined as in (3.5) with wα ≡
wα(x, y, t) and Bα ≡ Bα(x, y, t).
Consider a 2-D unstructured mesh. Let Ωi and ∂Ωi denote the i
th cell and its boundary
respectively. Also let e ∈ ∂Ωi be a face of the ith cell, Ae be its area and nˆe = [nex ney] be
the outward unit normal at this face. The finite-volume expression for the single-stage Euler
explicit time-integration, analogous to (3.7) can be written as
M
p,n+1
i = M
p,n
i +
∆t
|Ω|i
∑
e∈∂Ωi
{
∇Sˆp,ne · nˆeAe
}
, (3.42)
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Figure 3.1 Second-order reconstruction stencils for the terms involving weights and abscissas
at the face e of an unstructured mesh.
where |Ω|i denotes the volume of the ith cell. As earlier, the variables with overbars denote the
cell-averaged values. The capped variables denote the face-averaged values. For example,
∇Sˆp,ne =
1
Ae
∫
e
∇Sp,ndA (3.43)
represents the face-averaged value of the moment gradient (∇Sp,n) on face e. Using an appropri-
ate number (Nq) of Gaussian-quadrature points for the integration on face e, the face-averaged
value can be written as
∇Sˆp,ne =
Nq∑
l=1
{
ql∇Sp,ne,l
}
, (3.44)
where ql is the l
th Gaussian-quadrature weight and ∇Sp,ne,l is the value of the gradient evaluated
at lth Gaussian-quadrature point on face e. Using (3.44), (3.42) becomes
M
p,n+1
i = M
p,n
i +
∆t
|Ω|i
∑
e∈∂Ωi
Nq∑
l=1
{
ql∇Sp,ne,l · nˆeAe
}
. (3.45)
The finite-volume expression in (3.45) can also be written as
∫
bp
fn+1i = fni + µ(b) ∆t|Ω|i
∑
e∈∂Ωi
Nq∑
l=1
{
ql∇fne,l · nˆeAe
}db, (3.46)
65
which implies that the unique update of the distribution function is given by
f
n+1
i = f
n
i + µ(b)
∆t
|Ω|i
∑
e∈∂Ωi
Nq∑
l=1
{
ql∇fne,l · nˆeAe
}
. (3.47)
The gradient of the distribution function at the face quadrature points are computed using the
chain rule:
∇fne,l =
β∑
α=1
[
∇wα|ne,l δ(b−Bα)|ne,l + wα|ne,l ∇δ(b−Bα)|ne,l
]
. (3.48)
As mentioned earlier, reconstruction polynomial of any degree ≥ 1 can be used for the terms in-
volving the weights. However, for the terms involving the abscissas, the degree-1 reconstruction
should be used. Before moving any further, it is extremely important to stress upon the fact
that the degree-1 reconstruction of abscissas at face e using any arbitrary stencil will not work.
A special stencil involving only the two cells adjacent to face e should be used. Although this
special stencil may lose second-order accuracy on highly skewed meshes, this is the only viable
option to guarantee realizability. The degree-1 reconstruction for abscissas using least-squares
approach should be completely avoided as it cannot guarantee realizabiliity. Using the values
in the two cells adjacent to the face e, the terms involving abscissas in (3.48) can be written as
δ(b−Bα)|ne,l =
1
2
[
δ(b−Bnα,ie) + δ(b−Bnα,i)
]
and
∇δ(b−Bα)|ne,l =
[
δ(b−Bnα,ie)− δ(b−Bnα,i)
]
|rie − ri|2 (rie − ri).
(3.49)
In (3.49), ie denotes the neighbor of the ith cell, adjacent to face e. Also, ri and rie denote the
cell-center position vectors of the ith cell and its neighbor respectively. Note that the expressions
in (3.49) will be second-order accurate only if the mesh-skewness is small in magnitude. If the
mesh is considerably skewed, the accuracy will degrade. But this is the best that can be done
to guarantee realizability. Putting (3.49) in (3.48) gives
∇fne,l =
β∑
α=1
{
∇wα|ne,l
1
2
[
δ(b−Bnα,ie) + δ(b−Bnα,i)
]
+ wα|ne,l
[
δ(b−Bnα,ie)− δ(b−Bnα,i)
]
|rie − ri|2 (rie − ri)
}
.
(3.50)
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Using this, the updated distribution function can be written as
f
n+1
i =
β∑
α=1
wnα,i + µ(b) ∆t|Ω|i
∑
e∈∂Ωi
Nq∑
l=1
Aeql
[
1
2
∇wα|ne,l · nˆe − wα|ne,l
(rie − ri) · nˆe
|rie − ri|2
] δ (b−Bnα,i)
+ µ(b)
∆t
|Ω|i
β∑
α=1
∑
e∈∂Ωi
Nq∑
l=1
{
Aeql
[
1
2
∇wα|ne,l · nˆe + wα|ne,l
(rie − ri) · nˆe
|rie − ri|2
]}
δ
(
b−Bnα,ie
)
.
(3.51)
This corresponds to the following realizability conditions:
wnα,i > 0, (3.52)
wα|ne,l +
1
2
∇wα|ne,l · nˆe
|rie − ri|2
(rie − ri) · nˆe ≥ 0, (3.53)
wnα,i + µ(B
n
α,i)
∆t
|Ω|i
∑
e∈∂Ωi
Nq∑
l=1
Aeql
[
1
2
∇wα|ne,l · nˆe − wα|ne,l
(rie − ri) · nˆe
|rie − ri|2
]
≥ 0 ∀ α. (3.54)
The condition (3.53) must be satisfied for each face e ∈ ∂Ωi individually.
For the unstructured meshes, using higher than degree-1 reconstruction is not advisable as
it is memory intensive because of extra storage requirements for connectivity information and
reconstruction parameters. Hence, in Sec. 3.5, numerical results on the unstructured mesh are
presented only for the degree-1 reconstruction of weights. For the degree-1 reconstruction, Nq =
1 and the only quadrature point is located at the face center. A linear profile is reconstructed
at the face for each weight. However, instead of reconstructing the linear profile at the face
directly, linear profiles are reconstructed in the cells and then the information from the adjacent
cells is used to compute the values of the weights and their derivatives at the faces. This is
computationally more efficient on unstructured meshes. The values of the weights at the only
quadrature point at the face e is given by a simple averaging of the values reconstructed from
the adjacent cells:
wα|ne,l =
1
2
[
wnα,i + ∇wα|ni · (re − ri)
]
+
1
2
[
wnα,ie + ∇wα|nie · (re − rie)
]
, (3.55)
where re ≡ [xe ye] denotes the position vector of the face center. The gradients for the weights
in (3.55) are computed at the cell centers using the least-squares reconstruction. For example,
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the gradient at the cell center of the ith cell is computed using
∇wα|ni =
{‖dy, dy‖‖dx, dwnα‖ − ‖dx, dy‖‖dy, dwnα‖
‖dx, dx‖‖dy, dy‖ − ‖dx, dy‖‖dx, dy‖
}
iˆ+
{‖dx, dx‖‖dy, dwnα‖ − ‖dx, dy‖‖dx, dwnα‖
‖dx, dx‖‖dy, dy‖ − ‖dx, dy‖‖dx, dy‖
}
jˆ,
(3.56)
where
‖dy, dy‖ =
∑
e∈∂Ωi
(yie − yi)(yie − yi),
‖dx, dx‖ =
∑
e∈∂Ωi
(xie − xi)(xie − xi),
‖dx, dy‖ =
∑
e∈∂Ωi
(xie − xi)(yie − yi),
‖dx, dwnα‖ =
∑
e∈∂Ωi
(xie − xi)(wnα,ie − wnα,i),
‖dy, dwnα‖ =
∑
e∈∂Ωi
(yie − yi)(wnα,ie − wnα,i).
(3.57)
The gradients of the weights at the face center can be computed by simply averaging the
gradients from the adjacent cell centers. However, a better option is to split the gradients into
two contributions - tangential to the face (∂wα/∂τ) and along the direction joining the two
adjacent cell centers (∂wα/∂ξ). The two derivatives are computed differently and then added
to give
∇wα|ne =
∂wα
∂x
∣∣∣∣n
e
iˆ +
∂wα
∂y
∣∣∣∣n
e
jˆ
=
1
∆e
[
∂wα
∂ξ
∣∣∣∣n
e
τey − ∂wα
∂τ
∣∣∣∣n
e
ξey
]
iˆ +
1
∆e
[
− ∂wα
∂ξ
∣∣∣∣n
e
τex +
∂wα
∂τ
∣∣∣∣n
e
ξex
]
jˆ,
(3.58)
where
∂wα
∂ξ
∣∣∣∣n
e
=
wnα,ie − wnα,i
|rie − ri| ,
∂wα
∂τ
∣∣∣∣n
e
=
1
2
(∇wα|ni + ∇wα|nie) · τˆe, (3.59)
and
∆e = (ξexτey − ξeyτex) , ξˆe ≡ [ξex ξey] = rie − ri|rie − ri| , τˆe ≡ [τex τey] =
rne2 − rne1
|rne2 − rne1| . (3.60)
In (3.60), rne1 and rne2 denote the position vectors of the two nodes connected to the face e. It is
worth reiterating that although both the weights and abscissas use the degree-1 reconstruction,
each of them uses a different stencil. Figure 3.1 shows the different stencils used for the degree-1
reconstruction of the weights and abscissas at face e. It is very important to remember that
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regardless of the stencil used for the weights, the stencil for the abscissas should only include
the two cells adjacent to the face under consideration.
Before moving further, it is worth discussing the second-order scheme using moment-based
reconstruction on unstructured meshes. For the second-order moment-based reconstruction,
values of the moment gradients (∇Sp) have to be computed at the face centers. There are two
ways two compute these gradients. One approach is to follow the reconstruction of weights in
(3.58). This approach inherently uses the stencil shown in Figure 3.1(a) for both the weights
and abscissas. However, as mentioned earlier, any reconstruction at a face that uses cells other
than the adjacent ones will never guarantee realizability. Hence, following the approach in
(3.58) is not a viable option. Another approach is to follow the reconstruction of abscissas
in the second equation of (3.49). This approach inherently uses the stencil shown in Figure
3.1(b) for both the weights and abscissas. This leads to a realizable second-order scheme
based on moment reconstruction. As mentioned earlier any reconstruction using this stencil
will lose accuracy when mesh-skewness is not negligible. However, this is the only viable
option for the second-order moment-based reconstruction to be realizable. Note that the new
realizable scheme, presented above, based on the reconstruction of weights and abscissas will
always perform better than the second-order moment-based reconstruction as it decouples the
reconstruction of weights from the reconstruction of abscissas, thereby allowing the usage of a
better stencil for the terms involving weights.
3.4.2 Uniform Cartesian mesh
Unlike the unstructured mesh, using a higher than degree-1 reconstruction is feasible for
the Cartesian mesh as the connectivity information is readily available through the cell indices.
All the analysis done above for the unstructured mesh can also be applied for the Cartesian
mesh with some minor notational changes. Only the case of uniform Cartesian mesh with the
same cell size (∆s) along X- and Y -directions is discussed here. Each cell is identified by a
pair of indices (i, j). The right and left faces of the cell (i, j) are denoted by (i + 1/2, j) and
(i−1/2, j) respectively while its top and bottom faces are denoted by (i, j+1/2) and (i, j−1/2)
respectively. For the uniform Cartesian mesh, one dimensional schemes can be applied direction
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by direction and only one quadrature point is needed at each face. The moments are updated
as
M
p,n+1
i,j = M
p,n
i,j +
∆t
∆s
{
∂Sp
∂x
∣∣∣∣n
i+ 1
2
,j
+
∂Sp
∂y
∣∣∣∣n
i,j+ 1
2
− ∂S
p
∂x
∣∣∣∣n
i− 1
2
,j
− ∂S
p
∂y
∣∣∣∣n
i,j− 1
2
}
(3.61)
and the derivatives at the face centers are computed using the chain rule:
∂Sp
∂x
∣∣∣∣n
i+ 1
2
,j
=
∫
µ(b)bp
∂f
∂x
∣∣∣∣n
i+ 1
2
,j
db
=
∫
µ(b)bp
β∑
α=1
[
∂wα
∂x
∣∣∣∣n
i+ 1
2
,j
δ (b−Bα)|ni+ 1
2
,j + wα|ni+ 1
2
,j
∂δ (b−Bα)
∂x
∣∣∣∣n
i+ 1
2
,j
]
db.
(3.62)
The terms involving abscissas use degree-1 reconstruction and are given by
δ (b−Bα)|ni+ 1
2
,j =
δ(b−Bnα,i+1,j) + δ(b−Bnα,i,j)
2
,
∂δ (b−Bα)
∂x
∣∣∣∣n
i+ 1
2
,j
=
δ(b−Bnα,i+1,j)− δ(b−Bnα,i,j)
∆s
.
(3.63)
For the terms involving weights, reconstruction polynomial of degree ≥ 1 can be used. For
example, for the degree-3 reconstruction of weights, formula analogous to (3.38) can be applied
direction by direction. Figure 3.2 shows the stencils used for the quasi -4th-order scheme on
uniform Cartesian mesh. The realizability conditions can be written as
wnα,i,j > 0, (3.64)
wα|ni+ 1
2
,j +
∆s
2
∂wα
∂x
∣∣∣∣n
i+ 1
2
,j
≥ 0, wα|ni,j+ 1
2
+
∆s
2
∂wα
∂y
∣∣∣∣n
i,j+ 1
2
≥ 0,
wα|ni− 1
2
,j −
∆s
2
∂wα
∂x
∣∣∣∣n
i− 1
2
,j
≥ 0, wα|ni,j− 1
2
− ∆s
2
∂wα
∂y
∣∣∣∣n
i,j− 1
2
≥ 0,
(3.65)
wnα,i,j + µ(B
n
α,i,j)
∆t
∆s2
[{
∆s
2
∂wα
∂x
∣∣∣∣n
i+ 1
2
,j
− wα|ni+ 1
2
,j
}
+
{
∆s
2
∂wα
∂y
∣∣∣∣n
i,j+ 1
2
− wα|ni,j+ 1
2
}
−{
∆s
2
∂wα
∂x
∣∣∣∣n
i− 1
2
,j
+ wα|ni− 1
2
,j
}
−
{
∆s
2
∂wα
∂y
∣∣∣∣n
i,j− 1
2
+ wα|ni,j− 1
2
}]
≥ 0 ∀ α.
(3.66)
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Figure 3.2 Quasi -fourth-order reconstruction stencils for the terms involving weights and ab-
scissas at the face (i+ 12 , j) of a uniform Cartesian mesh.
3.5 Numerical results
In this section, numerical results are presented for 1-D and 2-D cases. For the 1-D cases,
problems with both constant and non-linearly varying abscissas are considered. It is shown
that for the problems with constant abscissas, formal high-order of accuracy is achieved. For
the problems with non-linearly varying abscissas, formal high-order of accuracy cannot be
achieved but these schemes still perform much better than the second-order moment-based
reconstruction scheme. Note that the direct extension of the moment-based reconstruction
to higher than second-order is not possible due to the non-realizability problem. For the 2-D
cases, only the problems with constant abscissas are considered and results are presented for an
unstructured triangular mesh and a uniform Cartesian mesh. Two-stage second-order RK2SSP
time-integration scheme [42] is used for all the cases. For all the problems, the diffusivity
coefficient is given by µ(b) = 0.1/(b+ 1.0). The first three problems are one-dimensional with
domain defined by x ∈ [−3, 3] while the last two problems are two-dimensional with the domain
defined by (x, y) ∈ [−3, 3]× [−3, 3].
3.5.1 Problem I
This is a two-node quadrature case with constant abscissas. The moment transport equa-
tions for the first four moments (M0,M1,M2,M3) are solved. The analytical solution is given
71
by
w1(x, t) = 0.1 +
√
t0
t
exp
(−(x+ 1.0)2
4µ(B1)t
)
, B1(x, t) = 1.0,
w2(x, t) = 0.2 +
√
t0
t
exp
(−(x− 1.0)2
4µ(B2)t
)
, B2(x, t) = 1.5,
(3.67)
where t0 = 1.0. The quasi -4
th-order scheme is used to solve this problem. Table 3.1 shows
the orders of accuracy for the four moments based on the L1 errors. Note that the numerical
orders converge towards the formal order.
Table 3.1 Orders of accuracy based on L1 errors for Problem I.
Grid size M0 M1 M2 M3
40 - - - -
80 3.89 3.89 3.89 3.89
160 3.97 3.97 3.97 3.97
320 3.98 3.99 3.99 3.99
3.5.2 Problem II
The problem mentioned in the previous section (Sec. 3.5.1) has two distinct abscissas and
hence can be solved exactly (minus the errors introduced by the numerical scheme) using two-
node quadrature. Here, one-node quadrature is used to solve the same problem and the results
for the second-order moment-based reconstruction scheme are compared to those obtained
from the quasi -4th-order scheme. The abscissa is not constant in this problem. It varies
non-linearly between B1 and B2 in (3.67). For one-node quadrature, two moment (M
0,M1)
are tracked. The initial values of the two moments are computed using (3.67). Errors are
computed against a reference solution that is obtained using the second-order moment-based
reconstruction on a fine mesh with 2400 cells. Figure 3.3 compares ths L1 errors in M
0 and
M1 for the two schemes while Table 3.2 shows the corresponding orders of accuracy obtained
by the two schemes. Clearly, the quasi -4th-order scheme performs much better compared to
the second-order moment-based reconstruction scheme even for the variable abscissa case. On
coarse meshes, the quasi -4th-order scheme gives numerical orders of accuracy close to 3 and
reduces to 2 as the mesh is refined. However on the finest mesh, the errors obtained by the
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quasi -4th-order scheme are still an order of magnitude lower than those obtained by the second-
order moment-based reconstruction scheme. As mentioned earlier, the reference solution is
computed on a fine mesh using the second-order moment-based reconstruction scheme. Hence,
the reduction in order of accuracy of the quasi -4th-order scheme may be due to the reason
that the numerical solution is already close to the reference solution and temporal errors start
dominating
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Figure 3.3 L1 errors for Problem II: M
0 {2nd-order} ( ), M0 {quasi -4th-order} ( ), M1
{2nd-order} ( ), M1 {quasi -4th-order} ( ).
Table 3.2 Orders of accuracy based on L1 errors for Problem II.
Second-order scheme Quasi -fourth-order scheme
Grid size M0 M1 M0 M1
10 - - - -
20 2.01 2.01 3.32 3.29
40 1.90 1.89 3.48 3.33
80 1.98 1.97 3.29 2.50
160 2.00 2.00 2.30 2.11
73
3.5.3 Problem III
This problem also demonstrates the performance of the new realizable schemes when ab-
scissas are not constant. However, this problem uses EQMOM. As mentioned earlier, the new
quasi -high-order schemes can be more efficient if the abscissas are nearly constant. When very
few abscissas are used, the spatial variation in each abscissa from one cell to another may be
large. However, if the number of abscissas is increased, the spatial variation in each abscissa
will be relatively smaller. This is where EQMOM helps. Using EQMOM, one can increase
the number of abscissas without increasing the number of tracked moments. In EQMOM, the
number of primary quadrature nodes decides the number of moments tracked and the number
of secondary quadrature nodes decides the number of abscissas resolved. The number of sec-
ondary quadrature nodes can be increased independent of the number of primary quadrature
nodes, thereby reducing the spatial variation of each abscissa over a range of cells. For this
problem beta-EQMOM is used with 1 node for primary quadrature and three different number
of nodes (2, 10 and 50) for secondary quadrature. The beta-EQMOM assumes that at each
time step the distribution function can be written in the form of a beta distribution. The shape
parameters of this beta distribution are obtained using the primary quadrature and then the
secondary quadrature is used to express the distribution function in the Dirac delta representa-
tion with 2, 10 and 50 nodes respectively. More details about EQMOM can be found in [127].
The first three moments (M0,M1,M2) are tracked and their initial values are given by
M0(x, 0) = 1.0, M1(x, 0) = ξ(x), M2(x, 0) =
1
2
(
(ξ(x))2 + ξ(x)
)
where ξ(x) =
1
2
+
1
4
sin
(
2pix
3
)
.
(3.68)
These moments correspond to the initial beta distribution function given by
f(x, b, 0) =
bξ(x)−1 (1− b)−ξ(x)
B(ξ(x), 1− ξ(x)) , (3.69)
where B(ξ(x), 1− ξ(x)) denotes the beta function. For this problem, the function ξ(x) denotes
the initial variation of mean abscissa. Figure 3.4 compares ths L1 errors in M
0, M1 and M2 for
the two schemes while Table 3.3 shows the corresponding orders of accuracy obtained by the two
schemes. For this problem, errors are computed against the reference solutions obtained using
the second-order moment-based reconstruction on a fine mesh with 600 cells. The reference
74
Table 3.3 Orders of accuracy based on L1 errors for Problem III.
2nd-order scheme Quasi -4th-order scheme
Grid size M0 M1 M2 M0 M1 M2
2 nodes for secondary quadrature
15 - - - - - -
20 1.82 1.84 1.94 1.88 1.82 1.78
25 1.93 1.97 1.82 2.06 2.10 1.87
30 1.91 1.94 1.95 1.93 1.89 1.94
10 nodes for secondary quadrature
15 - - - - - -
20 1.83 1.84 1.95 2.67 2.80 3.03
25 1.91 1.95 1.84 2.59 2.95 2.76
30 1.90 1.94 1.97 1.97 2.45 2.65
50 nodes for secondary quadrature
15 - - - - - -
20 1.83 1.84 1.95 3.14 3.36 3.55
25 1.91 1.95 1.84 2.98 3.50 3.41
30 1.90 1.94 1.97 2.34 3.27 3.69
solutions for 2, 10 and 50 secondary quadrature nodes are different. Note that only first four cell
resolutions are used in Table 3.3 as the solutions using quasi -4th-order have already converged
to the reference solution. As the number of nodes for the secondary quadrature is increased, the
error magnitude for the quasi -4th-order scheme decreases and the numerical order or accuracy
improves. The quasi -4th-order always performs better than the second-order moment-based
reconstruction scheme.
3.5.4 Problem IV
Table 3.4 Orders of accuracy based on L1 errors for Problem IV.
Moment-based Weight/abscissa-based
Grid size M0 M1 M2 M3 M0 M1 M2 M3
3676 - - - - - - - -
5700 0.38 0.25 0.13 0.02 1.35 1.56 1.75 1.91
8394 0.26 0.31 0.12 -0.01 1.63 1.60 1.57 1.54
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This is a two-node quadrature case with constant abscissas. The moment transport equa-
tions for the first four moments (M0,M1,M2,M3) are solved on unstructured triangular
meshes. The analytical solution is given by
w1(x, y, t) = 0.1 +
t0
4piµ(B1)t
exp
(−(x+ 0.5)2 − (y + 0.5)2
4µ(B1)t
)
, B1(x, y, t) = 1.0,
w2(x, y, t) = 0.2 +
t0
4piµ(B2)t
exp
(−(x− 0.5)2 − (y − 0.5)2
4µ(B2)t
)
, B2(x, y, t) = 1.5,
(3.70)
where t0 = 1.0. The second-order schemes based on both the reconstruction of moments and
the reconstruction of weights and abscissas is used to solve this problem. It is worth reiterating
that the second-order scheme based on the reconstruction of moments uses the stencil shown in
Figure 3.1(b) for both the weights and abscissas while the new second-order scheme decouples
the reconstruction of weights and abscissas, thereby using the stencil shown in Figure 3.1(a)
for weights and the one shown in Figure 3.1(b) for the abscissas. Figure 3.5 compares the L1
errors in M0, M1, M2 and M3 for the two schemes while Table 3.4 shows the corresponding
orders of accuracy obtained by the two schemes. None of the schemes achieve the formal order
of accuracy equal to 2, but the scheme based on the reconstruction of weights and abscissas
performs tremendously better compared to the one based on the reconstruction of moments.
The combination of skewed cells and the stencil in Figure 3.1(b) for both the weights and
abscissas proves to be disastrous for the moment-based reconstruction. It is not even first-
order accurate. On the other hand, the stencil in Figure 3.1(a) for the weights, saves the day
for the newly proposed scheme.
3.5.5 Problem V
Here, the problem described in the previous section (Sec. 3.5.4) is solved on a uniform
Cartesian mesh using quasi -4th-order scheme. As the abscissas are constant, formal order of
accuracy is achieved as shown in Table 3.5. On unstructured meshes, using a polynomial
of degree higher than 1 is inefficient because the storage of connectivity information requires
additional memory. However, as the connectivity information is readily available for Cartesian
meshes, polynomial reconstruction of arbitrarily high degree can be used for the weights.
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Table 3.5 Orders of accuracy based on L1 errors for Problem V.
Grid size M0 M1 M2 M3
20x20 - - - -
40x40 3.56 3.55 3.55 3.55
80x80 3.84 3.84 3.84 3.84
160x160 3.92 3.92 3.92 3.92
3.6 Conclusions
Hitherto, the moment-based reconstruction schemes were used with QBMM for diffusion
problems without any proof of realizability. In the present work it has been shown that any
scheme based on the reconstruction of moments can be at most second-order accurate. Realiz-
ability cannot be guaranteed for a higher than second-order scheme based on the reconstruction
of moments. Hence, if one wants to use moment-based reconstruction, second-order accuracy
is the best that can be achieved for any class of problems. For one-dimensional cases, it is
also shown that the realizability condition for the second-order moment-based reconstruction
scheme is same as the stability condition. In the past realizability problems have never been
encountered with the second-order scheme based on the reconstruction of moments because the
stability condition was always accounted for, thereby satisfying the realizability condition as
well.
A new class of schemes based on the reconstruction of weights and abscissas is proposed.
These schemes always guarantee realizability under an explicit constraint on the time-step size.
According to the proposed idea, the quasi -kth-order scheme uses degree-(k− 1) reconstruction
for the weights and degree-1 reconstruction for the abscissas. The proposed quasi -kth-order
scheme (k > 2) always performs better than the second-order scheme for any general problem
and for the special class of problems where the abscissas are constant or linearly varying, the
formal order k is achieved. This is a considerable improvement over the second-order moment-
based reconstruction scheme.
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(a) 2 nodes for secondary quadrature
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Figure 3.4 L1 errors for Problem III: M
0 {2nd-order} ( ), M0 {quasi -4th-order} ( ),
M1 {2nd-order} ( ), M1 {quasi -4th-order} ( ), M2 {2nd-order} ( ), M2
{quasi -4th-order} ( ).
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Figure 3.5 L1 errors for Problem IV: M
0 {moment-based} ( ), M0 {weight/abscissa-based}
( ), M1 {moment-based} ( ), M1 {weight/abscissa-based} ( ), M2
{moment-based} ( ), M2 {weight/abscissa-based} ( ), M3 {moment-based}
( ), M3 {weight/abscissa-based} ( ).
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CHAPTER 4. MODELING OF BUBBLE-COLUMN FLOWS WITH
QUADRATURE-BASED MOMENT METHODS
A paper published in Chemical Engineering Science
Varun Vikas1, C. Yuan, Z. J. Wang, Rodney O. Fox
Abstract
Bubble-column reactors are frequently employed in the biological, chemical and petrochem-
ical industries. This paper presents a novel approach to model bubble-column flows using
quadrature-based moment methods (QBMM2). A fully two-way coupled flow solver is devel-
oped that solves the incompressible Navier-Stokes equation for the liquid phase and moment
transport equations for the dispersed bubble phase. The moment transport equations for the
dispersed bubble phase are solved using a kinetic theory approach. Contributions from the
liquid-phase pressure gradient, vorticity, drag, virtual mass and gravity are accounted for in
the bubble-phase force balance. The solution algorithm and coupling procedure are described
in detail, and results are presented for a 2-D bubble column with two different gas flow rates
(1.6 and 8.0 l/min).
4.1 Introduction
Bubble-column reactors are widely used in the biological, chemical and petrochemical in-
dustries. The accurate design of these reactors depends largely on the complex fluid dynamics
of gas-liquid two-phase flows that still remains inadequately understood. Modeling of the
1Primary researcher and author.
2Throughout this chapter, QBMM refers to QMOM.
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fluid dynamics of gas-liquid bubble columns is therefore a challenging task. There are two
well-known approaches to model gas-liquid two-phase flows. One approach is based on the
mixture formulation in which effective (transport) properties are used to describe the overall
flow. This approach is relatively simple but cannot account for the detailed interactions be-
tween the two phases in an accurate manner. Another approach is to treat the two phases
separately such that the dynamic interactions between the phases can be accounted for using
a separate momentum balance for each phase. Within this approach, one can distinguish be-
tween Euler-Euler and Euler-Lagrange models. Euler-Euler models are based on the concept of
inter-penetrating continua, while Euler-Lagrange models treat the liquid phase as a continuum
and track each individual bubble using the Newtonian equations of motion containing correla-
tions for the force terms acting on each bubble. Both Euler-Euler and Euler-Lagrange models
have been used by researchers to model bubble-column flows. For example, Torvik & Svend-
sen [110], Ranade [88], Grienberger & Hofman [44], Sokolichin & Eigenberger [101], Hjertager
& Morud [48] have used Euler-Euler gas-fluid models to simulate gas-liquid bubble columns,
while Trapp & Mortensen [111], Lapin & Lubbert [58], Devanathan et al. [26], Delnoij et al.
[22], Wu et al. [125] have used Euler-Lagrange models.
The closures used in Euler-Euler two-fluid models are obtained with strong assumptions
on the nature of the flow, assuming that the phases can be described by a mean momentum
equation with gradient-viscosity models. In the context of a kinetic theory description of the
bubble phase, this type of model corresponds to considering a dispersed-phase Knudsen number
(defined in Sec. 4.4.2) close to zero, meaning that the bubble velocity distribution function is
determined by bubble-bubble interactions. This assumption leads to inconsistencies and erro-
neous or missing predictions of physical phenomena when these models are applied to dilute
bubbly flows wherein bubble-bubble interactions are relatively small. For example, as shown
in Passalacqua & Fox [80], it is not possible to obtain grid-independent solutions to Euler-
Euler two-fluid models when the dispersed-phase Knudsen number is not small. On the other
hand Euler-Lagrange methods, although more accurate, are still too expensive to be applied
to real-life scenarios. In this work, a novel approach for modeling gas-liquid flows is presented
using quadrature-based moment methods (QBMM) and a kinetic theory representation of the
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bubble phase. Our model is based on an Euler-Euler approach in the sense that the bubble
phase is treated as continuum, but it does not make assumptions of nearly equilibrium flows
as done implicitly in two-fluid models. With QBMM, it is possible to resolve several veloci-
ties (depending upon the number of quadrature nodes used) in each control volume, thereby
avoiding delta shocks and thus making it possible to attain a grid-independent solution to the
moment transport equations [80]. The multi-velocity property lends a Lagrange essence to the
QBMM approach. A fully two-way coupled solver that uses the incompressible Navier-Stokes
equation for the liquid phase, and moment transport equations for the dispersed bubble phase
is developed in this work. Contributions from liquid-phase pressure gradient, vorticity, drag,
virtual mass and gravity are accounted for in the bubble-phase force balance. The solution
algorithm and coupling procedure are described in detail, and results are presented for a 2-D
bubble column at two different gas flow rates (1.6 and 8.0 l/min). For clarity, in this paper we
describe a 2-D flow solver and corresponding results. The 3-D flow solver will be presented in
future work.
The remainder of this paper is organized as follows. The bubbly flow model is described in
Sec. 4.2. In Sec. 4.2.1, the liquid-phase governing equations are presented, while in Sec. 4.2.2
the bubble-phase governing equations are discussed. In Sec. 4.3, the numerical implementation
of the bubbly flow model is described. Section 4.3.1 presents the solution strategy for the liquid-
phase equations, while Sec. 4.3.2 does the same for the bubble-phase equations. Section 4.3.3
briefly discusses the coupling algorithm between the solvers for the individual phases. Finally,
numerical results are presented in Sec. 4.4 for a 2-D bubble column, and a summary of major
conclusions is given in Sec. 4.5.
4.2 Description of Model
In this section, we describe the bubbly flow model in its simplest form: constant density,
monodisperse in a Newtonian liquid. Bubble-bubble interations are not modeled as only dilute
flows are considered. The liquid-phase governing equations are the same as those used in
most Euler-Euler and Euler-Lagrange models, and thus will be presented without detailed
discussion. In contrast, the dispersed bubble phase is described by a kinetic theory model,
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which is similar, but not exactly the same, as the dispersed bubble model (DBM) used in
Euler-Lagrange simulations [22]. We will thus provide more details on the bubble-phase model.
4.2.1 Liquid-phase governing equations
The behavior of the liquid phase is described by the classical continuity and momentum
equations solved in multi-fluid models [27]. The liquid-phase continuity equation has the form
∂
∂t
(εlρl) +∇ · (εlρlUl) = 0, (4.1)
and the liquid-phase momentum equation is given by
∂
∂t
(εlρlUl) +∇ · (εlρlUlUl) = ∇ · (εlτl)−∇p+ εlρlg + Mlb, (4.2)
where εl, ρl, Ul, p are, respectively, the liquid-phase volume fraction, density, velocity and
pressure, and Mlb is the momentum-exchange term between the liquid and bubble phases
(which includes the liquid-pressure force on the bubbles equal to (1− εl)∇p). In this work, the
liquid phase is treated as an incompressible fluid and hence ρl is a constant. Also, the liquid
phase is assumed to be Newtonian, and its stress tensor τl is given by
τl = µl
[(
∇Ul + (∇Ul)T
)
− 2
3
(∇ ·Ul) I
]
, (4.3)
where µl is the liquid-phase dynamic viscosity, g is the gravitational acceleration vector and I
is the unit tensor.
The models for the force terms appearing in Mlb are discussed in Sec. 4.2.2. The reader
should note that Eq. 4.1 is coupled to the bubble-phase governing equations through the con-
straint εl + εb = 1, where εb is the bubble-phase volume fraction. Hence, the liquid-phase
governing equations must be solved in a fully coupled manner with those for the bubble phase.
Finally, we should note that the viscosity µl appearing in Eq. 4.3 can be extended by adding
to it a bubble-induced turbulent (BIT) viscosity [97] of the form µbit = Cbitεb Reb µl where the
bubble Reynolds number is defined by
Reb =
ρldb |Ul −Ub|
µl
,
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Ub is the mean bubble velocity, and db is the bubble diameter. The BIT viscosity is the result
of pseudo-turbulence in the liquid phase caused by the wakes behind rising bubbles [92]. Cbit
is a constant of order one that depends on the bubble Reynolds number and on εb (e.g., as εb
approaches its maximum value the bubble wakes are screened by neighboring bubbles so that
Cbit decreases to zero – the simplest such model is Cbit ∝ εl). In this work, we will neglect
the BIT viscosity, but in most bubble-column flows Reb  1 so that finer grids are required to
resolve the liquid-phase velocity when the BIT viscosity is neglected.
4.2.2 Bubble-phase governing equations
The bubble phase is described assuming that bubbles are smooth, monodisperse, non-
coalescing spheres. Each bubble has its own velocity and position. As a consequence, the
bubble-phase governing equation is represented by a kinetic equation for the bubble number
density function f (t,x,v), defined so that fdxdv is the average number of bubbles with velocity
between v and v + dv and position between x and x + dx, at time t. The general form of the
kinetic equation is [17]
∂f
∂t
+ v · ∂f
∂x
+
∂
∂v
·
(
f
F
mb
)
= 0. (4.4)
Note that the terms corresponding to bubble-bubble interactions have been omitted. In Eq. 4.4,
F is the force acting on each bubble of mass mb, which includes the terms involving the force
applied by the liquid phase and gravity. The terms involving the force applied by the liquid
phase are computed using empirical relations obtained from DNS simulations. These empirical
relations are discussed later. Some of the empirical relations depend on the volume fraction
of the bubble phase, thereby making the above kinetic equation a complex-integro differential
equation.
In comparison to the DBM used in some Euler-Lagrange simulations [22], the principle
difference in the kinetic theory model in Eq. 4.4 is that the bubble-bubble interaction term
is not modeled. In the DBM simulations of Delnoij et al. [22], finite-size bubbles are tracked
and bubble-bubble interactions are treated as binary hard-sphere collisions. The bubble-bubble
interactions are not dominant in the flows that we will consider here. Hence, neglecting the
bubble-bubble interaction terms is reasonable.
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The kinetic equation in Eq. 4.4 is coupled to the liquid-phase governing equations through
the moments of f (e.g., the zero- and first-order moments). A direct solution of the kinetic
equation to find f [8, 15] is prohibitively expensive because it would require the discretization of
a seven dimensional space, in which three dimensions are the physical-space dimensions, three
are the dimensions of the velocity phase space, and one is time. An alternative method to the
direct discretization of Eq. 4.4 is represented by direct simulation Monte Carlo (DSMC) [10],
which becomes expensive when the interaction time scale is small, limiting its application to
relatively dilute flows. Another alternative, more convenient, approach is to consider a set
of moments of the distribution function f [104], and track their evolution in space and time,
instead of aiming at reconstructing the exact shape of f . This leads to an approximate solution
of the kinetic equation, which is however satisfactory for many engineering applications, like
the simulation of fluid-particle and gas-liquid flows. As mentioned earlier, it is the moments
of f that are needed for coupling with liquid-phase model, so that the accuracy of the fully
coupled model is not compromised by using moment methods.
In this work, the following set of ten moments up to the third order (in 2-D phase space)
is considered:
W = [M0 M11 M
1
2 M
2
11 M
2
12 M
2
22 M
3
111 M
3
112 M
3
122 M
3
222], (4.5)
where the superscripts represent the order of the corresponding moment [33]. Each moment is
defined through integrals of the distribution function as
M0 =
∫
fdv, M1i =
∫
vifdv,
M2ij =
∫
vivjfdv, M
3
ijk =
∫
vivjvkfdv.
(4.6)
Note that the bubble-phase volume fraction εb and mean bubble velocity Ub are related to
these moments by
εb = VbM
0 (4.7)
and
ρbεbUb,i = mbM
1
i , (4.8)
where mb = ρbVb is the mass of a bubble with density ρb and volume Vb = pid
3
b/6. In this work,
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mb is constant because db and ρb are constant. By definition, εl = 1 − εb and this relation
must be accounted for when solving a fully coupled system for the liquid and bubble phases.
The application of the definition of the moments to both sides of Eq. 4.4 allows the moment
transport equations to be derived. The set of ten transport equations, one for each moment in
W, is given by
∂M0
∂t
+
∂M1i
∂xi
= 0,
∂M1i
∂t
+
∂M2ij
∂xj
= F 1i ,
∂M2ij
∂t
+
∂M3ijk
∂xk
= F 2ij ,
∂M3ijk
∂t
+
∂M4ijkl
∂xl
= F 3ijk,
(4.9)
where F 1i , F
2
ij and F
3
ijk are the source terms due to the forces acting on each bubble. It is
worth noting that the force term only affects the moments of order higher than zero, because
it is assumed that the number density of the bubbles is conserved. In general, the conservative
equations for the bubble phase needed for coupling with the liquid phase are found by multi-
plying the expressions in Eq. 4.9 by mb. For simplicity, hereinafter it will be assumed that all
of the velocity moments have been multiplied by Vb (e.g., M
0 = εb).
The set of Eqs. 4.9 is not closed, because each equation contains the spatial fluxes of the
moments of order immediately higher, and the source terms due to force. As a consequence,
closures have to be provided for these terms. In this work, QBMM that use quadrature-based
closures are applied. QBMM for dispersed-phase flows [33, 34, 35] are based on the idea of
tracking a set of velocity moments of arbitrarily high order, providing closures to the source
terms and the moment spatial fluxes in the moment transport equations by means of a quadra-
ture approximation of the number density function. Passalacqua et al. [79] used this method to
simulate dilute and moderately dilute fluid-particle flows. The key step of the approach is an
inversion algorithm that allows one to uniquely determine a set of weights and abscissas from
the set of transported moments. The condition for the inversion algorithm to be applied is that
the set of moments is realizable, meaning it actually corresponds to a velocity distribution.
This condition is not generally satisfied by traditional finite-volume methods used in compu-
tational fluid dynamics. Desjardins et al. [25] derived the realizability criterion (constraint on
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timestep size) for the 1st-order finite-volume scheme. Vikas [115] derived realizability criteria
for high-order finite-volume schemes and solved moment transport equations using QBMM on
unstructured meshes. Recently, Yuan [126] have introduced the conditional quadrature method
of moments (CQMOM), which guarantees a realizable representation of the distribution func-
tion under highly non-equilibrium conditions. Although for simplicity the present work does
not use CQMOM, this will be done in our future work on gas-liquid flows.
In QBMM, quadrature formulas are used to provide closures to the source terms in the
moment transport equations by introducing a set of β weights nα and abscissas Uα, which are
determined from the moments of the distribution function using an inversion algorithm, and
approximating the distribution function with a sum of Dirac delta functions:
f(v) =
β∑
α=1
nαδ (v −Uα) . (4.10)
In this work, a set of β = 4 weights and abscissas per velocity component will be considered,
which are obtained by considering two quadrature nodes in each direction of 2-D velocity phase
space. The inversion algorithm to obtain the weights and abscissas from the set of moments
W is explained in detail in Fox [33]. Once the weights and abscissas are known, the moments
can be computed as a function of the quadrature weights and abscissas by approximating the
integrals in Eq. 4.6 with summations:
M0 =
4∑
α=1
nα, M
1
i =
4∑
α=1
nαUiα,
M2ij =
4∑
α=1
nαUiαUjα, M
3
ijk =
4∑
α=1
nαUiαUjαUkα.
(4.11)
The source terms in Eq. 4.9 due to forces are computed in terms of the abscissas as
F 1i =
4∑
α=1
nα
(
Fiα
mb
+ gi
)
,
F 2ij =
4∑
α=1
nα
[(
Fiα
mb
+ gi
)
Ujα +
(
Fjα
mb
+ gj
)
Uiα
]
,
F 3ijk =
4∑
α=1
nα
[(
Fiα
mb
+ gi
)
UjαUkα +
(
Fjα
mb
+ gj
)
UkαUiα +
(
Fkα
mb
+ gk
)
UiαUjα
]
.
(4.12)
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As a consequence, the momentum exchange term Mlb in Eq. 4.2 can be written in terms of the
forces for each abscissa as
Mlb = − 1
Vb
4∑
α=1
nαFiα. (4.13)
In Eqs. 4.12 and 4.13, the overall force term Fiα is defined by
Fiα = F
P
iα + F
D
iα + F
VM
iα + F
L
iα, (4.14)
where FPiα, F
D
iα, F
VM
iα and F
L
iα refer to the pressure, drag, virtual mass and lift forces, respec-
tively.
The pressure force term is computed as
FPα = −Vb∇p, (4.15)
and the drag force term is given by
FDα = Υlb,α (Ul −Uα) , (4.16)
where Υlb,α = mb/τ
D
α and the expression for drag time τ
D
α can be written as
τDα =
4dbρb
3εlρlCD |Ul −Uα| . (4.17)
In this work, the drag coefficient CD is provided by the Schiller & Naumann [98] correlation:
CD =

24
Rebα
[
1 + 0.15(Rebα)
0.687
]
, if Rebα ≤ 1000
0.44, otherwise.
(4.18)
However, more sophisticated bubble drag correlations can easily be used in place of Eq. 4.18 [108].
The bubble Reynolds number for each abscissa is defined by
Rebα =
ρldb |Ul −Uα|
µl
. (4.19)
It is worth underlining that in the evaluation of the force term, the relative velocity vector
Ul −Uα is defined as a function of the quadrature abscissas Uα, instead of the mean bubble
velocity. As a consequence, the drag force has different values for each quadrature node.
The lift force term [3] is given by
FLα = CLρlVb (Ul −Uα)× (∇×Ul) , (4.20)
88
while the virtual mass force term [3] is given by
FVMα = −C
′
VMρlVb
(
dUα
dt
− DlUl
Dt
)
(4.21)
where
C
′
VM = CVM [1 + 2.78 (1− εl)] . (4.22)
In Eq. 4.22, ddt and
Dl
Dt refer to total time derivatives for bubble and liquid phases, respectively.
In the present work, CVM = 0.5 and CL = 0.53 are used. The reader should note that it is
straightforward to add other forces acting on an individual bubbles through the liquid phase
(e.g. the wall force introduced by Tomiyama et al. [107]). If fact, one advantage of formulating
the model in terms of a mesoscopic kinetic equation is that the connection to the microscopic
force balances is retained, thereby allowing for a high-fidelity physical model for the dispersed
phase.
An important point for obtaining a stable solution to the moment transport equations is
represented by the closure provided for the moment spatial fluxes appearing in Eq. 4.9. These
fluxes are represented by the second term on the left-hand side of Eq. 4.9, and are computed
according to their kinetic definition [82, 25, 33]. First each moment involved in the expression
for the fluxes is decomposed into two contributions. For example, the zero-order moment has
a spatial flux involving the first-order moments:
M1i = M
−
i +M
+
i =
∫ 0
−∞
vi
(∫
fdvjdvk
)
dvi +
∫ +∞
0
vi
(∫
fdvjdvk
)
dvi. (4.23)
Using QBMM, the integrals in Eq. 4.23 are approximated by a Dirac-delta representation as
discussed in detail in Sec. 4.3. This procedure to evaluate the spatial fluxes is essential to ensure
the realizability of the set of moments by means of the quadrature approximation, or, in other
words, that the set of weights and abscissas actually represent a real distribution function. At
this point, all of the terms in the moment transport equations have been closed using QBMM.
We will now describe our numerical implementation of the fully coupled flow solver.
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Figure 4.1 Control volume and its neighbors for an unstructured mesh.
4.3 Description of Flow Solver
This section is devoted to a detailed presentation of the numerical methods used to solve
the bubbly flow model. An unstructured finite-volume approach is used to solve the governing
equations for both the liquid and bubble phases. The same collocated grid arrangement is used
for both phases. A sample unstructured control volume (cell) and its neighbors are shown in
Fig. 4.1. P0 denotes both the central cell and its cell center, Pj denotes both the neighbor cell
and the cell center of the neighbor cell and j represents both the face and the face center. The
outward unit-normal vector is denoted by nj . Let ΩP0 be the volume of the cell P0 and Sj be
the area of the face j. In the remainder of this section, we first describe the liquid-phase flow
solver in Sec. 4.3.1, followed by the bubble-phase flow solver in Sec. 4.3.2. Finally, details on
the coupling between the two solvers are provided in Sec. 4.3.3.
4.3.1 Liquid-phase solution strategy
In this section details of the liquid-phase solver are presented. The liquid-phase equations
are solved using the SIMPLE algorithm [81, 24, 68].
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4.3.1.1 Liquid-phase velocity equations
The momentum equations (Eq. 4.2) are discretized to form a linear system for the liquid-
phase velocities. The discretized velocity equations can be written as
Aφ0φP0 +
∑
j
Aφj φPj = b
φ (4.24)
where φ = {Ul, Vl} in 2-D and summation is over all the faces of cell P0. The coefficients in
Eq. 4.24 can be written as
Aφj = min (m˙j , 0) +
µlεl,jSjδsj∣∣rPj − rP0∣∣
Aφ0 =
[
1 +
γt
2
] ρlεl,P0ΩP0
∆t
+
∑
j
[
max (m˙j , 0) +
µlεl,jSjδsj∣∣rPj − rP0∣∣
]
− ΩP0
Vb
4∑
α=1
nα,P0Υlb,α,P0 +
1
∆t
[
1 +
γt
2
] 4∑
α=1
nα,P0ρlΩP0C
′
VM,P0
bφ =
1
∆t
[1 + γt] ρlΩP0ε
n
P0φ
n
P0 −
γt
2∆t
ρlΩP0ε
n−1
P0
φn−1P0
+ γs
max (m˙j , 0)∇φP0 · (rj − rP0) +∑
j
min (m˙j , 0)∇φPj ·
(
rj − rPj
)
+ qφ.
(4.25)
In Eq. 4.25, m˙j is the outgoing mass flux at face j, the superscripts n and n − 1 denote the
previous two time levels and the term δsj is defined such that
nj = δsjsj + δtjtj , (4.26)
where sj =
rPj−rP0
|rPj−rP0 |
, is the unit vector from P0 to Pj and tj is the unit vector tangential to
the face. The two parameters γt and γs control the temporal and spatial schemes, respectively.
If γt = 0 then 1
st-order Euler implicit time-integration is used, while if γt = 1 then 2
nd-order
two-level backward implicit time-integration is used. Similarly, if γs = 0, 1
st-order spatial
reconstruction is used and if γs = 1, 2
nd-order spatial reconstruction is used.
The liquid-phase volume fraction at the face j is computed as
εl,j =
1
2
[
εl,P0 + εl,Pj
]
+
γs
2
[∇εl,P0 · (rj − rP0) +∇εl,Pj · (rj − rPj)] . (4.27)
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All other variables at the faces are computed in the same way. The gradients are computed
using least-squares reconstruction [4, 118] combined with Venkatkrishnan limiter [114].
It is worth noting that in Eq. 4.25, some of the momentum exchange terms are treated
implicitly. Aφ0 contains contributions from the drag and virtual mass terms. This adds to the
robustness of the solver. On the right-hand side of the third equation in Eq. 4.25, qφ refers to
all the remaining sources coming from pressure, diffusion and the momentum exchange terms
that are not treated implicitly. Also, note that AUl0 = A
Vl
0 .
4.3.1.2 Rhie-Chow interpolation
Its very well known that a collocated grid arrangement may lead to a pressure-velocity de-
coupling problem. In order to get rid of this problem, Rhie-Chow interpolation [91] is employed
to compute the mass flux at cell faces:
m˙j = εl,jρlU
∗
l,j · njSj . (4.28)
In the above equation, U∗l,j = Ul,j + δU
RC
l,j , where
Ul,j =
1
2
[
Ul,P0 + Ul,Pj
]
+
γs
2
[∇Ul,P0 · (rj − rP0) +∇Ul,Pj · (rj − rPj)] , (4.29)
and
δURCl,j =
(
ΩP0εl,P0
AUl0
)
j
[
∇pj ·
(
rPj − rP0
)∣∣rPj − rP0∣∣ −
(
pPj − pP0
)∣∣rPj − rP0∣∣
]
nj . (4.30)
In Eq. 4.30, the overbar denotes an averaged value at the face and AUl0 = A
Ul
0 = A
Vl
0 .
4.3.1.3 Pressure-correction equation
The velocities obtained after solving Eq. 4.24 do not satisfy the continuity equation. In
order to satisfy the continuity equation, the pressure needs to be adjusted. Instead of solving
for pressure, an equation for the pressure-correction (p´) is solved:
Ap´0p´P0 +
∑
j
Ap´j p´Pj = b
p´, (4.31)
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where
Ap´j = −
ρlεl,jSj∣∣rP0 − rPj ∣∣
(
ΩP0εl,P0
AUl0
)
j
,
Ap´0 = −
∑
j
Ap´Pj ,
bp´ = −ρlΩP0
∆t
[(
1 +
γt
2
)
εl,P0 − (1 + γt) εnl,P0 +
γt
2
εn−1l,P0
]
−
∑
j
m˙j .
(4.32)
In Eq. 4.32, εl,P0 is the latest liquid-phase volume fraction in cell P0, while ε
n
l,P0
and εn−1l,P0 are
the volume fractions from the two previous time levels.
4.3.1.4 Boundary conditions for liquid phase
In the present work, two kinds of boundaries are used: no-slip wall and pressure boundary.
At a no-slip wall, both tangential and normal components of the velocity are zero. The mass flux
at a no-slip wall is zero. This boundary condition is easy to implement. Imposing the boundary
condition at a pressure boundary is a little bit more involved. At a pressure boundary, the
flow can be into the domain or out of the domain. If the flow is out of the domain, the static
pressure is specified and the velocity is interpolated from the interior cell. If the flow is into the
domain, the total pressure is specified and the velocity is computed using Bernoulli’s equation
by using the interior cell static pressure. Implementation details for both types of boundary
conditions can be found in Mathur & Murthy [69].
4.3.1.5 Solution algorithm for liquid phase
At each time level the following algorithm is followed to solve the liquid-phase equations:
1. Setup and solve the velocity equations (Eq. 4.25) using the pressure from the previous
time level or the previous iteration. The liquid-phase volume fraction is computed as
εl = 1− εb, where εb is obtained from the bubble-phase solver.
2. Recompute the mass flux at cell faces using Rhie-Chow interpolation.
3. Setup and solve the pressure-correction equation.
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4. Correct pressure and velocities in the cells and mass fluxes at cell faces using the pressure
correction.
5. Check for convergence. If converged go to the next time level, else repeat steps 1 through
5.
To compute the momentum exchange terms in the liquid-phase equations, the latest available
bubble-phase properties are used. For solving the velocity and pressure-correction equations,
bi-conjugate-gradient and conjugate-gradient methods are used, respectively. In step 1, the
velocity equations are under-relaxed before solving. Details about the under-relaxation in
step 1 and the computations in step 4 can be found in Demirdzic & Muzaferija [24]. The
convergence criterion in step 5 is based either on a prescribed maximum number of iterations
or on the momentum and continuity residuals converging to a prescribed value, whichever is
achieved first.
4.3.2 Bubble-phase solution strategy
The moment transport equations (Eqs. 4.9) are discretized using a finite-volume approach
using the same mesh as the liquid-phase equations. Before proceeding with the description of
the QBMM solver, it is worth reiterating that the moment transport equations are rescaled
so that the zero-order moment M0 represents the bubble-phase volume fraction instead of
the number density. This operation is important to ensure the stability and accuracy of the
quadrature-inversion algorithm, which could be compromised by the high round-off error caused
by the computation in terms of the number density. As noted earlier, the scaling of the equations
is simply performed by multiplying them by the bubble volume Vb, and by modifying the
bubble-bubble interaction and drag terms accordingly. After this rescaling, the drag time τDα
is unchanged. The rescaled weights nα can then be interpreted as representing the volume
fractions of the corresponding abscissas.
The moment transport equations contain convection and force terms. These terms are
treated in a sequential manner using an operator-splitting approach. For clarity, treatment
of these terms is discussed below using a 1st-order, single-stage Euler explicit time-integration
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scheme. Details about 2nd-order, two-stage RK2SSP time integration can be found in Vikas
[115]. In the following description, the convection terms are treated first, followed by the force
terms. This order, however, can be changed without loss of accuracy.
4.3.2.1 Contribution of moment convection terms
The contribution of the convection terms in the moment transport equations is accounted for
using a finite-volume approach. Let Uα = [Uα Vα], Nα = [nα Uα] and N = [Nα : α = {1, 2, 3, 4}].
The evolution equation for the set of moments (W) using a single-stage Euler explicit time-
integration scheme can be written as
W∗P0 = W
n
P0 −
∆t
ΩP0
∑
j
{
G
(
Nnj,L,N
n
j,R,nj
)
Sj
}
, (4.33)
where Nnj,L =
[
Nnα,j,L : α = {1, 2, 3, 4}
]
and Nnj,R =
[
Nnα,j,L : α = {1, 2, 3, 4}
]
, respectively,
represent the reconstructed weights and abscissas (Nn) on the left (L) and right (R) sides of
face j. The outward normal vector nj = [nj1 nj2] points from the left side to the right side of
face j. For reconstruction at the left and right sides of the faces, a 1st-order or quasi -2nd-order
scheme can be used. For the 1st-order scheme, 1st-order reconstruction is used for both the
weights and abscissas. For the quasi-2nd-order scheme, 2nd-order least-squares reconstruction
with a Venkatkrishnan limiter is used for the weights and 1st-order reconstruction is used for
the abscissas. For both the 1st and quasi-2nd-order schemes, the time step size must satisfy the
realizability constraint. More details about the reconstructions and realizability criteria can be
found in Vikas [115]. The numerical flux (G) is computed as
G
(
Nnj,L,N
n
j,R,nj
)
=
4∑
α=1
[
max (nj ·Uα,j,L, 0) Wnα,j,L + min (nj ·Uα,j,R, 0) Wnα,j,R
]
, (4.34)
where Wnα,j,L and W
n
α,j,R are computed using N
n
α,j,L and N
n
α,j,R, respectively.
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4.3.2.2 Contribution of force terms
The contribution of the force terms is computed by acting on the weights and abscissas
directly. The following two ordinary differential equations are solved:
dnα
dt
= 0,
dUα
dt
=
FPα + F
D
α + F
L
α + F
VM
α
mb
+ g.
(4.35)
These equations are written considering that the forces do not affect the quadrature weights
because they do not change the number of the bubbles, but only influence the abscissas. The
last equation is modified to treat the dUαdt term in F
VM
α implicitly:
dUα
dt
=
FPα + F
D
α + F
L
α + F˜
VM
α +mbg
m˜b
(4.36)
where m˜b = mb + ρlVbC
′
VM and F˜
VM
α = ρlVbC
′
VM
DlUl
Dt . This adds to the stability of the solver.
Using single-stage, Euler-explicit time integration the weights and abscissas in cell P0 can
be updated as
nn+1α,P0 = n
∗
α,P0
Un+1α,P0 = U
∗
α,P0 + ∆t
(
FP,∗α,P0 + F
D,∗
α,P0
+ FL,∗α,P0 + F˜
VM,∗
α,P0
+mbg
m˜∗b,P0
)
,
(4.37)
where n∗α,P0 and U
∗
α,P0
are computed from the moments in W∗P0 . As is done for the interaction
terms below, another alternative to handle the stiffness of the force terms is to linearize the
ordinary differential equation (ODE) in Eq. 4.36 and then directly use the analytical solution
of this linearized ODE. Although not used here, this alternative would allow for a larger time
step than is possible with Eq. 4.37. The moments at time step n + 1 (Wn+1P0 ) are computed
using nn+1α,P0 and U
n+1
α,P0
.
4.3.2.3 Boundary conditions for bubble phase
During the convection step mentioned in Sec. 4.3.2.1, boundary conditions are needed.
These boundary conditions can be specified either in terms of the moments or in terms of the
weights and abscissas. The latter approach is more convenient and is followed in the present
work. In this work, three types of boundary conditions are used: Dirichlet, outflow, and
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specular wall. At a Dirichlet boundary, the weights and abscissas are specified. At an outflow
boundary, the weights and abscissas are extrapolated from the interior, i.e. given the left-side
weights and abscissas (Nj,L) on boundary face j, the right-side weights and abscissas (Nj,R)
are computed using Nj,R = Nj,L. At a specular-wall boundary, the right-side weights and
abscissas are computed using
nα,j,R = nα,j,L/ebw,
Uα,j,R = Uα,j,L − (1 + ebw) (nj ·Uα,j,L) nj ,
(4.38)
where ebw is the bubble-wall restitution coefficient. For the simulations in the present work,
ebw = 1. It should be noted that the unit-normal vector, nj , points out of the domain at
boundary faces.
4.3.2.4 Solution algorithm for bubble phase
A detailed solution algorithm for the moment equations can be found in Fox [34] and Vikas
[115]. Here a brief overview of the steps involved in the solution procedure at each time step is
presented, assuming a single-stage, Euler explicit time-integration scheme:
1. Apply boundary conditions to weights and abscissas.
2. Compute moments using weights and abscissas.
3. Reconstruct weights and abscissas at cell faces.
4. Compute spatial flux terms at cell faces.
5. Advance moments by ∆t due to spatial flux terms using a finite-volume approach.
6. Compute weights and abscissas from moments using the moment-inversion algorithm.
7. Advance weights by ∆t due to force terms.
8. Compute moments using weights and abscissas.
To compute the force terms in step 7, the latest available liquid-phase properties are used.
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Figure 4.2 Schematic of the control flow for the coupled bubbly flow solver.
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4.3.3 Coupling algorithm
A schematic of the control flow for the coupled bubbly flow solver is shown in Fig. 4.2. Both
solvers use the same time step size ∆t, which is calculated as ∆t = min
(
∆tCFLl ,∆t
CFL
b , τ˜
D
α
)
,
where ∆tCFLl and ∆t
CFL
b are the time step sizes computed on the basis of the convection terms
in liquid and bubble phases, respectively, using a specified CFL number and the modified drag
time, τ˜Dα , is defined as
τ˜Dα =
m˜b
mb
τDα , (4.39)
to include the affect of added mass. In the present work, CFL = 1 is used to compute ∆tCFLl
and ∆tCFLb .
At each time step, first the bubble-phase equations are solved using the QBMM solver and
then the liquid-phase equations are solved using the SIMPLE solver. There exists a two-way
coupling since the bubble-phase solver needs the liquid-phase properties to compute the force
terms. As mentioned earlier and also shown in the schematic in Fig. 4.2, the latest available
liquid-phase properties are used by the bubble-phase solver. Once the bubble-phase equations
are solved and the bubble-phase volume fraction is known, the liquid-phase volume fraction is
calculated. The liquid-phase solver also needs the bubble-phase properties. Here again, the
latest available bubble-phase properties are used.
4.4 Numerical Results
4.4.1 Description of 2-D test case
The 2-D domain used for simulations is shown in Fig. 4.3. The width (D) and height
(H) of the domain are 0.5 m and 1.5 m, respectively. The opening at the lower boundary is
0.04 m wide and its center is located at a distance of 0.15 m from the lower-left corner of the
domain. A Cartesian mesh with 50 grid points along the horizontal direction and 100 grid
points along the vertical direction is used. The properties of gas (bubble) and liquid phases
used in simulations are given in Table 4.1. Results are presented for two different gas flow
rates: 1.6 l/min (lower gas flow rate) and 8.0 l/min (higher gas flow rate).
The boundary conditions (BC) are given in Table 4.2. For the liquid-phase solver, the
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Figure 4.3 Schematic of the 2-D domain used for simulations.
Table 4.1 Gas (bubble) and liquid properties.
Property Value
Bubble diameter (db) 2 mm
Gas density (ρb) 1.2 kg m
−3
Liquid density (ρl) 1000 kg m
−3
Liquid dynamic viscosity (µl) 0.001 kg m
−1 s−1
Gas flow rate 1.6 l min−1 / 8.0 l min−1
Table 4.2 Boundary conditions.
Boundary BC for bubble phase BC for liquid phase
1 Dirichlet Pressure BC
2 Specular wall No-slip wall
3 Outflow Pressure BC
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same pressure is specified at the two pressure boundaries. A more accurate approach would be
to capture the interface between the liquid and the bubble phases near the top boundary. In
that case, liquid-phase boundary condition would not be needed at the top boundary. However,
such an approach is left to future work as the main aim of the present work is to demonstrate
the implementation of the new model. Initially the domain only contains the liquid phase. The
bubble phase is injected through the opening at the bottom surface.
In the present work, a 2nd-order two-stage RK2SSP time-integration is used for the bubble-
phase QBMM solver, while a 2nd-order two-level backward implicit time-integration is used for
the liquid-phase SIMPLE solver. For the spatial reconstruction, a 2nd-order scheme is used
for the liquid-phase equations, while a quasi-2nd-order scheme is used for the bubble-phase
equations.
As a verification test case for our model, the terminal rise velocity of a single bubble as
calculated from a force balance is compared to the bubble velocity predicted by the flow solver.
For a bubble rising with a steady velocity through a quiescent liquid the buoyancy force just
equals the sum of the gravity and drag forces. The bubble’s terminal rise velocity is given by
|Ub,rise| =
√
8 (ρl − ρb) dbg
6CDρl
, (4.40)
where g = 9.81 m s−2 is the gravitational acceleration and CD is calculated from Eq. 4.18. This
gives a terminal rise velocity of 0.208 m s−1 for the properties given in Table 4.1. Our 2-D flow
solver was also used to determine the terminal velocity. Only one-way coupling from the liquid
to the bubble phase was considered. Our flow code predicted the same terminal rise velocity
as mentioned above, thereby verifying that the force terms are correctly implemented in the
bubble-phase solver. Next, results for the two gas flow rates are discussed.
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4.4.2 Lower gas flow rate
For the case with gas flow rate equal to 1.6 l/min, the weights and abscissas at the Dirichlet
boundary are specified as
n1 = 0.25, n2 = 0.25, n3 = 0.25, n4 = 0.25,
U1 = 0.0000001, U2 = −0.0000001, U3 = 0.0000001, U4 = −0.0000001,
V1 = 0.0006667, V2 = 0.0006667, V3 = 0.0006665, V4 = 0.0006665.
(4.41)
A small fluctuation in the abscissas in Eq. 4.41 is necessary for the inversion algorithm to
work properly. Figure 4.4 shows the instantaneous contour plots of the bubble-phase volume
fraction (εb) obtained using QBMM and Eulerian-Lagrangian simulation by Delnoij et al. [22]
at t = 60 s. The QBMM results agree qualitatively with the Eulerian-Lagrangian results. Fig-
ure 4.5 shows the instantaneous plots for liquid-phase velocity magnitude and velocity vectors
respectively at the same time as above. Note that the velocity vectors are not drawn to scale.
The instantaneous contour plots of the bubble-phase granular temperature (Θb), along with
the bubble-phase Mach number (Mab), and the Stokes number (Stb) at t = 60 s are shown in
Fig. 4.6. The granular temperature (Θb) is defined in terms of the moments by
Θb =
1
2
(σ11 + σ22) , (4.42)
where
σ11 =
M211
M0
−
(
M11
M0
)2
and σ22 =
M222
M0
−
(
M12
M0
)2
. (4.43)
The Mach number is defined as
Mab =
|Ub|√
Θb
, Knb =
√
pi
2
τc |Ub|
D
, (4.44)
while the Stokes number is defined as
Stb =
τ˜D
τF
, (4.45)
where τ˜D is the modified drag time based on mean bubble velocity and τF = |Ul|D is the flow
time. Physically, Mab > 1 implies that bubble transport is dominated by mean convection, as
opposed to random bubble-velocity fluctuations, while the small Stb implies that the bubble-
phase mean velocity will be very close to the liquid-phase velocity since the drag force is
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(a) (b)
Figure 4.4 Instantaneous contour plots of bubble-phase volume fraction (εb) for gas flow rate
equal to 1.6 l/min at t = 60 s (a) using QBMM, (b) using Eulerian-Lagrangian
approach.
inversely proportional to Stb. The instantaneous contours show that the bubble-phase granular
temperature is very small throughout the domain, while the bubble-phase Mach number is large,
both of which are a result of the dominance of the drag term (very small Stb) in the bubble-
phase model. Figure 4.7 shows the instantaneous contour plots of the bubble-phase volume
fraction (εb) at four different times. The meandering behavior of the bubble plume due to
the dynamic interaction between the two phases can be clearly seen. As the bubble phase is
injected into the quiescent liquid column, the liquid phase near the opening is dragged along,
creating small vortices. These vortices in turn deflect the bubbles from their path due to the lift
and drag forces. As time progresses, the vortices grow larger, leading to a meandering bubble
plume.
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(a) (b)
Figure 4.5 Instantaneous contour plots for gas flow rate equal to 1.6 l/min at t = 60 s for
liquid-phase (a) velocity magnitude (|Ul|, m s−1), (b) velocity vectors.
(a) Θb (b) Mab (c) Stb
Figure 4.6 Instantaneous contour plots of bubble-phase (a) granular temperature (m s−1), (b)
Mach number, (c) Stokes number for gas flow rate equal to 1.6 l/min at t = 60 s.
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(a) t = 80 s (b) t = 90 s (c) t = 100 s (d) t = 110 s
Figure 4.7 Instantaneous contour plots of bubble-phase volume fraction (εb) for gas flow rate
equal to 1.6 l/min.
4.4.3 Higher gas flow rate
For the case with gas flow rate equal to 8.0 l/min, the weights and abscissas at the Dirichlet
boundary are specified as
n1 = 0.25, n2 = 0.25, n3 = 0.25, n4 = 0.25,
U1 = 0.0000001, U2 = −0.0000001, U3 = 0.0000001, U4 = −0.0000001,
V1 = 0.0033334, V2 = 0.0033334, V3 = 0.0033332, V4 = 0.0033332.
(4.46)
Figure 4.8 shows the instantaneous contour plots of the bubble-phase volume fraction (εb)
obtained using QBMM and Eulerian-Lagrangian simulation by Delnoij et al. [22] at t = 60
s. Again, the QBMM results agree qualitatively with the Eulerian-Lagrangian results. Fig-
ure 4.9 shows the instantaneous plots for liquid-phase velocity magnitude and velocity vectors
respectively at the same time as above. The velocity vectors are not drawn to scale. The
instantaneous contour plots of the bubble-phase granular temperature (Θb), along with the
bubble-phase Mach number (Mab), and the Stokes number (Stb) at t = 60 s are shown in
Fig. 4.10. As seen for the lower gas flow rate, the bubble-phase velocity in the higher gas flow
rate is dominated by the drag force, leading to a very small Stokes number. In contrast, due
105
(a) (b)
Figure 4.8 Instantaneous contour plots of bubble-phase volume fraction (εb) for gas flow rate
equal to 8.0 l/min at t = 60 s (a) using QBMM, (b) using Eulerian-Lagrangian
approach.
to the small ratio between ρb and ρl, the liquid-phase velocity is mainly determined by the
bubble-phase volume fraction through the liquid-phase continuity equation. In other words,
the change of εb due to moment convection in the bubble-phase solver drives the liquid-phase
acceleration through the pressure-correction term in the liquid-phase solver. Figure 4.11 shows
the instantaneous contour plots of the bubble-phase volume fraction (εb) at four different times.
The meandering behavior of the bubble plume is much more significant for the higher gas flow
rate. As demonstrated by the results presented in this section, our fully coupled flow solver
successfully captures this strong coupling between the two phases.
4.5 Conclusions
We have presented a novel approach to model bubble-column flows using quadrature-based
moment methods (QBMM). A fully two-way coupled flow solver has been developed that solves
the incompressible Navier-Stokes equation for the liquid phase and moment transport equations
for the dispersed bubble phase. The moment transport equations for the dispersed bubble
phase are solved using a kinetic theory approach. Contributions from the liquid-phase pressure
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(a) t = 10 s (b) t = 20 s
Figure 4.9 Instantaneous contour plots for gas flow rate equal to 8.0 l/min at t = 60 s for
liquid-phase (a) velocity magnitude (|Ul|, m s−1), (b) velocity vectors.
(a) Θb (b) Mab (c) Stb
Figure 4.10 Instantaneous contour plots of bubble-phase (a) granular temperature (m s−1),
(b) Mach number, (c) Stokes number for gas flow rate equal to 8.0 l/min at t =
60 s.
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(a) t = 80 s (b) t = 90 s (c) t = 100 s (d) t = 110 s
Figure 4.11 Instantaneous contour plots of bubble-phase volume fraction (εb) for gas flow rate
equal to 8.0 l/min.
gradient, vorticity, drag, virtual mass and gravity are accounted for in the bubble-phase force
balance. In this paper, the solution algorithm and coupling procedure are described in detail,
and results are presented for a pseudo 2-D bubble column with two different gas flow rates
(1.6 and 8.0 l/min). The meandering behavior of the bubble plumes caused by the dynamic
interaction between the liquid and bubble phases is observed. Overall, we have demonstrated
that the proposed bubbly flow solver is robust and performs satisfactorily under conditions
where the two phases are tightly coupled.
Although the main aim of the present work was to demonstrate the implementation of the
new model, many improvements and changes can be made to optimize the simulation time
as suggested in the paper. Moreover, additional force models can be be implemented in a
straightforward manner due to the kinetic formulation of the bubble-phase model. Likewise,
different boundary conditions can be added to the flow solver in order to simulate more complex
flows. For example, a more accurate approach for bubble columns would be to capture the
interface between the two phases at the top of the column. These and other improvements,
along with the 3-D implementation, will be the subject of future work.
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CHAPTER 5. RADIATION TRANSPORT MODELING USING
EXTENDED QUADRATURE METHOD OF MOMENTS
A paper submitted to Journal of Computational Physics
Varun Vikas1, C. D. Hauck, Z. J. Wang, Rodney O. Fox
Abstract
Radiation transport modeling describes the interaction of radiation with scattering and
absorbing media. It occurs in a wide variety of phenomena ranging from stellar to terrestrial
applications. Over the past few decades, a lot of effort has gone into developing accurate ap-
proximation methods for radiation transport modeling. Although, these models give highly
accurate results for some systems, they fail to accurately predict the physics for other systems.
Almost all of the approximation methods, barring the Monte Carlo method, have some inher-
ent weaknesses as far as the physics is concerned. Recently, an extended quadrature method
of moments (EQMOM) was developed to solve uni-variate population balance equations. EQ-
MOM has many favorable properties that makes it suitable for radiation transport modeling.
The goal of the current paper is to discuss these properties and demonstrate the successful
implementation of EQMOM for radiation transport modeling. The equations governing radia-
tion transport are formulated using EQMOM with special attention to realizability and a set
of standard one-dimensional benchmark problems encompassing optically thin, thick and tran-
sition regimes is solved. The results look very promising and lay the foundation for extending
the same framework to multiple dimensions.
1Primary researcher and author.
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5.1 Introduction
Radiation transport modeling finds application in a wide variety of phenomena ranging
from stellar to terrestrial [13, 18, 75, 84]. A very general application is to solar radiation, the
most important source of energy for the earth. Another common application is in weather
or climate models, where the radiative forcing is calculated for greenhouse gases, aerosols or
clouds. Radiation transport modeling for supernovae has been a topic of great interest for
astrophysicists. With future interests in space travel, it finds another application in planetary
reentry problems. In biomedical sciences, the development of photon radiotherapy techniques
and related equipment rely heavily on radiation transport modeling. For the development of bio-
renewable fuels, the design of photobioreactors needs accurate radiation transport models for
light absorption and scattering by microorganisms such as algae. In the environmental context,
radiation transport modeling is important for the efficient design of furnaces to minimize energy
loss and pollution emissions.
Radiation transport modeling involves solving two coupled equations. One is a complex
integro-differential kinetic transport equation for the specific intensity of radiation and the
other is an evolution equation describing the change in internal energy of the material through
which the radiation is propagating. The transport equation is extremely difficult to solve
because of the high-dimensionality of the independent variable space. A variety of different
models [13, 75, 84] have been proposed to numerically solve the transport equation, but there are
essentially four major approaches: diffusion approximations, Monte Carlo, discrete-ordinates
and moment methods.
In optically thick systems, that are nearly opaque and allow very little light to pass through,
the emission/absorption processes drive the radiation intensity to an isotropic distribution, that
is, constant in angular space. The constant depends on the material temperature which, in turn,
over long time scales satisfies a nonlinear diffusion equation up to an error that is proportional
to the ratio of the photon mean free path to the macroscopic length scale. In optically thick
systems, this ratio is small and the diffusion approximation [6, 13, 75, 78, 84, 93] provides an
accurate representation of the radiation field. However, in optically thin regimes, in which
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very little material is present and most of the light passes through, this ratio can be very
large. As a result, in optically thin regimes, the diffusion approximation is highly inaccurate.
Several extensions have been designed to push the validity of the diffusion approximation into
the transition regime, where collisions are frequent enough to give structure to the radiation
field, but not enough to validate the diffusion limit. These extensions [1, 12, 53, 61, 62, 106]
include non-equilibrium diffusion and flux-limited diffusion. The latter is derived by enforcing
the physical property that the radiation flux be bounded by the radiation energy density times
the speed of light. The effect is to lessen the diffusion coefficient near steep spatial gradients.
Even with these extensions, the validity of the diffusion approximation does not extend much
beyond optically thick regimes.
Monte Carlo methods [32, 49] are the community standard-bearer with respect to accuracy.
But with that accuracy comes a significant increase in both computational and memory require-
ments. Individual photons are simulated and then a statistical average is taken to determine
the intensity. Due to the finite number of photons, statistical noise is an important issue in
determining the accuracy of the computed moments.
The discrete-ordinates model [52, 57, 84], also referred to as the SN model is the most
deterministic method for solving the transport equation numerically. It solves the transport
equation along a discrete set of angular directions. These directions are taken from a quadrature
set which is used to compute the angular integrals as needed for the moments. The main
drawback of the method is the existence of the so called ray effects, which are numerical
artifacts that arise because the photons move only along directions in the quadrature set.
These effects are most pronounced in optically thin materials with localized sources or sharp
material discontinuities.
Moment methods track the evolution of a finite number of weighted angular averages of
the specific intensity, also known as moments. They require a closure which approximates
the specific intensity as a function of the tracked moments. The most common closures are
based on spherical harmonic expansions, which are often referred to as the PN models [66, 90].
These closures result in systems of linear hyperbolic equations for the expansion coefficients.
As such this approximation method often leads to negative radiation energy densities, which
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are unphysical. However, they do preserve the rotational symmetry of the transport operator.
It is this lack of symmetry which leads to ray effects in the discrete-ordinates model.
Defects in the PN models have led the researchers to look for better closure models [28, 29,
36, 45, 46, 47, 99, 102, 103]. The best performing models are usually nonlinear and are based
on closure strategies that, except at very low order (usually the first two moments), involve
orders of magnitude increase in the computational overhead. Thus, the search for relatively
simple closures which reproduce basic features of the kinetic equations still continues. This is
because, in spite of the challenges, moment methods are extremely flexible. Indeed they can be
used as stand-alone models, as members of an adaptive hierarchy, as components of a hybrid
description and as preconditioners for higher resolution models.
Recently, an extended quadrature method of moments (EQMOM) [127] has been devel-
oped to solve uni-variate population balance equations in the context of particle transport in
dispersed-phase flows. EQMOM is a moment method that uses quadrature-based closures. EQ-
MOM has certain desirable properties that makes it suitable for radiation transport modeling.
The aim of the current paper is to lay a foundation for solving radiation transport problems
using EQMOM. The paper formulates the radiation transport problem using EQMOM frame-
work and tests it using a series of one-dimensional benchmark test problems. The current
paper only discusses grey (frequency-independent) radiation transport. Non-grey cases will be
considered in future work. The results, as discussed later in the paper, look very promising.
The remainder of this paper is organized as follows. In Sec. 5.2, the equations of radiative
transfer are discussed. Section 5.4 deals with EQMOM. Thereafter, in Sec. 5.4, the solution
algorithm is presented. Section 5.5 presents the numerical results for several benchmark test
problems. Conclusions from the present study are summarized in Sec. 5.6.
5.2 Equations of radiative transfer
The equation for time-dependent grey radiative transfer [13, 70] in a one-dimensional planar
geometry medium with space and temperature dependent opacities is given by
1
c
∂I
∂t
+ µ
∂I
∂z
+ σtI =
1
2
acσaT
4 +
1
2
σsM
0 +
1
2
S, (5.1)
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where I ≡ I(z, µ, t) is the specific intensity of radiation, µ = cos θ is the internal coordinate
associated with the angle (θ) between a photon’s direction of flight and the z-axis, σa ≡ σa(z, T ),
σs ≡ σs(z, T ) and σt ≡ σt(z, T ) are the absorption, scattering and total opacities respectively,
T ≡ T (z, t) is the material temperature and S ≡ S(z) is an isotropic external source of
radiation. Note that θ ∈ [0, pi] and µ ∈ [−1, 1]. The total opacity is the sum of the absorption
and the scattering opacities (σt = σa+σs). In (5.1), M
0 ≡M0(z, t) is the zeroth-order moment
of the specific intensity. The pth-order moment of the specific intensity is defined as
Mp =
∫ +1
−1
µpIdµ. (5.2)
The evolution equation for the internal energy density (e) [13, 70] of the material is given by
∂e
∂t
= σaM
0 − acσaT 4. (5.3)
If the material is stationary, as will be assumed in this work, then e ≡ e(T ) and ∂e/∂t =
Cv∂T/∂t where Cv ≡ Cv(T ) ≡ ∂e/∂T is the heat capacity at constant volume. Applying
the definition of moments in (5.2) to (5.1), the moment transport equation for the pth-order
moment can be written as
1
c
∂Mp
∂t
+
∂Mp+1
∂z
+ σtM
p =
{
1
2
acσaT
4 +
1
2
σsM
0 +
1
2
S
}[
1− (−1)p+1
p+ 1
]
. (5.4)
Putting p = 0 gives the transport equation for the zeroth-order moment:
1
c
∂M0
∂t
+
∂M1
∂z
= acσaT
4 − σaM0 + S. (5.5)
M0/c and M1 are often referred to as the radiation energy density and the radiation flux
respectively. Note that in the absence of any external source of radiation (S = 0),
∂e
∂t
+
1
c
∂M0
∂t
+
∂M1
∂z
= 0, (5.6)
meaning that the net energy in the system is due to the energy crossing the system boundaries.
The discretized equations should also satisfy this property.
The moment transport equations are not closed. The convection term in the evolution
equation for each moment involves a higher-order moment. To solve a finite set of moment
transport equations, a closure model is needed. In the current work, EQMOM is used for
closure. The details of EQMOM are discussed in the next section.
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5.3 Extended quadrature method of moments
EQMOM is a moment method that uses quadrature-based closures for reconstructing the
specific intensity from the tracked moments. EQMOM combines the most desirable prop-
erties of quadrature method of moments (QMOM) [25, 71, 34] and kernel density element
method (KDEM) [2], while eliminating their weaknesses. Unlike QMOM that represents the
specific intensity as a weighted sum of delta functions, EQMOM uses a weighted sum of known
non-negative kernel density functions which is similar to the representation used for KDEM.
However, KDEM is more expensive as it solves a multivariate constrained least-squares problem
to compute the multiple unknown parameters whereas EQMOM uses a one-dimensional root-
finding method. Moreover only a few of the lowest-order moments are exactly reproduced by
KDEM. EQMOM also holds an upper hand over the entropy-based closure models [45, 47, 74].
Just like KDEM, entropy-based closure models have to solve a multivariate constrained least-
squares problem. In addition, the extension of the entropy-based closure models to the bound-
ary of moment space is ill-conditioned [67]. At the boundary of the moment space, EQMOM
reduces to QMOM in a well-conditioned manner, making it possible to easily reconstruct the
specific intensity all the way to the boundary of the moment space.
EQMOM uses two successive quadrature approximations to reconstruct the specific intensity
from the tracked moments. These successive approximations are referred to as primary and
secondary quadratures. In the discussion below, N nodes are used for primary quadrature
and M nodes are used for secondary quadrature per primary node. The number of secondary
quadrature nodes should always be greater than the number of primary quadrature nodes
(M > N). For the N -node primary quadrature, the specific intensity is represented as a
weighted sum of N smooth kernel density functions:
I =
N∑
α=1
wαδσ (µ, µα) . (5.7)
Note that in the discrete-ordinates model (just like QMOM), the smooth kernel density func-
tions are replaced by the delta functions, thereby allowing radiation transport only in a finite
number of pre-specified directions. In EQMOM, the smooth kernel density functions allow ra-
diation transport in all directions. In (5.7), wα and µα (α ∈ [1, 2, ..., N ]) are called the primary
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quadrature weights and abscissas respectively and σ is a measure of the spread of the individual
smooth kernel density functions. Note that the same σ is used for each of the N kernel density
functions. The kernel density functions δσ (µ, µα) should be defined over [−1, 1]. In this work,
each smooth kernel density function is chosen to be a beta distribution function:
δσ (µ, µα) =
1
2B (ξα, ηα)
(
µ+ 1
2
)ξα−1(1− µ
2
)ηα−1
, (5.8)
where B (ξα, ηα) is the beta function and the two parameters are ξα = (µα + 1)/(2σ) and
ηα = (1 − µα)/(2σ). This form of EQMOM is called beta-EQMOM, but in the current paper
it will simply be referred to as EQMOM. Note that a uniform distribution in the θ-space leads
to a beta distribution in the µ-space. As EQMOM uses beta distribution as the kernel density
function, it can easily recover a uniform distribution in the θ-space. Moreover, with appropriate
choice of parameters (ξα = 1 and ηα = 1), a uniform distribution in the µ-space can also be
recovered. In order to reconstruct I, 2N + 1 parameters ([wα µα] ∀ α ∈ [1, 2, ..., N ] and σ) are
needed. To find these 2N + 1 unknowns, the first 2N + 1 moments (Mp ∀ p ∈ [0, 1, ..., 2N ]) are
tracked. A very efficient and robust inversion algorithm to compute the unknown parameters
from the tracked moments has already been developed in [127]. This inversion algorithm
combines the moment inversion algorithm for QMOM with a one dimensional root finding
algorithm that solves for σ. As only a finite number of moments is tracked, multiple solutions
are possible for primary quadrature. The current approach is to find the solution with the
smallest value of σ.
Another important advantage of EQMOM is the ability to construct a second Gaussian
quadrature [38] with respect to the kernel density function. For the secondary quadrature,
each kernel density function is written as a weighted sum of delta functions:
δσ (µ, µα) =
M∑
β=1
ραβδ (µ− µαβ) . (5.9)
This form changes all the integrals in the µ-space to summations thereby simplifying the flux
calculations, when using the finite-volume approach. Moreover, this form is essential for the
use of realizable schemes in [115]. In (5.9), ραβ and µαβ are obtained from the weights and
abscissas of the Gauss-Jacobi quadrature. Substituting (5.9) in (5.7) gives the final form of the
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specific intensity:
I =
N∑
α=1
M∑
β=1
wαβδ (µ− µαβ) , (5.10)
where wαβ = wαραβ and µαβ (α ∈ [1, 2, ..., N ] and β ∈ [1, 2, ...,M ]) are called secondary
weights and abscissas respectively. It is important to understand that although the final form
(5.10) expresses the specific intensity as a weighted sum of delta functions, this is not same
as the discrete-ordinates model. This form is just used to facilitate the flux computation and
guarantee realizability. If M > N , values of the tracked moments computed with the smooth
formulation (5.7) are the same as those computed using the final delta formulation (5.10).
To summarize, the moment-inversion algorithm for EQMOM involves two stages. In the
first stage, the primary quadrature information is obtained from the tracked moments and in the
second stage, the secondary quadrature information is obtained from the primary quadrature
information. This can be depicted as:
[M0,M1, ...,M2N ]
Primary quadrature−−−−−−−−−−−−→ [wα, µα, σ] Secondary quadrature−−−−−−−−−−−−−→ [wαβ, µαβ] (5.11)
where α ∈ [1, 2, ..., N ] and β ∈ [1, 2, ...,M ]. A detailed description of EQMOM can be found
in [127].
Before moving onto the next section, here is a brief summary of the properties that make
EQMOM a better option compared to the already existing models. As mentioned earlier, un-
like the discrete-ordinates model, EQMOM allows radiation transport in all directions. Unlike
KDEM and entropy-based closure models, EQMOM has a robust inversion algorithm that
avoids the computational cost of solving a multivariate constrained least-squares problem. EQ-
MOM can easily reconstruct the specific intensity all the way to the boundary of the moment
space which is not often possible with the entropy-based closure models. When EQMOM is
used in conjugation with the realizable discretization schemes, the non-negativity of the spe-
cific intensity is guaranteed, thereby avoiding the negative radiation energy density problem
encountered by the spherical harmonics model. EQMOM can achieve the maximum radiation
transport speed of c even with a single primary node. This property does not hold for the low
order spherical harmonics models, in particular the P1 model. The system of evolutions equa-
tions for EQMOM have distinct eigenvalues that preserve the hyperbolic nature of radiation
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transport. Also, EQMOM is much less expensive compared to the Monte Carlo simulations
and is not be subject to statistical noise. More discussion on the comparison of EQMOM with
other models is given in Sec. 5.5.
5.4 Solution algorithm
The aim of the current paper is to demonstrate the effectiveness of EQMOM for radiation
transport modeling. Development of efficient spatial and temporal discretization schemes for
EQMOM applied to radiation transport modeling will be considered as a part of future work. In
the current work, the equations are discretized using the finite-volume approach [60]. A semi-
implicit time-integration scheme, adapted from [70] is used. The convection and the external
source terms are treated explicitly while the material coupling terms are linearized and treated
implicitly. The conservation of the net energy is satisfied in discrete form. In addition, the
realizability of the moment set is guaranteed at each step using appropriate realizable schemes
and realizability criteria. This is essential for the success of the moment-inversion algorithm.
With a non-realizable moment set, the moment-inversion algorithm may lead to the weights
that are negative and the abscissas that lie outside the support interval ([−1, 1]), which are
unphysical. A realizable moment set always guarantees a non-negative specific intensity thereby
leading to a non-negative radiation energy density. The details of the treatment of different
terms are given below. First the convection term is treated, followed by the external source
term and eventually the effect of the material coupling terms is included:
Mp,ni
Convection term−−−−−−−−−−→Mp,(1)i External source term−−−−−−−−−−−−−→Mp,(2)i
Material coupling terms−−−−−−−−−−−−−−→Mp,n+1i . (5.12)
5.4.1 Convection term
For the convection term, the first-order Euler explicit time-integration is used. The dis-
cretized equation can be written as
M
p,(1)
i = M
p,n
i −
c∆t
∆z
[
Gp,ni+1/2 −Gp,ni−1/2
]
, (5.13)
where Mp,ni is the p
th-order cell-averaged moment in the ith cell at time level n, ∆t is the time
step size and ∆z is the cell size. Gp,ni+1/2 and G
p,n
i−1/2 are the numerical fluxes at the faces i+ 1/2
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and i− 1/2 respectively. The numerical flux is evaluated using a kinetic approach:
Gp,ni+1/2 =
∫ +1
−1
min(µ, 0)µpIni+1/2,rdµ+
∫ +1
−1
max(µ, 0)µpIni+1/2,ldµ, (5.14)
where Ini+1/2,l and I
n
i+1/2,r are the reconstructed specific intensities at the left and right sides
of the face i + 1/2 respectively. This kinetic treatment of numerical flux is essential to allow
for a two-way radiation transport across the face. The specific intensity in the ith cell can be
written as
Ini =
N∑
α=1
M∑
β=1
wnαβ,iδ(µ− µnαβ,i), (5.15)
where wnαβ,i and µ
n
αβ,i are the secondary weights and abscissas in the i
th cell respectively. The
reconstructed specific intensities at the left and right sides of the face i+ 1/2 can be written as
Ini+1/2,l =
N∑
α=1
M∑
β=1
wnαβ,i+1/2,lδ(µ− µnαβ,i+1/2,l) and
Ini+1/2,r =
N∑
α=1
M∑
β=1
wnαβ,i+1/2,rδ(µ− µnαβ,i+1/2,r)
(5.16)
respectively. Using (5.16), the numerical flux at the face i+ 1/2 is written as
Gp,ni+1/2 =
N∑
α=1
M∑
β=1
wnαβ,i+1/2,r min(µ
n
αβ,i+1/2,r, 0)(µ
n
αβ,i+1/2,r)
p
+
N∑
α=1
M∑
β=1
wnαβ,i+1/2,l max(µ
n
αβ,i+1/2,l, 0)(µ
n
αβ,i+1/2,l)
p.
(5.17)
The weights and abscissas at the left and right sides of the faces are reconstructed using the cell
values. To guarantee the realizability of the moment set, only piecewise constant reconstruction
of abscissas is allowed [115]:
µnαβ,i+1/2,l = µ
n
αβ,i and µ
n
αβ,i+1/2,r = µ
n
αβ,i+1. (5.18)
For the weights, any high-order reconstruction can be used. In the current paper, piecewise
linear reconstruction is employed for the weights, leading to the quasi -2nd-order scheme in [115].
The minmod limiter [56] is used while computing the slope of the linear profile to avoid any
spurious oscillations. Note that all the moments updated using (5.13) correspond to a unique
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update of the specific intensity:
I
(1)
i =
N∑
α=1
M∑
β=1
[
wnαβ,i −
c∆t
∆z
(
wnαβ,i+1/2,l max(µ
n
αβ,i, 0)− wnαβ,i−1/2,r min(µnαβ,i, 0)
)]
δ(µ− µnαβ,i)
− c∆t
∆z
N∑
α=1
M∑
β=1
wnαβ,i+1/2,r min(µ
n
αβ,i+1, 0)δ(µ− µnαβ,i+1)
+
c∆t
∆z
N∑
α=1
M∑
β=1
wnαβ,i−1/2,l max(µ
n
αβ,i−1, 0)δ(µ− µnαβ,i−1).
(5.19)
The non-negativity of the updated specific intensity can be guaranteed if the time step size
satisfies the realizability criterion given by
∆t ≤ w
n
αβ,i∆z
c
(
wnαβ,i+1/2,l max(µ
n
αβ,i, 0)− wnαβ,i−1/2,r min(µnαβ,i, 0)
) (5.20)
∀ α ∈ [1, 2, ..., N ] and β ∈ [1, 2, ...,M ]. More details about the realizability criterion can be
found in [115]. In addition to the realizability criterion, the time step size should also satisfy
the CFL condition for stability:
∆t ≤ CFL ∆z
c
∣∣∣µnαβ,i∣∣∣ (5.21)
∀ α ∈ [1, 2, ..., N ] and β ∈ [1, 2, ...,M ]. Note that (5.20) is exactly same as (5.21) if piecewise
constant reconstruction is used for weights instead of piecewise linear reconstruction. In the
current work, CFL = 0.3 is used for all the numerical simulations, unless otherwise stated.
5.4.2 External source term
In the current work, the external source is only a function of spatial coordinate. It is treated
using the first-order Euler explicit time-integration scheme:
M
p,(2)
i = M
p,(1)
i +
c∆t
2
Si
[
1− (−1)p+1
p+ 1
]
. (5.22)
The updated moment set corresponds to the following unique update of the specific intensity:
I
(2)
i = I
(1)
i +
c∆t
2
Si. (5.23)
The non-negativity of the updated specific intensity is guaranteed as long as the external source
is non-negative.
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5.4.3 Material coupling terms
The algorithm for the implicit treatment of the material coupling terms is adapted from [70].
The moment transport equation in (5.4), without the convection and the external source terms,
and the material energy equation in (5.3) are discretized using the first-order Euler implicit
time-integration scheme:
Mp,n+1i −Mp,(2)i
c∆t
= −σnt,iMp,n+1i +
{
1
2
acσna,i(T
n+1
i )
4 +
1
2
σns,iM
0,n+1
i
}[
1− (−1)p+1
p+ 1
]
, (5.24)
en+1i − eni
∆t
= σna,iM
0,n+1
i − acσna,i(Tn+1i )4. (5.25)
Note that the opacities are treated explicitly. For p = 0, (5.24) becomes
M0,n+1i −M0,(2)i
c∆t
= −σna,iM0,n+1i + acσna,i(Tn+1i )4. (5.26)
The nonlinearities in the T 4 terms are treated using the equivalent of one Newton iteration.
To perform this linearization, (Tn+1i )
4 and en+1i are expanded using Taylor series:
(Tn+1i )
4 ≈ (Tni )4 + 4(Tni )3(Tn+1i − Tni ), (5.27)
en+1i ≈ eni + Cnv (Tn+1i − Tni ). (5.28)
Substituting (5.27) in (5.28) and then putting the result in (5.25) yields
(Tn+1i )
4 ≈ f
n
i
ac
[
ac(Tni )
4 + σna,iβ
n
i ∆tM
0,n+1
i
]
(5.29)
where βni = 4ac(T
n
i )
3/Cnv,i and f
n
i = 1/(1 + σ
n
a,iβ
n
i ∆t). Substituting (5.29) in (5.24) gives
Mp,n+1i −Mp,(2)i
c∆t
= −σnt,iMp,n+1i +
{
1
2
acσna,if
n
i (T
n
i )
4
+
1
2
σna,if
n
i σ
n
a,iβ
n
i ∆tM
0,n+1
i +
1
2
σns,iM
0,n+1
i
}[
1− (−1)p+1
p+ 1
] (5.30)
Putting p = 0 and performing some simplifications, following equation for the zeroth-order
moment is obtained:
M0,n+1i −M0,(2)i
c∆t
= −fni σna,i
[
M0,n+1i − ac(Tni )4
]
. (5.31)
120
This equation is used for updating the zeroth-order moment. Rest of the moments are then
updated using (5.30). Substituting (5.29) in (5.25) yields
en+1i − eni
∆t
= fni σ
n
a,i
[
M0,n+1i − ac(Tni )4
]
. (5.32)
This is used to update the material internal energy density. Note that
M0,n+1i −M0,(2)i
c∆t
+
en+1i − eni
∆t
= 0. (5.33)
Hence, the discretization method conserves the net energy. Using (5.30), the unique update of
the specific intensity can be written as
In+1i =
1
1 + c∆tσnt,i
[
I
(2)
i +
1
2
c∆tσna,if
n
i
{
ac(Tni )
4 + σna,iβ
n
i ∆tM
0,n+1
i
}
+
1
2
c∆tσns,iM
0,n+1
i
]
.
(5.34)
All the terms on the right hand side are non-negative, thereby guaranteeing the non-negativity
of the updated specific intensity and hence the realizability of the moment set at the time level
n+ 1.
5.5 Numerical results
In this section, results are presented for some standard benchmark problems encompassing
optically thin, thick and transition regimes. For simplicity, the units of all the quantities are
given in Table 5.1 and hereafter all the units will be dropped while specifying the values of
the quantities. The domain of the problems is defined by z ∈ [zLB, zRB]. Material coupling
is only required for the last two problems - the Marshak wave problem and the Su-Olson
problem. The two constants used in the problems are the speed of sound (c = 3× 1010 cm/s)
and the radiation constant (a = 1.372× 1014 erg/cm3/keV 4). For all the problems, results are
presented for EQMOM with number of primary nodes from 1 through 5. Currently, any increase
beyond 5 makes the round-off errors dominant. An improvement of the EQMOM algorithm to
suppress the round-off errors when the number of primary nodes is increased beyond 5 will be
considered as a part of future work. For, each primary node, the number of secondary nodes
has been chosen such that any further increase leaves the solution almost unchanged. In all the
discussions below, EQMOM-NxM refers to EQMOM with N primary nodes and M secondary
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nodes per primary node. For all the problems, results are presented on successively refined
grids to show the general trend of grid convergence of the EQMOM solutions.
Table 5.1 Quantities and units.
Quantity Unit Quantity Unit
z cm σa 1/cm
σs 1/cm σt 1/cm
t s S erg/cm3/s
T keV Cv erg/cm
3/keV
e erg/cm3 I erg/cm2/s
Mp erg/cm2/s
5.5.1 Plane-source problem
The plane-source problem [47] is a torture test for a model to handle very strong disconti-
nuities. The scattering and absorption opacities are given by σs = 1 and σa = 0 respectively.
There is no external source of radiation (S = 0). The specific intensity and the corresponding
moments at t = 0 are given by
I(z, µ) = 0.5δ(z) + 0.00005 and Mp(z) = (0.5δ(z) + 0.00005)
[
1− (−1)p+1
p+ 1
]
(5.35)
respectively. Note that a small positive baseline value is used as in [47]. However, the method
works with zero baseline value as well. The left boundary is located at zLB = 0. Three different
cases are simulated with final times of ct = 1, 2 and 4 with the corresponding right boundaries
located at zRB = 1.1, 2.1 and 4.1 respectively. Reflective boundary condition is applied at the
left boundary:
ILB,l(µ) = ILB,r(−µ) and MpLB,l = (−1)pMpLB,r. (5.36)
At the right boundary, Dirichlet boundary condition with a fixed baseline specific intensity
value is applied:
IRB,r(µ) = 0.00005 and M
p
RB,r = 0.00005
[
1− (−1)p+1
p+ 1
]
. (5.37)
Note that the boundary conditions are applied at the left side of the leftmost face and the right
side of the rightmost face.
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Figure 5.1 shows the results at ct = 1 with 220, 440 and 880 cells. The semi-analytic solution
is obtained from [37]. The oscillations, also referred to as the wave effects, in the solutions
are due to the photons traveling in waves at the speeds determined by the finite number of
eigenvalues of the system. The spherical harmonics [47] and discrete-ordinates models show
similar oscillations, however the oscillations there are more pronounced. Moreover, unlike
spherical harmonics model, the oscillations never lead to the problem of negative density as the
non-negativity is guaranteed by the use of the realizable discretization schemes. Increasing the
number of primary nodes increases the number of eigenvalues thereby adding more oscillatory
lobes. At the same time the magnitude of oscillation around the semi-analytic solution seems
to decrease by adding more primary nodes. In particular, the magnitude of oscillations for the
EQMOM-4x10 solution is less than the EQMOM-2x6 solution and the magnitude of oscillations
for the EQMOM-5x12 solution is less than the EQMOM-3x8 solution. The magnitude of the
oscilaltions can be decreased further if the use of more primary nodes becomes feasible. Another
possible option to decrease the magnitude of oscillations is to choose the primary quadrature
solution that corresponds to a larger value of σ. This option will be explored in future work.
The maximum radiation transport speed of c is achieved by EQMOM even with one primary
node. This is not a property of low order spherical harmonics models, in particular the P1
model. Figure 5.2 shows the results at ct = 2 with 300, 600 and 1200 cells and Figure 5.3 shows
the results at ct = 4 with 410, 820 and 1640 cells. As time progresses, the effect of scattering
becomes dominant and the oscillation are reduced to a great extent.
5.5.2 Two-beam instability problem
The two-beam instability problem [47] is designed to test a closure’s ability to handle
multi-modal distributions. The closure that is unable to handle particles moving in opposing
directions produces a shock in the steady state profile. The scattering and absorption opacities
are given by σs = 0 and σa = 2 respectively. There is no external source of radiations (S = 0).
The specific intensity and the corresponding moments at t = 0 are given by
I(z, µ) = 0.00005 and Mp(z) = 0.00005
[
1− (−1)p+1
p+ 1
]
(5.38)
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respectively. The left and right boundaries are located at zLB = 0 and zRB = 0.5 respectively.
Reflective boundary condition is applied at the left boundary:
ILB,l(µ) = ILB,r(−µ) and MpLB,l = (−1)pMpLB,r. (5.39)
At the right boundary, Dirichlet boundary condition with a fixed baseline specific intensity
value is applied:
IRB,r(µ) = 0.5 and M
p
RB,r = 0.5
[
1− (−1)p+1
p+ 1
]
. (5.40)
Figure 5.4 shows the steady state results with 100, 200 and 400 cells. The semi-analytic
solution is obtained from [47]. EQMOM with one primary node is not able to resolve this prob-
lem. However, increase the number of primary nodes, the EQMOM solution quickly approaches
the semi-analytic solution. None of the results show the appearance of any shock.
5.5.3 Reed cell problem
The Reed cell problem [89, 14] is a demanding problem with regions in which the specific
intensity takes isotropic, highly peaked and intermediate forms. This problem tests a model’s
ability to deal with regions of greatly differing characteristics. The left and right boundaries
are located at zLB = 0 and zRB = 8 respectively. The space between the two boundaries is
divided into five regions. The opacities and the external source terms in these regions are given
in Table 5.2. The specific intensity and the corresponding moments at t = 0 are given by
Table 5.2 Opacities and external source terms for the Reed cell problem.
Region σa σs S
z ∈ (0, 2) 50.0 0.0 50.0
z ∈ (2, 3) 5.0 0.0 0.0
z ∈ (3, 5) 0.0001 0.0 0.0
z ∈ (5, 7) 0.1 0.9 1.0
z ∈ (7, 8) 0.1 0.9 0.0
I(z, µ) = 0 and Mp(z) = 0 respectively. Reflective boundary condition is applied at the left
boundary:
ILB,l(µ) = ILB,r(−µ) and MpLB,l = (−1)pMpLB,r. (5.41)
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At the right boundary, vacuum boundary condition is applied:
IRB,r(µ) =

IRB,l(µ), if µ > 0,
0, otherwise.
(5.42)
MpRB,r is computed accordingly.
Figure 5.5 shows the steady state results with 100, 200 and 400 cells. The reference solution
is obtained from [14] which used a spherical harmonic P17 angular approximation and a regular
spatial finite element mesh consisting of 400 elements. As the number of primary nodes is
increased, the EQMOM solution approaches the reference solution. It seems that with 6 primary
nodes, EQMOM may be able to completely resolve the reference solution. As mentioned earlier,
increase of the number of primary nodes beyond 5 will be considered a part of future work.
5.5.4 Marshak wave problem
The Marshak wave problem [70] is an absorption dominant diffusive problem. The transport
solution and the diffusion solution are expected to be the same for this problem. The scattering
and absorption opacities are given by σs = 0 and σa = 300/T
3 respectively. There is no
external source of radiations (S = 0). Initially, radiation is in equilibrium with the material.
The temperature, the specific intensity and the corresponding moments at t = 0 are given by
T (z) = 10−9, I(z, µ) =
1
2
ac× 10−36 and Mp(z) = 1
2
ac× 10−36 ×
[
1− (−1)p+1
p+ 1
]
(5.43)
respectively. The heat capacity is given by Cv = 3 × 1015. The left and right boundaries are
located at zLB = 0 and zRB = 0.6 respectively. Dirichlet boundary condition is applied at the
left boundary by fixing the temperature:
TLB,l = 1.0, ILB,l(µ) =
1
2
ac and MpLB,l =
1
2
ac
[
1− (−1)p+1
p+ 1
]
. (5.44)
At the right boundary, vacuum boundary condition is applied:
IRB,r(µ) =

IRB,l(µ), if µ > 0,
0, otherwise.
(5.45)
MpRB,r is computed accordingly.
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Figure 5.6 shows the results at ct = 300, 1500 and 3000. The semi-analytic solution is
obtained from [83]. Three successively refined grids with 30, 60 and 120 cells are used. As this
is a diffusion limit problem, EQMOM with just one primary node is able to resolve the problem.
Any increase in the number of primary nodes, does not change the solution. The EQMOM
solution approaches the semi-analytic solution as the grid is refined. However, on relatively
coarse grids, the wave front is not captured properly. This is the defect of the discretization
scheme rather than the EQMOM. To capture the wave front, the discretization scheme should
preserve the asymptotic diffusion limit [6, 54, 55, 59, 70]. The discretization scheme used here is
not asymptotic preserving. However, it must be reiterated that the aim of the current paper is
to demonstrate the application of EQMOM to radiation transport modeling. The development
of discretization schemes for EQMOM that are asymptotic preserving will be considered in
future work.
5.5.5 Su-Olson problem
The Su-Olson problem [78] is a non-equilibrium radiative transfer problem. The scattering
and absorption opacities are given by σs = 0 and σa = 1 respectively. The external source of
radiation is given by
S =

ac, if 0 ≤ x ≤ 0.5 and 0 ≤ ct ≤ 10,
0, otherwise.
(5.46)
Initially, radiation is in equilibrium with the material. The temperature, the specific intensity
and the corresponding moments at t = 0 are given by
T (z) = 10−2.5, I(z, µ) =
1
2
ac× 10−10 and Mp(z) = 1
2
ac× 10−10 ×
[
1− (−1)p+1
p+ 1
]
(5.47)
respectively. The heat capacity is given by Cv = 4aT
3. The left and right boundaries are
located at zLB = 0 and zRB = 30 respectively. Reflective boundary condition is applied at the
left boundary:
ILB,l(µ) = ILB,r(−µ) and MpLB,l = (−1)pMpLB,r. (5.48)
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Dirichlet boundary condition is applied at the right boundary by fixing the temperature:
TRB,r = 10
−2.5, IRB,r(µ) =
1
2
ac× 10−10 and MpRB,r =
1
2
ac× 10−10 ×
[
1− (−1)p+1
p+ 1
]
.
(5.49)
Figure 5.7 shows the results at ct = 1, 3.16 and 10. Figure 5.8 shows the same results on a
logarithmic scale. The semi-analytic solution is obtained from [105]. Three successively refined
grids with 240, 480 and 960 cells are used. With increase in the number of primary nodes, the
EQMOM solution closely resembles the semi-analytic solution.
5.6 Conclusions
The equations for radiation transport modeling have been formulated using EQMOM with
special attention to realizability and a set of standard one-dimensional benchmark problems
encompassing optically thin, thick and transition regimes has been solved. The results look very
promising and lay the foundation for extending the same framework to multiple dimensions.
An improvement of the EQMOM algorithm to suppress the round-off errors when increasing
the number of primary nodes beyond 5 is needed. High-order accurate realizable spatial and
temporal discretization schemes that preserve the asymptotic diffusion limit are to be developed.
Furthermore, for multiple dimensions, a bi-variate version of EQMOM is needed. These tasks
will be undertaken in future work.
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Figure 5.1 Solutions for the plane-source problem at ct = 1: Semi-analytic ( ), 220 cells
( ), 440 cells ( ), 880 cells ( ).
128
0 0.5 1 1.5 2
0
0.2
0.4
0.6
z
M
0
(a) EQMOM-1x4
0 0.5 1 1.5 2
0
0.2
0.4
0.6
z
M
0
(b) EQMOM-2x6
0 0.5 1 1.5 2
0
0.2
0.4
0.6
z
M
0
(c) EQMOM-3x8
0 0.5 1 1.5 2
0
0.2
0.4
0.6
z
M
0
(d) EQMOM-4x10
0 0.5 1 1.5 2
0
0.2
0.4
0.6
z
M
0
(e) EQMOM-5x12
Figure 5.2 Solutions for the plane-source problem at ct = 2: Semi-analytic ( ), 300 cells
( ), 600 cells ( ), 1200 cells ( ).
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Figure 5.3 Solutions for the plane-source problem at ct = 4: Semi-analytic ( ), 410 cells
( ), 820 cells ( ), 1640 cells ( ).
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Figure 5.4 Solutions for the two-beam instability problem at steady state: Semi-analytic
( ), 100 cells ( ), 200 cells ( ), 400 cells ( ).
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Figure 5.5 Solutions for the Reed cell problem at steady state: Reference ( ), 100 cells
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Figure 5.6 Solutions for the Marshak wave problem at ct = 300, 1500, 3000: Semi-analytic
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Figure 5.8 Solutions for the Su-Olson problem at ct = 1, 3.16, 10 on a logarithmic scale:
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CHAPTER 6. GENERAL CONCLUSIONS
Some general conclusions from the current research study are discussed below.
6.1 Development of high-order realizable schemes
The current research study has successfully explained why a discretization scheme us-
ing standard high-order reconstruction cannot guarantee realizability of the moment set. To
counter this problem, a new class of realizable schemes has been developed for both convection
and diffusion terms. It has been demonstrated that the new class of schemes attain close to
formal high-order of accuracy for the problems in which abscissas are smoothly varying. As-
sociated realizability conditions have been derived for the new schemes. These realizability
conditions should be satisfied by the time step size in combination with the stability (CFL)
conditions. In the current research study, only the explicit schemes have been considered.
It is well known that the implicit schemes are unconditionally stable and time step size can
be chosen arbitrarily large. A promising extension to the current research work will be the
development of implicit schemes that are unconditionally realizable.
6.2 Bubble-column flow modeling using QMOM
A novel approach to model bubble-column flows using QMOM has been presented. Unlike
the hydrodynamic models, the new approach holds for non-equilibrium flows as well. The two-
dimensional simulations show promising results. Extension of the same framework to simulate
three-dimensional flows is underway. The current research study only handle monodisperse
flows. An approach to handle polydisperse flows is currently being formulated using EQMOM,
however this approach is mono-kinetic. Development of a new approach that can handle poly-
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dispersity with multi-kinetic transport will be an interesting extension.
6.3 Radiation transport modeling using EQMOM
The radiation transport equation coupled with the evolution equation for the material
energy density has been solved using EQMOM. The advantages of EQMOM over other meth-
ods for radiation transport modeling have been demonstrated. EQMOM works quite well in
optically thick and transition regimes. Some improvements need to be made to reduce the mag-
nitude of oscillations in the optically thin regime. To solve a full three-dimensional radiation
transport problem, a bi-variate version of EQMOM needs to be developed. In order to properly
resolve the problems in optically thick regime on relatively coarse grids, realizable schemes that
are consistent in the asymptotic diffusion limit are needed. It will also be interesting to apply
EQMOM to other types of kinetic equations, for example Vlasov equation.
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