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Abstract
We introduce a class SN of matrices whose elements are terms of convolutions of binomial functions
of complex numbers. A multiplication theorem is proved for elements of SN . The multiplication theorem
establishes a homomorphism of the group of 2 by 2 nonsingular matrices with complex elements into
a group GN contained in SN . As a direct consequence of representation theory, we also present related
spectral representations for special members of GN . We show that a subset of GN constitutes the system of
Krawtchouk matrices, which extends published results for the symmetric case.
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1. The matrix systems SN and GN
For integers N  M  0 and for complex numbers α and β, let A(α, β;N,M) denote the
N + 1 by M + 1 matrix with (i, j) element
aij (α, β;N,M) =
⎧⎨
⎩
{(
N − M
i − j
)
αN−M−i+jβi−j , N − M  i − j  0,
0, elsewhere
∗ Address: 150 Meadowview Lane, Williamsville, NY 14221, USA. Tel./fax: +1 716 634 4248.
E-mail address: severo@buffalo.edu
0024-3795/$ - see front matter ( 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2008.02.002
N.C. Severo / Linear Algebra and its Applications 429 (2008) 50–56 51
for i = 0, . . . , N and j = 0, . . . ,M . Corresponding to each 2 by 2 matrix
(
α γ
β δ
)
with com-
plex elements, we define
{(
α γ
β δ
)}
N
, which we denote by
{
α γ
β δ
}
N
, as the N + 1 by N + 1
matrix whose jth column, j = 0, . . . , N , is the matrix product A(α, β;N, j) × A(γ, δ; j, 0). For
example,
{
α γ
β δ
}
N
equals 1, for N = 0, the ordinary 2 by 2 matrix
(
α γ
β δ
)
, for N = 1, and for
N = 2,⎛
⎝
⎛
⎝ α
2
2αβ
β2
⎞
⎠ (1),
⎛
⎝α 0β α
0 β
⎞
⎠
(
γ
δ
)
,
⎛
⎝1 0 00 1 0
0 0 1
⎞
⎠
⎛
⎝ γ
2
2γ δ
δ2
⎞
⎠
⎞
⎠ =
⎛
⎝ α
2 αγ γ 2
2αβ βγ + αδ 2γ δ
β2 βδ δ2
⎞
⎠ .
Let SN denote the set of N + 1 by N + 1 matrices
{
α γ
β δ
}
N
, where α, β, γ , and δ are indexed
over all complex numbers. We define GN to be that subset of SN such that each element of GN
satisfies αδ − βγ /= 0. We shall prove a multiplication theorem valid for all elements of SN and
apply this theorem to establish a homomorphism between the group of 2 by 2 nonsingular matrices
with complex elements, and GN . Using results of representation theory, we also present a simple
spectral representation for special members of GN . Furthermore, we shall show that subsets of
GN constitute systems of Krawtchouk matrices, which extends the intensive treatments in [3,4,5]
for the symmetric case.
2. The multiplication theorem
For i, j = 0, . . . , N , the (i, j) element of
{
α γ
β δ
}
N
is
λij (α, β, γ, δ;N) =
j∑
ν=0
aiv(α, β;N, j)aν0(γ, δ; j, 0)
=
U(i,j)∑
v=L(i,j)
(
N − j
i − v
)(
j
v
)
αN−i−j+vβi−vγ j−vδv, (2.1)
where L(x, y) = max(0, x + y − N) and U(x, y) = min(x, y). If α, β and γ are all nonzero,
then we may write the sum on ν simply from 0 to either i or j .
We note that for any complex k1 and k2
λij (k1α, k1β, k2γ, k2δ;N) = kN−j1 kj2λij (α, β, γ, δ;N) (2.2)
and
λij (k1α, k2β, k1γ, k2δ;N) = kN−i1 ki2λij (α, β, γ, δ;N). (2.3)
We can also easily show that for each fixed j = 0, . . . , N ,
N∑
i=0
λij (α, β, γ, δ;N) = (α + β)N−j (γ + δ)j . (2.4)
By applying (2.3) to (2.4), we get the generating function of λ•j , for fixed j = 0, . . . , N , viz.,
N∑
i=0
λij (α, β, γ, δ;N)ui = (α + βu)N−j (γ + δu)j , (2.5)
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which exhibits the convolution nature of the λ•j functions. In passing, we note that an alternative
definition of λij (α, β, γ, δ;N) is simply the coefficient of ui in the expression (α + βu)N−j (γ +
δu)j . However, this definition did not lend itself to proving Theorem 1 below.
Lemma 1. For M = 0, . . . , N and complex numbers α, β, γ, δ, a and b,{
α γ
β δ
}
N
A(a, b;N,M) = A(αa + γ b, βa + δd;N,M)
{
α γ
β δ
}
M
. (2.6)
Proof. The (i, j) element on the left side of Eq. (2.6) is
τ ′ij =
N∑
μ=0
λiμ(α, β, γ, δ;N)aμj (a, b;N,M)
=
N−M+j∑
μ=0
U(i,μ)∑
ν=L(i,μ)
(
N−μ
i−ν
)(
μ
ν
)(
N−M
μ−1
)
αN−i−μ+νβi−νγ μ−νδνaN−M−μ+j bμ−j .
(2.7)
The corresponding element on the right side of Eq. (2.6) is
τij =
i∑
μ=M+i−N
U(μ,j)∑
ν=L(μ,j)
(
N − M
i − μ
)
(αa + γ b)N−M−i+μ(βa + δd)i−μ
×
(
M − j
μ − ν
)(
i
ν
)
αM−μ−j+νβμ−νγ j−νδν.
Using the binomial expansion, we get
τij =
∑
S
KαN−i−j−h+νβi−k−νγ j+h−νδk+νaN−M−h−kbh+k,
where
K =
(
N − M
i − μ
)(
M − j
μ − ν
)(
i
ν
)(
N − M − i + μ
h
)(
i − μ
k
)
and the sum is over the set S of points (μ, ν, h, k) satisfying: μ = M + i − N, . . . , i; ν =
L(μ, j), . . . , U(μ, j); h = 0, . . . , N − M − i + μ; and k = 0, . . . , i − μ.
If we equate the coefficients of αc1βc2γ c3δc4ac5bc6 then that term of τ ′ij in which μ = μ′
and ν = ν′ corresponds to those terms of τij satisfying μ′ − ν′ = h − ν + j , ν′ = k + ν, and
μ′ = h + k + j . (For example, the first of these three equations arises both from equating the
exponent c1 of τ ′ij and τij and the exponent c3 of τ ′ij and τij .) For fixedμ′ and ν′, let S(μ′, ν′) denote
that subset of S such that μ′ = h + k + j and ν′ = k + ν. We note that S(μ′, ν′) ∪ S(μ′′, ν′′) = ∅
if either μ′ = μ′′ or ν′ = ν′′, and ∪S(μ′, ν′) = S, where the union is over integer values of μ′
and ν′ between 0 and N . Thus our problem reduces to proving(
N − μ′
i − ν′
)(
μ′
ν′
)(
N − M
μ′ − j
)
=
∑
S(μ′,ν′)
K. (2.8)
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The right side of Eq. (2.8) reduces to
M∑
μ=0
j∑
ν=0
(
N − M
i − μ
)(
M − j
μ − ν
)(
j
ν
)(
N − M − i + μ
μ′ − ν′ − j + ν
)(
i − μ
ν′ − ν
)
,
which, by using the identity(
r1
r2
)(
r1 − r2
r3 − r4
)(
r2
r4
)
=
(
r1
r3
)(
r1 − r4
r2 − r4
)(
r3
r4
)
,
with r1 = N − M , r2 = i − μ, r3 = μ′ − i, and r4 = ν′ − ν, is easily shown to be equal to
(
N − M
μ′ − j
) j∑
ν=0
⎧⎨
⎩
(
j
ν
)(
μ′ − j
ν′ − ν
) M∑
μ=0
(
N − M − μ′ + j
i − ν′ + ν − μ
)(
M − j
μ − ν
)⎫⎬
⎭ .
Thus, by applying the Vandermonde convolution formula, we obtain the left side of Eq. (2.8).
This completes the proof of the lemma. 
We are now prepared to prove our principal result concerning the multiplication of two elements
of SN .
Theorem 1. The set SN is closed under matrix multiplication, and, furthermore,{
α γ
β δ
}
N
{
a c
b d
}
N
=
{(
α γ
β δ
)(
a c
b d
)}
N
=
{
αa + γ b αc + γ d
βa + δb βc + δd
}
N
. (2.9)
Proof. For j = 0, . . . , N , column j of the left side of Eq. (2.9) is{
α γ
β δ
}
N
A(a, b;N, j)A(c, d; j, 0),
which, by successively applying the lemma, yields
A(αa + γ b, βa + δd;N, j)
{
α γ
β δ
}
j
A(c, d; j, 0)
= A(αa + γ b, βa + δb;N, j)A(αc + γ d, βc + δd; j, 0).
The latter expression is, by definition, the jth column of the right-hand side of (2.9). This completes
the proof. 
The next two results follow directly from Theorem 1.
Corollary 1. GN is a non-Abelian group under matrix multiplication with unit
{
1 0
0 1
}
N
.
Corollary 2. Eq. (2.9) expresses a homomorphism of the group of 2 by 2 nonsingular matrices,
into GN.
A direct consequence of representation theory provides a spectral representation for special
members of GN .
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Theorem 2. If f (λ) = (α − λ)(δ − λ) − βγ has distinct zeros λ1 and λ2 then{
α γ
β δ
}
N
= {V }N
{
λ1 0
0 λ2
}
N
{V −1}N, (2.10)
where V is the 2 by 2 matrix whose jth column is an eigenvector of
(
α γ
β δ
)
corresponding to the
eigenvalue λj , j = 1, 2.
Proof. From the conditions given, we may write(
α γ
β δ
)
V = V
(
λ1 0
0 λ2
)
.
Applying Theorem 1 and noting that {V −1}N ∈ GN , we obtain
{V }−1N
{
α γ
β δ
}
N
{V }N =
{
λ1 0
0 λ2
}
N
= diag(λN−j1 λj2, j = 0, . . . , N). (2.11)
Therefore λN−j1 λ
j
2, j = 0, . . . , N , are the eigenvalues of
{
α γ
β δ
}
N
in some order, and the jth
column of {V }N is an eigenvector corresponding to λN−j1 λj2. Finally, we have {V }−1N = {V −1}N ,
which follows directly from Corollary 2 and a consequence of representation theory as given in
(2) of I. in [7, p. 9]. Therefore, (2.11) equals (2.10), which completes the proof. 
The obvious utility of Theorem 2 is that we only need to find the eigenvalues and eigenvectors
of the single 2 by 2 matrix
(
α γ
β δ
)
instead of those of
{
α γ
β δ
}
N
.
3. The Krawtchouk polynomials and matrices
The Krawtchouk polynomials, which have been discussed and used extensively (e.g., [1–6,9]),
are a special case of the functions considered here. The Krawtchouk orthogonal polynomials are
defined (see, e.g., [6]), for n, x = 0, . . . , N , by
Kn(x, p,N) =
n∑
ν=0
(
x
ν
)(
N − x
n − ν
)(
1 − 1
p
)ν (
N
n
)−1
, (3.1)
where 0 < p < 1. Note that, for n, x = 0, . . . , N ,
λnx
(
1, 1, 1, 1 − 1
p
;N
)
=
(
N
n
)
Kn(x, p,N). (3.2)
Therefore
BN =
{
1 1
1 1 − p−1
}
N
(3.3)
is a Krawtchouk matrix and its inverse is
B−1N =
{
1 − p p
p −p
}
N
. (3.4)
The expression (3.3) extends those found in, say [3–5] for the case p = 1/2. Note that in [4], the
matrix BN , evaluated at p = 1/2, is denoted by K(N). Thus
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K(N) =
{
1 1
1 −1
}
N
,
with inverse
[K(N)]1 =
{
1/2 1/2
1/2 −1/2
}
N
.
Theorem 3. For 0 < p < 1, a spectral representation of the Krawtchouk matrix is given by
BN = 1
(w2 − w1)N
{
1 1
w1 − 1 w2 − 1
}
N
{
w1 0
0 w2
}
N
{
w2 − 1 −1
1 − w1 1
}
N
,
where
w1 = 1 − 12p +
√
4p2 + 1
2p
and w2 = 1 − 12p −
√
4p2 + 1
2p
.
Proof. Apply Theorem 2. See, e.g., Section II of [3] for a treatment for the case p = 1/2. 
From Theorem 3 we obtain the following, found also in [6]:
Corollary 1. The j th eigenvalue and associated eigenvector, j = 0, . . ., N, for the Krawtchouk
matrix are, respectively, wN−j2 w
j
1 and
A(w2 − 1, 1 − w1;N, j) × A(−1, 1; j, 0).
Briefly denote the i, j th elements of (3.3) and (3.4) by bij and b−1ij , respectively.
Then, we can easily use Theorem 1 to derive identities from expressions such as BN =
BNBNB
−1
N = BNB−1N BN = B−1N BNBN. For example, from the first equality we write
bmn =
N∑
j=0
N∑
i=0
bmibij b
−1
jn ,
whereupon, using (3.2) gives the identity
Km(n, p,N) =
N∑
j=0
N∑
i=0
Km(i, p,N)Ki(j, p,N)
(
N
i
)
λjn(1 − p, p, p,−p;N).
As a further illustration of the matrices and applications of Theorem 1, we show that the transition
probabilities for the Ehrenfest 2-urn model given by [6], viz.,
Pij (t) =
(
N
j
)(
p
q
)j N∑
x=0
e−xtKi(x, p,N)Kj (x, p,N)
(
N
x
)
pxqN−x (3.5)
for i, j = 0, . . . , N , is equal to that given by, say, [8], viz. (in our present notation),
Pij (t) = λji(α, β, γ, δ;N), (3.6)
where
α = q + (1 − q)e−t , γ = q − qe−t ,
β = p − pe−t , δ = p + (1 − p)e−t .
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Note that, since the Krawtchouk polynomials are self-dual, i.e., Kn(j) = Kj(n), (see Eq. (3.7)
of [6]), the right-hand side of (3.5) is equal to
N∑
x=0
(
p
q
)j (
N
j
)
Kj(x, p,N)e
−xtpxqN−x
(
N
x
)
Kx(i, p,N),
which we write as
N∑
x=0
λjj
(
1, 0, 0,
p
q
)
bjxλxx(1, 0, 0, e−t )λxx(q, 0, 0, p)bxi .
This gives rise to{
1 0
0 p
q
}
N
{
1 1
1 1 − 1
p
}
N
{
1 0
0 e−t
}
N
{
q 0
0 p
}
N
{
1 1
1 1 − 1
p
}
N
.
Successively applying Theorem 1 to the latter expression gives{
q + (1 − q)e−t q − qe−t
p − pe−t p + (1 − p)e−t
}
N
.
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