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Abstract—In this paper, we propose a low complexity graph-
based linear minimum mean square error (LMMSE) equalizer
in order to remove inter-symbol and inter-stream interference in
multiple input multiple output (MIMO) communication. The pro-
posed state space representation inflicted on the graph provides
linearly increasing computational complexity with block length.
Also, owing to the Gaussian assumption used in the presented
cycle-free factor graph, the complexity of the suggested equalizer
structure is not affected by the size of the signalling space. In
addition, we introduce an efficient way of computing extrinsic
bit log-likelihood ratio (LLR) values for LMMSE estimation
compatible with higher order alphabets which is shown to
perform better than the other methods in the literature. Overall,
we provide an efficient receiver structure reaching high data
rates in frequency selective MIMO systems whose performance
is shown to be very close to a genie-aided matched filter bound
through extensive simulations.
Keywords—Gaussian assumption, Gaussian message passing,
factor graph, turbo decoding, MIMO ISI channel, linear LMMSE
equalization, extrinsic LLR computation.
I. INTRODUCTION
MIMO systems have attracted much attention in recent years
since they potentially provide high spectral efficiency in wire-
less communication applications. Yet, they require complicated
receiver structures so as to handle the distortion caused by
the wireless channel characteristics such as the intersymbol
interference (ISI) resulting from the frequency selectivity of
the channel between each transmit and receive antenna pair.
In recent studies, low complexity equalizer structures are
proposed to mitigate those distorting effects in MIMO ISI
channels. Although, frequency domain (FD) approaches hold
an important place in the literature [1]–[4], due to the prob-
lems related to FD methods, low complexity time domain
approaches have drawn interest from the perspective of the
lately studied factor graph theory [5]–[10]. Belief propagation
and sum product algorithms on factor graphs were proposed
for both single input single output (SISO) and MIMO sys-
tems [11], [12], but they have O(M P˜ ) complexity per symbol
where M is the constellation size and P˜ is the total number
of non-zero interferers.
The Gaussian assumption utilized in the equalizer structures
which provides constant complexity with increasing alphabet
size has become popular lately. As an example, Kalman
filtering was proposed for coded frequency selective MIMO
systems in [13]. However, it has O(P 3) complexity per symbol
where P is the number of interferers, and more importantly
lacks the improvement that backward recursion provides. On
the other hand, the Gaussian message passing (GMP) rules
including Kalman filtering (forward recursion) and Kalman
smoothing (backward recursion) operations are derived [7], [9]
and used in the implementation of LMMSE equalization on
factor graphs. This approach has the advantage of complex-
ity linearly increasing with block length N as compared to
conventional block LMMSE filter’s O(N3) complexity [14].
Although the factor graph structures with cycles using the
GMP rules were proposed for SISO and MIMO ISI channels
respectively in [15], [16], our main focus is the cycle free
ones due to exact equivalence to LMMSE filtering avoiding
any iterations. There are two different cycle free factor graph
structure presented in the literature for SISO systems [10],
[17]. The generalization of [10] to MIMO ISI channels was
proposed in [18] which still has O(P 3) complexity per symbol.
Also, the mentioned studies including the GMP rules do not
have any performance results for modulation types other than
BPSK signaling due to the lack of LLR exchange algorithm.
In this study, however, we reduce the complexity to O(P 2)
per symbol with the help of a factor graph structure which
takes its roots from [17]. Moreover, using Gaussian approxima-
tion of GMP rules keeps the complexity of the graph algorithm
constant with the increasing constellation size. In addition, the
presented approach here brings the ease of involving existing a
priori information of the transmitted symbols, hence perfectly
matched with the turbo concept for coded systems. It is also
well suited to fast fading environments since the channel taps
(possibly time-varying) are directly included in the graph.
Therefore, the proposed structure is a very advantageous way
of implementing LMMSE filtering for equalization of MIMO
ISI channels.
Another important contribution of this study is the proposed
LLR exhange algorithm for M -QAM signaling. LMMSE
equalizers involved in turbo decoders need a method for
transition to binary domain, i.e., bit LLR domain. In the liter-
ature, there were effective approaches to obtain bit LLRs from
the LMMSE equalizer outputs, such as the Wang-Poor (WP)
approach [19], [20] and the Joint Gaussian (JG) approach [21].
However, applying the WP or JG approaches directly is com-
putationally intensive for factor graphs. Although a simplified
expression for extrinsic LLR computation was proposed in [17]
for BPSK signaling only, there is no such a work for higher
order constellations in the literature within the knowledge of
the authors except the heuristic methods in [22], [23]. To fill
up this gap, we derive a transformation from the graph outputs
to the bit LLRs based on the WP approach for higher order
modulation alphabets. Owing to this key connection, extrinsic
bit LLR values can be obtained in accordance with the graph
solution without major complexity increase.
In summary, two main contributions of this study are: i) a
state space graph for time domain LMMSE equalization of
MIMO ISI channels with reduced complexity as compared to
the techniques in the literature, ii) a computationally simple
method to obtain extrinsic bit LLRs from LMMSE equalizer
2outputs for M -QAM signaling in SISO and MIMO systems.
Overall, the performance of the proposed extrinsic bit LLR
producing algorithm is shown to be better as compared to the
heuristic methods in the literature for M -QAM signaling. Also,
the performance of the extended LMMSE equalizer using this
LLR producing algorithm is shown to be very close to a genie-
aided matched filter bound [24] through extensive simulations
which makes it an efficient receiver that can reach high data
rates in frequency selective MIMO systems.
The paper is organized as follows. Section II gives the
system model. Section III presents our proposed factor graph-
based LMMSE equalizer design. In Section IV, the proposed
LLR exchange algorithm is analyzed in details. We discuss
the computational complexity of the suggested receiver in
Section V. Section VI presents the bit error rate (BER)
performance results of the proposed receiver structure. Lastly,
Section VII concludes the paper.
II. SYSTEM MODEL
The notations used in the paper are organized as follows.
Lower case letters (e.g., x) denote scalars, lower case bold
letters (e.g., x) denote vectors, upper case bold letters (e.g.,
X) denote matrices. For a given random variable x; mx, vx,
wx and wxmx denote its mean, variance, weight and weighted
mean values respectively where wx , v−1x . For a given
vector random variable x;mx,Vx,Wx andWxmx denote its
mean vector, covariance matrix, weight matrix and weighted
mean vector respectively where Wx , Vx−1. The indicators
()T , ()H , and E{} denote transpose, Hermitian transpose and
expectation respectively and I denotes the identity matrix of
proper size. diag(A) is defined as the diagonal elements of
A and diagMat(a) is defined as the diagonal matrix with
diag(diagMat(a)) = a. blkdiag([A1,A2, . . . ,An]) denotes
the block diagonal matrix where ith main diagonal matrix
is Ai. Lastly, Toeplitz(A), for A = [A1,A2, . . . ,An] is
defined as
Toeplitz(A) =


A1 0 0 0 0
.
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.
.
.
.
.
.
.
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.
.
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.
0 0 . . . 0 An


.
We consider a MIMO single-carrier communication system
which suffers from the ISI effect due to the wireless nature
of the channel. The block diagram of the discussed transmitter
and receiver structures are depicted in Fig. 1. At the transmitter
side, after the coded information bits are interleaved and
modulated according to an M -QAM alphabet S, modulated
symbols are spread to Nt transmit antennas and sent over
the ISI channel which occurs between each transmit and
receive antenna. At the receiver, a turbo structure including
the proposed graph based LMMSE equalizer and a posteriori
probability (APP) decoder is operated by use of observations
from Nr receive antennas. One turbo iteration is defined as one
cycle of consecutive operations of equalizer and APP decoder.
We can model the given discrete-time system at time k as
yk =
L−1∑
i=0
Hixk−i + nk ; k = 1, 2, . . . , N + L− 1, (1)
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Fig. 1: System Model
Hi =


h11(i) h12(i) . . . h1Nt(i)
h21(i) h22(i) . . . h2Nt(i)
.
.
.
.
.
.
.
.
.
.
.
.
hNr1(i) hNr2(i) . . . hNrNt(i)


Nr×Nt
;
and L is the number of channel taps; N is the transmission
block length; Hi is the Nr ×Nt channel matrix at time i; xk
is the transmitted symbol vector of size Nt at time k; yk is
the observation vector of size Nr at time k and nk represents
additive white circularly symmetric complex Gaussian noise
vector with zero mean and covariance N0INr at time k, i.e.,
nk ∼ CN(0, N0INr). The input symbol sequence is assumed
to have independent, identically distributed (i.i.d.) random
variables and the transmitted symbol vector xk at time k is
xk = [xk,1 xk,2 . . . xk,Nt ]
T for k = 1, 2, . . .N where xk,l is
the symbol transmitted at the lth transmit antenna at time k
and its average energy is defined as Es, i.e., E{|xk,l|2} , Es.
For notational convenience, we define J,L−1 which denotes
the memory of the channel.
Considering the multiplexing operation in Fig. 1, matrix
representation of (1) can be written as y = Hx + n, where
y =
[
yT1 y
T
2 . . . y
T
N+J
]T
, x =
[
xT1 x
T
2 . . . x
T
N
]T
, n =[
nT1 n
T
2 . . . n
T
N+J
]T
, and H = Toeplitz([H0H1 . . . HJ ]).
For the described system model, the details of the proposed
equalizer structure are given in the subsequent section.
III. GRAPH BASED LMMSE EQUALIZER FOR
MIMO ISI CHANNEL
In this section, we elucidate the proposed graph structure
together with the message passing algorithm. Construction of
the proposed graph takes its roots from the state space rep-
resentation of LMMSE equalization for SISO systems in [6],
[17]. In fact, the authors of [10] and [18] construct another
factor graph for LMMSE equalization in SISO and MIMO
systems respectively based on factorizations. However, the
state space representation has couple of advantages over the
latter approach. First, it is computationally more efficient. As
to be shown, one can compose adjacent blocks with the help
of the matrix inversion lemma and reduce the computational
complexity to O(P 2) per symbol where P is the number of
interferers; whereas, this type of composition is not natural for
the graph structure in [10], [18], that results in complexity of
O(P 3) per symbol. Moreover, the flow of the messages are
easy to follow on the proposed graph, where operations on
each building block, shown in Fig. 2, are identical to each
other. On the other hand, messages in [10], [18] piece-wisely
defined on three different regions, which further complicates
implementation. Hence, in this study, a graph structure is
constructed using state space representation. The GMP rules
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Fig. 2: Factor Graph of MIMO ISI Channel
generated for the graph implementation of LMMSE estimation
in [5]–[8] are operated on the constructed graph in which
all state variables are assumed to have Gaussian distribution.
Therefore, each state variable is represented by a mean and
variance value on the graph which makes it a suitable receiver
for higher order constellations. Before going into the details
of message passing rules, we begin with the state space
representation of the system presented in Section II to construct
the graph structure. For the system described in Fig. 1, the
observation vector at time k given in (1) can be rewritten as
yk = H xk + nk k = 1, 2, . . . , N + J, where (2)
H = [HJ HJ−1 . . .H0], xk=
[
xTk−J x
T
k−J+1 . . . x
T
k
]T
. (3)
We use (2)-(3) to construct the state space graph representation
of the MIMO ISI channels similar to [17] which discusses the
SISO ISI channel case. For transitions to the next time instant,
k + 1, we define
G =
[
0NtJ×Nt INtJ
0Nt×Nt 0Nt×NtJ
]
, F =
[
0NtJ×Nt
INt
]
where 0 denotes the all zero matrix of the specified size and
Ij denotes the identity matrix of size j. It can be seen that
xk+1 = F xk+1 + zk+1, where (4)
zk+1 =G xk =
[
xTk−J+1 x
T
k−J+2 . . . x
T
k 01×Nt
]T
. (5)
The factor graph representation corresponding to (2)-(5)
can be seen in Fig. 2. LMMSE equalization is performed on
this graph with the help of the GMP rules which are first
proposed in [5] and later discussed in [6]–[8], [17]. Some of
the state variable vectors on the graph are named as shown
in Fig. 2 (such as xk,x′k,x
′′
k , zk and etc.) to help explain
the algorithm clearly. Each state variable vector on the factor
graph is assumed to have Gaussian distribution and represented
by a mean vector (mxk) and a covariance matrix (Vxk).
A posteriori mean (mpost
xk
) and covariance (Vpost
xk
) of the
state variables are calculated through the GMP rules which
are applied in forward and backward recursions by use of
the observations (y) and the a priori information (m↓
xk
,V↓
xk
)
coming from the APP decoder. In Table I (in Appendices),
some of the GMP rules for basic blocks [7], [17] are provided
for self-containment. Those rules could be directly applied to
the building blocks of the graph in Fig. 2.
However, the direct application results in quite a few NtL-
size matrix inversions each of which costs O(N3t L3). Hence,
we also list the GMP rules for composite blocks some of which
are derived in [6], [7] and some of which are obtained by
matrix inversion lemma [25] in the last two columns of Table I
to reduce the computational complexity. A brief description of
the forward and backward recursion algorithms is provided
below for the kth building block. The arrows are used so as
to show the direction of the messages as a similar notation
to [6]–[8], [17].
Forward Recursion: We aim to reach the information related
to the state xk+1 by use of the known values of the state xk
obtained by the previous building block and the operations
given below. Following the direction from left to right on the
kth building block of the graph in Fig. 2, we compute−→m
x
′′
k
and
−→
V
x
′′
k
by using −→mxk ,
−→
Vxk coming from the previous building
block and the observation vector yk through (34)-(35). To get
−→mzk+1 and
−→
Vzk+1 , we use (32). With the obtained −→mzk+1 ,−→
Vzk+1 values and the a priori information provided by the
APP decoder (m↓
xk+1
, V↓
xk+1
), the mean and variance values
of the state vector xk+1 are computed by (30),(32) and used
in the next building block as input. By repeating this process
for all the building blocks in a serial order, forward recursion
is completed.
Backward Recursion: In each building block, the purpose is
to obtain the weight matrix and the weighted mean vector
of the state xk from the known information related to the
state xk+1 provided by the previous building block. Following
the direction from right to left, first we compute ←−Wzk+1 ,←−
Wzk+1
←−mzk+1 through (37)-(38) with the help of the a priori
information coming from the APP decoder (m↓
xk+1
, V↓
xk+1
)
and the obtained information of the state xk+1 (
←−
Wxk+1 ,←−
Wxk+1
←−mxk+1) by the previous building block. Then, after←−
W
x
′′
k
and ←−W
x
′′
k
←−m
x
′′
k
are computed by (33), they are utilized
in (28)-(29),(33) together with the observation vector yk so as
to reach
←−
Wxk ,
←−
Wxk
←−mxk . These operations are applied to each
building block serially in a similar way to forward recursion
except message passing direction.
When forward and backward recursion is completed, the
output mean vector and covariance matrix of each state
vector xk are calculated with the help of the obtained
(
−→
Vxk ,
−→mxk) and (
←−
Wxk ,
←−
Wxk
←−mxk) as in [5], [17]:
V
post
xk
=(
−→
V−1
xk
+
←−
Wxk)
−1, (6)
m
post
xk
=Vpost
xk
(
−→
V−1
xk
−→mxk +
←−
Wxk
←−mxk)
−1. (7)
Proposition 1: Vpost
xk
, m
post
xk
given in (6),(7) in this paper are
equal to Σ(k)
−1
11 , µ
(k)
11 in (27),(28) in [18], respectively. In other
words, both our graph and the one in [18] implement LMMSE
equalization, although they have different internal operations;
i.e., internal messages do not trivially coincide with each other.
The proof of Proposition 1 is given in Appendices.
The diagonal elements of Vpost
xk
give the a posteriori vari-
ance values of the symbols sent from all transmit antennas
between the time instants k − J and k as given by
V
post
xk
= blkdiag
([
Vpost
xk−J
Vpost
xk−J+1
. . . Vpost
xk
])
,
where we have
diag(Vpost
xk
) = [diag(Vpost
xk−J
) diag(Vpost
xk−J+1
) . . . diag(Vpost
xk
)],
4diag(Vpost
xk
) = [vpostxk,1 v
post
xk,2
. . . vpostxk,Nt ].
In a similar way, the elements of mpost
xk
includes the a
posteriori mean values of the state vector xk as below:
m
post
xk
=
[(
m
post
xk−J
)T (
m
post
xk−J+1
)T
. . .
(
m
post
xk
)T ]T
, where
m
post
xk
=
[
mpostxk,1 m
post
xk,2
. . . mpostxk,Nt
]T
.
Since the elements of the state vector xk is shifted by Nt
symbols through the way to xk+1, this shift is also seen at the
output mean vectors and variance matrices as below:
V
post
xk+1
= blkdiag
([
V
post
xk−J+1
V
post
xk−J+2
. . . Vpostxk+1
])
, (8)
m
post
xk+1
=
[(
m
post
xk−J+1
)T (
m
post
xk−J+2
)T
. . .
(
m
post
xk+1
)T ]T
(9)
It should be noted that the symbols sent from different transmit
antennas are assumed to be independent. So, the a priori
information related to xk is involved in the factor graph as
m↓
xk
,mprio
xk
=
[
mprioxk,1 m
prio
xk,2
. . . mprioxk,Nt
]T
,
V↓
xk
, Vprio
xk
= diagMat
([
vprioxk,1 v
prio
xk,2
. . . vprioxk,Nt
])
where mprioxk,l and v
prio
xk,l
are the mean and variance values
computed under the Gaussian assumption by using the LLR
values obtained by APP decoder.
An algorithm is needed to convert the output of the LMMSE
equalizer, which is in the form of mean and variance values
at this point, to the extrinsic bit LLRs. In the next section,
we propose an algorithm consistent with the factor graph to
maintain the low complexity for higher order alphabets.
IV. LLR EXCHANGE ALGORITHM COMPATIBLE
WITH THE GRAPH APPROACH
LMMSE equalizer used in turbo decoders needs an algo-
rithm to transit between binary, i.e., bit LLR domain, and
Gaussian domain. Transition from binary to Gaussian domain
is rather trivial and can be reached in equations (2.28-2.29)
in [26]. On the other hand, there are mathematical mod-
els for the extrinsic bit LLR computation of the LMMSE
equalizer in the literature such as the WP [19], [20] and
the JG approaches [21] which are not suitable for the graph
based LMMSE equalization due to their high computational
complexity caused by matrix inversions of size NtN . In [17],
considering the graph outputs, the mathematical expression
of the extrinsic bit LLRs with respect to the JG approach
was simplified for BPSK signaling. Also, the authors of [17]
shows the equivalence between the JG and WP approaches
for BPSK signaling. However, there is no mathematically
justified reduced complexity LLR exchange algorithm for
higher constellation sizes in the literature to the best of our
knowledge. Despite the fact [22] proposed an intuitive method
for M -QAM signaling without any simulation results, we have
observed that equation (8) in [22] causes both diversity and
SNR losses as shown in Section IV-A. This performance loss
is because equation (8) in [22] depends on the assumption that
p(xk,j |y) has a Gaussian distribution. In addition, we have also
proposed a heuristic algorithm in which both the intrinsic and
the a priori LLRs are computed under the Gaussian assumption
presented in [23]. Although it has much better performance
than the one in [22] for M-QAM signaling, there exists no
scientifically proved basis for the idea behind our heuristic
method. Another method, used in [18], computes the extrinsic
information (in terms of mean and variance) in Gaussian
domain and obtains the extrinsic LLRs using this information.
We call it as LMMSE-EG in the simulation results. The reason
why this method fails is that it depends on the assumption
where both p(xk,j |y) and p(xk,j) has Gaussian distribution.
On the other hand, WP algorithm, which is to be analyzed
in details, works under the assumption that the filtered output
has a conditional Gaussian distribution given the actual symbol
transmitted [19]. So, the residual interference plus noise terms
is assumed to have a Gaussian distribution, which turns out
to be a better and consistent assumption shown by extensive
simulations in this paper. Consequently, we will base our
proposal on the WP approach which is observed to perform
better for M -QAM signaling as compared to the others.
In the subsequent section, we provide the mathematical
relation between the graph based LMMSE equalizer outputs
(a posteriori mean and variance values) and the bit LLRs for
higher order modulation alphabets. Hence, owing to this key
connection, extrinsic bit LLR values from LMMSE estimation
can be obtained easily in accordance with the graph solution
without any major complexity increase.
A. Simplified WP Approach for Graph Based LMMSE
WP approach is a famous extrinsic bit LLR computation
method for LMMSE estimation which was first presented
in [19] and later proposed to be used in iterative decoder struc-
tures in [20] for SISO systems. Since the input symbols are
independent and identically distributed, the multiple number
of transmit and receive antennas results in just an enlargement
in signalling space and does not pose a problem to utilize WP
approach for our MIMO system.
For clear understanding, we can rewrite the observation
vector as y =
∑N
k=1
∑Nt
j=1 hk,j xk,j + n where hk,j is the
((k−1)Nt + j)
th column vector of the channel convolution
matrix H which corresponds to xk,j as given by
H = [h1,1 . . .h1,Nt . . . . . .hk,1 . . .hk,j . . .hk,Nt . . .hN,Nt] .
According to the WP approach, Gaussian approximation is
held after the LMMSE equalization process [19], [20]. In
other words, the residual interference plus noise term at the
output of the LMMSE equalizer can be well approximated by
Gaussian distribution [19], [20]. Hence, the filtered observation
at time k for the jth transmit antenna (xˆk,j) given an input
symbol is assumed to have Gaussian distribution, i.e., the
probability density function (pdf) of p(xˆk,j |xk,j = s) ∼
CN(µk,js, σ
2
k,j) with s ∈ S where S is the modulation
alphabet [20]. An equivalent model for this approximation can
be written similarly to [19] as
xˆk,j = µk,j xk,j + ηk,j , k = 1, . . . , N j = 1, . . . , Nt (10)
where ηk,j ∼ CN(0, σ2k,j). To reach the extrinsic information
similar to [20], we rearrange the expression of the filtered
observation at time k for the jth transmit antenna by setting
mprioxk,j = 0 and v
prio
xk,j
= 1 so that it does not depend on the
current a priori information (mprioxk,j , v
prio
xk,j
), which gives
xˆk,j = w
H
k,j(y −Hm
prio
x
+mprioxk,j hk,j) (11)
5where wk,j is the LMMSE filter coefficient vector with length
Nr(N+J) for the kth transmitted input symbol from the jth
antenna as expressed by
wk,j =

N0INr(N+J) +
N∑
i=1,i6=k
vprioxi,j hi,jh
H
i,j + hk,jh
H
k,j


−1
hk,j (12)
and, µk,j and σk,j are obtained in [20] as
µk,j = w
H
k,j hk,j , σ
2
k,j = µk,j(1− µ
H
k,j). (13)
If the kth transmitted symbol from the jth antenna is repre-
sented by b bits of [c1k,j c2k,j . . . cbk,j ], then the extrinsic LLR
value of the qth bit of the kth symbol from the jth antenna is
expressed by considering the Gaussian assumption in (10) as
LE(c
q
k,j
) = ln


∑
s∈Sq,0
p(xk,j = s|xˆk,j)
∑
s∈Sq,1
p(xk,j = s|xˆk,j)

− ln


∑
s∈Sq,0
p(xk,j = s)
∑
s∈Sq,1
p(xk,j = s)


for q = 1, 2, . . . , b where Sq,0 (Sq,1) denotes the subset of the
modulation alphabet S with symbols whose qth bit is 0 (1),
and p(xk,j = s)’s are the a priori symbol probability for the
kth transmitted symbol from the jth antenna. Using Bayes
Rule [27], LE(cqk,j) is rewritten by considering the Gaussian
assumption in (10) as
LE(c
q
k,j
) = ln
(∑
s∈Sq,0
p(xˆk,j |xk,j = s)p(xk,j = s)∑
s∈Sq,1
p(xˆk,j |xk,j = s)p(xk,j = s)
)
−
ln
(∑
s∈Sq,0
p(xk,j = s)∑
s∈Sq,1
p(xk,j = s)
)
q = 1, 2, . . . , b; (14)
where p(xˆk,j |xk,j = s) ∝ exp(−|xˆk,j − µk,js|2/σ2k,j).
As can be seen in (11)-(13), the complexity of finding xˆk,j ,
µk,j and σk,j values is O(N3N3r ) and mainly determined by(12) which involves a matrix inversion of size Nr(N +J).
Moreover, there is no mathematical simplification in the ex-
trinsic bit LLR expression in (14) for M -QAM signalling due
to the summation over symbols unlike the BPSK signalling
case discussed in [17]. Hence, this version of WP approach
is not suitable for the graph based LMMSE equalization. The
expressions in Proposition 1 below provide the key connection
between the graph outputs (a posteriori mean and variance
values) and the WP parameters (xˆk,j , µk,j and σk,j ) with no
major complexity increase.
Proposition 2: WP parameters necessary to evaluate the
extrinsic LLR can be found based on the graph outputs, namely
a posteriori mean and variance values, through expressions
xˆk,j =
(
mpostxk,j
vpostxk,j
−
mprioxk,j
vprioxk,j
)
/
(
1 +
1
vpostxk,j
−
1
vprioxk,j
)
, (15)
µk,j
σ2k,j
=
(
1 +
1
vpostxk,j
−
1
vprioxk,j
)
. (16)
The proof of Proposition 2 is given in Appendices.
With the help of (13) and (15-16), the parameters of WP
method (xˆk,j , µk,j , σk,j ) are easily computed by applying
simple operations to the graph outputs and utilized in (14) to
reach the extrinsic bit LLRs related to each transmitted symbol.
When we consider the computational complexity of the pro-
posed extrinsic bit LLR computation algorithm, the dominant
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contribution is due to (14) which has O(NNtM log2M)
complexity per turbo iteration. To reach the overall complexity
of the presented turbo receiver structure, one may consider
this part, too. However, any equalizer structure using M -QAM
modulation requires an algorithm to obtain the bit LLR values
from the symbol probabilities which results in a complexity
similar to that of (14).
B. Simulation Results for the Simplified WP Approach
The performance results of our proposed extrinsic bit LLR
computation method, which is called LMMSE-WP, for 64-
QAM signalling as compared to the ones in [18], [22], [23] are
given in Fig. 3. Simulations are conducted for a SISO system
under the static ISI channel whose tap amplitudes are given by
h = 1√
6
[1 2 0 0 0 1]. A convolutional code with rate 1/2 and
generator polynomial (133, 171) is used, the data length is set
to be 1800 uncoded bits, and 5 turbo iterations are conducted.
To serve as a benchmark for the performances in ISI
channel, we also simulate the LMMSE equalizer under 5 turbo
iterations for AWGN (single-tap) channel shown by red dashed
line called AWGN (iterative) to let the AWGN performance to
be improved by turbo iterations under the bit interleaved coded
modulation with large signaling space (64-QAM) [28], [29].
Among the LMMSE equalizer performances, it is seen that
at 10−4 BER level, there is more than 4 dB and nearly 2 dB
gain of the proposed method with respect to the LLR exchange
schemes in [22] and [23] respectively. Another important point
to mention is that the method in [22] given by equation (8)
leads to no improvement in performance as the number of
turbo iterations increases. Also, our previous heuristic method
described in [23] needs a scaling operation which multiplies
the bit LLR values at the output of the LMMSE equalizer
to reach the presented performance in Fig. 3. Since finding
the optimal scalar value requires exhaustive search for each
different configuration, the method in [23] is not a practical
solution either. Another method is to compute the extrinsic in-
formation (in terms of mean and variance) in Gaussian domain
and obtain the extrinsic LLRs using this information [18]. We
call this as LMMSE-EG in Fig. 3, which causes a performance
loss of 1 dB as compared to our method. Since LMMSE-EG
has a closer performance to our LMMSE-WP than the others,
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we continue to observe its behavior in other simulations as
well. Overall, for this scenario, the simplified version of the
WP approach for factor graphs is the best choice for M -QAM
signaling among the other proposed solutions. Hence, we use
this method for the LLR computation in the rest of our study.
We next consider a severely distorted 5-tap ISI channel taken
from [17] with coefficients [0.227, 0.460, 0.688, 0.460, 0.227]
under 16-QAM modulation. A convolutional code with rate
1/2 and generator polynomial (5, 7) is used and the data
length is set to be 40000 uncoded bits. The performance
of LMMSE-WP for different number of turbo iterations is
shown in Fig. 4 as compared to the benchmark AWGN
performance. We also simulate LMMSE-EG, but its BER does
not monotonically decreases with increasing number of turbo
iterations. Thus, its best performance for each SNR value
is plotted in Fig. 4. Since the other methods for LMMSE
equalization mentioned above are much worse than these two,
they are not included. It is seen that although suboptimality
of LMMSE results in a performance gap to the benchmark,
there is a sharp improvement in the performance of LMMSE-
WP around 14 dB which has a 3 dB gain as compared to the
LMMSE-EG. Moreover, sum product algorithm [11] does not
converge in this case. We should note that the late but sharp
improvement of LMMSE-WP is not surprising because this
severe ISI channel is simulated for BPSK in [17] where BCJR
and LMMSE equalizers converges to the benchmark at BER
values of 10−4 and 10−6 respectively. Here, the performance
gap is increased due to larger modulation size.
To further observe the convergence behavior of LMMSE-
WP, we provide its performance results for turbo iterations 1
to 20 with 64-QAM modulation over 10 randomly generated
ISI channels with 5 taps similar to [17] in Fig. 5. Energy of
each ISI channel is normalized to 1 and coefficients of each
channel is randomly and independently chosen from Rayleigh
distribution. A convolutional code with rate 1/2 and generator
polynomial (5, 7) is used and the data length is set to 36000
bits. To emphasize the difference between LLR computation
methods, the best performance of LMMSE-EG is included
in Fig. 5. We can see from the results that LMMSE-WP
converges around 10 turbo iterations, whereas LMMSE-EG
has an error floor and results in a loss of 3 dB at a BER
of 10−5. Although we are still in search of a better way to
analyze this convergence behavior over all channel conditions,
Fig. 5 shows that LMMSE equalizer with the proposed LLR
6 7 8 9 10 11 12 13 14 15 16
10−5
10−4
10−3
10−2
10−1
SNR, Eb/N0
B
ER
 
 
LMMSE−WP iterations
LMMSE−EG best
AWGN
Fig. 5: Performance of LMMSE-WP for 10 Randomly Gener-
ated Channels (64-QAM)
computation method is the best among all the others in the
literature for various type of channels and modulation orders.
C. Convergence Properties of the Proposed Receiver
In this section, the convergence properties of the proposed
LLR exchange algorithm for the LMMSE equalizer are investi-
gated similar to [30]–[32]. Let the information content function
for the MIMO system in (2) is written as given in [30], [31]
I(Z) =
1
NNtb
N∑
k=1
Nt∑
j=1
b∑
q=1
[
1− log2(1 + exp(−Z
q
k,j))
]
, (17)
where Z = {Zqk,j} is the extrinsic information sequence in log
domain for all the bits sent over the transmit antennas and its
elements are expressed as
Zqk,j = (−1)
c
q
k,jL(cqk,j). (18)
L(cqk,j) in (18) denotes the extrinsic bit LLR value related
to the qth bit of the kth transmitted symbol from the jth
antenna. Since we are interested in the reliability at the output
of the APP decoder after each turbo iteration, we compute (17)
by taking L(cqk,j) = LAPP (c
q
k,j) in (18) where LAPP (cqk,j)
denotes the extrinsic bit LLR values at the output of the APP
decoder. Using Monte Carlo simulations for the scenarios in
Section IV-B, we obtain the average information content at
the output of the APP decoder with respect to the number of
turbo iterations for different SNR values. As more interesting,
convergence characteristics of the proposed LLR exchange
method under the severe ISI scenarios is given in Fig. 6.
It can be seen from the results that the reliability of the
extrinsic information converges with the increasing number
of turbo iterations. Moreover, for larger SNR values, the
information content converges to a larger value (meaning more
reliable estimation) much faster. We also observe that the
convergence speed is dependent on the channel condition:
more severe ISI channel needs more turbo iterations. However,
LMMSE-WP converges in all cases, even in severe ISI channel.
Overall, LMMSE equalization, which is known to be ad-
vantageous in terms of its reduced complexity, superior per-
formance results and satisfactory convergence properties for
BPSK signalling [17], becomes a good solution for M -QAM
modulation with the proposed extrinsic LLR exchange method.
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V. COMPLEXITY ANALYSIS
The major contribution to the complexity of the proposed
graph structure is caused by the matrix inversions in (6-7),
(36) and (39). In each building block, (36) and (39) need to
be calculated with a complexity of O(N3r ) since they involve
matrix inversions of size Nr thanks to the applied matrix
inversion lemma. On the other hand, (6) and (7) are applied
only once for every L building blocks with a complexity
of O(N3t L3) owing to the shifting property of the state
vectors as observed in (8). Hence, it corresponds to O(N3t L2)
for each building block, i.e., each time instant, where there
are N building blocks in our system. Therefore, the overall
complexity is O(N · max{N3r , N3t L2}) which is equal to
O(NN3t L
2) in most of the cases. As a result of this discussion,
the overall complexity per symbol per transmit antenna is
O(N2t L
2). To reach the bit level complexity, we need to
add O(NNtM log2M) complexity of bit LLR computation
method described in Section IV. However, to make a fair
comparison to the previous studies, we continue with the
complexity for symbol level, i.e., O(NN3t L2) since they gave
their complexity analysis in this form.
When we consider other methods in the literature, [12] pro-
posed the belief propagation over factor graphs for frequency
selective MIMO systems with a complexity of O(NMNtL˜)
where L˜ is the number of non-zero channel taps. When a
high order modulation alphabet is used in a dense channel,
O(NMNtL˜) is much greater than O(NN3t L2) complexity
of our method. Another study in [33] discussed a Markov
random field based graphical model resulting in a complexity
of O(N2n2t ) per symbol which increases proportional to the
square of block length. In addition, the proposed Kalman
filtering solution in [13], which is deprived from the im-
provement of backward recursion (Kalman smoothing), has a
complexity of O(NN3t L3). Also, the complexity of the lately
studied LMMSE equalizer in [18] which was proposed to
implement using a different factor graph structure from ours is
O(NN3t L
3) which is still greater than the complexity of the
structure in this study. Moreover, although the result of the
LMMSE estimation in [18] is the same as our graph output
on Gaussian domain, it results in an error floor for large SNR
values due to their LLR exchange algorithm between Gaussian
and binary domains. Overall, our proposed LMMSE solution
is a practical receiver for high data rate applications with its
lower complexity than those presented in the literature and its
close performance to matched filter bound to be presented in
the subsequent section.
VI. SIMULATION RESULTS
We conduct our simulations under quasi-static Rayleigh
fading channels with independent ISI taps, i.e., each tap
is constant over one block and change independently from
block to block. The ISI channel between each transmit-receive
antenna pair has identical, equal power delay profile similar
to the studies in [4], [16], [18], i.e., all L taps have equal
power which is normalized so that the total power of channel
response is unity
∑L−1
k=0 E{|hij(k)|
2} = 1, where hij(k)
is the kth channel tap between the jth transmit antenna
and ith receive antenna. The simulations are based on the
system model in Fig. 1 with a random interleaver and a
rate 1/2 convolution code whose generator matrix is (7, 5)8
under different modulation order. In all simulations, data bits
are coded, interleaved and then modulated. The modulated
symbols are distributed to the transmit antennas by a spatial
multiplexing operation as given in Fig. 1.
For the LLR exchange process between the LMMSE equal-
izer and the APP decoder, we use the WP approach explained
in Section IV. With our proposed bit LLR exchange algorithm,
there is no need to apply scaling operations to the extrinsic
LLR values at the output of the LMMSE equalizer and the
APP decoder to improve the performance contrary to the turbo
decoding algorithms in the literature [15], [16], [34], [35].
For all the configurations below, we also provide the
matched filter bound (MFB) performances as a benchmark
to make a comparison. The MFB performances are obtained
under the assumption that the symbols which cause interfer-
ence to the interested symbol due to multi-path and multi-
antenna effects are perfectly known by the receiver for each
interested symbol [24]. Hence, it is practically impossible
to reach MFB performance for any receiver structure. We
take MFB performance as a genie-aided lower bound for the
proposed scheme.
BER performance of the proposed factor graph based
LMMSE equalizer is given in Fig. 7 for BPSK signalling
with Nt = Nr = 2 under a 5-tap channel. The data length
is set to 4096 bits. This is the same configuration as the
one in [18] except the interleaver type which is S-random
in [18]. For BPSK signaling, all of the llr exchange algorithms
mentioned in Section IV-B (with a clear modification to real
transmission) are reduced to the same simple expression given
in Proposition 1 in [17]. Thus, the proposed method must
have identical performance with the one in [18] when using
the same interleavers since both algorithms implement time
domain LMMSE filtering operation. However, there is an error
floor observed in high SNR regions in [18], which is caused
by the llr exchange algorithm that is not modified according
to real transmission. On the other hand, the performance of
the proposed method is very close to the MFB below the BER
value of 10−3 without any diversity loss or error floor, which
can be obtained by using the other llr computation methods
modified according to real transmission. From Fig. 7, it is seen
that only 3 iterations are sufficient for LMMSE equalizer under
this configuration. Thus, similar to the SISO case, LMMSE is
a good solution to MIMO ISI equalization for BPSK signaling.
The important performance difference between our proposed
llr computation method and the others is observed for larger
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constellations, which is also presented in Section IV-B. Hence,
we would like to present the performance of such a challeng-
ing scenario with higher order constellations for MIMO ISI
transmission this time. Fig. 8 depicts simulation results for 16-
QAM signaling under a 4-tap ISI channel with Nt = Nr = 2.
The data length is set to 4096 bits. It can be seen from
Fig. 8 that the proposed method has a performance which
is less than 1 dB away from the MFB performance below
the BER value of 10−4 for 7 turbo iterations. The increased
constellation size leads to a higher number of turbo iterations
for good performance, but turbo iteration number is not a
direct multiplier of computational complexity since all packets
do not require 7 iterations. Moreover, the constellation size
M is included only in the complexity term related to the
bit LLR computation method in a linearly increasing fashion.
Hence, our method is a practical choice as a receiver structure
with its solid performance while achieving higher data rates.
However, LMMSE-EG, the performance of the method in [18],
suffers from an error floor in high SNR region; although, it is
represented by its best performance among 20 turbo iterations.
This difference is observed more dramatically in the next result
where 64-QAM is used.
Fig. 9 presents simulation result for 64-QAM signaling
under a 4-tap ISI channel with Nt = Nr = 2. The data
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Fig. 9: BER Performance of the Factor Graph Based LMMSE
Equalizer (2× 2 MIMO with L = 4 for 64-QAM Signaling)
length is set to 12000 bits. Although there is a performance
gap of LMMSE-WP to the MFB, it converges sharply to this
benchmark after BER value of 10−4. Moreover, 10 turbo iter-
ations are sufficient for this performance. However, LMMSE-
EG, which is represented by its best performance among 20
turbo iterations, has an error floor resulting in more than 3
dB loss for high SNR region. Thus, LMMSE-WP is superior
than LMMSE-EG in terms of computational complexity and
performance for MIMO transmission as well.
Asymmetric MIMO case such as 4×6 with 4 tap ISI channel
with 64-QAM modulation is also simulated where LMMSE
equalizer converges much faster than the case in Fig. 9. More-
over, other scenarios including larger rate convolutional codes
and/or S-random interleavers designed similar to [36], [37]
are simulated. It is observed that using S-random interleaver
for Rayleigh block fading MIMO ISI channels with M -QAM
modulations does not provide any significant improvement.
Moreover, although increasing rate of convolutional code re-
sults in later convergence to the genie-aided MFB, performance
of LMMSE-WP eventually gets very close or almost identical
to that lower bound for large SNR values.
Consequently, all these comparisons show that LMMSE-
WP is a good solution for also MIMO ISI channel with the
proposed llr exchange method and reduced complexity.
VII. CONCLUSION
In this study, we developed a factor graph structure for the
LMMSE equalization of frequency selective MIMO channels.
Our proposed graph has the advantage of low complexity as
compared to the conventional block LMMSE filtering opera-
tion and the other graph based LMMSE filtering approaches
in the literature. In addition, we provided an efficient way of
computing extrinsic LLR values of LMMSE equalization for
M -QAM constellations based on the well-known Wang-Poor
(WP) approach with no major complexity increase. In other
words, we have shown the mathematical relation between the
output of the LMMSE equalizer and the WP parameters in a
suitable fashion for factor graph. To sum up, we proposed a low
complexity, practical LMMSE equalizer for turbo decoding of
MIMO ISI channels with a good performance as confirmed by
our simulation results. Our method comes forefront particularly
for higher constellation sizes with its low computational com-
9plexity owing to the Gaussian assumption used in the factor
graph and the proposed bit LLR exchange algorithm.
APPENDICES
Proof of Proposition 1: In this section, the proof of the equiv-
alency of
(
V
post
xk
,mpost
xk
)
in this paper and
(
Σ
(k)−1
11 , µ
(k)
11
)
in [18] is given for the steady state. One can easily show the
equivalency for the transient states following the same steps.
In the following steps, (Σ, µ) denotes the messages in [18]
with the corresponding indices.
Claim 1: −→V
x
′′
k
= Σ
(k)
6 and
←−
W
x
′′
k
= Σ
(k)−1
5 .
It follows from Claim 1 that Vpost
xk
= Σ
(k)−1
11 .
Proof of Claim 1: Using proof by induction method, we can
obtain −→V−1
x
′′
k
along the way of forward recursion from −→V−1
x
′′
k−1
by the message passing rules in Table I as follows
−→
V−1
x
′′
k
= H
H
V−1
n
H+
[
[Σ
(k−1)
6 ]
−1
Nt+1:LNt
0
0 V↓
xk
]
= Σ
(k)−1
6 ,
where Vn is the covariance matrix of the noise vector nk,
[A]a:b denotes the sub-matrix of A composed of the elements
located between rows a : b and columns a : b, and [A]−1a:b
denotes the inverse of [A]a:b.
To prove
←−
W
x
′′
k
= Σ
(k)−1
5 , it suffices to show that
[
←−
Wzk+1 ]1:JNt = [Σ
(k+1)
7 ]
−1
1:JNt
.
Along the way of backward recursion from ←−Wzk+2 using
Table I, we have
←−
Wxk+1 =H
H
V−1
n
H+
[
0 0
0 [
←−
Wzk+2 ]1:JNt
]
,K ,
[
K1 K2
K3 (K4)Nt×Nt
]
, and
←−
Wzk+1 =
(
←−
Vxk+1 +
[
0 0
0 V↓
xk+1
])−1
=
[
I K2V
↓
xk+1
0 I+K4V
↓
xk+1
]−1
·K,
where inverse of a block diagonal matrix in [38] gives
[
←−
Wzk+1 ]1:JNt = K1 −K2
(
V↓−1
xk+1
+K4
)−1
K3.
Also, by induction method, it can be shown that
Σ
(k+1)
7 =
(
K +
[
0 0
0 V↓−1
xk+1
])−1
. (19)
And, the result follows from the inversion rule of block
diagonal matrix [38] as given by
[Σ
(k+1)
7 ]1:JNt =
(
K1 −K2
(
V↓−1
xk+1
+K4
)−1
K3
)−1
.
It should be noted that ←−Wzk+1 6= Σ
(k+1)−1
7 . On the other hand,
what we have proved is that [←−Wzk+1 ]1:JNt = [Σ
(k+1)
7 ]
−1
1:JNt
.
Claim 2: −→W
x
′′
k
−→m
x
′′
k
= Σ
(k)−1
6 µ
(k)
6 ,
←−
W
x
′′
k
←−m
x
′′
k
= Σ
(k)−1
5 µ
(k)−1
5 .
It follows from Claim 1 and 2 that mpost
xk
= µ
(k)−1
11 .
Proof of Claim 2: Similarly, by the induction method and the
message passing rules in Table I together with the results of
Claim 1, one can write
−→
W
x
′′
k
−→
m
x
′′
k
=H
H
V−1
n
yk +
[
[
−→
V
x
′′
k−1
]Nt+1:LNt 0
0 V
↓
xk
]−1
·
[
[−→m
x
′′
k−1
]Nt+1:LNt
m
↓
xk
]
= H
H
V−1
n
yk +

[Σ(k−1)6 ]−1Nt+1:LNt [µ(k−1)6 ]Nt+1:LNt
V
↓−1
xk
m
↓
xk

 = Σ(k)−16 µ(k)6 .
To prove
←−
W
x
′′
k
←−m
x
′′
k
= Σ
(k)−1
5 µ
(k)−1
5 , it suffices to show that
[
←−
Wzk+1
←−mzk+1 ]1:JNt = [Σ
(k+1)
7 ]
−1
1:JNt
[µ
(k+1)
7 ]1:JNt .
Along the way of backward recursion from ←−Wzk+2 using
Table I, we have
←−
Wzk+1
←−mzk+1 =
(
I−KFCFH
) (
K˜ −KFm↓
xk
)
, where
K ,
←−
Wxk+1 ,
[
K1 K2
K3 K4
]
, C ,
(
V↓−1
xk+1
+ FHKF
)−1
K˜ ,
←−
Wxk+1
←−mxk+1 ,
[
K˜T1 K˜
T
2
]T
.
By simple matrix operations one can obtain the following
[
←−
Wzk+1
←−mzk+1 ]1:JNt = K˜1−
K2
(
V↓−1xk+1 +K4
)−1
(K˜2 +V
↓−1
xk+1
m↓xk+1 ).
On the other hand, using induction, µ(k+1)7 can be written as
µ
(k+1)
7 =Σ
(k+1)
7
[
K˜1
K˜2 +V
↓−1
xk
m↓
xk
]
. (20)
Combining (19) and (20) using elementary matrix operations
proves Claim 2 as follows
[µ
(k+1)
7 ]
−1
1:JNt
[µ
(k+1)
7 ]1:JNt = K˜1 + (K1 −K2(V
↓−1
xk+1
+K4)
−1K3)·
(−K−11 K2(V
↓−1
xk+1
+K4 −K3K
−1
1 K2)
−1)(K˜2V
↓−1
xk+1
m↓−1xk+1)
= K˜1 −K2
(
V↓−1xk+1 +K4
)−1
· (K˜2 +V
↓−1
xk+1
m↓xk+1).
Proof of Proposition 2: The LMMSE filter coefficient vector
for the kth transmitted symbol from the jth transmit antenna,
wk,j , previously given in (12) can be rewritten as
wk,j =
(
Vξk,j + hk,jh
H
k,j
)−1
hk,j , where (21)
Vξk,j , N0INr(N+J) +
N∑
i=1,i6=k
vprioxi,j hi,jh
H
i,j . (22)
By matrix inversion lemma [25], (21) could be simplified to
wk,j =
V−1ξk,jhk,j
1 + hHk,jV
−1
ξk,j
hk,j
. (23)
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TABLE I: GMP Rules for Basic and Composite Blocks
Blocks GMP Rules
y
zx
−→
Wz =
−→
Wx +W
↑
y (28)
−→
Wz
−→mz =
−→
Wx
−→mx +W
↑
ym
↑
y (29)
z
y
x −→
Vz =
−→
Vx +V
↑
y,
−→
mz =
−→
mx +m
↑
y (30)
←−
Vx =
←−
Vz +V
↑
y,
←−
mx =
←−
mz −m
↑
y (31)
A
x y −→
Vy = A
−→
VxA
H , −→my = A
−→
mx (32)
A
x y ←−
Wx = AH
←−
WyA,
←−
Wx
←−mx = AH
←−
Wy
←−my (33)
y
A
x z −→
Vz =
−→
Vx −
−→
VxA
HBA
−→
Vx (34)
−→mz =
−→mx +
−→
VxA
HB(m↑y −A
−→mx) (35)
B = (V↑y +A
−→
VxA
H )−1 (36)
y
A
x z
←−
Wx =
←−
Wz −
←−
WzACA
H←−Wz (37)
←−
Wx
←−mx = (I −
←−
WzACA
H )∗
(
←−
Wz
←−
mz −
←−
WzAm
↓
y) (38)
C = (W↓y +A
H←−WzA)−1 (39)
Inserting (23) into (11) gives
xˆk,j =
hHk,jV
−1
ξk,j
1 + hHk,jV
−1
ξk,j
hk,j
(
y −Hm
prio
x + hk,jm
prio
xk,j
)
. (24)
The outputs of the LMMSE equalizer, the a posteriori mean
and variance values, are defined in [39] and used in [17] as
vpostxk,j =
1
1/vprioxk,j + h
H
k,jV
−1
ξk,j
hk,j
(25)
mpostxk,j =
mprioxk,j/v
prio
xk,j
+ hHk,jV
−1
ξk,j
(
y −Hmpriox + hk,jm
prio
xk,j
)
1/vprioxk,j + h
H
k,jV
−1
ξk,j
hk,j
.
(26)
Using (24)-(26) we obtain(
mpostxk,j
vpostxk,j
−
mprioxk,j
vprioxk,j
)
=hHk,jV
−1
ξk,j
(
y −Hmprio
x
+ hk,jm
prio
xk,j
)
=xˆk,j
(
1 + hHk,jV
−1
ξk,j
hk,j
)
. (27)
Combining (25) and (27) gives the expression for xˆk,j in (15).
Note that (13) gives σ2k,j/µk,j = 1−hHk,jwk,j . Then, the result
in (16) follows from (23) and (25).
The derivations given above provide a mathematical tran-
sition between the LMMSE equalizer outputs and the com-
monly used WP approach for the extrinsic LLR calculation
which is very useful particularly for the graph based LMMSE
algorithms for M -QAM modulation.
GMP Rules: The GMP rules for basic and composite building
blocks are given in Table I.
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