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Abstract 
The objective of this article is to provide a methodology for optimizing building facade with respect to the triple 
objectives of heating, cooling and lighting load, therefore to achieve the minimum annual energy cost. The variables 
to optimize are the dimension of window grid and the depth of shading system. Energy load is computed using 
building performance simulation program (TRNSYS). A criterion of daylight was calculated using the Radiance 
lighting simulation engine. The criterion is defined as the integrated time when the illuminance is above a threshold 
of 500 lux. When the threshold is below 500 lux, then artificial light is required. The variables have antagonistic 
effects on the objectives: window grid dimension and shading depth may have opposite effects on annual energy cost, 
by increasing indoor solar heat gain and daylight during winter time and leading to overheating problems during 
summer time. Therefore, a methodology is proposed to find the optimal solutions for the total energy demand. An 
optimization method - genetic algorithm, was performed in order to find the optimal façade design variables leading 
to the lowest annual energy cost. This method was applied to a single office room. The result shows that genetic 
algorithm could save time when looking for the optimal solutions with antagonistic objectives and would help 
architects to make early-design-stage decisions. 
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1. Introduction 
Building facade has a major impact on building energy demand and there is great potential for building 
facade to reduce energy demand through the parameter change, such as window-to-wall ratio (WWR), 
glazing type, fixed exterior shading, and solar heat gain control strategies [1,2]. These parametric studies 
often used in design processes involve changing one parameter, while leaving others constant. However, 
these processes can potentially miss important interactive effects [3]. One way to find a global optimal 
solution is to use enumerative search methods where each possible parameter setting is combined with 
one another. When applying the simulation process in an architectural setting, the conventional building 
energy simulation process is too time-consuming because of the large number of combinations. Also, due 
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to the complicated interaction of parameter variables, it is difficult to choose input parameter settings that 
lead to optimal performance of a given system.  
The objective of this study is to propose an optimization method which provides a ranking of façade 
design strategies and parameters with a total energy cost result based on triple objectives - heating, 
cooling and lighting load. Our goal is to propose an optimal façade design solution to achieve minimum 
cost function for heating, cooling and lighting. The minimum cost function could include life-cycle cost, 
annual operating costs, or annual energy use [4,5,6] and we only talk about annual energy cost in this 
study. For the optimization method, we chose a genetic algorithm which can find the optimal solutions for 
the problem, i.e. the solutions that lead to the best compromise among antagonistic objectives. These 
results could help architects with decision-making for early design stage. In this application, the variables 
are the grid dimensions of the windows and the depth of the shading system. 
2. Overview and background 
The term “building optimization” here refers to a method that uses algorithms to find the optimal 
combination of simulation parameter settings for architecture design. The goal is to find the optimum for 
the lowest total energy cost using a much shorter simulation time than the approach of comparing each 
possible parameter setting with one another.   
The optimization approaches could be classified as either discrete or continuous parameter 
optimization methods. Discrete parameters methods are typically used for façade design problems 
because continuous parameters are almost non-existent in façade design. These discrete parameters may 
include window dimension, construction material, insulation thickness, glazing types (SHGC, U-value), 
etc. In contrast, continuous parameter methods do not use fixed numbers for the parameter setting for 
building shape or dimension such as the window-to-wall ratio, building orientation, or compactness. 
Comparatively, optimization methods using discrete parameters are more suitable to solve building façade 
design problems. 
Genetic algorithms are unconstrained search methods that were originally designed to optimize a 
single criterion as represented by the fitness of each individual in the population. It uses the evolutionary 
concept of natural selection to converge on an optimal solution over many generations GAs [7]. It could 
solve complicated problems using evolutionary principles to find optimal solutions [8]. Several 
comparative studies related to discrete parameters optimization have been discussed in former research: 
genetic algorithm, particle swarm, and sequential search methods. The GA method was found to be more 
efficient than the sequential search and particle swarm optimization when several parameters are 
considered in the optimization. The advantage of GA method is especially valuable when the cost 
function becomes more expensive to evaluate. The efficiency of GAs increases as the size of the search 
space increases [9,10].  
Genetic algorithm has many practical uses, including the optimization of building shape [11,12] and 
building HVAC [13]. In some of the published work, a number of design features were considered in the 
optimization analysis. Some studies limited their optimization on the building shape and building façade 
constructions [14,15]. Other investigations considered the optimization of the HVAC system. A limited 
number of investigation have been performed to help in the design process of low-energy buildings. In 
particular, Evins et al. (Multi-objective optimization of the configuration and control of a double-skin 
façade in 2011) performed a multi-objective optimization for double-skin façade control, to aid in the 
resolution of heating and cooling problem. Wang et al. [16] applied a similar multi-objective optimization 
to select the orientation, the construction and window type for a rectangular building. Ouarghi and Krarti 
[17] developed a more comprehensive optimization for office building shape as well as envelope features 
including wall and roof construction, Window-to-Wall Ratio, and glazing solar heat gain coefficient, 
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therefore to achieve a minimum combined construction and energy costs. Most of these researches on 
façade optimization only considered building thermal problem or indoor daylight problem respectively, 
not to mention the antagonistic impacts of facade design features on the heating, cooling and lighting 
energy load. In this study, the total energy demand and annual total cost of for heating, cooling and 
lighting (Qheat, Qcool and Qlight) are considered as a comprehensive task. This paper also discussed the 
antagonistic impacts of facade design on the total energy demand and the annual energy cost, therefore to 
provide suggestion in the early design stage.  
3. Optimization methodology 
3.1. Model description 
The example building is a single office room model (area of 5.27m2 (56.7ft2)) located in the University 
of Michigan, Ann Arbor, Michigan. The model is oriented with its main façade to the south. The south 
façade has a window with both vertical and horizontal shading systems on it. Figure 1 shows the 
dimensions and illustration of the room. An idealised HVAC system was used to control temperatures in 
the upper and lower room zones; the heating set point was 20°C and the cooling set point was 26°C, with 
night setbacks of 10°C and 30°C. The heat exchange through outdoor air is not considered in this case. 
The zone had internal gains of 10W/m2 for lights. The zone has artificial lighting controls with a 500 lux 
illuminance set point facing the ceiling. The set point is located at a point 0.85m (2.79ft) height and 1m 
from the south facade. Data used to compute the model is given in Table 1. 
 
 
Fig. 1. Office model used in the numerical experiments 
In the thermal simulation, the chamber is assumed to have heating load, cooling load and artificial 
lighting load which to keep illuminance of 500 lux on the work plane. No mechanical ventilation exists in 
the office room. The suggested optimization process will be applied by running the dynamic daylight 
simulation program Daysim, which implemented the daylight coefficients method [18]. The simulation 
results for artificial lighting control from Daysim then will be imported in a professional dynamic 
simulation program TRNSYS[19], which is very reliable for building thermal energy simulations, in order 
to get the annual energy demand for the office room. The annual energy cost could be achieved based on 
the annual energy demand for heating, cooling and lighting. 
 Rudai Shan /  Energy Procedia  57 ( 2014 )  1716 – 1725 1719
Table 1.   Inputs for the case study 
Parameter Value Unit 
Location Ann Arbor, MI, USA  
Orientation South  
Dimension of the room W×L×H 
2.20×2.61×1.85  
(7.22×8.56×6.07) 
m3 
(ft3) 
External opaque wall U-value 0.510 (0.090) W·m2/K (Btu/h·ft2·°F) 
Artificial lighting total heat gain 100 (31.7) W/m2 (Btu/h·ft2) 
Convective part 10%  
Heating set temperature 20 (68.0) °C (°F) 
Cooling set temperature 26 (78.8) °C (°F) 
3.2. Variables 
The variables of the problem are the ones that strongly impact the objective-functions, i.e. the 
dimensions of the window grids (discrete) and the depth of the shading system (continuous). 
Table 2.   Parameter variables of the studied model 
Parameter variables Width(meter) Height(meter) Depth (meter) 
1 0.6 0.6 0.20 
2 0.45 0.4 0.19 
3 0.36 0.3 0.18 
4 0.3 0.24 0.17 
5 0.225 0.2 0.16 
6 0.18 0.15 0.15 
7 0.15 0.12 0.14 
8 0.12 0.1 0.13 
9 0.1 0.08 0.12 
10 0.09 0.06 0.11 
11  0.05 0.10 
12  0.048 0.09 
13  0.04 0.08 
14  0.0375 0.07 
15  0.03 0.06 
16  0.024 0.05 
17  0.02 0.04 
18  0.016 0.03 
19  0.015 0.02 
20  0.01 0.01 
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3.3. Objective-functions  
The objective of this article is to propose a methodology for simultaneously optimizing energy cost for 
heating, cooling and lighting load. For this, the objective-function Ctotal has been developed. We have 
chosen to characterize the total energy cost Ctotal with the functions Qheat, Qcool and Qlight, representing the 
heating, cooling and lighting energy load, respectively. They were evaluated with TRNSYS 17. The 
heating system is a boiler using natural gas. The cooling system is a heat pump with a COP of 3. The 
price of gas in Ann Arbor in 2013 is 0.474$/CCF and the price of electricity is 0.155$/kWh.  
The selection of the objective-function dealing with daylight depends on the building function. In this 
case study, the model was supposed to be a single office room. Therefore, the occupants were using the 
room during the daytime from 8am to 5pm.  We try to increase the duration of daylight during daytime 
therefore the occupant could enjoy natural light during while reducing artificial lighting energy demand. 
The optimization criterion for daylight was Illuminance E, the luminous flux incident on a surface per 
unit area. When E was higher than a threshold 500 lux, it was considered high enough not to require 
artificial lighting, and then the artificial light is turned off. The evaluation of this objective-function is 
performed with Daysim. Daysim is a daylighting analysis software that uses the Radiance algorithms to 
calculate annual indoor illuminance profiles based on a weather climate file.  
Illuminance sensor set point was computed at the height of 0.85 m that corresponds to a standard 
desk’s height, at 1 m distance from the south wall. Façade with 20 different shading depths were 
modeled. The Width is 0.45m (1.48ft), Height is 0.6m (1.97ft); Depth changes from 0.20m (0.66ft) to 
0.01m (0.033ft) (0.01m (0.033ft) change per group). In this study, the time-step for the illuminance 
computation was 5 minutes and for thermal simulation with TNRSYS was 1 h. The same weather date 
file was used for both the thermal and daylight simulations. The resulting file of illuminances was used to 
determine the control of artificial light. When the illuminance on the sensor is over 500 lux, the light is 
turned off; otherwise, it is turned on. Figure 2 shows the Qheat, Qcool and Qlight versus shading depth for the 
whole year. 
This figure confirms that the variables impart a monotonous characteristic to the objective-functions. 
When the depth of the shading system goes down, there will be more solar heat gain in the room, 
therefore the heating load goes down and the cooling load goes up.  
 
 
 
Fig. 2. Qheat, Qcool and Qlight for the whole year versus shading depth. 
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When the depth of the shading system goes down, there will be more daylight in the room and the 
artificial lighting load also goes down. It’s worth pointing out that the artificial lighting load depends on 
the lighting control in this case. When Illuminance E is below 500 lux, the light is turned on; otherwise, it 
is turned off. Though for some cases there may be a lot of daylight in the room during the whole year, it 
doesn’t mean the Illuminance E will be high enough to turn off the artificial light every day. Therefore the 
change of lighting load is not the same as heating load. Therefore the artificial lighting load is not always 
going down when the shading depth is smaller. When artificial lighting is turned on, there will be more 
indoor heat gain through the heat released by the bulb, the heating load and cooling load are then 
influenced consequently. This make the problem more complicated.  
Figure 3 shows an example that how the Ctotal versus shading depth for the whole year. When the depth 
is 0.2m (0.66 ft), it has the highest cost. When the depth is 0.08m (0.26ft), 0.04m (0.13ft), 0.03m (0.10ft) 
and 0.02m (0.07ft), it has the lowest cost, respectively. The result shows that when the depth goes down, 
the total energy cost goes down. However, the optimal cost doesn’t show up when the depth is smallest, 
but shows up occasionally when the best compromise among Qheat, Qcool and Qlight is found. 
 
 
Fig. 3. Ctotal versus shading depth for the whole year. 
3.4. Antagonistic effects of the variables on the objective-functions 
Simulation results and analysis above show that the variables (width, height and depth) can have 
different impact on each objective-function (Qheat, Qcool, Qlight and Ctotal). The bigger the depth, the lower 
the daylight and solar heat gain, which can lead to minimized illuminance and cooling load, as desired. At 
the same time, it causes higher heating load and lighting load. The large width and height could lead to a 
higher solar heat gain and daylight, therefore, higher cooling load, lower heating load and lighting load. 
These variables have antagonistic effects on the objective functions. An optimization method is therefore 
appropriate to solve this problem. 
In the case where the number of potential solutions remains reasonably low, the determination of the 
set of solutions can be achieved by using enumerative search methods and doing all the simulations. 
However, when the number of variables and/or their range of variation are high, then optimization is 
more appropriate.  
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3.5. Optimization procedure 
In the cases that the potential solutions are relatively low, the set of solutions can be achieved by 
repeating simulation work. While the number of variables is high, then optimization algorithm should be 
applied. Especially when the simulation procedure of the variable objective-functions is time-consuming 
(typically the cost of annual energy demand), one practical solution was to compute the objective-
functions and then use optimization algorithm to find the optimal solutions. 
In this case, we studied three variables: width, height and depth. Note that the parameters were 
nonlinear, monotonous functions that increase with the three variables, while they have antagonistic 
effects. Therefore, we investigated a range of 10 different widths (nonlinear), 20 different heights 
(nonlinear) and 20 different depths (continuous). Finally, the number of potential solutions was 4000.  
Genetic algorithm is applied to get the potential solutions. Once the population sizes and numbers of 
generations were obtained, the next step was to determine the optimal solutions among them. The 
algorithm spans a multi-dimensional grid in the space of the antagonistic parameters, and it evaluates the 
objective-functions at each grid point. The optimization procedure is as follows: 
x Generate a random population of 12 binary strings. 
x Evaluate the fitness of simulation results and carry over two best strings into the next generation. 
x Use deterministic tournament selection for adjacent pairs based on non-dominance to select ten strings 
for reproduction.  
x Apply uniform crossover with one mutation. This strategy creates two child strings from two parent 
strings by swapping individual bits. 
x Check for bitwise convergence (which occurs when all strings differ by 5% or less). If converged, keep 
best string and generate the 19 strings beside it at the multi-dimensional grid in the space. 
x Go to step 2. 
4. Result and discussion 
 
 
Fig. 4. The optima solutions for the optimal Cheat, Ccool, Clight and Ctotal per generation 
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Figure 4 shows the solutions made up of the genetic algorithms and the optimal solutions for each 
generation achieved during the optimization process. The results for a typical run show a fast decrement 
of the fitness during the first generations and a very slow change after approximately five generations. 
The results were shown for each generation, each result corresponding to a specific shading type. Each 
point corresponds to the lowest Cheat, Ccool, Clight and Ctotal of its generation, respectively. The Genetic 
algorithm is not continuous because of the discrete variables shading dimensions. It could be found that 
the lighting cost is the determinant factor in this case. Therefore, even though bring in more daylight 
could increase indoor solar heat gain and cooling load during summer time, it’s still a good design 
decision because much more cost could be saved on artificial lighting energy. 
Table 3 shows a typical evolution of the best individual in each generation for seven different 
generations. It can be observed that after the main characteristics of the façade are found, only minor 
changes in size determine an improvement of the fitness.  
The result of the optimization is consistent with the constraints of the model. Since the main 
determinant factor considered for fitness was lighting cost, the windows occupy the minimum depth and 
maximum width and height, improving the total daylight penetration. The results were consistent between 
several runs of 84 solutions, showing that the final result did not correspond to a local minimum, but to an 
optimized solution. Compared with 4000 solutions with no optimization algorithm, this shows 
significantly time-saving. 
Table 3.   Best individual per generation 
Generation Width Height Depth 
1 0.36m (1.18ft) 0.4m (1.31ft) 0.07m (0.23ft) 
2 0.225m (0.74ft) 0.6m (1.97ft) 0.09m (0.30ft) 
3 0.3m (0.98ft) 0.2m (0.66ft) 0.07m (0.23ft) 
4 0.45m (1.48ft) 0.6m (1.97ft) 0.14m (0.46ft) 
5 0.45m (1.48ft) 0.6m (1.97ft) 0.08m (0.26ft) 
6 0.45m (1.48ft) 0.6m (1.97ft) 0.14m (0.46ft) 
7 0.45m (1.48ft) 0.6m (1.97ft) 0.08m (0.26ft) 
5. Conclusion 
This article proposes a method to simultaneously optimize the objective-function annual total energy 
cost Ctotal. The function is impacted by three functions Qheat, Qcool and Qlight, which are being strongly non-
linear and uncoupled. There is no other way to find the solutions of this problem than an optimization 
method. The objective of this study is to propose an optimization method which can be used by architects 
and engineers with basic knowledge in building energy simulation and optimization algorithm. 
The genetic algorithm was chosen, which is appropriate for optimizing several conflicting objectives. 
This method has been proved to be useful for many optimization problems, enabling the determination of 
a set of equally optimal solutions that are helpful to make decision in early design stage. The variables of 
the problem are the dimensions of the window grids (discrete variables) and the depth of the shading 
system (continuous variables). The first step was to define the objective-function Ctotal by Qheat, Qcool and 
Qlight. In this case, the most complex case was the one dealing with daylight. We calculated the artificial 
lighting load when indoor illuminance was higher than a threshold, which was 500 lux in this case. This 
process was conducted with the simulation program Daysim by simulating cases and proposing 
correlation functions giving the artificial lighting control schedule as a function of grid dimension and 
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shading depth. Then, the set of the potential solutions was computed using TRNSYS. Lastly, the optimal 
solutions were calculated using the genetic algorithm. 
This method offers a fast and accurate way to find the optimal solutions of façade design problem, 
providing guidelines to make architectural early-design-stage decisions more efficient. Additionally, there 
are several improvements that could be applied to the present method. The method can be used for many 
other optimization problems such as carbon emission and life cycle cost. The same study can also be 
performed with facades design by calculating the optimal VT, ST, and U-value in any range. 
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