Abstract: Emotion detection from the text is an important and challenging problem in text analytics. The opinion-mining experts are focusing on the development of emotion detection applications as they have received considerable attention of online community including users and business organization for collecting and interpreting public emotions. However, most of the existing works on emotion detection used less efficient machine learning classifiers with limited datasets, resulting in performance degradation. To overcome this issue, this work aims at the evaluation of the performance of different machine learning classifiers on a benchmark emotion dataset. The experimental results show the performance of different machine learning classifiers in terms of different evaluation metrics like precision, recall ad f-measure. Finally, a classifier with the best performance is recommended for the emotion classification.
Introduction
Cognitive science is defined as the interdisciplinary study of the mind. The emphasis of investigations in this domain is on the various human mental processes. These include sentiment, insight, thoughts, recollection, knowledge gaining, way of thinking, and emotions. Among them, emotion is deemed most significant in the area of human social behaviour identification. Over recent years, researchers have been looking into the employment of computational procedures for investigations on human emotions (Asghar et al. 2017a ). An emotion is a state of mind reflecting happiness, anger, disgust, fear, hate etc., and has a close association with human mood and feelings (Asghar et al. 2017b ). Emotion detection from online content is relatively a new and challenging area in computational intelligence attracting attention of researchers in recent past. Existing works (Asghar et al. 2017a , Asghar et al. 2017b , Sun et al. 2016 , Jang et al. 2012 , and Thomas et al. 2014 ) on the emotion-based sentiment classification systems are based on the lexicon-based and supervised machine learning (M.L) algorithms. The work performed by (Thomas et al. 2014 ) used a single machine learning classifier for the detection of emotion signals. However, we propose to apply five machine learning classifiers to detect seven categories of emotions. The proposed study is different from that of Thomas et al. (2014) in terms of increased number of machine learning algorithms and extended set of emotion signals (5 emotion signals).
Problem Statement
The emotion detection in public reviews is a challenging task due to its complex nature of emotion signals and their associated emotion words. The existing studies on emotionbased sentiment analysis using machine learning techniques (Thomas et al. 2014 , Asghar et al. 2017 , Sun et al. 2016 ) have used limited no. of classifiers and there is a lack of an extended combination of emotion signals for efficient classification of emotion in a given text. Therefore, it is required to develop an emotion-based sentiment analysis system using different machine learning classifiers for efficient classification of emotion express by the user in a given text by overcoming the limitations of the aforementioned studies. In this work, a supervised learning-based emotion analysis system is proposed with different machine learning classifiers for efficient emotion-based sentiment analysis.
Research Questions
RQ1. How to recognize and classify text-based emotions by applying M.L classifiers? RQ2. What is the efficiency of different M.L classifiers with respect to different emotion signals? RQ3: Which classifier is best for efficient emotion detection?
Aims and objectives

Aim
This work aims classifying emotions in a given text by applying multiple M.L algorithms and to suggest M.L algorithm with best classification results for the detection of different emotion signals
Objectives
1.To classify emotion in a given text using various supervised M.L algorithms by improving Thomas et al. (2014) work. 2.To evaluate the efficiency of different algorithms using different emotion signals. 3.To suggest a Machine Learning algorithm with high-performance results for emotion recognition.
Research Significance
The proposed system provides an application of various M.L algorithms in a given text. Second, the different emotion signals are applied to different machine learning classifiers (Guo et al. 2019 , Anitescu et al. 2019 , which are simple and effective. This would help computational intelligence experts in developing improved methods for the sentiment classification of text-based emotions.
The remainder of the article is outlined as follows: In section 2, related-work is presented; section 3 gives proposed method; results and discussion is described in section 4, and finally, section 5 outlines conclusion and future work.
Related Work
In this section, a review of the relevant studies is performed on emotion detection from online text Thomas et al. (2014) proposed an emotion detection system which aims to classify sentences w.r.t different emotion classes. Experiments are conducted on ISEAR dataset using Naïve Bayes classifier. Different feature sets like uni-gram, bi-gram, and trigram, are applied using the weighted log-likelihood scoring technique. Promising results are achieved in terms of improved accuracy. However, experimentation with other classifiers is required. Sun et al. (2016) proposed a cognitive model to interpret emotions from the complex text. The proposed system consists of four modules: (i) non-action centered, (ii) Metacognitive, (iii) action centered, and (iv) Motivational. An adoptive rule induction framework is proposed by identifying different emotion-related features. However, the performance of different algorithms is not evaluated with respect to their proposed system. Emotions were extracted from different tweets using emotion-word hashtags and data set "Hashtag Emotion Corpus" (Mohammad and Kiritchenko, 2015) . A rich word-emotion dictionary was created using an emotion-labeled tweet dataset. Experimental results show that the SVM classifier performed better for basic emotion types. However, emotion words having different synonyms are not considered, which, if incorporated can improve the performance of the system. Das and Yopadhyay (2012) proposed a sentence-level emotion detection system using Conditional Random Field and different lexicons, such as SenticNet, SentiWordNet (SWN) and WordNet affect. Additionally, the post-processing module along with emotion ranking technique is also proposed. Results show that their system achieved better performance as compared to the comparing method. The major limitation of their system is that it lacks comparison with supervised learning techniques. Jang et al. (2012) worked on the development of emotion classification system using a machine learning algorithm. For this purpose, Support Vector Machine (SVM) and other algorithm are used for classifying emotion signals from the patient dataset. The SVM achieved the highest accuracy, however, system performance can be improved by performing experiments on different combinations of emotion signals. Crossley et al. (2017) proposed a cognitive-based text analysis tool by implementing different text processing tasks including sentiment scoring using different lexicons to quantify user sentiments and emotion from different word vectors, are developed. However, the performance of the system can be improved by considering different variations of the n-gram features. Cambria et al. (2012) proposed a Sentic computing-based technique for developing emotion analysis system by exploiting the rules of computer science and social science. Their technique works at the concept level and finds the context of the input text at a deeper level. A sentence level emotion-based text analysis system is proposed by Shaila and Vadivel (2105) using a supervised learning technique. For this purpose, the Neural Network model is designed for isolating positive and negative emotions. It is reported that words and phrases have a significant role in emotion classification. An automatic feedback analysis of student feedback is proposed by Kaewyong et al. (2015) using the lexicon-based technique. For this purpose, data acquisition is performed from more than 1100 student responses about teaching faculty. After applying different pre-processing techniques, opinion words are assigned sentiment scores using a sentiment lexicon. The proposed system shows improved results as compared to baseline methods. An emotion detection system in E-learning domain is proposed by Binali et al. (2009) . The system is capable of classifying student opinions regarding learning progress. Gate software is used to implement the framework. Quan and Ren (2010) Proposed a polynomial Kernal technique based on a machine learning paradigm for calculating a similarity score between text and different emotion types. They achieved better performance with respect to the baseline method. To detect emotion from facial expression in the video, Kollias et al. (2016) employed deep Convolutional Neural Network (DCNNs). The results show that the proposed method is effective with respect to comparing methods. However, the development of a real-life application for human-computer interaction can assist in evaluating the performance of the system more accurately. A Chinese emotion lexicon is created by Li and Ren (2011) using Ren-CECPs (Corpus) for recognizing basic emotion types. An accuracy of 90% is achieved with respect to basic emotion types. However, performance can be improved further by extending the lexicon vocabulary. To detect emotions from human speech, Davletcharova et al. (2016) implemented different speech recognition classifiers by employing various speech features, such as peak to peak distance. A dataset comprising of 30 different subjects was used, and better accuracy was achieved with respect to baseline methods. Socher et al. (2013) proposed a deep learning module for classifying the sentences at a fine-grand level over a treebank corpus. For this purpose, the recursive Neural Network module is designed using training and testing data set. An accuracy of 80 to 85% is achieved as compared to the baseline method. Jiang and Qi (2016) presented a chines emotion detection system for classifying user's emotions from online product reviews. For this purpose, an enhanced OCC-OR emotion model is used by selecting six emotion categories. The model is evaluated using different machine learning and natural learning techniques. The findings demonstrate the effectiveness of the proposed system. Poria et al. (2016) proposed a convolutional learning technique for extracting emotions from multimedia content including audio video and text. An activation function is applied inside the inner layer and a performance improvement of above 80% was achieved with respect to comparing method. Albornoz et al. (2012) proposed a concept-based emotion detection framework for classifying polarity for reputation. Different machine learning algorithms, including logistic regression and random forest, are used in Weka platform. However, the inclusion of subjectivity classification can improve the performance of the system. Gao & Ai (2009) focused on the face gender classification using a multiethnic environment.in the literature AdaBoost was found very effective in accuracy and speed. Probabilistic bosting tree method was used. By experiment on snapshot and consumer images, PBT was found better than real AdaBoost methods. Winarsih and Supriyanto(2016) evaluated the performance of different Machine Learning classifiers such as KNN, SVM, NB, and minimal optimization for emotion classification from Indonesian text. Different pre-processing steps such as tokenization, stop word removal stemming and case conversion are applied. Experiments are conducted using 10-fold cross-validation and result depict that the minimal optimization technology (SVM-SMO) performed better than the comparing methods. Veenendaal et al. (2014) focused on the natural group emotion detection in indoor lighting. Emotional thinking has a side effect on memory and judgment. Edge detection was used with a Mesh superimposition to extract the features. Rachman et al. (2016) developed an automatic emotion corpus using WordNet Effect for classifying emotions and affective norms for English words. Latent Dirichlet Allocation (LDA) technique is used for automatic expansion of the proposed corpus. Improved results are obtained with respect to comparing methods.
Material and Methodology
The proposed methodology includes the following models: (i) data collection, (ii) preprocessing, (iii) Applying different machine learning classifiers, and (iv) Comparison of different classifiers for emotion classification. Fig. 1 shows the overall working of the proposed system. 
Data collection
A Publically available emotion-related data set, namely "ISEAR" (ISEAR, 2018) , is used to conduct the experiments. The dataset is comprised of 2273 reviews. The sentences are annotated into Joy (1094), Fear (1095), Sadness (1096) Shame (1096), and Guilt (1096) emotions ("ideally divided into 5 classes"). We stored dataset into an MS Excel file and then converted into CSV files for conducting experiments. Table 1 shows the detail of the acquired dataset. (1096) Guilt (1096) 3.2 Pre-processing Different pre-processing tasks are carried out on the acquired dataset.
Tokenization
Tokenization breaks the sentence into small tokens using Python-based NLTK tokenizer.
Stop Word Removal
Different Stop words such as "a", "the", "am", etc. are eliminated using a predefined list implemented in python-based platform.
The pseudocode steps of the pre-processing module are presented in Algorithm 1 and the implementation code is shown in Appendix 
Applying Machine Learning Classifiers
In the next step, the input text is made an input to the different machine learning classifiers to get it classified into different emotion classes (joy, fear, sadness, shame, guilt). For this purpose, we implemented different supervised learning classifiers such as Naïve Bayesian (Danisman and Alpkocak, 2008) , Decision Tree, KNN (K Nearest Neighbour), Support Vector Machine, and Naïve Bayesian (Danisman and Alpkocak, 2008) using NLTK-based python framework (Loper and Bird, 2002) .
Feature Engineering
To apply different machine learning algorithms, we used different feature selection steps, namely (i) counter vector creation, and (ii) tf x idf calculation. Count Vector creation: The count vector, also called vocabulary-of-words is a popular encoding scheme to a constitute word vector for a given document (Jason Brownlee, 2017) . 
Splitting dataset into Train and Test
The dataset acquired is dissected into training (80%) and testing (20%) chunks. A set of reviews with respect to training and testing sets are shown in Table 2 and Table 3 respectively. In the following sub-sections, different machine learning classifiers used in this study, are summarized.
Naïve Bayes
The Naïve Bayes (N.B) machine learning technique is based on the Bayes theorem, belonging to a family of probabilistic classifiers (Liu B, 2002) . The features and attributes used are self-reliant from each other, forming a naïve assumption. It is formulated as follows:
(1)
Random Forest
Random Forest (RF) technique is one of the frequently applied ML algorithm, based on the findings acquired from decision tree generated during training (Liu B, 2002) . The output of the forest is the focused output from each decision tree. Mathematical representation is presented as follows:
Let D = {(x1y1………….xnyn)} Where xi is prediction and yi is target variable h = {hi(x)……………hk (x)} Where h is ensemble of classifier, hk (x) is a decision tree f(x) = f[{hk (x)}] Where x is input, and each tree cash a vote for the most popular class at input x, and the class with most votes wins.
Support Vector Machine
The Support Vector Machine (SVM) is based on the binary and multi-classification, classifying all the text into different emotion categories. In order to classify the text into different emotion classes (joy, fear, sadness, shame, guilt), SVM finds the maximum margin hyperplane, mathematically, it is formulated as follows: Eq. 1 for an example. The number should be aligned to the right margin.
Logistic Regression
The Logistic Regression (LR) performs the classification of text into multiple emotion types using training and testing sets (Varathan et al. 2017) . It is predicted that to which emotion class/tag, the text belongs (Algorithm 4). The LR is the fast prediction algorithm. Its mathematical formulation is presented as follows: Eq. 1 for an example. The number should be aligned to the right margin.
Where b0 is the bias (intercept), and X is the input vector, b is the coefficient of input. Updating (coefficient value) b= b+ × (y-prediction) × prediction × (1-prediction) ×X Where is learning rate, Y target variable, X input prediction Output having maximum probability will be selected as prediction. 
K-Nearest Neighbor
The K-Nearest Neighbor (KNN) model performs both classification and regression, based on instance-driven learning. In the emotion classification work, the KNN uses majority voting of its neighbors for tagging the text with particular emotion category. It is formulated as follows: 
9 The Complete Algorithm
The pseudocode steps of the proposed system, are presented in Algorithm 6 and the implementation code is shown in Appendix Table A.
Algorithm 6: Pseudocode of the Proposed System Input:
set of sentences in ISEAR dataset saved in excel workbook Output:
Text classified into Emotion category Emotion Category:
["Joy", "Fear", "Sadness", "Shame", "Guilt"] ML-Classifiers:
["SVM", "NB", "KNN", "XGboost","SGD classifier", "Random forest", " (y-test, prediction) to CF #performance evaluation using precision, recall, F-Measure Output_emotion classification -report (y-text, prediction, emotion_ category) Return (Output_emotion)
Comparison of different Classifiers for Emotion Classification
After applying the aforementioned classifiers for emotion detection in the text, we have applied different performance evaluation measures like Precision, Recall and F-measure (Quan & Ren, 2010) . The obtained results are presented in section 4 "Results and Discussion". The pseudocode steps of the performance evaluation of the different classifiers are presented in Algorithm 7 and the implementation code is shown in Appendix Table A. 
Results and Discussion
To evaluate the performance of the proposed system with respect to emotion classification, various evaluation measures including accuracy, precision, recall, and F measure are employed. In the rest of the sub-sections, we try to answer the posed research questions by analyzing the findings of the conducted experiments.
RQ1: How to recognize and classify text-based emotions by applying M.L classifier?
To answer this research question different supervised Machine learning classifier such as SVM, Random Forest, Naïve Bayesian, Logistics, KNN, XG boost, stochastic gradient, and BPN, are implemented using Python and Jupiter notebook (Ragan-Kelley et al. 2014) . For this purpose, the acquired dataset is divided into training (80%) and testing (20%) blocks. The basic aim of the aforementioned classifiers is to predict appropriate emotion labels, namely Joy, Fear, Sadness, Shame, and Guilt.
Classifier with best Performance
Results shown in Table 5 show that logistic regression performed well with respect to accuracy (avg) (66.58%), recall (avg) (0.67), and precision (avg)(67), as compared to other classifiers. As far as F1-score (avg) (66%) is concerned, both logistic regression, as well as SGD classifier, performed well.
Classifier with worst performance
Results presented in Table 6 show that the K Nearest Neighbour (KNN) produced lowest performance in terms of precision (avg) (0.58), recall (avg) (0.58), f1 score (avg) (0.57), and accuracy (avg) (57.81%).
RQ2: What is the accuracy of different M.L classifiers with respect to different emotion signals?
To answer this research question, we conducted a number of experiments to evaluate the performance of different supervised machine learning classifiers with respect to emotion classification. These experiments were conducted on a PC with an Intel Core i5-2450M processor with a 3.0-GHz clock speed. The times show the average amount of CPU time used to classify instances (750) in the dataset.
Experiment#1
Experiment#1 is conducted to evaluate the performance of Support Vector Machine (SVM) with respect to emotion classification. The performance evaluation results in emotion classification using SVM in Table 4 . The results depict that the SVM classifier achieved the best performance with respect to F measure (77%) precision (76%) and Recall (77%) for "joy" emotion tag. The SVM classifier produced the best recall and F1-score results of (77%) for "Joy" emotion tag and overall accuracy of 64.66%. The CPU time (speed) of SVM classifier is also reported (2.43). 
Experiment#2
Experiment#2 is conducted to evaluate the performance of Logistics regression with respect to emotion classification. The performance evaluation results for emotion classification using Logistics regression, are presented in Table 5 the results depict that the Logistic regression classifier achieved the best performance with respect to Fmeasure (76%) for "joy" emotion tag, and recall (83%) for "Joy" emotion tag. Similarly, a precision of 73% is attained for "sadness" emotion tags and overall accuracy of 66.58%. The CPU time (speed) of Logistics Regression classifier is also reported (4.11). 
Experiment#3
Experiment#3 is conducted to evaluate the performance of KNN with respect to emotion classification. The performance evaluation results of emotion classification using KNN are shown in Table 6 The results depict that the KNN classifier achieved the best performance with respect to precision (66%), F-measure (67%) recall of 68% for "Joy" and "sadness" emotion tags and overall accuracy of 57.81%. The CPU time (speed) of KNN classifier is also reported (19.45). 
Experiment#4
Experiment#4 is conducted to evaluate the performance of Naïve Bayesian (N.B) with respect to emotion classification. The performance evaluation results for emotion classification using Naïve Bayesian (N.B), are shown in Table 7 The results depict that the Naïve Bayesian (N.B) classifier achieved the best performance with respect to precision (76%) for "sadness" category, F-measure (73%) for "Joy" category, and a recall of (0.75) for "Joy" emotion tag and overall accuracy of 63.6%. The CPU time (speed) of NB classifier is also reported (13.43). 
Experiment#5
Experiment#5 is conducted to evaluate the performance of Random forest RF (200) with respect to emotion classification. The performance evaluation results of emotion classification using Random forest RF are shown in Table 8 The results depict that the Random forest RF (200) classifier achieved the best performance with respect to precision (69%) for "sadness" emotion category, F measure (71%) and a recall of 76% for "Joy" emotion tags and overall accuracy of 64.02%. The CPU time (speed) of RF classifier is also reported (7.61). 
Experiment#6
Experiment#6 is conducted to evaluate the performance of the XG Boost (extreme gradient boosting) with respect to emotion classification. The performance evaluation results of emotion classification using XG Boost (extreme gradient boosting) are shown in Table 9 . The results depict that the XG Boost (extreme gradient boosting) classifier achieved the best performance with respect to precision (66%) for "Joy", "sadness" and "shame" emotion tags, and F measure (66%) for "joy" and "sadness" emotion tags, whereas a recall of 66% is attained for "Joy" emotion tag and overall accuracy of 58.54%. The CPU time (speed) of XG Boost classifier is also reported (2.01). 
Experiment#7
Experiment#7 is conducted to evaluate the performance of SGD Classifier (Stochastic gradient) with respect to emotion classification. The performance evaluation results of emotion classification using SGD Classifier (Stochastic gradient) are shown in Table 10 . The results depict that the SGD Classifier (Stochastic gradient) classifier achieved the best performance with respect to precision (75%) for "sadness" emotion tag, F measure (75%) and recall of 77% is attained for "Joy" emotion tag and overall accuracy of 65.57%. The CPU time (speed) of SGD classifier is also reported (6.11). 
Experiment#8
Experiment#8 is conducted to evaluate the performance of BPN Classifier (Back Propagation Neural) model with respect to emotion classification. The performance evaluation results of emotion classification using BPN Classifier are shown in Table 11 . The results depict that the BPN Classifier achieved the best performance with respect to precision (72%) for "guilt" emotion tag, F measure (73%) and recall of 75% is attained for "Joy" emotion tag and overall accuracy of 71.27%. The CPU time (speed) of BPN classifier is also reported (3.29). Recommendation On the basis of results presented in Table 12 , it is recommended that Back Propagation Neural Classifier (BPN) and logistic regression classifier have produced best results for the detection of different emotion categories (Joy, Fear, Sadness, Shame, and Guilt) from the text.
Comparison with similar studies
We evaluated the performance of the "Logistic Regression" Classifier, which exhibited better results in this work, with other similar studies conducted on for emotion classification. Table 13 shows the performance evaluation results. It is clear that the Logistic Regression (proposed work) performed better than the similar studies methods in terms of different evaluation measures such as accuracy, precision, recall, and f-score. 
