Abstract-This paper studies the problems of precoding designs to achieve the energy efficiency (EE) in the uplink heterogeneous networks in which the multiple small cells are deployed in a macro-cell. We consider two design problems which maximize either the total system energy efficiency (SEE) or the minimum energy efficiency (MinEE) among users subject to the transmit power constraints at each user and interference constraints caused to the macro base station. Since the optimization problems are non-convex fractional programming in matrix variables, it cannot be straightforward to obtain the optimal solutions. To tackle with the non-convexity challenges of the design problems, we adopt the relationships between the minimum mean square error (MMSE) and achievable data rate to recast the EE problems into ones more amenable. Then, we employ the block coordinate ascent (BCA) and the Dinkelbach methods to develop efficient iterative algorithms in which the closed form solutions are obtained or the semi-definite programming (SDP) problems are solved at each iteration. Simulation results are provided to investigate the EE performance of the EE optimization as compared to those of the spectral efficiency (SE) optimization.
Introduction
T HE recent studies show that the mobile traffic will reach 16.3 Gb/month/person in 2020 [1] . In addition, the fifth generation (5G) of wireless communications is expected to meet the requirements of the ultra high data rate services. One of potential solutions to fulfill these requirements is to reduce the cell size and increase the spectral efficiency (SE) by deploying more small cells. The deployment of the various small cells, namely pico, micro and femto cells in a coverage of macro cells results in heterogeneous networks (HetNets) [2] . The coexistence of various cells operating in the same frequency band can cause severe interference in the network which limits the overall system performance. There have been extensive studies on how to mitigate interference and improve the spectral efficiency (SE) in HetNets [3] - [5] . In [3] , the authors developed an interference alignment (IA) approach to cope with interference in the uplink HetNets. The authors in [5] proposed IA based on a game-theoretic approach to mitigate interference and improve the SE of HetNets. Alternatively, reference [4] introduced the power allocation algorithm using stackelberg game to maximize the SE of the uplink HetNets.
In addition, the continuous growth of high data rate transmission and ubiquitous access demand of wireless communication networks can result in negative effects on energy consumption and greenhouse gas emission [6] . Thus, the energy efficiency (EE), which is defined as transmitted information bits in unit frequency and energy (bits/Hz/Joule), has recently become an crucial performance metric in wireless communication designs; see, e.g., [7] - [10] and references therein. EE transmission strategies have been studied in various wireless system models. Paper [8] investigated the EE in fullduplex interference channels. References [9] , [11] , [12] considered EE optimization in multicell network by using block coordinate descent (BCD) and sequential convex approximation (SCA) algorithms. The issues of EE optimization in HetNets investigated in [13] - [15] . By utilizing small cells in HetNets, the distance from users to base stations will be significantly reduced and, thus, the data rate and the efficiency of transmit power consumption can be improved [13] . In HetNets, the design of transmission strategies for EE optimization is highly complicated due to the existence of mutual interference among users. In addition, the small cell deployment increases interference among users in cells not only in the same tier but also in different tiers. Reference [7] considered the power allocation algorithm to maximize the EE in multiple-input multiple-output (MIMO) interference channels. The authors in [10] considered the EE optimization in single cell broadcast channels. In [16] , the EE in coordinated multi-point HetNets in which the base stations jointly process the signals transmitted to all users was considered.
In this paper, we study precoding designs at users to maximize the EE for uplink MIMO HetNets. The EE optimization does not reduce wasteful power consumption but also prolong the power-constrained mobile lifetime. Our design problems investigate two different objectives, namely the system EE (SEE) maximization and the the minimum EE maximization. The former problem aims at maximizing the total EE in the network while the latter one aims at balancing the EE among users. The considered HetNets are assumed to operate as the cognitive radio transmission strategies [4] in which the signals transmitted from small cell users should not cause harmful interference to the macro-cell signals. In addition to transmit power constraints, the interference constraints to the macro-base station (MBS) will be involved. The resulting EE optimization problems are non-convex fractional programming and, therefore, it is highly complicated to obtain the optimal solutions. Inspired by the works of [11] , [17] , we invoke the relationship between the user rate with the minimum mean square error (MMSE) to recast the optimization problems into ones more amenable. By introducing the auxiliary variables, the reformulated problems are not jointly convex with all variables but they are convex in each block variables for the other variables fixed. Then, we employ the block coordinate ascent (BCA) method to derive efficient iterative algorithms in which the closedform expressions are found or the low-complexity semidefinite programming (SDP) problems are solved. The numerical simulations are carried to verify the convergence of the EE optimization algorithms and to evaluate the EE performance of the considered algorithms as compared to the spectral efficiency (SE) optimization counterparts. By numerical simulations, we also investigate the impacts of the various allowable interference levels on the EE performance.
The rest of the paper is organized as follows. Section 2 describes the system model of an uplink HetNet and introduces the mathematical formulation for signal processing at transceivers. Section 3 formulates the precoder design problem for the network EE maximization and introduces an iterative algorithm based on the BCA and Dinkelbach methods. Then, Section 4 presents an iterative algorithm for the precoder designs using the minimum EE as a performance metric. Section 5 provides simulation results to evaluate the effectiveness of the algorithms. Finally, the concluding remarks are presented in Section 6.
Notations: Matrices and vectors are respectively represented by bold uppercase and lowercase letters. I is an identity matrix with appropriate dimension. E(.), (·) H , · , |.|, and ⊗ are the expectation, conjugate transposition, trace, determinant and Kronecker product operations, respectively. vec(X) is an operation which stacks the columns of matrix X into a column vector. A complex Gaussian random vector x with mean x and covariance R x is denoted by x ∼ CN (x, R x ).
System Model
Consider an uplink transmission in a MIMO wireless HetNet as illustrated in Fig. 1 in which there are K small cells deployed in the same coverage with the macro cell. For a given frequency channel, each user per cell transmits its signal to its associated base station, i.e., there are K users transmitting in the same frequency band. Note that such a system model is typically considered in the models of HetNets; see, e.g., [4] , [5] . The MBS is denoted as BS 0 while the SBSs and small cell users are respectively denoted by BS k and UE k, for k ∈ K = {1, 2, . . . , K}. The MBS is equipped with N 0 receive antennas while SBS k is equipped N k antennas. UE k equipped with
N0×M k is the channel matrix from UE k to the MBS. Then, the received signals at the MBS, y 0 ∈ C N0×1 , and SBS k, y k ∈ C N k ×1 , can be expressed as
(1)
where
is the transmit precoding matrix of UE k, and n k ∼ CN (0, σ 2 k I) is additive white Gaussian noise at BS k. Without loss of generality, we assume that E(s k s H k ) = I d k . Then, the transmit power constraint at each UE is given by
where P t k is the power budget of UE k. Applying the linear power consumption model as in [6] , the total power consumption at UE k can be computed by
where P c k is static power consumption and ρ k is a power amplifier inefficiency. In this system, we consider the users in HetNets operating as cognitive radio networks as studied in [4] . More specifically, the transmitted signals from the small cell users should not cause harmful interference to the desired signals of the macro-cell users. Thus, from Eq. (1) interference from each small user to the MBS and total interference from all UEs should be respectively constrained as
where γ k and γ are maximum allowable interference of each UE and all UEs to the MBS, respectively. From (2), by treating interference as noise, the achievable rate of UE k can be given by
is an interference plus noise correlation matrix at UE k. To decode the desired signals, each BS applies a linear receive filter matrix U k ∈ C N k ×d k to the received signal vector y k to obtain
The mean squared error (MSE) matrix for UE k is given by
Then, the optimal receive matrix U k which minimizes the MSE can be obtained by [18] 
Plugging this U opt k into the MSE matrix (9) and using the Woodbury matrix identity [18] yields
which results in
This establishes the relationship between the achievable rate with the MMSE of user k.
System Energy Efficiency Maximization
This section aims at designing the precoders to maximize the overall network EE. The SEE is defined as the ratio of sum rate to overall power consumption [13] 
Our design problem is formulated as an optimization problem in which the objective is to maximize the SEE subject to the transmit power constraints at each user and interference constraints caused to the MBS. The design of interest is mathematically formulated as
It can be shown that the sum rate is not a concave function and, thus, problem (14) is not a concave-convex fractional programming. Therefore, the Dinkelbach algorithm in [19] cannot be directly applied. To make problem (14) more amenable, we employ the relationship between the MMSE and achievable rate by the following Lemma [11] , [17] Lemma 1. With the MSE matrix given in (9) and an auxiliary matrix variable
Proof. The proof straightforwardly follows the results in [11] , [17] .
Using Lemma 1, problem (14) can be equivalently reformulated as
Note that the numerator of the objective function in (16) is still not jointly concave in all variables {W k , F k , U k } but is concave with respect to one set of variables while the others are fixed. This motivates us to apply the BCA method to solve (16) . First, by fixing the other variables, finding U k to maximize the objective function in (16) is equivalent to minimizing the MSE and, thus, optimal receive filters can be found from (10) . For fixed variables (16) is a convex optimization with variable W k . Thus, using the first order optimality condition, the optimal solution of W k can be found by
For fixed variables {W k , U k }, it can be observed that the objective function in (16) is a concaveconvex fractional function with respect to variable F k . Thus, we use the Dinkelbach approach to find precoder F k . By introducing a parameter λ and
Then, it can be rewritten as
where we have defined
(20) It can be observed that problem (19) is convex with respect to the precoder design variables F k . To solve problem (19) efficiently, we represent problem (19) into SDP by using the Schur complement [20] . Let us define the following
and
Then, problem (19) can be recast into
. The SDP problem (24) can be efficiently solved by available convex solvers, for example, CVX [21] . By using the Dinkelbach algorithm, the optimal solution F opt k to (24) is also that of (16) 
opt ) = 0. Thus, the detailed BCA algorithm to solve problem (14) can be summarized in Algorithm 1.
Algorithm 1 : Iterative algorithm for SEE maximization
Initialize: Set n = 0 and generate feasible precoding matrices
using (10) and (17), respectively.
It is worth noting that in Algorithm 1 the objective function is non-decreasing through iterations and the constraints of transmit power and interference result in the finite upper bound of the objective function. Thus, the convergence of Algorithm 1 is guaranteed. In addition, Algorithm 1 is computationally efficient since its computational complexity is mainly those of the computation of linear MMSE receivers and those of solving the SDP problems.
Minimum Energy Efficiency Maximization
The SEE maximization in Section 3 can achieve high EE for the network while it can make some users having higher EE than the others. To achieve EE performance fairness among users, we investigate the max-min EE [11] . The EE of user k is defined as
We focus on designing the optimal precoders to maximize the minimum EE among users. The design of interest can be formulated as an optimization problem
Similar to our discussion in Section 3, problem (26) is also a non-convex fractional programming problem. Using the relationship between data rate R k and the MMSE in Lemma 1, problem (26) can be rewritten as
By applying the BCA method, the optimal receive filter U k can be obtained from (10) for fixed variables {F k , W k } . For fixed variables {F k , U k }, the optimal solution of W k can be found from (17). For fixed variable {W k , U k }, we use the Dinkelbach approach to find the precoders F k . Then, problem (27) can be rewritten as
It is noted that similar to the discussions in [11] , [22] , Algorithm 2 is guaranteed to be converged. In each iteration in Algorithm 2, the solutions are obtained either in closed-form expressions or by solving SDP, and, thus, Algorithm 2 is computationally efficient.
Simulation Results
In this section, we evaluate the effectiveness of our algorithms in terms of EE performance via numerical simulation results. In simulations, the considered systems consist of four small cells in the coverage of a macro cell. The radius of the macro cell is 500 m while those of small cells are 40 m. We assume that small cell users are randomly placed with their distances to the SBSs not less than 30 cm. All system parameters are listed in Table 1 [12], [13] . All users and BSs are equipped with 4 antennas and transmit 4 data streams, i.e., N k = M k = d k = 4. The Rayleigh channels are generated with the path loss given in Table 1 . We set the noise variance σ 2 k = −76 dBm and the circuit power consumption as P c k = 0.5 W [15] and the power amplifier inefficiency ρ k = 1 for k ∈ K. The transmit power budget of all UEs are assumed to be equal P t k = P t . The simulation results are averaged over 100 Monte Carlo runs with random locations of users. Example 1: In this example, we investigate the convergence of iterative Algorithms 1 and 2 for a random channel realization. The required interference of each UE and all UEs to MBS is set to γ k = −46 dBm and γ = −41 dBm. Fig. 2 and Fig. 3 depict the convergence rate of Algorithm 1 for the SEE maximization and Algorithm 2 for max-min EE under different values of P t , respectively. It can be observed that the objectives are not decreasing over iterations and they are converged in less than 50 iterations. The results from Fig. 2 and Fig. 3 also verify that the higher achievable EE can be obtained for higher budget transmit power. Next, we compare the achievable EE by Algorithms 1 and 2 for EE optimization with those obtained by the SE maximization approaches. Fig. 4 plots the SEE obtained by Algorithm 1 and those achieved by the sum-rate maximization (spectral efficiency) algorithm [17] while Fig. 5 plots the minimum EE achieved from Algorithm 2 and those obtained by the max-min rate. It can be seen from Figs. 4 and 5 that the EE optimization methods offer higher EE than those of the counterparts of the SE optimization when the budget transmit power is higher than a certain level. In addition, in EE optimization strategies, the EE remains unchanged at high transmit power budget. These results can be explained that when the transmit power budget increases to a certain level, the EE optimization strategies only use a portion of the transmit power budget which can offer the maximum EE rather than all transmit power budget. To investigate the tradeoffs between the EE and SE, we provide the achievable rate comparison between the EE maximization approaches and the SE maximization methods. Fig. 6 illustrates the achievable sum rate of the SEE maximization of Algorithm 1 as compared to the sum rate maximization method while Fig. 7 plots the minimum achievable rate of the max-min EE of Algorithm 2 in comparison with that of the max-min rate method. We can see that when the budget transmit power is high, the EE optimization strategies reduce the transmission rate since in this region of transmit power, the power consumption is not efficiency, i.e., the usage of power higher than a certain level can reduce the EE.
Example 2: This example examines the impacts of the allowable interference at the MBS on the EE. We set the same maximum allowable interference γ k =γ which each user can cause to the MBS and the total allowable interference γ = 0.75Kγ. Figs. 8 and 9 illustrate the SEE and minimum EE for different allowable interference thresholds. As expected, there is a tradeoff between the EE of the small cells and interference to the MBS. The EE of the small cells can increase for higher allowable interference thresholds however the performance of MBS will reduce due to higher interference power. 
Conclusion
In this paper, we have studied precoding designs to maximize two performance metrics, namely the SEE and minimum EE among users in multi-cell HetNets under transmit power constraints at users and allowable interference constraints at the MBS. To deal with the mathematical challenges associated with the nonconvex fractional programming, we exploit the relationship between the achievable rate and MMSE to transform the design problems into ones more amenable. Then, we apply the BCA algorithm and Dinkelbachtype algorithm to iteratively solve the optimization problems. The simulation results have demonstrated the fast convergence of the iterative algorithms. The EE optimization algorithms offer the superior EE performance as compared to the sum rate or minimum rate maximization approaches for high transmit power budgets. The simulation results have also provided useful insight into the EE for various transmit power levels.
