In this paper, the efficiency of various MIMO detectors was analyzed from the perspective of highly correlated channels, where MIMO systems have a lack of performance, besides in some cases an increasing complexity. Considering this hard, but a useful scenario, various MIMO detection schemes were accurately evaluated concerning complexity and bit error rate (BER) performance. Specifically, successive interference cancellation (SIC), lattice reduction (LR) and the combination of them were associated with conventional linear MIMO detection techniques. To demonstrate effectiveness, a wide range of the number of antennas and modulation formats have been considered aiming to verify the potential of such MIMO detection techniques according to their performance-complexity trade-off. We have also studied the correlation effect when both transmit and receiver sides are equipped with uniform linear array (ULA) and uniform planar array (UPA) antenna configurations. The performance of different detectors is carefully compared when both antenna array configurations are deployed considering a different number of antennas and modulation order, especially under near-massive MIMO condition. We have also discussed the relationship between the array factor (AF) and the BER performance of both antenna array structures.
INTRODUCTION
The Multiple-Input Multiple-Output systems are recognized by the capacity to provide significant spectral efficiency and/or performance enhancements on wireless communication systems by the use of multiple antennas at both transmitter and receiver sides. In spatial multiplexing gain mode, the deployment of simultaneously transmit data streams through multiple antennas were developed to enhance the spectral efficiency at the cost of increasing data detection complexity at the receiver side 1 . The V-Blast architecture, proposed in the pioneer work 2 , was able to exploit the communication channel capacity, providing spatial multiplexing gain and high data rates, which inspired so many works into multiple antenna systems. This spacial multiplexing gain on MIMO systems is achieved by dividing the total transmitted power over the antennas, taking advantage of the multi-path diversity to achieve a great array gain, in other words, more bits per second per Hertz of bandwidth are transmitted. Moreover, with MIMO systems, improvements can be considered on the transmitted energy efficiency, data rates and/or symbol error rates, being defined by the antennas disposal at array configuration and the transmission-detection techniques applied. In project meanings, it is necessary to balance these improvements with the available resources in the systems, this procedure is crucial, since energy and spectrum are a scarce resource. Thereby, the purpose is to provide solutions attaining to a performance improvement under a low or moderate complexity constraint. Hence, the goal of this work consists in study MIMO architectures equipped with low or moderate complexity detectors, keeping appropriate BER performance under full diversity condition. Moreover, linear MIMO detectors and their combinations with sub-optimal equalization techniques like ordering , interference cancellation (SIC) and LR were studied in terms of performance-complexity trade-off.
Another relevant consideration in our work is the correlated fading channels; as currently the physical size of communication devices are being greatly reduced, the space to accommodate the antennas in those device is reducing as well. In realistic MIMO systems, operating under ultra high frequency (UHF) ranges, the desired antenna element spacing to provide an uncorrelated channel state is reasonably great. Moreover, MIMO systems equipped with a great number of antennas, and exploit the maximum multiplexing gain (or even the maximum diversity gain) is a project challenge. Thereby, it is easy to conclude that a correlated MIMO channel scenario will cause degradation effects on the performance, as well as the achievable rates; and in practical conditions this will result in more transmitting power needed. Hence, efficient MIMO detectors operating under proper BER performance and transmit power limits, which is directly connected to the SNR, are of great interest. ULA and UPA, under different correlated channels and system scenarios; second, BER performance impact analysis when ULA and UPA correlated MIMO channels are deployed considering the array factor (AF) of each structure and its impact over the overall system performance.
The reminder of this paper is organized as follows. The spatial correlated MIMO channel modeling considering linear and planar antenna arrays are is discussed in Section 2. Section 3 revisits several well-known effective sub-optimum MIMO detectors, with the perspective to evaluate their performance under correlated channel with increasing number of antennas and different modulation orders. Section 4 analyses the improvements and drawbacks of a collection of MIMO detectors operating under adverse scenarios in terms of channel correlation and antenna array configurations. Important complexity issues are addressed in Section 5. Finally, Section 6 offers the conclusion remarks.
SYSTEM MODEL
Considering a point-to-point MIMO system composed by transmit antennas and receive antennas, where the transmitted data is demultiplexed over the transmit antennas. A MIMO system topology is depicted in Fig.1 x n R s 1 s n T
FIGURE 1 MIMO System with Spacial Multiplexing
The model is considered under an overdetermined MIMO system, i.e., ≥ , working in spatial multiplexing mode. A classical problem in MIMO systems consists in reliably detect the transmitted symbol, despite the channel's distortion and noise 12 . Thereby, the received signal can be described by:
where ×1 symbols are transmitted through a channel which gain is represented by × and additive noise ×1 . Each element of matrix represents the channel gain for a selected path and these gains are known at the receiver. The column-vector ×1 represents the received signal vector, formed by the symbols after passing through the channel.
It is also assumed that the noise vector , are samples of additive noise represented as circularly-symmetric Gaussian distribution, ∼  {0, 2 }, with variance 2 . An alternative way to represent the noise statistics is through the covariance matrix
In order to achieve better spectral efficiency and performance we will consider a M-QAM modulation, where the symbols are denoted by a complex number limited to ± √ − 1 , in the real and imaginary part 11, 13, 14 .
The structure of the complex set is represented by
For such modulation format, the average symbol energy is given by:
Also, it will be adopted Gray coded symbols, where adjacent symbols differ only one bit, which minimize the BER performance.
Furthermore, the channel model will be kept simple, however substantially adequate to the proposed systems. Specifically it is used a MIMO channel under Rayleigh fading and under the effect of spatial correlation between antennas. The Rayleigh fading is modeled as two random variables (r.v.) that follows circular complex Gaussian distribution, with zero-mean and unitary variance, i.e., ℎ ∼  {0, 1}, whose magnitude is represented by a Rayleigh r.v., while the phase is represented by a uniform distributed r.v. 15 . Furthermore, it is worth noting that the Rayleigh fading model is valid for environments that are rich in scattering, i.e., highly urbanized environments or with great number of obstacles. It means that the signal do not have a prevalence path, i.e., non-line-of-sight (NLOS) channels 16 .
Correlated MIMO Rayleigh-Fading Channels
This section discusses the MIMO channel correlation among different antenna structures. As we have already defined the channel basic characteristics, the next step is to evaluate the correlation effect and how to model it. The space for the accommodation of antennas elements in wireless systems is in many cases limited. Thus, the correlation of antennas appears as an aggravating fact in MIMO systems, and especially in large-scale MIMO systems. As the correlation between antennas increase, the channel between them gets more similar to each other and this is caused by decreasing the distance between antennas. Generally, the channels start to present correlation when the distance between antennas is lower then a half wave length ( ∕2) 16 . With highly correlated channels, spatial diversity loss is expected and consequently, deterioration in system performance and capacity.
Commonly, the classical and simple configuration allowing us to analyze correlation for MIMO systems is the one where the distribution is organized as an uniform linear array(ULA) 18 One of the first proposed antenna array arrangement is the uniform planar array (UPA), In Fig. 3 , antenna elements are disposed in a two dimensional array. Accordingly to 19 , planar array structures supply additional variables which can be used to control and shape the pattern array. Also, providing more versatility allowing more symmetrical patterns with lower side lobes at the total radiated power pattern. Additionally, they can be used as a scan mechanism for the main beam of the antenna towards any point in space. In our work it will be considered two antenna array structures. The classic and simple ULA configuration will be taken as reference, and the UPA array, which can be identified as a promising candidate to compose the base station (BS) antenna structure in massive MIMO scenarios, will be considered as well. Those choices were made aiming to evaluate the UPA implementation impact at the BS, because theoretically the planar array structure has the potential to concentrate the downlink beamforming at the transmitter side. This characteristic can be showed through the Array Factor (AF), which is the factor by which the directivity function of an individual antenna must be multiplied to get the directivity of the entire array.
According to the antenna theory, the array factor of an ULA of elements along the -axis can be represented as 19 :
where, sin cos is the directional cosine with respect to the -axes, is the amplitude excitation factor of each element and is antenna element spacing. For simplification purposes, equation (3) can be written as:
where = ( sin cos ) and = 2 .
According to 19 , the AF in (4) can be expressed in an alternate, compact and closed form whose function and their distribution are more recognized. This is accomplished by multiplying both sides of (4) by , then we have:
Subtracting (4) from (5) reduces to
which can also be written as
and according to 19 , if we take as reference point the physical center of the array, the AF of (7) reduces to
In general lines, the array factor can be represented as a function of the number of elements, their geometrical disposal, corresponding magnitude, relative phases and element spacing. With those considerations, the AF should result in a simpler form if each element have identical amplitude, phase, and spacing related each other, which motivates a normalization in the AF expression, providing a fair comparison for different arrangements.
Substituting into (8) and considering = 1 we have the normalized version of AF for ULA, which is expressed as: 
which represents the directivity pattern of the ULA. Now if = 2 antenna elements are placed in the -axes and in the -axes, a rectangular/planar array will be formed.
Assuming again that all elements are equally spaced with intervals and in both axes, and all elements have the same amplitude excitation , the UPA array factor can be represented as:
the normalized UPA array factor can be obtained as:
where = 2 .
The gain inside the array factor of a 5×5 UPA and 25 elements ULA has been plotted in Figure 4 aiming to identify their beam pattern and normalized power distribution over the azimuth and elevation directions, which directly impact on the array gain.
Further elaboration is depicted in Fig. 4 , which is the case where the element spacing is defined as = 0.5 , and a frequency of 1GHz. The normalized beam pattern in polar coordinates and a cross section in the U-plane, where the normalized energy distribution is plotted as a function of the elevation angle variations projected onto the Cartesian plane, is also described. This coordinates projection over the Cartesian plane is known as UV mapping and it is commonly used in antenna theory, image processing and also 3D drawing. The UV mapping is a ℝ 3 to ℝ 2 projection which transform a 3D pattern on its 2D rectangular projection.
The − coordinates can be easily derived from the and angles which are respectively the azimuth and elevation angles in spherical coordinates. The relationship between these two coordinates system is simply:
the values of and satisfy the inequalities:
Fig. 4 a) and d) represent the 3D pattern in terms of normalized power for both UPA and ULA, respectively. It is simple to notice that the UPA structure presents a wider beam-width at the main lobe which provides larger beam gains that leads, at the BS, to lower transmit power and larger antenna coverage. On the other hand, the ULA power distribution is more heterogeneous presenting smaller beam-width and, a power concentration directly at the beam direction which provide a smaller coverage area with the total power transmitted. Another observed characteristic due to the UPA structure deployment, is that it provides larger side lobes when compared to the ULA side lobes, which implies in more transmit gain at the UPA side lobes benefiting the power distribution with this array structure. In order to manipulate the antenna beam pattern, especially the beam-width; there are two variables in the array structure that can modify the pattern distribution. The first is the number of antenna elements, which directly affects the beam-width, so that with increasing number of elements, the main lobe beam-width tends to become concentrated and the side lobes will suffer from higher attenuation. Another parameter impacting the beam pattern is the antenna element spacing; by decreasing the space between elements the beam-width become wider, providing higher normalized power along the array, directly impacting in less attenuation at the transmitted signal.
Thereby, the performance of MIMO systems equipped with both UPA and ULA arrays can be analyzed in a comparative meanings, aiming to determinate which is the best scenario to apply the planar array structure in comparison to the classical ULA approach. The following sections provide mathematical expressions which represent the spacial correlation function for both studied antenna array structures, also providing a comparison between the simplified version and the full geometrical correlation matrix for each structure.
Uniform Linear Array
Several MIMO channel correlation models were proposed in the last decades; one of the most important yet simple class of MIMO channel models is the one that assume independence among the correlation between transmit antennas (TX) and receive antennas (RX) (and vice versa). Hence, a spatially correlated MIMO fading channel is decently modeled by flat Rayleigh distribution and the correlation among antennas elements will be determined over the Kronecker's correlation model 18 , as follows:
where ′ ( × ) is the uncorrelated MIMO channel which is represented with independent, identically distributed (i.i.d.)
complex Gaussian with zero-mean and unitary variance, ∼  {0, 1}. The correlation matrices , ( × ) and , ( × ) denote the spatial channel correlation held among the transmitter and receiver side, respectively. Each element of those matrices are represented, in terms of a normalized correlation index , by:
Note that matrix ′ in (14) is similar to matrix . Hence, for the rest of this work we assume that the Tx and Rx antenna elements are equidistant, with identical number of antennas = = and consequently the same correlation matrix
, that is represented as:
Also note that a fully uncorrelated channel means = 0, while an entirely correlated scenario results in = 1.
Uniform Planar Array
Traditionally, the MIMO systems adopt ULA setup as the simplest and standard structure. But considering the used space limitation, the ULA setup is not suitable for large-scale antenna arrays. Hence, for massive MIMO applications the necessity to adopt a two-dimensional array structure, such as UPA, is essential. A correlation matrix for the UPA structure was proposed by 21 . In this paper a multidimensional array correlation structure is constructed for the UPA, based on a Kronecker product of two ULA correlation matrices. More specifically, considering a UPA constructed with isotropic antenna elements lying on the XY plane with and antenna elements along and coordinates, respectively, so that = ⋅ .
Moreover, we can assume an approximation in which the correlation between elements along coordinate does not depend on and is given by matrix , , and the correlation along coordinate does not depend on and is given by matrix , . The following Kronecker-type approximation of the UPA correlation matrix is proposed by 21 :
where ⊗ denotes the Kronecker product. The equation (17) indicates that the UPA correlation matrix , is the Kronecker product of two ULA correlation matrices , and , , which are Toeplitz. Therefore, according to the authors, even tough , may not be a Toeplitz matrix, its approximation (17) has a Toeplitz per block structure. According to 22 , this approximation model is reasonably accurate, allowing the usage of the well-developed theory of Toeplitz matrices for the analysis of multidimensional antenna arrays.
Geometrical Correlation Model
Another perspective to derive the correlation expression is made through the geometric properties of the problem. In 23 the UPA analytical expression was derived based on a 3D channel model. The spacial correlation function was derived in a downlink transmission, where the BS is equipped with vertical antenna elements spaced by 1 wavelengths, and ℎ horizontal antennas with 2 wavelength spacing separation, as sketched in Figure 5 .
The ( , )-th antenna element denotes the antenna in the -th row and the -th column of the UPA, so the channel from the ( , )-th element in the transmitter to the receiver is associated with the + ℎ ( − 1)-th element of , which is the channel vector related to the -th fading block. As modeled by 24 , the spacial correlation matrix ℎ for the UPA is composed by the correlation element between the ( , )-th and ( , )-th antennas, given as:
with the variables defined by:
where is the carrier wavelength, is the azimuth angle-of-departure (AoD), is the elevation AoD, while is the standard deviation of horizontal AoD, and is the standard deviation of vertical AoD. Finally, ℎ is a × matrix and [ ℎ ] ( , ),( , ) is the element at the + ( − 1)-th row and the + ℎ ( − 1)-th column.
Channel model adopted to derive the spacial correlation function. is the azimuth angle, and is the elevation angle.
Considering the above analytical expressions, it is clear that term 1 is only associated with the elevation angle, containing only ( − ) terms, while 2 , 3 and 5 are azimuth related containing only the ( − ) terms. Variables 4 , 6 and 7 have the cross term ( − )( − ), containing both elevation and azimuth correlations. However, 6 and 7 are functions of 4 . As proposed by 23 , if term 4 could be neglected, i.e, 4 = 0, the correlation term [ ℎ ] ( , ),( , ) can be written as a simple product of elevation and azimuth correlations. Therefore, if 4 = 0, the correlation matrix is separable:
where the elements of elevation correlation matrix are expressed as:
and the correlation elements in the azimuth direction are:
It is demonstrated by 23 that the Kronecker correlation model has very similar eigenvalues distribution as the correlation matrix, and thus is a good approximation for the original UPA correlation matrix.
The equation that express the ULA spacial correlation function is derived at 25 , and is defined as:
where is the distance between antenna elements. This expression is similar to the elevation correlation, [ el ] ( , ) , in the UPA structure. From the previous expressions it is easy to conclude that the ULA and UPA models provided in subsection 2.2 and 2.3, respectively, are the simplified expressions to the above geometrical models.
As we have derived the correlated channel expressions for both antenna array structures, now we will introduce several MIMO detectors that will be deployed to detect the transmitted symbols from the BS to the mobile terminal (MT) (downlink); hence, the BS antenna correlation effect plays an important role on the system capacity/reliability reduction.
MIMO DETECTION TECHNIQUES
The present section recall the commonly approaches for MIMO detectors techniques, going through the maximum-likelihood (ML), sphere decoder (SD), zero-forcing (ZF) and minimum mean squared error (MMSE). Also, it will be provided a succinct discussion over the application of two techniques applicable to the MIMO detection context, i.e., the sucessive interference cancellation (SIC) and lattice reduction (LR).
Maximum Likelihood (ML)
The ML detector perform an exhaustive search over the whole set of possibles symbols ∈  , of size , in order to decide in favor of the one that minimizes the Euclidean distance, and therefore the lowest error, between the received signal and the
It is well known that the ML detector ensures the lowest BER performance in all the spectrum of MIMO detectors, but the search complexity grows exponentially according to the number of antennas and the number of symbols. If we consider aary modulation with transmit antennas, each one transmitting a different symbol in a distinct time-slot system, the order of combinations is given by . It becomes impractical in cases where the constellation order and the number of antennas are considerably increased; for = 16 and = 8, the number of candidates becomes incredibly large, over ≈ 4 billion of candidate-symbols must be evaluated.
Sphere Decoder (SD)
Pursuing a reduction in the ML complexity, a similar approach has been proposed, namely the sphere-decoder (SD) detector, that searches only the candidates bounded in the hypersphere of radius , causing it performance to be highly related to the SNR:
If the search radius is too high, the SD complexity get close to the ML one. In contrast, if the search radius is set too small, no candidate will be chosen upon hypersphere. Moreover, in order to obtain candidate-solution points to perform the sphere detection, it is necessary rewrite the eq.(1), evaluating the QR decomposition of the channel matrix such as = .
The is evaluation will result in an orthogonal matrix , with = , and an upper triangular matrix ; considering the detection purposes those matrix have very convenient properties. The procedure is performed as follows:
Since the matrix is orthogonal, the statistical properties of the additive noise, ′ , remains unaltered and no noise increment is foreseen. Moreover, as is an upper triangular matrix it enables noise estimation for each antenna independently. Hence, the points inside the hyper-sphere can be determined layer-by-layer, starting from the last row of , by evaluating:
Considering = 1 2 3 … , the noise norm is given by:
In fact, eq. (28) shows that the noise norm is the summation of each layers noise independently. This way, the noise norm can be updated as the symbols are tested in each layer, which avoids the evaluation of the estimated noise for every symbol combination.
A beneficial feature that emerges from the structure of the detection problem in (27) is that, due to the upper triangular properties of the matrix, the tree search algorithm scan the symbol vector backwards, starting from the last antenna symbol to the first one, testing all candidates symbols recursively and independently, contrarily the ML. As this layer-by-layer procedure follows the radius restriction defined in (28) , by finishing the SD detection, the most likely symbol-vector bounded by the hypersphere of radius is the solution.
Zero-Forcing (ZF)
The Zero-Forcing detector, is a simple linear MIMO receiver, with low computational complexity. It is designed to suppress channel interference by multiplying the signal received by the Moore-Penrose pseudo-inverse of the channel matrix:
With that, the estimated signal from the detector can be determined by:
Considering a scenario without noise, the ZF detector has an identical ML performance, due to all channel interference suppression. Otherwise, in noise scenarios, ZF leads to noise enhancement. That problem inhibits the performance of the ZF algorithm due to ill-conditioned matrices i.e near to linearly dependent columns condition, which after the matrix inversion in (30) leads to enhancements in the thermal noise variance in̂ when compared to 26 .
Minimum Mean Squared Error (MMSE)
The MMSE detector can be seen as a particularly useful extension of the ZF detection, which by taking the noise and signal statistics into account the detector is able to improve the overall MIMO detection performance. The procedural difference to MMSE is that, instead of the pseudo-inverse, MMSE uses:
And the solution of the MMSE detector is:̂
In another perspective, the MMSE detection can be fulfilled as:
It is easy to note that the equation above has the same structure of (30), but the vector signal and the received vector are extended and respectively given by:
The extended matrix model is more complex than the approach given in (32) , but this model is required on successive interference cancellation (SIC) and can be used on lattice-reduction in order to achieve performance improvements 11 .
Successive Interference Cancellation (SIC)
The SIC detection technique can be performed by evaluating the QR decomposition of the matrix , which was addressed in section 3.2. An important observation is due to the fact that for ZF detectors, the QR decomposition should be executed on , while for MMSE cases, it is applied at the matrix. As we already know, the MIMO detection aided QR can be performed as
Since is an orthogonal matrix, when multiplied by the noise term, , the statistical properties of the additive noise remains unaltered. As matrix has an upper triangular structure, the -th element of̂ is completely free of inter-antenna interference, and can be used to correctly estimate the received signal after the addition of an appropriate scale of 1 , where, = 8 . Hence, the linear system can be solved upwards by:
It is important to note that each symbol must pass to the slicer before following to the interference cancellation and this step is applied at each symbol detection. The slicing is extremely important in order to provide a proper interference cancellation and attain fully detector performance. Hence, if we assume that the estimated symbol in a determined layer is correct, the further symbols can be detected as if there were no previous layers, in a simple equivalent system. However, if an error occur on the first layers, it will propagate until the end of the algorithm, resulting in performance deterioration.
Ordered Successive Interference Cancellation (OSIC)
Improvements related to the BER performance of SIC can be attained through a suitable ordering scheme 8 , preventing error propagation during interference cancellation computation. The ordering criteria have a focus to minimizing the columns norm of , which cause the detection process to start from the highest normalized power symbol to the weakest one.
The sorted decomposition can be expressed as:
where is a permutation matrix, which allows symbols reordering after executing the SIC detection. It is important to notice that the detection proceeds as a conventional SIC, which is depicted by equation (36). The only difference lay on the final step, where, by the end of the detection scheme, the reordering step is followed by multiplying the detected symbols vector with the permutation matrix.
The sorted QR decomposition (SQRD) is formalized at the pseudocode in Algorithm 1. The main difference between this algorithm and the conventional QR decomposition, lay at the lines 2 and 3 of the algorithm 1. Also, these lines do not carry out high complexity operation, causing the ordering complexity to be essentially negligible. For the rest of this work, this decomposition plus the detection scheme will be referred as ordered successive interference cancellation (OSIC).
Algorithm 1 Sorted QR decomposition 27
Input: = , = , = Output: , 1: for = 1 to do 2: Recently, Kobayashi 27 have proved that the sorted QR decomposition based on the Gram-Schimid method is unable to operate satisfactorily at high SNR regime. It was also showed that SQRD algorithm based on Gram-Schimidt's was incapable to promote the orthonormalization of matrix channel when the channel is highly correlated, which can make the matrix do not achieve the orthogonality and failing the OSIC requirements. Hence, the authors proposed a change in the norm update in the classic algorithm and numerically prove the stabilization of the OSIC in high SNR regime. Finally, the Algorithm 1 is the modified version that can achieve better BER performance in the high SNR regime, while the same performance of the classic algorithm was held in low and medium SNR regions.
Lattice Reduction (LR) aided MIMO Detector
As already mentioned, if the channel matrix has an strongly spacial correlation characteristic or even a strong line-of-sight (LOS) component, the channel matrix become ill conditioned; which disrupts the detection process and mainly deteriorates the MIMO system performance. An ill conditioned matrix causes a narrowing on the symbol decision regions, which makes the the detection more vulnerable to even the smallest amount of noise. Hence, to circumvent this problem, we aim to turn the channel matrix as near-orthogonal as possible, looking for improve the MIMO detection process with a manageable complexity increase.
The LR can be efficiently carried out through the LLL algorithm, which was proposed by Lenstra-Lenstra-Lovaz in 28 . However, for this entire work, is recommended the usage of the Algorithm 2 to ensure the complex LR, which is known to be more robust for MIMO detection, furthermore presents less computational complexity 10 . end if 13: end for 14: if where ⌊⋅⌉ represents the round operator, ×1 is an all ones column vector,̃ is the estimated symbols after a MIMO detection strategy and ′ is a constant controlled by the modulation order 29 . For transmissions schemes that uses M-QAM modulation, we set ′ = (1 + ) and for binary phase shift keying (BPSK) modulation we set ′ = 1.
LR aided Linear Equalization
When linear detectors are considered, the equalization in the LR domain can be done in the exact same way as in sections 3.3 and 3.4, the only difference occurs in the quantization. Thus, for the ZF aided LR case, the solution is given as follows:
On the other hand, for the MMSE it is recommended the usage of the extended matrix due to its better performance. 11 . Thus, the LLL will be executed over the extended channel matrix, i.e,
where is the unimodular matrix, i.e., contains only integer entries and the determinant is det = ±1.
Then, the MMSE solution in the LR domain is given as:̃ =̃ † (43) According to 8, 11 , the noise term still contaminate the symbols at the LR domain and a convenient decision scheme must be executed at the symbols in this domain.. As the LR operations consists in scaling and shifting the lattice points, it is necessary to include a re-scaling and re-shifting operations, that is given by the LR quantization in eq (40) 
PERFORMANCE ANALYSIS
Next, the simulated BER performance of the previously discussed MIMO detectors have been compared. The system analysis is performed as a data transmission from the BS, with antennas to a MT equipped with antennas, i.e, the downlink scenario.
In order to have a rightful comparison among different MIMO transmission set-ups, even when particular modulation order and number of antennas are applied, all performances will be examined under a normalized SNR in terms of bit energy ( ), as:
where is the constellation order and 0 = 2 is noise power spectral density, with been the MIMO system bandwidth.
Besides, the transmit power constraint must be adopted, with power equally distributed among the antennas.
Firstly, we consider an ULA distribution on the transmit and receive antennas, which results in the spatial correlation modeled in Section 2.1. We have considered three different arrangements of modulation order and number of antennas (modulation; We also consider an UPA distribution for both transmit and receive antennas. In this case, as the structure is considered to work within massive MIMO systems, it was considered structures with high number of antennas. The studied arrangement are listed bellow: a) (16-QAM; 8 × 8); b) (4-QAM; 64 × 64) (massive-MIMO);
Thus, three antenna-correlation scenarios has been applied: = 0, 0.5 and 0.9, which represents respectively no correlation, medium and strong correlation among antenna elements. Finally, in order of simplicity we have considered perfect knowledge of the channel gains in the receiver side, which means, the channel content is available at the receiver, but unknown at the transmitter side. Figure 6 illustrates the BER performance in a MIMO system configured with 64-QAM modulation and 4 × 4 antennas format.
We begin the analysis at low SNR regime, where all the analyzed MIMO detectors provide very similar performance. However, it is important to notice that the SD and the LR based detector can achieve full diversity, which means, in high SNR regime, where the SNR is negligible, there is a drop of 2 in the BER for every 3 [dB] increase in the SNR. As the system is based on a small antenna array, the LR-aided detectors have an excellent performance showing a narrow gap in comparison with the SD, and also their BER curve remains parallel to the SD one, which implies in same diversity order. Both ZF and MMSE detectors have similar performances in high SNR regions, this statement is verified by equations (30) and (32) , where the difference is that the noise statistics are considered at the MMSE equation. Furthermore, by the application of interference cancellation, lattice-reduction techniques or the combination of both techniques leads to a great improvement in the MIMO detection performance, which is verified at Figure 6 .
Regarding the performance impact due to antenna correlation, is expedite confirm that as the correlation index increase the BER performance degenerates. At high correlation scenario, the non-LR-aided detectors require very high SNR to operate in suitable BER levels. This SNR demand for highly correlated scenarios directly impact in the energy efficiency, leading to undesirable rates. In fact, exclusively SD and LR-based MIMO detectors enables a great transmission energy efficiency and full diversity under high antenna correlation, which results in great BER performance, as seen in Figure 6(c) .
Increasing the number of antennas, i.e. the (16-QAM; 8 × 8) case, will make the BER gap between the SD and the other MIMO detectors also to be increased, which is noticed in Figure 7 . With this arrangement, differences in BER performance are evident; the most notable performance is achieved when the MMSE detector is combined with both LR and OSIC techniques, which was the closest to the optimal. i.e = 0.9, the ZF detector completely fails in decoupling the inter-antenna interference, also the MMSE detector loses diversity, while the LR-MMSE suffers from great BER performance degradation, particularly in high SNR regime. Furthermore, despite it extremely superior performance, under high spacial correlated channels the SD MIMO detector has showed an extremely exceeding computational complexity due to the vast number of branches that the SD algorithm needs to visit in order to detect the symbols in this configuration. deployment and correlation index = 0.5. Note that with the UPA array geometry applied the correlation effect becomes more severe due to the inner geometrical problem which is related to the antenna elements position. Notice that in uncorrelated channel scenarios the BER performance achieved for both ULA and UPA arrays will be the same for any system configuration, due to the Toeplitz structure of the correlation channel matrix. Otherwise, in correlated channel scenarios, performance losses will be expected for both UPA and ULA arrays, but with higher losses in the UPA structure, due to the cross-distances within antenna elements at both and -axes of the Euclidean plane. Such arrangement leads to higher interference in the received signal, leading to noise enhancement and consequently BER performance losses. Figure 10 depicts the BER performance with the same previous configurations of modulation order and system size. The difference is that only the LR-MMSE detector is considered, in order to evaluate the performance gap between the system with different array structures. The detector choice was made based on the LR-MMSE capacity to maintain the diversity at high SNR regions, and also because the characteristic of being able to deal with correlated channels while keeping a great performance.
Spatial UPA × ULA Correlated Channels
It is expedite conclude that, at medium and high correlation index there is a tiny performance gap between the ULA and UPA, in the order of approximately 2dB, which is introduced due to the correlation matrix condition. Specifically, as there is less interference coming from the neighbor antennas in the ULA correlated channel, a slightly better BER performance is observed.
Another interesting result depicted in 10 is the approximation between the Kronecker and the geometrical correlation models.
The BER comparison were obtained for moderate correlation index, = 0.5, which is straightforward calculated under the Kronecker model and the Geometrical-based correlation model following the expressions (23) and (20) , respectively, for ULA and UPA antenna arrangements. The ula were simulated using the distance between elements = 0.5 and the other variables are set to: = 3 ∕8, = ∕8. For the UPA arrangement, the h were simulated using 1 = 2 = 0.5 and the other parameters were set to: = 3 ∕8, = ∕3 = ∕8 and = ∕6 which represents a slightly greater angular spread when compared to the one used in 23 , because as larger the angular spread, lower is the correlation index and we needed to find a moderated correlated case, lower than the used by the refereed authors.
UPA Correlated Channels under Large-Scale Configuration
The UPA structure is proposed when large antennas array structures are deployed at the base station; following this perspective, Figure 11 depicts the BER performance for a 4-QAM 64×64 antennas systems. In this arrangement the SD detector performance is not depicted due to its impractical complexity over high number of antennas. With correlation index = 0.5, all detectors tend to show greater degradation especially the LR-aided ones. This behavior can be explained due to the high size on the channel matrix, which makes more difficult to find a new orthogonal basis; as expected for high sized channel correlated matrix, the MMSE-OSIC detector presents a very similar performance of its LR-aided version. Furthermore, when the correlation index is incremented to a high correlated scenario, = 0.9, all detectors suffer large diversity losses, except for the LR-MMSE-OSIC, which, despite the high-scale scenario, compared to other detectors, is still able to achieve greater diversity under high SNR regime.
Array Gain Impact on the Performance
The last analysis in this section is related to the array factor (AF), or array gain, which directly impacts the transmission gain, that eventually will impact over the SNR. As seen in section 2.1 the array factor for both structures will vary accordingly to the number of antennas and the spacing between them. It is also verified in that section that UPA structures are able to provide much more gain over the transmit direction regarding the uniform linear array. The impact of this characteristic is completely related to the BER performance, because the greater the normalized power loss, the worse will become the BER performance.
In this perspective, it is important to emphasize that all previous BER performance results for ULA and UPA were conceived considering an array gain of 0dB, which implies that the beam gain from the BS is directed to the MT in a point-to-point MIMO link configuration. In terms of elevation and azimuth angles = 0 • and = 0 • , and in this case, only the correlation effect will impact the BER performance.
A comparative analysis on the array gain for both array structures were made based on a 5 × 5 UPA and a 25 element ULA with 0.5 element-spacing. The array gain comparison is provided in Table 1 . To do such analysis, it is necessary to compare the UV response for both array structures. Figure 12 provide the UV response for both array structures in the azimuth cut condition, which means the azimuth angle is = 0 • , leaving only the normalized power response for elevation, , variations. Remembering that the -axes follows the orthogonal projection given by equation (12), adopting = 0, = arcsin( ). The array gain feature is directly related to the normalized power distribution, and each array structure provide its own power order. Analyzing the results in Table 1 , it shows that a UPA structure provide greater gains, independently of the MT position.
The only exception occurs when = 0 • , because the BS will provide the same beam gain on the transmission for both ULA and UPA. In a MIMO point-to-point case, where the correlation effect is considered in both transmit and receiver side, the ULA structure will provide better performance in cases where the antenna beam pattern is focused on the MT. As the array gain directly impacts the SNR, and as consequence in the BER performance, cases where the antenna beam pattern is not focused directly on the MT, but in a region that has lower gain coverage, the UPA will provide better performances due to its higher gain lobe, especially under slightly deviations.
COMPLEXITY ANALYSIS
The complexity analysis of MIMO detectors is of great importance, since all MT's should operate under strong signal processing and energy consumption limitations. With the combined analysis of BER performance and complexity it is possible to attain the best trade-off among the available detectors that comply with the system requirements.
With this objective in mind, this section presents a complexity comparison of those sub-optimum MIMO detectors. The complexity of each MIMO detector was measured in terms of flops (floating point operations), counting the total number of flops needed to perform the detection of a single transmitted symbol vector. For simplicity, we have considered the flop counting for complex operations, specifically, one flop was considered for summations and three flops for complex product 8 . Furthermore, the flop counting for matrix operations were based on 30 , with the necessary modifications. Also, the SQRD complexity were based on 8 , also the complexity for the SD is determined at the study carried out in 31 .
Through these methods, Table 2 presents the complexity in terms of number of flops for each used matrix operations, including matrix multiplication, inversion, approximated LLL complexity and the QR decomposition, which are procedures deployed in several MIMO detectors, specially those detectors treated herein, Table 3 , where, = = and are the number of antennas and the M-QAM order of modulation, respectively.
The LR aided detectors have presented decent BER performance, but in complexity meaning, it may offer an increasing one at determined scenarios. Through the simulations, it was observed that the complexity of the LLL algorithm does not only When it comes to the OSIC-aided detectors, the primary source of computational effort it is the SQRD algorithm, which offers a cubic complexity order 8 . When the SQRD procedure is combined with the SIC algorithm, represented by Eq. (36), the result is an increment in the quadratic order, due to the SIC computational method. The complexity for the MMSE-OSIC in Table 3 is corroborated by that found in 14 and 9 .
Considering the LR aided detectors, the same procedure holds, but now with the addition of the LLL algorithm complexity.
Following Algorithm 2, we notice that the LR is composed by a QR decomposition and the LLL, so the LR-ZF aided detector Table   3 and Figure 13 , one can notice that the OSIC detectors are capable to offer much better complexity-performance tradeoffs when compared to the versions with the pseudo-inverse. This is caused by the fact that the SQRD leaves an upper triangular systems which demands lower complexities then the pseudo inverse. Also, ordered version is preferable over the simple SIC, since, accordingly 8 , the first one requires 2 2 − 2 flops in the overall complexity, while providing considerable performance improvements.
Moreover, Figure 13 .b) shows that the LR-aided detectors presents acceptable complexity under low or medium correlated channels; besides, full diversity is maintained in these scenarios, which turns this class of sub-optimal MIMO detectors one of the most promising in the context of this work. The SD detector can result in great complexity saving only for cases where the systems is under high SNR regime with low number of antennas and modulation order, otherwise it becomes burden (increasingly high computational complex).
CONCLUSIONS
The initial MIMO detection performance analyses carried out in this work were based on the independent identically distributed and perfect estimated channels; this opened the possibility to analyze the performance × complexity trade-off of such MIMO detectors operating under more realistic correlated channels.
Lattice reduction technique has been proved to provide great BER performance improvements of linear sub-optimum MIMO detectors. The analysis of MIMO detectors under correlated channels indicates notable advantage in terms of reduction in BER degradation for the LR-aided MIMO detector due to the ability to deal with the near orthogonality of the channel matrix , besides full diversity achieved. The LR-MMSE-OSIC MIMO detector presented the smaller degradation in terms of BER performance, even under high correlated MIMO channels. Linear detectors aided by the combination of both LR and OSIC techniques can provide a near optimum performance in some cases; however the LR aided detectors tend to present increasingly complexity when high correlated scenarios are applied, which results by the orthonormalization difficult that the LLL algorithm shows when a near singular matrix is given as input. Therefore, the LR-MMSE-OSIC have achieved the best performancecomplexity trade-off among the presented detectors.
When it comes to array structure and correlation effect, the ULA will always perform better when the antenna beam gain is focused on the MT, otherwise the UPA structure will provide greater BER performances, despite the correlation, due to its great inherent transmit power distribution pattern.
