Although procedures for assessing content validity have been widely publicized for many years, Hinkin noted that there continue to be problems with the content validity of measures used in organizational research. Anderson and Gerbing, and Schriesheim, Powers, Scandura, Gardiner, and Lankau discussed the problems associated with typical content validity assessment and presented techniques that can be used to assess the empirical distinctiveness of a set of survey items. This article reviews these techniques and presents an analysis of variance procedure that can provide a higher degree of confidence in determining item integrity and scale content validity. The utility of this technique is demonstrated by using two samples and two different measures.
Introduction
In the social sciences, a clear and comprehensive understanding of any phenomena is established in part by the psychometric quality of measures that are used for inquiry. One key indicator of quality is content validity. This type of validity, defined as the extent to which a measure's items reflect a particular theoretical content domain (Kerlinger, 1986) , is a necessary precondition for establishing evidence for construct validity. Unfortunately, although the importance of content validity has been vigorously emphasized over the last several decades (e.g., Barrett, 1972; Cook, Hepworth, Wall, & Warr, 1981; Schmitt & Klimoski, 1991) , many researchers have failed to use or document the procedures for assessing an instrument's content validity (Hinkin, 1995) . This situation is somewhat perplexing. Assessing evidence of content validity does not necessarily require complicated, cumbersome analytical analyses or huge samples. Rather, the process can be quite straightforward and provides an efficient means for establishing and interpreting the utility of any measure.
For this article, we begin by reviewing two recent pretesting approaches to content validity assessment. We argue that although these approaches have utility, they have some methodological limitations. We then present the results from two studies that utilize a third technique that provides a simple, yet direct assessment of content validity. This technique is based on an analysis of variance (ANOVA) approach and reduces the subjective decision-making requirements that are characteristic of other types of content validity/adequacy assessment. We conclude by encouraging more focused attention on the issue of content validation. Anderson and Gerbing (1991) proposed a pretesting procedure for establishing a measure's substantive validity, a type of content validity defined as the extent to which a measure is judged to be reflective of, or theoretically linked to some construct of interest. They used two indices for assessing the content validity of a measure: the substantive agreement (SA) index and the substantive validity (SV) index. The SA index reflects the proportion of respondents who assign an item to its intended construct. This index is quite similar to those used in traditional Q-sort procedures (cf., Nunnally, 1978) and the authors suggest it can be used with small sample sizes (N = 20). The SV index is an extension of Lawshe's (1975) method for assessing substantive validity. This validity index measures the extent to which respondents assign an item to its posited construct more than to any other construct. For the SV index, Anderson and Gerbing (1991) suggested that a binomial test be conducted to determine whether an item significantly assesses one construct more than it does any other. This test simply involves an assessment of the probability that an item is properly assigned to its posited construct. Anderson and Gerbing (1991) presented a two-step procedure to support the use of the SA and SV indices. The first step involved a confirmatory factor analysis of data from 379 respondents who completed a 35-item questionnaire that purportedly measured five first-order personality constructs, composed of 7 items each. Based on the factor loadings, each of the 35 items was then classified into one of four categories: high, moderate, ambiguous, or useless. These categories reflected judgments regarding the extent to which items assessed the posited construct and were used as a basis for making comparisons with the results from the subsequent substantive validity analysis. For the second step, Anderson and Gerbing administered the same 35 items to two student samples of 20 respondents each. This survey administration involved a sorting task in which the 35 items were assigned to one of five categories representing each of the proposed theoretical dimensions. All items were listed on one page of the survey, and construct labels and a one-sentence definition of each of the five dimensions appeared on a separate page. The respondents were asked to read each item and then assign it to the most applicable construct definition. Upon completion of this sorting task, respondents were given the opportunity to reclassify any item. SA and SV indices were then computed for each sample.
Anderson and Gerbing's Substantive Validity
To compare the results from the confirmatory factor analysis and the SA and SV indices, three types of analyses were conducted. First, zero-order correlations between the item factor loadings from the confirmatory factor analysis results (based on the responses to the 35-item questionnaire) and the SA and SV values from the two student samples were calculated. Second, a one-way analysis of variance (ANOVA) and follow-up t-tests were used to compare SA and SV index differences across the four categories created from the initial confirmatory factor analysis results. Finally, signal-detection matrices (Green & Swets, 1966) were computed to assess the relationship between items with significant (p ≥ .05) and nonsignificant SV (p < .05 ) values. Items judged to be retained or deleted based on SV values were correlated with those items judged to be high or moderate and ambiguous or useless, respectively, in the confirmatory factor analysis described above. In summary, the results demonstrated a high degree of convergence between the confirmatory factor analysis and the SA and SV indices. There was strong agreement between the samples on item retention and deletion, and high correlations among the indices.
Although the SA and SV indices appear to be quite relevant for establishing content validity, there are some concerns. The authors used an ipsative, or forced-choice, response format, which does not take into account the extent to which an item may correspond to a given dimension and may bias results (Mehrens&Lehman, 1978; Schriesheim, Hinkin, & Podsakoff, 1991) . The analyses of variance and follow-up t-tests were conducted using inductively derived classification categories (e.g., high, moderate, ambiguous, and useless) as the grouping (i.e., independent) variable, and not the theoretically-posited dimension. As such, no specific information was generated regarding differences or similarities among individual items and the underlying conceptual domain. Finally, the lack of significant differences among item classifications suggests a reliance on heuristics rather than statistics to categorize items.
Schrieshiem, Powers, Scandura, Gardiner, and Lankau's Content Adequacy
Similar to Anderson and Gerbing (1991) , Schriesheim, Powers, Scandura, Gardiner, and Lankau (1993) argued that content validity is an important first step in the construct validation process, and should be assessed immediately after a measure has been developed but prior to utilization in a research study. To address concerns about the subjective nature of traditional content validity procedures, Schriesheim et al. described two sorting procedures and two types of factor analyses that can be used to assess the empirical distinctiveness of items that measure proposed theoretical dimensions.
To examine the content adequacy (a term similar to, but distinct from, content validity) of an existing measure, Schriesheim et al. (1993) used a set of 20 items from the Minnesota Satisfaction Questionnaire (MSQ-S; Weiss, Dawis, England, & Lofquist, 1967 ) that had been developed to assess multiple dimensions of job satisfaction. All items were listed on each of three pages of a questionnaire, with a definition of intrinsic satisfaction, extrinsic satisfaction, and neither intrinsic nor extrinsic satisfaction as headings, each on an individual page. In contrast to Anderson and Gerbing, however, Schriesheim et al. did not use an ipsative sorting procedure. Instead, respondents (N = 150 M.B.A. students) were asked to rate each item on a Likert-type scale to indicate the extent to which the items corresponded to each construct definition. The neither category was eliminated from further analysis as none of the items had their highest mean in that category. Schriesheim et al. (1993) first computed a Q-correlation matrix (item by item) of the data. This matrix was then subjected to a principal components analysis, extracting the number of factors corresponding to the theoretical dimensions under examination. Those items that met Ford, MacCallum, and Tait's (1986) heuristic for retention (.40 or greater on the appropriate factor with no major cross-loadings) were judged as meaningful and representative of the construct under examination. As a second approach, Schriesheim et al. computed correlations among the items that were included in the extended matrix of ratings (i.e., across respondents and items), and then conducted a principal axis factor analysis using squared multiple correlations as initial estimates of communality. Both of the factor analyses yielded identical results and demonstrated that 17 of 20 MSQ items loaded exclusively on the posited dimension. Schriesheim et al. also gathered and analyzed data from a second sample (N = 67 undergraduate business students) using Q-factor analysis and found similar results, suggesting that several MSQ items have been theoretically misclassified.
The factor analytic procedures suggested by Schriesheim et al. (1993) have made an important contribution to the scale development process. Their approach focuses on the relative adequacy of each item, as well as the correspondence between items and the posited theoretical constructs. However, it stops short of providing a true statistical test of an item's content validity, primarily due to the subjective criteria that are often employed to determine factor and item retention. For example, a scree plot may suggest that five factors be used to define the dimensionality of a particular item set, whereas a Kaiser criterion may suggest that up to seven factors be retained. At this point, the researcher has to make a judgment regarding the number of factors to retain (i.e., use the scree plot or Kaiser criterion) and about item loadings. Unfortunately, this type of judgment relies on heuristics and/or convention such as "positive and meaningful loadings" (Schriesheim et al., 1993, p. 400) , and subsequently introduces a degree of uncertainty to the interpretation and meaning of the focal construct(s). In addition, factor analytic techniques typically require larger sample sizes to achieve an adequate respondent-to-item ratio. Although sample size is not an inherent concern from a methodological standpoint, there may be administrative difficulties in obtaining enough data to yield robust results.
The Current Study
The current study builds on the work described above and presents the use of an analysis of variance technique that can add a higher degree of confidence in item integrity and scale content validity. This procedure has several advantages over other analyses. First, it virtually eliminates the use of subjective judgment for item retention. Analysis of variance provides a direct empirical test for determining item distinctiveness, and the only judgment call concerns the p value for determining significance. Second, this technique can be used with small sample sizes. The Central Limit Theorem holds that a sample size of 30 is usually sufficient to obtain a normal sampling distribution (Agresti & Agresti, 1979) , however factor analytical techniques typically require much larger samples. In addition, the use of small samples provides a more conservative means of distinguishing practical significance from statistical significance (Runkel & McGrath, 1984; Schmitt & Klimoski, 1991; Stone, 1978) . Using small samples may result in the elimination of a few false negative items that might be retained using factor analytic procedures, however, it would be much more difficult to retain a false positive item, a far worse consequence (Anderson & Gerbing, 1991) . Third, it is very simple and straightforward as the analysis involves only one procedure. We will demonstrate the utility of this methodology by comparing the results of the Schriesheim et al. (1993) technique with those obtained from analysis of variance, using the same data from two different samples.
Study 1

Measure
For Study 1, we used the Multifactor Leadership Questionnaire (MLQ), Form 5-X, developed by Bass and Avolio (1990) . This form includes 39 items that purportedly measure four dimensions of transformational leadership: idealized influence, individualized consideration, intellectual stimulation, and inspirational motivation.
Sample and Procedure
The sample consisted of 57 graduate business students at a large northeastern university. The average age of the students was 28, 46% were female, and they had an average of 7 years of work experience. As noted in Schriesheim et al. (1993) , the requirements to complete a task such as this are sufficient intellectual ability to rate the correspondence between items and definitions of various theoretical constructs, and the lack of any pertinent biases. As such, the use of college students was deemed appropriate. The researchers administered questionnaires during normal class time, taking approximately 15 minutes to complete. Explicit written and verbal instructions were provided prior to administration, and the respondents were asked not to sign their names.
Respondents rated each of the 39 transformational leadership items on the extent to which they believed the items were consistent with each of the four dimensions of transformational leadership. Response choices ranged from 1 (not at all) to 5 (completely). The definition of one of the four transformational leadership dimensions was presented at the top of each page of the questionnaire, followed by a randomized listing of all transformational leadership items. Four versions of the questionnaire were administered, each with the definitions presented in a different order, to control for response bias that may occur from order effects. No statistically significant differences among responses across the versions were found. Extreme care was taken to ensure that the definitions were consistent with Bass and Avolio's (1990) conceptualization of the four transformational leadership dimension.
Factor Analysis
Consistent with Schriesheim et al. (1993) , the first step was to calculate an item-by-item Q-correlation matrix. The matrix was then subjected to a principal components analysis. Four factors were extracted and then subjected to a varimax rotation. (Note: The results yielded six eigenvalues greater than 1.0: 10.89, 7.48, 4.97, 2.07, 1.08, and 1.05. However, both theoretical parsimony and a scree test suggested retaining only four factors.) These factors explained 65.2% of the total item variance. Item loadings are presented in Table 1 .
The results from this Q-factor analysis showed that the individualized consideration (IC) and intellectual stimulation (IS) dimensions emerged clearly. However, the idealized influence (II) and inspirational motivation (IM) dimensions were confounded. Based on conventional heuristics for interpreting exploratory factor analysis (Ford et al., 1986) , the appropriate action would be to retain Factor 2, keeping all but one of the IS items (IS10), and deleting the four non-IC items that loaded on Factor 1 and the two non-II items from Factor 4. Factor 3, although more confounded, includes primarily IM items, four of which could be retained. Therefore, IC would then be comprised of 9 items, IS comprised of 8 items, IM comprised of 4 items, and II comprised of 5 items, for a total of 26 items in the measure.
Analysis of Variance
As an alternative to making item retention and deletion decisions, an analysis of variance (ANOVA) procedure was employed using the same data. A one-way ANOVA provides a direct method for assessing an item's content validity by comparing the item's mean rating on one conceptual dimension to the item's ratings on another comparative dimension. Thus, it can be determined whether an item's mean score is statistically significantly higher on the proposed theoretical construct. ANOVA provides a robust assessment of item distinctiveness because it is tolerant of moderate departures from normality and unequal variances, particularly if cell sample sizes are equal (Agresti & Agresti, 1979) . In addition, concerns regarding type I error rates are addressed by using Duncan's Multiple Range Test, which provides simultaneous comparisons by holding the probability of making a type I error for the entire set of comparisons to the a priori a (that is, the confidence coefficient that applies to the entire set of comparisons is 1 -a).
The data were formatted such that each case included four lines of data that listed the item ratings for each of the transformational leadership dimensions. In addition, a dummy variable (in this case, 1, 2, 3, or 4) was inserted at the end of each line of data to provide a grouping code for each dimension. Then, one-way ANOVA and Duncan's multiple comparison tests (using SPSS 8.0 for Windows), were conducted to compare mean item ratings across the four dimensions (i.e., four "groups") to identify items that were statistically significantly higher on the appropriate definition (i.e., consistent with the proposed theoretical construct).
It should be noted that this procedure differs from that used by Anderson and Gerbing (1991) , who compared the validity indices across the four classification categories that were derived from a confirmatory factor analysis of a previously collected data. For this study, we compared item means across the theoretically based dimensions.
The results from this analysis revealed that 23 of the 39 items were classified correctly. Three items (IC7, II5, II1), which would have been judged as acceptable by standard factoranalytical heuristics, did not have statistically significantly higher means on the appropriate dimensions. Thus, it appears that at least 3 items that might have been retained using factor analytic procedures do not possess adequate distinctiveness using significance criteria of .05. Item means are presented in Table 2 .
Study 2
Measure
For Study 2 we created a new teaching evaluation instrument and conducted the same analyses that were used in Study 1. To develop this measure, we conducted a review of the teaching evaluation literature (e.g., Arreola, 1995) and examined existing surveys used at other universities to identify the dimensions of teaching effectiveness that might be included in our new measure. From this review we selected five dimensions of teaching performance: mastery of content (M), pedagogical organization (P), quality of feedback (F), quality of delivery (D), and learning outcomes (O). We then borrowed or generated 10 items for each dimension and administered the 50-item survey to 50 members of our faculty. We wanted faculty input to help us design an instrument that reflected the school's values and to obtain support for the new measure, as suggested by Arreola (1995) . Using a 5-point Likert-type scale, respondents were instructed to rate those items they felt were most important for measuring teaching effectiveness at this school. Based on 36 responses, we retained the 5 most highly rated items on each dimension. It should be noted that an error was made in the construction of the final questionnaire used in this study and, as a result, the outcomes dimension was comprised of 6 items, whereas the delivery dimension was composed of 4 items. As suggested in Hinkin (1998) , more items than would be used in the final scale should be created for testing the psychometric properties of a measure. We were striving to generate a 15-item measure, with 3 items per effectiveness dimension.
Sample and Procedure
The sample consisted of 173 full-time undergraduate business students at a large northeastern university. Questionnaires were administered by several faculty members in their own classes and took approximately 15 minutes to complete. Explicit verbal and written instructions were provided prior to administration, and anonymity was assured.
Respondents rated each of the 25 teaching evaluation items on the extent to which they believed the items were consistent with each of the five teaching dimensions. Response choices ranged from 1 (not at all) to 5 (completely). The definition of one of the five effectiveness dimensions was presented at the top of each page of the questionnaire, followed by a list of all items. Two versions of the questionnaire were administered to avoid order effects, each with the definitions presented in a different order. The results revealed no differences in item means between the two versions.
Factor Analysis
As in Study 1, the first step was to calculate an item-by-item Q-correlation matrix. This matrix was then subjected to a principal components analysis. Five factors were extracted and then subjected to a Varimax rotation. These factors explained 72.9% of the total item variance and showed strong support for the proposed dimensionality. Twenty-one items would have clearly met the Ford et al. (1986) criteria for retention. However, for three items (O2, O4, and F4), the decision to retain or delete would have been quite subjective. One item (D4) did not load on the appropriate factor. Item loadings are presented in Table 3 .
As in Study 1, the mean score for each item on each of the five teaching dimensions was calculated. Then, a one-way analysis of variance and Duncan's multiple range test was used to compare item means across the five dimensions.
The results from this analysis were consistent with those from the factor analysis, however, items O2, O4, D4, and F4 failed the multiple range test and were shown to not be statistically significantly different from at least one other item mean. Although these results correspond with those from the factor analysis, there is now a statistical basis for item retention or deletion, rather than a judgmental basis. Item means are presented in Table 4 .
It should be noted that one of the benefits in conducting a pretest assessment of a measure's content adequacy is the ability to use small samples prior to a major data collection (Anderson & Gerbing, 1991; Schriesheim et al., 1993) . To address this issue, we randomly selected two subsamples of 44 from the student population of 173. The analysis of variance previously described was repeated on each of the samples independently. The results were almost identical. For both samples, only one item (M1) failed to retain its distinctiveness.
Discussion
The first response that the reader might have is, "This is so simple!" We strongly concur. In a time when statistics are becoming more sophisticated and computer software more complicated, it is easy to become enamored with the elegance of a research design or the complexity of statistical analysis. When this happens, we can lose sight of the fundamentals of sound research principles. Without accurate measurement even advanced statistical techniques will not allow researchers to draw appropriate conclusions.
The purpose of this article was to build on the work of Anderson and Gerbing (1991) and Schriesheim et al. (1993) by presenting a process for quantitatively assessing the content adequacy of a measure. Several claims were made about the benefits of the proposed procedure that merit some discussion. First, the use of small sample sizes is advantageous both because of convenience and also for statistical purposes. Based on the results of the current study, a sample size of 50 would appear to be adequate for this type of analysis. With respect to the use of students, Schriesheim et al. (1993) point out that this type of judging process requires only that respondents are not biased and possess sufficient intellectual ability to perform the item rating tasks. As such, university students are very appropriate for completing this task. We would point out, however, the importance of explicit instructions to assure that respondents understand the nature of the task. The elimination of the use of subjective judgment for item retention is perhaps the most important contribution of this analysis. The use of statistical criteria can assist researchers in making important decisions when developing or evaluating measures. Finally, because of its simplicity, it is likely that this type of analysis will be more appealing to, and hopefully used by, researchers. The immediate access to respondents and straightforward analytic procedure should encourage researchers to conduct content adequacy assessments.
As noted by Hinkin (1995) , many measures have been used in survey research that later are found to be flawed, rendering the results of this research questionable. Schriesheim et al. (1993) argued that "the demonstration of instrument content adequacy be demanded as an initial step toward construct validation by all studies which use new, modified, or previously unexamined measures" (p. 385). It is hoped that the procedure presented in this article will make it easier for researchers to satisfy this demand.
