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ON A HOMOTOPY VERSION OF THE DUFLO ISOMORPHISM
MATTEO FELDER
Abstract. For a finite dimensional Lie algebra g, the Duflo map Sg → Ug defines an isomorphism
of g-modules. On g-invariant elements it gives an isomorphism of algebras. Moreover, it induces an
isomorphism of algebras on the level of Lie algebra cohomology H(g, Sg) → H(g, Ug). However, as
shown by J. Alm and S. Merkulov, it cannot be extended in a universal way to an A∞-isomorphism
between the corresponding Chevalley-Eilenberg complexes. In this paper, we give an elementary and
self-contained proof of this fact using a version of M. Kontsevich’s graph complex.
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Introduction
For a finite dimensional Lie algebra g, the Duflo map Duf : Sg→ Ug is an isomorphism of g-modules.
It is defined as the composition of the symmetrization map with the Duflo element, the formal power
series on g,
det
(
eadx/2 − e−adx/2
adx
)1/2
,
viewed as a differential operator of infinite order acting on Sg. It is a non-trivial fact that when restricted
to g-invariant elements, the map Duf : Sgg → Ugg is an isomorphism of algebras [9]. Moreover, it induces
an isomorphism of algebras H(g, Sg)→ H(g, Ug) on the level of Lie algebra cohomology ([17], [14]). In
particular, this implies that on chains Duf : C(g, Sg) → C(g, Ug) respects the algebra structures up to
homotopy. More precisely, there exists a map Duf2 : C(g, Sg)
⊗2 → C(g, Ug) which measures the failure
of the Duflo map to be an algebra morphism, i.e. it satifies,
Duf(mC(g,Sg)) = mC(g,Ug)(Duf ⊗Duf) + d(Duf2) + Duf2(d⊗ 1 + 1⊗ d).
It is natural to require Duf2 to satisfy further compatibility conditions up to homotopy. However, it
turns out that this procedure may not be extended (in a universal way) to higher homotopies of arbitrary
order. In other words, the Duflo map does not extend to an A∞-isomorphism. This was shown by J. Alm
in [1],[2], and later again in collaboration with S. Merkulov [3]. They work with a variety of techniques
from the theory of graph complexes, and use deep results by T. Willwacher [18]. The purpose of this
text is to present a self-contained, elementary and (hopefully) more accessible proof of this fact using
yet another variant of M. Kontsevich’s graph complex.
Denote by m˜Duf the product on C(g, Sg) defined by pulling back the product on C(g, Sg) via the
Duflo map. J. Alm and S. Merkulov’s theorem ([2], Proposition 5.3.0.10) may then be reformulated as
follows.
Theorem. There does not exist a universal (i.e. independent of the specific choice of the Lie algebra g)
A∞-isomorphism,
f : (C(g, Sg), dC(g,Sg),mC(g,Sg))→ (C(g, Sg), dC(g,Sg), m˜Duf),
whose first component f1 is the identity.
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The strategy of our proof is the following. We begin by introducing a version of M. Kontsevich’s
graph complex [12]. For n ≥ 1, we denote by dgraphs(n) the graded vector space spanned by directed
graphs having n “external” vertices (labeled, of arbitrary valence) and possibly some “internal” vertices
(unlabeled, at most trivalent) modulo a set of relations encoding the Lie algebra structure of g. The
product
∏
n≥1 dgraphs(n) carries the structure of a graded Lie algebra. Next, we recall a variant of
M. Kontsevich’s representation B : dgraphs(n) → Hom(C(g, Sg)⊗n, C(g, Sg)). It turns out that both
mC(g,Sg) and m˜Duf ∈ Hom(C(g, Sg)
⊗2, C(g, Sg)) may be described via this representation. In particular,
m˜Duf corresponds precisely to M. Kontsevich’s celebrated star product on C
∞(g∗), i.e. smooth functions
on the dual Lie algebra g∗, viewed as a Poisson manifold ([12],[16]). Within this setting, we find that
universal A∞-structures on C(g, Sg) are in bijection with Maurer-Cartan elements of the graded Lie
algebra
∏
n≥1 dgraphs(n), that is, (linear combinations of) graphs α of degree one, satisfying the equation,
[α, α] = 0.
Moreover, A∞-isomorphic structures correspond to gauge equivalent Maurer-Cartan elements. This
reduces the question of the existence of such an A∞-isomorphism to a combinatorial problem in graph
theory. If α0 and αDuf are the Maurer-Cartan elements inducing the two products on C(g, Sg), then for
them to be gauge equivalent means that there is a ξ ∈
∏
n≥1 dgraphs(n) of degree zero such that,
α0 = αDuf + [ξ, αDuf ] +
1
2!
[ξ, [ξ, αDuf ]] + · · · = e
[ξ,−]αDuf .
The graphs α0 and αDuf are given explicitly up to a certain order. We may thus define ξ inductively in
such a way that it deforms αDuf into α0. In this process, we find that the graph,
1 2 3
defines an obstruction class which cannot be forced to vanish by gauge transformations.
Acknowledgements. I am very grateful to Anton Alekseev and ThomasWillwacher for numerous useful
discussions and suggestions. I also thank Ricardo Campos and Florian Naef for many fruitful exchanges.
This work was supported by the grant MODFLAT of the European Research Council (ERC).
1. Preliminaries
1.1. A∞-structures. The material presented in this section is well-known. We follow the textbook by J.-
L. Loday and B. Vallette [13] and B. Keller’s exposition [11]. We work over a field K of characteristic zero.
Let A be a graded vector space. The suspension sA of A is defined via the degree shift (sA)p = Ap+1.
Recall also the suspension map s : A → sA, the canonical map of degree −1 which sends a to a. This
sign convention corresponds to the one in [11], and not to the one in [13].
Definition 1.1. An A∞-structure on A is a collection of maps m = {mn : A
⊗n → A}n≥1 of degree 2−n
satisfying for n ≥ 1,
(1)
∑
(−1)r+stmu(1
⊗r ⊗ms ⊗ 1
⊗t) = 0,
where the sum runs over all decompositions n = r + s+ t and u := r + 1 + t.
Definition 1.2. For (A,m), (B, l) two A∞-algebras, a morphism of A∞-algebras f : A → B is a
collection of maps {fn : A
⊗n → B}n≥1 of degree 1− n satisfying for n ≥ 1,
(2)
∑
(−1)r+stfu(1
⊗r ⊗ms ⊗ 1
⊗t) =
∑
(−1)slr(fi1 ⊗ fi2 ⊗ · · · ⊗ fir ),
where the first sum runs over all decompositions n = r + s + t and u := r + 1 + t, and the second sum
runs over all 1 ≤ r ≤ n and all decompositions n = i1 + · · ·+ ir. Also,
s = (r − 1)(i1 − 1) + (r − 2)(i2 − 1) + · · ·+ 2(ir−2 − 1) + (ir−1 − 1).
Given two A∞-morphisms f : A→ B and g : B → C, the n-th component of their composition is defined
via the identity,
(f ◦ g)n =
∑
(−1)sfr(gi1 ⊗ · · · ⊗ gir ),
where the summation runs over the same elements as in equation (2).
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Remark 1.3. We adopt the notation as in the two previous definitions. Note that m1 is of degree one
and satisfies m21 = 0, and therefore defines a differential on A. Moreover, as f1m1 = l1f1, f1 defines a
chain map between the complexes (A,m1) and (B, l1).
Definition 1.4. A morphism of A∞-algebras f = {fn}n≥1 is called isomorphism (quasi-isomorphism)
if f1 is an isomorphism (quasi-isomorphism). An A∞-algebra (A,m) is called strict if mn = 0 for all
n ≥ 3.
1.2. A∞-structures via the convolution Lie algebra. Consider the endomorphims operad of A,
EndA = {Hom(A
⊗n, A)}n≥1. For f ∈ Hom(A
⊗n, A) and g ∈ Hom(A⊗m, A), the partial composition
f ◦i g ∈ Hom(A
⊗n+m−1, A) is simply,
(f ◦i g)(a1 ⊗ · · · ⊗ an+m−1) := f(a1 ⊗ · · · ⊗ ai−1 ⊗ g(ai ⊗ · · · ⊗ ai+m)⊗ ai+m+1 ⊗ · · · ⊗ an+m−1).
Next, consider the non-symmetric operad As. It is one-dimensional in each arity, As(n) := Kµn,
where the generators µn are of degree zero. The partial composition is given by µn ◦i µm = µn+m−1 for
any i. The Koszul dual cooperad of As, denoted As¡(n), is also one-dimensional in each arity, but with
generators µcn of degree 1− n ([13], Section 9.1.5). The convolution Lie algebra is,
gAs,A := Hom(As
¡,EndA) =
∏
n≥1
Hom(As¡(n),EndA(n)).
We equip it with the pre-Lie product ⋆ defined for F,G ∈ Hom(As¡,EndA) by,
F ⋆ G := γ(1) ◦ (F ◦(1) G) ◦∆(1),
where ◦(1) denotes the infinitesimal composite, γ(1) : EndA ◦(1) EndA → EndA the infinitesimal com-
position map and ∆(1) : As
¡ → As¡ ◦(1) As
¡ the infinitesimal decomposition map ([13], Section 6.4.2).
We consider gAs,A as differential graded Lie algebra with zero differential. As graded vector spaces, we
identify,
gAs,A =
∏
n≥1
Hom(As¡(n),EndA(n)) ∼=
∏
n≥1
EndA(n)⊗ As
¡∗(n) =
∏
n≥1
EndA(n)⊗Kµ
c
n
∗,
where µcn
∗ is dual to µcn, and therefore of degree n− 1. The element F ∈ Hom(As
¡(n),EndA(n)) which
sends µcn to f ∈ EndA(n) will be mapped to f ⊗ µ
c
n
∗ by the bijection above. Next, recall that,∏
n≥1
EndsA(n) =
∏
n≥1
Hom((sA)⊗n, sA),
endowed with the operation,
f˜ ⋆′ g˜ :=
n∑
i=1
f˜ ◦i g˜,
for f˜ ∈ EndsA(n) and g˜ ∈ EndsA(m) also defines a pre-Lie algebra ([13], Section, 5.9.15). Moreover,
note that the commutative diagram,
(sA)⊗n sA
A⊗n A.
f˜
f
s⊗n s
defines a bijection between EndsA(n) and EndA(n). This correspondence yields the identification,∏
n≥1
EndsA(n) =
∏
n≥1
Hom((sA)⊗n, sA) ∼=
∏
n≥1
EndA(n)⊗Kµ
c
n
∗,
by mapping f˜ ∈ EndsA(n) to f ⊗ µ
c
n
∗ ∈ EndA(n)⊗Kµ
c
n
∗. We then have the following result.
Proposition 1.5. We endow the space
∏
n≥1
EndA(n)⊗Kµ
c
n
∗ with the operation,
(f ⊗ µcn
∗) ⋆′′ (g ⊗ µcm
∗) :=
n∑
i=1
(−1)|g|(1−n)+(i+1)(m−1)(f ◦i g)⊗ µ
c
n+m−1
∗.
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Then ⋆′′ defines a pre-Lie product and the isomorphisms of graded vector spaces defined above are
isomorphisms of pre-Lie algebras, i.e.
(gAs,A, ⋆) ∼= (
∏
n≥1
EndA(n)⊗Kµ
c
n
∗, ⋆′′) ∼= (
∏
n≥1
EndsA(n), ⋆
′).
Proof. See [13], Proposition 10.1.16. 
We recall one more identification. Let V be a graded vector space and TV =
∏
n≥1 V
⊗n the reduced
(completed) tensor algebra. Equipped with the usual deconcatenation coproduct ∆ defined by,
∆(v1 ⊗ · · · ⊗ vn) =
n−1∑
i=1
(v1 ⊗ · · · ⊗ vi)⊗ (vi+1 ⊗ · · · ⊗ vn),
TV describes a graded coalgebra. Let now W denote another graded vector space. A linear map
f : (TV,∆V )→ (TW,∆W ) is called a coalgebra morphism if ∆W ◦ f = (f ⊗ f) ◦∆V . A coderivation b of
TV is a linear map b : TV → TV such that ∆ ◦ b = (b⊗ 1 + 1⊗ b) ◦∆. The graded commutator of two
coderivations is again a coderivation, and we denote by Coder(TV ) the Lie algebra of coderivations of
TV . It is a well-known result that there is a natural bijection between coderivations of TV and collections
of linear maps
∏
n≥1Hom(V
⊗n, V ) (see, for instance, [13], Proposition 6.3.7.). More precisely, given a
coderivation b : TV → TV , its component mapping V ⊗n to V ⊗u is given by,∑
r+s+t=n
u=r+1+t
1⊗r ⊗ bs ⊗ 1
⊗t,
where bs = projV ◦ b : V
⊗s → V is the projection of b on the space of cogenerators. Note also that the
composition a ◦ b of two coderivations of TV yields the following family of maps in
∏
n≥1Hom(V
⊗n, V ),
(a ◦ b)n =
∑
r+s+t=n
u=r+1+t
au(1
⊗r ⊗ bs ⊗ 1
⊗t) =
∑
n+1=u+s
1≤i≤u
au(1
⊗i−1 ⊗ bs ⊗ 1
⊗u−i) =
∑
n+1=u+s
1≤i≤u
au ◦i bs = (a ⋆
′ b)n.
This gives an isomorphism of Lie algebras,
(3) Coder(TV ) ∼=
∏
n≥1
EndV (n).
Definition 1.6. An element α ∈ gAs,A is calledMaurer-Cartan element if it is of degree one and satisfies
the Maurer-Cartan equation,
α ⋆ α = 0.
We denote the set of Maurer-Cartan elements of gAs,A by MC(gAs,A).
Remark 1.7. By Proposition 1.5, the data of a Maurer-Cartan element α ∈ MC(gAs,A) is equivalent to
a collection b = (bn)n≥1 ∈
∏
n≥1 EndsA(n) of degree one elements satisfying b ⋆
′ b = 0. Equivalently, b
describes a degree one coderivation of TsA which squares to zero. This in turn translates to,
(b ⋆′ b)n = (b ◦ b)n =
∑
n=r+s+t
u:=r+1+t
bu(1
⊗r ⊗ bs ⊗ 1
⊗t) = 0
for all n ≥ 1. Moreover, the commutative diagram above applied to any bn gives a map mn := s
−1bns
⊗n :
A⊗n → A of degree |mn| = −n+1− (−1) = 2− n, and the collection (mn)n≥1 satisfies precisely the set
of equations (1), thus defining an A∞-structure on A. Denoting by Codiff(TsA) the set of degree one
coderivations squaring to zero (also called codifferentials), the reasoning above gives two bijections,
MC(gAs,A) ∼= Codiff(TsA) ∼= A∞ − structures on A.
Remark 1.8. Assume that (TsA, a) and (TsB, b) are differential coalgebras (i.e. coalgebras equipped
with a codifferential). A similar reasoning as above implies that a differential coalgebra map ϕ : TsA→
TsB (i.e. a coalgebra map that commutes with the codifferentials) of degree zero gives a family of degree
zero maps {ϕn : (sA)
⊗n → sB}n≥1 satisfying,
(4)
∑
ϕu(1
⊗r ⊗ as ⊗ 1
⊗t) =
∑
br(ϕi1 ⊗ ϕi2 ⊗ · · · ⊗ ϕir ),
where the summations run over the same elements as in equation (2). Setting fn := s
−1ϕns
⊗n, mn :=
s−1ans
⊗n and ln := s
−1bns
⊗n, equation (4) becomes exactly equation (2), that is, the collection f =
4
{fn}n≥1 describes an A∞-morphism f : (A, {mn}n≥1) → (B, {ln}n≥1). This yields a bijection between
differential coalgebra maps (TsA, a) → (TsB, b) of degree zero and A∞-morphisms A → B, equipped
with the corresponding A∞-structures.
Remark 1.9. The previous remark shows that the group of degree zero differential coalgebra automor-
phisms of TsA, denoted Aut0(TsA) acts on Codiff(TsA) by the adjoint action, that is, ϕ.b := ϕ◦ b◦ϕ−1
for b ∈ Codiff(TsA) and ϕ ∈ Aut0(TsA). Moreover, both b and ϕ.b give A∞-structures on A (say m and
mϕ). The family {ϕn : (sA)
⊗n → sA}n≥1 obtained by the automorphism ϕ induces an A∞-isomorphism
f : (A,m)→ (A,mϕ). We thus have a bijection,
Codiff(TsA)/Aut0(TsA) ∼= {A∞ − structures on A}/{A∞ − isomorphisms}.
Remark 1.10. We denote the Lie subalgebra of Coder(TsA) given by degree zero coderivations by
Coder0(TsA). It acts on degree one coderivations via the adjoint action. Furthermore, it corresponds
to the Lie algebra of the automorphism group Aut0(TsA) and therefore acts on the set of codifferentials
via the formula,
c.b := eadc(b) = ec ◦ b ◦ e−c,
for c ∈ Coder0(TsA), b ∈ Codiff(TsA) and adc(−) = [c,−].
1.3. Gauge equivalences. A clear exposition of the material below can be found in W. M. Goldman
and J. J. Millson’s paper [10]. We follow the more concise Appendix B of [5]. The graded Lie algebra
gAs,A has a natural descending filtration given by,
FpgAs,A :=
∏
n≥p+1
Hom(As¡(n),EndA(n)).
This filtration is complete and compatible with the Lie bracket, that is,
gAs,A = lim←−
gAs,A/F
p
gAs,A and [F
p
gAs,A,F
q
gAs,A] ⊂ F
p+q
gAs,A.
Moreover, F0gAs,A = gAs,A. The degree zero elements g
0
As,A form a Lie subalgebra of gAs,A and the
completeness condition ensures that g0As,A is a pro-nilpotent Lie algebra. It may thus be exponentiated
to the pro-unipotent group exp(g0As,A) which consists of the set g
0
As,A equipped with the Baker-Campbell-
Hausdorff product bch. It acts on the set of degree one elements g1As,A via the formula,
ξ.α := exp(adξ)α = α+ adξ(α) +
1
2!
ad2ξ(α) + . . .
for ξ ∈ exp(g0As,A) and α ∈ g
1
As,A. Again, completeness allows us to make sense of the series above. Notice
also that this is indeed a group action since exp(adξ1) exp(adξ2) = exp(adbch(ξ1,ξ2)). We then have the
following well-known result.
Lemma 1.11. The action of exp(g0As,A) on g
1
As,A preserves the set of Maurer-Cartan elements MC(gAs,A).
Proof. We refer to Section 1 of [10]. 
Definition 1.12. The action of exp(g0As,A) defines an equivalence relation on the set of Maurer-Cartan
elements MC(gAs,A). We say that two Maurer-Cartan elements α1, α2 ∈ MC(gAs,A) are gauge equivalent
if there is a ξ ∈ exp(g0As,A) such that α2 = ξ.α1.
Proposition 1.13. Gauge equivalent Maurer-Cartan elements of gAs,A correspond bijectively to A∞-
isomorphic A∞-structures on A. We thus have the following bijections,
MC(gAs,A)/ exp(g
0
As,A)
∼= Codiff(TsA)/Aut0(TsA) ∼= {A∞-structures on A}/{A∞-isomorphisms}.
Proof. The identifications in Proposition 1.5 and the isomorphism (3) give an isomorphism of Lie algebras,
g
0
As,A
∼= Coder0(TsA),
which preserves the respective adjoint actions on g1As,A
∼= Coder1(TsA). Moreover, this allows us to
identify exp(g0As,A) with the group of automorphisms Aut
0(TsA) such that the respective actions on
MC(gAs,A) ∼= Codiff(TsA) coincide. Thus,
MC(gAs,A)/ exp(g
0
As,A)
∼= Codiff(TsA)/Aut0(TsA).
which, together with Remark 1.9, implies the statement. 
We finish this section by recalling a useful technical lemma.
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Lemma 1.14. Let a be a graded Lie algebra. Assume that there is a second positive grading on a
compatible with the Lie algebra structure, i.e.
a =
⊕
i≥1
a
(i) and [a(i), a(j)] ⊂ a(i+j).
Let α ∈ MC(a) be a Maurer-Cartan element of a. Decompose α with respect to the second grading, that
is,
α = α(1) + α(k) + α(k+1) + . . .
where α(i) ∈ a(i) and k ≥ 2. Then α(1) ∈ MC(a), the bracket [α(1),−] defines a differential on a and if
the cohomology class [α(k)] 6= 0 ∈ H1(a, [α(1),−]), the Maurer-Cartan elements α and α(1) are not gauge
equivalent.
Proof. The low order expansion of the Maurer-Cartan equation for α reads,
0 =
1
2
[α, α] =
1
2
[α(1), α(1)] + [α(1), α(k)] + . . . .
Since [α(1), α(1)] is the only contribution to α(2), it must equal zero. Thus α(1) ∈ MC(a). Together with
the Jacobi identity this implies [α(1), [α(1),−]] = 0, i.e. bracketing with α(1) defines a differential on
a. Next, assume [α(k)] 6= 0 ∈ H1(a, [α(1),−]) and that α and α(1) are gauge equivalent Maurer-Cartan
elements, that is, there exists b ∈ a of degree zero such that α = ead(b)α(1). Expanding this equation
with respect to the second grading yields inductively,
[b(j), α(1)] = 0,
for 1 ≤ j ≤ k − 2, and [b(k−1), α(1)] = α(k). But then [α(k)] = 0 ∈ H1(a, [α(1),−]), leading to a
contradiction. Therefore, α and α(1) cannot be gauge equivalent. 
1.4. The Duflo isomorphism. We follow D. Calaque and C. A. Rossi’s lecture series [6]. Let g be a
finite dimensional Lie algebra. It acts on the symmetric algebra Sg and the universal enveloping algebra
Ug by the adjoint action. Consider the formal power series on g given by the (modified) Duflo element,
J(x) := det
(
eadx/2 − e−adx/2
adx
)
.
Moreover, recall the symmetrization map,
Sym : Sg→ Ug, v1 · · · vn 7→
1
n!
∑
σ∈Sn
vσ(1) · · · vσ(n).
It is an isomorphism of filtered vector spaces, but not an algebra isomorphism (the product on Sg being
commutative, while the one on Ug is not unless g is abelian). M. Duflo’s theorem [9] states that the
composition,
Duf := Sym ◦ J1/2 : (Sg)g → (Ug)g
defines an algebra isomorphism on g-invariant elements. Here, we identify x ∈ g with the vector field
∂
∂x∗ . It acts by derivation on Sg, which may be viewed as polynomial functions on g
∗. In this way, we
may view the formal power series J1/2(x) on g as an infinite-order differential operator J1/2 on g∗.
By pulling back the product mUg on Ug to Sg via the Duflo isomorphism, we obtain a second
associative product,
mDuf := Duf
−1 ◦mUg ◦Duf
⊗2 : Sg⊗2 → Sg
on the symmetric algebra. On invariant elements mDuf coincides with the usual commutative product
m0.
Next, consider the Chevalley-Eilenberg complexes, (C•(g, Sg) = Sg⊗
∧•
g
∗, dSg⊗∧g∗) and (C
•(g, Ug) =
Ug⊗
∧•
g
∗, dUg⊗∧g∗) [7]. Results by B. Shoikhet [17] and M. Pevzner and C. Torossian [14] show that
the map Duf⊗Id : Sg⊗
∧
g
∗ → Ug⊗
∧
g
∗ induces an isomorphism of algebras on the level of cohomology.
Moreover, this allows us to define two associative products on Sg⊗
∧
g
∗, namely,
m˜0 :(Sg⊗
∧
g
∗)⊗2 ∼= (Sg)⊗2 ⊗ (
∧
g
∗)⊗2
m0⊗m∧g∗
−→ Sg⊗
∧
g
∗
m˜Duf :(Sg⊗
∧
g
∗)⊗2 ∼= (Sg)⊗2 ⊗ (
∧
g
∗)⊗2
mDuf⊗m∧g∗
−→ Sg⊗
∧
g
∗
where m∧g∗ denotes the usual graded anticommutative product on
∧
g
∗.
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A natural question at this point is whether the map Duf⊗ Id may be extended to an A∞-isomorphism
in a universal way (i.e. independent of the specific choice of the Lie algebra g). It has been answered in
the negative by J. Alm (([1], Remark 4.0.1), ([2], Proposition 5.3.0.10), see also J. Alm and S. Merkulov’s
paper [3]). The aim of this text is to describe a self-contained and elementary proof of this fact. The
non-existence of such an A∞-isomorphism is equivalent to the following statement.
Theorem 1.15. There does not exist a universal A∞-isomorphism of strict A∞-algebras,
f : (Sg⊗
∧
g
∗, (dSg⊗∧g∗ , m˜0))→ (Sg⊗
∧
g
∗, (dSg⊗∧g∗ , m˜Duf)),
whose first component f1 is the identity.
1.5. Kontsevich’s product. Let x1, . . . , xd be a basis of g and denote by c
k
ij ∈ K its structure constants.
Set A := Sg⊗
∧
g
∗. When equipped with the product m˜0 we may identify A with the polynomial algebra
K[x1, . . . , xd, p
1, . . . , pd], where p1, . . . , pd are of degree 1 and describe the (degree shifted) dual basis.
The xi are set to have degree 0. To describe the product m˜Duf induced by the Duflo isomorphism on
A, recall that in [12], M. Kontsevich gave an explicit universal formula for the deformation quantization
of any Poisson manifold. In particular, this can be applied to the dual Lie algebra g∗ which defines a
Poisson manifold with a linear Poisson structure. If we think of x1, . . . , xd as local coordinates on g
∗,
then for f, g ∈ C∞(g∗), the Poisson bracket is given by,
{f, g} := ckijxk
∂f
∂xi
∂g
∂xj
.
It extends the linear Poisson structure on g∗. We set πij = c
k
ijxk and
π := πijp
ipj = ckijxkp
ipj ∈ A.
The latter can be identified with the Poisson bivector field on g∗ given by πij
∂
∂xi
∧ ∂∂xj in local coordinates.
Definition 1.16. A deformation quantization of g∗ is aK[[ǫ]]-linear, associative productmpi on C
∞(g∗)[[ǫ]]
such that for all f, g ∈ C∞(g∗),
mpi(f ⊗ g) = fg +
ǫ
2
{f, g}+O(ǫ2).
Remark 1.17. We shall not recall M. Kontsevich’s construction at this point. Note however that (by
formally setting ǫ = 1) it yields one further associative product mpi on the space of polynomial functions
on g∗, i.e. on Sg = K[x1, . . . , xd]. This product corresponds precisely to the one induced by the Duflo
isomorphism (see [12],[16]), that is,
mpi = mDuf .
Moreover, if we define the product m˜pi on A in an analogous way as we did for m˜Duf , we also have
m˜pi = m˜Duf .
2. A variant of M. Kontsevich’s graph complex
We consider the following version of M. Kontsevich’s graph complex ([12], Section 6.1).
Definition 2.1. An admissible directed graph is a directed graph Γ with labeled vertices 1, 2, . . . , n (called
external), possibly other vertices (unlabeled and called internal) satisfying the following properties:
(1) There is a linear order on the set of edges.
(2) Γ has no double edges, nor simple loops (edges connecting a vertex with itself).
(3) Every internal vertex is at most trivalent.
(4) Every internal vertex has at most one incoming edge, and at most two outgoing edges.
(5) Every internal vertex can be connected by a path with an external vertex.
Let dgr(n) be the vector space spanned by finite linear combinations of admissible directed graphs
with n external vertices, modulo the relation Γσ = (−1)|σ|Γ, where Γσ differs from Γ by a permutation
σ on the order of edges. Here |σ| denotes the parity of the permutation σ.
Definition 2.2. (1) Let Γ be an admissible directed graph and fix any one of its internal vertices.
Call it v. Consider the linear combination obtained by replacing v by two vertices connected
by a directed edge e and summing over all possible ways of reconnecting the edges previously
adjacent to v to the endpoints of e while creating only admissible directed graphs.
7
1 2 3
1
2
3
4
5 6
7
Figure 1. A graph in dgr(3).
(2) Let Γ be a directed graph as in Definition 2.1 but with one four-valent internal vertex v with one
incoming and three outgoing edges. Consider the linear combination obtained by replacing v by
two vertices connected by a directed edge e and summing over all possible ways of reconnecting
the edges previously adjacent to v to the endpoints of e while creating only admissible directed
graphs (see Figure 2).
In both cases, the order of the set of edges of the new graphs is given by placing the newly added
edge last. The generalized IHX relations are given by setting such linear combinations equal to zero.
1 2 3 4
3 4
1
2 3
4 =
1 2 3 4
3 4
1 2 3 4
5
+
1 2 3 4
3 4
1
23
4
5
+
1 2 3 4
3 4
1 2
3
4
5
= 0
Figure 2. An example of the generalized IHX relations.
Our main object of study will be the collection of quotients (n ≥ 1),
dgraphs(n) := dgr(n)/generalized IHX relations.
Remark 2.3. For each n ≥ 1, dgraphs(n) defines a graded vector space. The degree of a graph Γ ∈
dgraphs(n) is given by
|Γ| := 2#internal vertices−#edges.
Furthermore, the collection {dgraphs(n)}n≥1 assembles to a non-symmetric operad dgraphs in the cat-
egory of graded vector spaces. The operadic composition in dgraphs is given by insertion. That is, for
Γ1 ∈ dgraphs(r), Γ2 ∈ dgraphs(s), 1 ≤ j ≤ r,
Γ1 ◦j Γ2 ∈ dgraphs(r + s− 1)
is constructed by replacing the j-th external vertex by Γ2, summing over all possible ways of reconnecting
the “loose” edges (which were previously adjacent to vertex j) to vertices of Γ2, and keeping only
admissible directed graphs. The order on the set of edges of the new graphs is simply given by letting
the edges of Γ1 come before those of Γ2 while leaving the respective orderings unchanged. Moreover, the
product,
Γ1 ◦ Γ2 :=
r∑
j=1
Γ1 ◦j Γ2,
defines a pre-Lie product ([13], Section 5.9.15). Its graded commutator thus yields a graded Lie algebra
structure on dgraphs.
1 2
1
◦2
1 2
1 2
=
1 2 3
1 2 3
+
1 2 3
1
2 3
+
1 2 3
1
2 3
Figure 3. The operadic composition of two graphs in dgraphs(2).
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We will need the following two subspaces of dgraphs(n).
Definition 2.4. Let dgraphsuni(n) be the subspace of dgraphs(n) spanned by graphs for which all external
vertices are univalent and denote by dgraphs(n, q) the subspace spanned by graphs with exactly q edges
connected to the n external vertices.
Remark 2.5. J. Alm and S. Merkulov ([2],[3]) make use of a similar graph complex. They require,
however, internal vertices to be at least trivalent. For us, it will be crucial that the internal vertices are
allowed to be uni- and bivalent.
Remark 2.6. Undirected edges in our figures mean that we take the sum over all possible directions,
i.e.
= + .
3. M. Kontsevich’s representation dgraphs→ EndA
Next, we recall M. Kontsevich’s construction ([12], Section 6.3) of a linear map B : dgraphs→ EndA,
Γ 7→ BΓ following D. Calaque and C. A. Rossi’s text [6]. For this, let Γ ∈ dgr(n) and assume it has m
internal vertices. Label these m internal vertices by 1¯, . . . , m¯ in an arbitrary way. Define the operator of
degree one,
τ :=
d∑
l=1
∂
∂pl
⊗
∂
∂xl
: A⊗2 → A⊗2.
Moreover, for any finite index set I and any pair (i, j) of distinct elements in I, let τij : A
⊗I → A⊗I be
the operator acting as τ on the i-th and j-th factors and as the identity on all other factors of A. Using
this data, we define for any n ≥ 1,
B′Γ : A
m+n → A
B′Γ(γ1, . . . , γm, f1, . . . , fn) := µm+n
∏
(i,j)∈E(Γ)
τij(γ1¯ ⊗ · · · ⊗ γm¯ ⊗ f1 ⊗ · · · ⊗ fn)
where µm+n : A
⊗(m+n) → A is the iterated graded commutative product, E(Γ) denotes the edge set of
Γ, (i, j) describes the edge starting at vertex i and ending at j for i, j ∈ I := {1, . . . , n}∪ {1¯, . . . , m¯} and
the order of the product of the endomorphisms τij is determined by the order on the set of edges (i.e.
the automorphism corresponding to the first edge in the linear order is applied first).
Notice that since the automorphisms τij are of degree one, any permutation σ in the order of their
product produces a sign (−1)|σ|, where |σ| denotes the parity of the permutation. This is compatible
with the equivalence relation on dgr given by the ordering on the set of edges.
The map B′Γ depends on the choice of labeling of the internal vertices. However, the map,
BΓ : A
⊗n → A
BΓ(f1 ⊗ · · · ⊗ fn) := B
′
Γ(π, . . . , π, f1, . . . , fn)
is independent of the labeling we choose, and therefore yields a well-defined element of EndA(n).
Proposition 3.1. The map B : dgr(n)→ EndA(n) factors through the projection dgr(n)։ dgraphs(n).
Proof. The generalized IHX relations are all obtained by replacing one internal vertex v (which in this
case is of valence less or equal to four) of some graph Γ ∈ dgr(n) by a directed edge connected by two
internal vertices and summing over all possible ways of reconnecting the edges previously adjacent to v.
If v is for instance of valence four with one incoming and three outgoing edges, this will produce a term
of the following form within the large product defined by BΓ(f1 ⊗ · · · ⊗ fn) (for f1, . . . , fn ∈ A),
∂4
∂xi∂pj∂pk∂pl
(
∂π
∂xm
∂π
∂pm
)
,
where the term ∂pi∂xm
∂pi
∂pm corresponds to the newly inserted directed edge. If the valence of v is smaller
the derivatives in front of this factor change accordingly. However, a short calculation shows that,
∂π
∂xm
∂π
∂pm
= 2πmi
∂πjk
∂xm
pipjpk =
2
3
(
πmi
∂πjk
∂xm
+ πmj
∂πki
∂xm
+ πmk
∂πij
∂xm
)
pipjpk = 0.
This is zero since the term in the bracket is equivalent to the Jacobi identity in terms of the structure
constants. Hence, the generalized IHX relations are sent to zero under the map B : dgr(n) → EndA(n)
from which the statement follows. 
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Remark 3.2. Proposition 3.1 ensures that there is a well-defined map dgraphs → EndA. We denote
this map by B as well. It follows from the product rule that this is a map of operads. More precisely,
for Γ1 ∈ dgraphs(n), Γ2 ∈ dgraphs(m) and f1, . . . , fn+m−1 ∈ A we have,
BΓ1◦iΓ2(f1 ⊗ · · · ⊗ fn+m−1) =BΓ1(f1 ⊗ · · · ⊗ fi−1 ⊗BΓ2(fi ⊗ . . . fi+m−1)⊗ fi+m ⊗ · · · ⊗ fn+m−1)
=BΓ1 ◦i BΓ2(f1 ⊗ · · · ⊗ fn+m−1).
Example 3.1. Consider Γ1 ∈ dgraphs(2) and Γ2 ∈ dgraphs(3) as in Figure 4. Then,
BΓ1(f1 ⊗ f2) =
∂2π
∂pi1∂pi2
∂3π
∂xi2∂p
i3∂pi4
∂2f1
∂xi1∂xi3
∂f2
∂xi4
= cji1,i2xjc
i2
i3,i4
∂2f1
∂xi1∂xi3
∂f2
∂xi4
,
and,
BΓ2(f1 ⊗ f2 ⊗ f3) =
∂3π
∂xi1∂p
i2∂pi3
∂f1
∂pi1
∂f2
∂xi2
∂f3
∂xi3
= ci1i2,i3
∂f1
∂pi1
∂f2
∂xi2
∂f3
∂xi3
.
1 2
3 4
2
1
1 2 3
1 2 3
Γ1 = Γ2 =
Figure 4. The graphs corresponding to the calculations given in Example 3.1.
Remark 3.3. For n = 2, when the graph Γ ∈ dgraphs(2) has no edges starting at any external vertex and
f1, f2 lie in K[x1, . . . , xd] ∼= Sg, the map BΓ corresponds precisely to M. Kontsevich’s bidifferential opera-
tor BΓ,pi ([12], Section 2). Moreover, when f1, f2 ∈ A, they decompose as fi = ai(x1, . . . , xd)bi(p
1, . . . , pd)
(i = 1, 2), and if Γ ∈ dgraphs(2) has no edges starting at any external vertex, BΓ satisfies,
BΓ(f1, f2) = BΓ(a1, a2)b1b2 = BΓ,pi(a1, a2)b1b2.
One can verify (see [12]) that up to order ǫ2 (before setting ǫ = 1), M. Kontsevich’s product m˜pi = m˜Duf
is given by,
m˜pi = +
1
2
1 2
−
1
12
3 4
2
1 +
1
12
3 4
2
1 +
1
8
1 2 3 4 +
1
24
1 4
2
3
+ · · ·
Example 3.2. The Chevalley-Eilenberg differential dA on A is represented by the graph,
a1 = = + .
For f ∈ A, we find,
dAf =
∂π
∂pl
∂f
∂xl
+
∂f
∂pl
∂π
∂xl
= −2ckilxkp
i ∂f
∂xl
+
∂f
∂pl
clijp
ipj .
On basis elements it therefore acts as,
dAxm = −2c
k
imxkp
i, dAp
m = cmij p
ipj .
Note that the usual convention is to define the Chevalley-Eilenberg differential as − 12dA.
Definition 3.4. A morphism f : A⊗n → A ∈ EndA(n) is called universal if there exists a graph
Γ ∈ dgraphs(n) such that f = B(Γ) ∈ EndA(n). Any such morphism does not depend on the specific
choice of the Lie algebra g.
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4. Proof of Theorem 1.15
In Proposition 1.5 we have seen that as pre-Lie algebras,
gAs,A
∼=
∏
n≥1
EndsA(n).
By Definition 3.4, universal morphisms f : (sA)⊗n → sA are in bijection with homomorphisms F :
As¡(n) → EndA(n) which factor through the map B : dgraphs(n) → EndA(n), i.e. homomorphisms for
which there exists a morphism F˜ : As¡(n)→ dgraphs(n) making the diagram,
As
¡(n) EndA(n)
dgraphs(n)
F
BF˜
commute. Set,
gAs,dgraphs := Hom(As
¡, dgraphs) =
∏
n≥1
Hom(As¡(n), dgraphs(n)).
It forms a pre-Lie algebra, the product being given by the convolution product. A similiar identification
as in Proposition 1.5 yields,
(5) gAs,dgraphs ∼=
∏
n≥1
dgraphs(n)⊗Kµcn
∗ ∼=
∏
n≥1
s−n+1dgraphs(n).
For Γ1 ∈ dgraphs(n) and Γ2 ∈ dgraphs(m), we set,
Γ1 ⋆ Γ2 :=
n∑
i=1
(−1)|Γ2|(1−n)+(i+1)(m−1)Γ1 ◦i Γ2.
This defines a pre-Lie bracket on
∏
n≥1 s
−n+1dgraphs(n) which turns the bijections above into pre-Lie
algebra isomorphisms.
Lemma 4.1. Let F˜ , G˜ ∈ gAs,dgraphs. Then, (B ◦ F˜ ) ⋆ (B ◦ G˜) = B ◦ (F˜ ⋆ G˜).
Proof. Since the respective pre-Lie products on gAs,A and gAs,dgraphs are defined using the operadic com-
position, and B respects all such operations, the statement follows. 
Lemma 4.2. There is a natural bijection,
MC(gAs,dgraphs)/ exp(g
0
As,dgraphs)
∼= {universal A∞-structures on A}/{universal A∞-isomorphisms}.
Proof. A universal A∞-structure m on A corresponds to a Maurer-Cartan element α ∈ MC(gAs,A) for
which there exists an α˜ ∈ gAs,dgraphs such that α = B ◦ α˜. By Lemma 4.1 we have,
0 = α ⋆ α = (B ◦ α˜) ⋆ (B ◦ α˜) = B ◦ (α˜ ⋆ α˜),
which is equivalent to α˜ ⋆ α˜ = 0 and α˜ ∈ MC(gAs,dgraphs). Moreover, universal A∞-isomorphisms cor-
respond bijectively to elements of exp(g0As,A) which factor through B. These may in turn be identified
with elements of exp(g0As,dgraphs). Note that the discussion for gAs,A from Section 1.3 may also be applied
to gAs,dgraphs to define exp(g
0
As,dgraphs) and its action on MC(gAs,dgraphs). 
Proposition 4.3. Consider the Maurer-Cartan element αDuf ∈ MC(gAs,dgraphs) corresponding to the
universal A∞-structure (dA, m˜Duf , 0, . . . ). It is given by,
αDuf = + +
1
2
1 2 −
1
12
3 4
2
1
+
1
12
3 4
2
1
+
1
8
1 2 3 4
+
1
24
1 4
2
3
+ · · · .
It is gauge equivalent to the following Maurer-Cartan element,
α′Duf = + +
1
24
1 2 3 + · · · .
They are related via the gauge action of the element,
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ξ = −
1
4
(
−
)
−
1
16
(
3
1 2 −
3
1 2
)
+
1
48
(
2 31 − 3
2
1
)
+ · · · .
Proof. Rewrite αDuf as
αDuf = a1 + a2 +
1
2
a3 −
1
12
a4 +
1
8
a5 +
1
24
a6 + · · · .
Note that a4 consists of the difference of two graphs, while the other ai denote just one graph. Accord-
ingly, we write,
ξ = −
1
4
ξ1 −
1
16
ξ2 +
1
48
ξ3 + · · · ,
where now ξi all correspond to the difference of two graphs as depicted in the proposition. It is easily
verified that the terms contributing to α′Duf = e
adξαDuf up to a total number of four vertices are,
(6) [α′Duf ] = [αDuf ]−
1
4
adξ1(a1 + a2 +
1
2
a3) +
1
2!
1
16
ad2ξ1(a1 + a2)−
1
16
adξ2(a1 + a2) +
1
48
adξ3(a1 + a2),
where [αDuf ] ([α
′
Duf ]) denotes the part of αDuf (of [α
′
Duf ]) having up to four vertices. To fix notation, set,
b = 1 2 3 = 1 2 3 + 1 2 3 + 1 2 3 =: b1 + b2 + b3,
and
Q = − 1 2 3 − 1 2 3 + 1
3
2 − 1
3
2 − 1
3
2 + 1
3
2
+ 1 2
3
− 1 2
3
− 1 2
3
+ 1 2
3
.
The graphical calculus allows us to compute the following identities. Note that some graphs cancel
because of symmetries or the generalized IHX relations.
[ξ1, a1] =2a3,
[ξ1, a2] =0,
[ξ1, a3] =Q,
[ξ1, [ξ1, a1]] =2[ξ1, a3] = 2Q,
[ξ2, a1] =− a4 + 2a5,
[ξ2, a2] =− [ξ1, a3]− b1 − b3 = −Q− b1 − b3,
[ξ3, a1] =− 2a6 + a4,
[ξ3, a2] =− b1 + 2b2 − b3.
Inserting this back into equation (6) yields,
[α′Duf ] = a1 + a2 +
1
24
(b1 + b2 + b3) = a1 + a2 +
1
24
b.

Remark 4.4. The Maurer-Cartan element α0 ∈ MC(gAs,dgraphs) corresponding to the universal A∞-
structure (dA, m˜0, 0, . . . ) is given by α0 = a1 + a2.
4.1. The cohomology of H(gAs,dgraphs, ada2). Fix n ≥ 1. Consider the polynomial coalgebra Pn :=
K[t1, . . . , tn]. The variables ti are of degree zero. It is equipped with the usual coproduct which on
homogeneous elements is given by,
∆(ti1 · · · tik) = 1⊗ ti1 · · · tik +
k−1∑
j=1
ti1 · · · tij ⊗ tij+1 · · · tik + ti1 · · · tik ⊗ 1.
12
Let ΩPn = (Ts
−1Pn, d) be its cobar construction. Here, d : (s
−1Pn)
⊗k → (s−1Pn)
⊗k+1 is the degree one
map explicitly given by the alternating sum,
d =
k+1∑
i=0
(−1)idi,
where for p ∈ (s−1Pn)
⊗k, d0(p) = s
−1 ⊗ p, dk+1(p) = p⊗ s
−1 and for pi ∈ s
−1Pn,
di(p1 ⊗ · · · ⊗ pk) = p1 ⊗ · · · ⊗∆(pi)⊗ · · · ⊗ pk.
On ΩPn there is an N
n
0 -grading counting the number of t1, . . . , tn appearing in any monomial. The
subspace of degree (1, . . . , 1) elements (i.e. every variable occurs exactly once), denoted by ΩP
(1,...,1)
n ,
defines a subcomplex of ΩPn. For instance, (up to suspension) t1⊗ t2t3 lies in ΩP
(1,1,1)
3 , whereas t1⊗ t2t1
does not. Note also that the Sn-action on ΩP
(1,...,1)
n which permutes the variables is compatible with
the differential.
Proposition 4.5. The cohomology of (ΩP
(1,...,1)
n , d) is one-dimensional. More precisely, if we denote by,
ωn =
1
n!
∑
σ∈Sn
(−1)|σ|s−1tσ(1) ⊗ · · · ⊗ s
−1tσ(n),
the totally antisymmetric element in (s−1Pn)
⊗n, then,
H(ΩP (1,...,1)n , d) = H
n(ΩP (1,...,1)n , d) = K · [ωn]
∼= s−nK.
Proof. The cohomology of the complex (ΩP
(1,...,1)
n , d) was computed for instance in ([8], Proposition 2.2)
by V. Drinfeld, in ([4], Section 4.2) by D. Bar-Natan and in [15] by P. Sˇevera and T. Willwacher. 
Lemma 4.6. Consider dgraphsuni(n) equipped with the Sn-action which permutes the labels of the
external vertices. There is an isomorphism of complexes,(
sdgraphsuni(n)⊗Sn ΩP
(1,...,1)
n , 1⊗ d
)
∼= (
∏
m≥1
s−m+1dgraphs(m,n), ada2).
A graphical interpretation of the isomorphism is given in Figure 5. In the following, we denote by
s−•+1dgraphs(•, n) :=
∏
m≥1 s
−m+1dgraphs(m,n).
Proof. The identification as described in Figure 5 is bijective. Moreover, it is easy to check that the
differentials 1⊗ d and ada2 act in an equivalent way on their respective complexes. 
1 3 2 4
⊗S4
1 2 3
s−1t1 s
−1t4t2 s
−1t3⊗ ⊗
7→
1 2 3
t1 t4 t2 t3
=
1 2 3
Figure 5. Schematic description of the isomorphism from Lemma 4.6. The element
Γ⊗S4 (s
−1t1⊗ s
−1t4t2⊗ s
−1t3) ∈ dgraphs
uni(4)⊗S4 ΩP
(1,...,1)
4 is identified by this gluing
procedure with a graph in dgraphs(3).
Corollary 4.7. We have,
H(sdgraphsuni(n)⊗Sn ΩP
(1,...,1)
n , 1⊗ d) = sdgraphs
uni(n)⊗Sn K · [ωn].
Thus, H(s−•+1dgraphs(•, n), ada2) is spanned by graphs with univalent external vertices which are totally
antisymmetric with respect to the Sn-action permuting the external vertices. Moreover, by taking the
direct product over all n, we obtain,
H(gAs,dgraphs, ada2)
∼=
∏
n≥1
sdgraphsuni(n)⊗Sn K · [ω].
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Proof. The first part of the statement follows from the fact that taking coinvariants under finite group
actions commutes with taking cohomology. The rest is a consequence of Lemma 4.6. 
Lemma 4.8. The graph b ∈ dgraphs(3) represents a non-trivial class in H1(gAs,dgraphs, ada1+a2) under
the identification (5).
Proof. By Corollary 4.7, we know that b represents a non-trivial class in H1(gAs,dgraphs, ada2). It is also
easily verified that ada1(b) = 0. Moreover, b is cohomologous to the graph b
′ on the left in Figure 6.
They satisfy b = −b′+(ada1+a2)(c), where c is the graph on the right in Figure 6. Since b
′ has no internal
vertices it cannot be exact under ada1+a2 , as all graphs in the image of the differential ada1 have at least
on internal vertex. Thus, b is not exact and the statement follows. 
b′ = 1 2 3 4
1 2
+ 1 2 3 4
1
2
c = 1 2 3
1 2
,
Figure 6. We have b = −b′ + [a1 + a2, c].
Corollary 4.9. The Maurer-Cartan elements αDuf and α0 are not gauge equivalent.
Proof. Define a second grading on gAs,dgraphs ∼=
∏
n≥1 s
−n+1dgraphs(n) by
(#internal vertices + #external vertices)− 1.
The grading is compatible with the Lie algebra structure. The degree one part of α′Duf , denoted by α
′(1)
Duf ,
is given by α0 = a1+a2. The degree three part α
′(3)
Duf equals 1/24 · b. Since [b] 6= 0 ∈ H
1(gAs,dgraphs, adα0),
we may apply Lemma 1.14 to find that α0 is not gauge equivalent to α
′
Duf . The fact that αDuf is gauge
equivalent to α′Duf establishes the result. 
Proof of Theorem 1.15. The universal Maurer-Cartan elements αDuf and α0 correspond to the universal
A∞-structures (dA, m˜Duf , 0, . . . ) and (dA, m˜0, 0, . . . ) on A. Since αDuf is not gauge equivalent to α0,
there is no universal A∞-isomorphism between these two structures, by Lemma 4.2. 
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