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Abstract
We propose a parallelizable sparse inverse for-
mulation Gaussian process (SpInGP) for tem-
poral models. It uses a sparse precision GP for-
mulation and sparse matrix routines to speed
up the computations. Due to the state-space
formulation used in the algorithm, the time
complexity of the basic SpInGP is linear, and
because all the computations are parallelizable,
the parallel form of the algorithm is sublin-
ear in the number of data points. We provide
example algorithms to implement the sparse
matrix routines and experimentally test the
method using both simulated and real data.
1 Introduction
Gaussian processes (GPs) are prominent modelling tech-
niques in machine learning [Rasmussen and Williams,
2005], robotics, signal processing, and many others
fields. The advantages of Gaussian Process models are:
analytic tractability in the basic case and probabilis-
tic formulation which offers handling of uncertainties.
The computational complexity of standard GP regres-
sion is O(N3) where N is the number of data points.
It makes the inference impractical for sufficiently large
datasets. For example, modelling of a dataset with
10,000–100,000 points on a modern laptop becomes
slow, especially if we want to estimate hyperparame-
ters [Rasmussen and Williams, 2005]. However, the
computational complexity of a standard GP does not de-
pend on the dimensionality of the input variables.
Several methods have been developed to reduce the com-
putational complexity of GP regression. These include
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inducing point sparse methods [Quin˜onero-Candela and
Rasmussen, 2005], which assume the existence of a
smaller number m of inducing inputs and inference is
done using these inputs instead of the original inputs, the
overall complexity of this approximation is O(m2N) –
independently of the dimensionality of inputs. Although
the scaling is also linear in N , these methods are approx-
imations with no way to quantify their imprecision.
In this paper, we consider temporal Gaussian processes,
that is, processes which depend only on time. Hence, the
input space is 1-dimensional (1-D). Temporal GPs are
frequently used e. g. for trajectory estimation problems
in robotics [Anderson et al., 2015] and signal process-
ing. For such 1-D input GPs there exist another method
to reduce the computational complexity [Hartikainen and
Sa¨rkka¨, 2010]. This method allows to convert temporal
GP inference to the linear state-space (SS) model and to
perform model inferences by using Kalman filters and
Raugh–Tung–Striebel (RTS) smoothers [Sa¨rkka¨, 2013].
This method reduces the computational complexity of
temporal GP to O(N) where N is the number of time
points.
Even though the method described in the previous para-
graph scales as O(N) we are interested in speeding up
the algorithm even more. The computational complex-
ity cannot, in general, be lower than O(N) because the
inference algorithm has to read every data point at least
once. However, with finite N , by using parallelization
we can indeed obtain sublinear computational complex-
ity in “weak sense”: provided that the original algo-
rithm is O(N), and it is parallelizable, the solution can
be obtained with time complexity which is strictly less
than linear. Although the state-space formulation to-
gether with Kalman filters and RTS smoothers provide
the means to obtain linear time complexity, the Kalman
filter and RTS smoother are inherently sequential algo-
rithms, which makes them difficult to parallelize.
In this paper, we show how the state-space formulation
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can be used to construct linear-time inference algorithms
which use the sparseness property of precision matrices
of Markovian processes. The advantage of these algo-
rithms is that they are parallelizable and hence allow
for sublinear time complexity (in the above weak sense).
Similar ideas have also been earlier proposed in robotics
literature [Anderson et al., 2015]. We discuss practical
algorithms for implementing the required sparse matrix
operations and test the proposed method using both sim-
ulated and real data.
2 Sparse Precision Formulation of
Gaussian Process Regression
2.1 State-Space Formulation and Sparseness of
Precision matrix
It has been shown before [Hartikainen and Sa¨rkka¨,
2010], that a wide class of temporal Gaussian processes
can be represented in a state-space form:
zn = An−1zn−1 + qn (dynamic model),
yn = Hzn + n (measurement model)
, (1)
where noise terms are qn ∼ N (0, Qn), n ∼ N (0, σ2n),
and the initial state is z0 ∼ N (0, P0).
It is assumed that yn (scalar) are the observed values of
the random process. The noise terms qn and n are Gaus-
sian. The exact form of matrices An, Qn, H and P0 and
the dimensionality of the state vector – b depend on the
covariance matrix of the corresponding GP. Some covari-
ance functions have an exact representation in a state-
space form such as the Mate´rn family [Hartikainen and
Sa¨rkka¨, 2010], while some others have only approxima-
tive representations, such as the exponentiated quadratic
(EQ) [Hartikainen and Sa¨rkka¨, 2010] (it is also called
radial basis function or RBF kernel). It is important to
emphasize that these approximations can be made arbi-
trarily small in a controllable way because of a uniform
convergence of approximate covariance function to the
true covariance. This is in contrast with e.g. sparse GPs
where there is no control of the quality of approximation.
Usually, the state-space form (1) is obtained first by de-
riving a stochastic differential equation (SDE) which cor-
responds to GP regression with the appropriate covari-
ance function, and then by discretizing this SDE. The
transition matrices An and Qn actually depend on the
time intervals between the consecutive measurements
so we can write An = A[tn+1 − tn] = A[∆tn] and
Qn = Q[∆tn]. Matrix H typically is fixed and does not
depend on ∆tn.
For instance, the state-space model for the
Mate´rn(ν = 32 ) covariance function kν=3/2(t) =
(1 +
√
3∆t
l ) exp(−
√
3∆t
l ) is:
An−1 = expm
([
0 1
−φ2 −2φ
]
∆tn
)
,
P0 =
[
1 0
0 3l2
]
, H =
[
1 0
]
Qn = P0 −An−1P0ATn−1
, (2)
where expm denotes matrix exponent and φ =
√
3
l .
We do not consider here how exactly the state-space form
is obtained, and interested reader is guided to the refer-
ences [Hartikainen and Sa¨rkka¨, 2010] and later works on
this topics. However, regardless of the method we use,
we have the following group property for the transition
matrix:
A[∆tn]A[∆tk] = A[∆tn + ∆tk]. (3)
Having a representation (1) we can consider the vector of
z¯ = [z>0 , z
>
1 , · · · z>N ]> which consist of individual vec-
tors zi stacked vertically. The distribution of this vector
is Gaussian because the whole model (1) is Gaussian. It
has been shown in [Grigorievskiy and Karhunen, 2016]
and in different notation in [Anderson et al., 2015] that
the covariance of z¯ equals:
K(t, t) = AQA>. (4)
In this expression the matrix A is equal to:
A =

I 0 0 · · · 0
A[∆t1] I 0 0
A[∆t1 + ∆t2] A[∆t2] I · · · 0
...
...
. . .
...
A[
N∑
i=1
∆ti] A[
N∑
i=2
∆ti] A[
N∑
i=3
∆ti] · · · I

. (5)
The matrix Q is
Q =

P0 0 0 · · · 0
0 Q1 0 0
0 0 Q2 · · · 0
...
...
. . .
...
0 0 0 · · · QN
 . (6)
There exist the following theorem (e.g. [Anderson et al.,
2015]) which shows the sparseness of the inverse of the
covariance matrix:
K−1 = A−TQ−1A−1. (7)
.
Theorem 1. The inverse of the kernel matrix K from
Eq. (4) is a block-tridiagonal (BTD) and therefore is a
sparse matrix.
The above result can be obtained by noting that the Q−1
is block diagonal (denote the block size as b) and that
A−1 =

I 0 0 · · · 0
−A[∆t1] I 0 0
0 −A[∆t2] I · · · 0
...
...
. . .
...
0 0 0 −A[∆tN ] I
 . (8)
It is easy to find the covariance of observation vector
y = [y1, y2, · · · yN ]>. In the state-space model (1) ob-
servations yi are just linear transformations of state vec-
tors zi, hence according to the properties of linear trans-
formation of Gaussian variables, the covariance matrix
in question is:
GKG> + INσ2n, (9)
where G = (IN ⊗H).
The symbol⊗ denotes the Kronecker product. Note, that
in state-space model Eq. (1), H is a row vector because
yi are 1-dimensional. The summand INσ2n correspond
to the observational noise can be ignored when we re-
fer to the covariance matrix of the model. Therefore, we
see that the covariance matrix of y has the inner part K
which inverse is sparse (block-tridiagonal). This prop-
erty can be used for computational convenience via ma-
trix inversion lemma.
2.2 Sparse Precision Gaussian Process Regression
In this section, we consider sparse inverse (SpIn) (which
we also call sparse precision) Gaussian process regres-
sion and computational subproblems related to it. Let’s
look at temporal GP with redefined covariance matrix in
Eq. (9). The only difference to the standard GP is the co-
variance matrix. Since the state-space model might be an
exact or approximate expression of GPR we can write:
K(t, t) u GK(t, t)G>. (10)
.
The predicted mean value of a GP at M new time points
t? = [t?1, t
?
2, · · · , t?M ] is:
m(t?) = GMK(t?, t)G>[GK(t, t)G>+ Σ]−1y, (11)
where we have denoted Σ = σ2nI . One way to express
the mean through the inverse of the covarianceK−1(t, t)
is to apply the matrix inversion lemma:
[GK(t, t)G> + Σ]−1
= Σ−1 − Σ−1G[K(t, t)−1 +G>Σ−1G]−1G>Σ−1.
After substituting this expression into Eq. (11) we get:
m(t?) = GMK(t?, t)G>[Σ−1y − Σ−1G×
[K(t, t)−1 +G>Σ−1G]−1(G>Σ−1 y)]︸ ︷︷ ︸
Computational subproblem 1
, (12)
where GM = (IM ⊗ H). The inverse of the matrix
K(t, t) is available analytically from Theorem 1. It is
a block-tridiagonal (BTD) matrix. The matrix G>Σ−1G
is a block-diagonal matrix which follows from:
G>Σ−1G = σn(IN⊗H>)(IN⊗H) = σ2n(IN⊗H>H).
Thus, the main computational task in finding the mean
value for new time points is solving block-tridiagonal
system with matrix [K(t, t)−1 +G>Σ−1G]−1 and right-
hand side (G>Σ−1 y). However, note that even though
the matrixK−1(t, t) is sparse (block-tridiagonal), the in-
verse matrix is dense. So, the matrix K(t?, t) is dense as
well.
The computational complexity of the above formula is
O(MN), however if M is large then the matrix K(t?, t)
may not fit into computer memory because it is dense.
Of course, it is possible to apply (12) in batches taking
each time a small number of new time points, but this is
cumbersome in implementation.
There is another formulation of computing the GP mean
with the same computational complexity. We combine
the training and test points in one vector T = [t?; t] of
the size L = M+N and consider the GP covariance for-
mula for the full covariance K(T, T ). Note, that accord-
ing to the previous discussion K(T, T ) = GK(T, T )G>
and we try to express the covariance K(T, T ) through
the inverse K−1(T, T ) which is sparse. Then the mean
formula for T is:
m(T ) = GL K(T, T ) GTL
[
GL K(T, T ) GTL + Σ′
]−1
y′.
(13)
Here the GL by analogy equals (IL ⊗ H), and Σ′ con-
tains σ2n on those diagonal positions which correspond to
training points and∞ on those which correspond to new
points (infinity must be understood in the limit sense).
The vector y′ is similarly augmented with zeros.
Then by applying the following matrix identity:
A−1B[D − CA−1B]−1 = [A−BD−1C]−1BD−1,
we arrive to:
m(T ) = GL [K−1 +GT (Σ′)−1G]−1G>L (Σ′)−1y′︸ ︷︷ ︸
Computational subproblem 1
.
(14)
Let’s consider the variance computation. If we apply
straightforwardly the matrix inversion lemma to the GP
variance formula, the result is:
S(t?, t?) = GMK(t?, t?)G>M −GMK(t?, t)G>
× [GK(t, t)G> + Σ′]−1GK(t, t?)G>M .
In this expression the computational complexity is not
less than O(N3) and the matrix K(t?, t?) is dense. This
is computationally prohibitive for the large datasets. By
using the similar procedure as for the mean computations
we derive:
S(T, T ) = GL [K−1 +G>L (Σ′)−1GL]−1G>L︸ ︷︷ ︸
Computational subproblem 2
. (15)
Typically we are interested only in the diagonal of the co-
variance matrix (15), therefore not all the elements need
to be computed. Section 3 describes in more details this
and other computational subproblems.
2.3 Marginal Likelihood
The formula for the marginal likelihood of GP is:
log p(y|t) = −1
2
y>[K + Σ]−1y︸ ︷︷ ︸
data fit term: ML 1
−1
2
log det[K + Σ]︸ ︷︷ ︸
determinant term: ML 2
− n
2
log 2pi
(16)
Computation of the data fit term is very similar to the
mean computation in Section 2.2. For computing the de-
terminant term the determinant Inverse Lemma must be
applied. It allows to express the determinant computa-
tion as:
det[K + Σ] = det[GKG> + Σ] =
= det[K−1 +G>Σ−1G]︸ ︷︷ ︸
Computational subproblem 3
det[K] det[Σ] (17)
We assume that Σ is diagonal, then in the formula above
det[Σ] is easy to compute: det[Σ] = (σ2n)
N (N - number
of data points). det[K] = 1/det[K−1], so we need to
know how to compute the determinants of BTD matrices.
This constitutes the third computational problem to be
addressed.
2.4 Marginal Likelihood Derivatives Calculation
Taking into account GP mean calculation and the
marginal likelihood form in Eq (16) we can write:
log p(y|t) =
= −1
2
y>
(
Σ−1 − Σ−1G[K−1 +G>Σ−1G]−1)y
− 1
2
(
log det[K−1 +G>Σ−1G]− log det[K−1]
+ log det[Σ−1]
)
− N
2
log 2pi.
(18)
Consider first the derivatives of the data fit term. Assume
that θ 6= σn (variance of noise). So, θ is a parameter of a
covariance matrix, then:
∂ML 1
∂θ
=
{
using:
∂M−1
∂θ
= −M−1 ∂M
∂θ
M−1
}
=
− 1
2
y>
(
Σ−1G[K−1 +G>Σ−1G]−1 ∂K
−1
∂θ
×
× [K−1 +G>Σ−1G]−1G>Σ−1
)
y.
(19)
This is quite straightforward (analogously to mean com-
putation) to compute if we know ∂K
−1
∂θ . This is com-
putable using Theorem 1 and expression for the deriva-
tive of the inverse. If θ = σn the derivative is computed
similarly.
Assuming again that the θ is a parameter of the covari-
ance matrix, the derivative of the determinant is:
∂
∂θ
{
−1
2
(
log det[K−1 +G>Σ−1G]− log det[K−1])} .
(20)
Let us consider how to compute the first log det since
computing the second one is analogous.
∂
∂θ
{
log det[K−1 +G>Σ−1G]} =
= Tr
[
[K−1 +G>Σ−1G]−1 ∂[K
−1 +G>Σ−1G]
∂θ
]
︸ ︷︷ ︸
Computational subproblem 4
.
(21)
The question is how to efficiently compute this trace?
Briefly denoteK = K−1 +G>Σ−1G. Although the ma-
trix K is sparse, the matrix K−1 is dense and can’t be
obtained explicitly. One can think of computing sparse
Cholesky decomposition ofK−1 then solving linear sys-
tem with right-hand side (rhs) ∂K
−1
∂θ (rhs is a matrix).
After solving the system it is trivial to compute the trace.
However, this approach faces the problem that the so-
lution of the linear system is dense and hence can’t be
stored.
To avoid this problem we can think of performing sparse
Cholesky decomposition of both K−1 and ∂K
−1
∂θ in
Eq. (21) in order to deal with triangular matrices with
the intention to compute the trace without dealing with
large matrices. However, after careful investigation, we
conclude that this approach is infeasible. We consider
the efficient solution to this problem in the next section.
3 Computational Subproblems and their
Solutions
3.1 Overview of Computational Subproblems
Let’s consider one by one computational subproblems
defined earlier. They all involve solving numerical prob-
lems with symmetric block-tridiagonal (BTD) matrix
e.g. in Eq. (12).
The mean computation in SpInGP formulation requires
solving computational subproblem 1 which is empha-
sized in Eq. (12). It is a block-tridiagonal linear system
of equations:

?
?
...
?
 =

A1 B1 · · · 0
C1 A2 0
...
...
. . .
...
0 0 · · · An

−1 
x
x
...
x
 (22)
This is a standard subproblem which can be solved by
classical algorithms. There is a Thomas algorithm which
is sequential. It performs block LU factorization of the
given matrix. Parallel version has been developed as
well. Unfortunately, block matrix algorithms are rarely
found in numerical libraries.
The computational subproblem 3 in Eq. (17) involves
computing the determinant of the same symmetric block-
tridiagonal matrix. In general, any direct (not iterative)
solver performs some version of LU (Cholesky in the
symmetric case) decomposition, therefore usually sub-
problem 3 is solved simultaneously with subproblem 1.

? x · · · x
x ? x
...
...
. . .
...
x x · · · ?
 =

A1 B1 · · · 0
C1 A2 0
...
...
. . .
...
0 0 · · · An

−1
×

X X · · · 0
X X 0
...
...
. . .
...
0 0 · · · X
 (23)
Alternatively, we can tackle subproblems 1 and 3 by us-
ing general band matrix solvers or sparse solvers. There
are several general purpose direct sparse solvers avail-
able: Cholmod, MUMPS, PARDISO etc. The restriction
that the solver must be direct follows from the need to
compute the determinant in subproblem 3.
The computational subproblem 2 in Eq. (15) is a less
general form of computational problem 4. The scheme
of the subproblem 4 is demonstrated in Eq. (23). On this
scheme small x means any single element and X any
block. In short, BTD matrix is inverted and the right-
hand side (rhs) is also a BTD matrix. Right-hand side
blocks do not have to be square, the only requirement
is that the dimensions match. Since the inversion of the
block-tridiagonal matrix is a dense matrix the solution of
this problem is also a dense matrix. However, we are in-
terested not in the whole solution but only in the diagonal
of it.
It can be noted, that subproblem 4 can be solved by com-
puting the BTD part of the inverse of the matrix and then
multiplied by the right-hand side. This is true since the
right-hand side is a BTD matrix. Hence, only the BTD
part of the inverse is needed to compute the required di-
agonal. Computing only some elements in an inverse
matrix is called selective inversion. Some direct sparse
solvers implement selective inversion parallel algorithm.
Hence, subproblem 4 can also be solved by a general
sparse solvers. However, developing the specialized nu-
merical algorithms for BTD matrices may bring better
performance [Petersen et al., 2009].
4 Experiments
4.1 Implementation
The sequential algorithms for SpInGP based on Thomas
algorithm have been implemented1. The implementation
of parallel versions has been postponed for the future be-
cause it requires fine-tuning (in the case of using avail-
able libraries) or substantial efforts if implemented from
scratch.
The implementations are done in Python environment us-
ing the Numpy and Scipy numerical libraries. The code
is also integrated with the GPy [gpy, since 2012] library
where many state-space kernels and a rich set of GP
1Source code available at: (added in the final version)
(a) Scaling of SpInGP w.r.t. number of data
points. Marginal likelihood and its deriva-
tives are being computed.
(b) Scaling of SpInGP and KF w.r.t. num-
ber of data points. Marginal likelihood and
its derivatives are being computed.
(c) Scaling of SpInGP w.r.t block size
of precision matrix. 1000 data points.
Marginal likelihood and its derivatives are
being computed.
Figure 1: Scaling of SpIn GP
models are implemented. Results are obtained on a regu-
lar laptop computer with Intel Core i7 CPU @ 2.00GHz
8 and with 8 Gb of RAM.
4.2 Simulated Data Experiments
We have generated an artificial data which consist of two
sinusoids immersed into Gaussian noise. The speed of
computing marginal log likelihood (MLL) along with its
derivatives are presented in the Fig. 1a. SpInGP is com-
pared with state-space form of temporal GP regression
(also implemented in GPy). The inference in state-space
model is done by Kalman filtering, so we call it also KF
model. The block size is b = 12 which correspond to
Mate´rn(ν = 32 ) plus EQ (RBF) with 10-th order approx-
imation. The same test but for a larger number of data
points is done (Fig. 1b) to verify linear memory con-
sumption.
As expected the SpInGP and KF solution scales linearly
with increasing number of data points while standard GP
scales cubically. The SpInGP is faster than KF here, but
it is only because of implementation details.
The next test we have conducted is the scaling analy-
sis of the same models with respect to precision matrix
block sizes. From the same artificially generated data
1,000 data points have been taken and marginal likeli-
hood and its derivatives have been calculated. Different
kernels and kernel combinations have been tested so that
block sizes of sparse covariance matrix change accord-
ingly. The results are demonstrated in Fig. 1c. In this
figure, we see the superlinear scaling of SpInGP and KF
inference (O(b3) in theory). The 1,000 data points is a
relatively small number so the regular GP is much faster
in this case.
4.3 CO2-Concentration Forecasting Experiment
We have modeled and predicted the well-known real
world dataset - atmospheric CO2-concentration2 mea-
sured at Mauna Loa Observatory, Hawaii. The detailed
description of the data can be found e.g. in [Rasmussen
and Williams, 2005, p. 118]. It is a weekly sampled data
starting on 5-th of May 1974 and ending on 2-nd of Oc-
tober 2016, in total 2195 measurements. The dataset is
drawn on the Fig. 2a.
For the demonstration purpose rather intuitive covari-
ance function is taken. It consist of 3 summands: quasi-
periodic kernel models periodicity with possible long-
term variations, Mate´rn(ν = 32 ) models short and middle
term irregularities and Exponentiated-Quadratic (EQ)
kernel models long-term trend:
k(·) = kperiodicityQuasi-Periodic(·) + ksmall variationsMate´rn 3
2
(·) + klong trendEQ (·).
(24)
The hyperparameters or the kernels have been optimized
by running scaled conjugate gradient optimization of
marginal likelihood [Rasmussen and Williams, 2005].
The initial values of optimization have been chosen to
be preliminarily reasonable ones.
From Fig. 2b and 2c it is noticeable that results are
slightly different but sill very similar. The difference can
be explained by slightly different optimal values of hy-
perparameters obtained during optimization and regular-
ization applied to SpInGP.
5 Conclusions
In this paper we have proposed the sparse inverse for-
mulation Gaussian process (SpInGP) algorithm for tem-
poral Gaussian process regression. In contrast to stan-
dard Gaussian Processes which scales cubically with the
2Available at: ftp://ftp.cmdl.noaa.gov/ccg/ co2/trends/
(a) CO2-concentration dataset. 2195 data
points (b) SpInGP 8 years forecast (c) KF 8 years forecast
Figure 2: Forecasting CO2-concentration data
number of time points, SpInGp scales linearly. Memory
requirement is quadratic for standard GP and linear for
SpInGP. And in contrast to inducing points sparse GPs
SpInGP is exact for some kernels and arbitrary close to
exact for others.
We have considered all computational subproblems
which are encountered during the Gaussian process re-
gression inference. There are four different subprob-
lems which all can be solved by sequential or parallel
algorithms for block-tridiagonal systems. Alternatively,
the BTD formulation allows using general sparse solvers
where the selective inversion operation is implemented.
Hence, in contrast standard to Kalman filtering solution
which scales linearly, our approach allows parallelization
and sub-linear scaling.
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