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Abstract
In this article, we develop duality principles applicable to primal variational formulations
found in the non-linear elasticity theory. As a first application, we establish the concerning
results in details for one and three-dimensional models. We emphasize such duality principles
are applicable to a larger class of variational optimization problems, such as non-linear models
of plates and shells and other models in elasticity. Finally, we formally prove there is no duality
gap between the primal and dual formulations, in a local extremal context.
1 Introduction
In the first part of this work, we develop a duality principle and sufficient conditions of
local optimality for an one-dimensional model in non-linear elasticity. The results are based on
fundamental tools of convex analysis and duality theory.
About the references, this article in some sense extends and complements the original works
of Telega, Bielski and their co-workers, [3, 2, 11, 9]. In particular in [3], published in 1985
and in [9], for three-dimensional elasticity and related models, the authors established duality
principles and concerning global optimality conditions, for the special case in which the stress
tensor is positive definite at a critical point. In this specific sense, the present work complements
such previous ones, considering we establish a sufficient condition for local minimality which
does not require the stress tensor to be either positive or negative defined along the concerning
domain. Such an optimality condition is summarized by the condition ‖ux‖∞ < 1/4 at a critical
point.
The tools of convex analysis and duality theory here used may be found in [4, 8, 10]. Exis-
tence of results in non-linear elasticity and related models may be found in [5, 6, 7].
Finally, details on the function spaces addressed may be found in [1].
At this point, we start to describe the primal variational formulation for the one-dimensional
model.
Let Ω = [0, L] ⊂ R be an interval which represents the axis of a straight bar of length L and
constant cross section area A.
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We denote by u : [0, L] → R the field of axial displacements for such a bar, resulting from
the application of an axial load field P ∈ C([0, L]).
We also denote
U = {u ∈ C1([0, L]) : u(0) = u(L) = 0},
and
Uˆ = {u ∈ U : ‖ux‖∞ < 1/4}.
The energy for such a system, denoted by J : U → R, is expressed as
J(u) =
EA
2
∫ L
0
(
ux +
1
2
u2x
)2
dx−
∫ L
0
Pu dx, ∀u ∈ U,
where E > 0 is the Young modulus.
We shall also define
G(ux) =
EA
2
∫ L
0
(
ux +
1
2
u2x
)2
dx.
Finally, generically we shall denote, for u ∈ U and r > 0,
Br(u) = {v ∈ U : ‖v − u‖U < r}
where
‖v‖U = max
x∈[0,L]
{|v(x)| + |vx(x)|}, ∀v ∈ U.
Moreover, defining V = C([0, L]), for z∗ ∈ V and r1 > 0, we shall generically also denote
Br1(z
∗) = {v ∈ V : ‖v − z∗‖V < r1},
where
‖v‖V = ‖v‖∞ = max
x∈[0,L]
|v(x)|, ∀v ∈ V.
Similar corresponding standard notations are valid for V × V and the 3-dimensional model.
2 The main duality principle for the one-dimensional
model
Our first duality principle is summarized by the following theorem.
Theorem 2.1. Let J : U → R be defined by
J(u) =
EA
2
∫ L
0
(
ux +
1
2
u2x
)2
dx−
∫ L
0
Pu dx.
Assume u0 ∈ Uˆ is such that
δJ(u0) = 0.
Define F : U → R by
F (ux) =
K
2
∫ L
0
u2x dx,
2
GK : U → R by
GK(ux) = G(ux) +
K
2
∫ L
0
u2x dx
and J∗ : V × V × V → R by
J∗(v∗, z∗) = F ∗(z∗)−G∗K(v
∗, z∗),
F ∗(z∗) = sup
v∈V
{〈v, z∗〉L2 − F (v)}
=
1
2K
∫ L
0
(z∗)2 dx (1)
and
G∗K(v
∗, z∗) = sup
(v1,v2)∈V×V
{〈v1, z
∗ + v∗2〉L2 + 〈v2, v
∗
1〉L2
−
EA
2
∫ L
0
(
v1 +
1
2
v22
)2
dx−
K
2
∫ L
0
v22 dx
}
=
1
2
∫ L
0
(v∗1)
2
z∗ + v∗2 +K
dx+
1
2EA
∫ L
0
(v∗2 + z
∗)2 dx, (2)
if v∗2 + z
∗ +K > 0, in Ω.
Define also,
A∗ = {v∗ = (v∗1 , v
∗
2) ∈ V × V : (v
∗
1)x + (v
∗
2)x + P = 0, in Ω},
K = EA/2,
zˆ∗ = K(u0)x,
vˆ∗2 = EA
(
(u0)x +
1
2
(u0)
2
x
)
− zˆ∗,
vˆ∗1 = (zˆ
∗ + vˆ∗2 +K)(u0)x.
Under hypotheses and definitions, we have
δ2J(u0, ϕ, ϕ) ≥ 0, ∀ϕ ∈ C
1
c ((0, L)) (3)
and there exist r, r1, r2 > 0 such that
J(u0) = inf
u∈Br(u0)
J(u)
= sup
v∗∈Br2 (vˆ
∗)∩A∗
{
inf
z∗∈Br1 (zˆ
∗)
{J∗(v∗, z∗)}
}
= J∗(vˆ∗, zˆ∗). (4)
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Proof. Observe that
∂2J∗(vˆ∗, zˆ∗)
∂(z∗)2
=
2
EA
−
(vˆ∗1)
2
(vˆ∗2 + zˆ
∗ + EA2 )
3
−
1
EA
=
1
EA
−
(u0)
2
x
vˆ∗2 + zˆ
∗ + EA2
. (5)
Also,
vˆ∗2 + zˆ
∗ +
EA
2
= EA
(
(u0)x +
1
2
(u0)
2
x
)
+
EA
2
>
EA
2
−EA
(
1
4
+
1
2
1
16
)
= EA
(
1
4
−
1
32
)
= EA
7
32
. (6)
From this and (5), we obtain
∂2J∗(vˆ∗, zˆ∗)
∂(z∗)2
>
1
EA
−
1
16
32
(7 EA)
=
1
EA
(
1−
2
7
)
=
5
7EA
> 0, in Ω. (7)
Thus, we may infer that there exists r1, r2 > 0 such that J
∗(v∗, z∗) is convex in z∗ and
concave in v∗, on
Br1(zˆ
∗)×Br2(vˆ
∗).
Now, denoting
Jˆ(v∗, z∗, u) = J∗(v∗, z∗)− 〈u, (v∗1)x + (v
∗
2)x + P 〉L2
we obtain
∂Jˆ∗(vˆ∗, zˆ∗, u0)
∂z∗
=
z∗
K
+
1
2
(vˆ∗1)
2
(vˆ∗2 + zˆ
∗ +K)2
−
vˆ∗2 + zˆ
∗
EA
= (u0)x +
1
2
(u0)
2
x −
EA
(
(u0)x +
1
2 (u0)
2
x
)
EA
= 0, in Ω. (8)
Also,
∂Jˆ∗(vˆ∗, zˆ∗, u0)
∂v∗1
= −
(vˆ∗1)
(vˆ∗2 + zˆ
∗ +K)
+ (u0)x
= 0, in Ω, (9)
4
and
∂Jˆ∗(vˆ∗, zˆ∗, u0)
∂v∗2
=
1
2
(v∗1)
2
(vˆ∗2 + zˆ
∗ +K)2
−
vˆ∗2 + zˆ
∗
EA
+ (u0)x
= (u0)x +
1
2
(u0)
2
x −
EA
(
(u0)x +
1
2 (u0)
2
x
)
EA
= 0, in Ω. (10)
Finally,
∂Jˆ∗(vˆ∗, zˆ∗, u0)
∂u
= −(vˆ∗1)x − (vˆ
∗
2)x − P
= δJ(u0)
= 0, in Ω. (11)
These last four results may be summarized by the equation
δJˆ∗(vˆ∗, zˆ∗, u0) = 0.
Since above we have obtained that J∗(v∗, z∗) is convex in z∗ and concave in v∗, on
Br1(zˆ
∗)×Br2(vˆ
∗),
from this, the last result and from the min-max theorem, we have
J∗(vˆ∗, zˆ∗) = Jˆ∗(vˆ∗, zˆ∗, u0)
= sup
v∗∈Br2 (vˆ
∗)
{
inf
z∗∈Br1 (zˆ
∗)
{
Jˆ∗(v∗, z∗, u0)
}}
= sup
v∗∈Br2 (vˆ
∗)∩A∗
{
inf
z∗∈Br1 (zˆ
∗)
Jˆ∗(v∗, z∗)
}
. (12)
At this point we observe that
J∗(vˆ∗, zˆ∗) = Jˆ∗(vˆ∗, zˆ∗, u0)
= F ∗(zˆ∗)−G∗K(vˆ
∗, zˆ∗)
+〈(u0)x, vˆ
∗
1 + vˆ
∗
2〉L2 − 〈u0, P 〉L2
=
K
2
∫ L
0
(u0)
2
x dx− 〈(u0)x, zˆ
∗〉L2
−〈(u0)x, vˆ
∗
1 + vˆ
∗
2 + zˆ
∗〉L2
+G((u0)x) +
K
2
∫ L
0
(u0)
2
x dx
+〈(u0)x, vˆ
∗
1 + vˆ
∗
2〉L2 − 〈u0, P 〉L2
= G((u0)x)− 〈u0, P 〉L2
= J(u0). (13)
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On the other hand, since vˆ∗ ∈ A∗, we may write
J∗(vˆ∗, zˆ∗) = Jˆ∗(vˆ∗, zˆ∗)
= inf
z∗∈Br1 (zˆ
∗)
Jˆ∗(vˆ∗, z∗)
≤ F ∗(z∗)−G∗K(vˆ
∗, z∗)
+〈(u)x, vˆ
∗
1 + vˆ
∗
2〉L2 − 〈u, P 〉L2
≤ F ∗(z∗)− 〈(u)x, vˆ
∗
1 + vˆ
∗
2 + z
∗〉L2
+G(ux) +K
∫ L
0
u2x
2
dx
+〈(u)x, vˆ
∗
1 + vˆ
∗
2〉L2 − 〈u,P 〉L2 , (14)
∀u ∈ U, z∗ ∈ Br1(zˆ
∗).
In particular, there exists r > 0 such that if u ∈ Br(u0) then z
∗ = Kux ∈ Br1(zˆ
∗), so that
from this and (14), we obtain
J∗(vˆ∗, zˆ∗) ≤ −K
∫ L
0
u2x
2
dx+G(ux) +K
∫ L
0
u2x
2
dx− 〈u, P 〉L2
= G(ux)− 〈u, P 〉L2
= J(u), ∀u ∈ Br(u0). (15)
Finally, from (12), (13), and (15), we may infer that
J(u0) = inf
u∈Br(u0)
J(u)
= sup
v∗∈Br2 (vˆ
∗)∩A∗
{
inf
z∗∈Br1 (zˆ
∗)
{J∗(v∗, z∗)}
}
= J∗(vˆ∗, zˆ∗). (16)
From the first equation in such a result we may also obtain the standard second order
necessary condition indicated in (3).
The proof is complete.
3 The primal variational formulation for the three-
dimensional model
At this point we start to describe the primal formulation for the three-dimensional model.
Consider Ω ⊂ R3 an open, bounded, connected set, which represents the reference volume
of an elastic solid under the loads f ∈ C(Ω;R3) and the boundary loads fˆ ∈ C(Γ;R3), where
Γ denotes the boundary of Ω. The field of displacements resulting from the actions of f and fˆ
is denoted by u ≡ (u1, u2, u3) ∈ U , where u1, u2, and u3 denotes the displacements relating the
directions x, y, and z respectively, in the cartesian system (x, y, z).
Here U is defined by
U = {u = (u1, u2, u3) ∈ C
1(Ω;R3) | u = (0, 0, 0) ≡ 0 on Γ0} (17)
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and Γ = Γ0 ∪ Γ1, Γ0 ∩ Γ1 = ∅. We assume |Γ0| > 0 where |Γ0| denotes the Lebesgue measure of
Γ0.
The stress tensor is denoted by {σij}, where
σij = Hijkl
(
1
2
(uk,l + ul,k + um,kum,l)
)
, (18)
{Hijkl} = {λδijδkl + µ(δikδjl + δilδjk)},
{δij} is the Kronecker delta and λ, µ > 0 are the Lame´ constants (we assume they are such that
{Hijkl} is a symmetric constant positive definite forth order tensor). Here, i, j, k, l ∈ {1, 2, 3}.
The boundary value form of the non-linear elasticity model is given by

σij,j + (σmjui,m),j + fi = 0, in Ω,
u = 0, on Γ0,
σijnj + σmjui,mnj = fˆi, on Γ1,
(19)
where n = (n1, n2, n3) denotes the outward normal to the surface Γ.
The corresponding primal variational formulation is represented by J : U → R, where
J(u) =
1
2
∫
Ω
Hijkl
(
1
2
(ui,j + uj,i + um,ium,j)
)(
1
2
(uk,l + ul,k + um,kum,l)
)
dx
−〈u, f〉L2(Ω;R3) −
∫
Γ1
fˆiui dΓ (20)
where
〈u, f〉L2(Ω;R3) =
∫
Ω
fiui dx.
Remark 3.1. By a regular Lipschitzian boundary Γ of Ω we mean regularity enough so that the
standard Gauss-Green formulas of integrations by parts to hold. Also, we denote by 0 the zero
vector in appropriate function spaces.
About the references, similarly as for the one-dimensional case, we refer to [11, 9, 2, 3] as
the first articles to deal with the convex analysis approach applied to non-convex and non-linear
mechanics models. Indeed, the present work complements such important original publications,
since in these previous results the complementary energy is established as a perfect duality prin-
ciple for the case of positive definiteness of the stress tensor (or the membrane force tensor, for
plates and shells models) at a critical point.
We have relaxed such constraints, allowing to some extent, the stress tensor to not be nec-
essarily either positive or negative definite in Ω. Similar problems and models are addressed in
[4].
Moreover, we highlight again that existence results for models in elasticity are addressed in
[5, 6, 7]. Finally, the standard tools of convex analysis here used may be found in [8, 12, 10, 4].
4 The main duality principle for the three-dimensional
model
In this section we present the main duality principle for the 3-Dimensional model.
The main result is summarized by the following theorem.
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Theorem 4.1. Let J : U → R be defined by
J(u) =
∫
Ω
Hijkl
(
1
2
(ui,j + uj,i + um,ium,j)
)(
1
2
(uk,l + uk,l + uq,kuq,l)
)
dx
−〈uifi〉L2(Ω) − 〈ui, fˆi〉L2(Γ1). (21)
Assume u0 ∈ Uˆ is such that
δJ(u0) = 0,
where
Uˆ = {u ∈ U : ‖ui,j‖∞ < 1/8, ∀i, j ∈ {1, 2, 3}}.
Define F : U → R by
F (ui,j) =
K
2
∫
Ω
(
ui,j + uj,i
2
)(
ui,j + uj,i
2
)
dx,
GK : U → R by
GK({ui,j}) = G(u) +
K
2
∫
Ω
(
ui,j + uj,i
2
)(
ui,j + uj,i
2
)
dx
where
G(u) =
∫
Ω
Hijkl
(
1
2
(ui,j + uj,i + um,ium,j)
)(
1
2
(uk,l + uk,l + uq,kuq,l)
)
dx,
and J∗ : V × V × V → R by
J∗(v∗, z∗) = F ∗(z∗)−G∗K(v
∗, z∗),
where
V = C(Ω;R3×3),
F ∗(z∗) = sup
v∈V
{〈vij , z
∗
ij〉L2 − F (v)}
=
1
2K
∫
Ω
z∗ijz
∗
ij dx (22)
and
G∗K(v
∗, z∗) = sup
(v1,v2)∈V×V
{
〈(v1)ij , z
∗
ij + (v
∗
2)ij〉L2 + 〈(v2)ij , (v
∗
1)ij〉L2
−
1
2
∫
Ω
Hijkl
(
(v1)ij +
1
2
(v2)mi(v2)mj
)(
(v1)kl +
1
2
(v2)qk(v2)ql
)
dx
−
K
2
∫
Ω
(v2)ij(v2)ij dx
}
=
1
2
∫
Ω
((v∗2)ij + (z
∗)ij +Kδij)(v
∗
1)mi(v
∗
1)mj ; dx
+
1
2
∫
Ω
H ijkl((v
∗
2)ij + z
∗
ij)((v
∗
2)kl + z
∗
kl) dx, (23)
8
if {(v∗2)ij + (z
∗)ij +Kδij} is positive definite in Ω.
Here
{(v∗2)ij + (z
∗)ij +Kδij} = {(v
∗
2)ij + (z
∗)ij +Kδij}
−1.
Define also, A∗ = A1 ∩A2, where
A1 = {v
∗ = (v∗1 , v
∗
2) ∈ V × V : (v
∗
1)ij,j + (v
∗
2)ij,j + fi = 0, in Ω},
and
A2 = {v
∗ = (v∗1 , v
∗
2) ∈ V × V : (v
∗
1)ijnj + (v
∗
2)ijnj − fˆi = 0, on Γt},
and let K > 0 be such that
M =
{
Dijkl
K
−
3
32K
δij −H ijkl
}
is a positive definite tensor, where
Dijkl =
{
1, if i = k and j = l,
0, otherwise
(24)
and, in an appropriate sense,
{H ijkl} = {Hijkl}
−1.
Assume also,
zˆ∗ij = K
(
(u0)i,j + (u0)j,i
2
)
,
(vˆ∗2)ij = Hijkl
(
(u0)k,l + (u0)l,k
2
+
1
2
(u0)m,k(u0)m,l
)
− (zˆ∗)ij ,
(vˆ∗1)ij = ((zˆ
∗)im + (vˆ
∗
2)im +Kδim)(u0)m,j,
∀i, j ∈ {1, 2, 3} and K > 0 is also such that
{(vˆ∗2)ij + (zˆ
∗)ij +Kδij} ≥ K{δij}/2
Under hypotheses and definitions, there exist r, r1, r2 > 0 such that
J(u0) = inf
u∈Br(u0)
J(u)
= sup
v∗∈Br2 (vˆ
∗)∩A∗
{
inf
z∗∈Br1 (zˆ
∗)
{J∗(v∗, z∗)}
}
= J∗(vˆ∗, zˆ∗). (25)
Proof. Observe that, denoting
{(vˆ∗2)ij + zˆ
∗
ij +Kδij} = {(vˆ
∗
2)ij + zˆ
∗
ij +Kδij}
−2
and
{(vˆ∗2)ij + zˆ
∗
ij +Kδij} = {(vˆ
∗
2)ij + zˆ
∗
ij +Kδij}
−3
9
we have{
∂2J∗(vˆ∗, zˆ∗)
∂z∗ij∂z
∗
kl
}
=
{
Dijkl
K
− ((vˆ∗2)ij + (zˆ
∗)ij +Kδij)(vˆ
∗
1)mk(vˆ
∗
1)ml −H ijkl
}
=
{
Dijkl
K
− ((vˆ∗2)ij + (zˆ
∗)ij +Kδij)(u0)mk(u0)ml −H ijkl
}
≥
{
Dijkl
K
−
3
32K
δij −H ijkl
}
> 0. (26)
Thus, there exist r1, r2 > 0 such that J
∗(v∗, z∗) is convex in z∗ and concave in v∗ on
Br1(zˆ
∗)×Br2(vˆ
∗).
Now, denoting
Jˆ(v∗, z∗, u) = J∗(v∗, z∗)− 〈u, (v∗1)ij,j + (v
∗
2)ij,j + fi〉L2(Ω)
+〈u, (v∗1)ijnj + (v
∗
2)ijnj − fˆi〉L2(Γt) (27)
we obtain
∂Jˆ∗(vˆ∗, zˆ∗, u0)
∂(z∗)ij
=
z∗ij
K
+
1
2
(vˆ∗2)ij + (zˆ
∗)ij +Kδij)(vˆ
∗
1)mi(vˆ
∗
1)mj −H ijkl((vˆ
∗
2)kl + z
∗
kl)
=
(u0)i,j + (u0)j,i
2
+
1
2
(u0)mi(u0)mj −H ijkl((vˆ
∗
2)kl + z
∗
kl)
= 0, in Ω. (28)
Also,
∂Jˆ∗(vˆ∗, zˆ∗, u0)
∂(v∗1)ij
= −(vˆ∗2)im + (zˆ
∗)im +Kδim)(vˆ
∗
1)mj + (u0)i,j
= 0, in Ω, (29)
and
∂Jˆ∗(vˆ∗, zˆ∗, u0)
∂(v∗2)ij
=
1
2
(vˆ∗2)ij + (zˆ
∗)ij +Kδij)(vˆ
∗
1)mi(vˆ
∗
1)mj −H ijkl((vˆ
∗
2)kl + zˆ
∗
kl)
+
(u0)i,j + (u0)j,i
2
=
(u0)i,j + (u0)j,i
2
+
1
2
(u0)mi(u0)mj −H ijkl((vˆ
∗
2)kl + zˆ
∗
kl)
= 0, in Ω. (30)
Finally,
∂Jˆ∗(vˆ∗, zˆ∗, u0)
∂u
=
{
−(vˆ∗1)ij,j − (vˆ
∗
2)ij,j − fi, in Ω,
(vˆ∗1)ijnj + (vˆ
∗
2)ijnj − fˆi, on Γ1,
(31)
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Hence,
∂Jˆ∗(vˆ∗, zˆ∗, u0)
∂u
= δJ(u0) = 0.
These last four results may be summarized by the equation
δJˆ∗(vˆ∗, zˆ∗, u0) = 0.
Since above we have obtained that J∗(v∗, z∗) is convex in z∗ and concave in v∗, on
Br1(zˆ
∗)×Br2(vˆ
∗),
from this, the last result and from the min-max theorem, we have
J∗(vˆ∗, zˆ∗) = Jˆ∗(vˆ∗, zˆ∗, u0)
= sup
v∗∈Br2 (vˆ
∗)
{
inf
z∗∈Br1 (zˆ
∗)
{
Jˆ∗(v∗, z∗)
}}
= sup
v∗∈Br2 (vˆ
∗)∩A∗
{
inf
z∗∈Br1 (zˆ
∗)
Jˆ∗(v∗, z∗)
}
. (32)
At this point we observe that
J∗(vˆ∗, zˆ∗) = Jˆ∗(vˆ∗, zˆ∗, u0)
= F ∗(zˆ∗)−G∗K(vˆ
∗, zˆ∗)
+〈(u0)i,j , (vˆ
∗
1)ij + (vˆ
∗
2)ij〉L2 − 〈(u0)i, fi〉L2(Ω) − 〈(u0)i, fˆi〉L2(Γ1)
= −F ({(u0)i,j}) + 〈(u0)i,j, (zˆ
∗)ij〉L2
−〈(u0)i,j , (vˆ
∗
1)ij + (vˆ
∗
2)ij + (zˆ
∗)ij〉L2
+G((u0)) +
K
2
∫
Ω
(
(u0)i,j + (u0)j,i
2
)(
(u0)i,j + (u0)j,i
2
)
dx
+〈(u0)i,j , (vˆ
∗
1)ij + (vˆ
∗
2)ij〉L2 − 〈(u0)i, fi〉L2(Ω) − 〈(u0)i, fˆi〉L2(Γ1)
= G((u0))− 〈(u0)i, fi〉L2(Ω) − 〈(u0)i, fˆi〉L2(Γ1)
= J(u0). (33)
On the other hand, since vˆ∗ ∈ A∗, we may write
J∗(vˆ∗, zˆ∗) = inf
z∗∈Br1 (zˆ
∗)
Jˆ∗(vˆ∗, z∗)
≤ F ∗(z∗)−G∗K(vˆ
∗, z∗)
+〈(u)i,j , (vˆ
∗
1)ij + (vˆ
∗
2)ij〉L2 − 〈ui, fi〉L2(Ω) − 〈ui, fˆi〉L2(Γ1)
≤ F ∗(z∗)− 〈uij , (vˆ
∗
1)ij + (vˆ
∗
2)ij + (z
∗)ij〉L2
+G(u) +
K
2
∫
Ω
(
ui,j + uj,i
2
)(
ui,j + uj,i
2
)
dx
+〈ui,j , (vˆ
∗
1)ij + (vˆ
∗
2)ij〉L2 − 〈ui, fi〉L2(Ω) − 〈ui, fˆi〉L2(Γ1)
= F ∗(z∗)− 〈ui,j , z
∗
ij〉L2
+G(u) +
K
2
∫
Ω
(
ui,j + uj,i
2
)(
ui,j + uj,i
2
)
dx
−〈ui, fi〉L2(Ω) − 〈ui, fˆi〉L2(Γ1), (34)
11
∀u ∈ U, z∗ ∈ Br1(zˆ
∗).
In particular, there exists r > 0 such that if u ∈ Br(u0) then {z
∗
ij} = K
{
ui,j+uj,i
2
}
∈ Br1(zˆ
∗),
so that from this and (34), we obtain
J∗(vˆ∗, zˆ∗) ≤ −
K
2
∫
Ω
(
ui,j + uj,i
2
)(
ui,j + uj,i
2
)
dx+G(u)
+
K
2
∫
Ω
(
ui,j + uj,i
2
)(
ui,j + uj,i
2
)
dx− 〈ui, fi〉L2(Ω) − 〈ui, fˆi〉L2(Γ1)
= G(u)− 〈ui, fi〉L2(Ω) − 〈ui, fˆi〉L2(Γ1)
= J(u), ∀u ∈ Br(u0). (35)
Finally, from (32), (33), and (35), we may infer that
J(u0) = inf
u∈Br(u0)
J(u)
= sup
v∗∈Br2 (vˆ
∗)∩A∗
{
inf
z∗∈Br1 (zˆ
∗)
{J∗(v∗, z∗)}
}
= J∗(vˆ∗, zˆ∗). (36)
The proof is complete.
5 Conclusion
In this article we develop some theoretical results on duality for a class of non-convex opti-
mization problems in elasticity. In this first approach we have developed in details duality prin-
ciples and sufficient optimality conditions for local minimality for one and three-dimensional
models in elasticity. It is worth mentioning the results may be extended to other models in
elasticity and to other models of plates and shells.
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