Abstract. In this paper, it is shown that the necessary and sufficient conditions on the Jordan form of a seminonnegative matrix, identified by Zaslavsky and McDonald, are in fact necessary and sufficient conditions on the Jordan form of every eventually nonnegative matrix. Thus every eventually nonnegative matrix is similar to a seminonnegative matrix. In Zaslavsky and McDonald, they show that several of the combinatorial properties of reducible nonnegative matrices carry over to reducible seminonnegative matrices. In this paper it is shown that a property on the index of cyclicity of an irreducible nonnegative matrix carries over to the seminonnegative matrices.
1. Introduction. When we work with matrices, we are often interested in their eigenvalues, eigenvectors, and even their Jordan forms. Nonnegative matrices have been an important area of study. More recently, the properties of the class of eventually nonnegative matrices have been studied. This class was introduced by Friedland [3] , where he gave necessary and sufficient conditions on the spectrum of such matrices. In Zaslavsky and Tam [12] , they give a characterization of the Jordan forms of irreducible seminonnegative matrices. Zaslavsky and McDonald [11] provide necessary and sufficient conditions for the direct sum of a collection of Jordan blocks to be similar to a seminonnegative matrix. The seminonnegative matrices are a subclass of the eventually nonnegative matrices which share many of the combinatorial properties of nonnegative matrices. In Section 3, we show that the conditions identified in [11] are necessary for all eventually nonnegative matrices. Thus we complete the characterization of the Jordan forms which are similar to eventually nonnegative matrices.
The Perron-Frobenius Theorem for irreducible nonnegative matrices has spawned a wealth of interesting ideas in the study of nonnegative matrices. These ideas have been further developed by many authors and the relationship between the combinatorial structure of a nonnegative matrix and its spectrum, eigenvectors, and Jordan structure is surprisingly elegant and beautiful. Surveys of some of these results can be found in Berman and Plemmons [1] , Hershkowitz [5] , and Schneider [10] . In [11] they show that many of the combinatorial properties of reducible nonnegative matrices carry over to the reducible seminonnegative matrices. In Section 4, following ideas from [12] on combinatorial properties of irreducible seminonnegative matrices, we show that if an irreducible seminonnegative matric is m-cyclic, then for every postive integer g, A g is permutationally similar to the direct sum of k irreducible matrices where k = gcd(g, m).
In Section 2, we provide standard definitions and notation.
2. Definitions and Notation. For the set {1, ..., n}, we write n .
A matrix A ∈ M n (R) (the n × n matrices with real entries) is called: (strictly) positive (A 0) if a lj > 0 for all l, j ∈ n ; semipositive (A > 0) if a lj ≥ 0 for all l, j ∈ n and A = 0; and nonnegative (A ≥ 0) if a lj ≥ 0 for all l, j ∈ n .
We say the matrix A is eventually nonnegative if there exists a positive integer N so that for all integers g ≥ N , A g ≥ 0. The matrix A is eventually positive if, in addition, A g 0 for all integers g ≥ N . Let K, L ⊆ n . The matrix A KL is the submatrix of A whose rows are indexed by K and whose columns are indexed by L. The sets K 1 , K 2 , ..., K k partition a set K if they are pairwise disjoint and k j=1 K j = K. We allow K j = ∅ for ease of notation in some places. If κ = (K 1 , ..., K k ) is an ordered partition of a subset of n , we write:
We say A κ is block lower triangular if A K l Kj = 0 whenever l < j. Let A be a square complex matrix. The spectrum of A, σ(A), is the multiset consisting of eigenvalues of the matrix. The spectral radius of A, ρ(A), is the max λ∈σ(A) |λ|.
Consider the multiset σ = {λ 1 , ..., λ n }. Letσ be the multiset {λ 1 , ...,λ n }, wherē λ is the complex conjugate of λ. Ifσ = σ, then we say the multiset is self-conjugate. Let ρ(σ) = max λ∈σ |λ|.
We let mult λ (A) denote the degree of λ as a root of the characteristic polynomial, and index λ (A) denote the degree of λ as a root of the minimal polynomial. Let t = index 0 (A), and for each i ∈ t , set η i (A) = nullity(A i )−nullity(A i−1 ). The sequence η(A) = (η 1 (A), η 2 (A), . . . , η t (A)) is referred to as the height or Weyr characteristic of A.
Let η = (η 1 , η 2 , . . . , η t ) and ν = (ν 1 , ν 2 , . . . , ν t ) be two sequences of nonnegative integers. (Append zeros if necessary to the end of the shorter sequence so that they are the same length.) We say that ν is majorized by η if Let C be a lower triangular matrix. For λ ∈ σ(C), the submatrix of C whose rows and columns are indexed by {j|c jj = λ} is denoted by C(λ).
Let J be an n × n matrix in Jordan form. Let κ = (K 1 , . . . , K k ) be a partition of n . We say that a matrix C is a reorganization of J with respect to κ provided that C is similar to J, each C Kj Kj is in Jordan form, C κ is block lower triangular, and C κ is permutationally similar to the direct sum of C κ (λ), λ ∈ σ(C).
We denote the l × l lower triangular Jordan block associated with the eigenvalue λ by J l (λ) and write J(A) to represent the Jordan canonical form of the matrix A. In order to make the distinction between a collection of Jordan blocks and a matrix in Jordan form, we denote the collection of Jordan blocks associated with the matrix A by J (A). Notice that for λ = 0, J l (λ) ∈ J (A) if and only if J l (λ g ) ∈ J (A g ) and appears the same number of times. If the index 0 (A) ≥ 2, then the Jordan structure corresponding to the eigenvalue 0 will be different between the two matrices.
Let J be a matrix in Jordan canonical form. The collection of Jordan blocks J (J) is self-conjugate if whenever J l (λ) ∈ J (J), the matrix J l (λ) ∈ J (J) and appears the same number of times.
All graphs in this paper are directed graphs. Let Γ = (V, E) be a graph where V is a finite vertex set and E ⊆ V × V is an edge set. A path from j to m is a sequence
A simple path is a path where the vertices are pairwise distinct. The empty path will be considered to be a simple path linking every vertex to itself. The path v 1 , v 2 , ..., v t is a cycle if v 1 = v t and v 1 , v 2 , . . . , v t−1 is a simple path.
Let Γ = (V, E) be a graph. We say a vertex l has access to a vertex j if there is a path from l to j in Γ. A vertex is final if it does not access any other vertex in Γ. A vertex is initial if it is not accessed by another vertex. We define the transitive closure of Γ by Γ = (V, E) where E = {(j, l)|j has access to l in Γ}. If l has access to j and j has access to l, we say j and l communicate. The communication relation is an equivalence relation. Thus we can partition V into equivalence classes which we will refer to as the classes of Γ.
We define the graph of a matrix A by G(A) = (V, E) where V = n and (l, j) ∈ E whenever a lj = 0.
A graph Γ is said to be cyclically h-partite if there exists a partition of V into h nonempty sets, V 1 , .., V h , so that each edge of Γ is from V i to V i+1 for some i = 1, ..., h where V h+1 is taken to be V 1 .
A square matrix A is called h-cyclic if G(A) is cyclically h-partite. In other words, there is an ordered partition of n into ω = (V 1 , V 2 , ..., V n ) such that:
The largest possible h for which A is h-cyclic is called the cyclic index of A. Let J be a matrix in Jordan canonical form with ρ(J) > 0. The collection
h λ) ∈ J (J) and appears the same number of times. For nonnegative matrices, this is equivalent to J = J(A), where A is h-cyclic. The largest h for which J (J) is h-cyclic is called the cyclic index of J (J).
Let σ = {λ 1 , ..., λ n } be a multiset of complex numbers. We say σ is a Frobenius multiset if there exists h ≤ n such that:
Let σ be a Frobenius multiset. Let h be the number of eigenvalues of maximum modulus ρ(σ). Then h is called the index of cyclicity of σ. We say that σ is a Frobenius multiset with cyclic index h.
Let J be a matrix in Jordan canonical form. We say J (J) is a Frobenius collection if there exists a positive h so that: (i) ρ(J) > 0, there is exactly one Jordan block corresponding to ρ(J), and this block is 1 × 1.
We will refer to J (J) as a Frobenius collection with cyclic index h.
A square matrix A is reducible if there exists a permutation matrix P so that
where B and D are nonempty square matrices. The matrix A is irreducible if it is not reducible. Irreducibility is equivalent to the property that every two vertices in G(A) communicate. The classes of G(A) are also referred to as the irreducible classes of A. Given a matrix A, there exists an ordered partition κ = (K 1 , K 2 , ..., K k ) of n so that each K i corresponds to a class of G(A) and A κ is block lower triangular. The matrix A κ is referred to as the Frobenius normal form of A. A class K j is said to be singular if A Kj Kj is singular and nonsingular otherwise.
Let A be n × n eventually nonnegative matrix. We say A is seminonnegative provided (i) All the entries of A are real, (ii) For each class K of A, the submatrix A K is a 1 × 1 zero matrix, or there exists a positive integer h such that A K is h-cyclic and (A K ) h is permutationally similar to a direct sum of h eventually positive matrices. (iii) A KiKj ≥ 0, whenever K i and K j are distinct classes of A.
We define the reduced graph of A by R(A) = (V, E) where
The singular length of a simple path in R(A) is the sum of the indexes of zero of each of the singular vertices it contains. The level of a vertex K is the maximum singular length over all the simple paths in R(A) which terminate at K.
Let ν i (A) be the number of singular vertices with level i in R(A) and let m be the largest number for which ν i (A) = 0. Then ν(A) = (ν 1 (A) , . . . , ν m (A)) is referred to as the level characteristic of A.
Let {K 1 , . . . , K k } correspond to the irreducible classes of A and assume that index 0 (A KiKi ) = 1. Let m be the highest level of a vertex in R(A). Let
. Then A µ is block lower triangular and we will refer to A µ as the level canonical form of A. We will include sets in our list of partitions even when they are empty to simplify our notation.
Let A be a matrix with ρ = ρ(A), such that for each irreducible class K, the index ρ (A KK ) ≤ 1 and ρ(A K ) ∈ σ(A K ). Let µ = (M 1 , M 2 , . . . , M m , M m+1 ) be the partition of n which puts ρI − A into level canonical form. Set
We set L 2m+1 = M m+1 . Notice:
(ii) A L2iL2i is the direct sum of irreducible blocks whose spectral radius is ρ.
We will refer to L 2i−1 as an upper level set and L 2i as a lower level set.
. , L 2m+1 ). We call Λ the split-level partition of ρ(A)I − A.
Let Λ represent the split-level form of a matrix ρ(A)I − A and m =index ρ(A) (A). Set L = {Λ}. For each i ∈ 2m + 1 , with i odd and L i = ∅, we can look at the splitlevel form of A LiLi with respect to ρ(A LiLi ). Add these ordered partitions to the list L. Again, when the upper level sets are nonempty, the corresponding submatrix can be put in split-level form and the split-level partition added to L. Continuing in this fashion until we have listed the corresponding split-level partition for each nonempty upper level set so encountered, we create the list of ordered partitions L which we will refer to as the nested split-level partitions of A.
Let L be a set of ordered partitions of subsets of n . We will say that L is a set of nested odd partitions of n provided that (i) L contains exactly one ordered partition of n .
(ii) There is exactly one ordered partition of each nonempty set which occurs in an odd position of an ordered partition in L. (iii) The partitions described in (i) and (ii) are the only partitions in L.
Let J be an n × n Jordan matrix and κ = (K 1 , . . . , K k ) an ordered partition of n . Let C be a reorganization of J with respect to κ and let L be a set of nested odd partitions of n . We will say that C with the partition κ allows the nested odd partitions L provided that for each partition Λ ∈ L we have the following:
. . , L t ) and for each i ∈ t set
Then we need that
(c) If j ∈ P and ρ(C Kj ) = ρ τ , then j ∈ P i where i is even. (d) If j ∈ P and ρ(C Kj ) < ρ τ , then j ∈ P i where i is odd. (e) If j, l ∈ P with j = l and C Kj K l = 0 then j ∈ P q and l ∈ P r where q ≥ r and if q = r then q must be odd.
3. Seminonnegative Matrices. In this section we show that all eventually nonnegative matrices are similar to seminonnegative matrices. This establishes that the conditions outlined by Zaslavsky and McDonald [11] characterize the Jordan forms of all the eventually nonnegative matrices.
We begin by providing an example of an eventually nonnegative matrix which is not a seminonnegative matrix.
Example 3.1. The matrix
is eventually nonnegative but not seminonnegative.
In order to establish our main result, we first choose a g so that if a submultiset of σ(A) raised to the g th power is a self-conjugate Frobenius multiset, then the submultiset itself is a self-conjugate Frobenius multiset.
Let
By choosing a prime power g which is not an element of D A , the g th powers of distinct elements in σ(A) are distinct elements in σ(A g ). The following two Lemma appears in [2] .
Let A be an eventually nonnegative matrix and assume the matrix A g is nonnegative and in Frobenius normal form with respect to κ = (K 1 , K 2 , ..., K k ). Then each irreducible class (A g ) Kj Kj is either a 1 × 1 zero block or an irreducible nonnegative h j -cyclic matrix. We only need to establish that the Jordan form of A satisfies the sufficient conditions identified in [11] for a Jordan form to be similar to a seminonnegative matrix. We show that for a specific power g, we can partition the spectrum of A into self-conjugate Frobenius multisets with cyclic indices which correspond to the cyclic indices of the irreducible classes of A g . The equivalence of parts (i) and (ii) for Theorem 3. Theorem 3.3. Let J be an n × n matrix in Jordan form. Then the following are equivalent:
(i) The matrix J is similar to an n × n complex eventually nonnegative matrix.
(ii) The matrix J is similar to an n × n real eventually nonnegative matrix.
(iii) The matrix J is similar to a seminonnegative matrix. (iv) There exists an ordered partition κ = (K 1 , K 2 , . . . , K k ) of n and a reorginization C of J with respect to κ such that: Suppose that J is similar to an n × n real eventually nonnegative matrix A. Let g be a large prime number so that g ∈ D A , A g is nonnegative, and index 0 (A) ≤ g. Let J (g) be the Jordan form of A g . By Lemma 3.2 we can define a function f : σ(A g ) → σ(A) by setting f (λ) = γ where γ is the unique element in σ(A) such that γ g = λ. Let υ ⊆ σ(A g ) be a Frobenius multiset with cyclic index h. Since g is chosen to be a large prime, we can assume without loss of generality that g and h are relatively prime. Consider the multiset f (υ) = {f (λ)|λ ∈ υ}. We claim that f (υ) is also a self-conjugate Frobenius multiset with cyclic index h.
First we show that f (υ) is self-conjugate. Let γ ∈ f (υ). Then γ = f (λ) for some λ ∈ υ. Since υ is a Frobenius multiset, λ ∈ υ. Since σ(A) is the union of self-conjugate Frobenius multisets ([3, Lemma 1] and [12, Theorem 3 .1]), we know γ ∈ σ(A). Notice (γ) g = (γ g ) = (λ) = λ. Hence by Lemma 3.2, f (λ) = γ. Next we show that e 2πi h f (υ) = f (υ). Let λ ∈ υ and f (λ) = γ. Since g and h are relatively prime, δ g is an h th root of unity if and only if δ is an h th root of unity.
Notice that (
h , for some q ∈ {0, 1, ..., h − 1}. Thus
is an h th root of unity, and as we vary l from 0 to h − 1, we must generate a full set of h th roots of unity. In particular, there is an l so that f (e
Hence f (υ) is a self-conjugate Frobenius multiset with cyclic index h. Since A g is nonnegative, by [11, Theorem 4.9] , there exists an ordered partition κ = (K 1 , K 2 , . . . , K k ) of n and a reorginization C of J (g) with respect to κ such that: From the definition of a reorganization, we see that C (g) is permutationally similar to the direct sum of C (g) (λ), λ ∈ σ(A g ). Define a matrix C such that
If index 0 (A) ≤ 1 then clearly C is a reorganization of J. Since σ(C Kj Kj ) is a selfconjugate Frobenius multiset or is {0}, and the Jordan structure of the respective eigenvalues corresponds to that of C (g) Kj Kj , it is clear that the collection of Jordan blocks J (C Kj Kj ) corresponds to a self-conjugate Frobenius collection or a 1 × 1 zero block. Since the off-diagonal blocks of C and C (g) are the same, we see that C with the partition κ allows the nested split-level partition L. Thus C with κ and L satisfy condition (iii) for J.
If index 0 (A) ≥ 2, then the Jordan forms corresponding to 0 differ between A and A g . However, removing the zeros blocks from J (C Kj Kj ) and J (C (g) Kj Kj ) will not change the fact that they are Frobenius collections.
Recall that (C (g) ) κ is actually lower triangular and is permutationally similar to the direct sum of (C (g) ) κ (λ), λ ∈ σ(A g ). Similarly C κ is lower triangular and is permutationally similar to the direct sum of C(λ) κ , λ ∈ σ(A). At this stage, C(0) is a zero matrix. Write κ = (K 1 , K 2 , . . . , K k ) and W = {j|c jj = 0}. Set K 
2 , . . . , K
k , {w 1 }, {w 2 }, . . . , {w q }) and the corresponding nested split-level partitions where W ⊆ L 2m+1 in the first iteration and traces through appropriately after that. like it is a well known fact. I consulted with the combinatorialist down the hall who agreed. He has no idea where it appears, but considers it something "known".
