Solvation dynamics in polar liquids have been examined using the probe molecule coumarin 153 (CuI53) and picosecond spectroscopic techniques. Steady-state absorption and fluorescence spectra of Cu 153 as a function of solvent show that the frequency of the electronic spectrum of this probe provides a convenient measure of solvation energetics. Both nonspecific dipolar and to a smaller degree H-bonding solute-solvent interactions are involved. Timecorrelated single photon counting was used to observe time-dependent shifts of the fluorescence spectrum of Cu153 in a variety of alcohols, propylene carbonate, and Nmethylpropionamide solvents as a function of temperature. These time-dependent spectral shifts provide a direct measure of the time dependence of the solvation process. Theoretical models that treat the solvent as a dielectric continuum do not adequately account for the observed solvation dynamics. In the solvents studied, such theories predict a single exponential shift of the fluorescence spectrum with a time constant equal to the longitudinal relaxation time (1"L) ofthe solvent. We find that solvation is nonexponential in time and that the average time constant observed is, in general, greater than 1"L' As the dielectric constant of the solvent increases the disagreement between the observed and predicted solvation times becomes more pronounced. For N-methylpropionamide (E o -300 at 245 K) solvation is observed to occur 15 times slower than predicted. These results are discussed in terms of the importance of general molecular aspects of solvation not included in a continuum description. The rotational dynamics of CuI 53 in a number of polar solvents has also been examined using time-resolved fluorescence anisotropy measurements. In addition to the "normal" diffusive rotational dynamics we observe a much faster component of the anisotropy decays in polar solvents. The latter rotational component is correlated to the observed solvation time and appears to be due to rapid rotation of the transition dipole of CuI 53 in response to changes in the solvent environment.
Picosecond solvation dynamics of coumarin 153: The importance of molecular aspects of solvation
Solvation dynamics in polar liquids have been examined using the probe molecule coumarin 153 (CuI53) and picosecond spectroscopic techniques. Steady-state absorption and fluorescence spectra of Cu 153 as a function of solvent show that the frequency of the electronic spectrum of this probe provides a convenient measure of solvation energetics. Both nonspecific dipolar and to a smaller degree H-bonding solute-solvent interactions are involved. Timecorrelated single photon counting was used to observe time-dependent shifts of the fluorescence spectrum of Cu153 in a variety of alcohols, propylene carbonate, and Nmethylpropionamide solvents as a function of temperature. These time-dependent spectral shifts provide a direct measure of the time dependence of the solvation process. Theoretical models that treat the solvent as a dielectric continuum do not adequately account for the observed solvation dynamics. In the solvents studied, such theories predict a single exponential shift of the fluorescence spectrum with a time constant equal to the longitudinal relaxation time (1"L) ofthe solvent. We find that solvation is nonexponential in time and that the average time constant observed is, in general, greater than 1"L' As the dielectric constant of the solvent increases the disagreement between the observed and predicted solvation times becomes more pronounced. For N-methylpropionamide (E o -300 at 245 K) solvation is observed to occur 15 times slower than predicted. These results are discussed in terms of the importance of general molecular aspects of solvation not included in a continuum description. The rotational dynamics of CuI 53 in a number of polar solvents has also been examined using time-resolved fluorescence anisotropy measurements. In addition to the "normal" diffusive rotational dynamics we observe a much faster component of the anisotropy decays in polar solvents. The latter rotational component is correlated to the observed solvation time and appears to be due to rapid rotation of the transition dipole of CuI 53 in response to changes in the solvent environment.
I. INTRODUCTION
Understanding how chemical reactions are modified in going from the gas phase into solution has been a theme of longstanding interest to chemists. Especially for reactions involving charged species, polar solvents can dramatically change reaction rates as well as outcomes from those which occur in the gas phase. Many of these effects can be understood with a "thermodynamic" description wherein the solvent alters the free energy surface of the reaction. For example, if reaction proceeds via a transition state which is less polar than the reactants, in a polar solvent the reactants will be stabilized relative to the transition state and the reactive barrier is increased compared with the gas phase barrier. Recent theoretical studies have pointed out that such a thermodynamic description may be inadequate in many cases. 1-5 Only if solvent motions are very fast relative to reactive motions can the solvent remain equilibrated to the reaction and only then is the thermodynamic description appropriate. In some cases, such as electron transfer, reaction rates are predicted 2 - 5 and observed6-8 to be controlled by the rate of solvent equilibration. But what is the rate of solvation in a given solvent? Although a key ingredient in understanding dynamical solvent effects on reactions, this is a question for which few systematic experimental studies are available. solvation using picosecond time-resolved fluorescence spectroscopy. Time-resolved extensions of well-known steadystate methods for studying solvation energetics 9 provide an experimental monitor of solvent motions about a probe solute. After short-pulse electronic excitation, the fluorescence spectrum of a probe solute red shifts in time as the surrounding solvent reequilibrates to the new, excited state charge distribution. This time-dependent fluorescence shift provides a direct measure of the kinetics of solvation occurring at the microscopic level of relevance to chemical reactions. Although the feasibility of measuring solvation dynamics in this manner was demonstrated over a decade ago,1O only very recently have both the theoretical development and experimental time resolution been sufficient to yield useful resuIts.
In this work we focus on measuring the dynamics of Theoretical studies have nearly all approached the problem of solvation dynamics with a continuum treatment of the solvent. Since the earliest work of Bakshiev and Mazurenko, 11 .12 an Onsager-type cavity solute interacting with a dielectric continuum has been used to model time-dependent spectral shifts. More recent theories have extended the description to include probe rotation 13 and "polarization diffusion,,14 effects, as well as a description of how the spectral shape changes with time. 15 Roughly speaking, these theories all predict that solvation, as measured by the fluorescence spectral shift of a probe solute, should proceed exponentially in time with a time constant equal to the solvent's longitudinal relaxation time 1" L' This longitudinal response time is a bulk property of the solvent and is much faster than solvent reorientation times in polar liquids.
Experimental results to date have seemed to at least superficially corroborate the predictions of these continuumbased theories. For example, in our own recent study with the probe LDS-7S0,16 solvation times in a number of polar aprotic and alcohol solvents were found to be approximately equal to the 1" L predictions. Some suggestions of important "molecular" contributions were found but the presently available data is too scarce to provide an adequate test of theories of solvation dynamics. More results with a variety of probe/solvent combinations are required.
In the present work we have continued our studies of solvation dynamics, here using the time-correlated single photon counting technique and the probe solute coumarin 153 (hereafter CuIS3).
o Coumarin 153
This probe was chosen because it is a rigid molecule having a single low-lying excited state and simple solvatochromatic behavior. 17 -19 We have measured solvation dynamics in a variety of solvents including alcohols, an amide, and the polar aprotic solvent propylene carbonate, all as a function of temperature. We find that the observed dynamics are not accounted for on the basis of continuum descriptions of solvation. Molecular aspects of the solvent-solute interaction cause the detailed time dependence as well as the overall time scale of solvation to deviate from their predicted behavior. We believe that the deviations observed with CuIS3 are a general phenomenon and not dependent on specific hydrogen bonding or other special interactions of this particular system. Rather this behavior results from a basic inadequacy of continuum models for describing molecular solvation.
The structure of this paper is as follows. In Sec. II we give a brief summary of the continuum theory predictions that we use to compare to our experimental results. Further details of the continuum theories are also discussed in the Appendix which reconciles an apparent difference between two theoretical treatments. After a brief experimental (Sec. III), Results (Sec. IV) are discussed in four subsections (A-D). We begin in Sec. IV A with results of semiempirical electronic structure calculations which provide insight into the So and SI charge distributions of CuI 53 that give rise to its solvatochromism. The solvent dependent shifts observed in steady-state spectra are then described in Sec. IV B. In Sec. IV C we discuss measurements of the rotational dynamics of Cu 153. Since probe rotation can speed up the solvation rate, it is important to know how fast rotation is in relation to the solvent response. Rotational anisotropy measurements showed that in all cases studied here the normal rotation of CuIS3 is too slow to noticably affect the observed solvation dynamics. In addition to the normal rotational behavior, an extra, unexpected anisotropy decay component was observed in this probe. We relate this component to a solvent· induced change in the electronic structure of the probe duro ing solvation. Results of time-dependent spectral measurements are presented in Sec. IV D. Here we summarize the data relevant to solvation dynamics and compare our observed results to predictions of the continuum theories. Finally, in Sec. V we consider the present results obtained with CuIS3 in relation to earlier studies of solvation dynamics. We attempt to show that the lack of agreement of our data with the predictions of continuum theory is a general problem reflecting the importance of molecular aspects of solvation. We conclude with a qualitative comparison of our results to some very recent work by Wolynes 20 on a molecular theory of solvation dynamics.
II. THEORETICAL
In order to provide a framework for discussing the experimental results we will briefly summarize some of the theoretical models used to describe time-dependent solvation. More detail on some aspects of the derivation of the equations presented here are given in the Appendix.
Most models of solvation treat the solvent as a continuum fluid which is fully characterized by its macroscopic dielectric properties. Adopting some simple model for the solute, these continuum approaches lead to predictions easily compared with spectroscopic measurements. A number of authors 21 -23 have considered models in which the solute is a nonpolarizable point dipole centered in a spherical cavity. The change in the steady-state Stokes shift of the electronic spectrum upon going from the gas to polar solution is predicted to be
In this expression the v are the shifts (in cm -I) of the absorption and fluorescence frequencies relative to their gas phase values. The solute parameters are the excited and ground state dipole moments J.le andJ.lg and cavity radius a. For simplicity, here and in the following discussion, we will assume J.le and J.l g to be collinear. The solvent dependence is described by the reaction field functionality,
in which x is the static dielectric constant Eo or the optical frequency dielectric constant, the refractive index (n) squared. The differencef(E o ) -f(n 2 ) appears in Eq. (1), since it is assumed that the solvent fully equilibrates to the initial state of the electronic transition but only the optical frequency response of the medium is fast enough to follow the electronic transition itself. In order to be consistent with the time-dependent derivations to be described next, it is useful to generalize the above expression to include solute polarizability. In this case we have
where Ec is the cavity dielectric constant, related to the solute polarizability a via the Clausius-Mossotti formula:
We assume that a(Ec} is the same in both electronic states. At this point it is worth noting that although many slight variations of the above equations have appeared in the literature,24 the essential features are unchanged and Eq. (3) will be considered sufficient for our purposes. The extension of the continuum solvent/polarizable point dipole solute model to describe the time-dependent fluorescence Stokes shift was carried out by Mazurenko, 12 Bagchi et al., 13 and van der Zwann and Hynes. 14 Except for a minor error in the Bagchi formulation which is discussed in the Appendix, these analyses yield identical results. The time domain calculation requires a knowledge of the frequency dependent dielectric response of the solvent E(W}. In the simplest case, observed in many small, rigid molecules, E(W} can be described by a single Debye dispersion as
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where Eo and (E 00 = n 2 ) are the static and infinite frequency dielectric constants and TD is the Debye relaxation time. In this case, after delta-function excitation, the fluorescence spectrum is predicted to shift with time as
where Jf"(t} is the Heaviside step function and
The step function part of Eq. (6) is the instantaneous response due to electronic polarization. The second, exponentially decaying part is what is experimentally observable. In comparing experimental observation with theoretical predictions it is useful to work with the normalized spectral shift correlation function C(t) defined by
where vI(t), vI( 00), and vI(O) are the fluorescence frequencies at times t, 00, and O. Expressed in this way, the frequencies need not be referenced to their (usually unknown) gas phase values. Further, since the magnitude of the shift is normalized out, different solutes and solvents can be readily compared. For a single Debye dielectric relaxation we have the simple result that C(t) decays exponentially with time constant T F . Typically Eo~Eoo ,Ec and, therefore, TF is approximately equal to the solvent longitudinal relaxation time TL = (Eoo/Eo)TD' In highly polar solvents TL «T D and the decrease in solvation time scale from the solvent Debye time is a manifestation of the cooperative nature of the solvation response.
Bagchi et al.13 considered the change in the time dependent shift when the probe can rotate in addition to the solvent dynamics. If the probe's motion can be described as an isotropic rotational diffusion with diffusion constant D, the response can still be described by Eq. (6) with T F replaced by r;":
( 1
)-1
T;" = -:;:; + 2D .
Thus, probe rotation, in this case random diffusional motion independent of the solvation dynamics, speeds up the observed spectral shift. If there is a substantial change in the direction of the probe's dipole moment upon excitation, a forced rotation of the probe due to the misaligned solvent reaction field might also serve to speed up the response. This latter effect has not yet been analyzed. The majority of solvents have more complex dielectric responses than described by Eq. (5). Analytic solutions to the above continuum model can be made in a few instances. Particularly important is the multiple Debye form which is applicable to normal alcohols: (13) For only two dispersion regimes Bagchi et al. were able to obtain C(t) with no restrictions on the degree of overlap. The decay is double exponential as above,
-a l e a2 e but with time constants (including probe rotation): The continuum treatments of solvation described above provide a useful framework for understanding real solvent behavior. For our purpose the main result is that the solvation time scale should be approximately equal to the solvent longitudinal relaxation time. Molecular aspects of the solvation process, not included in the continuum models, may be expected to modify this prediction and we find strong indications of this in our results. Unfortunately, more molecularly based models have not yet been developed to the point where they may be quantitatively compared to experiment. We will thus reserve the necessarily qualitative discussion of possible molecular effects until after we have presented our results.
III. EXPERIMENTAL
Coumarin 153 was obtained from Eastman Kodak ("Laser Grade") and was used without further purification. No sign of impurities were detectable in the steady-state spectra or fluorescence decays. Most of the solvents used were "spectrophotometric grade" from Aldrich Chemical. Propylene carbonate (Aldrich) and N-methylpropionamide (Eastman Kodak) were reagent grade. These latter solvents showed slight impurity fluorescence at wavelengths below 500 nm; however, the levels were low enough so as to affect insignificantly the time resolved fluorescence measurements. All solvents were dried over type 3A molecular sieves prior to use.
Steady-state absorption and fluorescence spectra were recorded on Cary 219 and Perkin-Elmer MPF-4 spectrometers, respectively. Fluorescence spectra were corrected using a quantum counter up to 600 nm. At wavelengths longer than 600 nm a correction based on parabolic extrapolation of the shorter wavelength correction was employed.
Temperature control ( -50 to + 20 'C; ± 1 'C) in the steady-state as well as the time-resolved fluorescence measurements was achieved by circulating fluid from a Neslab ULT-80DD regulated bath through a brass sample block. Fluorescence samples were deoxygenated by bubbling nitrogen through them prior to use.
Time-resolved emission data were collected using the time-correlated single photon counting technique. Our apparatus has been described in detail elsewhere.
25 All experiments were performed using 405 nm excitation obtained by frequency doubling 810 nm light obtained with LDS-821 dye (Exciton) as the gain medium. 26 The detector was an ITT F4129 microchannel plate PMT with an instrument response function 110 ps FWHM which after deconvolution provided an effective time resolution of -30 ps. Spectrally resolved decays were measured with magic angle polarization and using an ISA Model HI 0 monochrometer operated with a bandpass of 16 nm (FWHM) bandpass. For the anisotropy measurements the wavelength was chosen near the maximum of the steady-state emission and a 60 nm bandpass was employed in order to minimize possible artifacts caused by the spectral shifts. A Glan-Thompson and film polarizer were used for the excitation and analyzer polarizers and an anisotropy measurement consisted of three decays collected at magic angle, parallel, and perpendicular relative polarizations. The fluorescence decays and anisotropies were analyzed by fitting to sums of exponentials using an iterative reconvolution procedure. The anisotropy analysis involved simultaneous fitting of the parallel and perpendicular decays in the manner described in Ref. 27 .
Time-resolved spectra were generated from a set of decays taken at 10 nm intervals spanning the fluorescence spectrum (typically 15 decays). To deconvolve the instrument response from the decay data, each decay was fit to a sum of exponentials. Three components were generally required to obtain a satisfactory fit to the data. The purpose of these fits is simply to represent the decay curves and no physical meaning is ascribed to the derived exponential parameters. The spectrum at a given time t, S(A;t), was obtained from the fitted decay series D(t;A) by relative normalization of different wavelengths using the steady-state fluorescence spectrum So(A) as
S(A;t) = D(t;A) So(A) (21) S;D(t;A)dt
The steady-state spectra used for normalization were recorded at 1-3 nm resolution and then convoluted with a 16 nm FWHM Gaussian function in order to match the resolution used in obtaining the decays. A description of the method used to derive the spectral shift correlation function C(t) from these spectra, S(A;t), is provided in Sec. IV D.
IV. RESULTS

A. MNDO calculations
The solvatochromic behavior of a probe solute depends on its dipole moments (charge distributions) in the So and S I states. Since not even the ground state dipole moment of Cu153 or related compounds have been measured, it is of use to turn to electronic structure calculations to provide insight into what to expect of this probe molecule. 28 We have therefore performed semiempirical quantum mechanical calculations using the AMPAC computer program developed by Dewar and co-workers. 29 The lation with no configuration interaction was performed. The SI state was calculated including configuration interaction among the three singlet microstates formed from one and two electron excitations from the HOMO to the LUMO of the ground state wave function. In both cases all atoms within the ring system as well as all directly attached atoms were constrained to be planar. Further, the 2 alkyl rings holding the amino group rigid were assumed to be symmetric with respect to inversion about the nitrogen, and the 12 hydrogens in these rings were assumed to have equivalent bond lengths and HCC angles. All remaining degrees of freedom were optimized during the calculations. A summary of properties calculated for the So and S I states of Cui 53 are given in Table I The SI excited state is calculated to lie 87.7 kcal/ mol = 30 700 cm -I higher in energy than the ground state. This value is -22 % higher than the experimental gas phase S I--SO origin of 25 196 cm -1.36 The dipole moment is calculated to increase to 9.5 D while remaining in virtually the same direction as in So. The SI--SO change of l¥t = 3.9 D appears to come about mainly through charge redistribution within the coumarin ring system [ Fig. 1 (b) ]. Electron donation from the amino group to the rings is quite small as are the changes on all pendant groups. Based on these calculations then, the solvation of the SI state of Cu153 should be qualitatively similar to but larger than solvation of the ground state. The change in hydrogen bonding strength is predicted to be small.
B. Steady-state spectra
Typical absorption and fluorescence spectra of Cu 15 3 in three solvents of varied polarity (hexane, n-butylacetate, and DMSO) are shown in Fig. 2 . The spectra in nonpolar solvents such as hexane exhibit some vibronic structure with a progression in a 1000 cm -I mode. In more polar solvents this structure is quickly lost and fairly featureless spectra exemplified by that in DMSO are observed. The band positions and half-widths vary in a systematic way as a function of solvent polarity.
A summary of the steady-state absorption and emission data in a range of solvents is provided in Table II and Fig. 3 . To measure solvent polarities we use the empirical1r* scale propounded by Kamlet et al. 37 We prefer this scale to other scales such as the ET [Eq. (30) C vis the average frequency defined by the average of the frequencies at the two half-maximum points. This is a more reproducible frequency measure than the peak maximum. dFrequencies for these solvents were estimated using the Amax values (in parentheses) from G. Jones II, W. R. Jackson, S. Kanoktanoporn, and A. M.
Halpern, Opt. Commun. 33, 315 (1980) . v values were estimated by shifting the reported frequencies v max by the average deviation between v max and our observed v for six common solvents. These shifts were + 250 and -280 cm -I for absorption and fluorescence, respectively.
the solvatochromic behavior of a number of different probe solutes. This feature has enabled the systematic removal of hydrogen bonding effects from 1T*. In the nonalcoholic solvents (X) there is a linear relationship between the band frequency and polarity in both the absorption and emission spectra (Fig. 3) . The lines drawn on Fig. 3 are the leastsquares fits:
:Yabs = 25.505 -1.7791T* (10 3 cm-
Alcohols (0) do not follow the same correlation as do the aprotic solvents. The hydrogen bond donating ability of the alcohols provides an additional solvation mechanism. As already discussed this probably involves bonding with the amino or more likely the carbonyl group of the probe. Figure  3 shows that the effect of hydrogen bonding is to produce an additional shift in both absorption and fluorescence that is approximately constant over the range of alcohols studied. In n-propanol the hydrogen bonding contribution accounts for roughly 40% of the total absorption and emission shifts relative to cyclohexane.
The frequency-polarity correlations shown in Fig. 3 are as expected based on the calculated charge distributions in So and SI' The shifts indicate that both So and SI are strongly solvated in polar solvents with the interaction in SI being greater. The hydrogen bond strength in the SI state is also larger than in So, a feature not predicted from the calculations. An experimental estimate for the change in dipole moment between the two states may be made using the continuum theory expression, Eq. (I). In Fig. 4 we have plotted the difference in absorption and emission frequencies vs the predicted solvent dependence given by the term in brackets in Eq. (I). Assuming parallel So and SI dipoles and a cavity radius (a) of 3.9 A (based on the van der Waals volume of CuI53), the slope of this plot yields a value~ = 6.0D. This value is significantly larger than the ~ = 3.9 D obtained from the semiempirical calculations. Such a difference could be a result of the calculations underestimating the degree of charge separation in SI' Since the H-bond strengthening in SI indicated by experiment is not correctly predicted by the MNDO results, this hypothesis is not unfounded. However, to bring the "experimental" estimate into agreement with the calculated value all that would be required is to use a 20% smaller value for the cavity radius in Eq. ( I ). Thus, it is probably best to view the MNDO calculations and the sol vatochromic shifts as being in agreement and pointing to an excited state dipole moment of roughly 10 D for CuI53.
The widths of the steady-state spectra show interesting correlations with polarity [ Fig. 3 (c) ]. As the polarity of the solvent decreases, the FWHM of the absorption and fluorescence bands become more similar. In the gas phase limit these two widths are nearly equal (-4000 cm-I at 230 ·C 36 ). One means of rationalizing the effect of solvation on spectral widths is illustrated in Fig. 5 . In this model we expect that solute molecules will be inhomogeneously distributed over a range of solvent environments and that this Table II and the text for definitions of the average frequencies and 17'*.) These data are for polar aprotic solvents (X) and alcohols (0). The lines drawn on the figures are least squares fits to the data excluding the alcohol points. will lead to a broadening of the solution spectra relative to the purely intramolecular, Franck-Condon envelope observed in the gas phase. Since the solvation in SI is stronger than in So we expect the curvature in the S 1 solvation potential well is probably also greater. As shown in Fig. 5 the broader distribution over solvent configuration in So will lead to the solvation broadening in the absorption spectrum being greater than in the emission spectrum. The difference in the widths of the absorption vs fluorescence spectra should increase with increasing solvent polarity as is observed experimentally. There is a major problem with this picture however. The fluorescence spectra in solution are narrower than in the gas phase, and they narrow with increasing solvent polarity. To explain this behavior an additional solvent dependent mechanism must be invoked. One possibility is that the charge distribution of the SI state is itself slightly dependent on the strength of solvation. Changes in emission half-widths with polarity could then reflect small changes in Franck-Condon factors due to these electronic changes. The curious observation that the fluorescence spectrum of Cul53 in cyclohexane exhibits the most vibronic structure, even though it is broader than the featureless spectra seen in polar solvents (Fig. 2 ) is in line with this proposal. Further evidence will also be presented in the following sections.
c. Reorientational dynamics
In order to determine whether probe rotation could play a significant role in the observed Stokes shift dynamics, rotation times of CuI 53 were measured in a number of solvents. The results obtained were rather unexpected. Multiexponential anisotropy decays, typified by the n-propanol data shown in Fig. 6 , were observed. In Fig. 6 
'.
I 2000 4000 6000 8000 The multiexponential nature of R (t) is clear on this logarithmic scale. Figure 6 (b) shows a simultaneous analysis of the parallel and perpendicular components in which r(t), the deconvoluted anisotropy decay, was fit to a double exponential form:
In the example shown here r) = 0.19, 1') = 892 ps and r 2 = 0.14, 1'2 = 128 ps.
Based on hydrodynamic models, which work quite well for many similar dye molecules, one would anticipate the rotational anisotropy ofCu153 to decay approximately as a single exponential. 39 Using space-filling models we estimate the dimensions ofCu153 to be 11.2X8.5X4.0 A. 
could be observed. Thus, the observation of clear multiexponential behavior in r( t), with two quite different time constants, is unexpected.
Fluorescence lifetimes and rotational anisotropy decay parameters are listed in Table III , and rotation times are plotted as a function of viscosity in Fig. 7 . Before discussing the rotation data it is useful to consider the nature of the overall fluorescence decay in these systems. At times much longer than the spectral shift times all fluorescence decays are single exponential. In the solvents and temperatures examined the lifetimes varied by only -25%, although there does appear to be a trend toward shorter Til with increasing polarity/hydrogen bond strength in the alcohols. At earlier times, where anisotropies must be measured, the fluorescence decays are multiexponential due to the shifting of the spectrum. This is true even when collecting fluorescence over a fairly large spectral window. As a result, the anisotropy decay parameters may be subject to relatively large uncertainties. An indication of the expected accuracy of these data can be obtained by comparing the anisotropy decay fits for npropanol data (253 K) recorded at different observation wavelengths. These data are listed at the bottom of Table III. The emission decays at the various wavelengths differ dramatically. For example, at 480 nm 95% of the fluorescence intensity decays with a time constant of -200 ps whereas at 600 nm 50% of the intensity appears with a rise time of -200 ps. It is encouraging that the parameters of the longer anisotropy component (r), 1') are consistent to ± 10%-15%. The parameters of the shorter component (r 2 ,T 2 ) are much more uncertain and in this example vary by ± 30%-40%. We take the above variations as estimates for the uncertainties in the data of Table III .
In all of the solvents studied, the longer ofthe anisotro- py components (r l ,7 1 ) correlates sensibly with solvent viscosity (Fig. 7) . The least-squares fit line drawn in Fig. 7 yields a molecular volume of 300 A 3 (stick boundary conditions), which lies between the two volume estimates given earlier. Thus, this component may be ascribed to normal diffusional rotation. In most cases a second anisotropy component (r 2 ,7 2 ) was required to achieve reasonable fits to the data. The time constants for this second component are roughly an order of magnitude shorter than the first component and are much too fast to correspond to any diffusive rotational motion of the molecule. This is true irrespective of the assumed symmetry of the molecule or boundary conditions chosen. The effect of this faster component on the anisotropy decay is not small as may be judged by comparing the relative magnitudes of the amplitudes r l and r 2 • For parallel absorption and emission dipoles the anisotropy at time zero has an amplitude r(O) = 2/5. The longer anisotropy component r l only accounts for half of the expected r(O) in the alcohols (r l -0.2). In N-methylpropionamide (NMP) and propylene carbonate (PC) the r l values are higher but still significantly below 0.4. If we think of the fast process as producing an average change in transition moment direction, the angles calculated from r l are a()-19° for PC, a()-2S0 for NMP, and a()-35° in the alcohols. It is interesting to speculate on the mechanism of this fast component of the anisotropy decay. The observed 7"2 time constants are roughly correlated with 17/T as shown in Fig. 7 , however a better correlation is obtained between 7"2 and the solvation times 7"801 measured via Stokes shift measurements (Fig. 8) . The method by which 7" sol is obtained will be described in detail in the following section, here it is sufficient to note that the fast rotational component appears to be somehow related to the solvation dynamics. From Fig.  8 it appears that 7"2 -j 7"801' We note that 7"2 #7" sol does not invalidate the causal relationship between this fast anisotropy decay component and solvation dynamics. The fluorescence anisotropy decay experiment measures the I = 2 Legendre polynomial correlation function P 2 :
of the change in transition moment direction AO (t). If AO (t) decayed with the solvation time constant 7"801 we would, in general, expect P 2 [AO(t)] to decay faster. For example, for a diffusive rotation in which PI = cos[AO(t)] decays with time constant 7", the P2 correlation function decays with time constant j 7". Thus, the observation 7"2 -j 7" sol is not surprising. The fast rotational component is not an artifact of the method of obtaining anisotropies but rather reflects a real physical process. Two possibilities seem plausible at present. The first is that there is a substantial change in the dipole direction between So and SI' Then, immediately after absorption, the misaligned reaction field of the Franck-Condon solvent state produces an instantaneous torque on the S I dipole that causes a forced rotation of the solute. Such forced motion could be considerably faster than diffusive rotation and account for the fast component. Although our MNDO calculations do not indicate much change in dipole direction, this mechanism cannot be ruled out on this basis alone. An alternative explanation is that there is no physical rotation of the probe at all but rather only a rotation of the transition moment. That is, due to solvent perturbations (nonspecific solvation, hydrogen bonding, etc.) the electronic charge in SI redistributes slightly to accommodate the SI solvent environment thus causing a rotation of the transition moment. This latter mechanism is in keeping with there being a change in electron distribution in S I as a function of the state of solvation, as previously inferred from the steadystate spectra. Either of the two mechanisms seems possible, however, and further anisotropy measurements are needed to help interpret this surprising behavior. For the present, these observations warn that a picture of the probe molecule as a passive observer of the solvation process may be too simplistic.
D. Stokes shift dynamics
This section is divided into two parts. Characterization of the time-dependent solvation response of a particular solvent entails obtaining the spectral shift correlation function C(t) defined by Eq. (8). The method used to obtain C(t) from the experimental data is somewhat involved and is described in the first part. Here we also discuss parametrization of the observed C(t) functions and the uncertainties in the results. The second subsection then discusses the general features of the observed C(t) correlation functions and relates these results to behavior expected based on continuum models of solvation.
Method of analysIs
An example of a typical time-evolving spectral series is shown in Fig. 9 . From such spectra we wish to extract the Stokes shift correlation function C(t) ofEq. (8). As a first step we must define some characteristic frequency v(t) of the spectrum with which to measure the spectral shift. The choice is complicated by the fact that the band shape, as well as its frequency, changes with time. To make full use of the data, we determine frequencies by first fitting the spectral points to a log-normal line shape function g( v) defined by41 
The ability of the log normal to represent spectra of Cu 153 is illustrated by fits to the steady-state data shown in Fig. 10 . Even though the observed spectrum contains a slight shoul~ derin some polar solvents [ Fig. lO(b) ], the fit is still good. Once the spectra have been fit the data are then represented by the fitting parameters as a function of time, i.e.,
go (t) , b (t), v p (t), and a (t). In general, we observe that the peak frequency [vp (t)] decreases, the width [a(t)] de~
creases, and the asymmetry [b (t) ] increases with increasing time. Although the primary change is in the frequency shift, because of band shape changes, the C (t) correlation func~ tion depends slightly on the manner in which v(t) is chosen. This effect is illustrated in Fig. 11 (a) which shows four pos~ sible methods of measuring v(t) (see the caption). In this example the average time constants of the different C(t) curves differ by up to 35%. With such variations in mind, we will hereafter use an average frequency v defined by
Since theoretical approaches have so far considered the dy~ namical Stokes shift in terms of average solvation energies, this first moment v(t) is probably the best choice for com~ parison.
Two methods were used to extract C(t) information from the v( t) data. In the first method we simply assess time 
zero and time infinity values V(O), v( 00) by inspection and form C(t) directly as the ratio C(t) = [v(t) -V( 00 )]/ [v(O) -v( 00)]. Extrapolation of the v(t) data to t-O is
relatively straightforward, however, there is some ambiguity in the choice of v( 00). The long~time features of the C(t) curves depend on changes of v( 00) as small as 10 -20 cm -1, which is only 0.5% of the width of the spectrum. The fitting procedure described above cannot accurately follow such minute changes and so v( 00 ) must be judged based on "reasonable" limiting behavior of the C(t) curves as a func~ tion of v( 00 ). As an illustration, Fig. 11 (b) shows a typical series of C(t) curves generated from a single set ofv(t) data with different v( 00 ) values. [Note the larger dynamic range, 6e's, in Fig. 11 (b) .] In this case we would choose the v( 00 ) of the central curve as the best guess for the true t = 00 value.
Several C(t) curves generated in this way are shown in Figs. 13 and 14, and parameters which characterize the C(t) de~ cays for all ofthe solvents studied are collected in Table IV . Since the decays are not single exponential functions, a number of different types of measured times are listed in the table. For comparison to predicted solvation time scales we will most often use the average time defined by
Values of (7) listed in Table IV were obtained by numerical integration of the C(t) curves.
As a second means of characterizing the C(t) decays, we fit the v(t) data to v(t) =v(oo) + [V(O) -v(oo)]C(t) (31)
with C(t) analytically represented as either a sum of exponentials, C(t) + ... Ia; =1 (32) ; or as a "stretched" exponential function 4z
C(t) =e-(t/r)a. (33)
As described in Sec. II, there is some justification for use of a multiexponential form for C(t), at least in the alcohols. At present we have no such justification for the stretched exponential form, however, it does yield a good representation of the C(t) data with fewer adjustable parameters than the multiexponential representation. Examples of typical fits are provided in Fig. 12 and the parameters are summarized in Table V . All fits were made using v(t) data within the time range t = 10 ps to t = t 40 ' where In[ C(t4e)] = -4 with C(t) constructed as above. Both the multiexponential and stretched exponential fits may be used to regenerate the observed v(t) decays in this time range to within the estimated experimental uncertainty. Included with each fit is the average time constant (7) [Eq. (30)] calculated analytically from the fitted parameters. We now discuss the experimental uncertainties in the determination of C( t) curves. The smooth appearance of the results shown in Figs. 11-14 is a consequence of the two stages of fitting used in transforming the observed fluorescence decays into v(t) data, and is not a good gauge of experimental uncertainties. Better estimates of the probable accuracy can be obtained from repeated measurements and analysis of simulated data. For experiments with the same solvent and temperature that were performed many months apart we find good agreement of the derived C(t) curves. Specifically, at times greater than lOOps the [v(t) -v( 00)] values and the characteristic parameters of the CU) curves agree to within 10%. At earlier times (within our instrumental response function) the deviations are somewhat greater, up to 30%. From such comparisons we estimate that the average time constants (7) reported here are reproducible to within ± 10% for (7»200 ps and ± 20% for smaller (7). The accuracy of our method of extracting C (t) from the measured decays can also be examined with the aid of simulated data. Beginning with an assumed C(t) function (chosen as mono or biexponential) and spectral parameters similar to those of the real spectra we constructed a set of simulated fluorescence decay data [D(t;A.) in Eq. (21)]. Each decay was given a random time-zero shift, convoluted with an experimental instrument response function, and given noise appropriate to photon counting statistics so as to mimic real fluorescence data. Simulated data sets were then subjected to the same analysis used for the real data and the derived C(t) parameters compared to those input. The results of such tests showed that the method of analysis accurately reproduced the input C(t) behavior. For input average time constants greater than 100 ps, (7) was reproduced to better than 5%. Further, the shapes of the C(t) curves were well reproduced except at very early times (30 ps). For example, if the input C(t) was monoexponential, the resultant C(t) was also clearly single exponential over at least four lifetimes. Thus, the highly nonexponential decays observed experimentally are not an artifact of the analysis. Fast components in the C(t) decays ( < 50 ps) could also be ex- tracted from the C(t) data albeit with a reduced accuracy ( ± 20% ). We estimate that our experimental results should give a reasonable account of all components in the C(t) decays with time constants greater than 30 ps. Behavior at shorter times cannot be extracted from the present data.
One further aspect of the C( t) data to consider is how our finite time resolution affects the comparison to predicted behavior. As pointed out by Nagarajan et al.,43 a finite timeresolution experiment really measures a correlation function C'(t) that differs from the true C(t) to the extent that the apparent ;;(0) is in error due to limited time resolution. In the triacetin solutions studied, these authors found indications that the apparent ;; (0) to ours were substantially different than independent estimates of the true t = 0 value. One may ask if this is the case with the present data and, if so, how does it influence the reported results? Two observations argue against there being a large error in the apparent ;;(0) values. First, the peak frequencies at t = 0 are approximately what would be expected based on the steady-state absorption spectra. In a given solvent the fluorescence spectral origin at t = 0 should be equal to the origin of the steady-state absorption spectrum. We cannot assign band origins, however, we can compare peak frequencies in a solvent vs the gas phase peak frequencies. In the gas phase, where the band origins coincide, a shift of3500 cm-1 (230 ·C)36 is observed between the absorption and emission maxima as a result of vibrational structure. In 0 -1 solution the t = 0 fluorescence spectral maxima are also shifted from the steady-state absorption maxima by approximately this same amount. Based on such comparisons we estimate that we are observing more than 70% of the total V(O) -v( 00) shift in our time-dependent spectra. Second, the behavior of the V(O) and v(O) -v( 00) values (Table V) in a given solvent change predictably as a func,tion of temperature. That is, as the temperature is lowered the magnitude ofv(O) -v( 00 ) increases somewhat in a manner easily accounted for based on the changing solvent polarity. If we were missing a large portion of the shift at early times we would expect much more pronounced changes with temperature as the fast processes slowed down (probably exponentially) with decreasing temperature and moved within our experimental time resolution. Unless there is a fast component ofCCt) which throughout the temperature range studied remains faster than our time resolution, we should indeed be observing the true C(t) decay. Finally, we note that even if there were unresolvable fast components causing the apparent v(O) to be too low, our findings would not be qualitatively affected. For example, plotted on a logarithmic scale as are Figs. 13-15, the difference between the true and apparent CCt) is only a constant vertical shift. Since we are interested in solvents whose predicted CCt) decays are single exponential over most of the experimental time window, a constant shift is of little consequence in comparing observation to theory. This is not the case for triacetin studied by Nagarajen et al. 43 because here the predicted C( t) decays are highly nonexponential. Our (r) values will of course be too large if we have missed some short-time component in CCt). However, we only compare (r) to the predicted long-time (exponential) behavior in these solvents, so that the observation of (r) greater than predicted is still a significant result.
Crt) results
Parameters characterizing the observed spectral shift correlation functions CCt) are summarized in Tables IV and V. In Figs 13 and 14 we have plotted representative C(t) decays observed in n-propanol and propylene carbonate as a function of temperature. One obvious feature of the data is that the observed correlation functions are not single exponential. As is clear from Figs. 13 and 14 and the C(t) fits in Table V , the C(t) curves indicate the presence of multiple relaxation times, or a continuous distribution of relaxation times in the solvation process. Such C(t) functions are not consistent with continuum-model predictions.
In Fig. 15 we directly compare three of the observed npropanol curves with those predicted based on the continuum model described in Sec. II. In the case of n-propanol the continuum model predicts a mUltiexponential C( t) with the long-time behavior being exponential and corresponding to the lowest frequency dispersion regime. This long component decays with a time constant approximately given by r L 1 = (Eoo 1 IEo1)rDI' Shorter components in the response arise from the higher frequency parts of E(W). For the calculation shown in Fig. 15 , Eqs. (14)- (20) were used along with a fit of n-propanol dielectric data to a two Debye form. The parameters used in the calculations are given in the figure caption. Comparing the calculated and experimental curves it is clear that the measured C( t) curves are nonexponential in a way quite different from the calculated ones. Whereas the calculated correlation functions are nonexponential only at early times, the experimental CCt) curves are nonexponential at all times. This is especially clear in the 223 K curve in Fig. 15 . In general we find that C(t) decays more slowly than the calculated curves at long times.
Pronounced deviations from continuum theory predictions are observed for solvents with high dielectric constants (Eo> 50), as shown by the data summarized in Table VI and in Fig. 16 . For simplicity we compare only the average observed time constant (r) [Eq. (30) ] to the longest longitudinal relaxation time of the solvent r L = r L 1 = (EooI/Eol)rDI' Such a comparison is only approximate since (r) may be shortened by contributions from CCt) components resulting from high-frequency dispersions in E(W). For the present purposes however using (r) = r L as a rough gauge of agreement with continuum theory is adequate. In Fig. 16 , (r)h L is plotted vs Eo on a logarithmic scale. The dashed line here represents the continuum theory prediction. At low to moderate Eo ( < 50), the observed (r) are approximately equal to r L • For the largest dielectric con· stant solvents studied (Eo -300) the observed solvation time scale (r) is 15 times greater than r L and there appears to be a reasonable correlation between (r)/r L and Eo. Several points about Fig. 16 are worth noting. First, (r) varies over a factor of more than 20-fold in the region where (r) ~rL' Second, the values of (r) for the high dielectric constant solvents, propylene carbonate and n-methyl propionamide lie in the middle of the range of (r) values. Further, the spectral shifts found in these two solvents fit with the other solvents very well (Fig. 3) . Thus, the stabilization in the high dielectric constant solvents conforms to expectations, but it occurs much more slowly than continuum theory predicts. "E 01 ' E ~ 1 , and r D 1 refer to the lowest frequency dielectric dispersion range if more than one range exists (as for the alcohols). These data were generated from fits of temperature dependent dielectric measurements collected from the original literature. The fitting procedure and original references for the n-alcohols are given in M. Maroncelli and G. R. Fleming, in preparation. We, therefore, believe that the data in Fig. 16 point to a clear breakdown of the continuum picture at high Eo values. Interpretations of this behavior in terms of the molecularity of the solvent will be discussed in Sec. V.
A final aspect of the time-evolving spectra of interest is the fact that the spectrum changes shape slightly in time. As the most reliable measure of these changes we chose the bandwidth (FWHM) ofthe spectrum, r, determined from the parameters of the fitted log normal using Eq. (28). In all solvents studied, r was observed to be in the range 2800-3400 cm -1 and to decrease by 10%-20% between t = 0 and t = OC!. By defining a correlation function C r (t) analogous to C(t) as
the temporal evolution of the spectral shape can be compared to that of the shift. Typical C r (t), C(t) pairs are shown in Fig. 17 for the N-methylpropionamide solvent. In these examples, and in all cases studied, the width and shift correlation functions appear to show approximately the same time evolution.
The observed line shape changes partly reflect changes in the distribution of solvent environments. The situation can be described by referring again to Fig. 5 . In our experiments the excitation wavelength is near to the maximum of the steady-state absorption spectrum. For this spectral region there is a continuum of vibronic transitions whose net .... intensity is essentially constant over the frequency spread produced by the environment distribution (-200-1 ) . In such a case all molecules are excited simultaneously with a narrow frequency laser and the entire distribution of solvent environments initially present in So (Fig. 5) is transferred unchanged into SI by the excitation at t = O. Assuming that vibrational relaxation in SI is much faster than the solvation absorption widths. Further, Loring et al. IS showed that under quite general conditions the above picture would predict C r (t) to decay with twice the rate of C(t) rather than with roughly the same rate as we observed. Thus, the time-dependent width changes only partly reflect changes in the distribution of solvent environments. Other effects probably also contribute to the observed behavior.
v.
DISCUSSION
The results we have obtained on the solvation behavior of Cu 153 in polar solutions may be summarized as follows:
(i) Steady-state studies show that the absorption and fluorescence spectra of Cu153 are good measures of polar solvation. In polar aprotic solvents spectral frequencies are linearly related to solvent polarity (Figs. 3 and 4) . Based on these shifts and results of semi empirical calculations we estimate a dipole moment of -10 D in the S I state compared to -5.6 D in So. Cu153 does form specific hydrogen bonds with H -bond donors such as alcohols and this effect causes a (smaller) additional shift in the spectrum over that due just to solvent polarity.
(ii) The rotational dynamics of Cu 15 3 are anomalous. In addition to the normal diffusive rotation expected for a molecule of its size and shape, the fluorescence anisotropy decay exhibits an extra, fast component. We interpret this fast component as being due to a time-dependent rotation of the transition dipole which occurs in response to changing solvent environment; i.e., the SI electronic state in Cu153 is somewhat sensitive to solvation state. In support of this interpretation we note that the time constant for this fast rotation is correlated to the spectral shift (solvation) times as a function of solvent. Further, the anomalous changes in fluorescence bandwidths in both steady-state and time-dependent spectra are consistent with minor changes in the vibronic structure of S I with polarity. Thus solvation of Cu 15 3 has some feedback character to it. The large dipole of the S I state polarizes its surroundings which, in turn, react back to slightly modify the SI charge distribution. Energetically, such a scenario is quite reasonable. Based on a continuum calculation like the one used in Sec. IV B, solvent stabilization of the SI dipole ( 10 D) is calculated to be 10 000 cm -I in a solvent with Eo = 50 (DMSO). The SO--SI transition energy is 25 000 cm -I so that the solvation energy is substantial relative to the electronic energy of the isolated solute. It would be surprising if the probe remained entirely unaffected by this strong interaction with its environment. These energetics are not unique to Cu153 but also apply to many other highly polar probes used in spectral shift studies. It is possible that the effects observed here for Cu153 are a general feature of such systems which have previously gone unnoticed.
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(iii) The solvation dynamics observed for Cu153 in a variety of solvents show marked deviations from predictions based on continuum theories. The observed C(t) correlation functions show that relaxation of the solvent occurs on multiple time scales in a manner not consistent with continuum predictions. For the solvents studied here, except at short times, a single exponential decay of C(t) with time constant equal to the solvent longitudinal relaxation time r L ( = r L I) is predicted. We observe relaxation components with much longer time constants than 1"L' (r) is much greater than r L' The ratio (r) / r L seems to be correlated with solvent dielectric constant (Fig. 16) .
It is useful to compare the results obtained with other probe molecules to those found here with Cu153. Overall, where direct comparison is possible, there is reasonable agreement with the above picture. In a number of early studies Brand et al. 45 measured C(t) functions for several anilinonaphthalenes in glycerol. Glycerol possesses a nonDebye dielectric response which does not allow for an analytical description of the spectral shift in a continuum model. Comparing numerically calculated C(t) curves 46 based on the continuum model with the observed results shows that solvation dynamics are much slower than predicted. This might be expected based on our results since Eo = 40--60 at the temperatures studied. We must note however that given the available time resolution, for the nonexponential C(t) predicted, comparison with experiment is quite uncertain due to difficulty in assigning ;;(0). Barbara et al. 43 have recently studied three probe molecules in the weakly polar (Eo-7)
solvent triacetin which has a nonDebye dielectric response similar to that of glycerol. These authors show that depending on their method for choosing ;;(0), the nonexponential C(t) functions observed appear to decay either more or less rapidly than predicted. In solvents which show simpler dielectric functions, comparison with theory is more straightforward. Our own study of the probe 16 yielded values of (r)lr L near unity for several polar aprotic solvents although in methanol the value was much lower (0.3). In general nonexponential C(t) curves were observed. Except for the apparently anomalous results of Rulliere et al.,47 studies of other probes in the n-alcohols ethanol through pentanol, have yielded results similar to ours for Cu 153. For example, Safar-Zedeh-Amiri examined the probe trans-4-dimethyl-amino-4' -cyanostilbene in n-butanol between 250 and 300 K. 48 Although he did not record the full spectral movement, the results showed the shift times to be approximately equal to r L over this temperature range. Yeh et al. 49 • 50 determined C(t) functions for the probe 4-aminophthalimide in several alcohols near room temperature. These authors also observed spectral shift times approximately equal to r L • Further their C(t) curves 50 are clearly nonexponential. Finally, we have also measured C(t) functions in alcohols (250 K) using the probe l-aminonaphthalene.
5 I While not identical, the C(t) curves with this probe are similar in average time constant and in nonexponentiality to the corresponding results with Cu153.
We believe that the results obtained with the probe Cu 15 3 allow for some general conclusions concerning solvation dynamics. In particular, we interpret the poor agreement of our observed C(t) functions with continuum-based predictions as reflecting the importance of the molecularity of the solvent in determining solvation rates. This failure of the continuum description is of a universal nature and does not depend on any peculiarities of the particular solute or specific solute-solvent interactions in the system we have chosen. Having said this we must now address two objections which could be raised against the generality of our results. First, we have evidence that there is electronic redistribution taking place in the excited state during solvation. The theoretical description of solvation outlined in Sec. II considers the solute to be unaffected by its solvation state. The more complex probe-solvent interaction occurring in the experimental system might be expected to complicate the observed dynamics. While this is likely to be true, the magnitude of the effect must be small in the present case. A large change in, for example, the magnitude of the S 1 dipole as a function of polarity would manifest itself as a nonlinear dependence of the steady-state fluorescence shifts with polarity, contrary to experiment. Further, experiments with 1-aminonaphthalene as a probe in several alcohols 51 show quite similar C(t) correlation functions to those observed with Cu153. Thus, the changes in the SI state, while interesting, probably do not alter the observed solvation dynamics in a substantial way.
The second objection is more serious and has to do with the fact that Cul53 forms hydrogen bonds with H-bond donating solvents. Due to limited time resolution, most of our studies have been performed with such solvents. One must question whether the observed deviations from continuum predictions are not just due to hydrogen bonding dynamics. While hydrogen bonding is an important aspect of solvation, it is a complication preferably avoided until the (simpler) nonspecific dipolar aspects of solvation are examined. Clearly, the continuum models described in Sec. II are not intended to account for specific solute-solvent interactions like hydrogen bonding. Two facts argue strongly against hydrogen bonding effects being the principle cause of the observed deviations. First, the trend of ( T) h L shown in Fig. 16 seems to be correlated with Eo and not with hydrogen bonding ability. Thus, N-methylpropionamide is similar to the n-alcohols in its H-bond donating properties yet there is a dramatic difference in their dynamics. More convincingly, propylene carbonate also seems to fit into the above correlation. Propylene carbonate is a nonassociated solvent which has no hydrogenbond donating capabilities, yet we see the same sort of nonexponential C(t) decays and larger (T)h L ratios in this solvent than we do with the alcohols. We conclude then that, although specific hydrogen bonds to the solute are present in many of the solvents studied, these interactions do not account for most of the discrepancy between the observed solvation dynamics and the behavior predicted from continuum theories.
What then is causing continuum models to fail in the description of solvation dynamics? We believe the answer is that during the solvent relaxation process the solute senses the molecularity of its environment. In the continuum picture, the surrounding medium relaxes with a characteristic time constant T L' the solvent longitudinal relaxation time. TL is not a single-molecule property but rather a macroscopic quantity characteristic of the collective response of many molecules. It is related to the more nearly single-particle reorientation time TD bYT L = (E",/Eo)TD.(TD' Thecontinuum description of solvation requires that all contributions to the solvation energy, coming from regions both near to and far from the solute, respond with this faster-than-molecular time constant T L' A simple calculation, based on the continuum desciption itself, shows that such an expectation is unrealistic for solutes of moderate size. In a continuous dielectric medium the polarization per unit volume surrounding a dipolar solute decreases as lIr where r is the distance from the dipole. Similarly the interaction energy between the dipole and this polarization decreases as lIr6.
On this basis, for a solute of radius a = 3.9 A such as CuI53, 50% of the solute-solvent interaction energy is obtained from a region r<;. 5.0 A. At solvent densities typical of methanol or DMSO, such a solvation shell would on average contain only two to four solvent molecules! This crude calculation illustrates the fact that a large part of the solvation response is due to a relatively small number of nearest neighbor solvent molecules, even if only dipolar interactions are considered. As a result, we should not expect a continuum description of the dynamics to be entirely appropriate. The part of the response coming from regions far removed from the solute should look continuum-like. Here, the response will be due to the collective reaction of many solvent molecules and should contribute a fast T L component to the response. Near the solute, however, solvation comes about through movement of individual solvent molecules, and, therefore, takes place on a time scale much slower than TL and more closely related to T D' This behavior was first predicted by Onsager in his cryptic "snowball" comment concerning electron solvation 52 and has recently been observed in computer simulations of solvation in water. 53 As a result, the overall solvation dynamics should show mUltiple time scale relaxations in the range between TL and T D , which is just what we observe experimentally. Further, since the single-particle contributions to the relaxation are always present, the observed (T) should show poorer and poorer agreement with TL as EO gets larger, i.e., aST L andTD become more and more dissimilar. The experimental trend illustrated by Fig. 16 is therefore reasonable.
To proceed further than the above qualitative description, more molecularly based theories of solvation dynamics are needed. Progress along these lines has been made by Calef and Wolynes 54 and most recently Wolynes. 20 Calef and W 0lynes S4 studied the problem of ionic solvation using a mean field Smoluchowski-Vlasov approach. Numerical solution of the resulting integral equations yielded results for charge solvation in methanol and ethanol. While not directly comparable to our results, the calculated C(t) functions are qualitatively similar to those we observe. 
is relevant to the solvation dynamics. In this expression b is the solvent radius. There is actually a continuum of relaxa-tion times involved but in rough approximation the response is biexponential with time constants 1" L and 1" G' The latter time constant can be loosely associated with the time for structural rearrangement of the first solvation shell about the ion. 20 Again we cannot compare this result to our experiment directly, however, 1"G shows suggestive trends with Eo' Using parameters E oc = 1 and the solute/solvent size ratio alb = 1, Eq. (35) predicts (1"Ghd to be a monotonically increasing function of Eo with (1" G/1"L) = 1 at Eo = 1 and asymptotically approaching the value 8 as Eo-+ 00. This trend is reminiscent of the observed correlation between
( 1") h L and Eo' The physical basis of this seems to be that as Eo increases the contribution of more and more molecules is required to reduce 1" D to 1" L' If 1" G refers to roughly the first solvation shell, when more molecules than are contained in this shell are required to give the full 1" L response, 1" G will become longer than 1"L' Eq. (35) also shows that 1"G decreases (becomes more like 1"L) as the solute/solvent size ratio increases. In the limit a/ b -+ 00 the continuum result 1" G = 1" L should pertain although this is not quite true at the level of approximation ofEq. (35). The theory thus predicts that some size dependence of both the probe and solvent might be observable.
In conclusion, we have examined solvation dynamics in a number of solvents using the probe Cu153. We have observed what we believe is a general lack of agreement between the observed dynamics and expectations based on continuum theories of solvation. Theories which begin from a molecular description appear to be necessary in order to fully understand solvation dynamics. Such theories are beginning to emerge but further work on both the theoretical and experimental fronts is needed before molecularly based theories can be adequately tested.
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APPENDIX
The most explicit theoretical treatments of the time-dependent Stokes shift based on a continuum solvent/point dipole model have been described in two papers by Bagchi, Oxtoby, and Fleming 13 (BOF) and by Mazurenko. 12 While the model employed in these two papers is essentially identical, the results are slightly different due to what we believe is a minor error in the Bagchi formulation. In this Appendix we show how a correction of this error leads to complete agreement between these formulations and that of van der Zwan and Hynes. 14 Both treatments represent the solute by a spherical cavity of radius a having a centered point dipole moment !-Lo.
The solute polarizability a is introduced explicitly by Mazurenko and indirectly in the BOF treatment by means of an (infinite frequency) dielectric constant E c , within the solute cavity. Both treatments begin by deriving expressions for the interaction energy of such a solute in equilibrium with a surrounding continuum fluid of dielectric constant Eo. The equilibrium result is then generalized into the time domain via a quasistatic replacement of Eo by E(W). The difference between the two methods occurs at the very outset in the expression of the equilibrium reaction fields and energies. In the BOF treatment, the interaction energy of the solute and its surroundings, AE, is written in terms of a reaction field R and the solute parameters !-to and Ec as!3; AE= -!-Lo"R= -j (Ec +2)!-Lv"R, (AI) (A2) (A3) Equation (A2) is a standard result for the reaction field inside the solute cavity. 55 In choosing to work with the Ec rather than a directly the BOF treatment introduces the screened moment !-Lv defined by Eq. (A3). This is the socalled "external moment,,55 which would be measured for this model solute in the gas phase. (Ref. 13 denotes !-Lv as simply !-L.) !-Lv rather than !-to is to be associated with the solute's dipole moment and it is the quantity equivalent to!-Lo in the Mazerenko formulation. The error in these equations is evident from the fact that AE does not vanish for Eo = 1, i.e., for the isolated solute. The above reaction field includes both the effect of the solute polarizing its surroundings (Eo) as well as the effect of the molecule polarizing itself through Ec. 56 To correct this feature we should really consider only that part of the reaction field not present for the solute in vacuo. R should be replaced by R' given by 
