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I. INTRODUCTION AND CONCEPTS REVIEW
Background
The purpose of this project is to assess the effects of personal 
demographic characteristics, academic preparation and academic performance 
on the dropout rate of newly admitted undergraduate students of Wright State 
University (WSU). WSU is a public university and more than 95 percent of 
enrolling undergraduate students are residents of the State of Ohio.
The high dropout rate of college students is a national issue in the United 
States. Approximately 25 percent of new college students do not come back in 
the second year (U.S. Department of Education, 1998). Early withdrawal affects 
both colleges and students. Variability in the flow of students causes the 
inefficient allocation of college resources. For example, facilities can be crowded 
in the fall quarter and be vacant in the spring quarter. For students, some of 
them may transfer to other colleges to continue their studies. However, some of 
them may never come back to complete college education. The latter imposes 
economic and social costs on the dropouts themselves (Kahn and Nauta, 2001).
The Federal Student Right-to-Know and Campus Security Act of 1991 
requires institutions to disclose information on the quality of their programs. One 
important quality indicator that students can use to make decisions where they 
will complete postsecondary education is the retention rate (Astin, 1997).
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Obviously, students prefer to attend colleges with higher retention rates so 
that they presumably have higher chance to graduate. The retention rate of 
WSU is between 67 percent and 72 percent (Table 1) for new undergraduate 
students enrolling from fall quarter of 1995 to fall quarter of 2001. All these rates 
are lower than the national average of 75 percent. Due to economic recession 
and state budget policy, General Revenue Fund (GRF) spending on higher 
education of State of Ohio has actually decreased in recent years (Sheridan, 
2003). Consequently, with the reduction in state subsidy the university must rely 
more on student tuition as a source of revenue and thus retention of students is 
more important than ever. Thus, there is a need to build a model to understand 
some factors that explain student persistence at WSU. A better understanding of 
factors that explain persistence may help WSU to develop policies that can 
improve persistence.
Table 1
WSU Fall to Fall Retention Rates
Registered Fall 1995 Returned Fall 1996 Retention Rate
No. 1782 No. 1196 67.1%
Registered Fall 1996 Returned Fall 1997 Retention Rate
No. 1747 No. 1222 69.9%
Registered Fall 1997 Returned Fall 1998 Retention Rate
No. 1909 No. 1370 71.8%
Registered Fall 1998 Returned Fall 1999 Retention Rate
No. 1998 No. 1439 72.0%
Registered Fall 1999 Returned Fall 2000 Retention Rate
No. 2009 No. 1354 67.4%
Registered Fall 2000 Returned Fall 2001 Retention Rate
No. 2028 No. 1442 71.1%
Registered Fall 2001 Returned Fall 2002 Retention Rate
No. 2005 No. 1425 71.1%
Source: Department of Budget Planning & Resource Analysis of Wright State University
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Concepts Review
Extensive research has been completed on college student retention rates 
at the level of individual colleges or regional networks of colleges. Two major 
theories have been developed: Tinto’s (1975) Student Integration Theory which 
emphasizes the integration of students with institutions, and Bean’s (1980, 1985) 
Student Attrition Model which concentrates on intentions of students to stay at an 
institution, have been widely used to predict student persistence behavior.
The Student Integration Theory states that congruency between students 
and a college determines student commitments to pursue an educational goal 
and remain with the college. In other words, if students feel comfortable in their 
social life and academic performance with the college, they are more likely to 
stay.
The Student Attrition Theory stresses the importance of behavioral 
intentions that are affected by external factors such as family approval, friends’ 
encouragement, opportunities to transfer, etc.
Both theories state that student persistence is the outcome of a complex 
set of factors. Unlike Student Integration Theory, Student Attrition Theory places 
more emphasis on factors external to the college. For example, Student 
Integration Theory treats academic performance as a direct factor while Student 
Attrition Theory regards college GPAs as a result of academic and social 
experiences.
Recent research supports the overlap between the two theories (Cabrera, 
Castaneda, Nora, and Hengstler, 1993). However, empirical analyses indicate
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that mixed results have been found due to differences in personal demographic 
characteristics, type of institutions, and the construct of external variables (Nora, 
1987; Pascarella, Smart, and Ethington, 1986; Nora and Rendon, 1990; Nora 
and Rendon, 1990; Cabrera, Castaneda, Nora, and Hengstler, 1992). For 
example, universities using different racial preferences in admission decisions 
could present different impacts on racial factors. Similarly, universities using high 
school rank rather than SAT/ACT scores to admit freshmen students could show 
different importance of pre-college factors (St. Hohn and Hu, 2001). Therefore, 
individual colleges should not simply utilize the findings of research in other 
universities to explain their persistence. They should construct their own models 
according to their specific situations.
Basically, the factors that impact dropout can be incorporated into five 
categories: social factors (relationships with friends, encouragement from family 
and friends, financial needs, etc.), academic factors (satisfaction with courses 
and faculties, etc.), academic preparation (gender, race, high school skills, etc.), 
academic performance (college GPAs, etc.), and commitment (confidence and 
willingness to complete college education, etc.).
Among them, academic performance has been proved as a consistent 
indicator that impacts the behavior of student dropout (Kahn and Nauta, 2001). 
College GPAs in the first quarter have been shown to have a significant impact 
on dropout (Aitken, 1982). First quarter GPA’s affect students not only because 
most colleges have minimum academic standards to retain students, but also
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students with low GPAs often lose confidence in their ability to successfully 
complete their degree and therefore are more likely to drop out.
In addition, academic preparation factors are also valid predictors of 
student persistence (Kahn and Nauta, 2001; Pascarella and Terenzini, 1979; 
Pascarella and Terenzini, 1980). Of the various indicators of academic 
preparation scores on the Scholastic Aptitude Test (SAT) or American College 
Test (ACT) are widely used by institutions as an important tool in making 
admission decisions. According to St. John and Hu (2001), SAT and ACT scores 
are good predictors of persistence.
Other academic preparation factors such as high school rank or high 
school GPAs have also been used as an alternative to test scores in admission 
decisions recently (St. John and Hu, 2001). Students who have better academic 
preparation tend to adapt to college studies more successfully and are thus less 
likely to drop out.
Social factors, economic factors and student commitments to complete 
college education are important predictors of persistence (Aiken, 1982; Carera, 
Nora, and Castaneda, 1993). However, most of these factors have to be 
collected by surveying incoming students on their social and academic lives with 
the college. There are two important disadvantages with survey data collection. 
First, due to sample selection method, inconsistent characteristics could exist 
between sample and population such as some groups are over represented in a 
sample or students who respond to surveys are more integrated with college 
than students who do not respond. Second, where the population is relatively
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small a low response rate to a survey can result in estimated coefficients of that 
are unstable because of a limited sample size. For example, 466 useable survey 
results were collected from population of 2,459 at a southern urban college 
(Cabrera, Nora, and Castaneda, 1993). Similarly, only 255 students submitted 
complete multi-step responses from 1,000 incoming students even when 
researchers provided three $100 prizes for each step to reward participants 
(Kahn and Nauta, 2001).
Logistic regression models that are widely used in social sciences 
estimate parameters using the maximum likelihood (ML) method. Maximum 
likelihood estimates in particular require relatively large sample sizes in order to 
make meaningful inferences regarding the underlying population. In addition 
small samples also limit the number of predictors that could be included in a 
model limiting the ability of the investigator to explore factors that may 
significantly influence persistence. The literature does not provide specific rules 
on the adequacy of sample size. Peng, So, Stage, and St. John (2002) study a 
number of criteria recommended by different authors. They claim that ML 
method requires large sample to achieve stable logistic regression coefficient 
estimates and small sample needs to adopt conservative significance level when 
evidence against the null hypothesis. The minimum observation/predictors ratio 
(number of observations divided by number of predictor variables) of 10 with a 
minimum sample size of 100 is recommended across researchers to achieve 
stability of coefficient analysis.
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II. METHODS
Since the initial introduction in the 1970s, logistic regression analysis has 
been increasingly applied in social sciences, especially in higher education 
research. (Peng and So, 2002; Peng, So, Stage, and St. John, 2002). Logistic 
regression can be used where the outcome variable is categorical and the data 
used as explanatory variables is categorical or continuous (Peng and So, 2002; 
Peng, So, Stage, and John, 2002). In this study, I also used logistic regression 
where the student dropout decision is regarded as a categorical outcome 
variable.
Objectives
Although a lot of social and economic factors have played important roles 
with student retention rate, most factors in this study fall into the categories of 
personal demographic characteristics (e.g., gender, race, age), academic 
preparation (e.g., ACT score, high school rank), academic integration (e.g., first 
quarter GPA, first quarter college selection, first quarter credit hours), and social 
integration (e.g. living on campus or off campus)
I developed a logistic regression model to assess the impact of different 
factors on student persistence behavior. Demographic factors and academic 
preparation factors were used to assess the influence of student background on 
persistence behavior. These factors were independent of the University and the
7
University may use them to select students who are less likely to drop out in the 
admission decisions.
Academic integration factors and social integration factors that reflected 
the interaction between students and the university were included to assess the 
influence of college integration. These factors may be important in helping the 
University design policies that could help improve persistence.
Data Source
The sample for this study was drawn from freshman students enrolled in 
the fall quarter of 2001. Persistence was measured based on whether these 
students actually returned in the fall of 2002. The sample data was acquired 
from Office of Budget Planning and Resource Analysis and in addition to data on 
persistence it also provided data on personal demographic characteristics, 
academic performance, and a variety of other variables.
In this project, the dropout variable is based on whether new students of 
fall 2001 would reenroll in the fall quarter of 2002. WSU used a scale ranging 
from 1 to 8 to indicate student registration status in 14th day after fall quarter 
began. This scale is based on the level students that had paid or been assessed 
for classes. Only students with status of greater or equal to 5 were considered 
to be full time students. To be consistent with the definition of WSU on retention 
rate, I also defined students with registration status greater or equal to 5 as 
returned students.
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The number of total students in the sample was 2005 and there were 23 
predictor variables in the model. This sample size met the minimum 
observation/predictor ratio of 10 to 1 plus 50 or 100 that was recommended by a 
number of researchers (Peng, So, Stage, and St. John, 2002).
Demographic Factors 
Gender
Female students were coded with 0 and students who were male were 
coded with 1 (Table 2).
Race
The new demographics changed by immigrant wave after 1965 
immigration and Nationality ACT Amendments have made the division of four 
“racial” groups by 1977 Office of Management and Budget Directive 15 
antiquated. Many more categories are needed to accurately reflect different 
characteristics of “racial” groups (Keller, 2001). However, in WSU student 
population, minority groups except African American consist of a relatively small 
part of the population.
To better reflect the dropout behavior in different races, I set up 5 dummy 
variables in the model for this predictor, B = African American, A = Asian 
American, H = Hispanic, I = American Indian, and U = Undisclosed. Caucasians 
were used as the reference group (Table 2).
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Age
The age variable was kept as continuous variable which was calculated by 
using the beginning date of fall quarter of 2001 minus the birth date (Table 2).
Origin
Most of WSU students are residents of State of Ohio. I set up 2 dummy 
variables, OUT = out-of-state students, INT = international students, and used in­
state students as reference group (Table 2).
Table 2 
Demographic Information
Student Sample 2005
Gender No. of Students Percentage
Female (0) 1125 56.11%
Male (1) 880 43.89%
Race No. of Students Percentage
Caucasian (reference group) 1621 80.85%
African American (B) 211 10.52%
Asian American (A) 45 2.24%
Hispanic (H) 27 1.35%
American Indian (I) 5 0.25%
Undisclosed (U) 96 4.79%
Age
Average Age 18.62
Median Age 18.61
Origin No. of Students Percentage
In-state students (reference group) 1940 96.76%
Out-of-state students (OUT) 50 2.49%
International students (INT) 15 0.75%
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Academic Preparation 
High School Rank-HSRANK
High school rank in percentage was used to represent student academic 
performance in secondary education. This was a continuous variable in 
percentage that equaled 1 -  (absolute rank / high school size). Higher rank in 
percentage indicated better performance in high school.
ACT/SAT Score -ACT
In WSU student sample, 91.07 percent of students had ACT scores and 
only 8.93 percent of student had SAT scores. SAT scores were then converted 
to ACT composite scores to reflect student academic preparation based on the 
conversion sheet provided by Office of Budget Planning and Resource Analysis 
(Table 3).
Academic Integration 
First Quarter GPA - GPA
This is one significant indicator of academic performance that directly 
affects dropout decisions (Aitken, 1982; Okun, Benin, and Brandt-Williams, 1996) 
and one important component in both student integration model (Tinto, 1975) and 
student attrition model (Bean, 1980, 1985).
11
Table 3
SAT to ACT Conversion Sheet
SAT Score (Verbal + Math) ACT Composite Score
1600 36
1560-1590 35
1460-1500 34
1410-1450 33
1360-1400 31
1310-1350 30
1280-1310 29
1240-1270 28
1210-1230 27
1170-1200 26
1130-1160 25
1090-1120 24
1060-1080 23
1020- 1050 22
9 8 0 - 1010 21
940 -  970 20
900 -  930 19
860 -  890 18
8 1 0 -850 17
760 -  800 16
7 1 0 -750 15
660 -  700 14
590 -  650 13
520 -  580 12
5 0 0 -510 11
First Quarter College Selection
Early decision by freshman students to choose a college usually indicated 
stronger intention to complete their degrees at WSU. I set up 6 dummy variables 
for this predictor variable, BA = Business Administration, ED = Education, EG = 
Engineering, LA = Liberal Arts, N = Nursing, SM = Science & Math, and used 
students who selected university college as the reference group.
First Quarter Credit Hours Attempted - CREDHRS
More credit hours attempted meant stronger intention for students to 
achieve academic progress. The average of credit hours attempted was 14.82 
ranging from 12 to 20.
Having Transferred Credit Hours - XHRS
Only 5.79 percent of student had transferred hours. It was not clear 
whether transfer students were more inclined to transfer again or simply dropout. 
In the model, student who had transferred credit hours was coded with 1.
Registration Days before Classes Begin - REGDAYS
This continuous variable was used as a proxy to estimate the willingness 
of students to attend WSU. The earlier the student registered before the 
commencement of fall quarter, the more likely the student planned to commit the 
study at WSU.
Social Integration 
Living On-campus - HOUSE
Although WSU is basically a commuter college, 55.71 percent of students 
in the sample lived in residence halls, and 44.29 percent of students lived off- 
campus or at home. Students who lived on-campus were coded with 1.
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High School Classmates Attending WSU = PEER
This continuous variable was the ratio of the number of students coming 
from same high school to high school class size. Close personal relationships 
have positive impact on student persistence behavior (Cabrera, Nora, and 
Castaneda, 1993). Having more high school classmates entering the university 
at the same time may help freshman students develop a social network that 
allows them to adapt to college life more easily.
III. MODEL
The outcome was used as the dichotomous criterion variable. In this 
study, dropout activity was used as independent variable to highlight the factors 
that we need to pay close attention. Leaving WSU (dropout) was coded with 1 
and staying at WSU was coded with 0. My model predicted the natural log of 
one outcome or another that was:
Ln(odds) =log(p / (1 -p )) = logit = a + (3jXj (1)
p _ e a + Pixi / (1 + e a + pixi) (2)
Here p was predicted probability of the outcome which equaled 1 (leaving 
WSU) and (1 -  p) was predicted probability of the other outcome of staying at 
WSU. Xi was a series of predictor variables that had been discussed above.
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Logistic Model
In the model, I included 23 predictor variables (13 of 23 were dummy 
variables) and used dropout as the dependent variable.
The model became:
Predicted lotit (dropout = 1 )  = a + PiGENDER + p2B
+ (33A + (34H + p5l + PsU + p7AGE + p8O U I + p9INT 
+ P10HSRANK + Pi 1ACT + p-|2GPA + P13BA + P14ED + P15EG 
+ p16LA + p17N + p18SM + P19CREDHRS + P20XHRS 
+ P21REGDAYS + P22PEER + P23HOUSE (3)
Here a was the dropout intercept and ps were slope parameters.
Table 4 shows that there were 2005 observations in total used in the 
analysis. Without other information, we could be correct 71.1 (1426 / 2005) 
percent of the time to predict that a student would decide to stay. The In(odds) of 
intercept-only equation (the intermediate output by SPSS that includes only 
intercept) was -.901 and the predicted odds after exponentiation was .406 (e '-901 
= .406). This odds ratio was equal to observed odds of .406 (579 /1426).
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Table 4
Classification Table of Intercept Only Output
Observed
Predicted
DROPOUT
Percentage Correct
0 1
DROPOUT
0 1426 0 100.0
1 579 0 .0
Overall Percentage 71.1
Variables in the Equation of Intercept Only Output
B S.E. Wald df Sig. Exp(B)
Constant -.915 .049 334.540 1 .000 .406
Table 5
Classification Table of Logistic Model
Predicted
Observed DROPOUT Percentag<
0 1 Correct
DROPOUT
0 1320 106 92.6
1 353 226 ' :i
Overall Percentage r “  ■?
Model Summary of Logistic Model
Chi-square -2 Log Likelihood
Cox & Snell R 
Square
Nagelkerke R 
Square
Constant 427.670 1982.556 .192 .275
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In the logistic model, including 23 predictor variables increased the overall 
percentage of correct prediction to 77.1 compared with observed retention rate of 
71.1. In other words, we would be correct 77.1 percent of the time in predicting 
student dropout behavior and this prediction result was better than the observed 
data.
IV. FINDINGS
Demographic Variables
The coefficients of demographic predictor variables could be found in 
Table 6. Neither gender nor age factor showed a statistically significant 
relationship with retention. While looking into the origin factor, I did not find a 
significant relationship between retention and the factor where students come 
from.
For race groups, two dummy variables were found significantly related to 
student dropout behavior, African American and Undisclosed Race. If a student 
was African American, the odds ratio of leaving WSU was e'0'866 = 0.421 which 
was also presented as Exp(B) = 0.421. This result told us that the odds of 
dropping out for African American students were 0.421 times lower than they 
were for Caucasian students, the reference group. In the same way, we could 
know that the odds of dropping out were 0.522 times lower for Undisclosed Race 
students than they were for Caucasian students. The coefficients of other
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dummy variables (Asian American, Hispanic, and American Indian) did not 
present significant relationship with dropout behavior.
Table 6
Logistic Coefficients of Logistic Model
B S.E. Wald df Sig. Exp(B)
GENDER -.195 .120 2.616 1 .106 .823
B* -.866 .207 17.571 1 .000 .421
A .476 .356 1.785 1 .182 1.610
H -.144 .464 .097 1 .756 .866
1 -.767 1.172 .428 1 .513 .464
u** -.651 .293 4.949 1 .026 .522
AGE .013 .118 .011 1 .915 1.013
OUT .339 .343 .977 1 .323 1.404
INT -.040 .681 .003 1 .954 .961
HSRANK** -.007 .003 6.368 1 .012 .993
ACT** .039 .019 4.268 1 .039 1.040
GPA* -.960 .073 173.294 1 .000 .383
BA .391 .556 .493 1 .483 1.478
ED .488 .815 .358 1 .549 1.629
EG*** -.706 .406 3.029 1 .082 .494
LA -.252 .401 .393 1 .530 .778
N .929 .631 2.166 1 .141 2.533
SM** -2.048 1.024 4.000 1 .045 .129
CREDHRS -.061 .038 2.623 1 .105 .941
XHRS .214 .259 .685 1 .408 1.239
REGDAYS* -.013 .003 23.923 1 .000 .987
PEER** -.023 .011 4.242 1 .039 .977
HOUSE .207 .139 2.204 1 .138 1.230
Constant 2.814 2.329 1.460 1 .227 16.684
* significant at p < 0.01 ** significant at p < 0.05 *** significant at p < 0.1
18
Academic Preparation Variables
There was significant relationship existing between academic preparation 
factors and dropout behavior (Table 6). Since both ACT and High School Rank 
variables were continuous data, the change of odds ratio for ACT score was then 
calculated as e0 039(2) - e0 039(1) = 1.081 - 1.04 = .041. This indicated that for 1 
increase in ACT score, the odds ratio of withdrawing would increase by 4.1 
percent.
High School Rank, however, indicated an opposite trend. The higher the 
high school rank was, the less likely students were to drop out. For 1 percentage 
increase, the odds of withdrawing decreased by 0.7 percent (e'0 007(2) - e'0 007(1) = 
0.986 - 0.993 = -0.007).
This was an interesting finding that ACT score and High School Rank did 
not move on the same direction. ACT score was an absolute standard while 
High School Rank was a relative ratio. A student who was among the top 
percentile in high school may not perform well in ACT test. This came to a 
possible explanation that students with excellent ACT scores might want to 
transfer to more desiring institution after one year study at WSU.
Academic Integration Variables
The results from Table 6 indicate that there were no significant 
relationship between dropout and the factor whether students had transferred 
credit hours.
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The more credit hours students registered in the first quarter, the more 
likely these students were to stay at WSU. However, this factor was just 
marginally significantly related to dropout behavior (Sig = .105) at 0.1 significance 
level.
In the first quarter college selection dummy variables, only students 
attending College of Engineering or College of Science and Math showed 
significant relationship with dropout. Students who attended these two schools 
were less likely to drop out. The odds of withdrawing were 0.494 times lower for 
students attending College of Engineering and 0.129 times lower for students 
attending College of Science and Math than they were for students who stayed in 
university college. The odds of leaving WSU were not significantly different 
between Students who attended other colleges (Business, Education, Liberal 
Arts, and Nursing) and those who stayed in University College.
Students who registered early had higher odds of staying. For 1 day 
earlier in registration, the change of odds ratio of dropping out was e'0013(2) - e"
0.013(1) _ 0.974 . 0.987 = -0.013 which meant 1.3 percent lower odds of leaving 
WSU.
The higher the GPA students earned in the first quarter, the less likely 
they would withdrew their studies at WSU. For 1 increase in GPA, the change of 
odds ratio was e'a960(2) - e'a960(1) = 0.147- 0.383 = -0.236 which meant 23.3 
percent lower odds of withdrawal.
One issue worth mentioning was the measurement of the change of 
dropout rate due to a change in an independent variable. In my findings, all the
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changes in independent variables were measured from 1 to 2. However, there 
was not linear relationship in the model. The change of odds ratio of dropout rate 
due to a specific change in an independent variable at point X should be 
calculated as e Px - e 13 (x+1). To measure a change in dropout rate due to a 
specific change in an independent variable, for example, ACT score from 20 to 
21, the change of odds ratio should then be calculated as e0 039(21) - e0 039(20) = 
2.268 - 2.181 = .087. This indicated that the odds ratio of withdrawing would 
increase by 8.7 percent when ACT score increased from 20 to 21,
Social Integration Variables
The output in Table 6 also shows the impact of social integration factors 
on dropout. Having high school classmates attending WSU had a significantly 
positive impact on student persistence. The higher the percentage of high school 
classmates attended WSU, the less likely students were to drop out. For 1 
percentage increase in this factor, the change of odds ratio was e'0 023(2) - e‘0 023(1) 
= 0.631 - 0.795 = -0.164 which meant 16.4 percent lower odds of withdrawing.
I did not find a significant relationship between dropout and the factor 
whether students live on-campus or live off-campus.
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V„ CONCLUSION
Summary
The goal of this study was to understand the factors that had impacts on 
persistence behavior of new undergraduate students at WSU. In the logistic 
model, I found that ACT score and high school rank factors had significant 
impacts on persistence. Students who had higher ACT scores were less likely to 
persist. Students who had higher high school rank, however, were more likely to 
stay in the University.
A number of first quarter factors also had significant relationships with 
dropout. In the race groups, African American group and undisclosed group 
were found less likely to withdraw.
Correlation Matrix for ACT, HSRANK, and GPA
HSRANK ACT GPA
HSRANK 1.000 -.187 -.262
ACT -.187 1.000 -.231
GPA -.262 -.231 i 00
Among these factors, first quarter GPA played a very important role and 
students with low GPA were more likely to drop out. One problem with ACT 
score was the change of sign. Adding GPA to the model caused the negative
22
sign of ACT score coefficient to change to positive sign. I also made a 
collinearity check on high school rank, ACT score and first quarter GPA (Table 
7). They were not highly correlated and the model should be stable.
Table 8
Coefficients and Significance of Dummy Variables of ACT Score
Model Without GPA Model With GPA
B Sig. B Sig.
POOR (0-18) .374 .007 .46
GOOD (22-24) .119 .424 .187 .238
EXCELLENT (25-36) .176 .343 .438 .028
NORMAL (19-21, Reference Group)
In Probability for Stepwise Removal test using SPSS, the significance of 
the change of all these variables (HSRANK, ACT, and GPA) were less than 0.1 
that means none of them can be removed.
I regrouped ACT score into 3 dummy variables plus a reference group 
(Table 8). Each group consisted of approximately 25 percent of the student 
population. Given all other variables unchanged, all coefficient signs in the new 
model with or without GPA variable were positive that students with higher or 
lower than normal ACT score were more likely to withdraw. This indicated a 
possible U-shape relationship between ACT score and dropout. It worth further
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study why students with high ACT score more likely to drop out and the 
University should makes efforts at retaining these students.
Students of College of Engineering and College of Science and Math were 
less likely to drop out compared with students of other colleges or university 
college. The number of registration days before the commencement of fall 
quarter was also a significant predictor of persistence. Students who registered 
late with WSU were more likely to drop out than those who registered early. 
Another important finding was the social integration for freshmen students. It 
appeared that having more friends (more classmates from same high school 
represented higher possibility to have more friends at the beginning) help retain 
students.
Implications
In the pre-college factors, ACT score and high school rank were 
significantly related to dropout. Students who had high ACT scores usually had 
no academic disadvantage in their college education after secondary education. 
Although they did not report to the University about their activities after they left 
WSU, most of them should transfer to other universities to continue their 
postsecondary education instead of withdrawing due to academic difficulty. How 
to retain these students who usually perform well in academic studies deserves 
further study.
This result also presented that high school rank and ACT score did not 
always move in the same direction. High high school rank did not necessarily
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accompany with high ACT scores. The University should consider both ACT 
score and high school rank factors in the admission decisions.
Low first quarter GPA usually indicated initial academic failure that 
damaged students’ academic confidence which in turn discouraged students to 
continue their education. This result confirms the common findings that first 
quarter academic performance matters. Based on this finding, the university 
should make every effort at ensuring students to succeed in their first quarter 
studies.
Students who selected colleges when entering WSU usually had strong 
interests in the fields they wanted to study. However, only students of College of 
Engineering and College of Science and Math had significant relationships with 
dropout. Further study may be needed to find out why students of these two 
colleges had a different pattern with students of other colleges.
It is very normal for high school graduates to apply for a number of 
universities and some of them will receive more than one admission. Students 
who waited until last minute to register at WSU might have wished to attend at 
other universities. Registering late could possibly indicate these students have a 
less serious commitment to pursue their first degree studies at WSU.
Demographic factors in this study did not play a large role. Only the group 
of African American and undisclosed students showed significant relationships 
with dropout. Gender, age and where students came from were not significantly 
related to persistence.
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Limitations
Although the logistic model did a better job in predicting persistence 
compared with original data, there are some limitations of this study. First, 
survey data that reflects a number of important factors were not included in the 
model. These subjective factors such as financial needs, family 
encouragements, satisfaction with academic and social life can only be obtained 
from surveying on students. They have been discovered in many researches to 
play a large role in understanding and predicting persistence (Tinto, 1975, Bean, 
1980, 1985, Cabrera, Castaneda, Nora, and Hengstler, 1993, Kahn, and Nauta, 
2001, Nora, and Rendon, 1990, Okun, Benin, and Brandt-Williams, 1996).
Survey data could provide real impressions of student with the university that 
affect their intent to persist or leave. The exact factors used by across 
researches varied depending on the objectives of researchers. Although I had 
included some alternative factors such as the number of high school classmates, 
more survey factors could definitely add more prediction power to the model.
A second limitation is that this study was based on just one year data. 
Even past actual dropout rates at the same institution are not necessarily 
accurate predictors of the future behavior (Cabrera, Nora, and Castaneda, 1993). 
Table 1 shows that WSU had a range of retention rate between 67 percent and 
72 percent. It is unclear whether this study can be effectively applied to predict 
persistence in other years. A replication of this study in other years would help 
us identify stable and consistent factors that impact persistence.
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Finally, this study did not tell why students did not reenroll or whether they 
transferred to other universities or simply dropped out. Some may have left WSU 
temporarily and will return while others will never return. This study found some 
significant factors related to retention. However, it is a mistake to assume that all 
students who withdraw are identical in these factors. For example, it is not 
correct to assume that all students who leave WSU are academically 
disadvantaged. Some students with high GPA may transfer to other universities 
to continue their postsecondary education. Although finding out the reasons why 
students withdraw would help us understand the factors better, this investigation 
is not in the scope of this study.
Suggestions
This study is basically a foundation for further research on factors that 
impact persistence behavior of undergraduate students at WSU. To improve 
retention rate, there are some solutions that the University could consider to 
make better use of the model. First, the University should try and integrate 
survey data on student satisfaction with data utilized in this model to locate 
students who are highly possible to withdraw in the next year and help them out 
according to their specific situations. To enhance the loyalty of these students, 
the University should arrange more academic advising contacts to identify their 
personal concerns and critical needs to strengthen their affiliation with WSU.
The University should encourage new students to be actively involved in 
extracurricular activities. For students who want to live on-campus, the
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University may ask them to fill out an information form that describes their 
interests and hobbies so that they can find more agreeable roommates. Thus, 
freshmen students are more closely connected to the University and will 
strengthen their commitment to staying at WSU.
Secondly, since the University is currently in the process of implementing 
an integrated administrative system, it is easier to introduce and combine more 
variables such as financial needs and parents’ education level in the model to 
achieve more accurate predictions.
Thirdly, once the complete model is established, the University should run 
the model periodically to identify any variations in different periods and adjust the 
model to reflect any significant changes.
Finally, WSU should address the quality of the students it retains. Some 
students who withdraw from the University had good academic performance and 
may be transferring to other universities. Retaining these students will increase 
the overall graduation rate of WSU which is another important quality indicator of 
higher education (Astin, 1997).
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