Abstract. An algorithm is given for solving an integer program over an additive group. Computation times appear to grow more favorably with increases in the number of variables and group elements than with the dynamic programming approach proposed by Gomory. A new property satisfied by optimal solutions to the group problem is established by reference to the structure of the algorithm. Extension of the algorithm to the general integer programming problem is developed in a sequel.
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Abstract. An algorithm is given for solving an integer program over an additive group. Computation times appear to grow more favorably with increases in the number of variables and group elements than with the dynamic programming approach proposed by Gomory. A new property satisfied by optimal solutions to the group problem is established by reference to the structure of the algorithm. Extension of the algorithm to the general integer programming problem is developed in a sequel.
(I) 1 . Introduction. In this paper we give an algorithm for solving the problem" Minimize cx subject to ex e, x__> 0 and integer, j 1,-.., n, where the cj are nonnegative scalar constants, and 0 and the j,j 1,-.., n, are elements of a finite additive group. We sometimes also refer to _ _ cixj in matrix notation as cx, where c--(cl, c2, ..-, Cn) and x An example of (I) is the problem:
(I') Minimize 3xl + 7X2 + 4X3 subject to 8xl + 3x2 + 5x3 6 (mod 11),
x, x2, x3 >= 0 and integer. The significance of (I) lies in the fact that under certain conditions, its solution gives an optimal solution to (II) (see 7) .
It frequently happens that all of the constraints aijxj=bi(modl), i= 1,... A variety of such problems containing from 50 to 1500 variables and from 100 to 4500 group elements have been solved with the algorithm of this paper.
Computational results are reported in 8.
2. Methods for solving (I). Two methods have been proposed for solving (I) other than the method of this paper. The first, due to Ralph Gomory [4] , is based upon a dynamic programming recursion for the knapsack problem developed by Gilmore and Gomory [1] . Refinements in this approach have also been suggested by W. W. White I8] . Computation time is estimated to be proportional to riD, where n is the number of variables and D the order of the additive group.
The second method, due to Jeremy Shapiro [6] , is based on a dynamic programming recursion for the knapsack problem developed by Shapiro and Wagner [7] . No estimates of computation time are available for this method, although the method appears intuitively to be quite promising.
The method of this paper takes a different approach that departs from the dynamic programming framework. An appeal to the structure of the algorithm establishes a new property satisfied by optimal solutions to (I) (see 7) . Computation times for the method, as reported in 8, appear to depend somewhat more favorably on n and D than a direct proportionality to riD. This method can be considered a dual method, in that optimal solutions are generated for a sequence of right-hand sides, until a feasible solution is found.
That (III) is in fact an instance of (I) derives from the elegant theory developed by Gomory in [33, [4] If we alternately interpret the j as ordinary column vectors, our strategy in generating the x(i) may be seen to correspond quite closely to the strategy of the dual simplex method in solving the ordinary linear programming problem. In fact, the successive basic solutions determined by the pivot rules of the dual simplex method satisfy exactly the same four conditions.
We shall introduce several of the fundamental ideas of the algorithm (in a simplified form) by means of an example. Consider the problem:
Minimize 3xl -k-7x 2 + 4x 3 subject to 8xl + 3x. + 5x3 -= 6(rnod 11) given in as an instance of (I).
Table shows a sequence of solutions x(i) generated by the algorithm. 4 Included in the table are the costs c(i), group elements e(i), and the indices Pi and ri from which one may verify the relations
Here (as earlier), and throughout the paper, we let D denote the number of elements in the additive group. 4 The specific rules of the algorithm follow the example. To identify the contribution of each variable xj to the generation of Table 1, we define a transition index tj which names the next solution from which x will be incremented. That is, if x(1), x(2), ..., x(k 1) denote the solutions currently generated, then x(k) will be one of the solutions x(tl) + el, x(t2) + e2, "-, x(tn) + en. That is, t will be the predecessor the next time x gets incremented. All of the t are initially set equal to 1, so that x(2) will be one of the solutions el,e2, ''', en. It is not evident that solutions can be dropped legitimately at the point at which they are discovered to be dominated, unless they are dominated by a solution with a strictly lower cost. In fact, it can be shown that dropping dominated solutions can cause the method never to generate a feasible solution to (I), let alone an optimal one, if an improper tie-breaking rule is used in the choice of r at instruction 2.
A disguised complexity in the process of dropping solutions arises from the fact that some of the tj's can thereby become "undefined." On the other hand, from an ability to drop solutions also comes an ability to impose bounds on variables, thereby further limiting the number of solutions examined.
The procedural details for accommodating these facts are given in the next section.
4. Procedures for handling dominated solutions and upper bounds. To supplement our previous remarks we define a list G(k), k 1, 2, ..., D, where G(k) 0 if none of the x(i) currently generated gives (i) gk (gk denotes the kth group element). Otherwise, if (p) gk for some p, then G(k) p. G(k) names the solution index (or "iteration") p for which the right-hand-side element, (p), is gk.
The use of the G-list in dropping dominated solutions is as follows. When preparing to generate the solution x(k) x(tr) + er, identify the group element gh such that gh (tr)+ . Then x(t)+ e is permitted to be generated as x(k)
x(tr) + er is dominated by the previously generated solution x(i) for i= G(h), and thus is not recorded in the table. Note that xr might eventually be incremented even if x(t) + er is dominated at iteration k. Therefore, whether or not it is dominated, the next step is to find the next value ir for t,. We now define rain {i :i > t,r <__ ri and G(q) 0, where gq denotes the group element (i) + }.
As already intimated, there may not be a next value for tr that satisfies this definition. Thus, we introduce the set T {j:tj is defined}. Initially, T contains all the j, j 1, ..., n (since tj 1 for all j). Thereafter, the composition of T can vary. But from the results of 6, T cannot become empty unless (I) has no solution.
We now summarize these remarks by describing an algorithm for (I) that accommodates dominated solutions.
To begin, let T {j:j 1, ..., n}, tj 1 for allje T, G(h) 0 for h 1, ..., D and G(D) 1, where go is the "0" group element, generated by the starting solution x(1) 0. If ao 0, the problem is trivially solved by x(1).
Otherwise, we denote the solutions generated at the current stage of the method by x(1), ..., x(k 1)and the next step is to generate x(k).
ALGORITHM FOR (1). (ii) If G(h)= 0, indicating that gh has not previously been generated,
x(k) is optimal for (I) and the method stops. 3. Update tr to its next value (using the expanded definition of this section). If the updated value of t does not exist, remove r from T. 4 . If a new solution x(k) was not generated at instruction 2, then return to step to pick up the next smallest Nj. But if a new x(k) was generated, check whether any of the j Tcan be returned to T; i.e., whether j __< rk and G(h) 0 for gh given by gh Z(k) -t-Zj. Let tj k for all such j added back to T, and then return to step to generate x(k) for the next larger value of k.
We illustrate the algorithm above by applying it to the problem:
Minimize 3Xl + 4x2 + 5x3 + 7x4 subject to 5X + 9X 2 + 3X3 -+-4x4
(mod 10). Table 3 gives the sequence of solutions generated by the algorithm. Table 4 . As before, entries for portions left blank are the same as the nearest preceding entries in the same column. Table 4 is generated routinely. At step 5, however, r 4 is indicated, except that 0(1) + 4 4 has by now been generated ( (5) 4), and hence the next permissible value is sought for t4. There is none, and so t4 becomes undefined (as indicated by the asterisks). The actual value of r at step 5 is therefore r 1.
At step 6, r 2 is indicated, but cz(3) + (X 2 8 has been generated ( (6) 8).
Thus, the next value of 2 is determined, giving t2 4. In this case, N 2 is still minimum, and so r 2 gives the correct value of r. Steps 7, 8 and 9 of Table 4 are determined similarly.
The optimal x-vector can be recovered as follows. Begin with x 0 and the index of the optimal (last) column of Table 3 .
Let xr x + xer (for r ri) and identify the group element gh 0(i) Xr We denote the upper bound so determined for x by U. After checking for such a bound, we discard, without being recorded, the dominated solution temporarily designated x(k), and the process continues.
Similarly, one may check to establish an upper bound for x at instruction 3 when seeking the updated value , for t, since the chance to identify dominated solutions also arises there.
To make use of the upper bounds Uj thus determined, one expands the definition of j to (i) + } j min {i'i > tj,j r, xj < U and G(h) 0, where gh A slightly quicker way to check whether x(k) xer is to record a flag for each x(k) which takes the value 0 if x(k) xer and otherwise. The flag for a successor x(q) of x(k) is the same as for x(k) ifrq rk, and is ifG rk. The stipulationV xj < U is easily checked after checking for j _<_ ri, since xi 0 ifj < re, and xi is precisely the value recorded in the table as r ifj r.
Had such upper bounds been computed in generating Tables 3 and 4, U1  would have been determined at step 2 of Table 4 , U4 0 at step 5 and U3 2 at step 8. Also, accounting for U1
would have avoided two attempts to determine a next value for tl in going from step 5 to 6, and accounting for U4 0 would have avoided repeated checks to see whether t should become defined once again after step 5. 5. An accelerated version of the algorithm. We now show how to solve problem (I) by generating only a subset of the x(i) produced by the algorithm in 4.
First note that the algorithm in 4 generates optimal solutions x(i) in order of increasing cost, stopping when a solution with the desired right-hand side is reached. Let x* be the optimal x-vector which is to be generated by the algorithm.
Consider two nonnegative integer vectors x" and x such that x* x + x and
Icx cxa] min Icx" cx'], where x' and x" range over all pairs of nonnegative integer x that sum to x*. We prove in 6 (Lemmas 6 and 7) that vectors qualifying
to be x and x will be generated by the algorithm. Consequently, we hereafter Except for these changes, the algorithm remains the same as before. Note that the dropping of x(k) and x(p) specified by the changed instruction 2 may provide upper bounds for some of the xj in the manner described in the latter part of4.
We trace the course taken by the accelerated version of the algorithm by examining Table 3 . Since the accelerated version is the same as the original except for checking for new solutions x(k)+ x(p) and dropping their successors, we confine ourselves to determining the effect of these operations on the columns of the table.
The first candidates found for x(a) and x(b) are x(4) and x(6)--e(4) + e(6) 11 1--yielding cx'= c(4)+ c(6)= 13. We shall now verify that this is optimal. First, no successors of x(4) or x(6) need be generated. Thus, changing from 3 to 0 and masking over the column for x(6) (which. is not actually generated by the accelerated method) insures that x(7) will be bypassed. Also, x(8) need not be generated, since it is also a successor of x(4). However, to avoid its generation would ordinarily require checking the current tj and updating 3 which is found to equal 4. But the method stops without generating x(8) by checking the relation N, c(a') > cm. Specifically, upon preparing to generate x(8), Nr 10; hence c(a') < 13 10, giving c(a') 0. Also, c,, 7, and the .relation becomes 10 0 > 7, which is true, thus signaling optimality and directing the method to stop.
The optimality of x(4) + x(6) can also be verified more quickly if the preliminary scanning is used to admit each e as a candidate for x' (none of the e qualify).
Then c,, < cx'-2c(1)= 13-6, giving c,, c3 5. Before updating N, from 9 to 10, the relation N c(a') > c is 9 3 > 5, the validity of which again. signals optimality. 6 . Theorems and proofs. We refer to the simplified (incomplete) form of the algorithm given in 3 by stipulating that no solutions are dropped, and the complete form of the algorithm (including the use of upper bound restrictions) by stipulating that solutions are dropped. LEMMA 1. If no solutions are droped and the algorithm is not permitted to stop upon generating So, then the method will generate every x-vector having finite components.
Proof. Note that c > 0 implies every j,j 1, ..., n, will be selected as r at finite intervals. Suppose x x' is not generated. Then neither would the method generate x(i) x' eu, where u is the first nonzero component of x'. For clearly u <= ri, which means tu must eventually be set equal to ri and hence x' generated.
Repeating this argument implies that 0 is not generated; contrary to x(1) 0.
LEMMA 2. No solution is generated twice, whether or not some solutions are dropped.
Proof. Let x(q) be the first solution that duplicates a previous one, say x(p). Then for some h < q and k < p, x(q) was generated as x(h) + er and x(p) was generated as x(k) + e, where r is the first nonzero component of x(q) and x(p). Thus x(k) x(h), and since x(q) is the first duplicating solution, h k. When x(p) was generated t h, and then t, was increased, never to be decreased. Consequently, x(q) could not have been generated from x(h), contrary to assumption. Proof. Note that either (i) or (ii) is satisfied for q 2 and p < q (hence p 1).
Suppose the lemma is true for all q < k and p < q. We prove it true for q k and p h < k. Write x(k) =. x(k') + e,, x(h) x(h') + e,. When x(h) was generated, c(h) Nv and either Nv < N, or N N, and v < u. If t, (and N,) if s for all and s, we have xl(.) x() + e, for some u and some h < p, and x2(p) x2(k) + eo for some v and some k < p. Now, x(/3) was generated before xl(?), but xl(?) x2(p) implies x(?) x() + e. Since k < p, this means that when x 1(/3) was generated, t, (=/) was well-defined (v T). Thus there was a choice to make between generating x(/) and x(?). Similarly, x2(p) was generated before x2(q), but xZ(q) x2(h) -+-eu, SO that, by analogous reasoning, there was a choice to make between generating x2(p) and x2(q) when x2(p) was generated in S'. But / < ? thus implies q < p, providing a contradiction.
Remark. Lemma 4 establishes the validity of Lemma 3 for the case when solutions are dropped. Proof. Suppose this lemma is false, and let x' be the first solution dropped that has a lexicographically largest optimal descendant, x' is dropped because there is a solution x(i) already generated such that c(i) <= cx' and (i) jx. Let 8A vector y is defined to be lexicographically larger than a vector z, written y : z, if the first nonzero component of y z is positive.
x* x' + x" be the lexicographically largest optimal solution. Since (i) x and c(i) <= cx' it must be true that x(i) + x" is also optimal. Moreover, c(i) cx'.
But then x(i) is lexicographically larger than x' (since x' would have been generated later than x(i)) and in turn x(i)+ x" is lexicographically larger than x' + x", contrary to assumption.
Lemmas 1 to 5 immediately imply the next theorem. THEOREM 1. The algorithm of 4 yields an optimal solution to (I) or verifies that no feasible solution exists, after generating at most D solutions x(i), each of which is optimal for (I) with o replaced by a(i).
The succeeding results refer to the accelerated algorithm of 5. THEOREM 2. The accelerated algorithm will find an optimal solution if one exists and, in particular, will generate x(a) and x(b) of Lemma 6. 7. Properties of optimal solutions. The characteristics of the solution sequence x(1), x(2), ..., generated by the algorithm, make several properties of optimal solutions to (I) immediately evident. For example, let nj denote the order of the subgroup generated by all multiples of j. Then, since njej is the 0-element, the solution njej is dominated by x(1), and x) <= nj 1 holds for every x(i) generated.
The existence of optimal solutions with this property is proved by Gomory in [4] .
Moreover, there are at most D of the x(i) (including x(1) 0), and the sum of the variables in each is only one more than in its predecessor. Thus it is evident that < D for all x(i). The existence of optimal solutions with this property is also proved by Gomory in [4] . We see that solutions satisfying both of the two foregoing properties exist and, in fact, are the only solutions generated by the algorithm.
More recently Gomory has proved that optimal solutions may be found that The c were randomly generated to lie within a specified interval, and several different intervals were tested to.determine the effect on computation times.
The zj were generated by selecting 1 were averaged to give an idea of expected computation time, and this average appears in the column headed "Av."
The "Fast" column gives the computation time for solving problem (I) with the accelerated version of the algorithm. The accelerated version was applied to (I) with eo (D) (thus requiring more computation than with eo at any other value).
The "Ratio" column gives the ratio of the "Fast" column to the "Total" column, indicating the relative efficiency of the accelerated version to the version of the algorithm of 4.
From Tables 5, 6 and 7 it may be seen that computation times tend to become longer as the relative difference between the largest and smallest cj decreases.
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In Tables 5 and 6 the effect of holding n constant and increasing D is an almost exactly proportional increase in the "Total" times. The increase in "Total" times in Table 7 for n and D => 1000 is somewhat less than proportional to increases in D. Also, for the ranges of cj in which the computation times are longer (Tables  6 and 7) , the "Av." and "Fast" times become increasingly favorable relative to the "Total" times. The superiority of the accelerated version of the algorithm is quite evident from the fact that the "Fast" times in Tables 6 and 7 are not only better than the "Total" times, but are also considerably better than the "Av." times. An exception occurs for n--1000 and D-1001 in Table 7 , as indicated by the asterisk beside the "Ratio" entry. The reason for this exceptional divergence from the pattern evident in the other entries is not known.
While computation times appear to increase roughly in proportion to increases in D, they do not increase in proportion to increases in n. For example, in Table 5 , a proportional increase in computation time would lead one to expect the "Total" and "Fast" times for n 1500 and D 1501 to be roughly 1.2 and .99 seconds (multiplying the times for n 500 and D 1503 by three). In contrast, they are actually .439 and .333 seconds.
More dramatic examples arise by comparing the times 13 of Table 8 to those   of Tables 5, 6 and 7. At first glance the Table 8 times are very small, since most of the "Total" times are under .09 seconds and most of the "Fast" times are under .04 seconds. However, if the computational time were to increase in proportion to nD, as in the group algorithm of [4] , the times for "corresponding" ranges of cj would be greater by a factor of from 4 to 40 than the times appearing in Tables   5, 6 14 Nevertheless, without attempting to be definitive, the tables do establish definite patterns in the performance of the algorithm: in particular, that the accelerated version of the algorithm is distinctly superior to the version of 4 and that computation times for both versions increase at a considerably more favorable rate than nD.
