Abstract-The WiMAX mesh networks based on IEEE 802.16 standard is a key topology for the next generation wireless networking. However, interferences from transmission of the neighboring nodes within the mesh networks are inevitable. Cross-layer design for tree-type routing and level-based centralized scheduling is proposed as the optimization strategy. The cross-layer design here is relying on the routing information in network layer and centralized scheduling in the medium access control (MAC) layer. This paper proposes a centralized scheduling algorithm that can reduce interferences by constructing routing tree with multi-channel single transceiver system in WiMAX mesh networks. In this algorithm, each node has one transceiver that can be tuned to any of the channels, intending to eliminate the secondary interference. The results of analysis show that this proposed algorithm greatly improves the length of scheduling, channel utilization ratio (CUR) and throughput.
INTRODUCTION
The IEEE 802.16 standard, also known as WiMax, has been designed to provide wireless last-mile broadband access in the metropolitan area network (MAN). It provides large coverage and high data rates with use of multi-hops communication. According to the standard, both point-tomultipoint (PMP) and multipoint-to-multipoint (mesh) modes are supported. Hence, unlike the traditional cellular system, WiMax uses the mesh mode where the nodes can operate without having a direct connection to the base station (BS) [1] - [4] .
The optional mesh network defined in IEEE 802.16 standard is the supplement of the single hop PMP mode. The objective of applying mesh topology is to build the selforganized networks in the place where wired infrastructure is not existing or not worthy to be deployed. The term "mesh" can also be described as "multi-hopping", where the connection from a particular subscriber station (SS) to the base station (BS) is via one or more successive wireless links, without specific uplink and downlink sub-frames. WiMax mesh networks (WMNs) has recently led to significant research in the context of ad-hoc networks. However, the fundamental goal of relaying augmented networks in WMNs is to provide wide coverage and high data rate throughput [5] , [6] .
The cross layer design introduces wide layer interdependencies to optimise the overall networks performance and improves the performance of wireless communication and mobile networks [7] . Cross-layer design has been widely used to improve the network performance, particularly in a wireless network. A cross layer between the medium access control (MAC) and physical layers is often being considered [8] .
One of the major problems in WMNs is dealing with interferences from transmission of the neighbouring nodes. The appropriate routing and scheduling algorithm could effectively enhance the throughput of WMNs [6] . Previous researches have been done to avoid the effect of the interference by constructing a routing tree and / or scheduling algorithms. Han in [9] designed scheduling algorithm for 802.16d by considering the relay model using single channel. Du in [2] constructed multi-channel system in the scheduling algorithm but did not focus on routing tree. Jiao in [10] designed centralized scheduling, by constructing routing tree under multi-channel system but did not consider bandwidth request for each node.
In this paper, cross layer design between network and MAC layers is proposed to improve the performance in WMNs. The selection of best routes for each node is done by constructing routing tree with considering the number of children per nodes, interference from other nodes, number of packets and node identifier (ID). The used of multichannel single transceiver system will reduce the interference by eliminating the secondary interferences. The proposed centralized scheduling algorithm by considering the number of hops to the BS, number of packets, interference from neighbour nodes and node ID will avoid the congestion on the path to BS. The results of the proposed algorithm show that the length of scheduling is reduced, channel utilization ratio is enhanced, and the throughput is improved.
The rest of this paper is organized as follows. Section II explains the cross layer design. In section III, we will present an overview of scheduling in WiMAX mesh network. In section IV, we will describe the benefit of using MultiChannel system. In Section V we will explain in detail the construction of routing tree using multi-channel assignment and centralized scheduling. Section VI presents the simulation result and finally the conclusion of the paper in Section 7.
II. CROSS LAYER DESGIN
The cross layer design between MAC and network layers is divided into two parts as shown in Figure. 1: the routing tree in the network layer, and the channel assignment and centralized scheduling in the MAC layer. These two parts exchange the routing tree (from each node to BS), the interference table (the no. of neighboring nodes), the number of packets for each SS and channels assignment on the routing tree.
In the routing tree algorithm, we obtain route for each node and interference table for each SS. Then in every scheduling period, the SS resource demands are collected by the centralized scheduling algorithm in the MAC layer and sent to the routing tree algorithm in the network layer. After choosing the route for each node, the routing tree and interference table are fed back to the centralized scheduling algorithm in order to eliminate the interference through the channel assignments algorithm the and resource scheduling table calculation. The spatial reused algorithm is considered to make the non-interference links communicate concurrently together with the QoS and load balance as well. In the end, we can get the resource scheduling table and distribute it to all the nodes. The nodes must behave based on this table. 
III. CENTRALIZED SCEDULING IN WMNS
In the WMNs mode, there are two scheduling methods: distributed scheduling and centralized scheduling. Distributed scheduling is also classified in two kinds: coordinated and uncoordinated distributed scheduling. The coordinated scheduling is used for coordinating their transmission extended into two hops neighboring while the uncoordinated scheduling is used for temporary burst between a pair of neighboring nodes like an ad-hoc network [2] . The centralized scheduling is used to schedule the transmission from the BS to the SSs (downlink) or vice versa (uplink). In the centralized scheduling, every SS send its bandwidth request with the message MSH-CSCH (mesh centralized scheduling) request. After the BS receives this request message, it will collect the resource request and send a resource allocation to each SS through the MSH-CSCH grant. There is another message used for sending the routingtree and scheduling configuration to all SS, it is MSH-CSCF (mesh centralized scheduling configuration) [6] .
We focus only on the centralized scheduling where our traffic is between the SSs to the BS and we will consider only the uplink traffic because it is more complicated than the downlink traffic. In the downlink, the BS is the only one to transmit. The packets are broadcasting to all SSs and only the SS picks up the packets that destined to it. On the contrary, in uplink traffic a lot of SSs transmit to BS and the BS allocate time slot to each SS that will be transmit data [11] . The main objective of scheduling is transmitting the data to or from the BS in a collision free transmission.
III. BENEFIT OF MULTI-CHANNEL SYSTEM
Wireless network uses a shared medium to communicate to each other. In single channel network any transmission must follows the principle that there must be only one receiver among the neighborhood of a transmitter and there must be only one transmitter among the neighborhood of a receiver [12] . Therefore, there are two types of interference [13]:
• Primary interference: occurs when a station do more than one thing (transmits or receives) at one time.
• Secondary interference: occurs when a station R who intends to receive from station T is within the range of another transmitter whose transmission is not intended for R.
Obviously the primary interference can not be eliminated because we are using single transceiver, but the secondary interference, can be eliminated by using multi-channel single transceiver in each time slot. Different SSs can work on different channels at the same time to eliminate the secondary interference, so that a lot of SSs can work at same time. The benefit of multi-channel system assignment algorithm is presented in Figure 2 . Figure 2(a) shows the routing tree and mesh topology, the solid line represents the routing tree and dashed line represents the mesh topology while Figure 2(b) shows the channels assignment on the routing tree, that linked SS1 to BS (link 1), link SS2 to BS and link SS2 to BS using the same channel (denoted as link Number 1) because they have primary interferences and linked directly to the BS. Link SS3 to SS1 and link SS4 to SS1 use different channel because they have secondary interference and similarly for links SS4 to SS1, and SS5 to SS2. Links SS5 to SS2 and SS6 to SS5 use the different channel because they are adjacent which have primary interference (denoted by link Number 2 and 4). This algorithm consists of three steps: Constructing routing tree, channel assignment strategy algorithm and centralized scheduling algorithm.
A. Constructing Routing Tree
The primary focus of this algorithm is to provide scalable routing in the presence of static node. The network topology is a tree rooted to the BS and the problem is to select the best root for the all SSs (source) to the BS (destination). One of the major problems in the wireless communication is dealing with interferences from transmission of the neighbouring nodes. In this procedure we need to take into account four parameters: number of children per each node, the interference from the neighbouring node (number of neighbouring nodes) and number of packets for each node along the root to the BS. To developing the procedure we will also apply four rules as follows:
1. Always select the sponsoring nodes from the upper level (Minimum hop-count to the BS). 2. Select the sponsor nodes with least number of children. 3. if there are more than one sponsor node have same number of children calculate: a. Number of blocked node for each node (number of neighbouring nodes). b. Number of packets for each node c. Blocking metric for each node: number of blocked node multiply by number of packets. d. Then calculate the blocking metric for each path by summing the blocking metric for all the nodes along the path to the BS. Finally the path (sponsor node) with minimum blocking metric will be selected.
4. If there are more than one sponsor node have same number of blocking metric, the sponsor node with smallest ID will be chosen.
The routing tree construction algorithm can be illustrated as shown in Figure 3 . Figure 3 (a) depicts the WMNs topology. In Figure 3 (b) we assume random number of packets per each node (from 1 to 3 packets) and we will consider only the interference and Number of packets per node to construct the routing tree. In Figure 3 (c), the interference, number of packets, and number of children per node are considered. In Figure 3 
B. Channel Assignment Algorithm
This is the same techniques that we explained in section 3 in a multi channel system using single transceiver in which each node can support one channel in each time slot. However, we can tune it to another channel in another time slot. By using this algorithm we can eliminate the secondary interference, hence reducing the length of scheduling, channel utilization ratio (CUR) and the average delay transmission because a lot of nodes transmit at the same time slot (using different channel). But we can not reduce the primary interference because we are assuming single transceiver.
The switching delay which is occurred when a transceiver tuned between the channels is ignored because it is too small. We first assign the channels on the edge set of the routing tree. Starting with the SS nearest to the BS following the node ID (Identifier) we can start the channel assignment algorithm with the ID equal 1 which the nearest to the BS before choosing the next ID. The nodes that have primary interference and secondary inferences used another channel.
C. Centralized Scheduling Algorithm
In the 802.16d, time slot allocation for each SS is controlled by centralized scheduling algorithm. We propose a centralized scheduling algorithm considering the interference, multi-channel system, quality of service (QoS), spatial reused and the relay model (each node responsible to transmit its packets and its child packets). In order to design according to IEEE 802.16, we make the following assumptions:
• No node simultaneously transmits and receives data.
• Nodes can not send or receive data in the signal range of communicating nodes because of interference.
• The signal of a node can only cover the range of a single-hop neighborhood.
• Non-interference links can communicate concurrently.
• The traffic is always between the Mesh SS and Mesh BS (uplink traffic).
• Each node can support only one channel in each time slot.
• Node can transmit one packet in each time slot.
• The buffer in each node work in first in first out (FIFO) [14] for sending the data from the node queue.
There are a lot of selection criteria to select the links to send the data: random, minimum interference, nearest to BS (hop count), and farthest to BS. We use nearest to BS algorithm because this is common criteria used by other researchers. Furthermore since all the SSs send the data to the BS (relayed by the nodes that near the BS) there will be a lot of traffic near the BS so that using nearest to BS algorithm give high priority to the nodes near the BS to send the data. We will select the nodes in the same level (same hop-count to the BS) depending on:
• Maximum Number of packets.
• Maximum number of interference neighbors.
• Smallest Node ID.
First we select the node in the same level depend on link Number 1, if all the nodes have same number of packets then we shift to link Number 2, if all the nodes have same the number of interfering neighbors then we shift to link Number 3. Then we select the nodes with smallest Node ID number to send the data before the other in same level. Note that we have initially set the counter equal to the number of packets for each node; therefore when SS send data its counter is reduced by one and receiver node counter increased by one V. SIMULATION
A. Simulation Metrics
Four performance parameters are used for evaluating the system performance: a. Reduced length of scheduling the number of time slots in the cycle).
b. Improved CUR (Channel Utilization Ratio): the ratio between the number of occupied time slots (no. of packet * no. of hops to the BS for each node) and the total number of available time slots (the length of scheduling multiplied by the number of nodes).
c. Improve the throughput.
d. Reduced average delay in transmission: the number of time slots between the time slot when a packet is transmitted by the source SS and the time slot when the same packet arrives at the destination.
B. Simulation Setup
We have proposed the construction of routing tree centralized scheduling using multi-channel single transceiver in 802.16d considering the relay model in the scheduling algorithm. We compare our result with single channel system and Multi-CH system in [2] . We have used Matlab simulator to evaluate the performance metrics. We locate the BS at the centre of the simulation area. We obtain the result in three ways to show the system performance: the traffic for each SS selected randomly from 1 to 3 packets, the second one the traffic for each SS selected randomly from 1 to 5 packets, and the third way the traffic for each SS selected randomly from 1 to 10 packets. The number of nodes is increase from 5 to 120 with step of 5. Figure 4 gives the result for the length of scheduling. Figure 4 (a) the propose1 (constructing the routing tree considering the interference, number of packets per node and number of children per node) performs better than the single channel, propose2 (constructing the routing tree considering only the interference and number of packets per node) and Multi-CH and when we increase the traffic to 5 or 10 packets the propose1 perform better than the others. The simulation result shows that we have reduced the length of scheduling and the system (propose1) scalable when we increase the number the traffic. Figure 5(c) gives the result when all the SSs have random number of packets from 1 to 10. It is observed that we have increased the channel utilization ratio and the system (propose1) scalable when we increase the number of packets. Notice that the transmission ranges for the nodes are fixed. In Figure 6 , we compare the result of the throughput in three figures (a, b, c) with three different random generation traffic from 1 to 3, 1 to 5 and 1 to 10 respectively. It shows us that we improve the throughput better than the other and the throughput goes down when the node number increases. 
C. Simulations Result

VI. CONCLUSION
We have proposed a routing tree centralized scheduling using multi-channel single transceiver for IEEE 802.16 mesh. We consider number of children of nodes, the interference neighboring nodes and traffic load per each node in constructing the routing tree and considering the interference neighbouring nodes, traffic load, hop-count, node ID and the relay model in the scheduling design. We compare our proposed scheme with a multi channel and single-channel scheduling algorithm. Our findings show that we have improved the system performance through reduced length of scheduling, enhance the throughput and improved CUR. ACKNOWLEDGMENT I would like to thanks Dr. Nada Nada Khatib, University of Houston, College of Technology, Houston, Texas, USA and Wisam F. Al-Azzo, Bradband Wireless Lab. at Faculty of Engineering, University Putra Malaysia for their constructive comments.
