Abstract: This report is devoted to some C++ codes implementing the implicit LU class algorithms for solving linear determined, and undetermined systems with n variables and m equations. A main program used in part of the numerical test is given in the last section.
Give an arbitrary vector x 1 ∈ IR n , and an arbitrarily nonsingular matrix H 1 ∈ R n,n .
Set i = 1 and iflag=0. If s i = 0 and τ i = 0 then set
and goto (F), the i-th equation is a linear combination of the previous equations.
Otherwise stop, the system has no solution.
(D) Computer the search vector p i ∈ IR n by
where z i , the parameter of Broyden, is arbitrary save that We define n by i matrices A i , W i and P i by
End Algorithm Some properties of the above recursion, see for instance, Abaffy and Spedicato (1989) , [AbSp 89 ] , are listed below that are the basic formulae for use later on.
a. Implicit factorization property
with L i nonsingular lower triangular.
b. Null space characterizations
where N = Null and R=Range.
c. The linear variety containing all solutions to Ax = b consists of the vectors of the form
where q ∈ IR n is arbitrary. In the last two years we investigated possibility of establishing C++/VC++ ABS software,
i.e. ABS software written in C++/VC++. Part of work in the subject is presented in this paper concerning the implicit LU algorithms.
In this report a text of some codes implementing the implicit LU algorithms for solving linear determined and undetermined systems with n variables and m equations is given. The codes are written in C++ language using Matrix class (with CMatrix as its class name) and Vector class (with CVector as its class name) that are made by ourselves for constructing the ABS software. The paper is organized based on the following three algorithms:
1. Function iLUa: the implicit LU method, where A is regular (i.e. all principal submatrices are nonsingular), without pivoting for determined and undetermined systems.
2. Function iLUaPivotC : the implicit LU method with column pivoting and explicit column interchanges for linear determined and undetermined systems. Since the column pivot cause that the ordering of components of solution is changed, it is necessary to recover the ordering of components of solution and related codes are given.
3. Function iLUaPivotR: the implicit LU method with row pivoting and explicit row interchanges for determined and undetermined systems.
In the next section three schemes of implicit LU algorithms and some general properties are given. Codes implementing these algorithms are listed in section 3. Finally a main program to test algorithms is presented.
2 Implicit LU Algorithms
Schemes of implicit LU algorithms
We give a short description of three versions of the implicit LU algorithms below: For i = 1 to m do
(iLUaPivotC is the abbreviation of "implicit LU algorithm with column pivoting" and column interchanges, without the regularity of A. The ordering of components of solution is changed because of the column pivot) Set x 1 = 0, H 1 = I and i = 1
If k i = i, then swap columns of A and elements of x i and s i with these indeices
(iLUaPivotR stands for implicit LU algorithm with row pivoting and explicit row interchanges, without the regularity of A and change of components of solution vector) Set x 1 = 0, H 1 = I and i = 1 
Properties of general implicit LU algorithms
The general implicit LU algorithm is obtained by the parameter choices H 1 = I, z i = e i , w i = e i . Some properties of this class of algorithms is listed as followings:
(a) The algorithm is well defined iff A is regular (i.e., all principal submatrices are nonsingular). Otherwise pivoting has to be performed.
, the first i rows of the Abaffian matrix H i+1 must be zero. More precisely, the Abaffian matrix has the following structure, with K i ∈ R n−i,i
Only the first i components of p i can be nonzero and the i-th is unity. Hence the matrix P i is unit upper triangular, so that the implicit factorization A = LP −1 is of the LU type, with unit on the diagonal.
(d) Only K i has to be updated. The algorithm requires nm 2 − 2m 3 multiplications plus lower-order terms. Hence, for m = n there are n 3 /3 multiplications plus low-order terms, which is the same cost as for the classical LU factorization or Gaussian elimination (which are two essentially equivalent process).
3 Codes of Implicit LU Algorithms 
Remarks
As for numerical experiments, we have made some tests, for example, matrices with elements a ij = |i − j|, 1 ≤ i ≤ m, 1 ≤ j ≤ n (Micchelli-Fiedler matrix) and matrices with elements a ij = |i − j| 2 , 1 ≤ i ≤ m, 1 ≤ j ≤ n. The results show that the algorithms are efficient.
Further numerical experiments are in progress.
