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In this paper, we show that the H1 solutions to the time-dependent Hartree equation
i
∂u
∂t
= 1
2
u + 2|x|u −
(
|u|2 ∗ 1|x|
)
u on R3
are stable under the perturbation of parameters. We show that any sequence of H1
solutions to the Hartree equations with perturbed parameters admits a weakly convergent
subsequence, the weak limit of which is also an H1 solution to the Hartree equation. To
prove our stability result, we need to deal with the terms involving the potential 1/|x| and
new estimates will be employed.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we study the stability problem of H1 solutions to the time-dependent Hartree equation
i
∂u
∂t
= 1
2
u + 2|x|u − V (u)u on R
3, (1)
where
V (u)(x, t) =
∫
R3
|u(y, t)|2
|x− y| dy.
Eq. (1) is a mathematical characterization for the helium atom. It arises in various domains of mathematical physics such
as physics of many-particle systems [7], quantum mechanics, physics of laser beams and so on. The ground-state solutions,
local or global well posedness, dispersion and scattering phenomena to (1) have attracted a great deal of attention from
physicians and mathematicians. Since the literature is huge, we invite readers to [1,2,4,5,11,12] for more references.
By deﬁnition, for an H1 solution over the local time span [0, T ), we mean a continuous map t → u(t) : [0, T ) → H1
satisfying the Hartree equation in integral form
u(t) = exp(iHct)u(0) + i
t∫
0
exp
[
iHc(t − s)
]
V
(
u(s)
)
u(s)ds,
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Hartree equation (1) admits the mass and energy conservations in the H1 space (see [6] for details), namely,
Mass:
∥∥u(t)∥∥2 =
∥∥u(0)∥∥2;
Energy: E
(
u(t)
)=
∫ [∣∣∇u(x, t)∣∣2 + V (u(x, t))∣∣u(x, t)∣∣2 − 4|x|
∣∣u(x, t)∣∣2
]
dx = E(u(0)).
In this paper, we concentrate on the stability problem in the H1 context. Our main stability result is Theorem 2 below,
which indicates that the weak solution in distribution sense obtained in Theorem 1 is in fact equal to an H1 solution to (1)
with the same Cauchy data in the space C([0, T ), H1) for every T > 0.
The global existence and uniqueness of H1 solutions to the Hartree equation (1) with Cauchy data u|t=0 = u(0) were
attributed to J.M. Chadam and R.T. Glassey [6]. Their argument used ideas from the pioneering paper [16]. Their result says
that the coulomb propagator exp(iHct) is a uniformly bounded one-parameter group of operators well deﬁned in H1(R3).
Then in view of the locally Lipschitz character of the nonlinear term in H1, the Picard ﬁxed point argument combined with
the contraction mapping theorem yields the unique local solution to (1). To obtain the unique global solution, they showed
that there was a uniform bound on the H1 norm of u(t). This is where the conservation laws enter the scene. The stability
problems of other types for the Hartree equation have been considered by I. Catto and P.L. Lions [3] and D. Hundertmark
et al. [8]. Since, the stability problem to (1) under the perturbation of parameters has never been treated, this is the topic
of this paper. In the sequel, we will frequently use the Hardy inequality of the form
∫
R3
|u(x)|2
|x|2 dx 4‖∇u‖
2
2, ∀u ∈ H1. (2)
Thanks to the energy conservation, we have by using the Cauchy–Schwartz inequality and Hardy inequality that
∥∥∇u(t)∥∥22  E(u(0))+ 4
∫ |u(x, t)|2
|x| dx
 E
(
u(0)
)+ 4∥∥u(t)∥∥22
∥∥∥∥u(x, t)|x|
∥∥∥∥
2
 E
(
u(0)
)+ 4∥∥u(0)∥∥22
∥∥∇u(t)∥∥2, (3)
which produces the uniform bound of ‖∇u(t)‖2, and thus the global existence of solutions. Another way to get a bound for
‖∇u(t)‖2 is presented in Lemma 5 below, which gives a more direct control using the mass and energy quantities.
To be more precise, this paper is concerned with the stability of H1 solutions under the perturbation of parameters. Let
α j , β j be positive real numbers satisfying α j → 1, β j → 1. We consider the perturbed Hartree equations in the form
i
∂u j
∂t
= 1
2
u j + 2α j|x| u j − β j
(
|u j|2 ∗ 1|x|
)
u j on R
3
with the common Cauchy data
u j|t=0 = u(0) ∈ H1
(
R
3).
The sequence of solutions {u j} has a weakly convergent subsequence in H1. In our ﬁrst result below, Theorem 1, we prove
that the weak limit of u j is a weak solution to the Hartree equation (1) in distribution sense. However, by passing to the
limit, this distributional solution only admits the energy and mass inequalities, which may not be conserved for the weak
assumption of the initial data.
Theorem 1. Let α j , β j be positive numbers satisfying α j → 1, β j → 1. Suppose that u j is the H1 solution to the perturbed Hartree
equation
i
∂u j
∂t
= 1
2
u j + 2α j|x| u j − β j
(
|u j|2 ∗ 1|x|
)
u j on R
3
with Cauchy data
u j|t=0 = u(0) ∈ H1
(
R
3).
Then there exists a subsequence, which we still denote by u j , such that
u j → u weakly in L∞
(
H1
)
,
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i
∂u
∂t
= 1
2
u + 2|x|u −
(
|u|2 ∗ 1|x|
)
u
with
u|t=0 = u(0)
in distribution sense. Moreover, the energy and mass inequalities
E
(
u(t)
)
 E
(
u(0)
)
,
∥∥u(t)∥∥2 
∥∥u(0)∥∥2, ∀t > 0,
holds for such weak solution u.
We point out that in the recent works [18,19], M. Struwe has explore the idea of O.A. Ladyzhenskaya [9] to prove the
stability property of solutions to the nonlinear wave and nonlinear Schrödinger equations. Using a similar argument, we
can prove a uniqueness result for Schrödinger map ﬂow via energy method in [13]. See also [14]. These works motivate the
following result of the present paper.
Theorem 2. Let u be the H1 solution to the Hartree equation (1)with Cauchy data u|t=0 = u(0) ∈ H1 , and let v be a weak solution in
distribution sense obtained as in Theorem 1 enjoying the energy and mass inequalities
E
(
v(t)
)
 E
(
v(0)
)
,
∥∥v(t)∥∥2 
∥∥v(0)∥∥2, ∀t > 0.
Set w = v − u. Then for any T > 0, there are constants D1 and D2 depending on u(0), v(0) and T only, such that
E
(
w(t)
)+ 4∥∥w(t)∥∥22  D1E(w(0))+ D2
∥∥w(0)∥∥22, (4)
uniformly for 0< t < T . Especially, when u(0) = v(0), we deduce that
u(x, t) = v(x, t), almost everywhere in space, ∀t > 0.
Remark 3. Notice that the energy functional E(w(t)) might be negative. However, we will see in (6) below that E(w(t)) +
4‖w(t)‖2 is always nonnegative for any w ∈ H1(R3). The nonnegativity of E(w(t)) + 4‖w(t)‖2 guarantees that when the
right hand side of (4) is zero, there must be w(t) = 0 for all t > 0.
Here is the plan of the paper. Theorem 1 will be proved in Section 2. Theorem 2 will be proved in Section 3 by the
Gronwall inequality method, provided some new estimates involving the potential 1|x| are prepared. We denote by a · b =

(ab¯) for brevity.
2. Proof of Theorem 1
The method to establish Theorem 1 is by now standard for nonlinear wave and nonlinear Schrödinger equations. We
shall follow the idea from the book [17] by W.A. Strauss. For the Hartree equation (1), we need two preliminary lemmas
dealing with the terms involving the potential 1/|x|.
Lemma 4. Let u j be a sequence in H1(R3) such that
u j → u weakly in H1,
then
lim
j→∞
∫ |u j(x)|2
|x| dx =
∫ |u(x)|2
|x| dx.
Proof. Choose an arbitrary large positive number M , and cut off the integrals into two parts in the following way∣∣∣∣
∫ |u j(x)|2
|x| dx−
∫ |u(x)|2
|x| dx
∣∣∣∣

∣∣∣∣
∫
|x|M
|u j(x)|2 − |u(x)|2
|x| dx
∣∣∣∣+
∫
|x|>M
|u(x)|2
|x| dx+
∫
|x|>M
|u j(x)|2
|x| dx

∣∣∣∣
∫ |u j(x)|2 − |u(x)|2
|x| dx
∣∣∣∣+ 1M
(‖u j‖22 + ‖u‖22). (5)|x|M
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∣∣∣∣
∫
|x|M
|u j(x)|2 − |u(x)|2
|x| dx
∣∣∣∣ ‖u jχ{|x|M} − uχ{|x|M}‖2
∥∥∥∥u j(x) + u(x)|x|
∥∥∥∥
2
 2‖u jχ{|x|M} − uχ{|x|M}‖2
(‖∇u j‖22 + ‖∇u‖22).
Note that ∇u j → ∇u weakly in L2. We may use the imbedding of compactness in bounded domain to conclude that
u jχ{|x|M} → uχ{|x|M}
strongly in L2 (see p. 208 of [10] for example). Letting j → ∞, we know that the ﬁrst term of (5) goes to zero. Then letting
M → ∞, we get the conclusion since the L2 norms of u j , ∇u j , u, ∇u are bounded. 
Lemma 5. For any u ∈ H1(R3), there holds
‖∇u‖22  2E(u) + 16‖u‖22.
Proof. We adopt the argument appearing on p. 1123 of [6] with a careful modiﬁcation. It is well known that the lowest
eigenvalue of −/4 − 2/|x| is −4, and then the operator (−/4 − 2/|x| + 4)1/2 exists as a positive self-adjoint operator
with domain H1 (see [10]). For any u ∈ H1,
1
2
E(u) + 17
4
‖u‖22 
((
−
2
− 2|x| +
17
4
)
u,u
)
=
((
−
4
− 2|x| +
17
4
)
u,u
)
+
(
−
4
u,u
)

(
1
4
u,u
)
+
(
−
4
u,u
)
= 1
4
(
‖u‖22 + ‖∇u‖22
)
,
which concludes the proof. 
Remark 6. The conclusion of Lemma 5 can also be obtained by the approximation argument. Since the lowest eigenvalue of
the − − 4|x| is −4, arguing as above, we see that∫ [
|∇u|2 − 4|x| |u|
2 + 4|u|2
]
dx 0,
which implies that
4‖u‖22 + E(u)
∫
V (u)|u|2 dx =
∫ ∫ |u(y)|2|u(x)|2
|x− y| dxdy. (6)
The inequality (6) will be needed in the proof of Theorem 2.
We now give the proof of Theorem 1.
Proof of Theorem 1. For each α j and β j , the H1 solution to
i
∂u j
∂t
= 1
2
u j + 2α j|x| u j − β j
(
|u j|2 ∗ 1|x|
)
u j on R
3 (7)
with Cauchy data
u j|t=0 = u(0) ∈ H1
(
R
3)
exists globally and uniquely in C([0,∞), H1) due to the result in [6]. Each solution u j admits the mass and energy conser-
vation laws that for any t > 0,
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∥∥u(0)∥∥2, (8)∫ [∣∣∇u j(x, t)∣∣2 + β j V (u j(x, t))∣∣u j(x, t)∣∣2 − 4α j|x|
∣∣u j(x, t)∣∣2
]
dx
=
∫ [∣∣∇u(0)(x)∣∣2 + β j V (u(0)(x))∣∣u(0)(x)∣∣2 − 4α j|x|
∣∣u(0)(x)∣∣2
]
dx C . (9)
As shown in Lemma 5, the bounds of the L2 norm and the energy imply that u j is bounded in H1 uniformly in t and j. By
weak compactness, there exists a subsequence, which is still denoted by {u j}, such that
u j → u weakly in L∞
(
H1
)
.
It follows that the linear terms in (7) converge weakly.
To prove u j/|x| → u/|x| weakly, we need to show that∫
u j
|x|φ dx →
∫
u
|x|φ dx, ∀φ ∈ H
1. (10)
By the Hardy inequality (2), the function φ/|x| is in fact in L2, and (10) follows from the L2 weak convergence of {u j}.
To prove (|u j |2 ∗ 1|x| )u j → (|u|2 ∗ 1|x| )u weakly, we have to show equivalently for any φ ∈ H1 that
lim
j→∞
∣∣∣∣
∫ (
|u j|2 ∗ 1|x|
)
u jφ dx−
∫ (
|u|2 ∗ 1|x|
)
uφ dx
∣∣∣∣= 0. (11)
Choose any large positive number M , and cut off the integrals in (11) into three parts to get∣∣∣∣
∫ (
|u j|2 ∗ 1|x|
)
u jφ dx−
∫ (
|u|2 ∗ 1|x|
)
uφ dx
∣∣∣∣

∫
|x|M
|u j − u|
(
|u j|2 ∗ 1|x|
)
|φ|dx+
∫
|x|M
|u|
∣∣∣∣|u j|2 ∗ 1|x| − |u|2 ∗
1
|x|
∣∣∣∣|φ|dx
+
∫
|x|>M
(
|u j|
(
|u j|2 ∗ 1|x|
)
+ |u|
(
|u|2 ∗ 1|x|
))
|φ|dx
:= I + II + III.
By the Cauchy–Schwartz and Hardy inequalities we get∥∥∥∥|u|2 ∗ 1|x|
∥∥∥∥∞  ‖u‖2 supx
∥∥∥∥ |u(y)||x− y|
∥∥∥∥
2
 2‖u‖2‖∇u‖2,
which implies that ‖|u j|2 ∗ 1|x| ‖∞ is uniformly bounded. We then deduce that
I  C‖u jχ{|x|M} − uχ{|x|M}‖2‖φ‖2 → 0, as j → ∞,
from the fact that u jχ{|x|M} → uχ{|x|M} strongly in L2. By Lemma 4, we know |u j|2 ∗ 1|x| → |u|2 ∗ 1|x| almost everywhere.
Combining with the uniform bound on ‖|u j|2 ∗ 1|x| ‖∞ , we apply the dominated convergence theorem to deduce that II → 0
as j → ∞. The third term III → 0 follows from
III C
(‖u j‖2 + ‖u‖2)‖φ‖L2(|x|>M) → 0, as M → ∞.
Thus we have proved (11), and concluded that u is a weak solution to (1). Using the weak limit, Fatou’s lemma, and
Lemma 4, the equalities (8) and (9) imply the mass and energy inequalities for u. 
3. Proof of Theorem 2
This section is devoted to the proof of Theorem 2. First we will prepare a priori estimate for the term ‖ut(t)‖2, which
is the content of the next lemma. We note that the lemma is from the paper [6]. For the reader’s convenience, we give a
proof in detail.
Lemma 7. Let u be the H1 solution to the Hartree equation (1)with Cauchy data u|t=0 = u(0). Then there exists a positive constant C0
depending only on ‖u(0)‖H1 such that∥∥ut(t)∥∥2  exp(C0t).
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get
utt = − i
2
ut − 2i|x|ut + iV (u)tu + iV (u)ut ,
and thus
u¯tutt = − i
2
u¯tut − 2i|x| |ut |
2 + iV (u)t u¯tu + iV (u)|ut |2,
ut u¯tt = i
2
utu¯t + 2i|x| |ut |
2 − iV (u)tut u¯ − iV (u)|ut |2.
Adding the above two equations together and integrating over R3, we get
d
dt
‖ut‖22 = 2
∫
V (u)tut u¯ dx.
Notice that
∥∥V (u)t∥∥∞  2
∥∥∥∥
∫ |u(y)||ut(y)|
|x− y| dy
∥∥∥∥∞  2‖ut‖2 supx
∥∥∥∥ |u(y)||x− y|
∥∥∥∥
2
 4‖ut‖2‖∇u‖2  C‖ut‖2,
where C is a positive constant depending only on ‖u(0)‖H1 by (3), which indicates that ‖∇u(t)‖2 is bounded by E(u(0)),
and hence by ‖u(0)‖H1 . Therefore,
d
dt
‖ut‖22  2
∥∥V (u)t∥∥∞‖ut‖2‖u‖2  2C
∥∥u(0)∥∥2‖ut‖22.
By Gronwall’s inequality, we arrive at the conclusion. 
We are now in a position to prove Theorem 2.
Proof of Theorem 2. As mentioned in the introduction, we employ the idea introduced by O.A. Ladyzhenskaya [9] (see
M. Struwe [18,19] and also our works [13] and [14]). Let v be the energy class solution and u be the H1 solution. Then the
function w = v − u satisﬁes the equation
i
∂w
∂t
= 1
2
w + 2|x|w − V (u + w)(u + w) + V (u)u. (12)
Expanding E(v) for any t > 0 as
E(v) = E(u) + I + II,
where I = 〈dE(u),w〉, and II is the remainder term. Noticing that
E(u) =
∫
|∇u|2 dx+
∫ ∫ |u(y)|2|u(x)|2
|x− y| dxdy − 4
∫ |u(x)|2
|x| dx,
we derive
I = 〈dE(u),w〉 = d
dε
∣∣∣∣
ε=0
E(u + εw)
= 2
∫
∇u · ∇w + 2
∫ ∫
u(y) · w(y)|u(x)|2
|x− y| dxdy
+ 2
∫ ∫ |u(y)|2u(x) · w(x)
|x− y| dxdy − 8
∫
u(x) · w(x)
|x| dx
= 2
∫
∇u · ∇w + 4
∫ ∫ |u(y)|2u(x) · w(x)
|x− y| dxdy − 8
∫
u(x) · w(x)
|x| dx
=
∫ [
2∇u · ∇w + 4V (u)u · w − 8 u|x| · w
]
dx,
where the third equality follows by symmetry, and
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∫ [|∇u|2 + |∇w|2 + 2∇u · ∇w]dx
+
∫ ∫ |u(y) + w(y)|2|u(x) + w(x)|2
|x− y| dxdy − 4
∫ |u(x)|2 + 2u(x) · w(x) + |w(x)|2
|x| dx.
Notice that the second term in the right hand side of the above is
∫ ∫ |u(y) + w(y)|2|u(x) + w(x)|2
|x− y| dxdy
=
∫ ∫ |u(y)|2|u(x)|2
|x− y| dxdy +
∫ ∫ |w(y)|2|w(x)|2
|x− y| dxdy
+ 2
∫ ∫ |u(y)|2|w(x)|2
|x− y| dxdy + 4
∫ ∫ |u(y)|2u(x) · w(x)
|x− y| dxdy
+ 4
∫ ∫ |w(y)|2u(x) · w(x)
|x− y| dxdy + 4
∫ ∫
(u(y) · w(y))(u(x) · w(x))
|x− y| dxdy.
Thus,
II = E(v) − E(u) − I
= E(w) + 2
∫ ∫ |u(y)|2|w(x)|2
|x− y| dxdy + 4
∫ ∫ |w(y)|2u(x) · w(x)
|x− y| dxdy
+ 4
∫ ∫
(u(y) · w(y))(u(x) · w(x))
|x− y| dxdy. (13)
To obtain the upper and lower bounds of II, recall that by the Cauchy–Schwartz and Hardy inequalities, one has∥∥∥∥|u|2 ∗ 1|x|
∥∥∥∥∞  ‖u‖2 supx
∥∥∥∥ |u(y)||x− y|
∥∥∥∥
2
 2‖u‖2‖∇u‖2, ∀u ∈ H1
(
R
3).
Based on this estimate, we have∫ ∫ |u(y)|2|w(x)|2
|x− y| dxdy 
∥∥∥∥|u|2 ∗ 1|x|
∥∥∥∥∞‖w‖
2
2  2‖u‖2‖∇u‖2‖w‖22,
∣∣∣∣
∫ ∫ |w(y)|2u(x) · w(x)
|x− y| dxdy
∣∣∣∣
∥∥∥∥|w|2 ∗ 1|x|
∥∥∥∥∞‖u‖2‖w‖2  2‖u‖2‖∇w‖2‖w‖
2
2,∣∣∣∣
∫ ∫
(u(y) · w(y))(u(x) · w(x))
|x− y| dxdy
∣∣∣∣

(∫ ∫ |u(y)|2|w(x)|2
|x− y| dxdy
)1/2(∫ ∫ |w(y)|2|u(x)|2
|x− y| dxdy
)1/2
=
∫ ∫ |u(y)|2|w(x)|2
|x− y| dxdy  2‖u‖2‖∇u‖2‖w‖
2
2.
Plugging the above into (13), we are led to
II(t) E
(
w(t)
)− 8∥∥u(t)∥∥2(
∥∥∇w(t)∥∥2 +
∥∥∇u(t)∥∥2)
∥∥w(t)∥∥22
and
II(t) E
(
w(t)
)+ 4∥∥u(t)∥∥2(2
∥∥∇w(t)∥∥2 + 3
∥∥∇u(t)∥∥2)
∥∥w(t)∥∥22.
By Lemma 5, we can bound
8
∥∥u(t)∥∥2(
∥∥∇w(t)∥∥2 +
∥∥∇u(t)∥∥2)
 8
∥∥u(t)∥∥2(
∥∥∇v(t)∥∥2 + 2
∥∥∇u(t)∥∥2)
 8
∥∥u(0)∥∥2
(√
2E
(
v(0)
)+ 16∥∥v(0)∥∥22 + 2
√
2E
(
u(0)
)+ 16∥∥u(0)∥∥22
)
:= C1
(
u(0), v(0)
)
and
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∥∥u(t)∥∥2(2
∥∥∇w(t)∥∥2 + 3
∥∥∇u(t)∥∥2)
 4
∥∥u(t)∥∥2(2
∥∥∇v(t)∥∥2 + 5
∥∥∇u(t)∥∥2)
 4
∥∥u(0)∥∥2
(
2
√
2E
(
v(0)
)+ 16∥∥v(0)∥∥22 + 5
√
2E
(
u(0)
)+ 16∥∥u(0)∥∥22
)
:= C2
(
u(0), v(0)
)
.
Thereby we obtain the bounds for II, namely,
II(t) E
(
w(t)
)− C1(u(0), v(0))∥∥w(t)∥∥22 (14)
and
II(0) E
(
w(0)
)+ C2(u(0), v(0))∥∥w(0)∥∥22. (15)
We are now going to deduce a Gronwall-type inequality involving the terms I and II. Here we have to derive upper
bounds to I and its ﬁrst-order derivative. Upon integrating by parts, we obtain
d
dt
〈
dE(u),w
〉 =
∫
d
dt
[
2∇u · ∇w + 4V (u)u · w − 8 u|x| · w
]
dx
=
∫ (
−2u + 4V (u)u − 8|x|u
)
· wt dx
+
∫ (
−2w + 4V (u)w − 8|x|w
)
· ut dx+ 4
∫
V (u)tu · w dx.
Observing that
∫
V (u)tu · w dx = 4
∫ ∫ |u(y)|2t u(x) · w(x)
|x− y| dxdy
= 8
∫ ∫
u(y) · ut(y)u(x) · w(x)
|x− y| dxdy
= 8
∫ (∫
u(y) · w(y)
|x− y| dy
)
u(x) · ut(x)dx,
we know that
d
dt
〈
dE(u),w
〉 =
∫ (
−2u + 4V (u)u − 8|x|u
)
· wt dx
+
∫ (
−2w + 4V (u)w − 8|x|w + 8
(∫
u(y) · w(y)
|x− y| dy
)
u
)
· ut dx. (16)
Recalling the equations satisﬁed by u and w , we insert
−2u + 4V (u)u − 8|x|u = −4iut,
and
−2w − 8|x|w = −4iwt − 4V (u + w)(u + w) + V (u)u
into (16), and use the fact that (iut) · wt + (iwt) · ut = 0, to get that
− d
dt
〈
dE(u),w
〉 =
∫ (
4
(
V (u + w) − V (u))(u + w) − 8
(∫
u(y) · w(y)
|x− y| dy
)
u
)
· ut dx.
Compute
V (u + w) − V (u) =
∫ |u(y) + w(y)|2 − |u(y)|2
|x− y| dy
=
∫ |w(y)|2
|x− y| dy + 2
∫
u(y) · w(y)
|x− y| dy
= V (w) + 2
∫
u(y) · w(y)
dy.|x− y|
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− d
dt
〈
dE(u),w
〉 =
∫ (
4V (w)u + 4V (w)w + 8
(∫
u(y) · w(y)
|x− y| dy
)
w
)
· ut dx. (17)
To handle the ﬁrst term in (17), by using the Cauchy–Schwartz inequality and the Hardy inequality (2), we see that
∥∥V (w)∥∥∞  ‖w‖2 supx
∥∥∥∥ |w(y, t)||x− y|
∥∥∥∥
2
 2‖w‖2‖∇w‖2,
from which we can bound
4
∣∣∣∣
∫
V (w)u · ut dx
∣∣∣∣ 4∥∥V (w)∥∥∞‖u‖2‖ut‖2  8‖w‖2‖∇w‖2‖u‖2‖ut‖2.
Remembering Lemma 5, we control ‖w‖2‖∇w‖2 further by
‖w‖2‖∇w‖2  ε‖w‖22 +
1
ε
‖∇w‖22
 ε‖w‖22 +
1
ε
(
2E(w) + 16‖w‖22
)
= 2
ε
E(w) +
(
ε + 16
ε
)
‖w‖22, ∀ε > 0.
For any time T > 0, by applying Lemma 7, we ﬁnd a positive constant C3(u(0), T ) = 8‖u(0)‖2 exp(C0T ) such that for any
t ∈ [0, T ],
4
∣∣∣∣
∫
V (w)u · ut dx
∣∣∣∣ C3(u(0), T )2ε
(
E(w) + ε
2 + 16
2
‖w‖22
)
. (18)
For the second term in (17), we deal with it as we did for the ﬁrst term and obtain
4
∣∣∣∣
∫
V (w)w · ut dx
∣∣∣∣ 4∥∥V (w)∥∥∞‖w‖2‖ut‖2  8‖w‖2‖∇w‖2‖w‖2‖ut‖2
 C4
(
u(0), v(0), T
)2
ε
(
E(w) + ε
2 + 16
2
‖w‖22
)
, (19)
where
C4
(
u(0), v(0), T
)= 8(∥∥u(0)∥∥2 +
∥∥v(0)∥∥2)exp(C0T ),
which is an upper bound for 8‖w(t)‖2‖ut(t)‖2.
For the third term in (17), we use the bound∥∥∥∥
∫
u(y) · w(y)
|x− y| dy
∥∥∥∥∞  2‖u‖2‖∇w‖2
to get that
8
∣∣∣∣
∫ (∫
u(y) · w(y)
|x− y| dy
)
w · ut dx
∣∣∣∣ 8
∥∥∥∥
∫
u(y) · w(y)
|x− y| dy
∥∥∥∥∞‖w‖2‖ut‖2  16‖u‖2‖∇w‖2‖w‖2‖ut‖2
 2C3
(
u(0), T
)2
ε
(
E(w) + ε
2 + 16
2
‖w‖22
)
. (20)
Inserting (18), (19) and (20) into (17), we conclude that there is a constant C5(u(0), v(0), T ) depending only on u(0),
v(0) and T such that for all t ∈ [0, T ],
− d
dt
〈
dE(u),w
〉
 C5
(
u(0), v(0), T
)2
ε
(
E(w) + ε
2 + 16
2
‖w‖22
)
. (21)
Next, we have to bound the term ‖w(t)‖22. Testing (12) with the function i w¯ , we obtain
d
dt
‖w‖22 = 2
∫ (
V (u + w)(u + w) − V (u)u) · (iw)dx
= 2
∫ (
V (u + w) − V (u))u · (iw)dx+ 2
∫
V (u + w)w · iw dx
= 2
∫
V (w)u · iw dx+ 2
∫ (∫
u(y) · w(y)
dy
)
u · iw dx+ 2
∫
V (u + w)w · iw dx. (22)|x− y|
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2
∣∣∣∣
∫
V (w)u · iw dx
∣∣∣∣ C6
(
u(0), v(0), T
)
2
ε
(
E(w) + ε
2 + 16
2
‖w‖22
)
, (23)
2
∣∣∣∣
∫ (∫
u(y) · w(y)
|x− y| dy
)
u · iw dx
∣∣∣∣ C7(u(0), T )2ε
(
E(w) + ε
2 + 16
2
‖w‖22
)
, (24)
where C6 and C7 are also prior constants.
For the third term in (22), we compute by using the estimate (6) in Remark 6 and Lemma 5 to obtain that
2
∣∣∣∣
∫
V (u + w)w · (iw)dx
∣∣∣∣ 2
∫ ∫ |u(y) + w(y)|2|w(x)|2
|x− y| dxdy
 4
∫ ∫
(|u(y)|2 + |w(y)|2)|w(x)|2
|x− y| dxdy
= 4
∫
V (u)|w|2 dx+ 2
∫
V (w)|w|2 dx
 4
∥∥V (u)∥∥∞‖w‖22 + 2(E(w) + 4‖w‖22)
 8‖u‖2‖∇u‖2‖w‖22 + 2E(w) + 8‖w‖22
 2
(
E(w) + Γ (u(0))‖w‖22), (25)
where
Γ
(
u(0)
)= 4(1+ ∥∥u(0)∥∥2
√
2E
(
u(0)
)+ 16∥∥u(0)∥∥22
)
,
which is an upper bound for 4(1+ ‖u‖2‖∇u‖2). At this moment, we can choose an ε0 depending on u(0) such that
ε20 + 16
2
 Γ
(
u(0)
)
.
Substituting (23), (24) and (25) into (22), we conclude that there exists a prior constant C8(u(0), v(0), T ) such that for
all t ∈ [0, T ],
d
dt
‖w‖22  C8
(
u(0), v(0), T
)(
E(w) + ε
2
0 + 16
2
‖w‖22
)
. (26)
From (26) we have for some positive constants C9(u(0), v(0), T ) and C10(u(0), v(0), T ) that
∥∥w(t)∥∥22  exp(C9t)
∥∥w(0)∥∥22 + C10
t∫
0
exp
(
C9(t − s)
)
E
(
w(s)
)
ds, (27)
which together with (21) yields the bound
I(0) − I(t) C11
∥∥w(0)∥∥22 + C12
t∫
0
E
(
w(s)
)
ds, (28)
where C11 and C12 are also positive constants depending only on u(0), v(0) and T .
Inserting (14), (15) and (28) into the relation
0 E
(
v(0)
)− E(v(t))= I(0) − I(t) + II(0) − II(t),
we ﬁnd that
E
(
w(t)
)− C1∥∥w(t)∥∥22  E(w(0))+ C13
∥∥w(0)∥∥22 + C12
t∫
0
E
(
w(s)
)
ds,
where C13 = C2 + C11. Combining this inequality with (27), we ﬁnally arrive at
E
(
w(t)
)+ 4∥∥w(t)∥∥22  C14E(w(0))+ C15
∥∥w(0)∥∥22 + C16
t∫
E
(
w(s)
)
ds, (29)0
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Enew
(
w(t)
) := E(w(t))+ 4∥∥w(t)∥∥22,
which, by (6) in Remark 6, is positive for all w(t) = 0. Then we have
Enew
(
w(t)
)
 C14E
(
w(0)
)+ C15∥∥w(0)∥∥22 + C16
t∫
0
Enew
(
w(s)
)
ds. (30)
After obtaining (30), we conclude the proof by Gronwall’s inequality. 
We remark that the mixed energy Enew(·) is also used in our paper [15] to study the ﬁnite time blow-up for solutions
to nonlinear Schrödinger systems (see Proposition 15 in [15]).
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