Abstract. In this paper, we address the performance limitation issues in estimation problems. Our purpose is to explicitly relate the best achievable estimation errors with simple plant characteristics. In particular, we study performance limitations in achieving four objectives: (1) estimating the output of an LTI system from its version corrupted by a white noise, (2) estimating a Brownian motion from its version distorted by an LTI system, (3) estimating the output of an LTI system from its version corrupted by a Brownian noise, (4) estimating a white noise from its version distorted by an LTI system.
is an LTI plant, u is the input to the plant, n is the measurement noise, z is the signal to be estimated, y is the measured signal,z is the estimate of z. Often u and n are modelled as stochastic processes with known means and covariances. We can assume, without loss of generality, that the means of the stochastic processes are zero. The objective is to design LTI filter F so that the steady state error variance
E[e(t) e(t)]
is small. Clearly, for V to be finite for nontrivial u and n, it is necessary that F ∈ RH ∞ and H − F G ∈ RH ∞ . This condition is also necessary and sufficient for the error to be bounded for arbitrary initial conditions of P and F , i.e., for the filter to be a bounded error estimator (BEE). There is an extensive theory on the optimal design of the filter F to minimize V , see for example [1, 2, 6] . The optimal error variance is then given by
Our interest in this paper is not on how to find the optimal filter F , which is addressed by the standard optimal filtering theory. Rather, we are interested in relating V * with some simple characteristics of the plant P in some important special cases. Since V * gives a fundamental limitation in achieving certain performance objectives in filtering problems, the simple relationship between V * and the plant characteristics, in addition to providing deep understanding and insightful knowledge on estimation problems, can be used to access the quality of different designs and to ascertain impossible design objectives before a design is carried out. The variance V gives an overall measure on the size of the steady state estimation error. Sometimes, we may wish to focus on some detailed features of the error. For example, we may wish to see the steady state variance of the i-th entry of the error, which is given by
More generally, we may wish to investigate the variance of the projection of the estimation error on certain direction. This variance then gives a measure of the error in a particular direction. Assume that z(t),z(t), e(t) ∈ R m . Let ξ ∈ R m be a vector of unit length representing a direction in R m . Then the projection of e(t) to the direction represented by ξ is given by ξ e(t) and its steady state variance is given by
The best achievable error in ξ direction is then given by
The optimal or near optimal filter in minimizing V ξ in general depends on ξ. This very fact may limit the usefulness of V * ξ , since we are usually more interested in the directional error information under an optimal or near optimal filter designed for all directions, i.e., designed to minimize V . Let {F k } be a sequence of filters satisfying F k , H − F k G ∈ RH ∞ such that the corresponding sequence of errors {e k } satisfies
Then we are more interested in
In this paper, we will also give the relationship between V * ξ , V * (ξ) and simple characteristics of the plant P for the same cases when that for V * is considered.
The performance limitations in estimation have been studied recently in [4, 5, 11, 12] in various settings. In [4, 5, 11] , sensitivity and complimentary sensitivity functions of an estimation problem are defined and it is shown that they have to satisfy certain integral constraints independent of filter design. In [12] , a time domain technique is used to study the performance limitations in some special cases when one of n and u is diminishingly small and the other one is either a white noise or a Brownian motion.
This paper addresses similar problems as in [12] and their extensions, but studies them from a pure input output point of view using frequency domain techniques. We also study them in more detail by providing directional information on the best errors. The results obtained are dual to those in [3, 7] where the performance limitations of tracking and regulation problems are considered. The new investigation provides more insights into the performance limitations of estimation problems. This paper is organized as follows: Section 2 provides background materials on transfer matrix factorizations which exhibit directional properties of each nonminimum phase zero and antistable pole. Section 3 relates the performance limitation in estimating a signal from its corrupted version by a white noise to the antistable modes, as well as their directional properties, of the signal. Section 4 relates the performance limitation in estimating a Brownian motion from its version distorted by an LTI system to the nonminimum phase zeros of the system, as well as their directional properties. Section 5 addresses a similar problem as Section 3 except that the noise is assumed to be a Brownian motion. Section 6 addresses a similar problem as section 4 except that the process to be estimated is assumed to be a white noise. Section 7 gives concluding remarks.
2. Preliminaries. Let G be a continuous time FDLTI system. We will use the same notation G to denote its transfer matrix. Assume that G is left invertible. The poles and zeros of G, including multiplicity, are defined according to its SmithMcMillan form. A zero of G is said to be nonminimum phase if it has positive real part. G is said to be minimum phase if it has no nonminimum phase zero; otherwise, it is said to be nonminimum phase. A pole of G is said to be antistable if it has a positive real part. G is said to be semistable if it has no antistable pole; otherwise strictly unstable. A stable G is said to be unitary if G(jω)G(jω)
Suppose that G is stable and z is a nonminimum phase zero of G. Then, there exists a vector u of unit length such that
We call u a (right or input) zero vector corresponding to the zero z. Let the nonminimum phase zeros of G be ordered as z 1 , z 2 , . . . , z ν . Let also η 1 be a zero vector corresponding to z 1 . Define
Note that G 1 is so constructed that it is unitary, has only one zero at z 1 with η 1 as a zero vector. Now GG −1 1 has zeros z 2 , z 3 , . . . , z ν . Find a zero vector η 2 corresponding to the zero z 2 of GG −1 1 , and define
It follows that GG
2 has zeros z 3 , z 4 , . . . , z ν . Continue this process until η 1 , . . . , η ν and G 1 , . . . , G ν are obtained. Then we have one vector corresponding to each nonminimum phase zero, and the procedure yields a factorization of G in the form of
where G 0 has no nonminimum phase zeros and
Since G i is unitary, has the only zero at z i , and has η i as a zero vector corresponding to z i , it can be considered as a generalization of the standard scalar Blaschke factor, see [10] for example, and hence will be called a matrix Blaschke factor. Accordingly, the product
will be called a matrix Blaschke product. The vectors η 1 , . . . , η ν will be called zero Blaschke vectors of G corresponding to the nonminimum phase zeros z 1 , z 2 , . . . , z ν . Keep in mind that these vectors depend on the order of the nonminimum phase zeros. One might be concerned with the possible complex coefficients appearing in G i when some of the nonminimum phase zeros are complex. However, if we order a pair of complex conjugate nonminimum phase zeros adjacently, then the corresponding pair of Blaschke factors will have complex conjugate coefficient and their product is then real rational and this also leads to real rational G 0 . The choice of G i as in (2) seems ad hoc notwithstanding that G i has to be unitary, have the only zero at z i and have η i as a zero vector corresponding to z i . Another choice, among infinite many possible ones, is
and if this choice is adopted, the same procedure can be used to find a factorization of the form (1). Of course, in this case the Blaschke vectors are not the same. We see that for the first choice G i (∞) = I, whereas for the second choice G i (0) = I. We will use both choices in the following. For this purpose, we will call the factorization resulting from the first choice (2) of Type I and that from the second choice (3) of type II.
For an unstable G, there exist stable real rational matrix functions
and
This is called a doubly coprime factorization of G. Note that the nonminimum phase zeros of G are the nonminimum phase zeros ofÑ and the antistable poles of G are the nonminimum phase zeros ofM . If we order the antistable poles of G as p 1 , p 2 , . . . , p µ and the nonminimum phase zeros of G as z 1 , z 2 , . . . , z ν , thenM andÑ can be factorized asM
where ζ 1 , ζ 2 , . . . , ζ µ are zero Blaschke vectors (of type I or II) ofM and η 1 , η 2 , . . . , η ν are those ofÑ . Here alsoÑ 0 andM 0 have no nonminimum phase zeros.
Consequently, for any real rational matrix G with nonminimum phase zeros z 1 , z 2 , . . . , z ν and antistable poles p 1 , p 2 , . . . , p µ , it can always be factorized to
as shown in Fig. 2 , where
and G 0 is a real rational matrix with neither nonminimum phase zero nor antistable pole. Although coprime factorizations of G are not unique, this nonuniqueness does not affect factorization (8) . Here η 1 , η 2 , . . . , η ν are called zero Blaschke vectors (of type I or II) and ζ 1 , ζ 2 , . . . , ζ ν pole Blaschke vectors (of type I or II) of G. Fig. 3 . Here G is a given FDLTI plant, and n is a standard white noise. Assume that u is a white noise with vanishingly small covariance, i.e., E[u(t)u(t) ] = 2 δ(t)I and → 0. The purpose is to design a stable LTI filter F such that it generates an estimatez of the true output z using the corrupted output y. This problem is clearly a special case of the general estimation problem stated in Sect. 1 with P = G G . Since may be nonzero, we need to have F, G−F G ∈ RH ∞ . On the other hand, since is vanishingly small, the error of estimation can be approximated by F n in a practical sense. Since n is a standard white noise, the steady state variance of the error is then given by
where · 2 is the H 2 norm. If we want V to be finite, we need to have F (∞) = 0, in addition to F, G − F G ∈ RH ∞ . Therefore
Let G =M −1Ñ be a left coprime factorization of G. Then F ∈ RH ∞ and
Now assume that G has antistable poles p 1 , p 2 , . . . , p µ with ζ 1 , ζ 2 , . . . , ζ µ be the corresponding pole Blaschke vectors of type I. ThenM has factorizatioñ
Hence, by using the facts thatM i , i = 1, 2, . . . , µ, are unitary operators in L 2 and thatM
SinceM 0 is minimum phase with invertibleM 0 (∞), there exists a sequence {Q k } ∈ RH ∞ with Q k (∞)M 0 (∞) = I such that lim k→∞ I − Q kM0 2 = 0. This shows
Here the first equality follows from thatM 1 is a unitary operator in L 2 , the second from thatM
2 and I −M 1 ∈ H 2 , the third from repeating the underlying procedure in the first and second equalities, and the last from straightforward computation. The above derivation shows that an arbitrarily near optimal Q can be chosen from the sequence {Q k }. Therefore
The same reasoning as in the above derivation gives
The last equality follows from straightforward computation.
The directional steady state error variance with an arbitrary F is
and the optimal directional steady state error variance is
By following an almost identical derivation as the non-directional case, we can show that the same sequence {Q k } giving near optimal solutions there also gives near optimal solutions here for every ξ ∈ R m . Hence,
We have thus established the following theorem. Theorem 1. Let G's antistable poles be p 1 , p 2 , . . . , p µ with ζ 1 , ζ 2 , . . . , ζ µ being the corresponding pole Blaschke vectors of type I. Then
This theorem says that to estimate a signal from its version corrupted by a standard while noise, the best achievable steady state error variance is proportional to the sum of the antistable modes of the signal to be estimated. The best achievable directional steady state error variance depends, in addition, on the directional characteristics of the antistable modes. in Fig. 4 . Here G is a given FDLTI plant, u is the input to the plant which is assumed to be a Brownian motion process, i.e., the integral of a standard white noise, which can be used to model a slowly varying "constant", n is a white noise with vanishingly small covariance, i.e., E[n(t)n(t) ] = 2 δ(t)I and → 0. Assume that G(0) is left invertible. The objective is to design an LTI filter F such that it measures the output of G and generates an estimateũ of u. This problem is clearly a special case of the general estimation problem stated in Sect. 1 with P = G I . Since is nonzero, we need constraints F, I − F G ∈ RH ∞ . On the other hand, since is vanishingly small, the error of estimation can be approximated by (I − F G)u in a practical sense. Since u is a Brownian process, the variance of the error is given by
where U (s) = 1 s I is the transfer matrix of m channels of integrators. If we want V to be finite, we need to have I − F (0)G(0) = 0, in addition to F, I − F G ∈ RH ∞ . This requires G(0), the DC gain of of G, to be left invertible, which will be assumed. Equivalently, we need to have F, F G ∈ H ∞ and F (0)G(0) = I. Therefore,
Let G =M −1Ñ be a left coprime factorization of G. Then it is easy to see that 
SinceÑ 0 is minimum phase with invertibleÑ (0), there exists a sequence {Q k } ∈ RH ∞ with Q k (0)Ñ 0 (0) = I such that lim k→∞ (I − Q kÑ0 )U = 0. This shows
Here the first equality follows from thatÑ 1 is a unitary operator in L 2 , the second from that (Ñ −1
and (I −Ñ 1 )U ∈ H 2 , the third from repeating the underlying procedure in the first and second equalities, and the last from straightforward computation.
The above derivation shows that an arbitrarily near optimal Q can be chosen from the sequence {Q k }. Therefore
The last equality follows from straightforward computation. The directional steady state error variance with an arbitrary F is
We have thus established the following theorem.
Theorem 2. Let G's nonminimum phase zeros be z 1 , z 2 , . . . , z ν with η 1 , η 2 , . . . , η ν being the corresponding Blaschke vectors of type II, then
This theorem says that to estimate a Brownian motion from its version distorted by an LTI system, the best achievable steady state error variance is proportional to the reciprocal sum of the nonminimum phase zeros of the LTI system. The best achievable directional steady state variance depends, in addition, on the directional characteristics of the nonminimum phase zeros.
Estimation under Brownian Noise.
Consider the estimation problem considered in Sect. 3, but let us assume that the noise n is a Brownian motion process instead of a white noise. In this case, the steady state variance of the estimation error is given by Here we assume that G =M −1Ñ is a left coprime factorization of G. 
