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Abstract—In this paper, we report our findings on automating 
the sparse reconstruction process in tomography with synthetic 
aperture radar. Two hyperparameter-free approaches are 
introduced into the framework of SL1MMER (Scale-down by L1 
norm Minimization, Model selection, and Estimation 
Reconstruction). By means of numerical simulations, we evaluate 
their performance regarding mean and standard deviation of 
elevation estimates, as well as detection rate. Preliminary results 
with real data are also provided. 
Keywords—SAR tomography; sparse reconstruction; super-
resolution; SL1MMER; LASSO; SPICE; LIKES 
I.  INTRODUCTION 
Modern spaceborne synthetic aperture radar (SAR) sensors, 
e.g., TerraSAR-X (TSX), TanDEM-X (TDX) and COSMO-
SkyMed, acquire images with up to meter- or even decimeter-
level resolution. Due to their side-looking nature, echoes from 
objects at the same distance are mapped onto one azimuth-
range pixel, which is also known as the layover effect. On this 
account, interpretation of SAR images w.r.t. urban areas, where 
buildings are often superimposed on ground or lower 
infrastructures, is not straightforward. In order to separate 
different potential scatterers within one resolution cell and to 
reconstruct true three-dimensional images, tomographic SAR 
(TomoSAR) comes to play. 
The TomoSAR technique usually employs a stack of 
images acquired in a repeat-pass fashion, which are 
characterized by slightly different sensor positions. Let us 
denote the axis normal to the azimuth-range imaging plane as 
elevation s. We work with the following well-established 
model which can be found in, e.g., [1] 
 ,= +g R γ ε   (1) 
where 1N×∈g   is the observation vector irregularly sampled at 
N orbital positions with each having a perpendicular baseline bn 
w.r.t. master scene, N L×∈R   is the sensing matrix with 
( )exp 2nl n lR j spx= − , 1L×∈γ   is the reflectivity vector at L 
discrete elevation positions over an elevation extent Δs, with 
each ( )l lsγ γ=  corresponding to the elevation position sl, and 
1N×∈ε   is additive measurement noise, usually modeled as a 
complex circular Gaussian zero-mean random process. 
Furthermore, 02n nb rx λ=  denotes spatial (elevation) 
frequency, where λ and r0 are radar wavelength and master 
slant range distance, respectively. Note that we have neglected 
other terms accounting for motion and the like without loss of 
generality. 
Normally, we have N L  which renders (1) an 
underdetermined system. To estimate γ, additional assumptions 
must be made. Fortunately, it is reasonable to expect in urban 
scenarios that inside each resolution unit of very high 
resolution SAR images, only a small number of, say K, phase 
centers are available within Δs [2]. E.g., in case façade and 
ground interact with each other, K = 2. In other words, γ has 
only K non-zero entries and hence is K-sparse. 
Similar to azimuth resolution, the elevation counterpart ρs is 
inversely proportional to elevation aperture size (baseline 
extent) Δb, i.e., ( )0 2s r br λ= ∆ . For TSX/TDX, ρs is around 
30 m and thus much worse than the meter-level azimuth and 
range equivalent if high resolution spotlight mode is 
concerned. Therefore, super-resolution power is of great 
interest, particularly for urban areas with drastic height 
changes. 
In the next section, we will introduce different 
methodologies to pursue this goal. 
II. METHODOLOGIES 
A. The SL1MMER Algorithm 
Scale-down by L1 norm Minimization, Model selection, 
and Estimation Reconstruction (SL1MMER) has been 
proposed in [3], [4] as a generic algorithm for sparse signal 
reconstruction. It consists mainly of the following three steps: 
1) Scale-down by L1 norm minimization 
To exploit the sparse prior, the Least Absolute Shrinkage 
and Selection Operator (LASSO) problem is solved [5] 
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γ g R γ γ   (2) 
where λK is a hyperparameter balancing model goodness of fit 
and sparsity of γ. LASSO is known to excel at identifying the 
support { }supp : 1 : 0ll L γ= ≤ ≤ ≠γ . By means of ˆsupp γ , the 
dimension of the original problem can be downscaled by 
extracting only the corresponding columns of R. However, γˆ  
can contain outliers which leads to ˆsupp K>γ . Besides, (2) is 
prone to biased amplitude estimate. Considering these issues, 
the next two steps are deemed necessary. 
2) Model selection 
As far as the “right” model is concerned, i.e., the size of 
support, the model goodness of fit must be punished by its 
complexity to avoid overfitting. This is essentially equivalent 
to the following optimization problem 
 ( )( ) ( ){ }ˆˆ arg min 2ln , 2C ,KK p K K K= − +g θ   (3) 
where ( )( )ˆ ,p K Kg θ  is the likelihood function of g given the 
estimate of the unknown ( )Kθ  obtained with K, and ( )C ⋅  
denotes the penalty function. By choosing an appropriate ( )C ⋅ , 
(3) is solved to estimate the most likely Kˆ  and thus the 
corresponding elevation positions sˆ , which may further shrink 
R. 
3) Parameter estimation 
Based on dimension reduction in the first two steps, (1) is 
transformed into 
 ( ) ( )ˆ ˆ ,= +g R s γ s e   (4) 
where e contains both additive noise and model error. In case a 
sufficient number of observations are provided, i.e., ˆN K≥ , 
(4) can be solved with L2 norm minimization 
 { }22ˆ( )ˆ ˆ ˆ( ) arg min ( ) ( ) ,= −γ sγ s g R s γ s   (5) 
which concludes the SL1MMER algorithm. 
The Cramér-Rao lower bound (CRLB) of elevation 
estimate has been derived for K = 1, 2 as ,0qss  and qss , 
respectively [4][6]. Given a signal-to-noise ratio (SNR) of 3 
dB, ,0qss  is about 1 m for TSX/TDX, while qss  varies as a 
function of elevation distance between two scatterers. The 
performance of SL1MMER algorithm has been shown to 
approach this lower bound [4]. 
Solving the LASSO problem in (2) involves predefining λK, 
which is not an easy task. In fact, λK can only be explicitly 
determined when the problem has already been solved. In real-
world applications, this is done empirically, e.g., by letting 
 ( )ˆ 2 ln ,K Lλ s=   (6) 
where σ is the standard deviation of g [5]. However, estimating 
σ can be as challenging as choosing λK, in particular with small 
N. 
In the next subsection, we will briefly revisit two methods 
which are free of hyperparameter and thus require no tuning 
per se. 
B. SPICE and LIKES 
SParse Iterative Covariance-based Estimation (SPICE), and 
LIKelihood-based Estimation of Sparse parameters (LIKES) 
have been proposed in [7]. 
Let : [ , ]= NA R I  and 
T T T: [ , ]=x γ ε , (1) can be rewritten as 
=g Ax . Under the assumption that the elements of x are i.i.d. 
complex circular Gaussian zero-mean random variables, its 
covariance matrix can be defined as : diag( )=xxC p  where 
T
1[ , , ]L Np p +=p   and pk is the variance of xk. By means of 
error propagation, the covariance matrix of g is given as 
H=gg xxC AC A  and its maximum-likelihood estimate is 
Hˆ =ggC gg . 
On one hand, SPICE solves the following convex problem 
via covariance matrix fitting 
 ( ) ( )( ){ }21 2 Fˆˆ arg min .−= −gg gg ggpp C p C p C  (7) 
Given p, x can be derived to be H 1−= xx ggx C A C g  [7]. Eq. (7) is 
equivalent to 
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where 
2 2k k
w = a g  with the square of it being the weight 
for p, and ak is the kth column of A. 
On the other hand, LIKES minimizes the negative log-
likelihood function 
 ( ) ( ){ }H 1ˆ arg min ln ,−= +gg ggpp g C p g C p  (9) 
which is a non-convex problem due to the fact that ln ggC  is 
concave. By replacing ln ggC  with its tangential plane, (9) can 
be iteratively approached by solving a series of SPICE-like 
problems with adaptive weights 
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where H 1k k kw
−= gga C a , and ggC  is built with the most recent pˆ . 
Although no sparsity is explicitly enforced, (8) and (10) 
still promote sparse solutions as a result of the weighted L1 
norm of p, which is known for being sparsity-driven. We 
integrate SPICE and LIKES into SL1MMER via simply 
replacing (2) by (7) or (9). 
III. EXPERIMENTS USING SIMULATED AND REAL DATA 
First of all, we evaluate the performance of the 
aforementioned methods using numerical simulations. For this 
purpose, we synthesize façade-ground interactions (K = 2) with 
elevation distance within ρs. Basically, two scenarios are taken 
into account with N = 21 which is a typical case for TomoSAR; 
SNR = 10, 3 dB which are considered as an upper and a lower 
bound for persistent scatterers, respectively [8]. For each 
interaction 1000 independent realizations are generated. 
As a reference, we assume that the true noise standard 
deviation is already known (thus avoiding any estimation error 
of it) and solve (2) with the λK defined in (6). We will refer to 
this as LASSO+σ in the following. Note that in reality the true 
value of σ is almost never known. In this context, we merely 
use LASSO+σ to establish an upper bound for any LASSO 
problem using (6). 
Fig. 1 shows the normalized true elevation : ssα r=  of 
simulated façade and ground w.r.t. to their distance δα as solid 
lines. In addition, true elevation ±CRLB is drawn as dashed 
lines for the case N = 21 and SNR = 10 dB. 
 
Fig. 1. True elevation of façade and ground (solid lines), and their true 
elevation ±CRLB (dashed lines) with N = 21 and SNR = 10 dB, both w.r.t. 
their elevation distance. 
Fig. 2 and Fig. 3 demonstrate elevation estimates with 
different methods and two noise levels, respectively. Each dot 
depicts mean elevation estimate and is accompanied with the 
corresponding standard deviation as error bar. Missing dots 
suggest that detection rate is below 20%, c.f. Fig. 4. Clearly, 
LIKES outperforms the other two methods. The performance 
of LASSO+σ and SPICE is quite similar. 
We apply LIKES to a stack of 21 real bistatic SAR 
interferograms. Fig. 5 shows our preliminary results—the first 
(b) and second layer (c) of elevation estimates, superimposed 
on mean intensity image (a). The layover effect of roof and 
façade is obvious to observe at the top of the façade. 
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(a)                                                               (b)                                                               (c) 
Fig. 2. Mean (dot) and standard deviation (bar) of elevation estimates for simulated façade and ground with N = 21 and SNR = 10 dB, (a) LASSO+σ, (b) SPICE, 
and (c) LIKES. 
 
(a)                                                               (b)                                                               (c) 
 Fig. 3. Mean (dot) and standard deviation (bar) of elevation estimates for simulated façade and ground with N = 21 and SNR = 3 dB, (a) LASSO+σ, (b) SPICE, 
and (c) LIKES. 
 
(a)                                                                              (b) 
Fig. 4. Detection rate of façade and ground with N = 21, and (a) SNR = 10 dB, (b) SNR = 3 dB. Methods used are: LASSO+σ (blue dotted lines), SPICE (red 
dotted lines), and LIKES (red solid lines). 
 
(a)                                                                             (b)                                                                              (c) 
 
Fig. 5. Example with real data: the first (b) and second (c) layer of elevation estimates with LIKES, plotted over the mean intensity map (a). 
 
