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Abstract
We give a new bound for the large sieve inequality with power
moduli qk that is uniform in k. The proof uses a new theorem due to
T. Wooley from his work on efficient congruencing.
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1 Introduction
Let {vn} denote a sequence of complex numbers, M,N, k ∈ N, and let Q be
a real number ≥ 1. We write e(α) := exp(2πiα) for α ∈ R.
The large sieve inequality with power moduli aims to give upper bounds
for the sum
ΣQ,N,k :=
∑
q≤Q
∑
1≤a≤qk
gcd(a,q)=1
∣∣∣ ∑
M<n≤M+N
vne
( a
qk
n
)∣∣∣2.
It is known that an application of the standard large sieve inequality gives
the upper bounds
ΣQ,N,k ≪k (N +Q
2k)|v|2 and ΣQ,N,k ≪k (QN +Q
k+1)|v|2, (1)
where |v|2 :=
∑
M<n≤M+N |vn|
2, and it is conjectured by L. Zhao in [5] that
the upper bound
ΣQ,N,k ≪k,ε |v|
2(N +Qk+1)(NQ)ε (2)
1
should hold.
The bounds (1) verify the conjecture for Q ≤ N1/(2k) and Q ≥ N1/k, so
the problem is to prove it in the range
N1/(2k) ≤ Q ≤ N1/k ⇔ Qk ≤ N ≤ Q2k.
Especially the cases for small k, namely k = 2, 3 are of interest and were
considered in the papers [1],[2] and [5]. In this paper we investigate the
problem uniform in k. The following nontrivial bounds are known in this
case.
L. Zhao showed in [5] the bound
ΣQ,N,k ≪k,ε |v|
2(Qk+1 + (NQ1−1/κ +N1−1/κQ1+k/κ)N ε), (3)
where κ := 2k−1.
In [2], it was shown by S. Baier and L. Zhao that
ΣQ,N,k ≪k,ε |v|
2(Qk+1 +N +N1/2+εQk)(log log 10NQ)k+1 (4)
holds, which improves Zhao’s bound (3) for Q≪ N (κ−2)/(2(k−1)κ−2k)−ε.
In this paper we prove the following result:
Theorem 1. Let δ := (2k(k − 1))−1. Then we have the bound
ΣQ,N,k ≪k,ε |v|
2(NQ)ε(Qk+1 +Q1−δN +Q1+kδN1−δ).
This bound improves the bound (3) for all k sufficiently large, and the
bound (4) for Qk ≤ N ≤ Q2k−2+2δ and all k ≥ 3, but it does not confirm any
case of Zhao’s conjecture (2), too. Further, the result is not sufficient to give
an improvement of the bound in [2] for k = 3, but comes near to it.
Notation. In the following, we suppress the dependence of the implicit
constants on k or ε in our estimates and write simply ≪ for≪k,ε. The small
value ε > 0 may depend on k and may change its value during calculation.
The symbol ‖α‖ means the distance of α to the nearest integer, and by
{α} := α − [α] we denote the fractional part of α, and by [α] the largest
integer smaller or equal to α.
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2 Lemmas
We make use of the following version of the large sieve inequality.
Lemma 1. Let S denote a finite set of positive integers, M,N ∈ Z and let
{vn} be a complex sequence. Further let
F := {(a, q) ∈ Z2; q ∈ S, 0 < a < q, gcd(a, q) = 1}.
Then
∑
(a,q)∈F
∣∣∣ ∑
M<n≤M+N
vne
(a
q
n
)∣∣∣2
≤
∑
M<n≤M+N
|vn|
2
(
4
∑
q∈S
q + max
(b,r)∈F
∫ 1/2
1/N
#Fb,r(x)
dx
x2
)
, (5)
where
Fb,r(x) :=
{
(a, q) ∈ F ;
∣∣∣a
q
−
b
r
∣∣∣ ≤ x
}
.
Proof: We use Halasz-Montgomery’s inequality
∑
r≤R
|〈v, ϕr〉|
2 ≤ |v|2 ·max
r≤R
∑
s≤R
|〈ϕr, ϕs〉|
that holds for any sequence {ϕr} of vectors of C
N , and where |v|2 = 〈v, v〉,
and 〈·, ·〉 is the standard scalar product on CN .
So the left hand side of (5) is
∑
(a,q)∈F
∣∣∣ ∑
M<n≤M+N
vne
(a
q
n
)∣∣∣2
≤ |v|2 max
(b,r)∈F
∑
(a,q)∈F
∣∣∣ ∑
M<n≤M+N
e
(a
q
n
)
e
(
−
b
r
n
)∣∣∣
≤ |v|2 max
(b,r)∈F
∑
(a,q)∈F
min
(
N,
∥∥∥a
q
−
b
r
∥∥∥−1
)
.
Now we have to estimate
max
(b,r)∈F
∑
(a,q)∈F
min
(
N,
∥∥∥a
q
−
b
r
∥∥∥−1
)
. (6)
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For this, fix (b, r) ∈ F . For ∆ > 0 write
P (∆) := #Fb,r(∆).
Let ∆0 :=
1
N
and for L ∈ N let h := (1
2
− 1
N
)L−1. Now let ∆i :=
1
N
+ hi,
so ∆L =
1
2
. Since ‖α‖ = min{|α|, 1− |α|} for −1 < α < 1, we have
∑
(a,q)∈F
min
(
N,
∥∥∥a
q
−
b
r
∥∥∥−1
)
≤ 2NP
( 1
N
)
+ 2
∑
0≤i<L
∑
(a,q)∈F
∆i<|a/q−b/r|≤∆i+1
1
∆i
= 2NP
( 1
N
)
+ 2
∑
0≤i<L
1
∆i
(P (∆i+1)− P (∆i))
= 2
∑
0≤i<L
( 1
∆i
−
1
∆i+1
)
P (∆i+1) +
2
∆L
P (∆L).
The last summand is ≤ 4
∑
q∈S q, and the sum over i approximates the
Riemann-Stieltjes-integral
∫ 1/2
1/N
P (x)dg(x) with g(x) = −
1
x
, (7)
if L → ∞. Therefore the sum over (a, q) ∈ F in (6) is at most as large as
the integral (7), plus 4
∑
q∈S q.
Since g is continuously differentiable on [ 1
N
, 1
2
] and since P is Riemann-
integrable, the integral (7) equals
∫ 1/2
1/N
P (x)g′(x)dx =
∫ 1/2
1/N
P (x)
dx
x2
=
∫ 1/2
1/N
#Fb,r(x)
dx
x2
.
This was to be shown.
Further we use the following estimate for the exponential sum occurring
in the proof of Theorem 1.
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Lemma 2. Let f(x) := αxk ∈ R[x] be a monomial of degree k ≥ 2, and
SQ :=
∑
Q<q≤2Q e(f(q)), δ := (2k(k − 1))
−1. Then
SQ ≪ Q
1+ε
(
Q−1 +Q−k
∑
1≤v≤Q
min(Qkv−1, ‖vα‖−1)
)δ
.
Proof:
Suppose that a, q ∈ Z with (a, q) = 1 and |qα− a| ≤ q−1.
We apply Theorem 1.5 in T. Wooley’s article [5] on efficient congruencing
and obtain
SQ ≪ Q
1+ε(q−1 +Q−1 + qQ−k)δ.
By a standard transference principle (see Ex. 2 of section 2.8 in Vaughan’s
book [3]), this implies that
SQ ≪ Q
1+ε
(
(v +Qk|vα− u|)−1 +Q−1 + (v +Qk|vα− u|)Q−k
)δ
(8)
for any integers u, v ∈ Z with (u, v) = 1 and |vα− u| ≤ v−1.
Now by Dirichlet’s Approximation Theorem, there exist such integers u, v
with 1 ≤ v ≤ Qk−1 and |vα− u| ≤ Q1−k, for these
(v +Qk|vα− u|)Q−k ≪ (Qk−1 +Q)Q−k ≪ Q−1
holds. Further we get
(v + Qk|vα− u|)−1 ≪ Q−kmin(Qkv−1, |vα− u|−1).
Now if v > Q, this expression is again ≪ Q−1. If otherwise 1 ≤ v ≤ Q, it
is bounded by
Q−k
∑
1≤v≤Q
min(Qkv−1, ‖vα‖−1),
since |vα− u| ≥ ‖vα‖.
Hence, these estimates included in (8) show the assertion.
Lemma 3. Let X, Y, α ∈ R, X, Y ≥ 1, and a, q ∈ Z, gcd(a, q) = 1, with
|qα− a| ≤ q−1. Then
∑
v≤X
min
(
XY v−1, ‖αv‖−1
)
≪ XY (q−1 + Y −1 + q(XY )−1) log(2Xq).
This is Lemma 2.2 of [3].
5
3 Proof of Theorem 1
Let k ∈ N with k ≥ 2, let Q ≥ 1 and assume that the integer N is in the
range Qk ≤ N ≤ Q2k.
We apply Lemma 1 with
F := {(a, qk) ∈ Z2; Q < q ≤ 2Q, 0 < a < qk, gcd(a, q) = 1},
which shows that
ΣQ,N,k ≪ |v|
2Qε
(
Qk+1 + max
(b,rk)∈F
∫ 1/2
1/N
#Fb,rk(x)
dx
x2
)
,
since we have the admissible error
∑
q≤Q q
k ≪ Qk+1.
Now we aim to give an estimate for
max
(b,rk)∈F
∫ 1/2
1/N
#Fb,rk(x)
dx
x2
The integrand counts for fixed (b, rk) ∈ F all (a, qk) ∈ F with
∣∣∣ a
qk
−
b
rk
∣∣∣ ≤ x.
So for fixed Q < q ≤ 2Q, we count every a with
|ark − bqk|
2rkQkx
≤
1
2
.
Now we use the Fourier analytic method from the papers [1],[2] and [5]
by Baier and Zhao. For this, consider the function
φ(x) :=
(sin πx
2x
)2
, φ(0) := lim
x→0
φ(x) =
π2
4
.
Then φ(x) ≥ 1 for |x| ≤ 1/2, and the Fourier transform of φ is
φˆ(s) =
π2
4
max{1− |s|, 0}.
For fixed q, we get for the number of corresponding a the estimate
∑
a,(a,q)∈Ab,r(x)
1 ≤
∑
a∈Z
φ
(ark − bqk
2rkQkx
)
=
∑
a∈Z
∫ ∞
−∞
φ
(srk − bqk
2rkQkx
)
e(as)ds,
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where we applied in the last step Poisson’s summation formula. Summing
up over q and a linear transformation gives
∑
Q<q≤2Q
∑
a∈Z
∫ ∞
−∞
φ(v)e
(
ab
qk
rk
)
e(2Qkxav)2Qkxdv
=
∑
|a|≤B
φˆ
( a
B
)
B−1
∑
Q<q≤2Q
e
(
ab
qk
rk
)
,
where we have set B := (2Qkx)−1, and we may assume w.l.o.g. that B ≥ 1.
We separate the summand with a = 0 and get
≪ Qk+1x+B−1
∑
1≤a≤B
∣∣∣ ∑
Q<q≤2Q
e
(abqk
rk
)∣∣∣.
The separated term Qk+1x leads again to the admissible contribution
∫ 1/2
1/N
Qk+1
dx
x
≪ Qk+1+ε.
Consider the monomial f(q) := ab
rk
qk of degree k in q and coefficient
α := ab
rk
6= 0. It remains to give a good upper bound for the expression
∫ 1/2
1/N
B−1
∑
1≤a≤B
∣∣∣ ∑
Q≤q<2Q
e(f(q))
∣∣∣dx
x2
. (9)
Denote by SQ the occurring exponential sum
SQ :=
∑
Q<q≤2Q
e(f(q)).
By Lemma 2, we have
SQ ≪ Q
1+ε
(
Q−1 +Q−k
∑
1≤v≤Q
min(Qkv−1, ‖vα‖−1)
)δ
.
The summand Q−1 in big parantheses provides already the contribution
∫ 1/2
1/N
Q1−δ+ε
dx
x2
≪ Q1−δ+εN (10)
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to (9), and it remains to consider the term with the sum over v.
We estimate its contribution to SQ as follows using Ho¨lder’s inequality
and Lemma 3. We have
Q1+ε−kδ
∑
a≤B
(∑
v≤Q
min
(
Qkv−1,
∥∥∥ab
rk
v
∥∥∥−1
))δ
≪Q1+ε−kδB1−δ
( ∑
ℓ≤BQ
d(ℓ)min
(
BQkℓ−1,
∥∥∥ b
rk
ℓ
∥∥∥−1
))δ
≪Q1+ε−kδB1−δ
(
(BQk)1+ε(r−k +Q1−k + rk(BQk)−1)
)δ
≪BQ1+ε(Q1−k +B−1)δ.
The contribution to (9) becomes
≪ Q1+ε+(1−k)δN +Q1+ε
∫ 1/2
1/N
B−δ
dx
x2
≪ Q1−(k−1)δ+εN +Q1+ε
∫ 1/2
1/N
Qkδxδ
dx
x2
≪ Q1−(k−1)δ+εN +Q1+kδ+εN1−δ.
The first term can be estimated by the bound (10), since k ≥ 2. We obtain
the stated bound of Theorem 1.
Acknowledgments
Thanks to T. Wooley for the suggestion which helped to improve Lemma 2
and a former result. Thanks also to S. Baier for comments concerning this
paper.
References
[1] S. Baier and L. Zhao, An improvement for the large sieve for square
moduli. J. Number Theory 128 (2008), no. 1, 154–174.
[2] S. Baier and L. Zhao, Large sieve inequality with characters for powerful
moduli. Int. J. Number Theory 1 (2005), no. 2, 265–279.
8
[3] R. C. Vaughan, The Hardy-Littlewood method. Second edition. (Cam-
bridge Tracts in Mathematics, 125. Cambridge University Press, Cam-
bridge, 1997. xiv+232 pp. ISBN: 0-521-57347-5.)
[4] T. Wooley, Vinogradov’s mean value theorem via efficient congruencing,
to appear in Annals of Mathematics.
[5] L. Zhao, Large sieve inequality with characters to square moduli. Acta
Arith. 112 (2004), no. 3, 297–308.
9
