The performance of discrete general purpose graphics processing units (GPGPUs) has been improving at a rapid pace. The PCIe interconnect that controls the communication of data between the system host memory and the GPU has not improved as quickly, leaving a gap in performance due to GPU downtime while waiting for PCIe data transfer. In this article, we explore two alternatives to the limited PCIe bandwidth, NVIDIA NVLink interconnect, and zero-copy algorithms for shared memory Heterogeneous System Architecture (HSA) devices. The OpenCL SHOC benchmark suite is used to measure the performance of each device on various scientific application kernels. The fast, NVLink connection from host system to GPU is only available on the POWER architecture; on x86 hosts, a This PCIe communication has a limited latency and bandwidth that can severely impact the performance potential of top tier GPUs.
I. INTRODUCTION
Modern high-performance computing (HPC) systems are able to provide high levels of computational and storage capacity more easily and efficiently than ever before, allowing for major advances in science and engineering [1] . Despite the significant progress made over the last several decades [2], there is still room for improvement with the current structure of many supercomputers. One of the areas driving this growth is utilizing a Graphics Processing Unit (GPU) for general purpose (GPGPU) computing [3] . GPGPU computing developed relatively recently over the past decade and has enjoyed very wide adoption worldwide. One of the major difficulties with GPU computing is the complexity associated with data transfer and memory management [4, 6] . A traditional GPU device has its own high speed memory which is fixed in size and typically smaller in capacity when compared to the host system's main memory. An application running on the GPU requires data movement to and from the system host's over the PCIe bus [5] .
operations, enough to make a small and low-cost processor compete with the performance of a top of the line discrete GPU. Both NVIDIA and AMD have been releasing HSA devices, such as the AMD APU [12] and Nvidia Jetson series [13] . These devices have been improving with each new generation and show immense promise for scientific computing.
In this article we explore the capabilities of current devices with technology to circumvent or improve upon PCIe transfer speed and bandwidth. Specific examples of the hardware that is of interest include current research-grade NVIDIA data center GPUs such as the NVIDIA Tesla V100, with either NVLink (on a POWER9 host) or PCIe (on a x86 host system). Examples of the consumer hardware include the AMD Ryzen APU series, as well as the NVIDIA Jetson SoC series. NVLink is explored as an alternative to PCIe that provides higher bandwidth, which allows for significantly improved runtimes for algorithms that typically rely heavily on PCIe communication. The HSA devices by AMD and NVIDIA are explored for their ability to utilize shared memory with zero-copy algorithms, forgoing the need to copy data back and forth altogether. The other advantage to these HSA devices is that they are significantly cheaper than the price of data center GPUs. This allows for scientific computations that utilize HPC to be accessible with less associated costs. These costs extend beyond the purchase price as well, because these space and power efficient HSA devices run at a small fraction of the power consumption that data center GPUs require. The software utilized by the SHOC benchmarks uses the Open Computing Language (OpenCL) [14] or CUDA. The benefit of OpenCL is that it is a free, open standard, and is accessible from all vendor platforms. This allows for high performance code that is portable to a variety of different devices, including CPUs, GPUs, and HSAs. This article is organized as follows: Section II provides a description of the benchmarks that are used to evaluate each device; Section III includes detailed information about the hardware devices selected for this work; Section IV is a discussion of the results that were obtained and in Section V we make some conclusive remarks. We also include a detailed Appendix that includes all the explicit data that our benchmarking generated.
II. BENCHMARKS
In this section, we present an introduction to the benchmarks that we utilize to evaluate the performance of each device. Using these benchmarks, the overall performance and performance per Watt were analyzed.
The SHOC benchmark suite [15] is a set of benchmarks designed for highly parallel CPU or GPU based computers. It provides an effective means of comparing various types of highly parallel devices or processors with a set of benchmarks that are frequently used in a variety of scientific computing applications. The list of available benchmarks includes: Level 0 -Feeds & Speeds • Bus Speed Download and Readback---This kernel measures the bandwidth of the interconnection bus between the host CPU and the GPU device.
• Peak FLOPS---This kernel measures the peak floatingpoint (single or double precision) operations per second.
• Device Memory Bandwidth---This kernel measures bandwidth for all types of GPU memory (global, local, constant, and image).
• Kernel Compilation---This benchmark measures average compilation speed and overheads for various OpenCL kernels.
Level 1 -Basic Parallel Algorithms • FFT---This benchmark measures the performance of a 2D
Fast Fourier Transform (FFT) for both single-and doubleprecision arithmetic.
• GEMM---This kernel measures the performance on a general matrix multiply BLAS routine with single-and doubleprecision floating-point data.
• MD---This kernel measures the speed of the Lennard-Jones potential computation from molecular dynamics (single-and double-precision tests are included).
• Reduction---This kernel measures the performance of a sum reduction operation using floating-point data.
• Scan---This kernel measures the performance of the parallel prefix sum algorithm on a large array of floating-point data.
• Sort---This kernel measures performance for a very fast radix sort algorithm that sorts key-value pairs of single precision floating point data.
• SpMV---This benchmark measures performance on sparse matrix with vector multiplication in the context of floatingpoint data, which is common in some scientific applications.
• Stencil2D---This kernel measures performance for a standard 2D nine-point stencil calculation.
• Triad---This benchmark measures sustainable memory bandwidth for a large vector dot product operation on single precision floating-point data.
Level 3 -Real Application Kernels • S3D---This benchmark measures performance in the context of a simulation of a combustion process. It computes the rate of chemical reactions on a regular 3D grid.
III. HARDWARE SPECIFICATIONS
In this section, we document full details on the discrete GPUs and the embedded hardware devices evaluated with the SHOC benchmarks in this work.
There are two distinct categories of devices being compared: discrete GPGPUs and HSA devices. For GPGPUs, the NVIDIA Tesla V100 with PCIe (on a x86 host) and with NVLink (on a POWER9 host) are compared. For HSA devices, the AMD Ryzen 5 2400G, the NVIDIA Jetson TX2, and the NVIDIA Jetson AGX Xavier are presented. 
Discrete GPUs:
The NVIDIA Tesla V100 is the newest GPGPU from NVIDIA. It was released in December of 2017, and quickly became a primary GPGPU for scientific computing. It has 5,120 CUDA cores, 640 Tensor cores, and can be configured with 16 GB or 32 GB of HBM2 memory. It is available to connect in a system through either PCIe (on x86 hosts) or NVLink (on POWER hosts). The performance difference between NVLink and PCIe is demonstrated by the interconnect bandwidth. With PCIe, the V100 has an interconnect bandwidth of 32 GB/sec and a 250 W maximum thermal design power (TDP). With NVLink, the interconnect bandwidth increases to 300 GB/sec and with a slightly higher clock speed, a maximum TDP of 300 W. This difference in interconnect bandwidth is extremely significant and provides a performance boost for memory intensive algorithms [8] .
HSA Devices: The AMD Ryzen 5 2400G was released in February of 2018, with a release price of $169 USD. This desktop microprocessor is fabricated by GlobalFoundries on a 14 nm node, has a maximum TDP of 65W, and is able to support up to 64 GB of dual-channel DDR4 memory. The four core CPU is based on AMD's Zen microarchitecture and the 11 core 704 shader GPU is based on the Radeon RX Vega 11 [16] .
The NVIDIA Jetson AGX Xavier was announced in early 2018 and released in June 2018. The developer kit was priced at $1,299 or $899 for educational purposes on release. This SoC is fabricated by TSMC on a 12 nm node, has a user configurable TDP that ranges from 10 to 30 W, and has 16 GB of LPDDR4x memory. It is targeted towards artificial intelligence applications, featuring an eight-core custom ARM based CPU cluster, and a 512 CUDA core GPU based on the Volta architecture that is optimized for inference and deep learning. The Xavier is designed to be a cost-effective powerhouse in machine learning applications [17] .
The NVIDIA Jetson TX2 was released in 2016 as the successor to the Jetson TX1. The developer kit was priced at $599 retail or $299 for educational purposes on release. This SoC is produced by TSMC on a 16 nm node, has a maximum TDP of 15 W, and 16 GB of LPDDR4 memory. For processing, the Jetson TX2 has a dual core Denver 2 and a quad core ARM Cortex-A57 CPU, and a 256 CUDA core GPU based on the Pascal architecture [18].
IV. RESULTS AND DISCUSSION
In this section we present the detailed results of our extensive testing. In the appendix of this article, we include a table that enlists all the raw data generated by the SHOC benchmark suite. This may serve as a useful reference for readers interested in different types of applications. However, in the following section we focus on a select few benchmarks that are representative. Note that we emphasize a subset of the full SHOC benchmark suite that are strongly impacted by the PCIe bottleneck. Details on which benchmarks are impacted and which are not may be found in Ref.
[6].
Figure 1: A comparison of double precision performance between an Nvidia Tesla V100 with NVLink and an Nvidia
Tesla V100 with PCIe using three SHOC benchmarks: MD, SPMV, and FFT.
In Figs. 1 and 2 , the performance in GFLOP/s of the Nvidia V100 GPGPU is depicted with NVLink and PCIe, using three double-and single-precision benchmarks (MD, SPMV and FFT). The immediate observation is that the overall performance of this single GPU device is extremely high; on the matrix multiplication benchmark it achieves over a TFLOP/s in overall performance. The V100 shows a significant improvement when utilizing NVLink. This is a massive benefit over the previously standard PCIe 3.0 communication. The performance in both FFT and MD are noteworthy. There is a significant improvement in performance from using NVLink over PCIe. This difference in NVLink performance is highlighted even further in the SPMV benchmark, which shows the V100 with NVLink outperforming the PCIe V100 by a significant margin. This difference is equally pronounced in both single and double precision, in Fig. 1 and Fig. 2 respectively, with no notable difference between the two. This shows that increased performance can be expected across multiple levels of precision by utilizing NVLink.
These observations suggest that NVLink is a very promising technology for addressing the limitations posed by the PCIe interconnect for GPU-computing.
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Figure 2: A comparison of single precision performance between an Nvidia Tesla V100 with NVLink and an Nvidia
Figure 3: A comparison of double precision performance between an AMD Ryzen 5 2400g with zero copy implemented and without zero copy implemented using three SHOC benchmarks: MD, SPMV, and FFT.
In Figs. 3 and 4 the performance in GFLOP/s of the AMD Ryzen 5 2400g is depicted with zero-copy algorithms implemented and without the algorithm implemented, using three double-and single-precision benchmarks (MD, SPMV and FFT). The observation is that there is a significant difference in performance. This difference is especially notable in SPMV and FFT, where the performance improves by approximately a factor of five. The improvement is remarkable since it is only an algorithmic change on the same hardware, and shows tremendous promise and motivates the continued use of zero-copy algorithms for HSA devices.
Figure 4: A comparison of single precision performance between an AMD Ryzen 5 2400g with zero copy implemented and without zero copy implemented using three SHOC benchmarks: MD, SPMV, and FFT.
In Figs. 5 and 6 the performance in GFLOP/s of a number of HSA devices is depicted with, using the same set of three double-and single-precision benchmarks (MD, SPMV and FFT). The immediate observation is that while the overall performance of a single HSA device is impressive, it is typically an order-of-magnitude lower than the discrete V100 GPU considered in the previous section. However, one must consider that performance increase of the V100 in the context of more than an order-of-magnitude increases in cost and power consumption.
The newest generation of Nvidia's SoC Xavier, does show improvement across the board compared to the TX2, but there is a significant price jump as well. The AMD Ryzen 5 2400G shows remarkable performance in double precision for an HSA device especially considering its low price. These results are promising for the future of using HSAs for scientific computing, even though many of these devices do not emphasize double precision performance. By taking advantage of shared memory and zero copy, HSA devices sidestep the PCIe bandwidth problem and while not being independently better in every benchmark, they offer solid performance at a significant value.
Figure 5: A comparison of double precision performance, with zero copy algorithms implemented, between the Nvidia Jetson TX2, the Nvidia Jetson AGX
Xavier, and the AMD Ryzen5 2400g using the MD, SPMV, and FFT benchmarks from the SHOC benchmark suite. Figure 6 : A comparison of single precision performance, with zero copy algorithms implemented, between the Nvidia Jetson TX2, the Nvidia Jetson AGX Xavier, and the AMD Ryzen5 2400g using the MD, SPMV, and FFT benchmarks from the SHOC benchmark suite.
Figure 7: A comparison of double precision performance, between both versions of the Nvidia V100 and all three HSA devices using the MD, SPMV, and FFT benchmarks from the SHOC benchmark suite.
In Figs. 7 and 8 comparative performance of all devices considered in this work is presented on the same set of singleand double-precision benchmarks. A system containing the V100 utilizing NVLink outperforms the HSA devices, but at an order of magnitude additional cost. Another point of observation is that for an application dependent on FFT computations, the PCIe-based V100 and the considered APU device performs comparably (!). This suggests that for such applications, the high-end and costly V100 would match the performance of a very low-cost and high-efficiency APU; making the APU a highly viable option, especially for a larger, scaled-up solution for the same.
1-7281-5020-8/19/$31.00 ©2019 IEEE Figure 8 : A comparison of single precision performance, between both versions of the Nvidia V100 and all three HSA devices using the MD, SPMV, and FFT benchmarks from the SHOC benchmark suite.
In Figs. 9 and 10 , the power-efficiency of all considered devices is depicted, using the common performance metric, performance per Watt. Factoring this TDP wattage required to power each device changes the comparison drastically. It becomes evident that, while powerful, the V100 with NVLink, which requires 50 Watts less than the V100 with PCIe, is still nearly four times more costly to operate than the HSA with the largest TDP wattage. When comparing the V100 to the smallest power requirement, the TX2 only requires one sixteenth of the power that a single V100 requires.
In Figs. 9 and 10, the power-efficiency differences are highlighted in double-and single-precision respectively. In double precision there are many notable differences, with the HSA devices quickly overcoming the performance per Watt for FFT, while SPMV and MD show that the V100 with PCIe falls behind while the V100 with NVLink remains ahead, but by a significantly smaller margin than before. In the single precision comparison, Fig. 10 , the TX2 leads performance per Watt in two of the three benchmarks, with the Xavier leading in the MD benchmark. This performance per Watt in single precision is significantly better than the V100 in both MD and FFT.
Figure 9: A comparison of double precision performance per
Watt, using the TDP wattage, between both versions of the Nvidia V100 and all three HSA devices using the MD, SPMV, and FFT benchmarks from the SHOC benchmark suite. Figure 10 : A comparison of single precision performance per Watt, using the TDP wattage, between both versions of the Nvidia V100 and all three HSA devices using the MD, SPMV, and FFT benchmarks from the SHOC benchmark suite. 
V. CONCLUSIONS
In this article we present the results of our detailed evaluation of several consumer-grade HSA devices, as well as two variants of a data center GPGPU. Using the SHOC benchmarks to compare performance between a variety of frequently used algorithms for scientific computing, we compared both the performance and performance per Watt of each device. The performance compares the throughput of each device, while the performance per Watt estimates the amount it costs for uptime, as well as estimating the environmental impact of the computations.
The results are summarized in the following list:
• PCIe memory bandwidth limitations provide a significant drop in performance, enough so that it is worthwhile to either circumvent or consider other alternatives. 
