Abstract. Let g be a complex semisimple Lie algebra, b be a Borel subalgebra of g, n be the nilradical of b, and U (n) be the universal enveloping algebra of n. We study primitive ideals of U (n). Almost all primitive ideals are centrally generated, i.e., are generated by their intersections with the center Z(n) of U (n). We present an explicit characterization of the centrally generated primitive ideals of U (n) in terms of the Dixmier map and the Kostant cascade in the case when g is a simple algebra of exceptional type. (For classical simple Lie algebras, a similar characterization was obtained by Ivan Penkov and the first author.) As a corollary, we establish a classification of centrally generated primitive ideals of U (n) for an arbitrary semisimple algebra g.
Introduction
The theory of primitive ideals in enveloping algebras of Lie algebras can be considered as a part of the representation theory of Lie algebras. In general, it is impossible to classify all irreducible representations of Lie algebras (except in few very special cases), while a classification of annihilators of irreducible representations, i.e., of primitive ideals, can be achieved in much greater generality. In the case when n is a finite-dimensional nilpotent Lie algebra, the primitive ideals in the universal enveloping algebra U (n) can be described in terms of the Dixmier map assigning to any linear form f ∈ n * a primitive ideal J(f ) of U (n).
If n is abelian, J(f ) is simply the annihilator of f . For a general finite-dimensional nilpotent Lie algebra n, the theory of primitive ideals retains many properties from the abelian case: in particular, J(f ) is always a maximal ideal and every primitive ideal in U (n) is of the form J(f ) for some f ∈ n * . Moreover, J(f ) = J(f ′ ) if and only if f and f ′ belong to the same coadjoint orbit in n * . Note that, according to the Kostant-Kirillov orbit method, the set of all unitary irreducible representations of the Lie group exp n is also in one-to-one correspondence with the set of all coadjoint orbits in n * . Note also that there exists a natural topology, called the Jacobson topology, on the set Prim U (n) of all primitive ideals of U (n). It turns out that Prim U (n) is irreducible, and each primitive ideal from a certain (dense) open subset of Prim U (n) is generated by its intersection with the center Z(n) of U (n); such an ideal is called centrally generated (see Section 3 for the details).
Suppose that n is the nilradical of a Borel subalgebra b of a complex finite-dimensional semisimple Lie algebra g. The description of Z(n) goes back to J. Dixmier, A. Joseph and B. Kostant. It turns out that Z(n) is a polynomial algebra whose generators are parametrized by the positive roots from the Kostant cascade B, a certain strongly orthogonal subset of the set Φ + of positive roots of g with respect to b (see Section 2 for the precise definition). Let {e α , α ∈ Φ + } be a basis of n consisting of root vectors. We say that a linear form f ∈ n * is a Kostant form if f (e α ) = 0 for α / ∈ B and f (e β ) = 0 for β ∈ B \ ∆, where ∆ is the set of simple roots. Note that the coadjoint orbit of a Kostant form has maximal possible dimension.
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Let G be a complex semisimple algebraic group, H be a Cartan subgroup of G, B be a Borel subgroup of G containing H, and N be the unipotent radical of B. We denote by Φ the root system of G with respect to B, and by Φ + the set positive roots with respect to B. Let g (respectively, h, b and n) be the Lie algebra of G (respectively, of H, B and N ), so that b = h ⊕ n as vector spaces. The Lie algebra n has a basis consisting of root vectors e α , α ∈ Φ + . We denote the dual basis of the dual space n * by e * α , α ∈ Φ + . Let R n be the n-dimensional Euclidean space with the standard inner product (·, ·), and {ǫ i } n i=1 be the standard basis of R n . If Φ is irreducible then we identify Φ + with the following subset of R n [Bo] :
ν(i) is even ,
ν(i) is even , F + 4 = {ǫ i ± ǫ j , 1 ≤ i < j ≤ 4} ∪ {(ǫ 1 ± ǫ 2 ± ǫ 3 ± ǫ 4 )/2} ∪ {ǫ i , 1 ≤ i ≤ 4}, G + 2 = {ǫ 1 − ǫ 2 , −2ǫ 1 + ǫ 2 + ǫ 3 , −ǫ 1 + ǫ 3 , −ǫ 2 + ǫ 3 , ǫ 1 − 2ǫ 2 + ǫ 3 , −ǫ 1 − ǫ 2 + 2ǫ 3 }.
Under this identification, the set ∆ ⊂ Φ + of the simple roots has the following form: i=1 {α i = ǫ i − ǫ i+1 } ∪ {α n = ǫ n } for B n , n−1 i=1 {α i = ǫ i − ǫ i+1 } ∪ {α n = 2ǫ n } for C n , n−1 i=1 {α i = ǫ i − ǫ i+1 } ∪ {α n = ǫ n−1 + ǫ n } for D n , {α 1 = (ǫ 1 + ǫ 8 − 7 k=2 ǫ k )/2, α 2 = ǫ 1 + ǫ 2 } ∪ 4 i=1 {α i+2 = ǫ i+1 − ǫ i } for E 6 , {α 1 = (ǫ 1 + ǫ 8 − 7 k=2 ǫ k )/2,
for E 8 , {α 1 = ǫ 2 − ǫ 3 , α 2 = ǫ 3 − ǫ 4 , α 3 = ǫ 4 , α 4 = (ǫ 1 − ǫ 2 − ǫ 3 − ǫ 4 )/2}
for F 4 , {α 1 = ǫ 1 − ǫ 2 , α 2 = −2ǫ 1 + ǫ 2 + ǫ 3 } for G 2 .
(1)
Recall that there exists a natural partial order on Φ: by definition, α < β if β −α can be represented as a sum of positive roots. Denote by B the subset of Φ + constructed by the following inductive procedure. Let B 1 be the set consisting of the maximal roots of all irreducible components of Φ. For n ≥ 2, we denote Φ n = {α ∈ Φ | α ⊥ β for all β ∈ B 1 ∪ . . . ∪ B n−1 }, and set B n to be the set of the maximal roots of all irreducible components of Φ n . Finally, we denote by B the union of all B n 's. Note that B is a maximal strongly orthogonal subset of Φ + , i.e., B is maximal with the property that if α, β ∈ B then neither α − β nor α + β belongs to Φ + . i=1 {β 2i−1 = ǫ 2i−1 + ǫ 2i , β 2i = ǫ 2i−1 − ǫ 2i } ∪ {β n = ǫ n } for B n , n odd,
i=1 {β 2i−1 = ǫ 2i−1 + ǫ 2i , β 2i = ǫ 2i−1 − ǫ 2i } for D n , {β 1 = (ǫ 1 + ǫ 2 + ǫ 3 + ǫ 4 + ǫ 5 − ǫ 6 − ǫ 7 + ǫ 8 )/2, β 2 = (−ǫ 1 − ǫ 2 − ǫ 3 − ǫ 4 + ǫ 5 − ǫ 6 − ǫ 7 + ǫ 8 )/2, β 3 = −ǫ 1 + ǫ 4 , β 4 = −ǫ 2 + ǫ 3 } for E 6 , {β 1 = −ǫ 7 + ǫ 8 , β 2 = ǫ 5 + ǫ 6 , β 3 = ǫ 3 + ǫ 4 , β 4 = −ǫ 5 + ǫ 6 ,
Denote by U (n) the enveloping algebra of n, and by S(n) the symmetric algebra of n. Then n and S(n) are B-modules as B normalizes N . Denote by Z(n) the center of U (n). It is well-known that the restriction of the symmetrization map
to the algebra Y (n) = S(n) N of N -invariants is an algebra isomorphism between Y (n) and Z(n).
We next present a canonical set of generators of Z(n) (or, equivalently, of S(n) N ), whose description goes back to J. Dixmier, A. Joseph and B. Kostant [Di3] , [Jo1] , [Ko1] , [Ko2] . We can consider ZΦ, the Z-linear span of Φ, as a subgroup of the group X of rational multiplicative characters of H. Recall that a vector λ ∈ R n is called a weight of H if c(α, λ) = 2(α, λ)/(α, α) is an integer for any α ∈ Φ + . A weight λ is called dominant if c(α, λ) ≥ 0 for all α ∈ Φ + . An element a of an H-module is called an H-weight vector, if there exists ν ∈ X such that h · a = ν(h)a for all h ∈ H. By [Ko2, Theorems 6, 7] , every H-weight occurs in S(n) N with multiplicity at most 1. Furthermore, there exist unique (up to scalars) prime polynomials ξ β ∈ S(n) N , β ∈ B, such that each ξ β is an H-weight polynomial of a dominant weight µ β belonging to the Z-linear span ZB of B. A remarkable fact is that ξ β , β ∈ B, are algebraically independent generators of Y (n),
so S(n) N and Z(n) are polynomial rings. We call {ξ β , β ∈ B} the set of canonical generators of S(n) N . It turns out that the weights µ β 's have the following form [Pa2, Theorem 2.12].
for odd i
For the sequel, we need to express the weights µ β i 's as linear combination of simple roots. Such expressions are presented in the table below.
µ β 1 = α 1 + 2α 2 + 2α 3 + 3α 4 + 2α 5 + α 6 , µ β 2 = 2α 1 + 2α 2 + 3α 3 + 4α 4 + 3α 5 + 2α 6 , µ β 3 = 3α 1 + 4α 2 + 6α 3 + 8α 4 + 6α 5 + 3α 6 , µ β 4 = 4α 1 + 6α 2 + 8α 3 + 12α 4 + 8α 5 + 4α 6 Φ = E 7 µ β 1 = 2α 1 + 2α 2 + 3α 3 + 4α 4 + 3α 5 + 2α 6 + α 7 , µ β 2 = 2α 1 + 3α 2 + 4α 3 + 6α 4 + 5α 5 + 4α 6 + 2α 7 , µ β 3 = 4α 1 + 6α 2 + 8α 3 + 12α 4 + 9α 5 + 6α 6 + 3α 7 , µ β 4 = 2α 1 + 3α 2 + 4α 3 + 6α 4 + 5α 5 + 4α 6 + 3α 7 , µ β 5 = 4α 1 + 7α 2 + 8α 3 + 12α 4 + 9α 5 + 6α 6 + 3α 7 , µ β 6 = 6α 1 + 8α 2 + 12α 3 + 16α 4 + 12α 5 + 8α 6 + 4α 7 , µ β 7 = 6α 1 + 9α 2 + 12α 3 + 18α 4 + 15α 5 + 10α 6 + 5α 7 Φ = E 8 µ β 1 = 2α 1 + 3α 2 + 4α 3 + 6α 4 + 5α 5 + 4α 6 + 3α 7 + 2α 8 , µ β 2 = 4α 1 + 5α 2 + 7α 3 + 10α 4 + 8α 5 + 6α 6 + 4α 7 + 2α 8 , µ β 3 = 6α 1 + 9α 2 + 12α 3 + 18α 4 + 15α 5 + 12α 6 + 8α 7 + 4α 8 , µ β 4 = 10α 1 + 15α 2 + 20α 3 + 30α 4 + 24α 5 + 18α 6 + 12α 7 + 6α 8 , µ β 5 = 8α 1 + 12α 2 + 16α 3 + 24α 4 + 20α 5 + 16α 6 + 12α 7 + 6α 8 , µ β 6 = 10α 1 + 16α 2 + 20α 3 + 30α 4 + 24α 5 + 18α 6 + 12α 7 + 6α 8 , µ β 7 = 14α 1 + 20α 2 + 28α 3 + 40α 4 + 32α 5 + 24α 6 + 16α 7 + 8α 8 , µ β 8 = 16α 1 + 24α 2 + 32α 3 + 48α 4 + 40α 5 + 30α 6 + 20α 7 + 10α 8 Φ = F 4 µ β 1 = 2α 1 + 3α 2 + 4α 3 + 2α 4 , µ β 2 = 2α 1 + 4α 2 + 6α 3 + 4α 4 , µ β 3 = 4α 1 + 8α 2 + 12α 3 + 6α 4 ,
Further, we also need to express the weights µ β i 's as linear combinations of roots from B (it is possible since µ β i ∈ ZB for all i). Such expressions are presented in the table below.
Remark 2.2. i) In fact, we will use Tables (3) , (4), (5) only for exceptional root systems, but for the reader's convenience we describe the weights µ β i for all irreducible root systems.
ii) Note that the correspondence between β i and µ β i is uniquely determined by the fact that
where · R , as usual, denotes the linear span over R. Furthermore, each β ∈ B occurs in µ β with coefficient 1. Note also that if β ∈ B ∩ ∆ then µ β is the unique weight in Table 5 in which expression β occurs. Our numeration of the weights µ β i here slightly differs from [Pa2], [Ig1] and [IP] . iii) Recall that {e * α , α ∈ Φ + } is the basis of n * dual to the basis {e α , α ∈ Φ + } of n. Put C × = C\{0},
and denote by X the union of all N -orbits in n * of elements of R. In fact, X is a single B-orbit in n * , and the N -orbits of two distinct point of R are disjoint. Kostant [Ko3, Theorems 1.1, 1.3] proved that X is a Zariski dense subset of n * , and for t ∈ R, up to scalar multiplication, for each β i ∈ B,
Clearly, r β i (β) is nothing but the coefficient at β in the expression of µ β i in Table (5) .
We fix the generators ξ β , β ∈ B, so that the formulas (6) are satisfied (without any additional scalars). For β ∈ B, we denote ∆ β = σ(ξ β ) ∈ Z(n). Explicit formulas for ξ β and ∆ β for classical root systems can be found in [IP, Subsection 2.1].
Definition 2.3. We call ∆ β (respectively, ξ β ), β ∈ B, the canonical generators of the algebra Z(n) (respectively, of the algebra Y (n)).
Centrally generated ideals
Let g, n, Φ, ∆, etc., be as in Section 2. A (two-sided) ideal J ⊂ U (n) is called primitive if J is the annihilator of a simple n-module. An ideal J is called centrally generated if J generated (as an ideal) by its intersection J ∩ Z(n) with the center Z(n) of U (n).
In the 1960s A. Kirillov, B. Kostant and J.-M. Souriau discovered that the orbits of the coadjoint action play a crucial role in the representation theory of B and N (see, e.g., [Ki1] , [Ki2] ). Works of J. Dixmier, M. Duflo, M. Vergne, O. Mathieu, N. Conze and R. Rentschler led to the result that the orbit method provides a nice description of primitive ideals of the universal enveloping algebra of a nilpotent Lie algebra (in particular, of n). Below we briefly recall this description.
To any linear form λ ∈ n * one can assign a bilinear form β λ on n by putting β λ (x, y) = λ([x, y]). A subalgebra p ⊆ n is a polarization of n at λ if it is a maximal β λ -isotropic subspace. By [Ve] , such a subalgebra always exists. Let p be a polarization of n at λ, and W be the one-dimensional representation of p defined by x → λ(x). Then the annihilator J(λ) = Ann U (n) V of the induced representation V = U (n) ⊗ U (p) W is a primitive two-sided ideal of U (n). It turns out that J(λ) depends only on λ and not on the choice of polarization. Further, J(λ) = J(µ) if and only if the coadjoint N -orbits of λ and µ coincide. Finally, the Dixmier map
induces a homeomorphism between n * /N and Prim U (n), where the latter set is endowed with the Jacobson topology. (See [Di2] , [Di4] , [BGR] for the details.) In addition, it is well known that the following conditions on an ideal J ⊂ U (n) are equivalent [Di4, Proposition 4.7.4, Theorem 4.7.9]: i) J is primitive; ii) J is maximal;
iii) the center of U (n)/J is trivial; iv) U (n)/J is isomorphic to a Weyl algebra of finitely many variables.
(7)
Recall that the Weyl algebra A s of 2s variables is the unital associative algebra with generators p i , q i for 1 ≤ i ≤ s, and relations
Furthermore, in conditions (7) we have U (n)/J ∼ = A s where s equals one half of the dimension of the coadjoint N -orbit of λ, given that J = J(λ).
Definition 3.1. To a map ξ : B → C we assign the linear form f ξ = β∈B ξ(β)e * β ∈ n * . We call a form f ξ a Kostant form if ξ(β) = 0 for any β ∈ B \ ∆.
Let V be a simple n-module and J = Ann U (n) V be the corresponding primitive ideal of U (n). By a version of Schur's Lemma [Di1] , each central element of U (n) acts on V as a scalar operator. Given β ∈ B, let c β be the scalar corresponding to ∆ β . We denote by J c the ideal of U (n) generated by all ∆ β − c β , β ∈ B. Clearly, J c ⊆ J. Further, since Z(n) is a polynomial ring and the center of U (n)/J is trivial, J is centrally generated if and only if J = J c .
The following result was proved in [IP, Theorem 3 .1] and [Ig1, Theorem 2.4].
The main result of the paper is to prove that this is also true for exceptional root systems, see Theorem 5.1 in Section 5. One of the key ingredients in the proof of Theorem 3.2 was to check that if condition (ii) is satisfied then J c is primitive. To do this for A n−1 and C n , in [IP] an explicit set of generators of the quotient algebra U (n)/J c was constructed. It turns out that these generators satisfy (up to scalars) the defining relations of the Weyl algebra A s for s = |Φ + \ B|/2. Since A s is simple and, as one can check, J = U (n), we conclude that U (n)/J c ∼ = A s , and, consequently, J c is primitive. On the other hand, for B n and D n , in [Ig1] an explicit set of generators for U (n)/J was constructed a posteriori (see [Ig1, Theorem 2.9]), while primitivity of J c was established by another argument. In this section we modify the idea from [Ig1, Proposition 2.5] to check that J c is primitive if c β = 0 for β ∈ B \ ∆ for exceptional types.
To do this, we need some additional notation. From now on an to the end of this section we assume that Φ is an irreducible root system of exceptional type, i.e., Φ = E 6 , E 7 , E 8 , F 4 or G 2 . Recall that β 1 is the maximal root with respect to the natural order on Φ. It is obvious that (α, β 1 ) ≥ 0 for all α ∈ Φ + . We put Φ = {α ∈ Φ | (α, β 1 ) = 0} and
Then n is a Lie subalgebra of n isomorphic to the nilradical of the Borel subalgebra b = g ∩ b of the simple Lie algebra g with the root system Φ, where g is the subalgebra of g generated by the root vectors e α , α ∈ Φ.
On the other hand, k is an ideal of n isomorphic to the Heisenberg Lie algebra hei s , where 
Given c 1 ∈ C × , denote by J 1 the ideal of U (k) generated by e β 1 − c 1 , then, clearly, U (k)/J 1 ∼ = A s . Since k is an ideal of the Lie algebra n, given x ∈ n, one can consider ad x as a derivation of k. Since e β 1 − c 1 is a central element of U (n), one has ad x (J 1 ) ⊆ J 1 , so ad x can be considered as a derivation of A s . It is well known (see, e.g., [Di4, 10.1.1-10.1.4]) that there exist the unique element θ(x) ∈ A s such that ad x (y) = [θ(x), y] for all y ∈ A s , and θ : n → A s is a morphism of Lie algebras. Furthermore, there exists the unique epimorphism of associative algebras r : U (n) ։ U ( n)⊗A s such that r(y) = 1⊗y for y ∈ k and r(x) = x ⊗ 1 + 1 ⊗ θ(x) for x ∈ n. Here a is the image of an element a ∈ U (k) under the canonical projection U (k) ։ U (k)/J 1 ∼ = A s . It turns out that the kernel of the epimorphism r coincides with the ideal J 0 of U (n) generated by e β 1 − c 1 [Di4, Lemma 10.1.5].
Proposition 3.3. Let J c be the ideal of U (n) generated by ∆ β −c β , β ∈ B, with c β = 0 for β ∈ B\∆. Then J c is primitive.
Proof.
Note that B is the Kostant cascade of Φ. Denote by ∆ β , β ∈ Φ, the set of canonical generators of Z( n). Our first goal is to check that, up to nonzero scalar, r(∆ β ) coincides with ∆ β ⊗ 1 for all β ∈ B.
To check this fact, we will use Tables (3) , (4), (5). Pick a root β ∈ B. Since r is surjective, r(∆ β ) is central in of U ( n) ⊗ A s . The center of this algebra has the form Z( n) ⊗ C, so in fact r(∆ β ) ∈ Z( n) ⊗ C. Denote h = g∩h, then h is a Cartan subalgebra of g and b = h⊕ n as vector spaces. By [Ko2, Theorem 6] (see also [Jo1, Lemma 4.4]), Z(n) (respectively, Z( n)) is a direct sum of 1-dimensional weight spaces of h (respectively, of h) with respect to the adjoint action of the corresponding Cartan subalgebras. Since [h, e β 1 ] = 0 for all h ∈ h, the algebra h naturally acts on A s , and so on U ( n) ⊗ A s . We define the result of this action by h.x, h ∈ h, x ∈ U ( n) ⊗ A s . Hence it is enough to check that, given β ∈ B, r(∆ β ) is a nonzero h-weight element of weight µ β = µ β − r β (β 1 )β 1 .
To prove that r(∆ β ) is an h-weight element of weight µ β , denote the result of the natural (adjoint) action of h on U (n) by h · x, h ∈ h, x ∈ U (n). As above, since h · e β 1 = 0, the algebra h naturally acts on U (n)/J 0 by the formula h · r(x) = r(h · x). We claim that this action coincides with the action of h on U ( n) ⊗ A s defined above, i.e., that h.
as required. On the other hand, if e α ∈ n for some root α ∈ Φ + , then, by [Jo1, Subsection 4.8], θ(e α ) is a linear combination of elements of the form e α+γ e β 1 −γ , γ ∈ Φ + \ Φ + (i.e., (γ,
because β 1 ( h e ) = 0. Thus, we obtain
It remains to note that
To show that r(∆ β ) = 0, recall that the kernel of r is J 0 . If ∆ β ∈ J 0 (i.e., if ∆ β = (e β 1 − c β 1 )a for some a ∈ U (n)), then, clearly, a ∈ Z(n). But this contradicts the fact that ∆ β and ∆ β 1 are algebraically independent, because, as one can deduce from [Pa2], ∆ β 1 = e β 1 for all irreducible root systems.
So, given β ∈ B, there exists the unique
is not a simple root of Φ + . Now we will use the induction on rk Φ to prove that J c is primitive. The base (i.e., the case of classical Φ of low rank) immediately follows from [IP, Theorem 3.1] and [Ig1, Theorem 2.4]. Denote by J c the ideal of U ( n) generated by ∆ β − c β , β ∈ B. By the inductive assumption, J c is a primitive ideal of U ( n), so U ( n)/ J c ∼ = A t for certain t. We conclude that
Thus, J c is primitive. The proof is complete.
Distinct coadjoint orbits
Recall that, given a primitive ideal J in U (n), there exist the unique scalars c β ∈ C such that ∆ β − c β ∈ J for all β ∈ B. To prove our main result, Theorem 5.1, we need to check that if J is centrally generated then c β = 0 for β ∈ B \ ∆. To do this, we will prove that certain coadjoint N -orbits on n * are distinct.
Namely, let D be a subset of Φ + . To each map ξ : D → C × one can assign the linear form
Denote . But for exceptional types this is not an immediate consequence of the result for A n−1 . In this section, we prove that if ξ 1 = ξ 2 then Ω D,ξ 1 and Ω D,ξ 2 are distinct for some particular orthogonal subsets D and some particular maps ξ 1 , ξ 2 , which will be used in the next section in the proof of our main result.
To do this, we need to introduce the notion of singular roots.
Definition 4.1. Let β, α be positive roots. We say that α is β-singular (or singular for β) if there exists γ ∈ Φ + such that β = α + γ. The set of all β-singular roots is denoted by S(β).
Note that if Φ is irreducible and simple-laced (i.e., if all roots in Φ have the same length) then, given β > α, α is β-singular if and only if (α, β) > 0. It turns out that if D is an orthogonal subset of Φ + , ξ is a map from D to C × , and β, β ′ ∈ D are such that
Proposition 4.2. Let Φ be an irreducible root system, and D be a subset of Φ + such that if β 1 , β 2 ∈ D then β 1 / ∈ S(β 2 ). Let β 0 be a root in D, ξ 1 and ξ 2 be maps from D to C × for which ξ 1 (β 0 ) = ξ 2 (β 0 ). Assume that there exists a simple root α 0 ∈ ∆ satisfying (α 0 , β 0 ) = 0 and
Proof. As usual, given a vector space V , we denote by gl(V ) the Lie algebra of all linear operators on V . Denote by ad : g → gl(g) be the adjoint representation of the Lie algebra g, i.e., ad(x) = ad x . It is well known that the adjoint representation is exact, so ad(g) and g are isomorphic as Lie algebras. Let rk Φ = n. To each simple root α i , 1 ≤ i ≤ n, one can assign the unique element
Recall that {e α , α ∈ Φ + } is a basis of n. It can be uniquely extended to the Chevalley basis {e α , α ∈ Φ + } ∪ {h α i , 1 ≤ i ≤ n} ∪ {e −α , α ∈ Φ + } of g. We fix a total order ≤ t on this basis such that e α < t h α i < t e −β for all α, β ∈ Φ + , 1 ≤ i ≤ n, and e α < t e β if α, β ∈ Φ and α > β. This identifies gl(g) with the Lie algebra gl dim g (C), and ad(n) with a subalgebra of the Lie algebra u of all upper-triangular matrices from gl dim g (C) with zeroes on the diagonal.
Let GL(V ) be the group of all invertible linear operators on a vector space V . Since we fixed a basis in g, the group GL(g) is identified with the group GL dim g (C), and exp ad(n) ∼ = N is identified with a subgroup of the group U of all upper-triangular matrices from GL dim g (C) with 1's on the diagonal. Furthermore, using the Killing form on g and the trace form on gl(g), one can identify n * with the space n − = e −α , α ∈ Φ + C and u * with the space u − = u T , where the superscript T denote the transposed matrix. Under all these identifications, it is enough to check that the coadjoint U -orbits of the linear forms f D,ξ 1 and f D,ξ 2 are distinct. Here, given a map ξ : D → C × , we denote by f D,ξ the matrix
To do this, we will study the matrix f = f D,ξ in more details. The rows and the columns of matrices from gl(g) are now indexed by the elements of the Chevalley basis fixed above. Given a matrix x from gl(g) and two basis elements a, b, we will denote by x a,b the entry of x lying in the ath row and the bth column. Since
One may assume without loss of generality that
for all α i = α 0 . We claim that f hα 0 ,eα = f e −γ ,e β 0 = 0 for all e α < t e β 0 and all e −γ , α, γ ∈ Φ + .
Indeed, if α / ∈ D then, evidently, f hα 0 ,eα = 0. If α = β ∈ D and e β < t e β 0 then β ≮ β 0 , hence
On the other hand, if f e −γ ,e β 0 = 0 for some γ ∈ Φ + then β 0 = β − γ. This contradicts the condition β 0 / ∈ S(β).
Thus, ( f D,ξ 1 ) hα 0 ,eα and ( f D,ξ 2 ) hα 0 ,eα are different nonzero scalars, and (8) is satisfied both for f = f D,ξ 1 and for f = f D,ξ 2 . Now it follows immediately from the proof of [An, Proposition 3 ] that the coadjoint U -orbits of these matrices are distinct, and, consequently, Ω D,ξ 1 = Ω D,ξ 2 , as required. Now, for exceptional Φ, we present a list of certain subsets D ⊂ Φ + . To each D from this list we assign its subset D ′ ⊂ D. Using Proposition 4.2, we will show that if ξ 1 and ξ 2 are two maps from D to C × such that ξ 1 (β 0 ) = ξ 2 (β 0 ) for some root β 0 ∈ D ′ then Ω D,ξ 1 = Ω D,ξ 2 , see Proposition 4.3 below. We will consider all exceptional root systems subsequently. For brevity, we use the following short notation. If β = n i=1 m i α i ∈ D then we write m 1 . . . m n instead of β (our numeration of simple roots is as in (1)). Below one can find the table for the root system E 6 . All other tables are presented at the end of the paper (see Appendix A). Note that in all cases, except cases 11, 12 and 14 for F 4 , D is an orthogonal subset of Φ, while in cases 11, 12, 14 for F 4 all inner products of distinct roots from D are non-positive. Note also that all these subsets are linearly independent.
List of the subsets D and 
001100, 000110
Proposition 4.3. Let Φ be an irreducible root system of exceptional type, and D ⊂ Φ + be an subset from the list above or from one of the lists in Appendix A. Let ξ 1 , ξ 2 be maps from D to C × . Assume that there exists a root
Proof. Accordingly to Proposition 4.2, it is enough to check that there exists a simple root α 0 such that (α 0 , β 0 ) = 0 and (α 0 , β) = 0 for all β ∈ D \ D ′ (one can pick β 0 to be maximal among all roots from D ′ which are non-orthogonal to α 0 ). This can be done straightforward case-by-case for all subsets D.
For example, consider case 10 for Φ = E 6 . Here
One can immediately check that β 0 = α 3 + α 4 and α 0 = α 4 satisfy all the conditions of Proposition 4.2, hence Ω D,ξ 1 = Ω D,ξ 2 . All other cases can be considered similarly.
Proof of the main result
We are now ready to formulate and, using the previous sections, prove our main result, Theorem 5.1 (cf. Theorem 3.2). Note that each element of S(n) can be considered as a polynomial function on n * via the natural isomorphism (n * ) * ∼ = n.
Theorem 5.1. Suppose Φ is an irreducible root system of exceptional type, i.e., Φ = E 6 , E 7 , E 8 , F 4 or G 2 . The following conditions on a primitive ideal J ⊂ U (n) are equivalent : i) J is centrally generated;
ii) the scalars c β , β ∈ B \ ∆, are nonzero;
If these conditions are satisfied, then the map ξ can be reconstructed by J. Proof.
(ii) =⇒ (iii). Recall that each two N -orbits of distinct linear form from
are disjoint, and the union X of all such orbits is an open dense subset of n * ; in fact, X is a single B-orbit. Given β i ∈ B and t ∈ R, one has
, where
see Remark 2.2 (iii). Furthermore, from Remark 2.2 (i), (ii) we see that actually
We claim that there exists the unique map ξ : B → C × such that ξ(β) = 0 for β ∈ B \ ∆ and the Kostant form f ξ satisfies ξ β i (f ξ ) = c β for all β i ∈ B. Indeed, since
belongs to R, the Zariski closure of R in n * , we obtain that
for all i from 1 to m. Since ξ β 1 = e β 1 , we must set ξ(β 1 ) = c β 1 . Now, assume that i > 1 and that ξ β j is already defined for all j < i so that ξ β j (f ξ ) = c β j . Then one can put ξ(β i ) to be equal to c β i j<i ξ(β j ) −r β i (β j ) , so that ξ β i (f ξ ) = c β i , as required. Note that, accordingly to Remark 2.2 (i), if ξ(β j ) = 0 for some j < i then β j ∈ B ∩ ∆, and, consequently, r β i (β j ) = 0. Thus, β j does not actually occurs in the expression of µ β i and we do not divide by zero in the definition of ξ(β i ). Now, let ξ : D → C × be such that ξ(β i )(f ξ ) = c β i for all i. Then, by [Di4, 6.6.9 (c)], J(f ξ ) contains ∆ β i −c β i for all i, hence J(f ξ ) contains the centrally generated ideal J c , which is generated by definition by all ∆ β i − c β i , 1 ≤ i ≤ m. But, thanks to Proposition 3.3, J c is primitive. Thus, both J(f ξ ) and J c are primitive (and so maximal), hence J(f ξ ) = J c .
(iii) =⇒ (i). Again by [Di4, 6.6.9 (c)],
for all β i ∈ B, hence c β i = 0 for β i ∈ B \ ∆. Both J and J(f ξ ) contain the centrally generated ideal J c , and condition (ii) is satisfied, so J c is primitive and J = J c = J(f ξ ), as required.
(i) =⇒ (ii). This is the most interesting and the most complicated part of the proof. Let J be a centrally generated primitive ideal of U (n). Denote by c the m-tuple c = (c β 1 , . . . , c βm ) and assume that c β i = 0 for some β i ∈ B \ ∆. To such an m-tuple we assign a subset D ⊂ Φ + from the previous section. Namely, the correspondence between the m-tuples and the subsets is as follows. (We numerate the subsets as in the tables in Section 4 and in Appendix A. Below we present the table
is well-defined and nonzero for all
Here, given x ∈ C × , we denote by η(x) the map from
To construct such a map η, we firstly note that if c β i = 0 then the weight µ β i can be uniquely expressed as a Z ≥0 -linear combination of the roots from D, i.e., there exist unique a γ,
Indeed, the uniqueness follows from the linear independence of D, while the existence can be checked directly. For instance, if the root system Φ is of type E 6 and D = {γ 1 = α 2 , γ 2 = α 2 + α 3 + 2α 4 + α 5 , γ 3 = α 1 + α 2 + α 3 + 2α 4 + α 5 + α 6 , γ 4 = α 1 + α 2 + 2α 3 + 2α 4 + 2α 5 + α 6 } is the 8th subset from the table above then µ β 2 = γ 3 + γ 4 , µ β 3 = γ 2 + γ 3 + 2γ 4 , µ β 4 = 2γ 2 + 2γ 3 + 2γ 4 . This means that, given a map ξ : D → C × , the value of at most one monomial of ξ β i at the linear form f D,ξ is non-zero (precisely, of the monomial e D = γ∈D e a γ,β i γ ). Note, however, that a priori we do not know that the monomial e D in fact occurs in ξ β i .
To check that e D really occurs in ξ β i , we consider the subset
(Actually, β 1 ∈ D if and only if c β 1 = 0.) Given a map ξ : D → C × , we consider a map ξ 1 : D 1 → C × such that ξ 1 (γ) = ξ(γ) for γ ∈ D, and the linear form
. Clearly, e D (f D,ξ ) = e D (f 1 ). On the other hand, one can easily check that the condition f 1 (e β 1 ) = 0 implies that there exists a linear form λ in the coadjoint N -orbit of f 1 such that λ(e β ) = 0 for all β ∈ B. By Remark 2.2 (iii), e B = β∈B e r β i (β) β enters ξ β i with coefficient 1, and e B (λ) = 0. But λ = g.f 1 for a certain g ∈ N , where g.f 1 denotes the result of the coadjoint action of N on n * . The adjoint action of N on the algebra S(n) has the form (z.s)(µ) = s(z −1 .µ), z ∈ N , s ∈ S(n), µ ∈ n * . We see that (g −1 .e B )(f 1 ) = e B (λ) = 0. But ξ β i in N -invariant, so the monomial g −1 .e B really occurs in ξ β (with coefficient 1). Thus, the latter monomial coincides with c i D e D for certain c i D ∈ C × .
Next, we note that the (affine) solution space for the system of linear equations
is at least one-dimensional for all possible b i ∈ C. Indeed, k = |D| is in fact not less than the number of non-zero scalars in c plus one, so this system on k variables contains at most (k−1) equations. It follows from Panov's description of the weights µ β i [Pa2, p. 8] that the equations are linearly independent, and the rank of the system is at most (k − 1). Hence the solution space is at least one-dimensional, as required. Note that D ′ is exactly the set of roots γ ∈ D for which the solution space is not orthogonal to the axis y γ . We are ready to construct a map η satisfying the above conditions. Assume that such a map is already constructed. Then, given x ∈ C × , one has (Here, given a ∈ C, we denote by a 1/2 a complex number such that (a 1/2 ) 2 = a.) Another example: if Φ = E 6 and D = {γ 1 = α 3 +α 4 +α 5 +α 6 , γ 2 = α 1 +2α 2 +2α 3 +3α 4 +2α 5 +α 6 , γ 3 = α 1 +α 3 +α 4 +α 5 } is the 11th subset from the table, then D ′ = {γ 1 , γ 3 } and
In general, let η : D → C(x) be a map satisfying conditions (i), (ii), (iii). Since ξ β i (f D,η(x) ) = c β i for all i, one has J ⊂ J(f D,η(x) ) for all x ∈ C × . But both J and J(f D,η(x) ) are maximal, hence
Finally, if conditions (i)-(iii) are satisfied then formula (9) and the equality ∆ β 1 = e β 1 together imply that the map ξ can be reconstructed by J. The proof is complete.
As an immediate corollary, we obtain that a similar result is true for all (probably, reducible) root systems.
Theorem 5.2. Let Φ be an arbitrary root system. The following conditions on a primitive ideal J ⊂ U (n) are equivalent : i) J is centrally generated;
If these conditions are satisfied, then the map ξ can be reconstructed by J.
Proof. Let Φ i , 1 ≤ i ≤ k, be the irreducible components of the root system Φ, and n = k i=1 n k be the corresponding division of n into a direct sum of its nilpotent ideals, then U (n) = U (n 1 )⊗. . .⊗U (n k ) as associative algebras.
(ii) =⇒ (iii).
. Since c β = 0 for β ∈ B i \ ∆ i , Theorem 5.1, [IP, Theorem 3 .1] and [Ig1, Theorem 2.4] imply that J i is a primitive ideal of U (n i ). Furthermore, for each i, there exists a map ξ i : B i → C such that f ξ i is a Kostant form on n i and J i = J(f ξ i ). Define ξ to be a map from B to C such that ξ(β) = ξ i (β) for β ∈ B i , then f ξ is a Kostant form on n. Now, let J c be, as above, the ideal of U (n) generated by ∆ β − c β , β ∈ B. Then J c is contained both in J and in J(f ξ ). But the quotient algebra U (n i )/J i is isomorphic to the Weyl algebra A s i for certain s i ≥ 1. Thus, (in n * a ) are distinct. One the other hand, if i ∈ {1, . . . , k} \ A then c β = 0 for all β ∈ B i \ ∆ i , hence, as above, J ∩ U (n i ) = J(f ξ i ) for a certain map ξ i : D → C (in other words, f ξ i is a Kostant form on n i and ξ β (f ξ i ) = c β for all β ∈ B i ). Clearly, if f ∈ n * is a linear form on n and f j is its restriction to n j ,
where Ω f (respectively, Ω f j ) is the coadjoint orbit of the form f in n * (respectively, of the form f j in n * j ). Now, put
and define ξ j : D → C, j = 1, 2, by the rule
Put f j = f D,ξ j for j = 1, 2, then
where Ω ξ i is the coadjoint orbit of the Kostant form f ξ i in n * i . Since Ω Da,ξ 1 a = Ω Da,ξ 2 a for at least one a ∈ A, one has Ω f 1 = Ω f 2 , so J(f 1 ) = J(f 2 ). At the same time, both of these maximal ideals contain the maximal ideal J, a contradiction.
Finally, if conditions (i)-(iii) are satisfied then the map ξ can be reconstructed by J, because the restriction of ξ to B i can be reconstructed by J i for all i. The proof is complete. 
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