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Abstract
This paper is concerned with the second Loewy layer of the projective cover of an irreducible
KG-module U , where K is a 5eld of prime characteristic p and G a 5nite group such that p||G|.
We use elementary cohomological techniques to obtain under certain circumstances a short exact
sequence and to relate this second Loewy layer to the set of p-chief factors of the group G.
In particular, our results apply if the module U is a projective KG=CG(U )-module. c© 2001
Elsevier Science B.V. All rights reserved.
MSC: 20C20; 20J05; 20J06
0. Introduction
We denote a complete set of representatives of the isomorphism classes of irre-
ducible KG-modules by Irr(G;K) and the Jacobson ideal of KG by J = J (KG).
PG(U ) denotes the projective cover of a KG-module U .
A celebrated theorem of Gasch>utz relates PG(K)J=PG(K)J 2, where K denotes the
trivial module, to the set of complemented chief factors of G if G is a p-solvable
group. This relation can be generalized to any group (see [9,10]) and be expressed
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in cohomological terms. Stammbach [8] and Lafuente [5] have used cohomological
techniques to relate PG(U )J=PG(U )J 2 to the set of chief factors of G for any U ∈
Irr(G;K), as we do in this paper.
Our results apply to p-chief factors which are Frattini in G but complemented in
the centralizer of U , note that these, together with the non-abelian chief factors, were
the cases left in [6]. In Theorems 1.4 and 1.6 we obtain, under certain circumstances,
a short exact sequence from the inJaction–restriction sequence. In Section 2, we prove
that our conditions hold if U is a projective KG=CG(U )-module and as a consequence
we obtain the way a p-chief factor inJuences PG(U )J=PG(U )J 2. This allows us to
determine that, in this case, CG(PG(U )=PG(U )J 2) = p(N ) (Corollary 2.3), achieving
therefore the lower bound that for this centralizer had been given by Lafuente and
Stammbach (see [5,8]). Finally, in the last section, we construct an example to illustrate
some of the diKerent possibilities that may occur.
We use the following notation introduced in [6]. For any H E qG, H (V ) = {X ∈
Irr(H;K);X |V↓H}. Let X ∈ Irr(H;K), we write CG(X )= coreG CH (X ) and DG(X )=
coreG DH (X ), where CH (X )=DH (X ) is the X -crown of H . Let U , V ∈ Irr(G;K), N =
CG(U ). We de5ne
DG(U; V ) =
⋂
{CG(E);E extension of U by V};
EG(X;U ) =
⋂
{DG(U; V );V∈Irr(G;K) and X∈N (V )}:
1. A short exact sequence
Lemma 1.1. Let U; V KG-modules; L E qG. If L acts trivially on U; then
U ⊗ Hn(L; V ) ∼=G Hn(L; U ⊗ V ):
Proof. Let P : · · ·P(n) → · · · → P(2) → P(1) be a reduced projective resolution of KL.
By [3, VII, (8:8)] and since L ≤ CG(U ),
Hn(L; U ⊗ V ) = Coker(HomKL(P(n); U ⊗ V )→ HomKL(P(n+1); U ⊗ V ))
∼=G U ⊗ Coker(HomKL(P(n); V )→ HomKL(P(n+1); V ))
= U ⊗ Hn(L; V ):
Remark 1.2. For n= 1, the isomorphism can be written as
u ∈ U; d ∈ Der(L; V ); x ∈ L; x(u⊗ d)= u⊗ xd:
Lemma 1.3. Let V ∈ Irr(G;K); N E qG and X ∈ N (V ). Then
H1(N=DG(X ); V ) ∼=G H1(N; V ):
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Proof. By Lafuente [5, (5:2)], H1(N=DG(X ); Xgi) ∼= H1(N=DN (Xgi); Xgi) ∼= H1(N; Xgi).
Consider the inJaction monomorphism and use the CliKord Theorem. It suOces then
to count dimensions.
Theorem 1.4. Let U; V ∈ Irr(G;K); N = CG(U ); X ∈ N (V ) and H E qG such that
H ≤ N ∩ CG(V ). Assume
Ext1KG=N (U;H
1(N=H; V )) = 0;
H2(G=N; (U ∗ ⊗ V )N ) = 0:
Then the in4action–restriction sequence is a short exact sequence of EndKG(V )-
modules
0→ Ext1KG=H (U; V )→ Ext1KG(U; V )→ HomKG((H=H ∩ DG(X ))K; U ∗ ⊗ V )→ 0:
Proof. By (1:3) Ext1KG=N (U;H
1(N=H1DG(X ); V )) ∼= Ext1KG=N (U;H1(N=H; V )). Applying
[6, (2:3)(b)] and [6, (2:5)] to G and G=H we obtain
Ext1KG=HDG(X )(U; V )
∼= Ext1KG=H (U; V );
Ext1KG=DG(X )(U; V )
∼= Ext1KG(U; V ):
So we may assume DG(X ) = 1. Consider the inJaction–restriction sequence associated
to the group extension H  G  G=H and the KG-module U ∗⊗V . We aim to show
that resGH is an epimorphism
0→ H1(G=H;U ∗ ⊗ V )→ H1(G;U ∗ ⊗ V )
resGH−−−→HomKG(HK; U ∗ ⊗ V ): (1)
Since 1 = DG(X ) ≤ H ≤ CG(X ), H  N  N=H is an split extension of groups and
H is p-elementary abelian. Moreover, H ≤ N ∩CG(V )=CN (U ∗⊗V ). Using [6, (3:1)]
we obtain the following short exact sequence:
0→ H1(N=H;U ∗ ⊗ V )→ H1(N;U ∗ ⊗ V )
resNH−−−→HomKN (HK; U ∗ ⊗ V )→ 0:
Note that the morphisms in this sequence are KG-morphisms. Then, by Hilton and
Stammbach [2, VI], we may consider the associated long exact cohomology sequence
for the group G=N . Note that H1(G=N;H1(N=H;U ∗⊗V )) ∼= Ext1KG=N (U;H1(N=H; V ))=0
by the 5rst hypothesis and (1:1), whence,
0→ H1(N=H;U ∗ ⊗ V )G → H1(N;U ∗ ⊗ V )G
resNH−−−→HomKG(HK; U ∗ ⊗ V )→ 0:
(2)
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We have the following commutative diagram which arrows and columns are exact.
Note that the exactness of (3) follows from the second assumption.
Since resNH and res
G
N are epimorphisms, this diagram yields the result.
Remark 1.5. Let Ep;q2 = H
p(G=N;Hq(N=H;U ∗ ⊗ V )) be the Lyndon spectral sequence
associated to the group extension N=H  G=H  G=N and the module U ∗⊗V [7, XI,
1; 10] and let d2 be the morphism such that d
0;1
2 :E
0;1
2 → E2;02 and d1;12 :E1;12 → E3;02 .
Then, the theorem remains true if we change the two main hypothesis for
Ker d1;12 = 0;
Im d0;12 = E
2;0
2 :
Proof. By MacLane [7, XI, (10:1)], Ep;q2 ⇒p H
p+q(G=H;U ∗ ⊗ V ) so there exists a co-
5ltration of H2(G=H;U ∗ ⊗ V ) which factors are, from up to down, E0;2∞ ; E1;1∞ and E2;0∞ .
By hypothesis, E1;1∞ = Ker d
1;1
2 = 0 and E
2;0
∞ = Coker d
0;1
2 = 0. Thus, the restriction
H2(G=H;U ∗ ⊗ V ) → E0;22 = H2(N=H;U ∗ ⊗ V )G is a monomorphism. Let  be its
composition with H2(N=H;U ∗ ⊗ V )G → H2(N=H;U ∗ ⊗ V ). We have a commutative
diagram
· · · → H1(N;U ∗ ⊗ V ) → HomKN (HK; U ∗ ⊗ V ) → H2(N=H;U ∗ ⊗ V );


· · · → H1(G;U ∗ ⊗ V ) → HomKG(HK; U ∗ ⊗ V ) → H2(G=H;U ∗ ⊗ V ):
By Lafuente and Mart*+nez-P*erez [6, (3:1)],  is the zero morphism and since  is
monomorphism, we obtain the short exact sequence of the theorem.
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Theorem 1.6. Let U; V ∈ Irr(G;K); N = CG(U ); X ∈ N (V ) and H E qG such that
H ≤ N ∩ CG(V ). Assume H2(G=N; (U ∗ ⊗ V )N ) = 0 and the following short exact
sequence of KG-modules (obtained by [6; (3:1)]) splits:
0→ H1(N=H; V )→ H1(N; V )→ HomKN ((H=DG(X ))K; V )→ 0:
Then the in4action–restriction sequence is a short exact sequence of EndKG(V )-
modules
0→ Ext1KG=H (U; V )→ Ext1KG(U; V )→ HomKG((H=H ∩ DG(X ))K; U ∗ ⊗ V )→ 0:
Proof. Tensoring the 5rst sequence by U ∗ and applying (1:1) we obtain the following
split exact sequence:
0→H1(N=H;U ∗⊗V )→H1(N;U ∗⊗V )→HomKN ((H=DG(X ))K; U ∗⊗V )→ 0:
Considering G-invariant submodules we obtain the short exact sequence (2) of the
proof of (1:4).
Lemma 1.7. Let U; V ∈ Irr(G;K); N = CG(U ); X ∈ N (V ) and C = CG(X ) = N ∩
CG(V ). Assume N is p-solvable; then
(a) H1(N=C; V ) = 0 and Ext1KN=C(U; V ) = 0.
(b) Let H E qG such that H ≤ C; then H1(N=H; V ) ∼=G ((C=HDG(X ))∗K ⊗ V )N .
Proof. (a) By Lafuente and Mart*+nez-P*erez [6, (1:4)], for any g ∈ G, H1(N=C; Xg) ∼=
H1(N=CN (Xg); Xg). Since N is p-solvable, both are zero. It suOces to use the CliKord
Theorem (note that (U ∗ ⊗ V )↓N∼=
⊕
dimKU V↓N ).
(b) By (1:3) we may assume DG(X ) = 1. Consider C=H  N=H  N=C. C=H is
p-elementary abelian complemented in N=H and C ≤ CG(V ). Therefore, we have a
s.e.s. of KG-modules:
0→ H1(N=C; V )→ H1(N=H; V )→ HomKN ((C=H)K; V )→ 0:
By (a) H1(N=H; V ) ∼=G HomKN ((C=H)K; V ) ∼=G ((C=H)∗K ⊗ V )N .
Lemma 1.8. Let U; V ∈ Irr(G;K); N = CG(U ). If N  CG(V ); then for any n;
Hn(G=N; (U ∗ ⊗ V )N ) = 0:
Proof. Since N  CG(V ) and N = CG(U ), (U ∗ ⊗ V )N = U ∗ ⊗ VN = 0. Therefore,
Hn(G=N; (U ∗ ⊗ V )N ) = 0:
2. The case when U is a projective KG=CG(U )-module.
Lemma 2.1. Let U; V ∈ Irr(G;K); N = CG(U ) and H E qG such that H ≤ N ∩
CG(V ). If U is KG=N -projective; then
Ext1KG=N (U;H
1(N=H; V )) = 0;
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H2(G=N; (U ∗ ⊗ V )N ) = 0:
Proof. For any KG=N -module W and any n, ExtnKG=N (U;W ) = 0. In particular,
Ext1KG=N (U;H
1(N=H; V )) = 0;
H2(G=N; (U ∗ ⊗ V )N ) ∼= H2(G=N;U ∗ ⊗ VN ) = Ext2KG=N (U; VN ) = 0:
Therefore, in this case, we may apply (1:4) and thus determine the subgroup EG(X;U ).
Theorem 2.2. Let U ∈ Irr(G;K); N=CG(U ) and X ∈ Irr(N;K). If U is KG=N -projec-
tive; then
EG(X;U ) = DG(X ):
Proof. We may assume DG(X ) = 1. Suppose DG(X )¡EG(X;U ). It is possible to
choose V such that X ∈ N (V ) and
HomKG((EG(X;U ))K ⊗ U; V ) ∼= HomKG((EG(X;U ))K; U ∗ ⊗ V ) = 0:
We may apply (1:4) with H = EG(X;U ) and obtain the following s.e.s.:
0→ Ext1KG=EG(X;U )(U; V )→ Ext1KG(U; V )→ HomKG((EG(X;U ))K; U ∗ ⊗ V )→ 0:
By Lafuente and Mart*+nez-P*erez [6, (2:3)(b)], this is a contradiction.
Corollary 2.3. Let U∈Irr(G;K) and N=CG(U ). Assume U is KG=N -projective; then
CG(PG(U )=PG(U )J 2) = p(N ):
Proof. Let L = PN (K)J (KN )=PN (K)J (KN )2. By Lafuente and Mart*+nez-P*erez [6,
(2:6)],
CG(PG(U )=PG(U )J 2) =
⋂
X |L
EG(X;U ) =
⋂
X |L
DG(X ) = p(N ):
Remark 2.4. It also follows from (2:2) that in this case we have equalities in
[6, (1:5)(c)] and [6, (1:6)(c)]. To see this, consider X ∈ C1(N;K). Then, EG(X;U ) =
DG(X )¡CG(X ) and therefore, for some irreducible V such that X ∈ N (V ), DG(U; V )
¡N ∩CG(V )=CG(X ) whence, V ∈ C1(U; V ) (this set was de5ned in [6] and also in
the next section). So we have
C1(N;K) = N (C1(G;U ));
Fap (N ) =
⋂
{CG(V );V ∈ C1(G;U )} ∩ N:
However, this is not true with regard to the inequalities [6, (1:5)(d)] and [6, (1:6)(d)]
(consider the example [6, (1:8)]).
The previous results allow us to determine, if U is G=CG(U )-projective, the inJuence
of the p-chief factors on the second Loewy layer of PG(U ).
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Proposition 2.5. Let U; V ∈ Irr(G;K); N = CG(U ) and H E qminG a p-group com-
plemented in N . Assume U is KG=N -projective; then
0→ Ext1KG=H (U; V )→ Ext1KG(U; V )→ HomKG(HK ⊗ U; V )→ 0
is a short exact sequence of EndKG(V )-modules. Furthermore; for some V ∈ Irr(G;K);
the last term is not zero.
Proof. H is a p-group, whence H ≤ N and H ≤ CG(V ). Let X ∈ N (V ). By (2:1),
we may apply (1:4) and obtain the following s. e. s.:
0→ Ext1KG=H (U; V )→ Ext1KG(U; V )→ HomKG((H=H ∩ DG(X ))K; U ∗ ⊗ V )→ 0:
Note that
• if X | (HK)↓N , DG(X )¡HDG(X ) whence H=H ∩ DG(X ) = H and
HomKG((H=H ∩ DG(X ))K; U ∗ ⊗ V ) ∼= HomKG(HK ⊗ U; V );
• if X | (HK)↓N , since H ≤ CG(X ), H ≤ DG(X ), and therefore,
HomKG((H=H ∩ DG(X ))K; U ∗ ⊗ V ) = 0 = HomKG(HK ⊗ U; V ):
In the next corolary, H (W ) stands for the head, that is, the biggest completely
reducible factor module, of the KG-module W .
Corollary 2.6. Let U ∈ Irr(G;K) and N = CG(U ). Assume U is KG=N -projective.
Consider the chief series of G obtained from 1 E qN E qG by re:nement and let
F1; : : : ; Ft be the set of p-factors that appear below N and are complemented in N .
Then
(a) If G is p-solvable;
PG(U )J=PG(U )J 2 ∼=
⊕
1≤i≤t
H(U ⊗ (Fi)K):
(b) In other case;
⊕
1≤i≤t
H(U ⊗ (Fi)K) |PG(U )J=PG(U )J 2:
Proof. Since dimEndKG(V ) Ext
1
KG(U; V )=multiplicity of V as composition factor of
PG(U )J=PG(U )J 2, it suOcices to use [6, (3:3)(a)] and (2:5).
3. An example
Next, we construct an example which shows that if we drop the two main hypothesis
from (1:4), the theorem fails to be true. We will consider two diKerent modules with
the same centralizer and study how a p-chief factor aKects the second Loewy layers of
the correspondent projective covers. It turns out that this factor provides a composition
factor in one case but nothing in the other. It is also possible to give p-solvable
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examples in these conditions (see [6]) but by means of this one we also want to show
that the inequalities given in [6, (1:5)(c)] and [6, (1:6)(c)] can be strict (and this can
only happen if the group is not p-solvable, by [6, (1:7)]).
We use the following notation (see [6]):
C(G;U ) = {V ∈ Irr(G;K); ExtKG(U; V ) = 0};
C1(G;U ) = {V ∈ C(G;U ); ∃! ∈ ExtKG(U; V ) such that
CG(!)¡CG(U ) ∩ CG(V )};
Fap (G) =
⋂
{CG(V );V ∈ C1(G;K)}:
Note that V ∈ C1(G;U ) if and only if there exists ! ∈ ExtKG(U; V ) such that, if we
put K = CG(U ) ∩ CG(V ), ! ∈ Ext1KG=K (U; V ).
To construct this example, we consider both representations of the symmetric groups
S5 and S6 in characteristic 2. Therefore, let K be an algebraically closed 5eld such that
charK= 2. The following facts are well known and can be shown using the Atlas of
Brauer Characters [4] and some elementary techniques:
KA5-modules: X0 X1 X2 X3
Dimensions: 1 2 2 4
KS5-modules: U0 U1 U2
1 4 4
U1↓A5∼= X1 ⊕ X2; X1↑S5∼= X2↑S5∼= U1;
U2↓A5∼= X3; X3↑S5∼= PS5 (U2);
(PA5 (X0))↑S5∼= PS5 (U0);
X3 ⊗ X3 ∼= X3 ⊕ PA5 (X0);
ExtKA5 (X1; X1) = ExtKA5 (X2; X2) = 0:
KA6-modules: Y0 Y1 Y2 Y3 Y4
Dimensions: 1 4 4 8 8
KS6-modules: W0 W1 W2 W3
1 4 4 16
W1↓A6∼= Y1; W2↓A6∼= Y2; W3↓A6∼= Y3 ⊕ Y4;
dimKH1(A6; Y1) = 1;
H2(A6; Y1) = 0:
Let E=Y1↑S6 and W =W1. Then, by [3, VII, (4:15)(b)]: E ∼= W↓A6↑S6∼= W ⊗KS6=A6.
Since S6=A6 ∼= C2, follows that KS6=A6 has composition factors W0; W0. Therefore,
there exists a short exact sequence
0→ W → E → W → 0:
Consider the 5rst terms of the associated long exact cohomology sequence
0→H0(S6; W )→ H0(S6; E)→ H0(S6; W )→ H1(S6; W )→ H1(S6; E)
→H1(S6; W )→ H2(S6; W )→ H2(S6; E):
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Now H0(S6; W )=WS6=ES6=H0(S6; E)=0. By the Eckmann–Shapiro Lemma [1,(2.8.4)],
we obtain H2(S6; E)=H2(A6; Y1)=0 and dimKH1(S6; E)=dimKH1(A6; Y1)=1, whence
dimKH1(S6; W ) = 0. So we have an exact sequence
0→ H1(S6; W )→ H1(S6; E)→ H1(S6; W )→ H2(S6; W )→ 0:
This yields H2(S6; W ) = 0. Note also that H2(A6; W↓A6 ) = 0.
The representation of G on W can be realized in the 5eld F2 = GF(2) (see [4]).
Let Wˆ be the only, up to isomporphism, F2S6-module such that (Wˆ )K ∼= W . Since
H2(S6; Wˆ ) = 0, Wˆ is a composition factor of the head of the Frattini module of S6
and there exists a Frattini extension of S6 by Wˆ , say K  T  S6 such that K ∼= Wˆ
and K is a Frattini factor of T . Let N be the normal subgroup of T of index 2 (and
therefore, N=K ∼= A6). Then, since H2(A6; Wˆ↓A6 ) = 0, K is complemented in N .
Let H = A5 and g ∈ S5, g ∈ H of order 2. Then S5 = [H ]〈g〉. Since T=N ∼= C2,
we have an epimorphism T → 〈g〉 which determines an action of T on H . Consider
the semidirect product G = [H ]T . Put also M =HK and L=MN =HN . Since N acts
trivially on H , follows that N E qG. Moreover, G=N ∼= S5, L=N ∼= A5, G=M ∼= S6 and
L=M ∼= A6.
K is a p-chief factor of G complemented in N and M but Frattini in G (note that,
if G=KZ and K ∩Z=1, the Dedekind’s identity yields T =T ∩KZ=K(T ∩Z), which
is a contradiction).
We also denote, respectively, by Xi, Ui, Yi and Wi the L=N , G=N , L=M and G=M
modules. Note that we may consider both the G=N - and G=M -modules as G-modules.
N is the centralizer of exactly two KG-modules: U1 and U2. We aim to determine
C1(G;Ui). Put Vi = Ui ⊗ W . Note that, by [3, VII, (9:14)], the modules Xi ⊗ Yj are
irreducible. We have (use [3, VII, (4:15)])
V2↓L∼= U2↓L ⊗W↓L∼= X3 ⊗ Y1;
U1 ⊗W ∼= X1↑G ⊗W ∼= (X1 ⊗W↓L)↑G∼= (X1 ⊗ Y1)↑G :
Thus, V2 is clearly irreducible and, since IG(X1⊗ Y1) = L, by the CliKord Theorem V1
is irreducible too.
Assume V ∈ C1(G;Ui). We have a short exact sequence
0→ Ext1KG=K (Ui; V )→ Ext1KG(Ui; V )→ HomKG(KK; U ∗i ⊗ V ): (∗)
Therefore,
0 = HomKG(KK; U ∗i ⊗ V ) ∼= HomKG(Ui ⊗ KK; V ) ∼= HomKG(Ui ⊗W;V ):
So V ∼= Ui ⊗W . Note that the third term of (*) is EndKG(Vi) ∼= K.
First, we consider U1. The following, which is well known, can be obtained using
[3, VII, (4:15)] and the Eckmann–Shapiro Lemma
Ext1KG=N (U1; U1)∼=H1(G=N;U ∗1 ⊗ U1) ∼= H1(G=N; X ∗1 ↑G ⊗U1)
∼=H1(G=N; (X ∗1 ⊗ U1↓N )↑G) ∼= H1(L=N; X ∗1 ⊗ (X1 ⊕ X2))
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∼=H1(L=N; X ∗1 ⊗ X1)⊕ H1(L=N; X ∗1 ⊗ X2)
∼=Ext1KL=N (X1; X1)⊕ Ext1KL=N (X1; X2) = 0:
So we have, by (1,1)
H1(N=K; V1) ∼= H1(N=K;U1 ⊗W ) ∼= H1(N=K;W )⊗ U1 ∼= U1
⇒ Ext1KG=N (U1;H1(N=K; V1)) ∼= Ext1KG=N (U1; U1) = 0:
It follows from CG(U1)=N  CG(W )=M , together with (1:8), that the hypothesis
of (1:4) hold for H = K . We obtain therefore the s.e.s.
0→ Ext1KG=K (U1; V1)→ Ext1KG(U1; V1)→ K→ 0:
Thus, the chief factor K provides exactly one more composition factor isomorphic to
V1 in the second Loewy layer of PG(U1), C1(G;U1) = {V1} and
⋂
{CG(V );V ∈ C1(G;U1) = CG(V1)} ∩ N = K ¡N = Fap (G) ∩ N:
However, the situation is totally diKerent with regard to U2. We may consider these
exact sequences of groups
N  G  G=N;
N=K  G=K  G=N:
Since (U ∗2 ⊗ V2)N , WN = 0, from the associated 5ve term sequences (see [7]) follows
H1(G;U ∗2 ⊗ V2) ∼= H1(N;U ∗2 ⊗ V2)G;
H1(G=K;U ∗2 ⊗ V2) ∼= H1(N=K;U ∗2 ⊗ V2)G=K ;
H1(G;W ) ∼= H1(N;W )G;
H1(G=K;W ) ∼= H1(N=K;W )G=K :
We also have K  N  N=K , where K is p-elementary abelian complemented in N
and K ≤ CG(W ), whence in this case we obtain a s.e.s.
0→ H1(N=K;W )→ H1(N;W )→ HomKN (KK; W )→ 0:
Since KK ∼= W , it yields dimKH1(N;W ) = 2.
But K is Frattini in G and, therefore, H1(G=K;W ) ∼= H1(G;W ). Thus, taking into
account the previous isomorphisms, we have
H1(N=K;W )G ∼= H1(N;W )G:
It means that H1(N;W ) is a non-spliting extension of K by K, so H1(N;W ) ∼= KL↑G.
Now, we can determine the terms of (*) using [3, VII, (4.15)],
H1(N;U ∗2 ⊗ V2)∼=G H1(N;U ∗2 ⊗ U2 ⊗W ) ∼=G H1(N;W )⊗ U2 ⊗ U ∗2
∼=G KL↑G ⊗U2 ⊗ U ∗2 ∼=G ((KL ⊗ U2↓L ⊗U ∗2 ↓L)↑G
∼=G (X3⊗X ∗3 )↑G∼=G (X3 ⊕ PL=N (KL))↑G∼=G PG=N (U2)⊕PG=N (K);
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and therefore,
Ext1KG(U2; V2)∼=H1(G;U ∗2 ⊗ V2) ∼= H1(N;U ∗2 ⊗ V2)G
∼= (PG=N (U2)⊕ PG=N (K))G ∼= K:
We deduce V2 ∈ C(G;U2). Taking into account (∗), either Ext1KG=K (U2; V2) ∼= K, or it
is zero. But by [3, VII, (8:6)] and (1:1) we have
Ext1KG=K (U2; V2)∼=H1(G=K;U ∗2 ⊗ V2) ∼= H1(N=K;U ∗2 ⊗ V2)G
∼=H1(N=K;U ∗2 ⊗ U2 ⊗W )G ∼= (H1(N=K;W )⊗ U2 ⊗ U ∗2 )G
∼= (U2 ⊗ U ∗2 )G = 0;
and this implies V2 ∈ C1(G;U2), whence
C1(G;U2) = ∅:
So the chief factor K does not aKect the second Loewy layer of PG(U2) and
Fap (N ) = K ¡
⋂
{CGZ ;Z ∈ C1(G;U2)} ∩ N = N:
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