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resumo 
 
 
Esta dissertação surge no contexto do processamento de sinais simbólicos 
com o objectivo específico de contribuir para o conhecimento da estrutura das 
sequências de DNA. 
A localização automática de genes foi um dos problemas biológicos que 
motivou o desenvolvimento deste trabalho. A compressão de sequências 
genéticas, quer para reduzir o espaço de armazenamento quer para obtenção 
de modelos das mesmas, foi outra das motivações. 
Com o objectivo de contribuir para melhorar uma das técnicas frequentemente 
usadas na localização automática de genes são comparadas metodologias de 
análise espectral para sequências simbólicas. Também se discute a validade 
de aplicação de metodologias de análise espectral às sequências simbólicas e 
apresenta-se um novo método baseada na função de autocorrelação 
simbólica. 
Uma característica que usualmente é tomada para identificação de genes é o 
tamanho da risca espectral que reflecte a periodicidade de período três. 
Apresenta-se um algoritmo rápido baseado em contadores de símbolos para 
cálculo de  várias riscas espectrais, e em particular da risca de período três. 
São também enunciadas e analisadas propriedades associadas ao tamanho 
de algumas riscas e à redundância espectral. 
Por último, desenvolve-se uma técnica para compressão de sequências 
genéticas baseada num modelo de três estados. Em regiões codificantes do 
DNA esta técnica leva em geral a melhores resultados do que as actuais 
técnicas de compressão. 
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abstract 
 
This dissertation addresses the problem of processing sequences of symbols,
and has the specific aim of contributing to the analysis and modeling of DNA 
sequences.  
This work was partly motivated by the problem of automatic gene location.
Another motivation was the compression of genetic sequences, both for the 
purpose of reducing the required storage and for determining good DNA 
models.  
The main methodologies of spectral analysis of symbolic sequences are 
compared. The application of spectral analysis methods to the symbolic 
sequences is discussed and a new method based on the symbolic 
autocorrelation function is presented.  
One feature that is often used in gene identification is the size of the Fourier 
coefficient that reflects periodicity of period three. A fast algorithm for the 
calculation of Fourier coefficients, based on symbol counters, was developed. 
Some properties associated with the size of some spectral coefficients and 
spectral redundancy are discussed.  
Finally, a technique based on a model with three states was developed to 
compress genetic sequences. In protein-coding regions this technique leads in 
general to better results than the state-of-the-art DNA compression techniques. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
"We have found the secret of life" 
Francis Crick  
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Cap´ıtulo 1
Introduc¸a˜o
A Gene´tica tem sido uma das a´reas de investigac¸a˜o que muito se tem desenvolvido
nas u´ltimas de´cadas, em particular apo´s as descobertas da estrutura do a´cido de-
soxirribonucleico (DNA — DeoxyriboNucleic Acid) e da forma como sa˜o codificadas
as prote´ınas. A estrutura do DNA, tal como actualmente e´ aceite, foi proposta em
1953 no famoso artigo de James Watson e Francis Crick [156], publicado na revista
Nature. A func¸a˜o do DNA foi descrita tambe´m por Francis Crick por volta de 1957–58
[47]. Estas descobertas provocaram um grande desenvolvimento da biologia molecular.
Actualmente, esta cieˆncia dispo˜e de um enorme conjunto de dados, sendo exemplo disso
a informac¸a˜o proveniente da sequenciac¸a˜o do DNA de va´rias espe´cies.
Recentemente, nos principais centros de investigac¸a˜o na a´rea das biocieˆncias, grupos
interdisciplinares teˆm estado a realizar trabalhos de investigac¸a˜o com o objectivo de
extrair informac¸a˜o relevante contida no DNA. De modo geral, qualquer relac¸a˜o entre
a estrutura do DNA e as suas func¸o˜es biolo´gicas tem sido objecto de estudo. A t´ıtulo
de exemplo pode referir-se a caracterizac¸a˜o funcional de genes em va´rios organismos
modelo e o estudo de leis que governam a traduc¸a˜o pelo ribossoma.
Neste cap´ıtulo apresenta-se uma contextualizac¸a˜o biolo´gica deste trabalho. Depois
discute-se a sua motivac¸a˜o e objectivos gerais. Seguidamente enumeram-se as pu-
blicac¸o˜es elaboradas no aˆmbito deste trabalho e resumem-se as restantes publicac¸o˜es
recentemente feitas no contexto da biologia molecular. Por fim, apresenta-se, de modo
resumido, a organizac¸a˜o desta dissertac¸a˜o.
1
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1.1 Conceitos biolo´gicos
De seguida sera´ feita uma breve descric¸a˜o de alguns conceitos de biologia molecular,
mais concretamente, sobre o co´digo gene´tico e as prote´ınas. Pretende-se com esta
secc¸a˜o efectuar uma contextualizac¸a˜o biolo´gica da dissertac¸a˜o, introduzindo os con-
ceitos fundamentais para a sua compreensa˜o e discussa˜o.
1.1.1 O co´digo gene´tico
Uma das extraordina´rias revelac¸o˜es dos anos 50 do se´culo passado, foi a demonstrac¸a˜o
de que a “infinita” complexidade das estruturas de todos os seres vivos codificada no
genoma e´ devida a` combinac¸a˜o de apenas quatro mole´culas que constituem o DNA
(ver, por exemplo, [6]).
Na composic¸a˜o do DNA entram quatro mole´culas chamadas nucleo´tidos ou de forma
simplista bases. Os nucleo´tidos sa˜o compostos por uma pentose (desoxirribose), um
grupo fosfato e uma base nitrogenada que no caso do DNA sa˜o a adenina (A), a guanina
(G), a timina (T ) e a citosina (C). As bases nitrogenadas podem ser classificadas de
acordo com a sua estrutura em purinas (adenina e a guanina) e pirimidinas (citosina e
timina).
A mole´cula de DNA tem uma estrutura semelhante a` de uma escada torcida, formando
uma espiral, designada de dupla he´lice. Os degraus da escada sa˜o a representac¸a˜o das
ligac¸o˜es por pontes de hidroge´nio que se formam entre bases que se dizem comple-
mentares: duas, no caso de A com T , e treˆs, no caso de C com G (ver figura 1.1).
A sequeˆncia de DNA e´ representada como combinac¸a˜o de quatro nucleo´tidos que se
encadeiam como as letras do alfabeto ao longo de um texto sem espac¸os, fazendo sentido
a atribuic¸a˜o do nome de linguagem gene´tica ou texto gene´tico ao texto formado pelos
nucleo´tidos que constituem o DNA.
Nas sequeˆncias dos nucleo´tidos, esta˜o contidas informac¸o˜es relativas a`s caracter´ısticas
heredita´rias, assim como a informac¸a˜o para a produc¸a˜o cont´ınua de prote´ınas e conse-
quente sobreviveˆncia dos seres vivos. A sequeˆncia de nucleo´tidos que constitui o DNA
e´ composta por duas partes: a parte de subsequeˆncias de co´digo (regio˜es codificantes)
3Figura 1.1: Representac¸a˜o esquema´tica da estrutura do DNA.
e a de subsequeˆncias de na˜o-co´digo (regio˜es na˜o codificantes). As subsequeˆncias de
co´digo consistem no conjunto das partes da sequeˆncia com significado em termos de
produc¸a˜o de prote´ınas. Nas subsequeˆncias de co´digo o nu´mero total de nucleo´tidos e´ um
mu´ltiplo de treˆs e cada tripleto de nucleo´tidos constitui o co´digo de um aminoa´cido,
isto e´, da unidade proteica na construc¸a˜o de uma prote´ına.1 A cada grupo de treˆs
nucleo´tidos que codifica um aminoa´cido chama-se coda˜o. Existem sessenta e quatro
codo˜es distintos (43 = 64), correspondendo aos sessenta e quatro arranjos poss´ıveis dos
quatro nucleo´tidos em grupos de treˆs. As sequeˆncias de co´digo sa˜o sequeˆncias de codo˜es
que comec¸am na sua maioria com o coda˜o AT G (conhecido por coda˜o de iniciac¸a˜o) e
terminam com um dos codo˜es terminais T AA, T AG ou T GA.
Apesar do “alfabeto” do DNA consistir apenas em 4 letras, os textos completos sa˜o
muito longos. O DNA dos seres humanos, por exemplo, conte´m cerca de 2, 9 × 109
pares de nucleo´tidos. No entanto, apenas cerca de 2% do texto completo constitui as
regio˜es codificantes [132].
Cada sequeˆncia de co´digo associada a uma dada prote´ına encontra-se contida num gene.
Ao conjunto de todos os genes de uma espe´cie e´ chamado de genoma dessa espe´cie.
Muitos genes, por sua vez, ainda apresentam uma estrutura sequencial alternada de
duas partes: as subsequeˆncias que constituem co´digo de prote´ınas — os exo˜es; as
restantes subsequeˆncias — os intro˜es.
1Uma sequeˆncia consecutiva de n nucleo´tidos e´ conhecida como oligonucleo´tido de comprimento n.
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Existe uma correspondeˆncia, que na˜o e´ func¸a˜o, entre codo˜es e aminoa´cidos. O nu´mero
de aminoa´cidos usados pelos seres vivos e´ vinte e o de codo˜es e´ sessenta e quatro. Os
codo˜es T AA, T AG e T GA na˜o codificam aminoa´cidos, mas sim uma mensagem de
terminac¸a˜o da construc¸a˜o da prote´ına. No entanto, a correspondeˆncia entre os sessenta
e um codo˜es na˜o terminais e os aminoa´cidos na˜o e´ bijectiva. Existem va´rios codo˜es que
codificam um mesmo aminoa´cido, os chamados codo˜es sino´nimos. A informac¸a˜o que a
chave gene´tica proporciona e´ inferior a` que potencialmente poderia proporcionar (ver
tabela 1.1).
E´ tradicional dividir os seres vivos em dois grandes grupos de acordo com o tipo de
ce´lulas: os eucariotas e os procariotas.2 A grande diferenc¸a entre as ce´lulas e´ essencial-
mente estrutural: as ce´lulas dos eucariotas teˆm nu´cleo individualizado (DNA comparti-
mentado) e com va´rios organelos membranares; as ce´lulas procariotas sa˜o mais simples,
na˜o possuindo nu´cleo nem organelos membranares (compartimentos intracelulares).
Neste trabalho, quando houver refereˆncia a ce´lulas e a estruturas celulares estas sera˜o
de eucariotas a menos que haja especificac¸a˜o do contra´rio. As ce´lulas dos eucariotas sa˜o
constitu´ıdas essencialmente por dois espac¸os intra-celulares: o nu´cleo e o citoplasma
— espac¸o que circunda o nu´cleo. A s´ıntese de prote´ınas da´-se no citoplasma, depois da
transcric¸a˜o do DNA, da remoc¸a˜o das sequeˆncias na˜o codificantes no DNA transcrito
(“splicing”) e da sua migrac¸a˜o do nu´cleo para o citoplasma.
Desde o DNA a` construc¸a˜o de prote´ınas, existem mais duas estruturas gene´ticas com
especial importaˆncia: o RNA (RiboNucleic Acid) e os ribossomas. O RNA (mais con-
cretamente o mRNA — a´cido ribonucleico mensageiro) tem a func¸a˜o de transportar a
mensagem gene´tica desde o DNA, no nu´cleo, ate´ ao ponto onde a mensagem e´ traduzida
no citoplasma. A mole´cula de RNA distingue-se do DNA por ser uma mole´cula de
cadeias simples em que o nucleo´tido timina e´ substitu´ıdo pelo nucleo´tido uracilo (U) e
o ac¸u´car desoxirribose pela ribose. Os ribossomas sa˜o pequenos organelos na˜o membra-
nosos que se encontram distribu´ıdos por todo o citoplasma com a func¸a˜o de traduzir o
co´digo gene´tico. O ribossoma liga-se ao mRNA, descodificando a informac¸a˜o contida
nesta mole´cula, atrave´s da ligac¸a˜o a cada coda˜o de uma mole´cula de tRNA (a´cido ri-
2Actualmente o grupo dos procariotas esta´ subdividido em dois grupos: bacteria e archaea - Mayr
(1990). Mas nem sempre e´ usada a subdivisa˜o eucariotas e procariotas. Outras existem, como por
exemplo, a subdivisa˜o em treˆs grupos: bacteria, archaea e eucariotas.
5coda˜o aminoa´cido coda˜o aminoa´cido coda˜o aminoa´cido coda˜o aminoa´cido
T T T F Phe T CT S Ser T AT Y Tyr T GT C Cys
T T C F Phe T CC S Ser T AC Y Tyr T GC C Cys
T T A L Leu T CA S Ser T AA X Ter T GA X Ter
T T G L Leu T CG S Ser T AG X Ter T GG W Trp
CT T L Leu CCT P Pro CAT H His CGT R Arg
CT C L Leu CCC P Pro CAC H His CGC R Arg
CT A L Leu CCA P Pro CAA Q Gln CGA R Arg
CT G L Leu CCG P Pro CAG Q Gln CGG R Arg
AT T I Ile ACT T Thr AAT N Asn AGT S Ser
AT C I Ile ACC T Thr AAC N Asn AGC S Ser
AT A I Ile ACA T Thr AAA K Lys AGA R Arg
AT G M Met ACG T Thr AAG K Lys AGG R Arg
GT T V Val GCT A Ala GAT D Asp GGT G Gly
GT C V Val GCC A Ala GAC D Asp GGC G Gly
GT A V Val GCA A Ala GAA E Glu GGA G Gly
GT G V Val GCG A Ala GAG E Glu GGG G Gly
Tabela 1.1: Correspondeˆncias entre codo˜es e aminoa´cidos. Na representac¸a˜o do
aminoa´cido tem-se a letra que representa o aminoa´cido e o respectivo acro´nimo ou
“Ter”, no caso dos codo˜es de terminac¸a˜o.
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bonucleico de transfereˆncia) com a sequeˆncia complementar (anticoda˜o) transportando
o respectivo aminoa´cido (ver figura 1.2). Cada mRNA, apesar de ter um tempo de
vida limitado, pode dar origem a mais do que uma prote´ına.
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Figura 1.2: Traduc¸a˜o de co´digo gene´tico pelo ribossoma.
1.1.2 As prote´ınas
As prote´ınas sa˜o mole´culas muitos especiais essenciais a` vida dos seres vivos. Estas
mole´culas realizam as mais variadas func¸o˜es no nosso organismo, desde o transporte de
nutrientes e metabo´litos a` cata´lise de reacc¸o˜es biolo´gicas. Apesar da complexidade das
suas func¸o˜es, as prote´ınas teˆm na sua constituic¸a˜o apenas 20 aminoa´cidos diferentes.
No entanto, a maioria das prote´ınas sa˜o constitu´ıdas por mais de 200 aminoa´cidos (ate´
va´rios milhares).
Quando se descreve a estrutura das prote´ınas fala-se em estrutura prima´ria, secunda´ria,
tercia´ria e em alguns casos em estrutura quaterna´ria (ver figura 1.3). A estrutura
prima´ria consiste apenas na sequeˆncia de aminoa´cidos, sem contar com a orientac¸a˜o
7espacial da mole´cula.
Estrutura primária 
das proteínas 
Aminoácidos
Estrutura secundária 
das proteínas 
Estrutura terciária 
das proteínas 
Estrutura quaternária 
das proteínas 
Figura 1.3: Representac¸a˜o esquema´tica das estruturas das prote´ınas: prima´ria, se-
cunda´ria, tercia´ria e quaterna´ria. Adaptado de uma figura do National Human Genome
Research Institute (NHGRI), dispon´ıvel em http://www.nhgri.nih.gov/DIR/VIP/.
A estrutura secunda´ria e´ uma func¸a˜o dos aˆngulos formados pelas ligac¸o˜es pept´ıdicas
que ligam os aminoa´cidos. A conformac¸a˜o espacial e´ mantida grac¸as a`s interacc¸o˜es
intermoleculares entre o a´tomo de azoto, ou nitroge´nio, do grupo amina e um a´tomo de
oxige´nio do grupo carbox´ılico do carbono alfa do aminoa´cido seguinte (alfa designa qual
o a´tomo de carbono que tem os grupos que participam na ligac¸a˜o pept´ıdica). Na maior
parte das vezes, estas ligac¸o˜es forc¸am a prote´ına a assumir uma forma helicoidal, como
uma corda enrolada em torno de um tubo imagina´rio — esta forma e´ chamada de he´lice
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alfa. Outra forma de estrutura secunda´ria e´ a folha beta, onde dois segmentos da cadeia
interagem paralelamente. Os “turns” sa˜o o terceiro tipo das estruturas secunda´rias
cla´ssicas, e sa˜o responsa´veis pela reversa˜o da direcc¸a˜o da cadeia polipept´ıdica.
A estrutura tercia´ria ocorre quando existem interacc¸o˜es entre as folhas beta e as he´lices
alfa, consistindo num rearranjo espacial da estrutura secunda´ria. Assim, a forma das
prote´ınas esta´ relacionada com sua estrutura tercia´ria. O que determina a estrutura
tercia´ria sa˜o as cadeias laterais dos aminoa´cidos; algumas cadeias sa˜o ta˜o longas e
hidrofo´bicas que perturbam a estrutura secunda´ria helicoidal, provocando a dobra ou
“looping” da prote´ına. Muitas vezes, as partes hidrofo´bicas da prote´ına agrupam-se
no interior da prote´ına dobrada, longe da a´gua e dos io˜es do meio onde a prote´ına se
encontra, deixando as partes hidrof´ılicas na superf´ıcie exterior da estrutura da prote´ına.
Regio˜es como local activo e local de regulac¸a˜o sa˜o propriedades da estrutura tercia´ria.
Existe tambe´m a estrutura quaterna´ria: certas prote´ınas, tal como a hemoglobina,
sa˜o compostas por mais de uma unidade polipept´ıdica (cadeia proteica). A interacc¸a˜o
entre va´rias cadeias pept´ıdicas determina a estrutura quaterna´ria.
As prote´ınas podem ser simples (constitu´ıdas somente por aminoa´cidos) ou conju-
gadas (que conteˆm grupos proste´ticos, isto e´, outras mole´culas, tais como ac¸u´cares,
io˜es meta´licos, pigmentos, etc.). A hemoglobina e as lipoprote´ınas sa˜o exemplos de
prote´ınas conjugadas.
1.2 Motivac¸a˜o e objectivos gerais da tese
A geno´mica a uma e duas dimenso˜es, a geno´mica e proteo´mica estrutural, e a proteo´mica
e vias biolo´gicas, sa˜o treˆs grandes a´reas de investigac¸a˜o actual de algumas biocieˆncias
(em particular da bioinforma´tica).3 O estudo a desenvolver nesta dissertac¸a˜o surge
no contexto da geno´mica a uma dimensa˜o, em particular no contexto de sequeˆncias
gene´ticas.
De modo geral os objectos de estudo deste trabalho sa˜o as sequeˆncias simbo´licas, mas
3A bioinforma´tica e´ uma cieˆncia que estuda te´cnicas computacionais e matema´ticas de ana´lise de
estruturas gene´ticas (DNA, RNA e prote´ınas).
9dado o enfoque biolo´gico desta dissertac¸a˜o as metodologias a apresentar sa˜o aplicadas
sobre sequeˆncias gene´ticas. Assim, sera˜o exploradas e desenvolvidas metodologias que
nos permitam estudar a estrutura de sequeˆncias de s´ımbolos, tendo como objectivo
principal contribuir para a caracterizac¸a˜o das sequeˆncias de DNA, aliando sempre que
poss´ıvel uma explicac¸a˜o biolo´gica. Em particular, esta dissertac¸a˜o centra-se no estudo
de estruturas de correlac¸a˜o nas sequeˆncias de DNA, com o objectivo de contribuir para
melhorar as te´cnicas de localizac¸a˜o de genes e compressa˜o de genomas.
No aˆmbito das te´cnicas de localizac¸a˜o de genes, o estudo incide no coeficiente espectral
que reflecte a periodicidade de per´ıodo treˆs. Neste contexto, o objectivo centra-se em
explicitar as razo˜es para a evideˆncia dessa periodicidade, em pesquisar me´todos ra´pidos
de ca´lculo e em estudar a convergeˆncia entre as diferentes metodologias que teˆm sido
usadas.
No que diz respeito a` compressa˜o de genomas, o estudo centra-se na compressa˜o de
regio˜es codificantes, tendo por objectivo explorar a relevante periodicidade de per´ıodo
treˆs que geralmente caracteriza estas regio˜es.
1.3 Publicac¸o˜es resultantes deste trabalho
As publicac¸o˜es feitas no aˆmbito desta tese sa˜o quatro: [5], [4], [124], [57]. Em paralelo e
conjuntamente com o grupo de bioinforma´tica da Universidade de Aveiro, realizaram-se
recentemente alguns trabalhos dos quais esta˜o publicados [116], [123], [60] e [3].
O trabalho [5] encontra-se desenvolvido no cap´ıtulo treˆs desta tese. Este trabalho apre-
senta essencialmente va´rias metodologias de ana´lise espectral que teˆm sido aplicadas a`s
sequeˆncias de DNA, onde se mostra a relac¸a˜o existente entre as va´rias metodologias e se
da´ uma justificac¸a˜o para aplicar a ana´lise espectral a`s sequeˆncias simbo´licas (sequeˆncias
de DNA).
Em [4] realc¸a-se a importaˆncia, ja´ reconhecida, do coeficiente espectral que reflecte a
periodicidade de per´ıodo treˆs. Apresenta-se um me´todo ra´pido de ca´lculo de algumas
riscas espectrais e conjuntamente algumas condic¸o˜es quer necessa´rias quer suficientes
para os valores assumidos por estas riscas espectrais. Este trabalho e´ tambe´m parte
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integrante desta tese e encontra-se no in´ıcio do cap´ıtulo quatro.
Em [124] e [57] apresenta-se uma contribuic¸a˜o ao n´ıvel dos modelos de compressa˜o
de sequeˆncias de DNA com o objectivo de melhorar os actuais resultados de com-
pressa˜o destas sequeˆncias. Foi dedicada especial importaˆncia a`s regio˜es codificantes, e
a contribuic¸a˜o vai no sentido de melhorar o modelo de compressa˜o tendo em conta os
estudos feitos sobre a periodicidade das regio˜es de co´digo. O cap´ıtulo cinco baseia-se
essencialmente nestas duas publicac¸o˜es.
Para ale´m dos assuntos abordados nesta dissertac¸a˜o, foram alvo de estudo outros
to´picos no contexto da bioinforma´tica que resultaram nas publicac¸o˜es [116], [123],
[60] e [3]. Os trabalhos [116], [123] sa˜o dirigidos a estudos de associac¸a˜o entre pares
de s´ımbolos com o propo´sito de melhorar o conhecimento sobre a descodificac¸a˜o das
sequeˆncias de co´digo pelo ribossoma. Em [60] e [3] desenvolveram-se algoritmos de
“biclustering”, para evidenciar estruturas at´ıpicas num conjunto de dados dispostos de
forma matricial.
1.4 Organizac¸a˜o da dissertac¸a˜o
Esta dissertac¸a˜o e´ constitu´ıda, para ale´m desta introduc¸a˜o, por mais cinco cap´ıtulos:
• Cap´ıtulo 2 – Estado da arte: resume va´rias metodologias que estudam a estru-
tura de correlac¸a˜o das sequeˆncias de DNA. E´ dada especial atenc¸a˜o a metodolo-
gias de ana´lise espectral direccionadas para a periodicidade de per´ıodo treˆs e a
modelos de compressa˜o, entropia e informac¸a˜o mu´tua;
• Cap´ıtulo 3 – Ana´lise espectral de sequeˆncias simbo´licas: apresenta com-
parac¸o˜es e/ou relac¸o˜es de va´rias metodologias que teˆm sido aplicadas a`s sequeˆncias
de DNA e que teˆm por base a ana´lise espectral;
• Cap´ıtulo 4 – Distribuic¸a˜o dos s´ımbolos e espectro da sequeˆncia: apre-
senta me´todos ra´pidos de ca´lculo de algumas riscas espectrais e explora algumas
das suas propriedades em particular da risca que reflecte a peridicidade de per´ıodo
treˆs;
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• Cap´ıtulo 5 – Modelo de treˆs estados: apresenta um novo modelo de com-
pressa˜o, que na maior parte das regio˜es de co´digo permite obter melhores resulta-
dos de compressa˜o comparativamente a`s metodologias existentes, e sa˜o discutidas
explicac¸o˜es para os resultados experimentais obtidos;
• Cap´ıtulo 6 – Concluso˜es e trabalho futuro: apresenta as concluso˜es desta
dissertac¸a˜o conjuntamente com ideias de trabalho futuro.
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Cap´ıtulo 2
Estado da arte
Um dos grandes objectivos que tem motivado a investigac¸a˜o de muitos dos cientistas
que aplicam modelos matema´ticos a dados gene´ticos e´ encontrar correlac¸o˜es de curto,
me´dio e longo alcance em sequeˆncias de DNA. Genericamente, a motivac¸a˜o que esta´
por tra´s deste trabalho e´ a mesma, embora na pra´tica este seja dedicado a correlac¸o˜es
de curto alcance.
Neste cap´ıtulo, apresenta-se um resumo de va´rias metodologias matema´ticas que, de
modo relevante, foram aplicadas a`s sequeˆncias de DNA. O enfoque e´ dado a`s metodolo-
gias mais relacionadas com os dois problemas de interesse biolo´gico que motivaram o
desenvolvimento desta dissertac¸a˜o: a localizac¸a˜o automa´tica de genes e a compressa˜o
de sequeˆncias gene´ticas. Tambe´m se discute a validac¸a˜o dos pressupostos de alguns
me´todos, tendo em conta a natureza simbo´lica e na˜o estaciona´ria das sequeˆncias de
DNA.
2.1 Contextualizac¸a˜o
Nesta secc¸a˜o, pretende-se criar uma perspectiva global sobre a grande quantidade de
trabalho que tem sido realizado no contexto do estudo de estruturas de correlac¸a˜o
nas sequeˆncias de DNA. Neste contexto, apresentam-se de forma resumida diversas
metodologias, a sua aplicabilidade e os resultados.
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A parceria estabelecida entre a geno´mica e a modelac¸a˜o matema´tica tem sido bem
sucedida, reflectindo-se no cont´ınuo trabalho que tem sido publicado. A base desta
colaborac¸a˜o assenta essencialmente em dois objectivos:
• Justificar matematicamente leis geno´micas reconhecidas empiricamente pelos bio´-
logos;
• Justificar biologicamente leis matema´ticas encontradas nos genomas.
No entanto, no aˆmbito do estudo da estrutura das sequeˆncias de DNA, teˆm sido levanta-
dos alguns problemas, em particular: a inexisteˆncia de conformidade entre resultados
e a falta de motivac¸a˜o biolo´gica para o estudo de algumas estruturas de correlac¸a˜o
[97]. No contexto do estudo de estruturas de correlac¸a˜o das sequeˆncias de DNA, outro
problema de natureza mais espec´ıfica se coloca frequentemente: a aplicabilidade das
metodologias a`s sequeˆncias de DNA. Ainda nesta introduc¸a˜o, e´ apresentada uma lista
de va´rias metodologias aplicadas ao DNA e uma breve discussa˜o sobre a aplicabilidade
de algumas delas.
2.1.1 Metodologias aplicadas ao DNA
Segue-se uma listagem de metodologias aplicadas a`s sequeˆncias de DNA, na˜o com o
objectivo de fazer uma enumerac¸a˜o exaustiva de todas as metodologias, mas sim de
realc¸ar o grande nu´mero de diferentes metodologias que teˆm sido aplicadas a este tipo
de dados. Para cada metodologia indicada, sa˜o referenciados exemplos de trabalhos
onde essa metodologia e´ usada sobre dados de natureza gene´tica.
1. Ana´lise espectral
(a) Transformada de Fourier (Discrete Fourier Transform—DFT ou Fast Fourier
Transform — FFT) [11, 12, 38, 45, 62, 88, 102, 93, 118, 121, 134, 142, 151,
150, 153, 154]
(b) Envolvente espectral [137, 138]
(c) Transformada localizada de Fourier (Short-Time Fourier Transform— STFT)
[10, 36, 139, 155]
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2. Teoria da informac¸a˜o
(a) Informac¸a˜o mu´tua [67, 71, 74, 75, 76, 86, 94, 102, 95, 103]
(b) Entropia [54, 30, 73, 90]
(c) Entropia de Re´nyi [77, 90]
(d) Decomposic¸a˜o da informac¸a˜o (Information Decomposition — ID) [86, 85]
(e) Divergeˆncia de Jensen-Shannon [30, 126, 29, 98]
(f) Divergeˆncia de Jensen-Re´nyi [117]
(g) Informac¸a˜o mu´tua me´dia (Average Mutual Information — AMI) [66, 67]
(h) Crite´rio de informac¸a˜o Bayesiana (Bayesian Information Criterion — BIC)
[98]
3. Ana´lise de onduletas
(a) Transformada discreta com onduletas [17, 25, 155, 16, 146, 14, 15]
(b) Ma´ximos do mo´dulo da transformada com onduletas (Wavelet Transform
Modulus Maxima — WTMM) [13]
4. Cadeias de Markov
(a) Cadeias de Markov de ordem N [50, 2]
(b) Cadeias de Markov na˜o observa´veis (Hidden Markov Models — HMM) [35,
107, 20]
(c) Cadeias de Markov bina´rias de ordem N [147]
5. Ana´lise de associac¸a˜o
(a) Qui-quadrado [64, 61]
(b) Valor de z [133, 78, 34]
(c) Me´todo de Monte Carlo [56]
6. Me´todos lingu´ısticos
(a) Ana´lise de Zipf [83, 136, 81, 135]
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(b) Ana´lise de redundaˆncia de Shannon de ordem N [112, 136]
(c) Linguagem regular [95].
7. Ana´lise da percentagem de C + G
(a) Ana´lise de variaˆncia — Anova [93, 99, 100]
(b) Teste binomial [100]
8. Ana´lise de correlac¸a˜o (outros me´todos)
(a) Ana´lise fractal [14, 106, 152, 13]
(b) Func¸a˜o de autocorrelac¸a˜o [72, 71, 83, 153, 154, 18, 152, 94, 74, 27, 143]
(c) Ana´lise R/S: ı´ndice de Hurst/ana´lise de Hurst [158, 106, 158, 159, 16]
(d) Modelos dinaˆmicos [7], modelo evolutivo [108, 152, 160]
(e) Ana´lise factorial [115, 26]
(f) Ana´lise de caminhos de DNA [121, 82, 13, 35, 25]
(g) Movimento Browniano fraccional (Fractional Brownian Motion — FBM)
[154, 8]
(h) Ru´ıdo Gaussiano fraccional (Fractional Gaussian Noise — FGN) [106]
(i) Caminhos de Le´vy [13, 37, 131]
(j) Ana´lise de entropia de difusa˜o (Diffusion Entropy Analysis — DEA) [131, 40]
(k) Ana´lise de expoente de Holder [70]
(l) Min-max [121]
(m) Ana´lise de flutuac¸o˜es sem tendeˆncias (Detrended Fluctuation Analysis —
DFA) [122, 38, 157]
(n) Dimensa˜o da correlac¸a˜o [159]
(o) Ana´lise em componentes principais (Principal Component Analysis — PCA)
[63]
(p) Modelos autoregressivos [105, 51]
Algumas destas metodologias podem ser encontradas, de forma agrupada, em alguns
artigos de revisa˜o, ver [97, 108].
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2.1.2 Validac¸a˜o dos pressupostos
O ajuste perfeito de modelos matema´ticos a realidades f´ısicas e´ pouco frequente. Ale´m
disso, quando os modelos pressupo˜em hipo´teses nem sempre e´ simples confirma´-las.
Quando se pretende modelar sequeˆncias de DNA estes problemas manteˆm-se.
De seguida discutem-se duas caracter´ısticas das sequeˆncias gene´ticas que podera˜o entrar
em conflito com os pressupostos de algumas metodologias: a natureza simbo´lica e o
comportamento geralmente na˜o estaciona´rio.
2.1.2.1 Dados simbo´licos
As metodologias naturais de ana´lise de dados de natureza simbo´lica sa˜o geralmente
metodologias baseadas nas frequeˆncias dos s´ımbolos, em que frequeˆncias se traduzem,
por exemplo, em tabelas de contingeˆncia ou em estimativas de probabilidades.
As cadeias de Markov sa˜o um caso particular de metodologias adaptadas a dados
simbo´licos. De notar que uma cadeia de Markov de ordem 1 e´ um modelo simples, no
entanto, e´ tambe´m um modelo pobre para descrever as sequeˆncias de DNA [97], embora
em 1989 se afirmasse que as cadeias de Markov de ordem 1 geralmente conseguiam
descrever as sequeˆncias de DNA (ver [49]). Por outro lado, as cadeias de Markov
de ordem elevada podera˜o ser penalizadas por terem muitos paraˆmetros livres [97].
No entanto em [51] fica a ideia de que algumas sequeˆncias podera˜o ser descritas por
modelos de Markov de ordem na˜o superior a trinta. Outra alternativa sa˜o os Modelos
de Markov na˜o observa´veis (HMM), que ultrapassam alguns dos problemas das cadeias
de Markov, especificamente a restric¸a˜o de estacionaridade, continuando a ser modelos
que respeitam a natureza simbo´lica dos dados (ver, por exemplo, [97]).
Outros exemplos de metodologias ajustadas a dados simbo´licos e que teˆm sido aplicadas
sobre as sequeˆncias de DNA sa˜o, por exemplo: os estudos lingu´ısticos; a ana´lise de
associac¸a˜o e de contextos enviesados; o ca´lculo de entropia e informac¸a˜o mu´tua; a
ana´lise estat´ıstica do qui-quadrado (ver, por exemplo, [102, 95, 116]).
No entanto, as metodologias para dados de natureza simbo´lica na˜o exploram alguns
tipos de correlac¸o˜es existentes nas sequeˆncias de DNA e geralmente na˜o toleram a falta
de estacionaridade da sequeˆncia [21]. Assim, no sentido de explorar outros tipos de
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correlac¸a˜o, surge a necessidade de ajuste de algumas metodologias de dados nume´ricos
a`s sequeˆncias de DNA.
Na aplicac¸a˜o de metodologias de ana´lise de sequeˆncias nume´ricas, a dificuldade devida
ao facto das sequeˆncias de DNA serem simbo´licas tem sido parcialmente ultrapassada
por va´rios autores com o mapeamento em sequeˆncias nume´ricas ou vectoriais. No en-
tanto, na˜o se pode esquecer que os dados gene´ticos consistem em sequeˆncias simbo´licas
que na˜o apresentam estrutura alge´brica, e ao fazer-se o mapeamento de s´ımbolos em
nu´meros deve-se ter presente que os dados continuam a ser de natureza simbo´lica.
Naturalmente surgem du´vidas associadas a` validade da interpretac¸a˜o nume´rica e ao tipo
de mapeamento que melhor representa uma sequeˆncia de DNA, as quais se procuram
ultrapassar com base em motivac¸o˜es biolo´gicas. Por exemplo, em [38] sa˜o apresentados
seis tipos de mapeamento baseados em regras biolo´gicas:
• Regra purina versus pirimidina (RY)
A,G → 1 e C, T → −1
• Regra da ligac¸a˜o de hidroge´nio
C,G → 1 e A, T → −1
• Regra h´ıbrida
C,A → 1 e G, T → −1
• Regra AA¯
A → 1 outros casos → −1
• Regra T T¯ (ana´loga a` regra AA¯)
• Regra GG¯ (ana´loga a` regra AA¯)
• Regra CC¯ (ana´loga a` regra AA¯)
Um mapeamento tambe´m frequentemente usado e´ o das sequeˆncias indicadoras onde a
sequeˆncia simbo´lica de DNA e´ representada por quatro sequeˆncias bina´rias associadas
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a cada um dos nucleo´tidos, ou seja, cada sequeˆncia bina´ria indica com um 1 a posic¸a˜o
do respectivo s´ımbolo e com um 0 a posic¸a˜o de qualquer outro s´ımbolo (ver, por
exemplo, [154]). Feita a interpretac¸a˜o da sequeˆncia simbo´lica como sequeˆncia nume´rica
(mapeamento), as metodologias de ana´lise de sequeˆncias nume´ricas podem ser usadas.
No aˆmbito do estudo de estruturas de correlac¸a˜o de curto alcance de uma sequeˆncia e´
muito frequente o estudo de periodicidades. Para esse efeito, recorre-se frequentemente
a` ana´lise espectral a qual e´ uma metodologia para dados de natureza nume´rica. Natu-
ralmente, na aplicac¸a˜o mais directa desta metodologia a`s sequeˆncias de DNA recorre-se
a algum tipo de mapeamento. Na bibliografia da a´rea encontram-se diferentes mapea-
mentos (ver, por exemplo, [48, 155, 11, 12, 151, 150, 153, 102, 134]), alguns dos quais
foram indicados atra´s.
Mantendo a natureza simbo´lica das sequeˆncias de DNA, o estudo de periodicidades
tambe´m podera´ ser feito de forma exaustiva por contagem de repetic¸o˜es de s´ımbolos
ao longo da sequeˆncia [76, 64].1
Outras ana´lises, geralmente dedicadas a dados nume´ricos, teˆm sido aplicadas a`s sequeˆn-
cias de DNA, por exemplo: ana´lise fractal; modelac¸a˜o por movimento Browniano frac-
cional ou por ru´ıdo Gaussiano fraccional; caminhos de Le´vy; modelos dinaˆmicos; a
ana´lise de onduletas, etc.. Tambe´m para estes va´rios tipos de ana´lises surge a ne-
cessidade de mapeamentos e consequentemente os riscos de tirar concluso˜es que deles
dependam.
De seguida exemplifica-se um dos poss´ıveis problemas do mapeamento, no aˆmbito da
ana´lise da estrutura harmo´nica de uma sequeˆncia simbo´lica:
Exemplo 2.1.1. Considere-se a seguinte sequeˆncia simbo´lica:
s = (AT GCACAT GCAC...)
onde o mapeamento
A 7→ 1, T 7→ −1, G 7→ 1, C 7→ −1,
leva a uma sequeˆncia nume´rica de per´ıodo dois. Por outro lado, o mapeamento
A 7→ −1, T 7→ −1, G 7→ 1, C 7→ 1,
1E´ de notar que em [64] o que e´ apresentado e´ um perfil perio´dico. Na˜o sa˜o usadas todas as
repetic¸o˜es, mas apenas as que levam a` rejeic¸a˜o do teste do χ2.
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leva a uma sequeˆncia de per´ıodo 6.
Este exemplo mostra claramente que algumas das estruturas com relevaˆncia harmo´ni-
ca podem estar escondidas ou expostas, dependendo do mapeamento entre s´ımbolos e
nu´meros.
2.1.2.2 Estacionariedade
A estacionaridade e´ um requisito comum de va´rias metodologias, quer das que estu-
dam sequeˆncias de natureza simbo´lica, quer de natureza nume´rica. Muitos dos modelos
matema´ticos dedicados ao estudo de sequeˆncias de s´ımbolos e/ou de se´ries temporais as-
sumem que as sequeˆncias teˆm comportamento estaciona´rio. No entanto, as sequeˆncias
de DNA sa˜o geralmente classificadas como sequeˆncias simbo´licas na˜o estaciona´rias.
Diz-se que um processo aleato´rio e´ estritamente estaciona´rio se a sua distribuic¸a˜o de
probabilidade e´ independente do tempo (ou da posic¸a˜o) e considera-se estaciona´rio de
segunda ordem (ou em sentido lato) se a me´dia e a variaˆncia sa˜o independentes do
tempo (ou da posic¸a˜o).
Algumas vezes o conceito de estacionaridade surge associado ao conceito de homogenei-
dade, mas na˜o sa˜o conceitos sino´nimos. A noc¸a˜o de processo homoge´neo pode surgir
associada a cadeias de Markov, dizendo-se homoge´neo se as probabilidades de transic¸a˜o
sa˜o independentes do tempo (ou da posic¸a˜o). Assim, em particular, um processo que
na˜o seja homoge´neo tambe´m na˜o e´ estaciona´rio, pelo que a falta de estacionaridade
das sequeˆncias de DNA pode ser justificada pela falta de homogeneidade (distribuic¸a˜o
de probabilidades dependente do tempo ou posic¸a˜o).
O estudo da homogeneidade em sequeˆncias de DNA nem sempre se refere a`s probabili-
dades de transic¸a˜o, mas tambe´m a` equiprobabilidade temporal de estruturas simbo´licas
(por exemplo, o teor de C+G). E´ no contexto da equiprobilidade que alguns autores
classificam as sequeˆncias de DNA em homoge´neas, heteroge´neas de forma simples ou
heteroge´neas de forma complexa (ver, por exemplo [99, 101, 98, 119, 141]).
Quando as sequeˆncias na˜o sa˜o estaciona´rias e se pretende, mesmo assim, aplicar ou
“forc¸ar” a aplicac¸a˜o de me´todos que, de alguma forma, ficam condicionados por esta
caracter´ıstica, teˆm sido implementadas essencialmente duas abordagens:
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• Estudo da sequeˆncia por janelas temporais ou blocos;
• Segmentac¸a˜o da sequeˆncia em partes homoge´neas.
A criac¸a˜o de janelas temporais parece ser a soluc¸a˜o mais simples (ver, por exemplo,
[155]). Esta te´cnica podera´ reduzir o efeito da falta de estacionaridade e homogenei-
dade, no entanto na˜o o elimina.
Face a na˜o existir garantia da homogeneidade com as janelas temporais, podera˜o
ser preferidos os me´todos que segmentem as sequeˆncias em partes homoge´neas. As
ferramentas de segmentac¸a˜o que teˆm sido usadas baseiam-se em diferentes modelos
matema´ticos: a divergeˆncia de Jensen-Shannon [104, 30, 29, 126, 98, 65]; me´todos
baseados na ma´xima verosimilhanc¸a [98]; a ana´lise de variaˆncia [100, 99]; min-max
[121]; ana´lise de flutuac¸o˜es sem tendeˆncias [122, 38, 157]; dimensa˜o da correlac¸a˜o [159],
ana´lise de Hurst [106, 158, 159]; ana´lise de onduletas [13, 16, 146]; modelos de Markov
na˜o observa´veis [97]. De notar que o facto de se ter uma subsequeˆncia homoge´nea na˜o
e´ condic¸a˜o suficiente para garantir que esta seja estaciona´ria.
2.2 Estruturas de correlac¸a˜o no DNA
Em termos gene´ricos, a descoberta da estrutura das sequeˆncias de DNA passa pela
descoberta das leis de correlac¸a˜o que descrevem a sequeˆncia, as quais podem ser de
curto, me´dio ou longo alcance.
Para contextualizar o trabalho a apresentar nos restantes cap´ıtulos descreve-se de
seguida e de forma sucinta algumas estruturas de correlac¸a˜o nas sequeˆncias de DNA
que teˆm sido estudadas. Relembrando que o objectivo particular desta dissertac¸a˜o
e´ o de melhorar as te´cnicas de localizac¸a˜o automa´tica de genes e de compressa˜o de
sequeˆncias de DNA.
Tem sido dado grande realce a` descoberta de leis de correlac¸a˜o de longo alcance em
sequeˆncias de DNA. Frequentemente tem sido publicado que a correlac¸a˜o de longo al-
cance entre s´ımbolos se comporta de acordo com leis de poteˆncia,
1
fα
(ver, por exemplo,
[63, 76]). Algumas extenso˜es teˆm sido feitas: em [109, 41] sa˜o estudadas correlac¸o˜es de
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longo alcance para as treˆs posic¸o˜es dos codo˜es nas sequeˆncias de co´digo em separado,
obtendo-se diferentes leis de poteˆncia para as treˆs posic¸o˜es.
No entanto, a interpretac¸a˜o da correlac¸a˜o de longo alcance nas sequeˆncias de DNA
na˜o e´ fa´cil (ver, por exemplo, [16]), uma vez que as leis observadas podem ser apenas
consequeˆncia da existeˆncia de replicac¸a˜o assime´trica ou de estrutura de mosaico. Em
suma, podem resultar da falta de homogeneidade da sequeˆncia (ver [96]).
Alguns autores acreditam que a correlac¸a˜o entre nucleo´tidos tem crescido com a evoluc¸a˜o
das espe´cies, raza˜o pela qual e´ ta˜o importante para a biologia. E´ neste contexto que
surgem os modelos evolutivos (ver, por exemplo, [160]) e os modelos dinaˆmicos (ver, por
exemplo, [7, 108]). Estes modelos esta˜o associados a feno´menos de mutac¸a˜o, inserc¸a˜o
ou apagamento de nucleo´tidos que podem ocorrer em qualquer posic¸a˜o das sequeˆncias
de DNA (de forma na˜o determin´ıstica).
Ainda relacionado com a evoluc¸a˜o das sequeˆncias de DNA, actualmente e´ dado grande
interesse a te´cnicas de pesquisa de subsequeˆncias repetidas e estruturas de repetic¸a˜o
[36]. Encontram-se subsequeˆncias repetidas de diversos tamanhos desde as unidades ate´
a`s centenas. Alguns autores afirmam que as repetic¸o˜es podem parcialmente justificar
a existeˆncia de correlac¸o˜es de longo alcance (ver, por exemplo, [73]). Mas o interesse
por estruturas repetidas nas sequeˆncias de DNA na˜o e´ recente (ver, por exemplo,
[82, 77, 46, 24, 73, 119]).
Existem tambe´m muitos estudos dedicados a leis de correlac¸a˜o de curto alcance. Neste
contexto, grande parte dos trabalhos sa˜o dirigidos a aspectos particulares e na˜o globais
da sequeˆncia, por exemplo, o estudo de associac¸a˜o entre pares de s´ımbolos e ana´lise de
contextos (ver, por exemplo, [4, 34, 56, 61, 78, 133]).
As correlac¸o˜es de curto e me´dio alcance tambe´m teˆm sido exploradas atrave´s de modelos
de Markov. Por exemplo, como ja´ foi referido, em [51] mostra-se para as sequeˆncias de
DNA estudadas o ajuste de um modelo de Markov de ordem na˜o superior a 30.
No contexto do estudo das correlac¸o˜es, um to´pico de destaque tem sido a detecc¸a˜o de
periodicidades relevantes nas sequeˆncias de DNA. Teˆm sido detectadas periodicidades
que reflectem correlac¸o˜es de curto, me´dio e longo alcance: de 3 bases (a desenvolver na
subsecc¸a˜o seguinte); de 6 e 11 bases [153]; de cerca de 10.5 bases [144]; de 10-11 bases
[71]; de 3, 10.5, 200 e 400 bases [145]; de 6, 7, 11 e 19 bases [87].
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As periodicidades de per´ıodo entre 10 e 11 teˆm sido bastante estudadas. Por exemplo,
em [72, 71], observa-se que nas sequeˆncias de co´digo a periodicidade de per´ıodos entre
10 e 11 se destaca de forma relevante. Tambe´m se observa que a periodicidade de
per´ıodo treˆs se destaca de forma ainda mais evidente. A periodicidade de 10-11 e´
entendida como reflexo da estrutura das prote´ınas, relacionando-se com a alternaˆncia
de aminoa´cidos hidrofo´bicos e hidrof´ılicos nas he´lices alfa das sequeˆncias de co´digo. Ha´
autores que conseguem diferenciar eucariotas de archaea atrave´s dos ma´ximos relativos
das periodicidades dos genomas, na ordem das dezenas. Os eucariotas geralmente
reflectem uma periodicidade relevante de per´ıodo aproximadamente igual a 11, ao passo
que os archaea apresentam uma periodicidade relevante para um per´ıodo ligeiramente
mais baixo de aproximadamente 10 (ver, por exemplo, [72, 118]).
A interpretac¸a˜o biolo´gica das restantes periodicidades que de modo relevante teˆm sido
detectadas nas sequeˆncias de DNA na˜o tem sido simples. Existem va´rias tentativas de
explicac¸a˜o que muitas vezes na˜o passam de hipo´teses pouco fundamentadas. Em [145],
por exemplo, refere-se que a existeˆncia de periodicidades de per´ıodo elevado podera´
evidenciar uma organizac¸a˜o segmentada do genoma.
Em assuntos relacionados com as correlac¸o˜es das sequeˆncias de DNA e´ comum surgir
a refereˆncia a quatro trabalhos importantes, [134, 102, 121, 154]. Embora na˜o sejam
artigos recentes, sa˜o pioneiros no estudo de correlac¸o˜es em sequeˆncias de DNA.
Em [134] procuram-se periodicidades atrave´s da ana´lise espectral. Define-se a trans-
formada de Fourier da sequeˆncia dos nucleo´tidos, existindo a preocupac¸a˜o em efectuar
um mapeamento da sequeˆncia de DNA invariante a n´ıvel da transformada. Este artigo
e´ geralmente referenciado pelo me´todo usado e na˜o pelos resultados ao n´ıvel de estru-
turas de correlac¸a˜o detectadas nas sequeˆncias de DNA. No cap´ıtulo 3 desta dissertac¸a˜o
encontra-se uma discussa˜o comparativa com a metodologia usada neste artigo.
Em [102] procura-se verificar e caracterizar a existeˆncia de leis de correlac¸a˜o de longo
alcance nas sequeˆncias de DNA, usando a informac¸a˜o mu´tua entre pares de s´ımbolos e
espectro de poteˆncia sugerido em [134]. Combinando as duas metodologias, verifica-se
que as sequeˆncias de DNA estudadas apresentam correlac¸a˜o de longo alcance e que
esta e´ devida a` existeˆncia de estruturas repetitivas ao longo da sequeˆncia.
Em [121] a sequeˆncia de nucleo´tidos e´ mapeada numa sequeˆncia nume´rica de acordo com
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a regra purina vs pirimidina. Sobre a sequeˆncia resultante do mapeamento estudam-
se as flutuac¸o˜es das sequeˆncias de somas acumuladas, concluindo-se a existeˆncia de
correlac¸o˜es de longo alcance. Observa-se tambe´m que a concentrac¸a˜o de purinas e
pirimidinas varia ao longo da sequeˆncia.
Em [154] apresenta-se uma func¸a˜o de autocorrelac¸a˜o para sequeˆncias simbo´licas. Atrave´s
do espectro de poteˆncia, conclui-se a existeˆncia de correlac¸a˜o de longo alcance nas
sequeˆncias de DNA e uma relevante periodicidade de per´ıodo treˆs.
2.2.1 Localizac¸a˜o de genes
Um problema ja´ muito estudado, mas ainda actual, e´ a localizac¸a˜o automa´tica dos genes
ou regio˜es de co´digo. Para evidenciar o esforc¸o que tem sido investido na resoluc¸a˜o deste
problema, seguem-se alguns nomes de programas frequentemente usados na localizac¸a˜o
de genes, maioritariamente bem sucedidos nos procariotas:
• GISMO [89];
• GlimmerM [111];
• EasyGene [91];
• GenemarkS [31];
• CRITICA [19];
• GeneMark [107];
• GenScan [39];
• GeneScan [142];
• GRAIL [69].
Nas sequeˆncias de DNA, os genes (regio˜es codificantes) encontram-se misturados com
as regio˜es na˜o codificantes. Na detecc¸a˜o automa´tica de genes teˆm sido exploradas
caracter´ısticas estruturais dos genes e aplicadas diferentes metodologias.
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Algumas te´cnicas de localizac¸a˜o usam genes conhecidos de outras espe´cies com a mesma
func¸a˜o, isto e´, genes que codificam a mesma prote´ına, e estudam ı´ndices de semelhanc¸a
entre o gene conhecido e extractos das sequeˆncias onde se pretende localizar o gene (ver,
por exemplo, [59, 19]). Apesar dos bons resultados que teˆm sido obtidos, os me´todos
baseados apenas nestas caracter´ısticas na˜o detectam genes com novas func¸o˜es (genes
que codificam novos tipos de prote´ınas).
A detecc¸a˜o de genes tambe´m pode ser vista como a segmentac¸a˜o da sequeˆncia de DNA
em duas regio˜es (codificante e na˜o codificante) e naturalmente os algoritmos gene´ricos
dedicados a` segmentac¸a˜o foram e teˆm sido muito explorados e aplicados neste contexto
(sobre este assunto, ver [35], onde se descreve um conjunto de diferentes me´todos de
segmentac¸a˜o aplicados a`s sequeˆncias de DNA). Em [28] e´ apresentada uma abordagem
computacional para encontrar fronteiras entre as sequeˆncias de co´digo e na˜o co´digo
usando me´todos de segmentac¸a˜o. Em [158] os autores analisam as sequeˆncias de DNA
atrave´s de uma matriz de transic¸a˜o e calculam algumas medidas de complexidade,
pretendendo encontrar uma boa medida de complexidade para distinguir claramente
diferentes regio˜es funcionais nas sequeˆncias de DNA. Em [21], sa˜o aplicadas te´cnicas
de modelac¸a˜o na˜o linear (NM), observa-se que geralmente as regio˜es de co´digo apre-
sentam sequeˆncias com disposic¸a˜o aparentemente aleato´ria e as regio˜es de na˜o co´digo
apresentam assinaturas determin´ısticas. Em [67] e´ usada a informac¸a˜o mu´tua me´dia
(AMI) para diferenciar as sequeˆncias que sa˜o ou na˜o de co´digo, evidenciando-se duas
regio˜es com distribuic¸o˜es muito diferentes. Em [107] e´ usada uma modificac¸a˜o do al-
goritmo de Viterbi para descobrir a sequeˆncia escondida que localiza os genes. Ainda
com o propo´sito de diferenciar as regio˜es codificantes, muitas outras metodologias teˆm
sido aplicadas a`s sequeˆncias de DNA: modelo de Markov interpolado [128]; mapas
auto-organizados [110]; divergeˆncia de Jensen-Re´nyi; etc..
Tambe´m no contexto da detecc¸a˜o de genes teˆm sido muito usados os estudos da peri-
odicidade, especialmente a periodicidade de per´ıodo treˆs, pois grande parte das regio˜es
de co´digo evidenciam essa periodicidade (ver, por exemplo, [11, 12, 21, 67, 88, 108, 118,
142, 144, 150, 151, 149, 148, 153, 154, 155, 158, 159]). Pode-se naturalmente colocar a
questa˜o: a que se deve a tendeˆncia para a periodicidade de per´ıodo treˆs se destacar nas
sequeˆncias de co´digo? Nas sequeˆncias de co´digo, completa-se um novo coda˜o de treˆs
em treˆs bases, o que poderia sugerir a periodicidade de per´ıodo treˆs, como se afirma
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em [154]. No entanto, esta caracter´ıstica estrutural na˜o garante destaque de qualquer
tipo de periodicidade, pois o conjunto dos codo˜es e´ constitu´ıdo por todos os arranjos
com repetic¸a˜o das quatro bases treˆs a treˆs. Outros trabalhos teˆm tentado justificar
a periodicidade de per´ıodo treˆs: em [92, 5, 108, 118], demonstra-se que a causa da
periodicidade treˆs se evidenciar numa sequeˆncia deve-se ao facto da distribuic¸a˜o dos
s´ımbolos na˜o ser uniforme pelas treˆs posic¸o˜es dos codo˜es; em [71] afirma-se que a pe-
riodicidade de per´ıodo treˆs se destaca porque existem diferenc¸as nas frequeˆncias dos
codo˜es (podem ser encontrados contra-exemplos, contudo se para uma dada sequeˆncia
de co´digo se gerar aleatoriamente outra sequeˆncias que mantenham as frequeˆncias dos
codo˜es a periodicidade de per´ıodo treˆs toma proporc¸o˜es ideˆnticas a`s da sequeˆncia ori-
ginal, [55]); em [48] conclui-se que o aparecimento da periodicidade de treˆs e´ devido a`
dominaˆncia do nucleo´tido G, observando-se que estudando apenas a base G se tem boas
indicac¸o˜es sobre as regio˜es de per´ıodo treˆs o que consequentemente facilita a detecc¸a˜o
de genes.
Em assuntos relacionados com detecc¸a˜o de periodicidades nas sequeˆncias de DNA e
localizac¸a˜o de genes e´ comum surgir a refereˆncia aos artigos [137, 142, 45, 12, 155].
Este conjunto de artigos descreve diferentes metodologias para estudar o espectro de
poteˆncia de sequeˆncias simbo´licas.
Em [137] estuda-se o espectro de poteˆncia de uma sequeˆncia nume´rica. Essa sequeˆncia
nume´rica e´ obtida atrave´s de um mapeamento gene´rico de s´ımbolos em nu´meros que
maximiza a poteˆncia espectral. O ca´lculo do espectro de poteˆncia transforma-se num
problema de valores pro´prios.
Em [142] e´ usado o mapeamento em sequeˆncias indicadoras e e´ utilizada ana´lise es-
pectral sobre as quatro sequeˆncias indicadoras. A medida espectral para cada valor
da frequeˆncia e´ dada pela soma dos quatro mo´dulos quadra´ticos dos coeficientes de
Fourier correspondente a cada uma das sequeˆncias indicadoras.
Em [45] e´ mostrada a relac¸a˜o de equivaleˆncia entre dois me´todos de ana´lise espec-
tral para sequeˆncias simbo´licas: me´todo baseado em sequeˆncias indicadoras e me´todo
baseado na estrutura de um tetraedro regular. A demonstrac¸a˜o que o autor faz e´ ge-
neralizada para uma dimensa˜o arbitra´ria (ver cap´ıtulo 3 desta dissertac¸a˜o para o caso
particular das sequeˆncias de DNA).
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Em [12, 11] e´ usada a ana´lise espectral no sentido de identificar as regio˜es de co´digo,
sendo para tal efectuados va´rios mapeamentos das sequeˆncias de nucleo´tidos: em
nu´meros complexos, em sequeˆncias indicadoras e em vectores de dimensa˜o treˆs. A
ana´lise espectral e´ usada para detectar regio˜es funcionais na˜o so´ pelo estudo da ampli-
tude mas tambe´m pelo estudo da fase.
Em [155] e´ usada a noc¸a˜o de envolvente espectral definida por [137], de uma forma
adaptada a sequeˆncias na˜o estaciona´rias, usando para isso a transformada localizada
de Fourier e ana´lise de onduletas sobre as sequeˆncias de DNA.
2.2.2 Me´todos de compressa˜o de DNA
As bases de dados que conteˆm os genomas sequenciados na˜o param de crescer. Assim,
para o armazenamento das sequeˆncias que descrevem os genomas, coloca-se a possibi-
lidade de compressa˜o. Segue-se uma descric¸a˜o sobre aquilo que tem sido feito na a´rea
da compressa˜o de sequeˆncias de DNA.
O primeiro me´todo usado para comprimir DNA foi chamado de Biocompress [68]. O
algoritmo Biocompress faz uso de uma caracter´ıstica usual encontrada nas sequeˆncias
de DNA: a ocorreˆncia de repetic¸o˜es invertidas complementares (“complemented in-
verted repeats”), tambe´m conhecidas por pal´ındromas complementares. O algoritmo
de compressa˜o Biocompress foi melhorado resultando no algoritmo Biocompress-2.
Foi proposta outra te´cnica de compressa˜o baseada em repetic¸o˜es exactas, Cfact [125].
Contrariamente ao Biocompress, o Cfact na˜o explora a potencial redundaˆncia dos
pal´ındromas complementares. Na verdade, o Cfact e´ um algoritmo geral de compressa˜o
e na˜o incluiu nenhuma caracter´ıstica particular das sequeˆncias de DNA.
A ideia de usar sub-sequeˆncias repetidas tambe´m foi usada em [42]. Contudo, neste caso
sa˜o usadas repetic¸o˜es aproximadas conjuntamente com pal´ındromas complementares.
Uma primeira versa˜o do algoritmo foi chamado de GenCompress-1, seguido da segunda
versa˜o chamada de GenCompress-2.
Modificac¸o˜es posteriores do GenCompress resultaram em mais dois algoritmos: DNA-
Compress e PatternHunter [43]. DNACompress e´ considerado mais ra´pido que o Gen-
Compress. Antes da publicac¸a˜o do DNACompress, surgiu uma te´cnica baseada em
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a´rvores de contexto (Context Tree Weighting — CTW) e na compressa˜o LZ (Lempel-
Ziv), CTW+LZ [114]. Comparando os algoritmos GenCompress e CTW+LZ, o u´ltimo
apresenta alguns ganhos em termos de compressa˜o relativamente ao primeiro [114]. No
entanto, resulta em maiores tempos de execuc¸a˜o no caso de sequeˆncias longas [43].
Em [113] tambe´m foram propostos os me´todos Dna1, Dna2 e Dna3. Estes me´todos,
apesar de mais ra´pidos, teˆm em muitos casos pior desempenho que o DNACompress.
Em [140] foi introduzido o me´todo NMLComp onde e´ usada codificac¸a˜o baseada no
modelo de ma´xima verosimilhanc¸a normalizada para regressa˜o discreta (Normalized
Maximum Likelihood – NML). Esta te´cnica de compressa˜o de DNA explora regulari-
dades escondidas (por exemplo, repetic¸o˜es aproximadas). Este algoritmo foi melhorado
por integrac¸a˜o de mais me´todos com va´rios paraˆmetros resultando num me´todo de
compressa˜o, GeNML [84], com melhor desempenho que o primeiro.
Mais recentemente, foi proposto um novo algoritmo, DNAPack, que usa a distaˆncia de
Hamming para repetic¸o˜es e pal´ındromas complementares, e tambe´m o CTW ou co´digos
aritme´ticos de ordem dois para regio˜es na˜o repetitivas [22]. O DNAPack apresenta
ganhos relativamente ao DNACompress [22].
Apesar de muitas tentativas de compressa˜o dos genomas, sequeˆncias de quatro bases, os
resultados teˆm sido muito fracos, obtendo-se valores pro´ximos de dois bits por s´ımbolo.
Acredita-se assim que no contexto da compressa˜o, ainda podera´ haver muito a fazer.
Obviamente que quanto melhor for o conhecimento da estrutura de correlac¸a˜o das
sequeˆncias, melhor se podera˜o comprimir.
2.3 Discussa˜o
As sequeˆncias de DNA sa˜o simbo´licas e geralmente na˜o sa˜o sequeˆncias estaciona´rias.
Para que se obtenham resultados que descrevam as sequeˆncias de DNA estes pressupos-
tos teˆm de ser tomados em conta. Observa-se que muitos dos trabalhos desenvolvidos
nestas a´reas teˆm tido em atenc¸a˜o esses pressupostos, mas muito ainda ha´ a fazer.
Tendo por base os trabalhos desenvolvidos no contexto da correlac¸a˜o evidenciam-se
treˆs to´picos sobre os quais assenta a motivac¸a˜o desta dissertac¸a˜o:
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• Existem muitas metodologias de ana´lise espectral que na˜o teˆm aparente relac¸a˜o;
• A periodicidade de per´ıodo treˆs teˆm especial importaˆncia na detecc¸a˜o de genes;
• Devido a` falta de modelos de compressa˜o que se ajustem a` natureza dos dados,
os resultados de compressa˜o sa˜o geralmente fracos.
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Cap´ıtulo 3
Ana´lise espectral de sequeˆncias
simbo´licas
Neste cap´ıtulo, sa˜o apresentados e discutidos alguns me´todos de ana´lise de Fourier
aplicados a dados simbo´licos, direccionados para as sequeˆncias de DNA, em particular
para as sequeˆncias de nucleo´tidos. Sera˜o considerados me´todos baseados em sequeˆncias
indicadoras e em tetraedros regulares, me´todos de autocorrelac¸a˜o simbo´lica e me´todos
de envolvente espectral, em que para cada frequeˆncia se optimiza o mapeamento de
s´ımbolos em nu´meros, dando eˆnfase a qualquer caracter´ıstica perio´dica dos dados. Sera´
tambe´m discutida a equivaleˆncia ou a relac¸a˜o entre esses me´todos.
Mostra-se que e´ poss´ıvel definir uma func¸a˜o de autocorrelac¸a˜o de dados simbo´licos,
assumindo apenas que se pode comparar quaisquer dois s´ımbolos e decidir se sa˜o iguais
ou distintos. Esta autocorrelac¸a˜o e´ uma sequeˆncia nume´rica e a sua transformada
de Fourier pode tambe´m ser obtida atrave´s da soma dos quadrados dos mo´dulos da
transformada de Fourier das sequeˆncias indicadoras (sequeˆncias de zeros/uns que in-
dicam a posic¸a˜o dos s´ımbolos). Discute-se ainda outra interpretac¸a˜o que pode ser
dada atrave´s do conceito de envolvente espectral: dentro de todos os mapeamentos
poss´ıveis entre s´ımbolos e nu´meros, existe um que maximiza a energia espectral para
cada frequeˆncia que conduz a` soma dos quadrados dos mo´dulos da transformada de
Fourier das sequeˆncias indicadoras.
Partes do conteu´do deste cap´ıtulo foram publicadas em [4].
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3.1 Introduc¸a˜o
A ana´lise atrave´s de transformac¸o˜es lineares e na˜o lineares sa˜o ferramentas naturais
para dar algumas respostas quanto a` existeˆncia de correlac¸o˜es. No entanto, a na-
tureza simbo´lica dos dados apresenta-se como um problema/desafio (ver cap´ıtulo an-
terior). Por exemplo a ana´lise de Fourier aplica-se a dados com determinada estrutura
alge´brica, como por exemplo os grupos (comutativos ou na˜o comutativos). Mas nos
dados simbo´licos essa estrutura na˜o esta´ presente, uma vez que na˜o faz sentido definir
operac¸o˜es alge´bricas com os s´ımbolos. No sentido de ultrapassar esta dificuldade, teˆm
sido apresentadas algumas abordagens que sa˜o aparentemente distintas e que na˜o teˆm
explicitamente relac¸a˜o entre elas (ver, por exemplo, [134, 154, 137]).
Com o conteu´do deste cap´ıtulo pretende-se colmatar a falta de ana´lises comparativas
entre diferentes metodologias de ana´lise espectral de sequeˆncias simbo´licas e validar a
aplicac¸a˜o de metodologias nume´ricas a dados simbo´licos.
Dado o particular interesse por aplicac¸o˜es sobre dados gene´ticos, para discussa˜o con-
sidera-se o caso das sequeˆncias de DNA, descritas pelo alfabeto dos nucleo´tidos (Γ =
{A, C,G, T }). Contudo, a ana´lise comparativa a apresentar pode ser aplicada e/ou
alargada a outros alfabetos finitos.
3.1.1 Conceitos ba´sicos
De seguida sa˜o apresentadas definic¸o˜es e propriedades da transformada de Fourier
discreta e autocorrelac¸a˜o, dois dos conceitos fundamentais para a ana´lise em frequeˆncia
de sequeˆncias nume´ricas. Como se vera´, mediante certas adaptac¸o˜es, continuam a ser
u´teis para sequeˆncias simbo´licas.
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3.1.1.1 Transformada de Fourier discreta
A transformada de Fourier discreta (Discrete Fourier Transform—DFT)X = (Xj)0≤j<N
de uma sequeˆncia nume´rica x = (xk)0≤k<N 1 e´ dada por
X = Fx,
onde F e´ a matriz de Fourier N ×N com elementos
Fab = e
−i 2pi
N
ab, a, b = 0, 1, ..., N − 1,
e i representa a unidade imagina´ria. De outra forma tem-se que a DFT ou coeficiente
espectral de x, na frequeˆncia a/N , e´ dada por
Xa =
N−1∑
b=0
xbe
−i 2pi
N
ab, a = 0, 1, ..., N − 1.
Observe-se que
X0 = Nx,
onde x representa o valor me´dio da sequeˆncia x.
A transformada inversa e´ dada por
xc =
1
N
N−1∑
d=0
Xde
i 2pi
N
cd, c = 0, 1, ..., N − 1.
O produto interno entre dois vectores x e y de dimensa˜o N e´ definido por
〈x, y〉 =
N−1∑
k=0
x¯kyk = x
′y,
onde x¯k representa o conjugado do complexo xk e x
′ e´ o conjugado transposto do vector
x. Tem-se
〈x, y〉 = 1
N
〈X,Y 〉 .
Em particular tem-se a igualdade de Parseval,
〈x, x〉 = ‖x‖2 = 1
N
‖X‖2.
1E´ de notar que as sequeˆncias sa˜o entendidas como vectores coluna.
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Seja yk = xk+m, para 0 ≤ k,m < N e considerando extenso˜es mo´dulo N de x,2 tem-se
que
Ya = Xae
i 2pi
N
ma, a = 0, 1, ..., N − 1. (3.1)
A DFT e´ uma ferramenta poderosa no estudo da periodicidade. Para estudar a peri-
odicidade da sequeˆncia nume´rica x = (xk)0≤k<N , e´ frequentemente usado o espectro de
poteˆncia (|Xa|2)0≤a<N ,3 ou simplesmente a sequeˆncia das amplitudes (|Xa|)0≤a<N .
3.1.1.2 Autocorrelac¸a˜o
A autocorrelac¸a˜o de x = (xk)0≤k<N e´ a correlac¸a˜o entre (xk)0≤k<N e (xk+m)0≤k<N , com
0 ≤ m < N e considerando a extensa˜o mo´dulo N de x. A func¸a˜o de autocorrelac¸a˜o de
x e´ usualmente definida por
r¦m =
T∑
j=0
(xj − x)(xj+m − x)
T∑
j=0
(xj − x)2
.
Frequentemente T e´ considerado igual a N −m− 1 ou a N − 1. Neste u´ltimo caso, a
autocorrelac¸a˜o designa-se por autocorrelac¸a˜o c´ıclica.
A autocorrelac¸a˜o e´ ta˜o mais forte quanto mais pro´ximo o seu valor absoluto estiver de
1 (r¦m varia entre −1 e 1).
Por ser uma func¸a˜o de correlac¸a˜o muito usada no contexto do estudo de sequeˆncias
simbo´licas, a func¸a˜o de autocorrelac¸a˜o (ou autocovariaˆncia)4 c´ıclica em sequeˆncias
2Por extenso˜es mo´dulo N de x entende-se
xk+N ≡ xk, ∀k ∈ {0, . . . , N − 1}.
3Tambe´m e´ comum encontrar como sino´nimo de espectro de poteˆncia os termos: energia e poteˆncia
espectral.
4A autocovariaˆncia e´ vulgarmente definida por
cm =
1
T
T∑
j=0
(xj − x¯)(xj+m − x¯),
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simbo´licas sera´ tambe´m aqui considerada. Esta func¸a˜o e´ definida como uma forma
simplificada de r¦m e e´ dada por
rm =
N−1∑
k=0
xkxk+m,
considerando extenso˜es mo´dulo N de x, m ∈ {0, 1, . . . , N−1} e onde x e´ uma sequeˆncia
nume´rica, frequentemente uma sequeˆncia de zeros e uns.5 E´ de notar que neste caso
esta func¸a˜o de autocorrelac¸a˜o na˜o subtrai o valor me´dio.
A partir de agora, por func¸a˜o de autocorrelac¸a˜o c´ıclica dever-se-a´ entender rm. Seguem-
se algumas propriedades da func¸a˜o de autocorrelac¸a˜o c´ıclica em sequeˆncias nume´ricas:
• A func¸a˜o de autocorrelac¸a˜o c´ıclica e´ uma func¸a˜o par, pois rm = rN−m.
• Considerando x = (xk)0≤k<N e y = (xk+m)0≤k<N , com 0 ≤ m < N , tem-se que
rm =
N−1∑
k=0
xkxk+m = 〈x, y〉 = 1
N
〈X,Y 〉 (3.2)
onde X e Y sa˜o as DFT’s de x e y respectivamente.
• A me´dia dos quadrados, x2, pode ser determinada indirectamente atrave´s da
autocorrelac¸a˜o: r0 = Nx2. Para uma sequeˆncia de zeros e uns tem-se que x2 = x.
• A func¸a˜o de autocorrelac¸a˜o atinge o valor ma´ximo para m = 0. Esse valor
pode ser atingido para outros valores de m quando a func¸a˜o e´ perio´dica. Assim,
r0 ≥ |rm|.6
onde T = N − 1 no caso c´ıclico, caso contra´rio T = N −m− 1.
5Para uma sequeˆncia de zeros e uns, a me´dia (x¯), e´ a proporc¸a˜o de uns da sequeˆncia e a variaˆncia
da sequeˆncia e´ dada por x¯(1− x¯). Deste modo
rm = N(r¦mx¯(1− x¯) + x¯2).
6Isto e´ uma consequeˆncia da desigualdade de Cauchy-Schwarz,
| 〈x, y〉 | ≤ ‖x‖‖y‖.
Obte´m-se igualdade quando x e´ proporcional a y: x = αy, para α constante.
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• A autocorrelac¸a˜o de uma sequeˆncia perio´dica e´ tambe´m uma sequeˆncia perio´dica
com o mesmo per´ıodo.
Outras considerac¸o˜es
Genericamente, uma sequeˆncia simbo´lica definida sobre o alfabeto Γ sera´ denotada por
s = (sk)0≤k<N . Sempre que necessa´rias sera˜o usadas extenso˜es mo´dulo N de s.
3.2 Comparac¸a˜o de metodologias
De seguida efectua-se uma revisa˜o comparativa dos me´todos de ana´lise das sequeˆncias
simbo´licas atrave´s da ana´lise de Fourier, concretamente em aplicac¸o˜es a sequeˆncias de
nucleo´tidos. Assim apresenta-se uma perspectiva unificadora de algumas ferramentas
de ana´lise de Fourier usadas na ana´lise de sequeˆncias de DNA nomeadamente, me´todos
baseados em sequeˆncias indicadoras, autocorrelac¸a˜o, envolvente espectral e na estrutura
do tetraedro regular.
3.2.1 Sequeˆncias indicadoras
A qualquer sequeˆncia simbo´lica (sk)0≤k<N definida sobre o alfabeto Γ = {A, C,G, T }
podem ser associadas quatro sequeˆncias indicadoras nume´ricas, ou seja quatro sequeˆn-
cias bina´rias uak, u
c
k, u
g
k, e u
t
k, com 0 ≤ k < N . Cada uma destas sequeˆncias identifica
a posic¸a˜o do s´ımbolo correspondente atrave´s da unidade, isto e´,
uak =
{
1, sk = A
0, sk 6= A
, (3.3)
uck =
{
1, sk = C
0, sk 6= C
,
ugk =
{
1, sk = G
0, sk 6= G
,
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utk =
{
1, sk = T
0, sk 6= T
,
com 0 ≤ k < N .
O espectro total das sequeˆncias simbo´licas e´ neste caso definido como a soma dos
quadrados das DFTs das sequeˆncias indicadoras (ver, por exemplo, [151, 12]), ou seja,
S(j) = |Uaj |2 + |U cj |2 + |U gj |2 + |U tj |2 (3.4)
com j ∈ {0, 1, . . . , N − 1}. Este espectro total e´ usado muitas vezes com pouca
ou nenhuma explicac¸a˜o. Intuitivamente, a soluc¸a˜o parece razoa´vel: o espectro total
como soma dos espectros de cada uma das sequeˆncias indicadoras. Desta forma na˜o e´
necessa´rio definir operac¸o˜es alge´bricas sobre os s´ımbolos e na˜o e´ necessa´rio definir ma-
peamentos de s´ımbolos para nu´meros. Contudo, as interpretac¸o˜es teo´ricas e significado
desta soluc¸a˜o na˜o parecem ser claros.
Com os me´todos de autocorrelac¸a˜o pode-se obter uma visa˜o satisfato´ria, pelo menos
mais intuitiva, do que a dada pelas sequeˆncias indicadoras. Mostra-se de seguida que a
formulac¸a˜o de espectro total (3.4) resulta da transformada de Fourier da autocorrelac¸a˜o
simbo´lica.
3.2.2 Autocorrelac¸a˜o simbo´lica
Claramente que o modo mais simples e mais directo de obter uma sequeˆncia nume´rica
a partir da sequeˆncia de DNA e´ mapear os s´ımbolos em nu´meros para posteriormente
processar a sequeˆncia nume´rica obtida. Assim, pode-se aplicar indirectamente, sobre as
sequeˆncias simbo´licas, a transformada de Fourier ou o ca´lculo da autocorrelac¸a˜o (neste
caso nume´rica). Em [153, 92], por exemplo, define-se a sequeˆncia nume´rica, seguida da
autocorrelac¸a˜o e sobre o resultado a transformada de Fourier. Isto tem desvantagens,
pois consoante o mapeamento de s´ımbolos em nu´meros pode-se revelar ou esconder
alguma informac¸a˜o. Ale´m disso, na˜o existe um claro significado bioqu´ımico para a
estrutura aritme´tica resultante do mapeamento.
No entanto, a func¸a˜o de autocorrelac¸a˜o pode ser definida directamente da sequeˆncia
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dos s´ımbolos, (sk)0≤k<N , bastando considerar
rk =
N−1∑
j=0
d(sj, sj+k),
onde para quaisquer dois s´ımbolos x e y
d(x, y) =
{
1, x = y
0, x 6= y. (3.5)
Observe-se que da forma como a autocorrelac¸a˜o esta´ definida, o resultado da sua
aplicac¸a˜o sobre uma sequeˆncia de s´ımbolos e´ uma sequeˆncia nume´rica. Por outro lado,
tem-se que esta func¸a˜o e´ sime´trica em relac¸a˜o ao centro da sequeˆncia, isto e´:
• para N par tem-se ri+N
2
= r−i+N
2
, i ∈ {0, . . . , N
2
};7
• para N ı´mpar tem-se ri+N+1
2
= r−i+N+1
2
, i ∈ {0, . . . , N+1
2
}.
Esta func¸a˜o de autocorrelac¸a˜o resulta intuitivamente numa melhor soluc¸a˜o e ale´m disso
evita-se o mapeamento. A func¸a˜o de autocorrelac¸a˜o assim definida esta´ relacionada
com a medida de correlac¸a˜o para a igualdade dos s´ımbolos introduzida por [154].
E´ de observar que a autocorrelac¸a˜o rk e´ uma sequeˆncia nume´rica que pode ser reescrita
a` custa das quatro func¸o˜es indicadoras, uma vez que
uak = d(sk,A), uck = d(sk, C), ugk = d(sk,G) e utk = d(sk, T ).
Consequentemente,
rk = rk(u
a) + rk(u
c) + rk(u
g) + rk(u
t),
7
r−i+N2 =
N−1∑
j=0
d(sj , sj−i+N2 ) =
N−1∑
j=0
d(sj−i+N2 , sj)
=
N−1∑
k=0
d(sk, sk+i−N2 ) =
N−1∑
k=0
d(sk, sk+i+N2 )
= ri+N2 .
39
onde
rk(u
a) =
N−1∑
j=0
uaju
a
j+k
e de modo semelhante para rk(u
c), rk(u
g) e rk(u
t).
Teorema 3.2.1. Seja (Rj)0≤j<N a DFT de (rk)0≤k<N . Enta˜o tem-se que
Rj = |Uaj |2 + |U cj |2 + |U gj |2 + |U tj |2, j ∈ {0, . . . , N − 1}.
Demonstrac¸a˜o. Aplicando as igualdades (3.2) e (3.1), tem-se
rk(u
a) =
1
N
N−1∑
j=0
|Uaj |2ei
2pi
N
kj
e obviamente vem que
rk =
1
N
N−1∑
j=0
(|Uaj |2 + |U cj |2 + |U gj |2 + |U tj |2)ei
2pi
N
kj
ou seja,
Rj = |Uaj |2 + |U cj |2 + |U gj |2 + |U tj |2, j ∈ {0, . . . , N − 1}.
Concluiu-se que a DFT da autocorrelac¸a˜o simbo´lica e´ a soma dos mo´dulos quadra´ticos
das DFTs das sequeˆncias indicadoras. Por outras palavras, obte´m-se a igualdade com
o espectro total definido a` custa das sequeˆncias indicadoras, ver equac¸a˜o (3.4).
3.2.3 Envolvente espectral
Nesta secc¸a˜o verifica-se que a soma dos quadrados das DFTs das quatro sequeˆncias
indicadoras tambe´m esta´ relacionado com o valor da DFT da sequeˆncia nume´rica, que
resulta do mapeamento de s´ımbolos em nu´meros, constru´ıda de forma a maximizar a
magnitude quadra´tica em cada valor da frequeˆncia.
O conceito de envolvente espectral foi introduzido em [137], e em [155] foi discutida uma
variante para dados na˜o estaciona´rios. Por ser uma abordagem mais simples, segue-
se inicialmente o trabalho desenvolvido em [155], considerando o caso estaciona´rio
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(Envolvente espectral – Abordagem I). A relac¸a˜o entre os trabalhos [137] e [155] sera´
discutida no final desta subsecc¸a˜o (Envolvente espectral – Abordagem II).
O mapeamento dos nucleo´tidos em nu´meros
A 7→ a, C 7→ c, G 7→ g e T 7→ t
pode descrever-se por
z = uw
onde
u =
[
ua uc ug ut
]
uma matriz N × 4 e
w =

a
c
g
t

um vector de pesos.
Considere-se a DFT de z:
Z = Fz = Fuw = Uw,
onde U e´ uma matriz N × 4 obtida por aplicac¸a˜o das DFTs sobre as sequeˆncias indi-
cadoras,
U = Fu =
[
Fua Fuc Fug Fut
]
=
[
Ua U c U g U t
]
.
Denotando por Uj a j-e´sima linha de U , pode-se escrever
Zj = Ujw, para j ∈ {0, . . . , N − 1}.
Tem-se ainda
|Zj|2 = w′U ′jUjw = |aUaj + cU cj + gU gj + tU tj |2, j ∈ {0, . . . , N − 1}. (3.6)
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3.2.3.1 Envolvente espectral – Abordagem I
A ideia sublinhada por [137] e [155] e´ a de ajustar um mapeamento de s´ımbolos para
nu´meros de tal forma que |Zj| seja ma´ximo. Para cada frequeˆncia j/N , selecciona-
se o vector w normalizado (‖w‖ = 1) que maximiza |Zj|2. Isto e´, tem-se o seguinte
problema de maximizac¸a˜o
max
‖w‖=1
|Zj|2 = max‖w‖=1(w
′U ′jUjw), j ∈ {0, . . . , N − 1}.
Observe-se que para ‖w‖ = 1 tem-se que w′U ′jUjw coincide com um quociente de
Rayleigh.8 Os quocientes de Rayleigh de uma matriz esta˜o intimamente relaciona-
dos com os valores pro´prios9 dessa matriz (ver teorema de Rayleigh–Ritz [80]), o que
permite concluir o seguinte resultado.
Teorema 3.2.2.
max
‖w‖=1
(w′U ′jUjw) = λmax(U
′
jUj), j ∈ {0, . . . , N − 1}.
Demonstrac¸a˜o. Observe-se que U ′jUj e´ uma matriz hermı´tica ((U
′
jUj)
′ = U ′jUj) e que
w′U ′jUjw e´ um quociente de Rayleigh uma vez que ‖w‖ = 1. Usando a consequeˆncia
do teorema de Rayleigh–Ritz enunciada no teorema 3.2.3 o resultado fica evidente.
Teorema 3.2.3. Seja A uma matriz hermı´tica. O ma´ximo do quociente de Rayleigh,
R(w) =
x′Ax
x′x
, x 6= 0
e´ λmax(A), o maior valor pro´prio de A.
8O quociente de Rayleigh, R, de uma matriz A, e´ definido por
R(x) =
x′Ax
x′x
, x 6= 0,
com A uma matriz hermı´tica (A′ = A).
9Um vector v na˜o nulo (de um espac¸o vectorial) diz-se vector pro´prio de uma matriz A se existir
um escalar λ tal que
Av = λv.
Chama-se a λ o valor pro´prio associado ao vector pro´prio v.
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Assim conclui-se que
max
||w||=1
|Zj|2 = λmax(U ′jUj).
O resultado seguinte apresenta outra interpretac¸a˜o do ma´ximo de |Zj|2.
Teorema 3.2.4. Seja f(w′) = w′U ′jUjw, com j ∈ {0, . . . , N−1} e onde w e´ um vector
normalizado. O ponto de ma´ximo de f e´
(
Uj
‖Uj‖ , Rj
)
.
Demonstrac¸a˜o. Tem-se que
f(w′) = w′U ′jUjw = |Ujw|2 = |aUaj + cU cj + gU gj + tU tj |2.
Pela desigualdade de Cauchy-Schwarz tem-se que
f(w′) ≤ ||w′||2||Uj||2
e o ma´ximo e´ atingido para w′ = αUj, com α constante. Como w e´ normalizado tem-se
que
w′ =
Uj
‖Uj‖ .
O valor ma´ximo e´ dado por
max
||w||=1
|Ujw|2 = max||w||=1w
′U ′jUjw
=
Uj
‖Uj‖U
′
jUj
(
Uj
‖Uj‖
)′
= |Uaj |2 + |U cj |2 + |U gj |2 + |U tj |2.
Como resultado dos dois teoremas anteriores tem-se que
λmax(U
′
jUj) = |Uaj |2 + |U cj |2 + |U gj |2 + |U tj |2 = Rj.
E´ de observar que no caso na˜o estaciona´rio, considerado em [155], a matriz U ′jUj e´
calculada para diversos blocos de dados. Assim, o ca´lculo dos maiores valores pro´prios
ainda envolve alguma complexidade computacional. Com esta interpretac¸a˜o, pode-se
reduzir o ca´lculo de valores pro´prios ao ca´lculo do espectro total de cada segmento.
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Mapeamento gene´rico
Existem va´rios trabalhos em que tambe´m podem ser encontrados va´rios mapeamentos
de s´ımbolos em nu´meros (ver, por exemplo, [11]). De seguida, comparam-se os resul-
tados ate´ agora obtidos com o espectro da sequeˆncia nume´rica obtida de forma geral
por mapeamento dos s´ımbolos em nu´meros. Resulta da aplicac¸a˜o da desigualdade de
Cauchy-Schwarz a` expressa˜o dada em (3.6) a seguinte desigualdade
|Zj|2 = |aUaj + cU cj + gU gj + tU tj |2 ≤
≤ (|a|2 + |c|2 + |g|2 + |t|2)(|Uaj |2 + |U cj |2 + |U gj |2 + |U tj |2).
Para este mapeamento gene´rico na˜o parece existir relac¸a˜o de igualdade entre os es-
pectros. Conclui-se, apenas, a existeˆncia de um majorante para o espectro da sequeˆncia
obtida por mapeamento arbitra´rio entre s´ımbolos e nu´meros.10
No entanto, como ja´ foi escrito na demonstrac¸a˜o do teorema 3.2.4 a igualdade obte´m-
se para (a, c, g, t) = α(Uaj , U
c
j , U
g
j , U
t
j ), com α constante. E se se considerar α =
1
‖Uj‖
tem-se o espectro total
|Zj|2 = Rj.
3.2.3.2 Envolvente espectral – Abordagem II
O conceito de envolvente espectral, introduzido em [137], depende do conceito de
valor pro´prio generalizado. No sentido de continuar a discussa˜o introduz-se a seguinte
notac¸a˜o: λ(B,C) denota o valor pro´prio generalizado relativo ao problema Bx = λCx
(para denotar o valor pro´prio de B continua-se a usar a notac¸a˜o λ(B) e naturalmente
tem-se que λ(B, I) = λ(B)).
Nesta abordagem calculam-se os pesos w que maximizam a poteˆncia espectral para
cada frequeˆncia, relativamente a` variabilidade total, V , de uma sequeˆncia definida
10E´ de notar, que ja´ anteriormente foi observado que consoante o mapeamento de s´ımbolos em
nu´meros utilizado, algumas das estruturas com relevaˆncia harmo´nica podem ser mais ou menos evi-
denciadas (ver, no cap´ıtulo anterior, o exemplo 2.1.1).
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num alfabeto de n s´ımbolos (sera´ concretizado n = 4 dado o objectivo de comparar
metodologias). Portanto, o objectivo e´ encontrar o valor ma´ximo de
|Zj|2
w′V w
=
w′U ′jUjw
w′V w
, (3.7)
com V a matriz de covariaˆncias de uma distribuic¸a˜o multinomial.11
Este problema pode-se reduzir ao ca´lculo do valor pro´prio generalizado ma´ximo, pois
pretende-se calcular o maior α tal que
w′U ′jUjw
w′V w
= α
ou seja, pretende-se calcular λmax(U
′
jUj, V ) (consequeˆncia do teorema de Rayleigh–
Ritz).
Levanta-se a questa˜o sobre a igualdade de valores pro´prios ma´ximos, ou seja,
λmax(U
′
jUj, V ) =
? λmax(U
′
jUj)
A igualdade anterior verificar-se-ia se V fosse a matriz identidade, mas V e´ uma matriz
de covariaˆncias de uma distribuic¸a˜o multinomial o que elimina essa possibilidade.12
Segue-se um resultado que apresenta duas desigualdades que relacionam os dois valores
pro´prios ma´ximos.
Teorema 3.2.5. Seja A =
(
I3
0
)
, onde I3 e´ a matriz identidade 3× 3. Tem-se que
λmax(U
′
jUj, V )
λmax((A′V A)−T )
+ |Ujt|2 ≤ λmax(U ′jUj) ≤
λmax(U
′
jUj, V )
λmin((A′V A)−T )
+ |Ujt|2
11Seja z uma observac¸a˜o de uma varia´vel multinomial de quatro s´ımbolos A, C, G e T com proba-
bilidade de ocorreˆncia Pa, Pc, Pg e Pt respectivamente. A matriz de covariaˆncias e´ dada por
V =

Pa(1− Pa) −PaPc −PaPg −PaPt
−PcPa Pc(1− Pc) −PcPg −PcPt
−PgPa −PgPc Pg(1− Pg) −PgPt
−PtPa −PtPc −PtPg Pt(1− Pt)
 .
12Observe-se que para w′ =
Uj
‖Uj‖ geralmente a poteˆncia espectral dada por (3.7) na˜o coincide com
o espectro total da sequeˆncia (S(j) = λmax(U ′jUj)).
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Demonstrac¸a˜o. Para relacionar os valores pro´prios generalizados com os valores pro´prios
de uma matriz existe o teorema de Ostrowski [79] que apresenta duas desigualdades:
Teorema 3.2.6. Dadas duas matrizes B e C, tal que C−T (=(C ′)−1) esta´ definida,
λmax(B)λmin(C−T ) ≤ λmax(B,C) ≤ λmax(B)λmax(C−T ).
Coloca-se o problema de aplicabilidade do teorema 3.2.6 a λmax(U
′
jUj, V ), uma vez que
V na˜o e´ uma matriz invert´ıvel. Esse problema pode ser parcialmente ultrapassado com
o desenvolvimento apresentado em [137]:
max
w′U ′jUjw
w′V w
= max
y′A′U ′jUjAy
y′A′V Ay
para w = Ay + te4, y =

a
c
g
 e e4 =

0
0
0
1
.
Ou seja,
λmax(U
′
jUj, V ) = λmax(A
′U ′jUjA,A
′V A),
onde A′V A e´ uma matriz invert´ıvel.
Aplicando o teorema 3.2.6 a λmax(A
′U ′jUjA,A
′V A), obte´m-se
λmax(A
′U ′jUjA)λmin((A
′V A)−T ) ≤ λmax(U ′jUj, V ) ≤ λmax(A′U ′jUjA)λmax((A′V A)−T ).
Dado que
λmax(A
′U ′jUjA) = λmax(U
′
jUj)− |Ujt|2,
tem-se
0 ≤ λmin((A′V A)−T ) ≤
λmax(U
′
jUj, V )
λmax(U ′jUj)− |Ujt|2
≤ λmax((A′V A)−T )
ou seja,
λmax(U
′
jUj, V )
λmax((A′V A)−T )
≤ λmax(U ′jUj)− |Ujt|2 ≤
λmax(U
′
jUj, V )
λmin((A′V A)−T )
.
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Desta forma relacionam-se os coeficientes do espectro total das sequeˆncias simbo´licas,
λmax(U
′
jUj) = Rj, como os coeficientes propostos por Stoffer,
λmax(U
′
jUj, V ).
3.2.4 Reduc¸a˜o da dimensa˜o
Em [134] e´ apresentada ainda outra forma de ver o espectro total, a qual e´ baseada
na estrutura de um tetraedro regular. Em [45] encontra-se uma generalizac¸a˜o para
sequeˆncias simbo´licas num alfabeto de n s´ımbolos e neste caso e´ usada a noc¸a˜o topolo´gica
de simplexo (generalizac¸a˜o do conceito de triaˆngulo).
As quatro sequeˆncias indicadoras sa˜o obviamente redundantes, uma vez que
ua + uc + ug + ut = 1, (3.8)
o que naturalmente tem consequeˆncia sobre o espectro total. Uma vez que e´ va´lida a
igualdade (3.8), enta˜o em termos de transformada de Fourier tem-se
Uaj + U
c
j + U
g
j + U
t
j =
{
N, j = 0
0, j 6= 0 .
O espectro total pode ser obtido a partir de treˆs DFTs, em vez de quatro. De facto,
e´ poss´ıvel trabalhar com treˆs sequeˆncias na˜o redundantes (x, y e z) em vez de quatro
(ua, uc, ug e ut) (ver, por exemplo, [12, 108, 134]). Embora possa ser usado outro, um
mapeamento em vectores com apenas treˆs componentes que na˜o perde informac¸a˜o da
sequeˆncia de s´ımbolos e´ (ver, por exemplo, [12])
A 7→
(
0 0 1
)
,
C 7→
(
−
√
2
3
√
6
3
−1
3
)
,
G 7→
(
−
√
2
3
−
√
6
3
−1
3
)
,
T 7→
(
2
√
2
3
0 −1
3
)
.
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A ligac¸a˜o com as sequeˆncias indicadoras e´ dada por
x =
√
2
3
(−uc − ug + 2ut), (3.9)
y =
√
6
3
(uc − ug), (3.10)
z =
1
3
(3ua − uc − ug − ut), (3.11)
1 = ua + uc + ug + ut.
A relac¸a˜o entre o me´todo que se baseia nas sequeˆncias indicadoras, o espectro total,
e o que se baseia na reduc¸a˜o da dimensa˜o (me´todo baseado na noc¸a˜o topolo´gica de
simplexo) e´ mostrada em [45], para um nu´mero arbitra´rio de s´ımbolos. No caso presente
das sequeˆncias de nucleo´tidos, tem-se o tetraedro como simplexo (n = 4) o que resulta
na seguinte relac¸a˜o de igualdade:
Teorema 3.2.7. Sejam X, Y e Z as DFT de (xk)0≤k<N (equac¸a˜o 3.9), (yk)0≤k<N
(equac¸a˜o 3.10) e (zk)0≤k<N (equac¸a˜o 3.11), respectivamente. Enta˜o tem-se que
3(|Uaj |2 + |U cj |2 + |U gj |2 + |U tj |2) =
=
{
4(|Xj|2 + |Yj|2 + |Zj|2), j 6= 0
4(|Xj|2 + |Yj|2 + |Zj|2)−N, j = 0
.
Demonstrac¸a˜o. Segue-se de perto a demonstrac¸a˜o apresentada em [45], com algumas
adaptac¸o˜es a` notac¸a˜o usada e ao caso particular em estudo, sequeˆncia simbo´lica de
quatro s´ımbolos.
Considere-se
v =

x
y
z
0
 , R =

0 −
√
6
6
−
√
6
6
√
6
3
0
√
2
2
−
√
2
2
0
√
3
2
−
√
3
6
−
√
3
6
−
√
3
6
c c c c
 ,
c uma constante real na˜o nula e
t =
1
4
[
1 1 1 1
]
.
Tem-se que
v = aR(u′ − t′), (3.12)
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onde v e´ obtido de u por uma translac¸a˜o seguida de uma transformac¸a˜o R. Pretende-
se que R seja uma rotac¸a˜o, e para tal tem-se c = −3
2
(R e´ uma rotac¸a˜o se o seu
determinante e´ igual a um). Usa-se a = 2√
3
, escolhido de forma a que o simplexo (o
tetraedro) seja normalizado (mapeamento dos s´ımbolos em vectores normalizados).
Note-se que a informac¸a˜o dada pela u´ltima equac¸a˜o do sistema 3.12 em [45] e´ des-
prezada, pois simplesmente descreve que os vectores indicadores esta˜o sobre o hiper-
plano
1 = uak + u
c
k + u
g
k + u
t
k,
com k ∈ {0, . . . , N − 1}.
Recorrendo ao conceito de DFT tem-se que
Vj =
N−1∑
k=0
v′ke
−i 2pi
N
kj, j = 0, 1, ..., N − 1
e o espectro total associado a v e´ dado por
|Vj|2 = |Xj|2 + |Yj|2 + |Zj|2.
Por outro lado, tem-se que
|Vj|2 = 4
3
(|Uaj |2 + |U cj |2 + |U gj |2 + |U tj |2) para j 6= 0,
e para j = 0 tem-se
|V0|2 = 4
3
(|Ua0 |2 + |U c0 |2 + |U g0 |2 + |U t0|2)− 43N
(
1
42
+
1
42
+
1
42
+
1
42
)
=
4
3
(|Ua0 |2 + |U c0 |2 + |U g0 |2 + |U t0|2)− N3 .
Assim obte´m-se outra visa˜o do espectro total relativo a`s sequeˆncias simbo´licas.
3.3 Concluso˜es
Foram discutidos va´rios me´todos de ana´lise de Fourier para dados simbo´licos, dando
eˆnfase ao caso das sequeˆncias de DNA para o alfabeto dos nucleo´tidos. No entanto, as
metodologias sa˜o extens´ıveis a qualquer outro alfabeto finito.
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Consideraram-se me´todos de ana´lise espectral baseados nas sequeˆncias indicadoras, na
estrutura do tetraedro, na autocorrelac¸a˜o simbo´lica e vectorial e me´todos semelhantes
a` ana´lise espectral, em que para cada frequeˆncia se optimiza o mapeamento de s´ımbolos
para nu´meros, de forma a dar eˆnfase a qualquer caracter´ıstica perio´dica. Foi discutida
a relac¸a˜o entre os me´todos e identificados os casos de equivaleˆncia entre os mesmos.
Mostrou-se que e´ poss´ıvel definir a func¸a˜o de autocorrelac¸a˜o de dados simbo´licos sem
recorrer a mapeamentos: basicamente so´ se precisa de reconhecer se dois s´ımbolos sa˜o
ou na˜o iguais. A autocorrelac¸a˜o simbo´lica e´ uma sequeˆncia nume´rica, e a sua transfor-
mada de Fourier resulta no espectro de dados simbo´licos. Por outro lado, mostrou-se
que este espectro pode ser obtido atrave´s da soma dos quadrados dos mo´dulos das
transformadas de Fourier das sequeˆncias indicadoras (sequeˆncias zero/um indicando
a posic¸a˜o dos s´ımbolos), soluc¸a˜o que tem sido usada por diversos autores mas sem
qualquer justificac¸a˜o rigorosa ou intuitiva.
Foi explorado o conceito de envolvente espectral, que da´ outra interpretac¸a˜o do es-
pectro: entre todos os mapeamentos entre s´ımbolos e nu´meros ha´ um que maximiza
a energia espectral para cada frequeˆncia e que tambe´m conduz ao espectro de dados
simbo´licos.
Por fim, apresentou-se a relac¸a˜o entre a poteˆncia espectral das quatro sequeˆncias indi-
cadoras e a poteˆncia espectral de treˆs sequeˆncias que reduzem a redundaˆncia existente
entre as quatro sequeˆncias indicadoras, usando a estrutura vectorial de um tetraedro
regular.
De todos os me´todo estudados, o que usa as sequeˆncias indicadoras parece ser o mais
simples, em que o espectro total pode ser entendido como o espectro de ma´xima energia
espectral ou como a transformada da autocorrelac¸a˜o simbo´lica.
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Cap´ıtulo 4
Distribuic¸a˜o dos s´ımbolos e
espectro da sequeˆncia
Neste cap´ıtulo estuda-se a relac¸a˜o entre o mo´dulo dos coeficientes espectrais das se-
queˆncias de nucleo´tidos, ou de qualquer outra sequeˆncia simbo´lica, e a distribuic¸a˜o dos
s´ımbolos ao longo da sequeˆncia. Determinam-se condic¸o˜es necessa´rias e suficientes para
que alguns mo´dulos dos coeficientes espectrais sejam zero. Apresenta-se um algoritmo
ra´pido de ca´lculo de elementos do espectro de poteˆncia de uma sequeˆncia simbo´lica.
Finalmente mostra-se que o espectro de uma sequeˆncia de s´ımbolos conte´m informac¸a˜o
redundante.
Parte dos resultados discutidos neste cap´ıtulo foram alvo da publicac¸a˜o [5].
4.1 Introduc¸a˜o
Considere-se novamente uma sequeˆncia simbo´lica, s, de tamanho N com elementos
s0, s1, . . . , sN−1,
onde cada s´ımbolo si pertence a um alfabeto finito Γ. Embora os resultados discutidos
neste cap´ıtulo sejam extens´ıveis a outros alfabetos, apenas se apresentam resultados
relativos ao alfabeto dos nucleo´tidos Γ = {A, C,G, T }.
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Ha´ um grande interesse em me´todos que detectem e revelem a estrutura do DNA
(correlac¸o˜es de curto, me´dio e longo alcance). Tendo em conta os dados dispon´ıveis,
o seu volume e o interesse das aplicac¸o˜es, e´ obvia a motivac¸a˜o para a resoluc¸a˜o deste
problema.
Como se viu no cap´ıtulo anterior, e´ poss´ıvel utilizar a ana´lise de Fourier sobre as
sequeˆncias de DNA. Uma das soluc¸o˜es e´ baseada nas sequeˆncias indicadoras de s, ua, uc,
ug e ut (ver (3.3)). O espectro de Fourier ou espectro total da sequeˆncia s e´ definido em
termos do espectro individual das quatro sequeˆncias indicadoras [118, 12, 153, 142, 154],
como ja´ foi discutido anteriormente (ver cap´ıtulo 3). Recordando, S(k) (0 ≤ k < N)
pode ser dado por
S(k) = |Uak |2 + |U ck |2 + |U gk |2 + |U tk|2, (4.1)
com
U bk =
N−1∑
j=0
ubje
−i2pijk/N , b ∈ {a, c, g, t}. (4.2)
Um dos objectivos deste cap´ıtulo e´ compreender melhor o comportamento das riscas es-
pectrais,1 face a` distribuic¸a˜o dos nucleo´tidos na sequeˆncia. Por exemplo, directamente
da expressa˜o dos coeficientes espectrais (ver (4.2)) resulta que:
• U b0 , com b ∈ {a, c, g, t}, reflecte o nu´mero total de ocorreˆncias do s´ımbolo na
sequeˆncia, uma vez que
U b0 =
N−1∑
j=0
ubj,
• U b(N/2), com b ∈ {a, c, g, t}, coincide com a diferenc¸a entre o nu´mero de ocorreˆncias
do s´ımbolo nas posic¸o˜es pares e o nu´mero de ocorreˆncias nas posic¸o˜es ı´mpares,
1Entenda-se por risca espectral em k, o mo´dulo quadra´tico do coeficiente espectral em k. No caso
particular das sequeˆncias simbo´licas e´ dado por S(k).
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uma vez que
U b(N/2) =
N−1∑
j=0
ubje
−i2pijN/(2N)
=
N−1∑
j=0
ubje
−ipij
= ub0 − ub1 + ub2 − ub3 + . . .− ubN−1.
E´ natural perguntar acerca das relac¸o˜es entre outros coeficientes espectrais e a dis-
tribuic¸a˜o de s´ımbolos ao longo da sequeˆncia, e e´ precisamente essa questa˜o que esta´ na
base dos resultados contidos neste cap´ıtulo.
Sera´ apresentado um algoritmo ra´pido para calcular riscas espectrais baseado em con-
tadores de s´ımbolos. Concretamente, sera´ discutida uma nova forma de ca´lculo dos
coeficientes espectrais da forma U b(N/m), com b ∈ {a, c, g, t}. Sera´ explorada a relac¸a˜o
entre esses coeficientes espectrais e a distribuic¸a˜o de frequeˆncia do s´ımbolo B ao longo
da sequeˆncia. Em particular, sera´ discutida com maior destaque a risca S(N/3) (risca
com especial importaˆncia na localizac¸a˜o de regio˜es codificantes).
Aqui tambe´m sera´ discutida uma forma simples de obter condic¸o˜es necessa´rias e sufi-
cientes para que alguns valores do espectro total de uma sequeˆncia seja zero. Algumas
contribuic¸o˜es foram dadas em [92], mas o trabalho a ser apresentado vai diferir deste
em muitos aspectos.
Finalmente, concluiu-se que os coeficientes espectrais, U bk com k ∈ {0, 1, . . . , N−1}, na˜o
sa˜o independentes. Por exemplo, se existirem n s´ımbolos B (B ∈ Γ) numa sequeˆncia
de comprimento total N , enta˜o os N elementos de U b podem ser determinados a partir
de qualquer subconjunto cont´ıguo de cardinalidade n, atrave´s de uma recursa˜o linear.
A notac¸a˜o e terminologia usada neste cap´ıtulo e´ a mesma do cap´ıtulo anterior.
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4.2 Contadores de s´ımbolos
Suponha-se que e´ va´lida a factorizac¸a˜o N = nm e considere-se
yb(v) =
n−1∑
j=0
ub(v+jm), com 0 ≤ v < m e b ∈ {a, c, g, t}. (4.3)
Ou seja, divide-se a sequeˆncia original de comprimento N em n sequeˆncias de compri-
mento m
ub = (ub1u
b
2 . . . u
b
m︸ ︷︷ ︸
1
. . . . . . . . . ubN−m+1u
b
N−m+2 . . . u
b
N︸ ︷︷ ︸
n
),
e de seguida, por adic¸a˜o agrupam-se os dados de acordo com a expressa˜o (4.3) no
sentido de obter uma sequeˆncia de comprimento m.
Observe-se que yb(v) representa o nu´mero de ocorreˆncias do s´ımbolo B na v-e´sima posic¸a˜o
das n subsequeˆncias em que a sequeˆncia original se subdivide, ou seja o nu´mero de
ocorreˆncias de B nas posic¸o˜es
v, v +m, v + 2m, . . . , v + (n− 1)m,
das respectivas n subsequeˆncias.
As sequeˆncias ya, yc, yg e yt sera˜o denominadas de contadores dos s´ımbolos A, C, G e
T , respectivamente.
Segue-se um exemplo de uma sequeˆncia para a qual se apresentam os respectivos con-
tadores de um s´ımbolo.
Exemplo 4.2.1. Considere-se a sequeˆncia
s = (BXXXBXBXXXBX )
com B,X ∈ Γ e onde X representa qualquer outro s´ımbolo diferente de B. Tem-se
N = 12 e
ub = (1 0 0 0 1 0 1 0 0 0 1 0).
Os poss´ıveis contadores do s´ımbolo B para a sequeˆncia dada sa˜o seis (ver colunas da
tabela 4.1), pois as factorizac¸o˜es poss´ıveis de 12 sa˜o 12× 1 = 6× 2 = 4× 3 = 3× 4 =
2× 6 = 1× 12 (=nm).
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m = 1 m = 2 m = 3 m = 4 m = 6 m = 12
yb(0) 4 4 2 2 2 1
yb(1) – 0 2 0 0 0
yb(2) – – 0 2 0 0
yb(3) – – – 0 0 0
yb(4) – – – – 2 1
yb(5) – – – – 0 0
yb(6) – – – – – 1
yb(7) – – – – – 0
yb(8) – – – – – 0
yb(9) – – – – – 0
yb(10) – – – – – 1
yb(11) – – – – – 0
Tabela 4.1: Exemplo de contadores de s´ımbolos de uma sequeˆncia que apresenta como
sequeˆncia indicadora do s´ımbolo B, ub = (1 0 0 0 1 0 1 0 0 0 1 0). As colunas
correspondem aos seis poss´ıveis contadores do s´ımbolo b.
De seguida sera´ estabelecida uma relac¸a˜o entre a DFT de comprimento m do contador
de s´ımbolos yb e a DFT de ub, com b ∈ {a, c, g, t}.
Teorema 4.2.1. Seja N = nm. Considere-se k um inteiro fixo, tal que 0 ≤ k < m.
Enta˜o:
Y b(k) = U
b
(nk),
com b ∈ {a, c, g, t}.
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Demonstrac¸a˜o.
Y b(k) =
m−1∑
j=0
yb(j)e
−i2pijk/m
=
m−1∑
j=0
n−1∑
u=0
ub(j+um)e
−i2pijk/m
=
m−1∑
j=0
n−1∑
u=0
ub(j+um)e
−i2pi(j+um)k/m
=
N−1∑
p=0
ubpe
−i2pipk/m
=
N−1∑
p=0
ubpe
−i2pipnk/N = U b(nk).
A terceira igualdade deve-se a` propriedade trigonome´trica: eiθ+2kpi = eiθ, k ∈ Z. E a
quinta igualdade e´ va´lida uma vez que m = N
n
.
A ideia de reduzir o ca´lculo da DFT de comprimento N = mn ao ca´lculo da DFTs
de comprimento m de somas de blocos tem por base [32], resultado parcialmente re-
descoberto em [33] (ver tambe´m [58]).
O teorema seguinte relaciona o espectro de poteˆncia de uma sequeˆncia simbo´lica (de
comprimento N) e os mo´dulos quadra´ticos das DFTs dos contadores de s´ımbolos ya,
yc, yg e yt (de comprimento N/n).
Teorema 4.2.2. Seja N = nm. Considere-se k um inteiro fixo, tal que 0 ≤ k < m.
Tem-se
S(nk) = |Y a(k)|2 + |Y c(k)|2 + |Y g(k)|2 + |Y t(k)|2, (4.4)
e S(nk) anula-se se e so´ se Y a(k), Y
c
(k), Y
g
(k) e Y
t
(k) sa˜o todos nulos.
Demonstrac¸a˜o. A equac¸a˜o (4.4) resulta imediatamente de (4.1)
S(nk) = |Ua(nk)|2 + |U c(nk)|2 + |U g(nk)|2 + |U t(nk)|2
e da transformac¸a˜o descrita anteriormente Y b(k) = U
b
(nk) com b ∈ {a, c, g, t}. Obviamente
o coeficiente e´ nulo se e so´ se Y a(k), Y
c
(k), Y
g
(k) e Y
t
(k) forem todos nulos.
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O ca´lculo de S(nk) e´ muito mais eficiente quando feito atrave´s dos contadores de
s´ımbolos, e portanto usando DFTs de comprimento N/n, do que quando e´ feito di-
rectamente, a` custa de DFTs de comprimento N (confirmar com o exemplo 4.2.1).
4.2.1 Risca S(N/3)
Como ja´ foi referido, a evideˆncia de periodicidade de per´ıodo treˆs tem sido frequente-
mente usada na detecc¸a˜o de regio˜es codificantes nas sequeˆncias de DNA, sendo assim
e´ o´bvia a motivac¸a˜o para a procura de algoritmos ra´pidos de ca´lculo de S(N/3).
Apresenta-se de seguida uma expressa˜o para a risca espectral S(N/3) como func¸a˜o dos
contadores de s´ımbolos.
Teorema 4.2.3. Seja N = 3n. Enta˜o a risca espectral S(N/3) e´ dada por
S(N/3) = F (ya) + F (yc) + F (yg) + F (yt), (4.5)
onde
F (yb) =
[
yb(0) −
yb(1) + y
b
(2)
2
]2
+
3
4
[yb(1) − yb(2)]2, (4.6)
com b ∈ {a, c, g, t}.
Demonstrac¸a˜o. Tem-se que n = N/3. Em (4.4) considere-se k = 1 e obte´m-se
S(N/3) = |Y a(1)|2 + |Y c(1)|2 + |Y g(1)|2 + |Y t(1)|2. (4.7)
Tem-se tambe´m que
Y b(1) = y
b
(0) + y
b
(1)w + y
b
(2)w
2,
onde w = e−i2pi/3 e b ∈ {a, c, g, t}.
Logo
|Y b(1)|2 =
∣∣yb(0) + yb(1)w + yb(2)w2∣∣2
=
∣∣∣∣∣yb(0) − yb(1)12 − yb(2)12 + i(yb(1)−
√
3
2
+ yb(2)
√
3
2
)
∣∣∣∣∣
2
=
[
yb(0) −
yb(1) + y
b
(2)
2
]2
+
3
4
[yb(1) − yb(2)]2
= F (yb).
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Teorema 4.2.4. Seja N = 3n. Enta˜o S(N/3) e´ uma func¸a˜o sime´trica dos contadores
de s´ımbolos.
Demonstrac¸a˜o. Para simplificar a notac¸a˜o, seja x = yb(0), y = y
b
(1) e z = y
b
(2), com
b ∈ {a, c, g, t}. Observe-se que
F (yb) = F (x, y, z) =
[
x− y + z
2
]2
+
3
4
[y − z]2
= x2 + y2 + z2 − xy − xz − yz,
e que e´ invariante sobre as permutac¸o˜es de x, y e z, ou seja F (x, y, z) = F (x, z, y) =
F (z, x, y) = F (y, x, z) = F (z, y, x) = F (y, z, x).
O nu´mero de operac¸o˜es aritme´ticas necessa´rias para calcular (4.5) e´ O(1),2 isto e´, inde-
pendente de N . O ca´lculo dos contadores de s´ımbolos pode ser feito aquando da leitura
dos dados, uma vez que apenas requer o incremento de contadores apropriados. O re-
sultado final e´ um procedimento de ca´lculo aproximadamente O(1), isto e´, praticamente
independente de N . Observe-se que o ca´lculo da FFT (“Fast Fourier Transform”) de
comprimento N e´ um processo O(N logN), e o ca´lculo de um coeficiente espectral
requer O(N) operac¸o˜es aritme´ticas.
No contexto da distribuic¸a˜o dos contadores introduz-se a seguinte terminologia: um
contador de s´ımbolos, yb, e´ uniformemente distribu´ıdo nas m posic¸o˜es, quando yb(v1) =
yb(v2), ∀v1,v2∈{0,...,m−1} com b ∈ {a, c, g, t} (ver exemplo 4.2.2).
Exemplo 4.2.2. A seguinte sequeˆncia simbo´lica
s = (AAA CCC CCC GGG T T T ACG GAC CGA)
e´ uniformemente distribu´ıda nas m = 3 posic¸o˜es, pois
ya(0) = y
a
(1) = y
a
(2) = 2;
yc(0) = y
c
(1) = y
c
(2) = 3;
yg(0) = y
g
(1) = y
g
(2) = 2;
yt(0) = y
t
(1) = y
t
(2) = 1.
2Diz-se que g = O(f) se existir uma constante c tal que |g(x)| ≤ c|f(x)| quando x→∞.
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Observe-se que surge directamente de (4.6) uma condic¸a˜o necessa´ria e suficiente para
anular S(N/3) (condic¸a˜o que, de outro modo, ja´ foi estudada em [92]).
Teorema 4.2.5. Seja N = 3n. A risca espectral S(N/3) e´ zero se e so´ se todos os
contadores de s´ımbolos ya, yc, yg e yt forem uniformemente distribu´ıdos.
Demonstrac¸a˜o. Usando (4.7) vem que:
S(N/3) = 0 ⇔ |Y a(1)|2 + |Y c(1)|2 + |Y g(1)|2 + |Y t(1)|2 = 0
⇔ |Y a(1)|2 = |Y c(1)|2 = |Y g(1)|2 = |Y t(1)|2 = 0
Por definic¸a˜o de DFT tem-se que
Y b(1) = y
b
(0) + y
b
(1)w + y
b
(2)w
2,
onde w = e−i2pi/3 e b ∈ {a, c, g, t}.
Por um lado, se a distribuic¸a˜o e´ uniforme (yb(0) = y
b
(1) = y
b
(2)) implica que Y
b
(1) = 0, uma
vez que 1 + w + w2 = 0.
Por outro lado, supondo que |Y b(1)|2 = 0, facilmente se mostra que yb(0) = yb(1) = yb(2),
uma vez que
|Y b(1)|2 =
[
yb(0) −
yb(1) + y
b
(2)
2
]2
+
3
4
[yb(1) − yb(2)]2 = 0
o que implica
yb(1) = y
b
(2)
e
yb(0) =
yb(1) + y
b
(2)
2
= yb(1),
provando o que se pretendia.
Para ale´m da conclusa˜o dada pelo teorema anterior, o me´todo de ca´lculo de S(N/3)
baseado em (4.5) permite estabelecer relac¸o˜es entre a distribuic¸a˜o dos nucleo´tidos e o
valor da risca espectral S(N/3).
Uma vez que S(N/3) e´ dado pela soma de quatro mo´dulos quadrados (ver (4.1)),
estudou-se isoladamente cada uma das parcelas |U bk|2 = |Y b(1)|2, com b ∈ {a, c, g, t}.
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Teorema 4.2.6. Fac¸a-se coincidir os contadores de s´ımbolos yb(0), y
b
(1) e y
b
(2) com os
treˆs eixos ortogonais x, y, z, com b ∈ {a, c, g, t}. Assim, para |U b(N/3)|2 = v com v fixo,
tem-se geometricamente que x, y e z esta˜o sobre um cilindro com eixo x = y = z e
raio r =
√
2v/3.
Demonstrac¸a˜o. Tem-se que F (yb) (= |Y b(1)|2 = |U b(N/3)|2) e´ dado por
F (x, y, z) =
[
x− y + z
2
]2
+
3
4
[y − z]2
= x2 + y2 + z2 − xy − yz − xz
=
1
2
[
(x− y)2 + (y − z)2 + (z − x)2] ,
ou, de forma matricial, por
F (x, y, z) = [ x y z ]

1 −1/2 −1/2
−1/2 1 −1/2
−1/2 −1/2 1

︸ ︷︷ ︸
A

x
y
z
 .
Como A e´ uma matriz sime´trica, enta˜o admite representac¸a˜o diagonal. Os elementos
da diagonal coincidem com os valores pro´prios da matriz A: 3/2, 3/2, 0.
Seja 
x
y
z
 =

−1 −1 1
1 0 1
0 1 1

︸ ︷︷ ︸
B

X
Y
Z
 ,
onde as colunas de B sa˜o os vectores pro´prios de A.
Reduzindo a forma quadra´tica a` forma cano´nica (diagonal), vem que
3
2
(X2 + Y 2) = v. (4.8)
A equac¸a˜o (4.8) reflecte a equac¸a˜o de um cilindro circular com raio
√
2v/3 e eixo
X = 0 ∧ Y = 0.
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Como {
X = 0
Y = 0
⇔

x = Z
y = Z
z = Z
,
o eixo do cilindro e´ x = y = z.
Dada a importaˆncia que a risca S(N/3) tem na detecc¸a˜o de genes, segue-se uma dis-
cussa˜o sobre os valores de S(N/3) a partir dos quais se pode afirmar que existe evideˆncia
de uma periodicidade de per´ıodo treˆs.3 Assim, uma questa˜o se levanta: Quando e´ que
a risca espectral S(N/3) e´ ma´xima ou significativamente elevada?
Dado que F (yb), com b ∈ {a, c, g, t}, se pode escrever como
F (yb) = |U b(N/3)|2 =
1
2
[
(yb(0) − yb(1))2 + (yb(1) − yb(2))2 + (yb(2) − yb(0))2
]
, (4.9)
e para α, β constantes reais tem-se
(α− β)2 ≤ α2 + β2,
onde
max
α,β
{(α− β)2} = max{α2, β2},
enta˜o
0 ≤ F (yb) ≤ 1
2
[
(yb(0))
2 + (yb(1))
2 + (yb(2))
2
] ≤ 3
2
[
N
3
]2
.
Contudo, o interesse centra-se em encontrar o ma´ximo valor para F (yb).
Teorema 4.2.7. O ma´ximo de |U b(N/3)|2 e´ (N/3)2, com b ∈ {a, c, g, t}.
Demonstrac¸a˜o. Como ja´ foi referido anteriormente, F (yb) = v pode ser visto como um
cilindro de eixo yb(0) = y
b
(1) = y
b
(2) e de raio
√
2v/3. Como 0 ≤ yb(0), yb(1), yb(2) ≤ N/3 e´
uma regia˜o que define um cubo, enta˜o F (yb) = v e´ um cilindro que passa pelo menos
por um ponto do cubo e o eixo do cilindro e´ a diagonal do cubo que une os pontos
(0, 0, 0) e
(
N
3
,
N
3
,
N
3
)
. O objectivo passa a ser descobrir o cilindro de maior raio que
3O facto de S(N/3) na˜o ser nulo na˜o e´ suficiente para garantir a evideˆncia da periodicidade de
per´ıodo treˆs, pois pode-se ter S(N/3) 6= 0 e na˜o existir evideˆncia desta risca relativamente a`s restantes.
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esteja nas condic¸o˜es anteriormente descritas. Os pontos que esta˜o mais distantes da
diagonal referida sa˜o apenas seis, correspondendo aos restantes seis ve´rtices do cubo
(ver tabela 4.2), e estes esta˜o a` distaˆncia
√
2
3
(
N
3
)2 (
v =
(
N
3
)2)
. Assim, concluiu-
se que as seis situac¸o˜es representadas na tabela 4.2 sa˜o as u´nicas a garantir o ma´ximo
de F (yb), isto e´, (N/3)2.
F (yb) yb(0) y
b
(1) y
b
(2)
(N/3)2 N/3 0 0
(N/3)2 0 N/3 0
(N/3)2 0 0 N/3
(N/3)2 N/3 N/3 0
(N/3)2 N/3 0 N/3
(N/3)2 0 N/3 N/3
Tabela 4.2: Casos de ma´ximo de F (yb), com b ∈ {a, c, g, t}.
No sentido de encontrar extremos para S(N/3) = F (ya) + F (yc) + F (yg) + F (yt) e
tendo em conta que as varia´veis esta˜o sujeitas a treˆs condic¸o˜es:
ya(0) + y
c
(0) + y
g
(0) + y
t
(0) = N/3;
ya(1) + y
c
(1) + y
g
(1) + y
t
(1) = N/3;
ya(2) + y
c
(2) + y
g
(2) + y
t
(2) = N/3,
poderia-se pensar em aplicar o me´todo dos multiplicadores de Lagrange, mas o resul-
tado da aplicac¸a˜o do me´todo resulta na seguinte soluc¸a˜o degenerada (os multiplicadores
todos nulos):
ya(0) = y
a
(1) = y
a
(2);
yc(0) = y
c
(1) = y
c
(2);
yg(0) = y
g
(1) = y
g
(2);
yt(0) = y
t
(1) = y
t
(2);
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ya(0) + y
c
(0) + y
g
(0) + y
t
(0) = N/3.
O extremo obtido e´ um mı´nimo S(N/3) = 0 (distribuic¸a˜o uniforme dos s´ımbolos pelas
treˆs posic¸o˜es), que nada de relevante acrescenta ao nosso estudo.
Como consequeˆncia do teorema 4.2.7 e das condic¸o˜es a que os contadores de s´ımbolos
esta˜o sujeitos, tem-se que o ma´ximo valor de S(N/3) e´ 3(N/3)2 (as treˆs primeiras
situac¸o˜es da tabela 4.2), quando ha´ repetic¸a˜o sucessiva de um terno constitu´ıdo por
treˆs nucleo´tidos distintos. Nos casos em que se tem auseˆncia de dois dos s´ımbolos
(repetic¸o˜es sucessivas de um terno constitu´ıdo por exactamente dois nucleo´tidos dis-
tintos) o ma´ximo e´ 2(N/3)2 (as treˆs u´ltimas situac¸o˜es da tabela 4.2).
As sequeˆncia gene´ticas na˜o teˆm obviamente comprimentos iguais e os valores de S(N/3)
dependem desses comprimentos. No sentido de encontrar valores de S(N/3) com-
para´veis entre as va´rias sequeˆncias, vai ser explorada uma normalizac¸a˜o que retire a
dependeˆncia explicita do comprimento da sequeˆncia.
Teorema 4.2.8. Sejam b ∈ {a, c, g, t} e Pi(b) a probabilidade de encontrar o s´ımbolo
B na i-e´sima posic¸a˜o e i ∈ {0, 1, 2}. Enta˜o:
F (yb) =
(
N
3
)2([
P0(b)− P1(b) + P2(b)
2
]2
+
3
4
[P1(b)− P2(b)]2
)
. (4.10)
Demonstrac¸a˜o. E´ de notar que se pode obter o ca´lculo dos contadores a` custa das
probabilidades dos s´ımbolos condicionadas a`s posic¸o˜es:
yb(i) =
N
m
Pi(b), i ∈ {0, 1, . . . ,m− 1} e b ∈ {a, c, g, t}.
Logo, para m = 3, vem
yb(i) =
N
3
Pi(b), i ∈ {0, 1, 2},
o que obviamente leva a` conclusa˜o do teorema.
O valor de F (yb) normalizado, com b ∈ {a, c, g, t}, sera´ denotado por Fnorm(yb) e e´
dado por
F (yb)
(N/3)2
.
Tem-se que Fnorm(y
b) ∈ [0, 1].
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A normalizac¸a˜o de S(N/3) sera´ denotada por Snorm(N/3) e sera´ dada por:
Snorm(N/3) = Fnorm(y
a) + Fnorm(y
c) + Fnorm(y
g) + Fnorm(y
t)
=
S(N/3)
(N/3)2
.
O valor da risca espectral normalizada, Snorm(N/3), varia entre zero e treˆs.
4.2.1.1 Resultados de S(N/3) em alguns genes
De seguida apresenta-se um pequeno estudo explorato´rio sobre o comportamento da
risca espectral S(N/3) para dados reais, consistindo em: genes das espe´cies Saccha-
romyces cerevisiae e Escherichia coli (ver tabela 4.3 e tabela 4.4 respectivamente).
Em particular, apresentam-se os valores normalizados de S(N/3) (segunda coluna das
tabelas), a indicac¸a˜o dos genes que apresentam S(N/3) como componente espectral
ma´xima (terceira coluna das tabelas) e o nu´mero de nucleo´tidos que constitui o gene
(quarta coluna das tabelas).
Nas tabelas 4.3 e 4.4 confirma-se que a maioria dos genes apresentam como risca es-
pectral ma´xima S(N/3), mas tambe´m se observa que existem genes que na˜o apresentam
esse ma´ximo. E´ de realc¸ar que em todos os genes estudados Snorm(N/3) e´ inferior a
0,65 que e´ um valor muito inferior ao ma´ximo (treˆs quando ha´ repetic¸a˜o perio´dica de
treˆs s´ımbolos diferentes ou eventualmente dois quando ha´ repetic¸a˜o perio´dica de ternos
constitu´ıdos por dois e apenas dois s´ımbolos diferentes).
4.2.1.2 S(N/3) em sequeˆncias geradas aleatoriamente
A risca espectral S(N/3) pode ser escrita a` custa das probabilidades dos s´ımbolos,
equac¸a˜o (4.10), pelo que dada uma distribuic¸a˜o de probabilidades podemos obter o
valor da risca.
Pretende-se averiguar que valores de probabilidades (ou que valor de S(N/3)) levam a
sequeˆncias aleato´rias que reflectem um ma´ximo da risca espectral S(N/3). Para esse
efeito, foram geradas aleatoriamente sequeˆncias de s´ımbolos baseadas em diferentes
valores de probabilidades e calculados os correspondentes espectros de poteˆncia.
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Sem perda da generalidade, estudou-se apenas Fnorm(y
b), com b ∈ {a, c, g, t}. Suponha-
se que os quatro s´ımbolos apresentam iguais frequeˆncias relativas. Enta˜o,
P0(b) + P1(b) + P2(b)
3
= 0,25.
Assumindo equiprobabilidade dos quatro s´ımbolos,4 calcularam-se valores Fnorm(y
b)
para diferentes valores das probabilidades relativas a`s treˆs posic¸o˜es da sequeˆncia (ver
tabela 4.5). Fixados os valores das probabilidades (P0(b), P1(b), P2(b)) geraram-se
sequeˆncias aleato´rias com cem e mil s´ımbolos e registou-se para cada um dos casos a
percentagem de vezes que a risca espectral S(N/3) atinge o valor ma´ximo (ver quinta
e sexta colunas da tabela 4.5). Pode-se observar que o valor ma´ximo de Fnorm(y
b) e´
0,5625< 1. Por outro lado, verificou-se que a risca espectral era ma´xima, em todos os
casos estudados, para Fnorm(y
b) ∈ [0,0900; 0,5625].
Para as sequeˆncias geradas aleatoriamente pode-se indicar valores muito inferiores a
treˆs de Snorm(N/3) que ainda reflectem S(N/3) como ma´xima risca espectral:
4(0,09)(N/3)2 = 0,36(N/3)2
para sequeˆncias com cem bases.
Note-se que S(N/3) = 0,36(N/3)2 pode ser obtido para os seguintes valores de pro-
babilidades dos s´ımbolos: P0(a) = 0,15, P1(a) = 0,15, P2(a) = 0,45, P0(c) = 0,15,
P1(c) = 0,15, P2(c) = 0,45, P0(g) = 0,05, P1(g) = 0,35, P2(g) = 0,35, P0(t) = 0,05,
P1(t) = 0,35, P2(t) = 0,35 (ver tabela 4.5). No entanto, este menor valor para a
ma´xima risca espectral ainda esta´ muito acima dos valores obtidos em alguns genes
(ver tabela 4.3 e 4.4).
O menor valor que se pretende fixar, ou seja, o limite inferior a partir do qual S(N/3) e´
ma´ximo, parece depender do comprimento da sequeˆncia (ver na tabela 4.5 a diferenc¸a
de resultados entre as sequeˆncias de comprimento N = 100 e as de comprimento
N = 1000). Observa-se que quanto maior for o comprimento, menor e´ o limite a partir
do qual se considera S(N/3) elevado. Nas sequeˆncias aleato´rias de cem s´ımbolos o
limite mı´nimo a partir do qual todas as sequeˆncias reflectem F (yb) como ma´ximo e´
cerca de 0,09 e nas sequeˆncias aleato´rias de mil s´ımbolos o limite mı´nimo e´ de cerca de
0,02 (ver quinta e sexta colunas da tabela 4.5).
4Dois resultados dizem-se equiprova´veis se teˆm iguais probabilidades de ocorreˆncia.
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4.2.2 Outras riscas espectrais
De seguida va˜o ser estudadas, em particular, mais duas riscas espectrais: S(N/4)
e S(N/6). O objectivo e´ apresentar expresso˜es das riscas espectrais baseadas nos
contadores de s´ımbolos e caracterizar a distribuic¸a˜o de frequeˆncia dos contadores que
levam a situac¸o˜es de riscas espectrais nulas.
Tal como para S(N/3), a expressa˜o que define a risca espectral S(N/4) e´ igualmente
uma consequeˆncia imediata do teorema 4.2.2 (ver demonstrac¸a˜o do teorema 4.2.3).
Teorema 4.2.9. Seja N = 4n. A risca espectral S(N/4) e´ dada por
S(N/4) = F (ya) + F (yc) + F (yg) + F (yt),
onde
F (yb) = [yb(0) − yb(2)]2 + [yb(1) − yb(3)]2, b ∈ {a, c, g, t}.
Demonstrac¸a˜o. Fixe-se k = 1 e n = N/4 em (4.4). Isto leva de imediato a que
S(N/4) = |Y a(1)|2 + |Y c(1)|2 + |Y g(1)|2 + |Y t(1)|2, (4.11)
onde
Y b(1) = y
b
(0) + y
b
(1)w + y
b
(2)w
2 + yb(3)w
3,
e w = e−i2pi/4.
|Y b(1)|2 = |yb(0) + yb(1)i− yb(2) − yb(3)i|2
= [yb(0) − yb(2)]2 + [yb(1) − yb(3)]2
= F (yb).
Teorema 4.2.10. Seja N = 4n. A risca espectral S(N/4) e´ zero se e so´ se
yb(0) = y
b
(2) e y
b
(1) = y
b
(3),
para todo o b ∈ {a, c, g, t}.
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Demonstrac¸a˜o. Considerando que F (yb) = [yb(0) − yb(2)]2 + [yb(1) − yb(3)]2 = 0, o resultado
e´ evidente.
Em [92], o caso S(N/4) = 0, com yb(0) = y
b
(2) 6= yb(1) = yb(3) e b ∈ {a, c, g, t}, e´ chamado
de “hidden periodicity” (periodicidade escondida)5 de per´ıodo quatro. Note-se que na
realidade esta e´ uma periodicidade de per´ıodo dois.
Recorde-se que U b(N/2), com b ∈ {a, c, g, t}, consiste numa diferenc¸a entre o nu´mero
total de ocorreˆncias de B nas posic¸o˜es pares e ı´mpares. Em termos do contador de
s´ımbolos para N = 4n, isto pode ser escrito da seguinte forma:
U b(N/2) =
[
yb(0) + y
b
(2)
]− [yb(1) + yb(3)] .
Uma vez que por hipo´tese U b(N/4) = 0, as quantidades y
b
(0) + y
b
(2) = 2y
b
(0) e y
b
(1) + y
b
(3) =
2yb(1) em geral sa˜o diferentes entre si. Sendo assim tem-se que
U b(N/2) 6= 0.
Portanto, a periodicidade escondida de per´ıodo quatro referida em [92] e´ exposta
atrave´s da ana´lise espectral como uma periodicidade de per´ıodo dois.
Teorema 4.2.11. Seja N = 6n. A risca espectral S(N/6) e´ dada por
S(N/6) = F (ya) + F (yc) + F (yg) + F (yt),
onde
F (yb) =
[
yb(0) +
yb(1)
2
+
yb(5)
2
−
(
yb(2)
2
+ yb(3) +
yb(4)
2
)]2
+
3
4
[
yb(1) + y
b
(2) − (yb(4) + yb(5))
]2
,
com b ∈ {a, c, g, t}.
Demonstrac¸a˜o. Considerando que F (yb) = |Y b(1)|2, com k = 1 e n = N/6, e aplicando
o teorema 4.2.2 (como na demonstrac¸a˜o do teorema 4.2.9) o resultado e´ evidente.
5Entenda-se por periodicidade escondida de per´ıodo T a periodicidade que na˜o pode ser detectada
por ana´lise do coeficiente espectral correspondente a` frequeˆncia 1/T .
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Teorema 4.2.12. Seja N = 6n. A risca espectral S(N/6) assume o valor zero se e so´
se
yb(0) − yb(3) = yb(4) − yb(1) = yb(2) − yb(5),
para todo o b ∈ {a, c, g, t}.
Demonstrac¸a˜o.
S(N/6) = 0 ⇔
{
yb(0) +
yb
(1)
2
+
yb
(5)
2
=
yb
(2)
2
+ yb(3) +
yb
(4)
2
yb(1) + y
b
(2) = y
b
(4) + y
b
(5)
⇔ yb(0) − yb(3) = yb(4) − yb(1) = yb(2) − yb(5).
Se os pares de contadores espac¸ados de treˆs posic¸o˜es (yb(j), y
b
(j+3)), com b ∈ {a, c, g, t}
e j ∈ {0, 1, 2}, forem uniformemente distribu´ıdos, a risca espectral S(N/6) e´ igual a
zero. Em particular, se os s´ımbolos nas seis posic¸o˜es forem uniformemente distribu´ıdos,
enta˜o S(N/6) = 0.
4.3 Dependeˆncia dos coeficientes espectrais
Apesar de na˜o directamente relacionados com os anteriores, os resultados apresentados
nesta secc¸a˜o visam tambe´m ajudar a compreender a estrutura dos coeficientes espec-
trais das sequeˆncias simbo´licas.
Mostra-se que existe dependeˆncia linear entre os coeficientes espectrais de uma sequeˆncia
de nucleo´tidos. Para tal sera˜o usados polino´mios localizadores de erros e co´digos (para
mais desenvolvimento sobre este tema ver [129]).
Para efeitos de simplificac¸a˜o considera-se apenas a sequeˆncia indicadora de um s´ımbolo
ub, com b ∈ {a, c, g, t}, e a sua DFT U b.
Teorema 4.3.1. Seja ub, com b ∈ {a, c, g, t}, uma sequeˆncia indicadora de compri-
mento N com n elementos iguais a um, posicionados em {j0, j1, . . . , jn−1}. Enta˜o, os
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N coeficientes espectrais U b dados por (4.2) satisfazem
U b(`+n) = −
n−1∑
k=0
hkU
b
(`+k),
onde hk sa˜o os coeficientes do polino´mio
P (z) =
n∑
k=0
hkz
k,
determinado por hn = 1 e
P
(
e−i2pijp/N
)
= 0, (0 ≤ p < n).
Demonstrac¸a˜o. Considerem-se as n equac¸o˜es
P
(
e−i2pijp/N
)
=
n∑
k=0
hke
−i2pijpk/N = 0, (0 ≤ p < n).
A multiplicac¸a˜o de cada uma delas por
ub(jp)e
−i2pijp`/N
conduz a
n∑
k=0
hku
b
(jp)e
−i2pijp(k+`)/N = 0, (0 ≤ p < n).
Somando as n equac¸o˜es e tendo em conta que
ubp = 0 para p ∈ {0, . . . , N − 1}\{j0, j1, . . . , jn−1},
vem que
n−1∑
p=0
n∑
k=0
hku
b
(jp)e
−i2pijp(k+`)/N =
=
n∑
k=0
hk
n−1∑
p=0
ub(jp)e
−i2pijp(`+k)/N
=
n∑
k=0
hk
N−1∑
p=0
ubpe
−i2pip(`+k)/N
=
n∑
k=0
hkU
b
(`+k).
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Mostra-se que
n∑
k=0
hkU
b
(`+k) = 0,
De forma equivalente tem-se,
hnU
b
(`+n) +
n−1∑
k=0
hkU
b
(`+k) = 0
Uma vez que hn = 1, obte´m-se o resultado pretendido,
U b(`+n) = −
n−1∑
k=0
hkU
b
(`+k).
4.4 Concluso˜es
Neste cap´ıtulo foi apresentada a relac¸a˜o entre as riscas espectrais S(k) e a distribuic¸a˜o
dos nucleo´tidos em certas subsequeˆncias. Relativamente ao trabalho [92] foi discutida
uma maneira muito mais simples de obter condic¸o˜es necessa´rias e suficientes para
que uma risca espectral seja zero, usando uma transformac¸a˜o em somas por blocos.
Foi apresentado um procedimento computacional para calcular S(k), e em particular
S(N/3), risca espectral de grande importaˆncia na identificac¸a˜o de regio˜es de co´digo.
Foram discutidos limites superiores e inferiores relativos ao coeficiente espectral S(N/3).
Foi feito um estudo explorato´rio sobre a distribuic¸a˜o de probabilidade que leva a que
S(N/3) seja ma´xima.
Finalmente, foi mostrado que os coeficientes espectrais na˜o sa˜o independentes entre
si. Se existirem n s´ımbolos numa sequeˆncia de comprimento total N , enta˜o os N
elementos de U b com b ∈ {a, c, g, t} podem ser determinados por exemplo a partir de
U b0 , U
b
1 , . . . , U
b
(n−1), atrave´s de recursa˜o linear. Esta dependeˆncia pode ser usada, por
exemplo, para verificar e tambe´m para corrigir erros numa sequeˆncia indicadora dada.
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Refereˆncia Snorm(N/3) S(N/3) e´ a risca N
ma´xima do espectro
gi—6319247:335-649 0,02 0 315
gi—6319247:c2169-1807 0,17 1 363
gi—6319247: c9017-7236 0,03 1 1782
gi—6319247:10092-10400 0,06 0 309
gi—6319247:c11952-11566 0,18 1 387
gi—6319247:12047-12427 0,22 1 381
gi—6319247:c13744-13364 0,05 0 381
gi—6319247:21526-21852 0,02 0 327
gi—6319247:c27969-24001 0,21 1 3969
gi—6319247:31568-32941 0,07 1 1374
gi—6319247:33449-34702 0,05 1 1254
gi—6319247:35156-36304 0,07 1 1149
gi—6319247:36510-37148 0,06 1 639
gi—6319247:37465-38973 0,03 1 1509
gi—6319247:c39047-38697 0,03 0 351
gi—6319247:39260-41803 0,03 1 2544
gi—6319247:42177-42719 0,03 0 543
gi—6319247:c45022-42881 0,06 1 2142
gi—6319247:45899-48250 0,05 1 2352
gi—6319247:48564-51752 0,02 1 3189
gi—6319247:c52597-51857 0,08 1 741
gi—6319247:c54791-52803 0,02 1 1989
gi—6319247:c56859-54991 0,04 1 1869
gi—6319247:c57387-57031 0,05 0 357
gi—6319247:c57798-57490 0,05 0 309
gi—6319247:c58485-57952 0,06 1 534
gi—6319247:c61054-58697 0,05 1 2358
gi—6319247:61318-62565 0,06 1 1248
gi—6319247:c61610-61233 0,08 1 378
gi—6319247:62842-65406 0,02 1 2565
Tabela 4.3: Resultados relativos a` risca S(N/3) de alguns genes da Saccharomyces
cerevisiae.
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Refereˆncia Snorm(N/3) S(N/3) e´ a risca N
ma´xima do espectro
Genoma completo 4,2E-05 0 2315355
NC-000913.2—:190-255 0,64 1 66
NC-000913.2—:337-2799 0,07 1 2463
NC-000913.2—:2801-3733 0,05 1 933
NC-000913.2—:3734-5020 0,08 1 1287
NC-000913.2—:5234-5530 0,08 1 297
NC-000913.2—:c6459-5683 0,08 1 777
NC-000913.2—:c7959-6529 0,05 1 1431
NC-000913.2—:8238-9191 0,08 1 954
NC-000913.2—:9306-9893 0,06 1 588
NC-000913.2—:c10494-9928 0,10 1 567
NC-000913.2—:c11356-10643 0,06 1 714
NC-000913.2—:10725-11315 0,07 1 591
NC-000913.2—:c11786-11382 0,07 1 405
NC-000913.2—:12163-14079 0,13 1 1917
NC-000913.2—:14168-15298 0,08 1 1131
NC-000913.2—:15445-16557 0,04 1 1113
NC-000913.2—:c16177-15869 0,04 0 309
NC-000913.2—:c16960-16751 0,14 1 210
NC-000913.2—:17489-18655 0,07 1 1167
NC-000913.2—:18715-19620 0,04 1 906
NC-000913.2—:c20508-20233 0,04 0 276
NC-000913.2—:c21078-20815 0,09 1 264
NC-000913.2—:21181-21399 0,03 0 219
NC-000913.2—:21407-22348 0,06 1 942
NC-000913.2—:22391-25207 0,08 1 2817
NC-000913.2—:25207-25701 0,08 1 495
NC-000913.2—:25826-26275 0,09 1 450
NC-000913.2—:26277-27227 0,10 1 951
NC-000913.2—:27293-28207 0,06 1 915
NC-000913.2—:28374-29195 0,11 1 822
Tabela 4.4: Resultados relativos a` risca S(N/3) de alguns genes da Escherichia coli da
estirpe K12.
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P0(b) P1(b) P2(b) Fnorm(y
b) % de max % de max
N = 100 N = 1000
0 0 0,75 0, 5625 100 100
0 0,05 0,7 0, 4575 100 100
0 0,1 0,65 0, 3625 100 100
0,05 0,05 0,65 0, 3600 100 100
0,05 0.1 0,6 0, 2775 100 100
0,1 0,1 0,55 0, 2025 100 100
0,05 0,15 0,55 0, 2100 100 100
0 0,25 0,5 0, 1875 100 100
0,05 0,2 0,5 0, 1575 100 100
0 0,35 0,4 0, 1425 100 100
0,05 0,25 0,45 0, 1200 100 100
0,1 0,2 0,45 0, 0975 100 100
0,05 0,35 0,35 0, 0900 100 100
0,15 0,15 0,45 0, 0900 100 100
0,1 0,25 0,4 0, 0675 97 100
0,1 0,3 0,35 0, 0525 87 100
0,15 0,25 0,35 0, 03 54 100
0,15 0,3 0,3 0, 0225 39 100
0,175 0,25 0,325 0, 0169 20 100
0,2 0,25 0,3 0, 0075 8 86
0,25 0,25 0,25 0 1 0
Tabela 4.5: Resultados de F (yb) normalizado, dadas as probabilidades. Percentagem
de vezes que F (yb) e´ ma´ximo em sequeˆncias geradas aleatoriamente com N = 100 e
N = 1000, para diferentes distribuic¸o˜es de probabilidades.
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Cap´ıtulo 5
Modelo de treˆs estados
A tarefa de sequenciar o co´digo gene´tico de todas as espe´cies, incluindo aquelas que ja´ se
extinguiram, implica armazenar uma enorme quantidade de informac¸a˜o. Actualmente,
existem em bases de dados distribu´ıdas por todo o mundo, gigabytes de informac¸a˜o
correspondente a sequeˆncias de nucleo´tidos, bem como de aminoa´cidos. Isto explica a
necessidade de algoritmos de compressa˜o que optimizem e racionalizem o armazena-
mento e a comunicac¸a˜o da informac¸a˜o gene´tica.
Se o DNA fosse uma sequeˆncia de s´ımbolos puramente aleato´ria (s´ımbolos uniforme-
mente distribu´ıdos) enta˜o a entropia seria ma´xima e a melhor maneira de a representar
seria usando dois bits por cada um dos quatro s´ımbolos. No entanto, existem regu-
laridades, isto e´, propriedades espec´ıficas da sequeˆncia estatisticamente comprova´veis,
que provam a existeˆncia de entropia redut´ıvel, num grau ainda por descobrir, que
abrem caminho a uma investigac¸a˜o que conduzira´ a um melhor conhecimento do co´digo
gene´tico, podendo conduzir a descobertas filogene´ticas e necessariamente a` compressa˜o
da informac¸a˜o. A compressibilidade das sequeˆncias de DNA na˜o e´ linear. Algumas,
denotam grande entropia e pouco melhor se consegue que os dois bits/base, noutras, os
melhores algoritmos chegam a ganhar 40%, obtendo a marca de 1.6 bits/base [9]. Os
resultados sa˜o varia´veis consoante a complexidade do organismo. De facto, os seres eu-
cariotas possuem um maior nu´mero de regularidades, logo possuem co´digos com maior
grau de compressibilidade [1].
Parte do trabalho desenvolvido neste cap´ıtulo foi publicado em [124].
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5.1 Introduc¸a˜o
O estudo de algoritmos para compressa˜o de dados tem geralmente dois propo´sitos:
• a necessidade de armazenamento eficiente;
• a necessidade de transmissa˜o eficiente.
Em geral, directamente relacionado com a te´cnica de compressa˜o, existe um modelo que
reproduz a fonte de informac¸a˜o a ser comprimida. Independentemente da compressa˜o,
este modelo pode ter interesse por revelar propriedades estat´ısticas dos dados.
No caso do DNA, um dos objectivos e´ encontrar me´todos eficientes capazes de reduzir
o espac¸o de armazenamento de dados gene´ticos que esta˜o continuamente a ser gerados.
Por exemplo, o genoma humano tem cerca de 3 000 milho˜es de pares de bases [127], e
o genoma do trigo tem cerca de 16 000 milho˜es [52].
Por outro lado, tambe´m se pretende descobrir como funciona o co´digo gene´tico e que
estrutura possui. A criac¸a˜o de bons modelos para descrever o DNA e´ uma forma de
alcanc¸ar esse conhecimento.
Sabe-se que as regio˜es codificantes teˆm propriedades espec´ıficas. Em particular, as
regio˜es na˜o codificantes sa˜o mais fa´ceis de comprimir do que as regio˜es codificantes,
uma vez que para comprimir as regio˜es na˜o codificantes usa-se o facto de existirem
alguns tipos de repetic¸o˜es. Geralmente estas caracter´ısticas na˜o se verificam nas regio˜es
codificantes [53]. O trabalho a apresentar neste cap´ıtulo centra-se na compressa˜o de
DNA nas regio˜es codificantes.
De acordo com o que foi apresentado nos cap´ıtulos anteriores, na parte codificante do
DNA e´ usual verificar-se a existeˆncia de periodicidade de per´ıodo treˆs nos nucleo´tidos.
No contexto da compressa˜o de DNA esta caracter´ıstica ainda na˜o foi explorada [144,
148]. Neste cap´ıtulo, pretende-se explorar a periodicidade de per´ıodo treˆs das regio˜es
de co´digo no contexto da compressa˜o. Nesse sentido, e´ proposto um modelo de contexto
finito em treˆs estados. Cada um dos estados e´ seleccionado periodicamente de acordo
com a periodicidade de per´ıodo treˆs e cada estado e´ implementado usando um modelo
de contexto finito. Comparando o resultado entre o modelo de treˆs estados que varia
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ciclicamente com o modelo de contexto finito simples, o primeiro e´ melhor a descrever
os dados. O modelo a apresentar tem outra caracter´ıstica interessante: a entropia
relativa a cada um dos treˆs estados pode ser estimada individualmente, e o resultado
pode ser interpretado em termos do co´digo gene´tico e das caracter´ısticas biolo´gicas do
organismo em estudo.
Devido a`s propriedades gene´ticas do co´digo, a entropia associada a` primeira, segunda
e terceira base pode variar de acordo com a distribuic¸a˜o dos codo˜es sino´nimos. Por ex-
emplo, a variac¸a˜o da entropia associada a` terceira base do coda˜o dado que se conhecem
as primeiras duas bases esta´ compreendida entre as duas seguintes situac¸o˜es extremas:
• a sequeˆncia de DNA apresenta tal prefereˆncia por um dos sino´nimos que nenhum
dos outros aparece na sequeˆncia;
• a sequeˆncia na˜o apresenta prefereˆncia por nenhum dos sino´nimos, possuindo os
sino´nimos frequeˆncias semelhantes entre si na sequeˆncia.
No primeiro caso, a entropia do terceiro nucleo´tido e´ zero, pois o nucleo´tido e´ de-
terminado pelo conhecimento dos dois anteriores (ver tabela 1.1). No segundo caso,
a entropia do terceiro nucleo´tido e´ semelhante a` de qualquer ocorreˆncia na terceira
posic¸a˜o do nucleo´tido que ainda constitua um sino´nimo.
O modelo de treˆs estados esta´ apto a detectar variac¸o˜es de entropia nas regio˜es codifi-
cantes ao longo das treˆs posic¸o˜es (estados) dos codo˜es 3n, 3n+1 e 3n+2. Os resultados
obtidos confirmam que a entropia difere nos treˆs estados, e a variac¸a˜o na˜o e´ a mesma
de organismo para organismo. As diferenc¸as podem ser motivadas por va´rias causas,
nomeadamente: um grande nu´mero de organismos tem mais C + G do que A + T ,
pois a ligac¸a˜o entre C e G e´ a mais dif´ıcil de quebrar; as prefereˆncias do coda˜o variam
significativamente de acordo com a espe´cie.
5.1.1 Conceitos ba´sicos
A entropia de uma varia´vel aleato´ria pode ser interpretada como o grau de informac¸a˜o
que se tem sobre a varia´vel. Quanto mais uniforme for a distribuic¸a˜o de probabilidades
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da varia´vel maior sera´ a entropia e menos previs´ıvel e´ o valor de qualquer concretizac¸a˜o
dessa varia´vel (ver, por exemplo, [44]).
Para uma dada experieˆncia aleato´ria onde so´ pode ocorrer sucesso ou insucesso (ex-
perieˆncia de Bernoulli), se a probabilidade de um dado acontecimento for 0,999 e´ quase
certo que o acontecimento ocorrera´. Se a probabilidade de um dado acontecimento for
0,001 e´ quase certo que o acontecimento na˜o ocorrera´. A incerteza e´ ma´xima quando
a probabilidade do acontecimento for 0,5.
O problema geralmente na˜o se coloca com uma experieˆncia de Bernoulli, mas com
um conjunto de va´rios acontecimentos poss´ıveis e mutuamente exclusivos que podem
ocorrer sobre um mesmo espac¸o de probabilidades (varia´vel aleato´ria multinomial).
Para medir o conhecimento ou desconhecimento que se tem sobre o comportamento de
uma varia´vel aleato´ria pode-se recorrer a` entropia.
Seja P (x) a func¸a˜o de probabilidade,1 com x definida sobre um espac¸o de estados
discreto Γ.2 A entropia (H) da varia´vel aleato´ria discreta X, e´ definida por
H(X) = −
∑
x∈Γ
P (x) log2 P (x). (5.1)
A entropia tambe´m pode ser descrita como um valor esperado sob a forma de
H(X) = E{− log2 P (X)}, (5.2)
e e´ geralmente interpretada como a incerteza me´dia da varia´vel aleato´ria. Tambe´m
directamente de (5.2) a entropia pode ser vista como o nu´mero me´dio de bits necessa´rio
para codificar um elemento do espac¸o de estados. Ou seja, a entropia consiste no
comprimento me´dio da mensagem necessa´ria para transmitir o resultado da varia´vel,
o que normalmente e´ medido em bits. Em geral, uma codificac¸a˜o o´ptima envia uma
mensagem de probabilidade p com comprimento − log2 p, sendo utilizados menos bits
nos resultados mais prova´veis e mais bits nos resultados menos prova´veis.
Numa dada experieˆncia aleato´ria, com Γ = {x1, x2, . . . , xN} um espac¸o de estados
discreto, o valor ma´ximo de entropia e´ atingido aquando da equiprobabilidade de re-
1Entenda-se por P (x) a probabilidade da varia´vel aleato´ria X assumir a concretizac¸a˜o x.
2O espac¸o de estados de uma varia´vel e´ o conjunto de valores que essa varia´vel pode assumir.
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sultados. De notar que uma experieˆncia aleato´ria apresenta resultados equiprova´veis
quando assume qualquer um dos poss´ıveis estados com igual probabilidade, ou seja,
P (xi) =
1
N
, com i = 1, 2, . . . , N.
Assim resulta que a entropia ma´xima e´ dada por
HM = log2N. (5.3)
Dada a definic¸a˜o de entropia e tendo por objectivo a ana´lise de sequeˆncias simbo´licas,
esta medida podera´ fornecer informac¸a˜o parcial sobre a complexidade das sequeˆncias.
De seguida, apresentam-se mais dois conceitos de entropia associados a duas varia´veis
aleato´rias: entropia conjunta e entropia condicionada.
Seja (X,Y ) um par de varia´veis aleato´rias discretas, com espac¸o de estados Γ1 × Γ2.
A distribuic¸a˜o de probabilidade conjunta sera´ denotada por P (x, y) e a distribuic¸a˜o
de probabilidade condicionada de X dado Y sera´ denotada por P (x|y) para (x, y) ∈
Γ1 × Γ2.
A entropia conjunta do par (X,Y ) consiste na incerteza me´dia do par de varia´veis
aleato´rias, ou seja
H(X,Y ) = −
∑
x∈Γ1
∑
y∈Γ2
P (x, y) log2 P (x, y). (5.4)
A entropia condicionada de X a Y , e´ a informac¸a˜o extra, em me´dia, necessa´ria para
“comunicar” X dado que o “receptor” conhece Y e e´ dada por
H(X|Y ) = −
∑
x∈Γ1
∑
y∈Γ2
P (x, y) log2 P (x|y). (5.5)
Tambe´m podemos escrever
H(X|Y ) = H(X, Y )−H(Y ).
A entropia pode medir o grau de informac¸a˜o entre um par de varia´veis aleato´rias,
mas para medir directamente a informac¸a˜o de um par de varia´veis aleato´rias existem
80 Cap´ıtulo 5
outras medidas. Uma medida frequentemente usada e´ a informac¸a˜o mu´tua. Dadas
duas varia´veis aleato´rias discretas, X e Y , a informac¸a˜o mu´tua entre elas e´ dada por
I(X, Y ) =
∑
x∈Γ2
∑
y∈Γ2
P (x, y) log2
P (x, y)
P (x)P (y)
.
Tendo em conta a definic¸a˜o de informac¸a˜o mu´tua pode-se recordar as seguintes igual-
dades ba´sicas usando medidas de entropia,
I(X,Y ) = H(Y )−H(Y |X)
= H(X)−H(X|Y )
= H(X) +H(Y )−H(X, Y ).
5.2 Os modelos de compressa˜o
A maioria dos actuais modelos de compressa˜o de DNA teˆm em conta caracter´ısticas da
sequeˆncia, como por exemplo sub-sequeˆncias de repetic¸o˜es exactas ou aproximadas e
pal´ındromas. Estas sa˜o caracter´ısticas que teˆm resultado em ganhos significativos em
termos de compressa˜o. No entanto, outros aspectos podem ser considerados, tais como
as caracter´ısticas das regio˜es codificantes do DNA.
Dado que as regio˜es codificantes apresentam uma destacada periodicidade de per´ıodo
treˆs, que podera´ estar associada a` estrutura dos codo˜es (ternos de bases), surge a ideia
de estrutura ciclo-estacionaria de per´ıodo treˆs associada a estas regio˜es. Assim, no
sentido de explorar e confirmar a existeˆncia da estrutura ciclo estaciona´ria, apresenta-
se uma medida de entropia que tem em conta esta estrutura
Hc(X) =
H0(X) +H1(X) +H2(X)
3
,
Hc sera´ denominada de entropia ciclo-estaciona´ria, e
Hi(X) = −
∑
x∈{a,c,g,t}
Pi(x) log2(Pi(x))
a entropia associada a` i-e´sima base do coda˜o com i ∈ {0, 1, 2}.
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Depois de analisadas algumas sequeˆncias de co´digo (genes), observa´mos ganhos da
entropia ciclo-estaciona´ria relativamente a` entropia global da sequeˆncia dos nucleo´tidos
(ver alguns exemplos na tabela 5.2). Assim confirma-se que as regio˜es codificantes
reflectem uma estrutura diferente nas treˆs posic¸o˜es das bases dos codo˜es e pode-se
inferir a existeˆncia de estrutura ciclo-estaciona´ria de per´ıodo treˆs. No entanto, e´ de
observar que os valores de qualquer tipo de entropia sa˜o pouco inferiores aos dois
bits/base (ver tabela 5.2).
A evidente periodicidade de per´ıodo treˆs e os resultados de entropia ciclo estaciona´ria
(ver tabela 5.2) nas regio˜es codificantes sugerem para descric¸a˜o destas regio˜es um mo-
delo de compressa˜o que se subdivida em treˆs modelos diferentes que podera˜o eventual-
mente estar relacionados entre si.
O modelo de compressa˜o a criar baseia-se nos modelos de contexto finito, pelo que se
segue uma breve descric¸a˜o deste tipo de modelos. No fim desta secc¸a˜o apresenta-se
uma subsecc¸a˜o com um modelo de compressa˜o para regio˜es codificantes que tem por
base os modelos de contexto finito e incorpora a ciclo-estacionaridade.
5.2.1 Modelo de contexto finito
Considere-se uma fonte de informac¸a˜o geradora de s´ımbolos de um alfabeto Γ de di-
mensa˜o |Γ|. No instante t, a sequeˆncia gerada pela fonte de informac¸a˜o e´
xt = x1x2 . . . xt.
Num modelo de contexto finito (cadeia de Markov de ordem superior ou igual a um) a
probabilidade de surgir um dado s´ımbolo do alfabeto depende apenas de um nu´mero
finito de s´ımbolos gerado anteriormente, M (modelo de contexto finito de ordem M)
[23, 130]. Na figura 5.1 exemplifica-se um modelo de contexto finito de ordem cinco.
Para o instante t, o conjunto ordenado de varia´veis aleato´rias,
Xt−M+1, . . . , Xt−1, Xt,
sera´ representado por Ct e a Ct chamamos contexto aleato´rio associado a` posic¸a˜o t. O
nu´mero de diferentes possibilidades para Ct e´ |Γ|M .
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t+1xt−4x
G G
t+1P(X = s | c )  t
c t
CAGAT... AA C T ...
Contexto
Modelo
Codificador
Símbolo
entrada
Sequência
saída
Figura 5.1: Modelo de contexto finito. A probabilidade associada a` varia´vel aleato´ria
Xt+1 e´ condicionada pelas M sa´ıdas anteriores. Neste exemplo, M = 5.
Na pra´tica, a probabilidade do pro´ximo s´ımbolo, Xt+1, ser s ∈ Γ dado que ocorreu ct,
e´ estimada por3
P (Xt+1 = s|ct) = n(s, c
t) + δ∑
a∈Γ n(a, c
t) + |Γ|δ ,
onde n(s, ct) e´ um contador que representa o nu´mero de vezes que, no passado, a fonte
de informac¸a˜o gerou o s´ımbolo s depois de gerar ct. O paraˆmetro δ > 0, ale´m de ajustar
o estimador, evita gerar probabilidades zero quando um s´ımbolo e´ codificado pela
primeira vez. No nosso caso, usa´mos δ = 1, que pode ser visto como uma inicializac¸a˜o
de todos os contadores a um. Naturalmente, estes contadores sa˜o actualizados em cada
instante que um s´ımbolo e´ codificado.
Na tabela 5.1, apresenta-se uma tabela que mostra como um modelo de contexto finito
de ordem M e´ tipicamente implementado. Esta tabela refere-se a` actualizac¸a˜o de
contagens para a t-e´sima sa´ıda no alfabeto dos nucleo´tidos e apresenta as frequeˆncias
com que surge cada uma das palavras de comprimento M + 1 ate´ a` t-e´sima posic¸a˜o
(inclusive´).
O codificador a que se refere a figura 5.1 e´ um codificador aritme´tico. Se a sequeˆncia
for estaciona´ria, e´ conhecido que o codificador aritme´tico gera de´bitos bina´rios me´dios
3Por comodidade a notac¸a˜o usada para o valor real, estimador e estimativa de uma determinada
probabilidade sera´ a mesma.
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A C G T Total
ct1 n(A, ct1) n(C, ct1) n(G, ct1) n(T , ct1)
∑
a∈Γ n(a, c
t
1)
...
...
...
...
...
...
ct4M n(A, ct4M ) n(C, ct4M ) n(G, ct4M ) n(T , ct4M )
∑
a∈Γ n(a, c
t
4M )
Tabela 5.1: Tabela de frequeˆncias de pares de palavras, na t-e´sima actualizac¸a˜o.
ideˆnticos aos valores de entropia condicionada do modelo [23, 130]. No nosso caso, a
entropia do modelo, isto e´, o nu´mero me´dio de bits por s´ımbolo depois de codificar N
s´ımbolos, e´ dada por
HN = − 1
N
N−1∑
t=0
Et bps, (5.6)
com
Et = log2 P (Xt+1 = s|ct)
e onde “bps” significa bits por s´ımbolo e refere-se a` unidade de medida.
Uma vez que vamos trabalhar sobre bases de DNA, vamos substituir “bps” por “bpb”,
no sentido de representar bits por base.
Num modelo de contexto finito coloca-se o problema de estimar a ordem do modelo
(M). Para cada conjunto de dados podemos escolher M de forma exaustiva, tentando
minimizar a entropia. Podemos tambe´m usar estimativas baseadas em crite´rios co-
nhecidos, como o crite´rio de informac¸a˜o bayesiana (BIC). O BIC e´ um me´todo que, de
modo geral, permite estimar o nu´mero de paraˆmetros do modelo. No contexto de uma
sequeˆncia de s´ımbolos, estima a ordem do modelo (ordem da cadeia de Markov) que
melhor se ajusta a` sequeˆncia, no sentido da ma´xima verosimilhanc¸a. No caso parti-
cular do modelo ser de contexto finito de ordem M , com M a determinar (ou cadeia
de Markov de ordem M , com M desconhecido), o crite´rio traduz-se na descoberta do
valor de M que minimiza BIC(M) dado por
BIC(M) = − lnL(M) + (|Γ| − 1)× |Γ|
M
2
lnnM , (5.7)
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sendo L a func¸a˜o de verosimilhanc¸a4 assumindo o modelo de contexto finito de ordem
M e nM o nu´mero de subsequeˆncias (palavras) de tamanho M + 1 de uma sequeˆncia
com N s´ımbolos. Observe-se que nM = N −M .
5.2.2 Modelo de treˆs estados
O modelo de treˆs estados e´ diferente do modelo de contexto finito da figura 5.1, uma
vez que incluiu treˆs estados internos, como se apresenta esquematicamente na figura
5.2. Cada estado e´ seleccionado periodicamente, de treˆs em treˆs, e para cada um dos
treˆs casos e´ usado um modelo de contexto finito semelhante ao descrito anteriormente.
Este modelo de treˆs estados explora a periodicidade de per´ıodo treˆs que geralmente se
destaca nas regio˜es codificantes do DNA.
Com este modelo, as probabilidades na˜o dependem apenas dos M u´ltimos s´ımbolos,
mas tambe´m do valor de t mod 3, que e´ usado para selecc¸a˜o do estado. Neste caso, o
estimador da probabilidade e´ dado por
P (Xt+1 = s|ct) = ni(s, c
t) + δ∑
a∈Γ ni(a, c
t) + |Γ|δ , i = t mod 3.
Por outras palavras, no modelo de treˆs estados temos treˆs conjuntos diferentes de
contadores, um para cada estado. Ale´m disso, apenas os contadores associados ao
estado escolhido sa˜o actualizados. De notar que, no sentido de simplificar o modelo,
na˜o se requer o conhecimento correcto da fase de leitura (do ingleˆs reading frame).
Contudo, depois de se escolher uma dada posic¸a˜o para o modelo, a fase de leitura
correspondente e´ mantida. Se quisermos calcular a entropia associada a cada uma
das treˆs posic¸o˜es das bases dentro dos codo˜es, precisamos de conhecer a posic¸a˜o da
base correspondente a cada estado do modelo. Para os casos considerados, va˜o ser
4A expressa˜o que define a func¸a˜o de verosimilhanc¸a para M ≥ 1 e´
L(M) = P (x0, x1, . . . , xM−1)
N−1∏
j=M
P (xj |xj−M , . . . , xj−1)
e para M = 0 e´
L(M) =
N−1∏
j=M
P (xj).
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G G
c t
mod 3t
entrada
Símbolo
Sequência
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CAGAT... AA C T ...
Contexto
Estado 0
Estado 1
Estado 2
Modelo
Codificadort+1
P(X = s | c )t
Figura 5.2: Modelo de treˆs estados. A probabilidade associada a` varia´vel aleato´ria,
Xt+1, e´ condicionada pelas M sa´ıdas anteriores e pelo valor de t mod 3.
usados exemplos em que a aplicac¸a˜o do modelo se inicia na primeira base de um coda˜o.
Consequentemente, o estado zero corresponde a` primeira base do coda˜o, o estado um
a` segunda base e o estado dois a` terceira base.
A complexidade computacional do modelo de treˆs estados, em termos de necessidade de
memo´ria, esta´ directamente relacionada com a implementac¸a˜o do modelo de contexto
finito. Podemos observar que para implementar um modelo de contexto finito de ordem
M de um alfabeto de tamanho |Γ| precisamos de um modelo probabil´ıstico de tamanho
|Γ|M que requer |Γ|M+1 contadores. Por exemplo, se M = 6, temos 47 contadores e sa˜o
necessa´rios cerca de trinta e dois Kbytes (considerando dois bytes por cada contador).
5.3 Resultados experimentais
Os resultados a apresentar sa˜o relativos aos dados de alguns ficheiros “ffn” recolhidos
do NCBI (ftp://ftp.ncbi.nlm.nih.gov/genomes/). As espe´cies seleccionadas foram as
seguintes: Haemophilus influenzae, Escherichia coli K12, Schizosaccharomyces pombe,
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Saccharomyces cerevisiae e Arabidopsis thaliana.
Observou-se que alguns genes conteˆm s´ımbolos diferentes das letras do alfabeto dos
nucleo´tidos {A, C,G, T } e em alguns casos o comprimento do gene na˜o e´ mu´ltiplo
de treˆs (inconsisteˆncia com a estrutura dos codo˜es). No sentido de ultrapassar estas
dificuldades, foram eliminados do estudo os genes que teˆm essas caracter´ısticas.
Nas tabelas 5.3, 5.4 e 5.5 apresentam-se os resultados da compressa˜o, em bits por
base, obtidos de quatro modos diferentes: modelo de contexto finito de treˆs estados,
modelo de contexto finito de um so´ estado, DNACompress [43] (denotado na tabela por
“DnaC”) e o me´todo de Manzini – Dna3 [113]. A raza˜o para escolher o DNACompress
e o Dna3, deve-se ao facto de estas serem as te´cnicas mais usadas nesta a´rea e com
implementac¸o˜es dispon´ıveis. E´ de observar que os valores obtidos atrave´s de (5.6)
sa˜o muito pro´ximos dos valores obtidos atrave´s do codificador aritme´tico. Todos os
valores de compressa˜o apresentados nas tabelas 5.3, 5.4 e 5.5 correspondem a co´digo
real gerado pelo codificador aritme´tico.
Para cada sequeˆncia, o comprimento do contexto, M , e´ escolhido entre as 7 primeiras
ordens de modo a que tenha o melhor resultado em termos de compressa˜o. Nos dados
das tabelas 5.3, 5.4 e 5.5, pode-se verificar que existe uma tendeˆncia para as sequeˆncias
maiores apresentarem maior valor de M . Tambe´m foram determinadas estimativas
para o valor da ordem atrave´s do BIC. Os valores sa˜o geralmente concordantes. Para
as sequeˆncias das tabelas 5.3, 5.4 e 5.5, obteve-se atrave´s do BIC estimativas para
M iguais aos valores indicados nas tabelas, com excepc¸a˜o do segundo cromossoma da
espe´cie Schizosaccharomyces pombe cuja estimativa pelo BIC foi de treˆs e na˜o quatro.5
E´ vis´ıvel nas tabelas 5.3, 5.4 e 5.5 que o modelo de contexto finito de treˆs estados
e´ sempre melhor que o modelo de contexto finito de um so´ estado (ver os totais nas
colunas 8 e 10 das tabelas), o que confirma a hipo´tese sobre a potencial vantagem do
conhecimento da periodicidade de per´ıodo treˆs, no sentido da compressa˜o. Com o mo-
delo de contexto finito de treˆs estados obtiveram-se melhores resultados de compressa˜o
relativamente a algumas das melhores te´cnicas de compressa˜o de DNA da actualidade,
5Obter estimativas atrave´s do BIC para o nu´mero de paraˆmetros que sa˜o inferiores a`s estimativas
que resultam em melhor valor de compressa˜o na˜o e´ surpreendente, pois o BIC pondera a ma´xima
verosimilhanc¸a com a complexidade do modelo (o nu´mero de paraˆmetros do modelo).
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o que e´ confirmado pelos resultados de aplicac¸a˜o dos me´todos sobre as sequeˆncias
de co´digo das espe´cies Haemophilus influenzae, Escherichia coli K12 e Schizosaccha-
romyces pombe (ver tabela 5.3). Para a espe´cie Saccharomyces cerevisiae, o modelo de
treˆs estados nem sempre e´ melhor, sendo os resultados dependentes do cromossoma
(ver tabela 5.4). Finalmente, para a Arabidopsis thaliana, o modelo de contexto finito
de treˆs estados levou a piores resultados que o DNACompress e o Dna3 (ver tabela
5.5).
O DNACompress e Dna3, tais como muitas das te´cnicas de compressa˜o para DNA,
baseiam-se em repetic¸o˜es de subsequeˆncias (exactas e aproximadas). Uma poss´ıvel
raza˜o para que o modelo de treˆs estados seja melhor nuns casos e pior noutros, e´ o
facto das subsequeˆncias apresentarem diferentes graus de repetic¸a˜o. Obviamente que
para sequeˆncias que apresentem uma estrutura repetitiva, o modelo de treˆs estados
na˜o sera´ ta˜o bom como os modelos que teˆm em conta esse tipo de estrutura. Isto e´
o que acontece com o genoma da Arabidopsis thaliana. Na verdade, e´ frequente as
plantas apresentarem repetic¸a˜o de DNA [120]. Na u´ltima coluna das tabelas 5.3, 5.4 e
5.5 e´ mostrada a percentagem de bases que foram codificadas por Dna3 usando como
refereˆncia subsequeˆncias passadas. Como se pode observar, e´ na espe´cie Arabidopsis
thaliana que as percentagens de repetic¸a˜o de todos os cromossomas esta´ acima dos
10%. De modo geral, quando a percentagem de bases codificada usando a estrate´gia
de repetic¸a˜o e´ superior a 3%, o modelo de treˆs estados na˜o consegue capturar toda
a estrutura relevante dos dados. Portanto, se o objectivo for melhorar o desempenho
dos me´todos de compressa˜o, enta˜o o modelo de treˆs estados tem de ser complementado
com os me´todos dispon´ıveis no sentido de explorar os padro˜es de repetic¸a˜o.
Os valores de de´bito bina´rio me´dio ao longo dos treˆs estados e´ outra informac¸a˜o de inte-
resse que se consegue extrair das tabelas 5.3, 5.4 e 5.5. Para os resultados apresentados,
o estado zero corresponde a` primeira base do coda˜o, o estado um corresponde a` segunda
base do coda˜o e o estado dois corresponde a` ultima base do coda˜o. Os valores denotados
por “bpb0”, “bpb1” e “bpb2” indicam o nu´mero me´dio de bits necessa´rios para o
codificador representar a primeira, segunda e terceira bases do coda˜o, respectivamente.
Para as espe´cies Haemophilus influenzae, Schizosaccharomyces pombe e Arabidopsis
thaliana, a primeira base e´ a mais dif´ıcil de comprimir, segue-se a segunda e finalmente
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a terceira (ver tabela 5.3). Do ponto de vista da teoria da informac¸a˜o, isto significa que
a primeira base e´ a que conte´m mais informac¸a˜o do coda˜o, seguida da segunda base
e so´ depois da terceira. Esta conclusa˜o pode na˜o ser surpreendente, tendo em conta
a natureza degenerativa do co´digo gene´tico (num grupo de sino´nimos ha´ codo˜es que
tendem a ser pouco usados face a outros).
Por outro lado, muitos aminoa´cidos podem ser representados por mais de um tripleto,
sendo para alguns deles a terceira base irrelevante, o que parece contrariar a tendeˆncia
observada nas espe´cies referidas na tabela 5.3. No entanto, para alguns cromossomas
da Saccharomyces cerevisiae, verifica-se que a segunda base parece comportar menos
informac¸a˜o que a terceira (ver tabela 5.4).
Embora o resultado seja marginal, na Escherichia coli K12 a segunda base parece
comportar pelo menos tanta informac¸a˜o como a primeira (ver tabela 5.3). Actualmente,
na˜o se tem explicac¸a˜o para este comportamento, mas acreditamos na existeˆncia de
motivac¸a˜o biolo´gica.
Contudo, como foi discutido anteriormente, a dependeˆncia do organismo na˜o e´ total-
mente inesperada (as prefereˆncias de codo˜es variam largamente de espe´cie para espe´cie)
e tambe´m e´ conhecido que muitos organismos apresentam maior teor de C + G do que
A + T , devido a ser mais dif´ıcil quebrar as ligac¸o˜es entre C e G, o que pode levar a
prefereˆncias na escolha de um coda˜o num conjunto de sino´nimos.
Na tentativa de explicar alguns comportamentos aparentemente sem explicac¸a˜o e realc¸ar
as caracter´ısticas encontradas pelo modelo de treˆs estados, calcularam-se valores de in-
formac¸a˜o mu´tua ou indirectamente valores de entropia condicionada (ver tabelas 5.6 e
5.7). Estudou-se a informac¸a˜o mu´tua entre as treˆs posic¸o˜es de uma sequeˆncia de co´digo,
supondo va´lida a factorizac¸a˜o N = nm e n,m ∈ N, referida no cap´ıtulo anterior.
Definiu-se como medida de informac¸a˜o mu´tua relativa entre duas subsequeˆncias de
bases associadas a duas posic¸o˜es do coda˜o, v1 e v2, de uma mesma sequeˆncia
I(v1, v2) =
∑
k1,k2∈{a,c,g,t}
Pv1,v2(k1, k2) log2
Pv1,v2(k1, k2)
Pv1(k1)Pv2(k2)
,
com Pv1,v2(k1, k2) as probabilidades conjuntas dos s´ımbolos k1 e k2 condicionadas a`s
posic¸o˜es v1 e v2 para v1, v2 ∈ {0, 1, . . . ,m− 1},6 respectivamente.
6A` imagem do que foi feito no cap´ıtulo anterior, tambe´m podemos estabelecer uma relac¸a˜o entre
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Definiu-se entropia condicionada da base da posic¸a˜o v1 do coda˜o ao conhecimento da
base da posic¸a˜o v2 do coda˜o por
H(v1|v2) = H(v1)− I(v1, v2),
com v1, v2 ∈ {0, 1, 2}.
Na tabela 5.6 apresentam-se resultados me´dios de informac¸a˜o mu´tua sobre um conjunto
de genes. O ca´lculo da informac¸a˜o mu´tua e´ feito por gene, para os 9 arranjos (com
repetic¸a˜o) poss´ıveis com as treˆs posic¸o˜es de um coda˜o (ou seja m = 3). De notar que
a medida de informac¸a˜o mu´tua goza de simetria e naturalmente a tabela 5.6 apresenta
seis e na˜o nove resultados de informac¸a˜o mu´tua. Finalmente calcula-se o valor me´dio
sobre todos os genes que constituem determinada sequeˆncia, I(v1, v2). Observe-se que
os valores I(0, 0), I(1, 1) e I(2, 2), coincidem com a entropia me´dia da sequeˆncia da
respectiva posic¸a˜o.
Tambe´m na tabela 5.7 sa˜o apresentados resultados me´dios de entropia condicionada
sobre o conjunto de genes que constitui cada sequeˆncia da tabela, onde a entropia
me´dia condicionada e´ dada por
H(v1|v2) = H(v1)− I(v1, v2) = I(v1, v1)− I(v1, v2),
com v1, v2 ∈ {0, 1, 2}.
Entre os resultados obtidos nas tabelas 5.6 e 5.7 e os resultados obtidos com o modelo
de treˆs estados, tabelas 5.3, 5.4 e 5.5, podem ser estabelecidas algumas ligac¸o˜es. Na
as probabilidades condicionadas e os contadores de s´ımbolos.
Considere-se um contador conjunto de s´ımbolos dado por:
yk1,k2(v1,v2) =
n−1∑
l=0
uk1(v1+lm)u
k2
(v2+lm)
com k1, k2 ∈ {a, c, g, t}, v1, v2 ∈ {0, 1, . . . ,m − 1} e uk a sequeˆncia indicadora do s´ımbolo k. Este
contador conjunto conta o nu´mero de vezes que numa sequeˆncia de tamanho N surge um k1 na
posic¸a˜o v1 e simultaneamente um k2 na posic¸a˜o v2. Assim pode-se escrever os contadores conjuntos
de s´ımbolos a` custa das probabilidades conjuntas:
yk1,k2(v1,v2) =
N
m
Pv1,v2(k1, k2).
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tabela 5.7 observa-se que para as espe´cies estudadas os valores mais baixos de entropia
me´dia condicionada sa˜o obtidos no caso da segunda base do coda˜o condicionada ao
conhecimento da primeira. Assim, na maior parte das espe´cies estudadas, podemos
reparar que e´ mais fa´cil comprimir a segunda base do coda˜o dado o conhecimento da
primeira do que qualquer outra alternativa estudada. Por outras palavras, a primeira
e a segunda base do coda˜o constituem o par com maior informac¸a˜o mu´tua. O modelo
de treˆs estados geralmente na˜o reflecte esta caracter´ıstica. Contudo, o estudo com o
modelo de treˆs estados e´ de maior alcance (profundidade) e a informac¸a˜o da terceira
base pode ser dada parcialmente, por exemplo, por bases do coda˜o anterior. No entanto,
no caso Saccharomyces cerevisiae, os valores elevados obtidos para informac¸a˜o mu´tua
entre a primeira e a segunda base sa˜o vis´ıveis no modelo de treˆs estados: os valores
de entropia para a segunda base sa˜o mais baixos do que para as restantes bases (ver
tabela 5.4).
Para a espe´cie Escherichia coli K12 a informac¸a˜o mu´tua entre as duas u´ltimas posic¸o˜es
num gene, I(1, 2), e´ geralmente superior a qualquer outra. Esta caracter´ıstica tambe´m
e´ vis´ıvel no modelo de treˆs estados: os valores de entropia para a terceira base sa˜o mais
baixos do para as restantes bases (ver tabela 5.5).
De modo geral, observa-se que a informac¸a˜o mu´tua e´ maior entre a primeira e a segunda
base, diminui da segunda para a terceira e da primeira para a terceira diminui ainda
mais. Este resultado reflecte que quanto maior for a distaˆncia entre as bases menor
e´ a informac¸a˜o mu´tua entre elas e que a informac¸a˜o mu´tua entre pares consecutivos
decresce ao longo do coda˜o.
Geralmente, os valores de entropia dados pela tabela 5.7 sa˜o inferiores aos obtidos pelos
modelos das tabelas 5.3, 5.4 e 5.5, pois os primeiros sa˜o valores calculados de forma
esta´tica e os outros de forma adaptativa.
5.4 Concluso˜es
Neste cap´ıtulo, foi estudado o comportamento em termos de compressa˜o do modelo de
contexto finito de treˆs estados sobre regio˜es codificantes de DNA em que se reconhece
uma tendeˆncia para existir periodicidade treˆs. Concluiu-se que o modelo de treˆs estados
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da´ sempre melhor resultado que o modelo de contexto finito de apenas um estado para
as regio˜es de co´digo estudadas.
Mostrou-se tambe´m que, do ponto de vista da compressa˜o, existe vantagem em ter em
conta a periodicidade de per´ıodo treˆs nas regio˜es codificantes do DNA. Para alguns
organismos testados, o modelo de contexto finito de treˆs estados leva a melhores re-
sultados que as melhores te´cnicas de compressa˜o de DNA da actualidade. No entanto,
realc¸a-se mais uma vez que a te´cnica de compressa˜o de DNA apresentada na˜o e´ uma
te´cnica completa de compressa˜o, pois explora apenas uma propriedade de uma certa
regia˜o de DNA. Uma das caracter´ısticas mais relevantes do modelo de treˆs estados
e´ apresentar a possibilidade de analisar a informac¸a˜o distribu´ıda pelas treˆs bases do
coda˜o.
Os resultados obtidos com o modelo de treˆs estados, em termos de de´bito bina´rio
ao longo dos treˆs estados, foram confrontados com os resultados de informac¸a˜o mu´tua
me´dia e entropia condicionada me´dia para pares de bases relativos a posic¸o˜es diferentes
do coda˜o.
Em termos de compressa˜o, os resultados obtidos na˜o sa˜o muito bons, uma vez que os
de´bitos bina´rios se situam pouco abaixo dos dois bits por s´ımbolo. No entanto, este
modelo ajudou a entender melhor a estrutura das regio˜es codificantes do DNA.
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Haemophilus influenzae
Refereˆncia Sequeˆncia I(0, 0) I(1, 1) I(2, 2) I(0, 1) I(1, 2) I(0, 2)
GI:16271976 — 1,936 1,909 1,837 0,160 0,136 0,038
Escherichia coli K12
Refereˆncia Sequeˆncia I(0, 0) I(1, 1) I(2, 2) I(0, 1) I(1, 2) I(0, 2)
GI:49175990 — 1,923 1,942 1,948 0,089 0,130 0,005
Schizosaccharomyces pombe
Refereˆncia Sequeˆncia I(0, 0) I(1, 1) I(2, 2) I(0, 1) I(1, 2) I(0, 2)
GI:19113674 Chr-I 1,953 1,919 1,875 0,123 0,067 0,027
GI:19111836 Chr-II 1,955 1,920 1,875 0,125 0,067 0,025
GI:19075172 Chr-III 1,956 1,922 1,887 0,123 0,070 0,028
Saccharomyces cerevisiae
Refereˆncia Sequeˆncia I(0, 0) I(1, 1) I(2, 2) I(0, 1) I(1, 2) I(0, 2)
GI:50593113 Chr-I 1,922 1,906 1,939 0,121 0,065 0,041
GI:50593115 Chr-II 1,925 1,912 1,940 0,139 0,056 0,038
GI:42759850 Chr-III 1,929 1,907 1,937 0,133 0,056 0,042
GI:50593138 Chr-IV 1,921 1,900 1,933 0,143 0,054 0,036
GI:7276232 Chr-V 1,923 1,910 1,938 0,138 0,052 0,035
GI:42742172 Chr-VI 1,920 1,901 1,937 0,130 0,055 0,036
GI:50593213 Chr-VII 1,926 1,906 1,938 0,141 0,053 0,036
GI:50882583 Chr-VIII 1,928 1,908 1,941 0,139 0,054 0,037
GI:6322016 Chr-IX 1,928 1,906 1,943 0,135 0,055 0,038
GI:42742252 Chr-X 1,927 1,906 1,937 0,131 0,056 0,038
GI:50593424 Chr-XI 1,925 1,901 1,934 0,141 0,053 0,035
GI:42742286 Chr-XII 1,929 1,906 1,938 0,138 0,057 0,040
GI:44829554 Chr-XIII 1,924 1,901 1,938 0,141 0,053 0,035
GI:50593505 Chr-XIV 1,924 1,905 1,939 0,139 0,054 0,034
GI:42742309 Chr-XV 1,923 1,902 1,934 0,141 0,053 0,037
GI:50593503 Chr-XVI 1,930 1,907 1,939 0,141 0,053 0,038
Arabidopsis thaliana
Refereˆncia Sequeˆncia I(0, 0) I(1, 1) I(2, 2) I(0, 1) I(1, 2) I(0, 2)
GI:42592260 Chr-I 1,944 1,941 1,948 0,116 0,053 0,028
GI:30698031 Chr-II 1,941 1,940 1,944 0,117 0,056 0,031
GI:30698537 Chr-III 1,942 1,940 1,949 0,115 0,053 0,028
GI:30698542 Chr-IV 1,943 1,942 1,946 0,115 0,052 0,028
GI:30698605 Chr-V 1,944 1,940 1,946 0,119 0,054 0,028
Tabela 5.6: Informac¸a˜o mu´tua me´dia para as treˆs posic¸o˜es das sequeˆncias de co´digo
em va´rias espe´cies.
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Haemophilus influenzae
Refereˆncia Sequeˆncia H(0|1) H(0|2) H(1|0) H(1|2) H(2|0) H(2|1)
GI:16271976 — 1,78 1,90 1,75 1,77 1,80 1,70
Escherichia coli K12
Refereˆncia Sequeˆncia H(0|1) H(0|2) H(1|0) H(1|2) H(2|0) H(2|1)
GI:49175990 — 1,83 1,92 1,85 1,81 1,94 1,82
Schizosaccharomyces pombe
Refereˆncia Sequeˆncia H(0|1) H(0|2) H(1|0) H(1|2) H(2|0) H(2|1)
GI:19113674 Chr-I 1,83 1,93 1,80 1,85 1,85 1,81
GI:19111836 Chr-II 1,83 1,93 1,80 1,85 1,85 1,81
GI:19075172 Chr-III 1,83 1,93 1,80 1,85 1,86 1,82
Saccharomyces cerevisiae
Refereˆncia Sequeˆncia H(0|1) H(0|2) H(1|0) H(1|2) H(2|0) H(2|1)
GI:50593113 Chr-I 1,80 1,88 1,78 1,84 1,90 1,87
GI:50593115 Chr-II 1,79 1,89 1,77 1,86 1,90 1,88
GI:42759850 Chr-III 1,80 1,89 1,77 1,85 1,90 1,88
GI:50593138 Chr-IV 1,78 1,89 1,76 1,85 1,90 1,88
GI:7276232 Chr-V 1,78 1,89 1,77 1,86 1,90 1,89
GI:42742172 Chr-VI 1,79 1,88 1,77 1,85 1,90 1,88
GI:50593213 Chr-VII 1,78 1,89 1,76 1,85 1,90 1,89
GI:50882583 Chr-VIII 1,79 1,89 1,77 1,85 1,90 1,89
GI:6322016 Chr-IX 1,79 1,89 1,77 1,85 1,91 1,89
GI:42742252 Chr-X 1,80 1,89 1,77 1,85 1,90 1,88
GI:50593424 Chr-XI 1,78 1,89 1,76 1,85 1,90 1,88
GI:42742286 Chr-XII 1,79 1,89 1,77 1,85 1,90 1,88
GI:44829554 Chr-XIII 1,78 1,89 1,76 1,85 1,90 1,88
GI:50593505 Chr-XIV 1,79 1,89 1,77 1,85 1,90 1,88
GI:42742309 Chr-XV 1,78 1,89 1,76 1,85 1,90 1,88
GI:50593503 Chr-XVI 1,79 1,89 1,77 1,85 1,90 1,89
Arabidopsis thaliana
Refereˆncia Sequeˆncia H(0|1) H(0|2) H(1|0) H(1|2) H(2|0) H(2|1)
GI:42592260 Chr-I 1,83 1,92 1,83 1,89 1,92 1,89
GI:30698031 Chr-II 1,82 1,91 1,82 1,88 1,91 1,89
GI:30698537 Chr-III 1,83 1,91 1,82 1,89 1,92 1,90
GI:30698542 Chr-IV 1,83 1,91 1,83 1,89 1,92 1,89
GI:30698605 Chr-V 1,83 1,92 1,82 1,89 1,92 1,89
Tabela 5.7: Entropia condicionada me´dia para as treˆs posic¸o˜es das sequeˆncias de co´digo
em va´rias espe´cies.
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Cap´ıtulo 6
Concluso˜es e trabalho futuro
Ao longo deste trabalho apresentaram-se metodologias originais para o estudo de al-
gumas estruturas de correlac¸a˜o em sequeˆncias simbo´licas, em particular sequeˆncias de
nucleo´tidos.
Neste cap´ıtulo apresentam-se as principais concluso˜es deste trabalho e sa˜o mencionadas
algumas direcc¸o˜es de trabalho futuro.
6.1 Concluso˜es
Nesta dissertac¸a˜o contribuiu-se para melhorar metodologias de localizac¸a˜o de genes em
sequeˆncias de DNA e compressa˜o de genomas. Mais concretamente:
• Compararam-se va´rios tipos de me´todos de ana´lise espectral que teˆm sido apli-
cados a sequeˆncias simbo´licas, em particular a`s sequeˆncias de DNA. Ainda com o
propo´sito de ana´lise espectral de sequeˆncias simbo´licas foi proposto outro me´todo
de ana´lise baseado numa func¸a˜o de autocorrelac¸a˜o natural para este tipo de da-
dos, designada por autocorrelac¸a˜o simbo´lica. A autocorrelac¸a˜o simbo´lica na˜o
recorre a mapeamentos e consiste numa sequeˆncia nume´rica, onde a sua trans-
formada de Fourier coincide com o espectro de dados simbo´licos. Por outro lado,
mostrou-se que este espectro pode ser obtido atrave´s da soma dos quadrados dos
mo´dulos das transformadas de Fourier das sequeˆncias indicadoras (sequeˆncias
99
100 Cap´ıtulo 6
zero/um indicando a posic¸a˜o dos s´ımbolos).
Foi explorado o conceito de envolvente espectral, em que sa˜o usados va´rios mapea-
mento de s´ımbolos para nu´meros de modo a que a energia espectral seja ma´xima
para cada valor da frequeˆncia. O espectro obtido tambe´m conduz ao espectro de
dados simbo´licos.
Concluiu-se a equivaleˆncia de resultados entre alguns me´todos sem aparente
relac¸a˜o, nomeadamente entre os me´todos baseados em sequeˆncias indicadoras,
em tetraedros regulares, na autocorrelac¸a˜o simbo´lica e na envolvente espectral.
De todos os me´todo estudados, o que usa as sequeˆncias indicadoras e´ o mais
simples, em que o espectro total, pode ser entendido como o espectro de ma´xima
energia espectral ou como a transformada da autocorrelac¸a˜o simbo´lica.
• Apresentaram-se me´todos ra´pidos para ca´lculo de certas riscas espectrais, evi-
denciando algumas propriedades que relacionam o tamanho da risca com a dis-
tribuic¸a˜o dos s´ımbolos em determinadas posic¸o˜es da sequeˆncia.
Reduziu-se o ca´lculo da DFT de comprimento N = mn, correspondente ao es-
pectro total, ao ca´lculo das DFTs de comprimento m de somas de blocos. Ou
seja S(nk) = |Y ak |2 + |Y ck |2 + |Y gk |2 + |Y tk |2, com 0 ≤ k < m.
Dado o interesse da risca espectral S(N/3) na localizac¸a˜o de genes, foi dada
especial importaˆncia ao estudo desta risca. Concluiu-se que, para uma sequeˆncia
de comprimento mu´ltiplo de treˆs (N = 3n), a risca espectral pode ser dada por
S(N/3) = |Y a1 |2 + |Y c1 |2 + |Y g1 |2 + |Y t1 |2 com
|Y b1 | =
[
x− y + z
2
]2
+
3
4
[y − z]2,
onde x, y e z contam o nu´mero de s´ımbolos B nas treˆs posic¸o˜es dos n blocos.
Feito o ca´lculo dos contadores de s´ımbolos, que pode ser feito aquando da leitura
dos dados, o nu´mero de operac¸o˜es aritme´ticas necessa´rias para calcular S(N/3)
e´ O(1). Comparativamente o ca´lculo da FFT (“Fast Fourier Transform”) de
comprimento N e´ um processo O(N logN), e o ca´lculo de um coeficiente espectral
requer O(N) operac¸o˜es aritme´ticas.
Discutiram-se algumas razo˜es relativas a` distribuic¸a˜o dos s´ımbolos para a evideˆncia
da risca espectral S(N/3). Tambe´m foram apresentadas expresso˜es de ca´lculo de
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outras riscas espectrais, em particular das riscas S(N/4) e S(N/6). E mostrou-se
que o espectro de uma sequeˆncia de s´ımbolos conte´m informac¸a˜o redundante.
• Desenvolveu-se uma te´cnica de compressa˜o baseada na periodicidade de per´ıodo
treˆs, especialmente dedicada a regio˜es codificantes, designada por modelo de treˆs
estados. Nestas regio˜es, em alguns genomas, foram obtidos melhores resultados
do que os conseguidos pelas melhores te´cnicas de compressa˜o da actualidade.
A compressa˜o de sequeˆncias gene´ticas, assim como o estudo da entropia e in-
formac¸a˜o mu´tua, foram tambe´m usados com o propo´sito de obter modelos ou
simplesmente indicar caracter´ısticas particulares que descrevam as sequeˆncias de
DNA.
Conclu´ımos que o modelo de treˆs estados da´ sempre melhor resultado que o mo-
delo de contexto finito de apenas um estado para as regio˜es de co´digo estudadas.
Uma das caracter´ısticas mais relevantes do modelo de treˆs estados e´ apresentar
a possibilidade de analisar a informac¸a˜o distribu´ıda pelas treˆs bases do coda˜o.
O modelo de contexto finito de treˆs estados apresentado ajudou a entender melhor
a estrutura das regio˜es codificantes do DNA. No entanto, a te´cnica de compressa˜o
apresentada na˜o e´ uma te´cnica completa de compressa˜o de DNA, pois explora
apenas uma propriedade de uma certa regia˜o de DNA. Genericamente as te´cnicas
actuais de compressa˜o na˜o resultam em bons resultados de compressa˜o, uma vez
que os de´bitos bina´rios se situam pouco abaixo dos dois bits por s´ımbolo.
6.2 Trabalho futuro
Pretende-se continuar a pesquisa de estruturas de correlac¸a˜o nas sequeˆncias de DNA,
criando ou melhorando me´todos de ana´lise de sequeˆncias simbo´licas. Em particular,
pretende-se pesquisar me´todos que tenham em conta a natureza simbo´lica e o compor-
tamento na˜o estaciona´rio dos dados gene´ticos.
Para um futuro pro´ximo, existe o objectivo de encontrar me´todos de compressa˜o que
apresentem nitidamente melhores resultados do que os melhores me´todos actuais. Para
tal, na linha do que foi feito no cap´ıtulo 5, pode ser ainda mais explorada a redundaˆncia
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estat´ıstica da sequeˆncia usando a redundaˆncia associada ao conhecimento que actual-
mente se tem ou se possa adquirir sobre a estrutura do DNA.
Finalmente, na colaborac¸a˜o com o grupo de Bioinforma´tica da Universidade de Aveiro,
pretende-se desenvolver ou aplicar modelos que va˜o ao encontro das problema´ticas
estudadas pelo grupo, em particular ao n´ıvel dos modelos matema´ticos para ana´lise de
microarrays.
Bibliografia
[1] C. Acquisti, P. Allegrini, P. Bogani, E. Catanese, L. Fronzoni, P. Grigolini,
G. Mersi, and L. Palatella. In the search for the low-complexity sequences in
prokaryotic and eukaryotic genomes: How to derive a coherent picture from global
and local entropy measures. Chaos, Solitons and Fractals, 20(1):127–137, 2004.
[2] Vera Afreixo and Adelaide Freitas. Uma ana´lise estat´ıstica das sequeˆncias de
DNA. Literacia e Estat´ıstica — Actas do X Congresso Anual da Sociedade Por-
tuguesa de Estat´ıstica, Edic¸o˜es SPE, pages 91–98, 2003.
[3] Vera Afreixo, Adelaide V. Freitas, M. Pinheiro, Jose´ L. Oliveira, G. Moura, and
Manuel A. S. Santos. Exploiting a biclustering algorithm in ORFeome analysis.
In 2007 VLDB Workshop on Data Mining in Bioinformatics, Vienna, September
2007.
[4] Vera M. A. Afreixo, Paulo J. S. G. Ferreira, and Dorabella M. S. Santos. Fourier
analysis of symbolic data: A brief review. Digital Signal Processing, 14(6):523–
530, November 2004.
[5] Vera M. A. Afreixo, Paulo J. S. G. Ferreira, and Dorabella M. S. Santos. The
spectrum and symbol distribution of nucleotide. Physical Review E, 70(3):031910,
September 2004.
[6] Bruce Alberts, Alexander Johnson, Julian Lewis, Martin Raff, Keith Roberts,
and Peter Walter. Molecular Biology of the Cell. 4th ed. Garland Publishing,
2002.
103
104 Bibliografia
[7] Paolo Allegrini, M. Barbi, Paolo Grigolini, and Bruce J. West. Dynamical model
for DNA sequences. Physical Review E, 52(5):5281–5296, 1995.
[8] Paolo Allegrini, Marco Buiatti, Paolo Grigolini, and Bruce J. West. Fractional
brownian motion as a nonstationary process: An alternative paradigm for DNA
sequences. Physical Review E, 57(4):4558–4567, April 1998.
[9] Lloyd Allison, Timothy Edgoose, and Trevor I. Dix. Compression of strings
with approximate repeats. In Proceedings of the 6th International Conference
on Intelligent Systems for Molecular Biology, pages 8–16, Montre´al, Que´bec,
Canada, June 1998.
[10] Dimitris Anastassiou. Digital signal processing of biomolecular sequences. Tech-
nical report, Department of electrical engineering, 2000.
[11] Dimitris Anastassiou. Frequency-domain analysis of biomolecular sequences.
Bioinformatics, 16(12):1073–1081, July 2000.
[12] Dimitris Anastassiou. Genomic signal processing. IEEE Signal Processing Mag-
azine, 18(4):8–20, July 2001.
[13] A. Arne´odo, E. Bacry, P.V. Graves, and J.F. Muzy. Characterizing long-range
correlations in DNA sequences from wavelet analysis. Physical Review Letters,
74(16):3293–3296, April 1995.
[14] A. Arne´odo, Y. d’Aubenton Carafa, B. Audit, E. Bacry, J.F. Muzy, and C. Ther-
mes. Nucleotide composition effects on the long-range correlations in human
genes. The European Physical Jounal B, 1:259–263, February 1998.
[15] A. Arne´odo, Y. d’Aubenton Carafa, B. Audit, E. Bacry, J.F. Muzy, and C. Ther-
mes. What can we learn with wavelets about DNA sequences? Physica A,
249:439–448, January 1998.
[16] B. Audit, C. Thermes, C. Vaillant, Y. d’Aubenton Carafa, J.F. Muzy, and A. Ar-
neodo. Long-range correlations in genomic DNA: A signature of the nucleosomal
structure. Physical Review Letters, 86(11):2471–2474, March 2001.
105
[17] Benjamin Audit, Ce´dric Vaillant, Alain Arne´odo, Yves D’Aubenton-Carafa, and
Claude Thermes. Wavelet analysis of DNA bending profiles reveals structural
constraints on the evolution of genomic sequences. Journal of Biological Physics,
30:33–81, 2004.
[18] Mark Ya. Azbel. Universality in a DNA statistical structure. Physical Review
Letters, 75(1):168–171, 1995.
[19] J. H. Badger and G. J. Olsen. CRITICA: Coding region identification tool invok-
ing comparative analysis. Molecular Biology and Evolution, 16:512–524, 1999.
[20] Pierre Baldi, Yves Chauvin, Tim Hunkapiller, and Marcella A. Mcclureii. Hidden
Markov models of biological primary sequence information. Proceedings of the
National Academy of Sciences of the U.S.A., 21:1059–1063, 1994.
[21] P.J. Barral, A. Hasmy, J. Jime´nez, and A. Marcano. Nonlinear modeling tech-
nique for the analysis of DNA chains. Physical Review E, 61(2):1812–1815, Febru-
ary 2000.
[22] Behshad Behzadi and Fabrice Le Fessant. DNA compression challenge revisited.
In Proceedings of CPM, 2005.
[23] Timothy C. Bell, John G. Cleary, and Ian H. Witten. Text Compression. Prentice
Hall advanced reference series computer science, 1990.
[24] Gary Benson and Michael S. Waterman. A method for fast database search for
all k-nucleotide repeats. Nucleic Acids Research, 22(22):4828–4836, 1994.
[25] John A. Berger, Sanjit K. Mitra, Marco Carli, and Alessandro Neri. Visualiza-
tion and analysis of DNA sequences using DNA walks. Journal of the Franklin
Institute, 341:37–53, 2004.
[26] Pedro Bernaola-Galva´n and Pedro Carpena. Comment on “factorial moments
analyses show a characteristic length scale in DNA sequences”. Physical Review
Letters, 88(21):219803, 2002.
[27] Pedro Bernaola-Galva´n, Pedro Carpena, Ramo´n Ramo´n-Rolda´n, and Jose Oliver.
Study of statistical correlations in DNA sequences. Gene, 300:105–115, 2002.
106 Bibliografia
[28] Pedro Bernaola-Galva´n, Ivo Grosse, Pedro Carpena, and Jose´ L. Oliver. Finding
borders between coding and noncoding DNA regions by an entropic segmentation
method. Physical Review Letters, 85(6):1342–1345, 2000.
[29] Pedro Bernaola-Galva´n, Jose´ Oliver, and Ramo´n Ramo´n-Rolda´n. Decomposition
of DNA sequence complexity. Physical Review Letters, 83(16):3336–3339, 1999.
[30] Pedro Bernaola-Galva´n, Ramo´n Ramo´n-Rolda´n, and Jose´ Oliver. Compositional
segmentation and long-range fractal correlations in DNA sequences. Physical
Review E, 53(5):5181–5189, May 1996.
[31] J. Besemer, A. Lomsadze, and M. Borodovsky. GeneMarkS: A self-training
method for prediction of gene starts in microbial genomes. Implications for finding
sequence motifs in regulatory regions. Nucleic Acids Research, 29(12):2607–2618,
2001.
[32] Charles G. Boncelet Jr. A rearranged DFT algorithm requiring n2/6 multipli-
cations. IEEE Transactions on Acoustics, Speech, and Signal Processing, pages
1658–1659, December 1986.
[33] D. Bourchard, R. Schmidt, and H. Waller. The block sum transformation — A
new special discrete Fourier transformation method for the analysis of vibrations.
Mechanical Systems and Signal Processing, 6(5):483–489, 1992.
[34] S. Boycheva, G. Chkodrov, and I. Ivanov. Codon pairs in genome of Escherichia
coli. Bioinformatics, 19:987–998, 2002.
[35] Jerome V. Braun and Hans-Georg Muller. Statistical methods for DNA sequence
segmentation. Statistical Science, 13(2):142–162, 1998.
[36] Marc Buchner and Suparerk Janjarasjitt. Dectetion and visualization of tandem
repeats in DNA sequences. IEEE Transactions on Signal Processing, 51(9):2280–
2287, 2003.
[37] Sergey V. Buldyrev, Ary L. Goldberger, Shlomo Havlin, Chung-Kang Peng,
Michael Simons, and H. Eugene Stanley. Generalized Le´vy-walk model for DNA
nucleotide sequences. Physical Review E, 47(6):4514–4523, June 1993.
107
[38] S.V. Buldyrev, A.L. Goldberger, S. Havlin, R.N. Mantegna, and M.E. Matsa.
Long-range correlation properties of coding and noncoding DNA sequences: Gen-
Bank analysis. Physical Review E, 51(5):5084–5091, May 1995.
[39] C. Burge and S. Karlin. Prediction of complete gene structures in human genomic
DNA. Journal of Molecular Biology, 268:78–94, 1997.
[40] Shi-Min Cai, Pei-Ling Zhou, Hui-Jie Yang, Tao Zhou, Bing-Hong Wang, and
Fang-Cui Zhao. Diffusion entropy analysis on the stride interval flutuation of
human gait. Physica A, 375:687–692, 2007.
[41] S. Cebrat, M.R. Dudek, A. Gierlik, and M. Kowalczuk. Effect of replication on
the third base of codons. Physica A, 265:78–84, 1999.
[42] X. Chen, S. Kwong, and M. Li. A compression algorithm for DNA sequences.
IEEE-EMB Special Issue on Bioinformatics, 20(4):61–66, 2001.
[43] X. Chen, M. Li, B Ma, and J. Tromp. DNACompress: Fast and effective DNA
sequence compression. Bioinformatics, 18(12):1696–1698, December 2002.
[44] Thomas M. Cover and Joy A. Thomas. Elements of information theory. John
Wiley and Sons, 2006.
[45] Eivind Coward. Equivalence of two Fourier methods for biological sequences.
Journal of Mathematical Biology, 36:64–70, 1997.
[46] Eivind Coward and Finn Drablos. Detecting periodic patterns in biological se-
quences. Bioinformatics, 14(6):498–507, 1998.
[47] Francis Crick. Central dogma of molecular biology. Nature, 227:561–563, 1970.
[48] Paul Dan Cristea. Large scale features in DNA genomic signals. Signal Process-
ing, 83:871–888, 2003.
[49] R.N. Curnow and T.B.L. Kirkwood. Statistical analysis of deoxyribonucleic acid
sequence data — A review. Jounal of Royal Statistical Society. Series A, 152:199–
220, 1989.
108 Bibliografia
[50] N. Dasgupta, S. Lin, and L. Carin. Sequential modeling for identifying CpG
island locations in human genome. IEEE Signal Processing Letters, 9(12):407–
409, 2001.
[51] M. Dehnert, W.E. Helm, and Hutt M.-Th. A discrete autoregressive process as
a model for short-range correlations in DNA sequences. Physica A, 327:535–553,
2003.
[52] C. Dennis and C. Surridge. A. thaliana genome. Nature, 408:791, 2000.
[53] N. V. Dokholyan, S. V. Buldyrev, S. Havlin, and H. E. Stanley. Distribution
of base pair repeats in coding and noncoding DNA sequences. Physical Review
Letters, 79(25):5182–5185, 1997.
[54] W. Ebeling, A. Neiman, and T. Poschel. Dynamic entropies, long-range corre-
lations and fluctations in complex linear structures. In Proceedings of Coherent
Approach to Fluctuations, World Scientific, 1995.
[55] Stephen T. Eskesen, Frank N. Eskesen, Brian Kinghorn, and Anatoly Ruvinsky.
Periodicity of DNA in exons. BMC Molecular Biology, 5(12), 2004.
[56] Alexei Fedorov, Serge Saxonov, and Walter Gilbert. Regularities of context-
dependent codon bias in eukaryotic genes. Nucleic Acids Research, 30(5):1192–
1197, 2002.
[57] Paulo J. S. G. Ferreira, Anto´nio J. R. Neves, Vera Afreixo, and Armando J.
Pinho. Exploring three-base periodicity for DNA compression and modeling. In
ICASSP 2006 IEEE International Conference on Acoustics, Speech, and Signal
Processing, Toulouse, France, May 2006.
[58] Paulo Jorge S. G. Ferreira. Letter to the editor. A note on the block sum trans-
formation. Mechanical Systems and Signal Processing, 7(2):191–192, 1993.
[59] Gloria R. Franco, Mark D. Adams, M. Bento Soares, Andrew J. G. Simpson,
J. Craig Venter, and Sergio D. J. Pena. Identification of new schistosoma mansoni
genes by the EST strategy using a directional cDNA library. Gene, 152:141–147,
1995.
109
[60] Adelaide V. Freitas, Miguel Pinheiro, Vera Afreixo, Ju´lia Duarte, Jose´ L. Oliveira,
G. Moura, and Manuel Santos. A median-based iterative signature algorithm.
In Statistics for Data Mining, Learning and Knowledge Extraction, IASC 2007,
Aveiro, August 2007.
[61] Anders Fuglsang. Patterns of context-dependent codon biases. Biochemical and
Biophysical Research Communications, 304:86–90, 2003.
[62] Atsushi Fukushima, Toshimichi Ikemura, Makoto Kinouchi, Taku Oshima, Yoshi-
hiro Kudo, Hirotada Mori, and Shigehiko Kanaya. Periodicity in prokaryotic and
eukaryotic genomes identified by power spectrum analysis. Gene, 300:203–211,
2002.
[63] J.B. Gao, Yinhe Cao, and Jae-Min Lee. Principal component analysis of 1/fα
noise. Physics Letters A, 314:392–400, 2003.
[64] Derek Gatherer and Neil R. McEwan. Analysis of sequence periodicity in E. coli
proteins: Empirical investigation of the “duplication and divergence” theory of
protein evolution. Journal of Molecular Evolution, 57:149–158, 2003.
[65] Ivo Grosse, Pedro Bernaola-Galva´n, Pedro Carpena, Ramo´n Ramo´n-Rolda´n, Jose
Oliver, and H. Eugene Stanley. Analysis of simbolic sequences using the Jensen-
Shannon divergence. Physical Review E, 65:041905, 2002.
[66] Ivo Grosse, Sergey V. Buldyrev, and Eugene Stanley. Average mutual information
of coding and noncoding DNA. In Pacific Symposium on Biocomputing, 2002.
[67] Ivo Grosse, Hanspeter Herzel, Sergey V. Buldyrev, and Eugene Stanley. Species
independence of mutual information in coding and noncoding DNA. Physical
Review E, 61(5):5624–5629, May 2000.
[68] S. Grumbach and F. Tahi. Compression of DNA sequences. In Proceedings of the
Data Compression conference, pages 340–350, Snowbird, Utah, 1993.
[69] X. Guan, R.J. Mural, J.R. Einstein, R.C. Mann, and E.C. Uberbacher. GRAIL:
An integrated artificial intelligence system for generecognition and interpretation.
110 Bibliografia
In Proceedings of the Eighth Conference on Artificial Intelligence for Applications,
pages 9–13, Monterey, CA, USA, 1992.
[70] Sabyasachi Guharay, Brian R. Hunt, James A. Yorke, and Owen R. White. Cor-
relations in DNA sequences across the three domains of life. Physica D, 146:388–
396, 2000.
[71] H. Herzel, E.N. Trifonov, O. Weiss, and I. Grosse. Interpreting correlations in
biosequences. Physica A, 249:449–459, 1998.
[72] H. Herzel, O. Weiss, and E.N. Trifonov. 10-11 bp periodicities in complete
genomes reflect protein struture and DNA folding. Bioinformatics, 15(3):187–
193, 1999.
[73] Hanspeter Herzel, Werner Ebeling, and Armin O. Schmitt. Entropies of biose-
quences: The role of repeats. Physical Review E, 50(6):5061–5071, 1994.
[74] Hanspeter Herzel and Ivo Grosse. Measuring correlations in symbol sequences.
Physica A, 216:518–542, 1995.
[75] Hanspeter Herzel and Ivo Grosse. Correlations in DNA sequences: The role of
protein coding segments. Physical Review E, 55(1):800–810, January 1997.
[76] Dirk Holste and Ivo Grosse. Repeats and correlations in human DNA sequences.
Physical Review E, 67:061913–1–7, 2003.
[77] Dirk Holste, Ivo Grosse, and Hanspeter Herzel. Statistical analysis of the DNA
sequence of human chromosome 22. Physical Review E, 64:041917, 2001.
[78] S. Hooper and O. Berg. Detection of genes with atypical nucleotide sequence in
microbial genomes. Jounal of Molecular Evolution, 54:365–375, 2002.
[79] R. A. Horn and C. R. Johnson. Matrix Analysis. Cambridge University Press,
Cambridge, 1990.
[80] Roger A. Horn and Charles R. Johnson. Matrix analysis. Cambridge : University
Press, 1985.
111
[81] I. Kanter and Kessler. Markov processes: Linguistics and Zipf’s law. Physical
Review Letters, 74(22):4559–4562, May 1995.
[82] S. Karlin and V. Brendel. Patchiness and correlations in DNA sequences. Science,
259:677–680, 1993.
[83] Olga V. Kirillova. Comparative statistical analysis of bacteria genomes in “word”
context. Physica A, 290:453–463, 2001.
[84] Gergely Korodi and Ioan Tabus. An efficient normalized maximum likelihood
algorithm for DNA sequence compression. ACM Transactions on Information
Systems, 23:3–34, 2005.
[85] Eugene V. Korotkov, Maria A. Korotkova, and Kudryashov N. A. Informa-
tion decomposition method to analyze symbolical sequences. Physics Letters A,
312:198–210, June 2003.
[86] Eugene V. Korotkov, Maria A. Korotkova, F. E. Frenkel, and Kudryashov N.
A. The informational concept of searching for periodicity in symbol sequences.
Molecular Biology, 37(3):436–451, 2003.
[87] Eugene V. Korotkov, Maria A. Korotkova, Valentina M. Rudenko, and K.G.
Skryabin. Latent periodicity regions in amino acid sequences. Molecular Biology,
33(4):611–617, 1999.
[88] Daniel Kotlar and Yizhar Lavner. Gene prediction by spectral rotation measure:
A new method for identifying protein-coding regions. Genome research, 13:1930–
1937, 2003.
[89] Lutz Krause, Alice C. McHardy, Tim W. Nattkemper, Alfred Puhler, Jens Stoye,
and Folker Meyer. GISMO — Gene identification using a support vector machine
for ORF classification. Nucleic Acids Research, 35(2):540–549, January 2007.
[90] A. Krishnamachari, Vijnan moy Mandal, and Karmeshu. Study of DNA binding
sites using the Re´nyi parametric entropy measure. Jornal of Theoretical Biology,
227:429–436, 2004.
112 Bibliografia
[91] Thomas Schou Larsen and Anders Krogh. EasyGene — A prokaryotic gene finder
that ranks orfs by statistical significance. BMC Bioinformatics, 4(21), 2003.
[92] Weijiang Lee and Liaofu Luo. Periodicity of base correlation in nucleotide se-
quence. Physical Review E, 56(1):848–851, 1997.
[93] Wemtian Li, Gustavo Stolovitzky, Pedro Bernaola-Galva´n, and Jose´ L. Oliver.
Compositional heterogeneity within, and uniformity between, DNA sequences of
yeast chromosomes. Genome Research, 8:916–928, 1998.
[94] Wentian Li. Mutual information functions versus correlation functions. Journal
of Statistical Physics, 60:823–837, 1990.
[95] Wentian Li. Generating non-trivial long-range correlations and 1/f spectra by
replication and mutation. International Journal of Bifurcation and Chaos, 2:137–
154, 1992.
[96] Wentian Li. The complexity of DNA. John Wiley and Sons. Inc., 3(2):33–37,
1997.
[97] Wentian Li. The study of correlation strutures of DNA sequences: A critical
review. Computers Chemistry, 21(4):257–271, 1997.
[98] Wentian Li. Delineating relative homogeneous G+C domains in DNA sequences.
Gene, 276:57–72, 2001.
[99] Wentian Li. Are isochore sequences homogeneous? Gene, 300(5):129–139, 2002.
[100] Wentian Li, Pedro Bernaola-Galva´n, Pedro Carpena, and Jose Oliver. Isochores
merit the prefix ’iso’. Computational Biology and Chemistry, 27:5–10, 2003.
[101] Wentian Li, Pedro Bernaola-Galva´n, Fatameh Haghighi, and Ivo Grosse. Appli-
cations of recursive segmentation to the analysis of DNA sequences. Computers
and Chemistry, 26:491–510, 2002.
[102] Wentian Li and Kunihiko Kaneko. Long-rang correlation and partial 1/fα
spetrum in non-coding DNA sequence. Europhysics Letters, 17:655–660, 1992.
113
[103] Wentian Li, Thomas G. Marr, and Kunihiko Kaneko. Understanding long-range
correlations in DNA sequences. Physica D, 75:392–416, 1994.
[104] Jianhua Lin. Divergence measure based on the Shannon entropy. IEEE Trans-
actions on Information Theory, 37(1):145–151, 1991.
[105] S.R.C. Lopes and M.A. Nunes. Long memory analysis in DNA sequences. Physica
A, 361(2):569–588, March 2006.
[106] Xin Lu, Zhirong Sun, Huimin Chen, and Yanda Li. Characterizing self-similarity
in bacteria DNA sequences. Physical Review E, 58(3):3578–3584, September
1998.
[107] Alexander Lukashin and Mark Borodovsky. GeneMark.hmm: New solutions for
gene finding. Nucleic acids Research, 26(4):1107–1115, 1998.
[108] Liaofu Luo and Weijiang Lee. Statistics correlation of nucleotides in DNA se-
quence. Physical Review E, 58(1):861–871, July 1998.
[109] P. Mackiewicz, A. Gierlik, M. Kowalczuk, D. Szczepanik, M.R. Dudek, and S. Ce-
brat. Mechanisms generating long-range correlation in nucleotide composition of
the Borrelia burgdorferi genome. Physica A, 273:103–115, 1999.
[110] Shaun Mahony, James O McInerney, Terry J Smith, and Aaron Golden. Gene
prediction using the self-organizing map: Automatic generation of multiple gene
models. BMC Bioinformatics, 5(1):23–32, 2004.
[111] William H. Majoros, Mihaela Pertea, Corina Antonescu, and Steven L. Salzberg.
GlimmerM, Exonomy and Unveil: Three ab initio eukaryotic genefinders. Nucleic
Acids Research, 31(13):3601–3604, 2003.
[112] R.N. Mantegna, S.V. Buldyrev, A.L. Golberger, S. Havlin, C.K. Peng, M. Simons,
and H.E. Stanley. Linguistic features of noncoding DNA sequences. Physical
Review Letters, 73(23):3169–3172, December 1994.
[113] Giovanni Manzini and Marcella Rastero. A simple and fast DNA compressor.
Software — Practice and Experience, 34:1397–1411, 2004.
114 Bibliografia
[114] T. Matsumoto, K. Sadakane, and H. Imai. Biological sequence compression al-
gorithms. Genome Informatics, 11:43–52, 2000.
[115] A.K. Mohanty and A.V.S.S. Narayana Rao. Factorial moments analyses show
a characteristic length scale in DNA sequences. Physical Review Letters,
84(8):1832–1835, February 2000.
[116] Gabriela Moura, Miguel Pinheiro, Raquel M. Silva, Isabel M. Miranda, Vera
M. A. Afreixo, GD Gaspar Dias, Adelaide Freitas, Jose´ Lu´ıs Oliveira, and Manuel
Santos. Comparative context analysis of codon pairs on an ORFeome scale.
Genome Biology, 6(3):R28(14), 2005.
[117] Daniel Nicorici and Jaakko Astola. Segmentation of DNA into coding and non-
coding regions based on recursive entropic segmentation and stop-codon statis-
tics. EURASIP Journal on Applied Signal Processing, 1:81–91, 2004.
[118] Su-Long Nyeo, I-Ching Yang, and Ahi-Hao Wu. Spectral classification of archaeal
and bacterial genomes. Journal of Biological Systems, 10(3):233–241, April 2002.
[119] Jose´ Oliver, Ramo´n Ramo´n-Rolda´n, Javier Pe´rez, and Pedro Bernaola-Galva´n.
Segment: Identifying compositional domains in DNA sequences. Bioinformatics,
15(12):974–979, 1999.
[120] S. Ouyang and C. R. Buell. The TIGR plant repeat databases: A collective
resource for the identification of repetitive sequences in plants. Nucleic Acids
Research, 32:D360–D363, 2004.
[121] C.-K. Peng, S.V. Byldyrev, A.L. Goldberger, S. Havlin, F. Sciortino, M. Si-
mons, and H.E. Stanley. Long-range correlations in nucleotide sequences. Nature,
356:168–170, 1992.
[122] C.K. Peng, S.V. Buldyrev, S. Havlin, M. Simons, H.E. Stanley, and A.L. Gold-
berger. Mosaic organization of DNA nucleotides. Physical Review E, 49(2):1685–
1689, 1994.
115
[123] Miguel Pinheiro, Vera Afreixo, Gabriela Moura, Adelaide Freitas, Manuel A. San-
tos, and Jose´ L. Oliveira. Statistical, computational and visualization method-
ologies to unveil gene primary structure features. Methods of Information in
Medicine, 45:163–168, 2006.
[124] Armando J. Pinho, Anto´nio J. R. Neves, Vera Afreixo, Carlos A. C. Bastos,
and Paulo J. S. G. Ferreira. A three-state model for DNA. Protein-coding re-
gions. IEEE Transactions on Biomedical Engineering, 53(11):2148–2155, Novem-
ber 2006.
[125] E. Rivals, J.-P. Delahaye, M. Dauchet, and O. Delgrange. A guaranteed compres-
sion scheme for repetitive DNA sequences. In Proceedings of the Data Compession
Conference DCC, page 453, Snowbird, Utah, 1996.
[126] Ramo´n Roma´n-Rolda´n, Pedro Bernaola-Galva´n, and Jose´ L. Oliver. Sequence
compositional complexity of DNA through an entropic segmentation method.
Physical Review Letters, 80(6):1344–1347, 1998.
[127] L. Rowen, G. Mahairas, and L. Hood. Sequencing the human genome. Science,
278:605–607, October 1997.
[128] Steven L. Salzberg, Arthur L. Delcher, and Owen White. Microbial gene identifi-
cation using interpolated Markov models. Nucleic Acids Reseach, 26(2):544–548,
1998.
[129] Dorabella Santos. Signal reconstruction in structures with two channels. PhD
thesis, Aveiro University, 2007.
[130] K. Sayood. Introduction to data compression. Morgan Kaufmann, 2000.
[131] Nicola Scafetta, Vito Latora, and Paolo Grigolini. Le´vy statistics in coding and
non-coding nucleotide sequences. Physics Letters A, 299:565–570, July 2002.
[132] Svetlana A. Shabalina and Nikolay A. Spiridonov. The mammalian transcriptome
and the function of non-coding DNA sequences. Genome Biology, 5:105–42, 2004.
116 Bibliografia
[133] Atul A. Shah, Michael C. Giddings, Jasmin B. Parvaz, Raymond F. Gesteland,
John F. Atkins, and Ivaylo P. Ivanov. Computational identification of puta-
tive programmed translational frameshift sites. Bioinformatics, 18(8):1046–1053,
2002.
[134] B. D. Silverman and R. Linsker. A measure of DNA periodicity. Journal of
Theoretical Biology, 118:295–300, 1986.
[135] A. Som, S. Chattopadhyay, J. Chakrabarti, and D. Bandyopadhyay. Codon
distributions in DNA. Physical Review E, 63:051908, 2001.
[136] H.E. Stanley, S.V. Buldyrev, A.L. Goldberger, and S. Havlin. Scaling features of
noncoding DNA. Physica A, 273:1–18, 1999.
[137] David S. Stoffer, David E. Tyler, and Andrew J. McDougall. Spectral analysis for
categorical time-series: Scaling and the spectral envelope. Biometrika, 80(3):611–
622, 1993.
[138] David S. Stoffer, David E. Tyler, and David A. Wendt. The spectral envelope
and its applications. Statistical Science, 15(3):224–253, 2000.
[139] David Sussillo, Anshul Kundaje, and Dimitris Anastassiou. Spectrogram analysis
of genomes. EURASIP Journal on Applied Signal Processing, 1:29–42, 2004.
[140] I. Tabus, G. Korodi, and J Rissanen. DNA sequence compression using the
normalized maximum likelihood model for discrete regression. In Proceedings of
the Data compression conference DCC, pages 253–262, Snowbird, Utah, 2003.
[141] Se´bastien Tempel, Mathieu Giraud1, Dominique Lavenier, Israel-Ce´sar Lerman,
Anne-Sophie Valin, Ivan Couee´, Abdelhak El Amrani, and Jacques Nicolas. Do-
main organization within repeated DNA sequences: application to the study of
a family of transposable elements. Bioinformatics, 22(16):1948–1954, June 2006.
[142] Shrish Tiwari, S. Ramachandran, Alok Bhattacharya, Sudha Bhattacharya, and
Ramakrishna Ramaswamy. Prediction of probable genes by Fourier analysis of
genomic sequences. CABIOS, 13(3):263–270, 1997.
117
[143] Masaru Tomita, Masahiko Wada, and Yukihiro Kawashima. Apa dinucleotide
periodicity in prokaryote eukaryote, and organelle genomes. Journal of Molecular
Biology, 49:182–192, 1999.
[144] Edward N. Trifonov and Joel L. Sussman. The pich of chromatin DNA is reflected
in its nucleotide sequence. Biochemistry, 77(7):3816–3820, 1980.
[145] E.N. Trifonov. 3-, 10.5-, 200- and 400-base periodicities in genome sequences.
Physica A, 249:511–516, 1998.
[146] A.A. Tsonis, P. Kumar, J.B. Elsner, and P.A. Tsonis. Wavelet analysis of DNA
sequences. Physical Review E, 53(2):1828–1834, February 1996.
[147] O.V. Usatenko and V.A. Yampol’skii. Binary n-step markov chains and long-
range correlated systems. Physical Review Letters, 90(11):110601, March 2003.
[148] P. P. Vaidyanathan. Genomics and proteomics: A signal processor’s tour. IEEE
Circuits and systems magazine, 4:6–29, 2004.
[149] P. P. Vaidyanathan and Byung-Jun Yoon. The role of signal-processing concepsts
in genomics and proteomics. Journal of the Franklin Institute, special issue on
Genomics, 2004.
[150] P.P. Vaidyanathan and Byung-Jun Yoon. Digital filters for gene prediction ap-
plications. In Proceedings 36th Asilomar Conference on Signals Systems and
Computers, Monterey, CA, November 2002.
[151] P.P. Vaidyanathan and Byung-Jun Yoon. Gene and exon prediction using allpass-
based filters. In Workshop on Genomic Signal Processing and Statistics (GEN-
SIPS), Raleigh, NC, October 2002.
[152] M. de Sousa Vieira and H.J. Herrmann. A growth model for DNA evolution.
Europhysics Letters, 33(5):409–414, 1996.
[153] Maria de Sousa Vieira. Statistics of DNA sequences: A low-frequency analysis.
Physical Review E, 60(1):5932–5937, November 1999.
118 Bibliografia
[154] Richard F. Voss. Evolution of long-rang fractal correlations and 1/f noise in
DNA base sequences. Physical Review Letters, 68(25):3805–3808, 1992.
[155] Wei Wang and Don H. Johnson. Computing linear transforms of symbolic signals.
IEEE Transactions on Signal Processing, 50(3):628–634, March 2002.
[156] James Watson and Francis Crick’s. A struture for deoxyribose nucleic acid.
Nature, 171:737–738, 1953.
[157] Zu-Guo Yu, V.V. Anh, and Bin Wang. Correlation property of length sequences
based on global struture of the complete genome. Physical Review E, 63:011903,
2000.
[158] Zu-Guo Yu and Guo-Yi Chen. Rescaled range and transition matrix analysis of
DNA sequences. Communications in Theoretical Physics, 33(4):673–678, 1999.
[159] Zu-Guo Yu and Bin Wang. A time series model of CDS sequences in complete
genome. Chaos, Solitons, and Fractals, 12(3):34–46, 2001.
[160] G.F. Zebende, P.M.C. de Oliveira, and T.J.P. Penna. Long-range correlations in
computer diskettes. Physical Review E, 57(3):3311–3314, March 1998.
