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Abstract
Starting from the wave equation for a medium with material properties that vary periodically, we
study a system of recurrence relations that describe propagation of wave packets that oscillate on the
microscale (i.e. on lengths of the order of the period of the medium) and vary slowly on the macroscale
(i.e. on lengths that contain a large number of periods). The resulting equations contain a version
of the geometric optics and the overall energy transport description for periodic media. We illustrate
the developed asymptotic theory using the example of a point pulse propagating through a periodic
arrangement of two materials with highly contrasting elastic moduli.
Keywords: Asymptotic expansion, periodic composite, high-contrast medium, wave packet, multiscale
analysis
1 Introduction
In the present article we develop an asymptotic framework for the analysis of wave propagation through
periodic composites. We derive formal asymptotic expansions for solitons to hyperbolic differential equations
representing such composites, when the period is small in relation to some chose macroscopic length.
In particular, we are interested in wave-packet-like solutions u = u(x, t, ε) (i.e. u(·, t, ε) ∈ L2(Rd) for all
(t, ε)) to the wave equation
utt(x, t)−∇x ·
(
A(x, x/ε, t)∇xu(x, t)
)
= 0, (1)
where A = A(x, y, t) is a uniformly positive-definite periodic smooth matrix function. We will also assume
that A is symmetric, i.e. A> = A for all x, y, t (more precisely, for almost all x, y, t in the sense of the
Lebesgue measure). Our aim is to develop a general asymptotic theory for wave packets that oscillate on the
scale ε of the period in the coefficients of (1) with an amplitude that “varies slowly”, i.e. whose gradient is
of the order O(1) as ε→ 0.
Our formal asymptotic expansion (see (3), (11)) is a generalisation of the series adopted by Allaire,
Palombaro and Rauch in [1], [2], [3], where solutions to the Cauchy problem for (1) with “specially prepared”
initial conditions are analysed in the regimes t = O(1), t = O(ε−1) as ε→ 0. We do not make any assumptions
about the initial data, except for those that are required by the standard existence theory for the differential
equations in question.
Our asymptotic procedure results in the nonlinear “eikonal” equation (15), which is similar to the equation
(35) in [2] but involves in addition the dependence of its solution on the “quasimomentum” κ in the integral
representation (3). We consider general solutions to (15) which provide a general form of the amplitude
function u(0) satisfying the transport equation (31). Our analysis of the “Gelfand transform” û in (3) is
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supplemented by the use of the method of stationary phase in order to provide the general asymptotic form
(see Section 3.4) for a rapidly oscillating wavetrain with a slowly varying amplitude envelope.
We complement our analysis by the derivation of the propagation properties of the quasimomentum κ,
the “local wavenumber” k and the “energy”
∫ |u|2, see Sections 4, 5. We show that these propagate with the
“group velocity” Ω′(κ) calculated on the basis of the dispersion relation Ω = Ω(κ) at a given “macroscopic
location” x, see (15).
Finally, in Section 6 we consider a particular case of our general asymptotic formula when the travelling
wave has the form of a δ-function pulse and apply it to the setting of a periodic medium with high contrast
(or “large coupling”). As in this case we can take advantage of an explicit asymptotic formulae for the
dispersion relations, we demonstrate, on the basis of the general analysis of the present article, that the
pulse propagation through such medium is controlled in a quantitatively explicit way, showing the effect of
each component of the composite on the wave propagation.
2 One-dimensional formulation
In what follows we focus on the (1+1)-version (i.e. d = 1) of the equation (1), where A is a scalar, which
we will label by a:
utt −
(
a(x, x/ε, t)ux
)
x
= 0. (2)
Here a = a(x, y, t) is a positive and bounded scalar function, Q-periodic (Q := (0, 1)) in y, with a bounded
inverse. The equation (2) may describe anti-plane shear waves in an elastic medium that in general is
locally periodic (showing an explicit dependence of the coefficient a on the spatial variable x), possibly with
memory (the dependence of a on time t). The asymptotic framework presented below can be generalised in
a straightforward way to arbitrary (i.e non-polarised) displacement fields in a stratified elastic medium.
Note first that u = uε can be written in the form
uε(x, t) =
1√
2piε
∫
Q′
û
(
x
ε
, t,κ, ε
)
exp
(
iκ
x
ε
)
dκ, (3)
where û is the scaled Gelfand transform (see [15], [6], [11]) of the function u = u(x, t) with respect to the
spatial variable x :
û(y, t,κ, ε) =
√
ε
2pi
∑
n∈Z
u
(
ε(y + n), t
)
exp
(−i(y + n))κ, κ ∈ [−pi, pi) =: Q′. (4)
The equation (2) implies that for each κ ∈ Q′ the function û(x/ε, t,κ, ε), which is ε-periodic in x, satisfies
the following equation on εQ = (0, ε) :
ε2ûtt −
(
ε
d
dx
+ iκ
)
a(x, x/ε, t)
(
ε
d
dx
+ iκ
)
û = 0. (5)
which we analyse in what follows.
Remark 2.1. For each value of κ ∈ Q′, both real and imaginary parts of the “elementary Floquet solution”
u(x, t,κ, ε) := û
(
x
ε
, t,κ, ε
)
exp
(
iκ
x
ε
)
(6)
is a solution to the original equation (2).
The function û(x/ε, t,κ, ε) is a convenient representation of the solution uε in the case when it is time-
harmonic, i.e. when there exists ω ∈ R such that (cf. (3))
uε(x, t) =
1√
2piε
exp(iωt)
∫
Q′
u˜
(
x
ε
,κ, ε, ω
)
exp
(
iκ
x
ε
)
dκ, (7)
2
as the transform (4) results in a decomposition of the spatial part −(aux)x of the differential operator in
(2) into a “direct integral” of operators on the cell Q, represented by the spatial part of (5) with ε(d/dx)
replaced by d/dy. The amplitude of the solution in each fibre at the frequency ω can then be analysed,
resulting in the dynamic picture for all times t. One could argue then that it should be possible to study
the behaviour of solutions to (2) by applying the Fourier transform in time:
uε(x, t) =
1√
2piε
∫ ∞
−∞
exp(iωt)
∫
Q′
u˜
(
x
ε
,κ, ε, ω
)
exp
(
iκ
x
ε
)
dκdω.
Changing the order of integration in the last identity (which can be justified under appropriate assumptions
on the data in (2)), we obtain
uε(x, t) =
1√
2piε
∫
Q′
∫ ∞
−∞
exp(iωt)u˜
(
x
ε
,κ, ε, ω
)
dω exp
(
iκ
x
ε
)
dκ, (8)
which is an alternative form of (3): one simply has
û
(
x
ε
, t,κ, ε
)
=
∫ ∞
−∞
exp(iωt)u˜
(
x
ε
,κ, ε, ω
)
dω (9)
The formula (8) demonstrates how amplitudes u˜(x/ε,κ, ε, ω) at each frequency contribute to the solution
uε, and thus suggests a formula for solutions of (2) of the wave-packet type: for a (smooth) function ψ : R→ R
with compact support, one should instead consider
1√
2piε
∫
Q′
∫ ∞
−∞
exp(iωt)u˜
(
x
ε
,κ, ε, ω
)
ψ(ω)dω exp
(
iκ
x
ε
)
dκ, (10)
which obviously also solves (2). However, a comparison with (9) immediately demonstrates the price one
has to pay when passing to the wave-packet form (10): namely, the “nice” two-scale structure of the Gelfand
transform u˜(x/ε,κ, ε, ω) is lost in (10) (or, rather, made less explicit). One therefore has to look for more
sophisticated ways to represent its two-scale behaviour as ε→ 0.
In our search for a suitable asymptotic tool that would address the problem above, we have been motived
by two existing methods. On the one hand, it is known that in the case of dispersive homogeneous media
[18], when the setup of the operator −(aux)x ≡ −∂2x is generalised to higher-order homogeneous expressions
a∂2nx , n ∈ N, (where a is constant) the analysis at fixed frequencies is “lifted” to the global dynamics by
applying the Fourier transform in x and utilising an inverse transform with respect to the wavenumber k
related to the frequency ω via ω = ±akn, resulting in an asymptotic description of the wave disersion for
large times.
On the other hand, the presence of a small parameter ε corresponding to the ratio of lengths (that is,
of the period of the medium and a macroscopic scale) brings up an analogy with the WKB expansion in
high-frequency wave propagation [4, 5], which can be viewed as a generalisation of the plane-wave ansatz to
the case of inhomogeneous media.
The above considerations lead us to an alternative representation for (6), which elucidates the dependence
of the function û on the parameter ε, albeit at the price of considering two-scale power series in ε. We next
introduce such a representation.
3 Multiscale version of the WKB asymptotic expansion
We are looking to determine a more specific form of the solution û to (5), as a (formal) asymptotic expansion
in powers of the small parameter ε:
û(x, t,κ, ε) = exp
(
− i
ε
Φ(x, t,κ, ε)
) ∞∑
n=0
εnU (n)
(
x,
x
ε
, t,κ
)
, (11)
3
where the phase function Φ is real-valued and the amplitude terms U (n)(x, y, t,κ) are Q-periodic with respect
to y.
Remark 3.1. By representing û in the form (11) we make an implicit “slow time” assumption, namely, the
phase velocity Φ−1x Φt is much smaller than ε
−1 as ε → 0. In other words, the “typical relaxation time” of
the solution u is much larger than the typical time it takes for the solution to travel across the ε-periodicity
cell.
Furthermore, we write the phase function Φ as a power expansion with respect to the parameter ε :
Φ(x, t,κ, ε) =
∞∑
n=0
εnϕ(n)(x, t,κ). (12)
In the following we always assume that the terms ϕ
(n)
x , n = 0, 1, 2, ..., in the power expansion for “local
wavenumber” are uniformly bounded below in absolute value for (x, t,κ) ∈ R×R×Q′. Under this assumption
the requirement of Remark 3.1 is satisfied, and in fact for small values of ε the phase velocity Φ−1x Φt is of
the order Q(1).
To simplify the presentation of the asymptotic analysis, we shall assume that the coefficient a = a(x, y, t)
is independent of the first variable x. The discussion of the general case of x-dependence (representing a
“locally periodic” medium) carries through in a similar way, subject to minor modifications. As we shall see
in what follows, in the particular case when the coefficient a is independent of x, the leading order terms
ϕ(0) of the expansion (12) is also independent of x. Furthermore, when the coefficient a is independent of
both x and t, the leading order amplitude U (0) in (11) has the form of a travelling wave propagating with
velocity Ω′(κ), and therefore (11) describes the asymptotic behaviour of the unitary semigroup for (2) by
representing it evolution in the “fibres” parametrised by κ ∈ Q′.
3.1 Eikonal equation for the phase function
Substituting the expansion (11)–(12) into the equation (5) yields a system of recurrence relations for the
amplitude U (n) = U (n)(εy, y, t,κ) and the phase ϕ(n) = ϕ(n)(εy, t,κ) coefficients in the series (11)–(12).
Here εy = x and y = x/ε are the “slow” and “fast” variables, respectively, in the spatial behaviour of the
solution u to the equation (2).
In particular, at the order ε0 we obtain
− (ϕ(0)t )2U (0)(x, y, t,κ)− ( ddy + iκ − iϕ(0)x
)
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
U (0)(x, y, t,κ) = 0, (13)
i.e. on the microscale, in the vicinity of the point x at time t, the leading-order amplitude U (0) behaves as
a Q-periodic eigenfunction of the differential operator
−
(
d
dy
+ iκ − iϕ(0)x
)
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
,
corresponding to the value κ of the “quasimomentum”.
Hence we write
U (0)(x, y, t,κ) = u(0)(x, t,κ)U (0)
(
y,Ω
(
t,κ − ϕ(0)x
))
, (14)
and the function ϕ(0) solves the equation
ϕ
(0)
t = ±Ω
(
t,κ − ϕ(0)x
)
. (15)
4
where U (0) = U (0)
(
y,Ω) is a normalised Q-periodic eigenfunction in (13) corresponding to the eigenvalue
Ω2 = Ω2
(
t,κ − ϕ(0)x
)
, i.e. one has
−
(
d
dy
+ iξ
)
a(y, t)
(
d
dy
+ iξ
)
U (0)(y) = Ω2(t, ξ)U (0)(y), (16)∫
Q
∣∣U (0)(y)∣∣2dy = 1. (17)
Since for fixed ξ ∈ Q′ and Ω2(t, ξ) the problem (16)–(17) has at most one solution, the eigenfunctions U (0)
can be parametrised by Ω(t, ξ) (at least locally in ξ), which is reflected in the notation for U (0) so it depends
on t, x,κ via the function Ω = Ω(t,κ − ϕ(0)x (t, x,κ)) only.
In what follows we choose Ω to be the positive square root of the eigenvalue Ω2 in (16). In formulae
containing “±” or “∓”, the upper sign corresponds to the choice of “+” in (15) and the lower sign corresponds
to the choice of “−”.
Differentiating (15) with respect to t and x in turn, we obtain
ϕ
(0)
tt = ±Ωt
(
t,κ − ϕ(0)x
)∓ ϕ(0)xt Ωξ(t,κ − ϕ(0)x ) (18)
and
ϕ
(0)
tx = ±
[
Ω
(
t,κ − ϕ(0)x
)]
x
=: ±Ωx, (19)
respectively. Henceforth, the values of Ω = Ω(t, ξ) and its derivatives are always taken at the point
κ − ϕ(0)x (x, t,κ). Combining (18) and (19) yields
ϕ
(0)
tt = ±Ωt − ΩξΩx. (20)
We will use this result to simplify the equation (30) in the next section.
Remark 3.2. Using the fact that
Ωx = −Ωξϕ(0)xx , (21)
we obtain a quasilinear hyperbolic equations on ϕ(0), with local wave speed |Ωξ| :
ϕ
(0)
tt = (Ωξ)
2ϕ(0)xx ± Ωt. (22)
3.2 Transport equation for the amplitude envelope
Continuing the procedure described at the beginning of the previous section, we collect the terms of order
ε1, which yields
−(ϕ(0)t )2U (1) − ( ddy + iκ − iϕ(0)x
)
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
U (1)
=
(
iϕ
(1)
tt + 2ϕ
(0)
t ϕ
(1)
t
)
U (0) + 2iϕ(0)t U (0)t − iϕ(0)xx a(y, t)U (0)
+
{
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
+
(
d
dy
+ iκ − iϕ(0)x
)
a(y, t)
}
U (0)x
− iϕ(1)x
{
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
+
(
d
dy
+ iκ − iϕ(0)x
)
a(y, t)
}
U (0).
5
We re-write this equation using the representation (14), as follows:
−(ϕ(0)t )2U (1) − ( ddy + iκ − iϕ(0)x
)
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
U (1)
=
(
iϕ
(1)
tt + 2ϕ
(0)
t ϕ
(1)
t
)
u(0)U (0) + 2iϕ
(0)
t u
(0)
t U
(0) − 2iϕ(0)t u(0)U (0)Ω Ωξϕ(0)xt
− iϕ(0)xxu(0)a(y, t)U (0) +
{
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
+
(
d
dy
+ iκ − iϕ(0)x
)
a(y, t)
}
u(0)x U
(0)
+
{
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
+
(
d
dy
+ iκ − iϕ(0)x
)
a(y, t)
}
u(0)U
(0)
Ω Ωξϕ
(0)
xx
− iϕ(1)x
{
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
+
(
d
dy
+ iκ − iϕ(0)x
)
a(y, t)
}
u(0)U (0),
(23)
where U
(0)
Ω stands for the derivative of U
(0)(y,Ω) with respect to Ω.
We treat (23) as an equation for U (1) and so seek the condition of solvability for it. To this end, we
multiply (23) by the complex conjugate of the function U (0) found at the previous step and integrate the
result with respect to the variable y ∈ Q = (0, 1). Using the eigenfunction equation (16) yields(
iϕ
(0)
tt + 2ϕ
(0)
t ϕ
(1)
t
)
u(0) + 2iϕ
(0)
t u
(0)
t − 2iϕ(0)t u(0)Ωξϕ(0)xt
∫
Q
U
(0)
Ω U
(0) − iϕ(0)xx
∫
Q
a(y, t)
∣∣U (0)∣∣2
+ u(0)x
∫
Q
{
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
+
(
d
dy
+ iκ − iϕ(0)x
)
a(y, t)
}
U (0)U (0)
− u(0)Ωξϕ(0)xx
∫
Q
{
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
+
(
d
dy
+ iκ − iϕ(0)x
)
a(y, t)
}
U
(0)
Ω U
0
− iϕ(1)x u(0)
∫
Q
{
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
+
(
d
dy
+ iκ − iϕ(0)x
)
a(y, t)
}
U (0)U (0) = 0.
(24)
Lemma 3.3. The expression
g1(x, y, t,κ) := −i
∫
Q
U
(0)
Ω U
(0)
is real-valued.
Proof. Notice that
0 =
d
dΩ
∫
Q
U (0)U (0) =
∫
Q
U
(0)
Ω U
(0) +
∫
Q
U (0)U
(0)
Ω =
∫
Q
U
(0)
Ω U
(0) +
∫
Q
U (0)U
(0)
Ω = 2<
∫
Q
U
(0)
Ω U
(0),
which immediately yields the claim.
Considering the real part of (24) results in an equation for ϕ
(1)
t , as follows:
2ϕ
(0)
t ϕ
(1)
t + 2ϕ
(0)
t Ωξϕ
(0)
xt g1
− Ωξϕ(0)xx<
∫
Q
{
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
+
(
d
dy
+ iκ − iϕ(0)x
)
a(y, t)
}
U
(0)
Ω U
0
+ 2ϕ(1)x =
∫
Q
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
U (0)U (0) = 0,
(25)
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while taking the imaginary part of (24) yields the following equation for u(0) :
ϕ
(0)
tt u
(0) + 2ϕ
(0)
t u
(0)
t − ϕ(0)xx
∫
Q
a(y, t)
∣∣U (0)∣∣2 + 2u(0)x = ∫
Q
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
U (0)U (0)
− Ωξϕ(0)xxu(0)=
∫
Q
{
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
+
(
d
dy
+ iκ − iϕ(0)x
)
a(y, t)
}
U
(0)
Ω U
0.
(26)
Notice that (
=
∫
Q
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
U (0)U (0)
)
x
= −ϕ(0)xx
∫
Q
a(y, t)
∣∣U (0)∣∣2
− Ωξϕ(0)xx=
∫
Q
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
U
(0)
Ω U
(0)
− Ωξϕ(0)xx=
∫
Q
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
U (0)U
(0)
Ω ,
which is the sum of the third and fifth terms in (26). Hence, we obtain
ϕ
(0)
tt u
(0) + 2ϕ
(0)
t u
(0)
t + 2u
(0)
x =
∫
Q
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
U (0)U (0)
+ u(0)
(
=
∫
Q
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
U (0)U (0)
)
x
= 0,
or, after multiplication by u(0) and using the product rule,[(
u(0)
)2
ϕ
(0)
t
]
t
+
[(
u(0)
)2= ∫
Q
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
U (0)U (0)
]
x
= 0, (27)
which is a transport equation for
(
u(0)
)2
. Finally, we use the following statement.
Lemma 3.4. The formula
=
∫
Q
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
U (0)U (0) =
1
2
(
Ω2
)
ξ
, (28)
holds, where the right-hand side is evaluated at κ − ϕ(0)x (x, t,κ).
Proof. Differentiating with respect to κ the eigenvalue equation (16), we obtain
− i(1− ϕ(0)xκ){a(y, t)( ddy + iκ − iϕ(0)x
)
+
(
d
dy
+ iκ − iϕ(0)x
)
a(y, t)
}
U (0)
−
(
d
dy
+ iκ − iϕ(0)x
)
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
d
dκ
U (0) =
(
1− ϕ(0)xκ
)(
Ω2
)
ξ
U (0) + Ω2
d
dκ
U (0).
Multiplying both sides of the last equation by U (0), integrating by parts in the last term on the left-hand
side and using once again the eigenvalue equation (16) yields
−i(1− ϕ(0)xκ) ∫
Q
{
a(y, t)
(
d
dy
+ iκ − iϕ(0)x
)
+
(
d
dy
+ iκ − iϕ(0)x
)
a(y, t)
}
U (0)U (0) =
(
1− ϕ(0)xκ
)(
Ω2
)
ξ
.
Finally, we obtain (28) by noticing that∫
Q
{
a(y, t)
(
d
dy
+iκ− iϕ(0)x
)
+
(
d
dy
+iκ− iϕ(0)x
)
a(y, t)
}
U (0)U (0) = 2i=
∫
Q
a(y, t)
(
d
dy
+iκ− iϕ(0)x
)
U (0)U (0).
7
Combining (27) and Lemma 3.4 we obtain[(
u(0)
)2
ϕ
(0)
t
]
t
+
1
2
[(
u(0)
)2(
Ω2
)
ξ
]
x
= 0. (29)
Using the product rule we re-write (29) as(
ϕ
(0)
tt + ΩξΩx
)(
u(0)
)2
+
[(
u(0)
)2]
t
ϕ
(0)
t +
[
±(u(0))2Ωξ]
x
(±Ω) = 0, (30)
where the first term equals ±Ωt in view of (20), and hence[(
u(0)
)2]
t
ϕ
(0)
t +
[
±(u(0))2Ωξ]
x
(±Ω) = ∓(u(0))2Ωt.
Finally, using (15) results in [(
u(0)
)2]
t
+
[
±(u(0))2Ωξ]
x
= −(u(0))2(log Ω)t, (31)
which is the transport equation for the modulating function u(0) = u(0)(x, t,κ). The equation (31) is analo-
gous to the amplitude transport equation derived in the theory of linear dispersive waves, cf. e.g. equation
(11.64) in [18].
3.3 Solution along characteristics
We integrate (31) along characteristics parametrised by t, so that for all κ ∈ Q′
dx(t)
dt
= ±Ωξ, (32)
d
dt
[(
u(0)(x(t), t,κ))
)2]
=
(
u(0)(x(t), t,κ)
)2
Ψ(t,κ),
where
Ψ(t,κ) :=
(
∓Ωξξ(t, ξ)ϕ(0)xx
(
x(t), t,κ)
)− (log Ω(t, ξ))
t
)∣∣∣
ξ=κ−ϕ(0)x (x(t),t,κ))
. (33)
It follows that (
u(0)(x(t), t,κ))
)2
=
(
u(0)(x(0), 0,κ))
)2
exp
(∫ t
0
Ψ(s,κ)ds
)
. (34)
Using the hyperbolic equation (22) for ϕ(0), we rewrite (34) as follows:(
u(0)(x(t), t,κ))
)2
=
(
u(0)(x(0), 0,κ))
)2
exp
(∫ t
0
(
∓ Ωξξ(Ωξ)−2ϕ(0)ss
(
x(s), s,κ
)
+ Ωξξ(Ωξ)
−2Ωs −
(
log Ω(s, ξ)
)
s
)
ds
)
.
(35)
where the expression under the integral is evaluated at ξ = κ − ϕ(0)x (x(s), s,κ)), cf. (33).
For brevity, below we often omit the arguments x(t), t, κ of the function ϕ(0) and its derivatives, as well
as the arguments t, ξ = κ − ϕ(0)x (x(t), t,κ)) of the functions Ω, Ωξ.
Lemma 3.5. Suppose that a = a(t, y). Along the characteristics1 (32):
1) The function ϕ
(0)
x (x(t), t,κ) is constant;
2) The identity
d
dt
ϕ(0)
(
x(t), t,κ
)
= ±ϕ(0)x Ωξ ± Ω
holds.
1These are one-dimensional “paths” parametrised by t.
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Proof. The equations (19), (21) imply
d
dt
ϕ(0)x (x(t), t,κ) = −ϕ(0)xxx′(t)− ϕ(0)xt = −ϕ(0)xx (±Ωξ)± Ωξϕ(0)xx = 0, (36)
hence the first claim. Furthermore, using the chain rule and identities, we obtain
d
dt
ϕ(0)
(
x(t), t,κ
)
= ϕ(0)x x
′(t) + ϕ(0)t , (37)
from which the second claim follows using (15), (32).
For each κ ∈ [−pi, pi), denote g(σ) := ϕ(0)(0, σ,κ), σ ∈ R, the initial values of the leading order phase
function ϕ(0). The first part of Lemma 3.5 implies that for each σ the value g′(σ) is “propagated” along the
characteristics (32) as the (constant) value of the derivative ϕ
(0)
x . From the second part of Lemma 3.5, we
infer then that
ϕ(0)(t, x,κ) = g(σ)±
∫ t
0
(
g′(σ)Ωξ
(
s,κ − g′(σ))+ Ω(s,κ − g′(σ)))ds, (38)
where σ is related to x, t via
x = σ ±
∫ t
0
Ωξ
(
τ,κ − g′(σ))dτ. (39)
It follows from the above equations that
ϕ
(0)
t (t, x,κ) = ±Ω
(
t,κ − g′(σ)),
and hence
ϕ
(0)
tt (t, x,κ) = ±Ωt
(
t,κ − g′(σ))∓ Ωξ(t,κ − g′(σ))g′′(σ),
where σ = σ(x, t) is given by (39). Substituting this into (35) yields(
u(0)(x, t,κ)
)2
=
(
u(0)(σ, 0,κ)
)2
exp
(
−
∫ t
0
(
(Ωξξ/Ωξ)
2g′′(σ) + (log Ω)s
)
ds
)
, (40)
where Ω = Ω(s, ξ) = Ω(s,κ − g′(σ)).
3.4 The leading-order term of the asymptotics
Suppose that g(σ) = 0, σ ∈ R, i.e. the initial phase vanishes. This choice corresponds to the “specially
prepared” initial data, whose Gelfand transform has the form
u˜(x,κ)U (0)
(
x
ε
,Ω(0,κ)
)
, κ ∈ Q′. (41)
Then (38), (40) read
ϕ(0)(t, x,κ) = ±
∫ t
0
Ω(s,κ)ds,
u(0)(x, t,κ) = u˜
(
x∓
∫ t
0
Ωκ(s,κ)ds,κ
)√
Ω(0,κ)
Ω(t,κ)
,
for some distribution u˜ : R × Q′ → R, which we assume to be smooth in the first variable.2 In particular,
when a = a(y), and so Ω(t,κ) is independent of t, we obtain
u(0)(x, t,κ) = u˜
(
x∓ Ω′(κ)t,κ). (42)
2The analysis of the case of non-smooth, e.g. piecewise smooth, u˜ is outside the scope of this paper.
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Summarising, the leading-order term in (3), (11) is given by∫
Q′
u˜
(
x∓
∫ t
0
Ωκ(s,κ)ds,κ
)√
Ω(0,κ)
Ω(t,κ)
U (0)
(
x
ε
,Ω(t,κ)
)
exp
[
i
ε
(
κx∓
∫ t
0
Ω(s,κ)ds
)]
dκ, (43)
The main contribution to the integral (43) is given by the neighbourhoods of the points κ = κ̂ for which
the phase function is “stationary”, i.e.
±
∫ t
0
Ωκ(s,κ)ds = x, (44)
if such points exist, and (43) is asymptotically smaller than any power of ε if there are not any. Assuming
that for all solutions κ̂ the non-degeneracy condition∫ t
0
Ωκκ(s, κ̂)ds 6= 0
is satisfied and using the standard formulae (see e.g. [14, Section 2.9]) of the method of stationary phase,
we infer the following asymptotics as ε→ 0 :
uε(x, t) ∼
∑
κ̂(x,t)
u˜
(
x∓
∫ t
0
Ωκ(s, κ̂)ds, κ̂
)√
Ω(0, κ̂)
Ω(t, κ̂)
U (0)
(
x
ε
,Ω(t, κ̂)
)∣∣∣∣∫ t
0
Ωκκ(s, κ̂)ds
∣∣∣∣−1/2
× exp
[
i
ε
(
κ̂x∓
∫ t
0
Ω(s, κ̂)ds
)
− pi
4
sgn
(∫ t
0
Ωκκ(s, κ̂)ds
)]
,
=
∑
κ̂(x,t)
u˜(0, κ̂)
√
Ω(0, κ̂)
Ω(t, κ̂)
U (0)
(
x
ε
,Ω(t, κ̂)
)∣∣∣∣∫ t
0
Ωκκ(s, κ̂)ds
∣∣∣∣−1/2
× exp
[
i
ε
(
κ̂x∓
∫ t
0
Ω(s, κ̂)ds
)
− pi
4
sgn
(∫ t
0
Ωκκ(s, κ̂)ds
)]
(45)
where “sgn” stands for the sign function, and the sum is set to zero if for x, t there are no κ satisfying (44).
Suppose, in particular, that
u˜(x,κ) = f(x)δ(κ − κ∗), (46)
where δ is the usual Dirac delta-function, i.e. the initial data oscillate on the scale ε as a wave with quasimo-
mentum κ∗, enveloped by the amplitude function f = f(x). Then the formula (45) yields an asymptotically
small (of order O(ε)) value for uε(x, t) at all points (x, t) in space-time except (cf. (44))
x = ±
∫ t
0
Ωκ(s,κ∗)ds,
i.e. those for which κ̂(x, t) = κ∗. in the case when a(t, y) = a(y), cf. (42), and assuming that Ω′ is monotonic,
so this results in the following formula for uε :
uε(x, t) ∼ f(0)√
t|Ω′′(κ∗)|
δ
(
x∓ Ω′(κ∗)t
)
U (0)
(
x
ε
,Ω(κ∗)
)
exp
[
i
ε
(
κ∗x∓ Ω(κ∗)t
)− pi
4
sgn
(
Ω′′(κ∗)
)]
, (47)
which is a pulse supported at x = ±Ω′(κ∗)t (i.e. moving with velocity Ω′(κ∗)), with amplitude exhibiting
two kinds of behaviour in time: decay 1/
√
t|Ω′′(κ∗)| and oscillation U (0)
(
Ω′(κ∗)t/ε,Ω(κ∗)
)
.
In the next two sections we show that the property illustrated in (47) is general, i.e. in a wavetrain
the energy locally propagates with the velocity Ω′(κ) (Section 4) and that the amplitude modulation of the
solution (47) leads to a new and potentially useful effect in the case of a high-contrast periodic medium
(Section 6).
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4 Propagation of local quasimomenta κ and wavenumbers k
Note that the equation (15) can be written as
ω = ∓Ω(t, k). (48)
where we denote by
ω = ω(x, t,κ) := −θt(x, t,κ) = −ϕ(0)t (x, t,κ), (49)
k = k(x, t,κ) := −θx(x, t,κ) = κ − ϕ(0)x (x, t,κ) (50)
the local values of “frequency” and “wavenumber” in a nonuniform wavetrain, in particular, in a “wave
packet” such as (45), cf. [18]. We assume that for all x, t,κ the “ampltude function” u(0) does not include
any phase of the function û by requiring that
u(0)(x, t,κ) =
∣∣u(0)(x, t,κ)∣∣.
This requirement is met by including the expression for the corresponding phase into the function ϕ(0).
Differentiating the equation (48) with respect to κ yields
ωκ = ∓kκΩξ. (51)
For the function κ = κ̂(x, t) describing the stationary value of κ in (52), one has, by differentiating the
equation
ϕ(0)κ (t, x, κ̂) = x (52)
with respect to x,
ϕ(0)κx + ϕ
(0)
κκκ̂x = 1,
or, equivalently, by additionally using (50),
ϕ(0)κκκ̂x = kκ . (53)
Further, differentiating (52) with respect to t for fixed x, we write
ϕ
(0)
κt + ϕ
(0)
κκκ̂t = 0,
from which, using the definition (49), we obtain
ωκ − ϕ(0)κκκ̂t = 0. (54)
Finally, combining (54), (51) and (53) yields
ϕ(0)κκκ̂t = ωκ = ∓kκΩξ = ∓ϕ(0)κκκ̂xΩξ,
and hence
κ̂t ± κ̂xΩξ = 0, (55)
assuming that ϕ
(0)
κκ does not vanish in the domain of ϕ(0). A version of the transport equation
kt ± kxΩξ = 0, (56)
for the local wave number described in [18] also holds for the quantity k̂ given by (cf. (50))
k̂(x, t) := k
(
x, t, κ̂(x, t)
)
= κ̂(x, t)− ϕ(0)x
(
x, t, κ̂(x, t)
)
,
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namely
k̂t ± k̂xΩξ = 0.
This is obtained immediately by differentiating the equation (cf. (48))
ω̂ = ∓Ω(t, k̂), ω̂ := ω(x, t, κ̂(x, t))
with respect to x, and by noting first that
ωx = −θtx = kt = ϕ(0)xt = ±ϕ(0)xxΩξ (57)
in view of (49), (50), (15), and second that
ωκ = −ϕ(0)κt = ∓
(
1− ϕ(0)xκ
)
Ωξ
in view of (15).
The equations (55) and (56) are interpreted in the sense that the local quasimomentum κ̂ and the local
wavenumber k̂ propagate at each point (x, t) with the “group velocity” Ωξ(t, k̂). As we shall see in the next
section, the quantity Ωξ(t, k̂) describes the speed of propagation of the wave energy in the wave-train: the
amount of the energy carried between two points moving with group velocities remains unchanged with time.
5 Transport of wave amplitude
First we note that the points x that have a fixed value of κ are transported with the group velocity Ωξ(t, k̂).
Indeed, differentiating (52) with respect to t for fixed κ we write
ϕ(0)κxxt + ϕ
(0)
κt = xt.
At the same time, differentiating (15) with respect to κ we obtain
ϕ
(0)
tκ = ±
(
1− ϕ(0)xκ
)
Ωξ.
Combining the above two equalities yields(
1− ϕ(0)xκ
)
xt = ±
(
1− ϕ(0)xκ
)
Ωξ,
where Ωξ(t, ξ) is evaluated at ξ = κ − ϕ(0)x
(
x(t,κ), t,κ
)
. Hence (assuming that ϕ
(0)
xκ 6= 1)
xt(t,κ) = ±Ωξ, (58)
as claimed.
Now, consider the integral of the modulus of the solution uε squared, between any two points x1 = x1(t),
x2 = x2(t) moving with group velocities corresponding to the values κ1 κ2 of the quasimomentum (and
hence have the local values of the quasimomentum κ̂(x1, t) = κ1, κ̂(x2, t) = κ2 constant in time). Using the
asymptotic formula (45), we write, as ε→ 0,
Q(t) :=
∫ x2(t)
x1(t)
∣∣uε(x)∣∣2dx ∼ ∫ x2(t)
x1(t)
{
u(0)
(
x, t, κ̂(x, t)
)}2
×
(∫
Q
{
U (0)
(
y, κ̂ − ϕ(0)x
(
x, t, κ̂(x, t)
))}2
dy
)∣∣∣ϕ(0)κκ(x, t, κ̂(x, t))∣∣∣−1dx,
(59)
where we use the result of [17, Appendix C] to separate averages with respect to the fast and slow variables.
Making the change of the variable from x to κ according to the equation (52) results in
Q(t) ∼
∫ κ2
κ1
(
u(0)
(
x(t,κ), t,κ
))2
F
(
k˜(t,κ)
)(
1− ϕ(0)κx
(
x(t,κ), t,κ
))−1
dκ, (60)
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where
F (k˜) :=
∫
Q
(
U (0)(y, k˜)
)2
dy, k˜(t,κ) := κ − ϕ(0)x
(
x(t,κ), t,κ
)
.
Theorem 5.1. The energy (60) is constant in time t.
Proof. Indeed, for the derivative with respect to t of the expression under the integral in (60), one has
D := ∂
∂t
{(
u(0)
(
x(t,κ), t,κ
))2
F
(
k˜(t,κ)
)(
1− ϕ(0)κx
(
x(t,κ), t,κ
))−1}
=
{[(
u(0)
)2]
x
xt +
[(
u(0)
)2]
t
}
F (k˜)
(
1− ϕ(0)κx
(
x(t,κ), t,κ
))−1
+
(
u(0)
)2
F (k˜)
(
1− ϕ(0)κx
(
x(t,κ), t,κ
))−2(
ϕ(0)κxxxt + ϕ
(0)
κxt
)
+
(
u(0)
)2(
1− ϕ(0)κx
(
x(t,κ), t,κ
))−1
F ′(k˜)
(
k˜xxt + k˜t
)
.
The last term in the above expression vanishes, due to the fact that
k˜xxt + k˜t = −ϕ(0)xxxt − ϕ(0)xt = 0, (61)
which holds by virtue of (58) and (15), cf. (57). Further, notice that3
ϕ(0)κxxxt + ϕ
(0)
κxt = ∓ϕ(0)xx (Ωξ)κ = ∓
(
1− ϕ(0)xκ
)
ϕ(0)xxΩξξ = ±
(
1− ϕ(0)xκ
)
(Ωξ)x,
in view of
ϕ
(0)
txκ = ±
(−ϕ(0)xx )(Ωξ)κ ± (−ϕ(0)xxκ)Ωξ,
which, in turn, is obtained by differentiating the last equality in (57) with respect to κ, cf. (61).
Combining the above observations and the equation (58) yields
D =
{[
±(u(0))2Ωξ]
x
+
[(
u(0)
)2]
t
}(
1− ϕ(0)κx
(
x(t,κ), t,κ
))−1
,
which vanishes thanks to the transport equation (31) for the function u(0). This concludes the proof.
The above argument implies, in particular, that
Et + Fx = 0, (62)
where E is the energy density, given for each (x, t) by the expression under the integral in (59), and
F = ±Ωξ
(
k̂(x, t)
)E , k̂(x, t) := κ̂(x, t)− ϕ(0)(x, t, κ̂(x, t)),
is the density of the “energy flux”.The formula (62) shows that the energy is carried by the wave packet
with the group velocity corresponding to the local value κ̂ of the quasimomentum.
6 Wave modulation in a high-contrast periodic medium
In this section we discuss a class of piecewise-constant coefficients a in (2)
a(y, t) =
{
a1, y ∈ (0, h),
a2, y ∈ (h, 1), (63)
3As before, expressions Ωξ, Ωξξ are evaluated at κ − ϕ(0)x (x, t,κ).
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where one of the the values, say a1, is assumed to be large. In the applied analysis literature this kind of
model is sometimes referred to as the “large-coupling” limit of the problems (2), see [16, 13] In the context
of homogenisation, when a1 = ε
−2 this also corresponds to the “critical high contrast” limit, when the
medium exhibits “metamaterial” behaviour, see [9] for details. The spectral and resolvent analysis of the
one-dimensional setup has been carried out in [8, 12, 11].
The limit (a1 →∞) dispersion relation Ω = Ω(κ) for (63) is given implicitly by (see e.g. [8])
cos
(
Ω√
a2
(1− h)
)
− 1
2
sin
(
Ω√
a2
(1− h)
)
Ωh√
a2
= cosκ, κ ∈ Q′ = [−pi, pi). (64)
and the corresponding eigenfunction limit is shown to be given by
Cκ,hU
(0)(y,Ω) =

sin
(
Ω√
a2
(1− h)
)
exp(−iκy), y ∈ (0, h],
sin
(
Ω√
a2
(1− y)
)
+ sin
(
Ω√
a2
(y − h)
)
exp
(
iκ(1− y)), y ∈ (h, 1), (65)
where Cκ is a normalising coefficient, which ensures that (17) holds, see (66) below. The set of values Ω
satisfying (64) for a given κ is a sequence of values {Ωn(κ)}n∈N, which sweeps a countable union of disjoint
intervals separated by gaps, see Figure 1.
Figure 1: The square root of the limit spectrum for a high-contrast periodic medium, i.e. the set of Ω
that satisfy (64) for some κ ∈ Q′. The oscillating solid line is the graph of the function f(Ω) = cos(Ω/2)−
Ω sin(Ω/2)/4, which corresponds to taking the values h = 1/2, a2 = 1 in the formula (64). The square root
of the spectrum is the union of the intervals indicated by bold lines, that correspond to Ω ∈ R+ such that
|f(Ω)| ≤ 1.
The spectral intervals get narrower as n → ∞, while the dispersion curves Ω = Ωn(κ) get flatter: it is
straightforward to see that, labelling by n the (n+ 1)st band, n ∈ N, one has
Ωn(κ) =
√
a2npi
1− h +
2
√
a2
npih
(
1 + (−1)n+1 cosκ)+O( 1
n2
)
, n→∞.
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Similarly, by differentiating (64), it is shown that
Ω′n(κ) = (−1)n
2
√
a2
npih
sinκ +O
(
1
n2
)
, Ω′′n(κ) = (−1)n
2
√
a2
npih
cosκ +O
(
1
n2
)
n→∞.
Furthermore, for the two eigenfunctions (65) corresponding to the eigenvalue Ω we obtain
sin
(
Ω√
a2
(1− h)
)
=
2(1− h)
npih
(−1)n+1(1 + (−1)n+1 cosκ) +O
(
1
n2
)
, n→∞,
and
Cκ,h =
√
(1− h)(1 + (−1)n+1 cosκ)+O( 1
n2
)
, n→∞, (66)
Consider the setup discussed at the end of Section 3.4: a slowly modulated ε-oscillatory wave described
by an eigenfunction corresponding to a specified value of the quasimomentum κ∗, see (41), (46). Using the
formula (47) we infer that for x ∈ ε(l, l + h), l ∈ Z, i.e. on the “stiff” intervals, one has, as ε→ 0,
uε(x, t) ∼ (−1)n+1 f(0)
a
1/4
2
√
2(1− h)(1 + (−1)n+1 cosκ∗)
tnpih| cosκ∗|
× exp
[
i
(
κ∗l ∓ Ωn(κ∗)t
ε
)
− pi
4
sgn
(
Ω′′n(κ∗)
)]
δ
(
x− Ω′n(κ∗)t
)
,
(67)
which is a pulse of constant amplitude, proportional to
√
(1− h)/(tnpih). At the same time, for x ∈ ε(l +
h, l + 1), l ∈ Z, i.e. on the “soft” intervals, one has, as ε→ 0,
uε(x, t) ∼ f(0)
a
1/4
2
√
npih
2t| cosκ∗|
(
1 + (−1)n+1 cosκ∗
)
×
{
sin
(
Ωn(κ∗)√
a2
(1− x)
)
+ sin
(
Ωn(κ∗)√
a2
(x− h)
)
exp(iκ∗)
}
× exp
[
i
(
κ∗l ∓ Ωn(κ∗)t
ε
)
− pi
4
sgn
(
Ω′′n(κ∗)
)]
δ
(
x− Ω′n(κ∗)t
)
,
(68)
i.e. a pulse with an oscillatory amplitude with maxima proportional to
√
npih/((1− h)t). In particular,
for a fixed κ∗, the ratio of the maximal values of the pulse amplitude in the stiff and soft components is
2(1− h)/npih.
The formulae (67)–(68) show that by choosing n to be large large (i.e. high frequency of the transmission
band), the amplitude of the travelling pulse can be reduced in the stiff intervals and amplified in the soft
intervals. Furthermore, by choosing n to be odd and tuning κ∗ to be close to pi, or by choosing n to be even
and κ∗ to be close to zero, a “resonance” occurs, where the maximum of the pulse amplitude in the soft
component blows up to infinity while vanishing in the stiff component.
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