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Resumo
O organismo humano possui um complexo sistema de defesa: o sistema imuno-
lo´gico. Tal sistema apresenta diferentes respostas para diferentes ataques ao orga-
nismo. A co-infecc¸a˜o por parasitas como protozoa´rio Tripanossoma cruzi e o v´ırus
HIV aciona dois importantes mecanismos de defesa: a imunidade humoral a imu-
nidade celular. Devido a` fase croˆnica da Doenc¸a de Chagas, na maioria dos casos
assintoma´tica, esta e´ reativada quando as principais ce´lulas de defesa do corpo, lin-
fo´citos T CD4 na˜o ativos, sucumbem pela ac¸a˜o do v´ırus HIV. Com o objetivo de
estudar a dinaˆmica de co-infecc¸a˜o por parte das doenc¸as, Doenc¸a de Chagas e S´ın-
drome da Imunodeficieˆncia Adquirida, a resposta do sistema imunolo´gico humano,
um modelo matema´tico de equac¸o˜es diferenciais ordina´rias autoˆnomas na˜o linear e´
elaborado. Tal modelo apresenta de forma simplificada a dinaˆmica entre sistema
imunolo´gico, protozoa´rio Tripanossoma cruzi, v´ırus HIV e ce´lulas alvo. Apo´s sim-
plificac¸o˜es, obtemos dois sub modelos, com o objetivo de elucidar os mecanismos de
defesa do sistema imunolo´gico: imunidade humoral e imunidade celular. A ana´lise
quantitativa dos modelos de imunidade faz-se necessa´ria devido a suas complexida-
des. Sub casos sa˜o abordados, com o objetivo de avaliar a eficieˆncia de anticorpos e
ce´lulas que secretam citocinas.
Palavras-chave: Sistemas dinaˆmicos diferenciais, Trypanosoma cruzi, HIV (Vı´-
rus), Estabilidade, Imunologia-Modelos matema´ticos.
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Abstract
The human body has a complex system of defense: the immune system. Such a
system has different answers for different attacks to the body. Co-infection by parasi-
tes such as Trypanossoma cruzi and HIV triggers two important defense mechanisms:
humoral immunity cellular immunity. Due to the chronic phase of Chagas’s disease,
in most cases asymptomatic, it is reactivated, when the main defense cells of the
body, linfocity T CD4 no active, succumb by the action of HIV. Aiming to study
the dynamics of co-infection by the disease, Chagas’s Disease and Acquired Immu-
nodeficiency Syndrome, the response of the human immune system, a mathematical
model of autonomous ordinary differential equations nonlinear is elaborate. This
model presents a simplified dynamic among the immune system, protozoan Trypa-
nossoma cruzi, HIV and target cells. After simplifications, we get two sub models,
aiming to elucidate the defense mechanisms of the immune system: humoral and
cellular immunity. Quantitative analysis of models of immunity is necessary due to
its complexities. Sub cases are dealt with to evaluate the effectiveness of antibodies
and cells that secrete cytokines.
Keywords: Differentiable dynamical system, Trypanosoma cruzi, HIV (Viruses),
Stability, Immunology-Mathematical models.
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Cap´ıtulo 1
Introduc¸a˜o
A biomatema´tica esboc¸a fenoˆmenos e previso˜es que sa˜o muito ricas e diversas que
na˜o provem de princ´ıpios simples. Na˜o e´ como, por exemplo, as Leis de movimento de
Newton, que imediatamente contribuem com equac¸o˜es que governam as importantes
varia´veis em situac¸o˜es f´ısicas, hipote´ticas ou reais. As dificuldades de se lidar com
biomatema´tica sa˜o muitas. Escolher qual sera´ a a´rea de pesquisa, como ecologia,
epidemiologia, imunologia, fisiologia, dinaˆmica populacional e tantos outros temas
em biologia que podem ser abordados. Apo´s escolher um tema, outras dificuldades
surgem: como tratar o fenoˆmeno, quais ferramentas utilizar, quais as varia´veis certas
para descrever o comportamento. Na˜o ha´ uma lei geral que rega a biomatema´tica e
dentro de um mesmo tema, como dinaˆmica populacional, pode-se ter comportamen-
tos muito distintos. Esperar por determinar um me´todo geral pode ser frustrante,
pois os problemas sa˜o diversos e complexos.
A modelagem matema´tica por equac¸o˜es diferenciais ordina´rias em imunologia e´
uma o´tima ferramenta. Atrave´s dela, podemos construir modelos que representem,
de forma simplificada, as principais caracter´ısticas do caso real. No estudo de infec-
c¸o˜es, um fator muito importante e´ determinar em quais condic¸o˜es podemos ter uma
infecc¸a˜o.
Neste trabalho desenvolvemos um modelo de equac¸o˜es diferenciais ordina´rias na˜o
lineares que descreve, de forma simplificada, a dinaˆmica da resposta imunolo´gica na
co-infecc¸a˜o Trypanosoma cruzi e v´ırus HIV. A modelagem matema´tica foi funda-
mentada no estudo do sistema imunolo´gico humano e na forma de infecc¸a˜o de cada
doenc¸a. A forma com que cada agente patogeˆnico atua no organismo e´ importante,
pois as ce´lulas alvo sa˜o distintas. Por sua complexidade e quantidade, abordamos
algumas ce´lulas do sistema imunolo´gico, principalmente as ce´lulas da Imunidade Ce-
lular e Imunidade Humoral.
As componentes dessa dinaˆmica sa˜o: ce´lulas do sistema imunolo´gico, v´ırus HIV,
Trypanosoma cruzi, e ce´lulas alvo. Realizamos simplificac¸o˜es no modelo e obtivemos
dois submodelos, denominados: Modelo da Imunidade Humoral e Modelo da Imuni-
dade Celular.
Cada modelo apresenta um tipo de resposta imunolo´gica espec´ıfica para cada in-
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2fecc¸a˜o. O modelo da Imunidade Humoral atua no meio extracelular. Temos a ac¸a˜o
de linfo´citos B, que sa˜o responsa´veis por liberar anticorpos contra parasitas. Em
nosso caso, o Trypanosoma cruzi na sua forma circulante e´ o parasita. O modelo da
Imunidade Celular atua no meio intracelular. A ac¸a˜o e´ comandada por linfo´citos T
citoto´xicos, que ao identificar uma ce´lula infectada, liberam citocinas para eliminar
tal ce´lula. No nosso caso, tais ce´lulas sa˜o infectadas por v´ırus e protozoa´rio.
A motivac¸a˜o na escolha de modelar a resposta imunolo´gica em uma co-infecc¸a˜o
vem de que a reativac¸a˜o da Doenc¸a de Chagas e´ uma condic¸a˜o definidora da AIDS.
Esta condic¸a˜o foi determinada pela Rede Brasileira de Atenc¸a˜o e Estudos em Co-
infecc¸a˜o Trypanosoma cruzi/HIV [9]. A reativac¸a˜o da Doenc¸a de Chagas em pacien-
tes com co-infecc¸a˜o por HIV representa um evento potencialmente grave, que chega
a 100% de letalidade nos casos com tratamento de ate´ 30 dias, em contraste com os
que recebem um tratamento superior a 30 dias, com sobrevida de ate´ 80% [9]. Em
cerca de 2/3, ou mais, dos casos o Sistema Nervoso Central e´ o principal s´ıtio de
acometimento, seguido por comprometimento card´ıaco e associac¸a˜o de ambos [9].
Na˜o se tem dados da prevaleˆncia desda co-infecc¸a˜o, seja no Brasil ou em pa´ıses
endeˆmicos. A estimativa e´ de 20% de frequeˆncia de reativac¸a˜o [9].
A S´ındrome da Imunodeficieˆncia Adquirida, AIDS, e´ uma doenc¸a que acomete o
sistema imunolo´gico humano, permitindo a instalac¸a˜o de infecc¸o˜es oportunistas, ou
a reativac¸a˜o de infecc¸o˜es. O agente etiolo´gico da mesma e´ um retrov´ırus denominado
v´ırus HIV. Devido a sua ac¸a˜o devastadora no sistema imunolo´gico, doenc¸as infecci-
osas croˆnicas podem ser reativadas, como e´ o caso da Doenc¸a de Chagas.
A Doenc¸a de Chagas e´ uma doenc¸a provocada por um protozoa´rio denominado
Trypanosoma cruzi. Tal doenc¸a apresenta duas fases: fase aguda e fase croˆnica. Por
ser, na maioria das vezes, assintoma´tica, passa despercebida e pode perdurar por
toda vida do indiv´ıduo.
Esta situac¸a˜o possibilita a reativac¸a˜o, pois o sistema imunolo´gico torna-se debili-
tado e o protozoa´rio passa a se multiplicar nos tecidos.
Realizamos ana´lises de estabilidade local em torno de cada ponto fixo dos mo-
delos, para obter mais informac¸o˜es qualitativas do comportamento dinaˆmico. Testes
nume´ricos foram realizados para elucidar as informac¸o˜es obtidas.
Cap´ıtulo 2
Mal de Chagas e Trypanosoma
cruzi
Em 1909, o me´dico Carlos Chagas (1878-1934), pesquisador do Instituto Oswaldo
Cruz, fez uma descoberta tripla no interior de Minas Gerais: o agente causal pro-
tozoa´rio Trypanosoma cruzi (recebe esse nome em homenagem a Oswaldo Cruz), o
vetor que o transmite (triatomı´neo conhecido popularmente como “barbeiro”) e a do-
enc¸a, a qual leva seu nome Mal de Chagas. Tal feito um marco na medicina tropical
brasileira. Esta descoberta na˜o so´ trouxe uma contribuic¸a˜o inovadora no campo das
doenc¸as parasita´rias transmitidas por insetos-vetores, mas tambe´m para a realidade
sanita´ria e social do interior do pais. Denominaremos Trypanosoma cruzi por T.
cruzi.
Tal doenc¸a estava restrita ao seu ciclo silvestre. Os principais hospedeiros in-
termedia´rios eram pequenos mamı´feros das matas e campos da Ame´rica, desde a
Patagoˆnia ate´ o Sul dos Estados Unidos. Esses animais (tatus, gamba´s e capivaras)
conviviam com o protozoa´rio T. cruzi. Atrave´s dos desmatamentos e a colonizac¸a˜o
feita pelo homem no meio silvestre, o vetor da doenc¸a (triatomı´neo) encontrou outro
hospedeiro intermedia´rio (homem). As condic¸o˜es preca´rias das casas e de higiene
sa˜o fatores que favoreceram a disseminac¸a˜o da doenc¸a. Estimativas apontam que no
Brasil ainda existam em torno de dois milho˜es de indiv´ıduos infectados, em raza˜o de
intensa transmissa˜o vetorial do passado [1].
Em 2006, a Organizac¸a˜o Pan Americana de Sau´de certificou ao Ministe´rio da
Sau´de do Brasil a erradicac¸a˜o da transmissa˜o da Doenc¸a de Chagas. Este fato so´ foi
poss´ıvel devido a iniciativas tomadas principalmente a partir de 1991, pela Iniciativa
do Cone Meridional Sul, atrave´s de acordos entre os governos de Argentina, Bol´ıvia,
Brasil, Chile, Paraguai, Uruguai e Peru para eliminac¸a˜o da transmissa˜o principal-
mente vetorial, combatendo-se ao eliminar o triatomı´neo T. infestans [13].
Entretanto, um recente artigo publicado no Journal of Neglected Tropical Dise-
ases, em uma visa˜o um tanto quanto forc¸ada, aponta a Doenc¸a de Chagas como a
nova HIV/AIDS das Ame´ricas. Segundo o artigo [15], para os cientistas a situac¸a˜o
da doenc¸a tropical no continente hoje em dia tem semelhanc¸as com a epidemia de
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AIDS registrada no in´ıcio dos anos 1980, uma analogia com o HIV feita seria a falta
de medicamentos, o alto custo do tratamento e a transfusa˜o sangu´ınea. O site de
not´ıcias BBC Brasil [16] consultou especialistas no assunto, entre eles Joa˜o Carlos
Pinto Dias (que ja´ foi chefe do Programa Nacional de Combate a` Doenc¸a de Chagas
brasileiro), membro do Comiteˆ de Doenc¸as Tropicais Neglicenciadas da Organizac¸a˜o
Mundial da Sau´de (OMS), aponta que o artigo e´ “provocador”e “forc¸ado”, tem como
objetivo chamar a atenc¸a˜o para uma doenc¸a negligenciada. Aponta, ainda, que o
Brasil esta´ em uma situac¸a˜o muito “conforta´vel”, pois nos anos de 1970, o pa´ıs tinha
cerca de 100 mil novos casos por ano, pore´m atualmente temos cerca de 150 a 200
novos casos por ano. Pinto Dias diz, ainda, que a soropositividade para T. cruzi
entre os doadores de sangue na˜o passam de 0,3%. Em 1986, o Brasil adotou uma lei
exigindo que todos os servic¸os de hemoterapia fizessem testes para detectar a doenc¸a.
2.1 Interac¸a˜o do T. cruzi com seus hospedeiros
O protozoa´rio T. cruzi, um protozoa´rio flagelado causador da doenc¸a de Chagas,
tem dois hospedeiros: o hospedeiro intermedia´rio, que sa˜o pequenos mamı´feros ou
o homem (hospedeiros vertebrados), e os hospedeiros definitivos sa˜o insetos hemı´p-
teros que se alimentam de sangue (hemato´fagos, hospedeiros invertebrados). Tais
insetos pertencem a` famı´lia Reduviidae, especificamente a subfamı´lia Triatominae.
Em ambos hospedeiros, o protozoa´rio assume diversas formas morfolo´gicas [2].
No inseto, hospedeiro definitivo, o protozoa´rio se reproduz no intestino me´dio por
fissa˜o bina´ria a cada 20-24 horas, via nutrientes adquiridos do sangue sugado pelo
inseto na sua alimentac¸a˜o. Nesta etapa, o parasita assume uma forma denominada
epimastigota, definida pela projec¸a˜o do flagelo a partir da lateral do seu corpo unice-
lular, adaptado para sobreviver a` ac¸a˜o de enzimas digestivas no intestino do inseto.
Esta protec¸a˜o e´ realizada por uma cobertura no parasita, formada por glicoprote´ınas
e glicolip´ıdeos peculiares ancorados a` membrana atrave´s de fosfatidilinositol.
O parasita tem um extraordina´rio sistema de destoxificac¸a˜o, atrave´s de enzimas
o´xido redutoras. Tal mecanismo se faz necessa´rio, pois na digesta˜o do sangue no
intestino do inseto, sa˜o produzidos radicais livres ricos em hemoglobina que conte´m
ferro, metal altamente suscet´ıvel a` oxidac¸a˜o. As prote´ınas e hemoglobinas produ-
zidas sa˜o utilizadas como fonte de energia e de carbono pelo parasita, atrave´s de
um elaborado sistema de endocitose e vacu´olos digestivos. O excesso de nutrientes
absorvidos e´ acumulado em vacu´olos modificados denominados reservossomos.
Quando o alimento proveniente do repasto sangu´ıneo se torna escasso no intestino
do inseto, o conteu´do de prote´ınas presentes nos reservossomos diminui e o parasita
inicia uma diferenciac¸a˜o celular denominada metaciclogeˆnese, que envolve mudanc¸as
morfolo´gicas e metabo´licas que levam aproximadamente 48 horas. Seu volume celular
diminui e a posic¸a˜o da inserc¸a˜o dos flagelos passam gradativamente para regia˜o pos-
terior onde estavam os reservossomos. Este processo define uma forma determinada
por ter o flagelo associado a todo corpo do parasita; esta forma e´ chamada tripomas-
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tigota. Esta nova forma, e´ a preparac¸a˜o do parasita para passar ao seu hospedeiro
intermedia´rio.
A disseminac¸a˜o do T. cruzi e´ feita pelas fezes do inseto. A raza˜o pela qual o
inseto e´ conhecido como “barbeiro”, e´ que o mesmo pica a face das pessoas, pois se
tratar uma regia˜o descoberta. O parasita penetra no organismo humano atrave´s das
mucosas do olho, boca ou por ferimentos, e ate´ mesmo pela ingesta˜o oral. Em 2005,
ocorreu um surto de contaminac¸a˜o em Navegantes, Santa Catarina, em que vinte e
cinco pessoas foram contaminadas (das quais cinco morreram). Em outro evento,
vinte e seis pessoas foram contaminadas com suco de ac¸a´ı no qual se encontrava o
parasita em Igarape´ da Fortaleza, Amapa´ [14].
Sua estrutura invasiva, forma tripomastigota, e´ fundamental, pois seus flagelos funci-
onam como caudas que o impulsionam atrave´s da mucosa. Apo´s sua penetrac¸a˜o no
meio celular, o objetivo e´ encontrar a superf´ıcie de ce´lulas do hospedeiro.
Os tripomastigotas liberam proteases, pept´ıdeos e glicosidades provocando alte-
rac¸o˜es na membrana, no citoesqueleto e nas organelas, para facilitar a deformac¸a˜o da
membrana plasma´tica e a formac¸a˜o de um vacu´olo que englobe o parasita no interior
da ce´lula hospedeira.
Este processo de invasa˜o e acidificac¸a˜o induz o tripomastigota a` dissoluc¸a˜o do
flagelo por um mecanismo que envolve a ac¸a˜o de proteases endo´genas. Com o flagelo
diminuto, a forma resultante e´ denominada amastigota. Estando localizada no citosol
da ce´lula hospedeira, o parasita conta com um ambiente rico em nutrientes. A re-
produc¸a˜o de amastigotas e´ feita por fissa˜o bina´ria, a casa 16 horas aproximadamente
ate´ ocupar toda ce´lula, exceto o nu´cleo. Apo´s ocupar toda ce´lula, o parasita comec¸a
a alongar seu flagelo transformando-se na forma epimastigota. Esta e´ a preparac¸a˜o
para o meio extracelular, assim comec¸a a recobrir sua superf´ıcie com prote´ınas e
induz o rompimento da ce´lula hospedeira ja´ diferenciada na forma tripomastigota.
A grande quantidade de trans-sialidade presente na superf´ıcie do parasita captura o
a´cido sia´lico presente em prote´ınas do meio extracelular, transferidas para as galacto-
ses terminais das mucinas do parasita. Este recurso ajuda o parasita rece´m-eclodido
a se proteger da ac¸a˜o de anticorpos naturais, possibilitando o alcance da corrente san-
gu´ınea e a disseminar a infecc¸a˜o. A trans-sialidase e´ fator importante na passagem
do parasita atrave´s das ce´lulas endoteliais e como e´ liberada na corrente sangu´ınea,
atua na modulac¸a˜o do sistema imune do hospedeiro atrave´s da induc¸a˜o de apoptose
(morte programada das ce´lulas) em diversos tecidos.
Uma diferenc¸a entre esta forma tripomastigota circulante do inseto e do humano
e´ que no organismo humano expressa grandes quantidades de trans-sialidase e ra-
pidamente escapa do vacu´olo parasito´foro, o que pode garantir a sobreviveˆncia do
parasita em um hospedeiro ja´ imuno-estimulado. O ciclo de vida se completa quando
o sangue do hospedeiro e´ sugado por um inseto vetor.
A Doenc¸a de Chagas entre animais silvestres e´ denominada silvestre. No Bra-
sil existem ao menos 44 espe´cies de triatomı´neos, a maioria silvestres. Dentre es-
tas espe´cies, cinco sa˜o consideradas dome´sticas: Triatoma infestans, que se espalha
do Rio Grande do Sul ate´ Pernambuco, Para´ıba e Piau´ı; Panstrongylus megistus
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distribuindo-se de forma irregular por Santa Catariana, Rio de Janeiro, onde e´ sil-
vestre, Minas Gerais e Bahia, onde e´ domiciliado ou silvestre; T. brasiliensis e T.
pseudomaculata, vivendo dentro e fora do domic´ılio, predominantemente no Nor-
deste; T. sordida, de ampla distribuic¸a˜o do Rio Grande do Sul ao Piau´ı [17]. A
espe´cie na transmissa˜o da doenc¸a e´ um fator importante, pois certas espe´cies como
T. vitticeps defecam longo tempos apo´s o repasto, tornando a transmissa˜o por este
vetor dif´ıcil, pore´m o T. infestans defeca logo apo´s se alimentar [17].
2.2 Doenc¸a de Chagas
A Doenc¸a de Chagas, tambe´m conhecida como Mal de Chagas ou Trypanoso-
mı´ase Sul-Americana, apresenta essencialmente duas fases: aguda e croˆnica.
A fase aguda, que e´ a etapa inicial da doenc¸a, tem um per´ıodo me´dio de 2 meses.
Esta e´, na maioria dos casos, caracterizada por ser assintoma´tica, principalmente em
adultos. Pode ainda na˜o haver a instalac¸a˜o da fase aguda cla´ssica, pois esta´ dire-
tamente relacionado ao nu´mero de parasitas no organismo. A fase aguda cla´ssica
caracteriza-se por um quadro febril com manifestac¸o˜es cl´ınicas do tipo miocardite,
alterac¸o˜es eletrocardiogra´ficas, linfadenopatia e hepatoesplenomegalia [18]. O para-
sita pode ser detectado facilmente por extrac¸a˜o sangu´ınea na sua forma circulante
tripomastigota [19].
A fase croˆnica, posterior a` fase aguda, pode estender-se por toda a vida do hospe-
deiro. Como exemplo, temos Berenice o primeiro caso humano da Doenc¸a de Chagas,
identificado em 1909. Berenice veio a falecer em 1981, sem evideˆncias que sua morte
estivesse ligada a` Doenc¸a de Chagas [20]. Ao contra´rio da fase aguda, nesta fase e´
dif´ıcil encontrar parasitas na sua forma circulante no sangue perife´rico devido a uma
parasitemia baixa. Assim uma alternativa e´ efetuar exames para detectar a presenc¸a
de anticorpos IgG [19]. A forma assintoma´tica e´ a mais frequente correspondendo
em ate´ 50% dos casos na fase croˆnica. O exame cl´ınico, o eletrocardiograma (ECG)
em repouso e os exames radiolo´gicos do corac¸a˜o, esoˆfago e intestino grosso se apre-
sentam normais nesta fase. Ja´ a forma card´ıaca da doenc¸a pode ser sintoma´tica ou
assintoma´tica. A forma sintoma´tica e´ definida por distu´rbios de conduc¸a˜o, repolari-
zac¸a˜o e extra-s´ıstoles. A forma assintoma´tica se manifesta predominantemente em
arritmias, com sintomas frequentes de tontura, dispneia (dificuldade para respirar),
aos esforc¸os e palpitac¸o˜es. A ocorreˆncia de morte su´bita e´ alta [21].
A forma croˆnica digestiva da doenc¸a associa-se a uma disfunc¸a˜o motora, que pode
ocorrer em qualquer parte do tubo digestivo em especial no esoˆfago e co´lon terminal
[21].
A forma croˆnica nervosa da doenc¸a acomete o sistema nervoso, observando-se
alterac¸o˜es morfolo´gicas no tecido nervoso central. Esta forma ainda hoje, e´ discutida
apesar do reconhecimento por Carlos Chagas em 1913. Estudos evidenciam tambe´m
atrofia cortical com ou sem hidrocefalia, diminuic¸a˜o da populac¸a˜o neural e alterac¸o˜es
histopatolo´gicas ou mesmo parasitismo [22].
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O per´ıodo de cada fase e´ varia´vel de indiv´ıduo para indiv´ıduo, mas observa-se
um per´ıodo de ate´ 90 dias para fase aguda e 20 anos ou mais para fase croˆnica
indeterminada e varia´vel para fase croˆnica determinada.
2.3 Tratamento da Doenc¸a de Chagas
Atualmente o tratamento da Doenc¸a de Chagas e´ realizado com um medicamento
conhecido como Benzonidazol ou Benizdazol ( Rochagan®), que foi produzido pela
Roche ate´ abril de 2003. A produc¸a˜o do medicamento foi transferida para o Laborato´-
rio Farmaceˆutico do Estado de Pernambuco (Lafepe). A Roche doou a tecnologia de
produc¸a˜o deste medicamento ao governo brasileiro (www.roche.com.br/faleconosco).
Este apresenta uma efica´cia na fase aguda da doenc¸a, na dose de 8-10 mgkg−1 (≈ 35
µmol kg−1) [18].
A histo´ria da quimioterapia da Doenc¸a de Chagas tem treˆs fases. A primeira
e´ dedicada a` descoberta da doenc¸a, por Carlos Chagas em 1909, indo ate´ 1935 e
marcada pela morte de Chagas (novembro de 1934) e pelo lanc¸amento do “Manual
de Doenc¸as Tropicais e Infectuosas”(1935), escrito por Carlos Chagas em coautoria
com o filho Evandro Chagas. A fase seguinte, de 1936 a 1960, corresponde a` avalia-
c¸a˜o biolo´gica de inu´meras substaˆncias qu´ımicas, extratos e misturas de componentes,
sendo marcada por resultados controversos e de significado cl´ınico questiona´vel [18].
A u´ltima fase, a partir de 1961, demonstrou certa efica´cia de alguns compostos, como
a nitrofurazona. Tais experimentos foram feitas em camundongos infectados por T.
cruzi [18].
Produziu-se apenas dois compostos ate´ o fim da primeira fase na terapeˆutica da
Doenc¸a de Chagas, ambos insatisfato´rios. Na segunda fase, foram descritos mais de
20 quimiotera´picos e 30 antibio´ticos, destacando-se algumas substaˆncias que tiveram
efeito supressivo sobre a infecc¸a˜o pelo T. cruzi [18].
Na de´cada de 1960, o composto nitrofurazona na dose dia´ria de 100 mgkg−1 em
esquema terapeˆutico de longa durac¸a˜o (50 dias em me´dia), curava mais de 95% dos
camundongos infectados cronicamente; assim se deu o in´ıcio de uma nova era na
terapeˆutica da Doenc¸a de Chagas [18]. Testes foram feitos em dez indiv´ıduos com
casos agudos da doenc¸a, todos tratados com nitrofurazona. Os resultados foram
bons, mas metade voltou a manifestar a presenc¸a do parasita circulante, detectado
por xenodiagno´stico [18].
Na de´cada de 1970, outros dois compostos surgiram apresentando novas pers-
pectivas para o tratamento da doenc¸a, pela efica´cia na fase aguda e tambe´m pela
toleraˆncia. Os compostos foram: nifurtimox (Lampit®, da Bayer) e o benzonidazol,
ja´ apresentado [18]. Ambos tinham eficieˆncia entre 50 e 70% de cura na fase aguda
da doenc¸a, pore´m na fase croˆnica esses percentuais eram inferiores a 20% [18].
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Cap´ıtulo 3
S´ındrome da Imunodeficieˆncia
Humana e v´ırus HIV
3.1 AIDS e v´ırus HIV
Em 1981, nos Estados Unidos, a ocorreˆncia de infecc¸o˜es raras em indiv´ıduos imu-
nocompetentes, dentre homossexuais do sexo masculino, como o Sarcoma de Kaposi
e a pneumonia por Pneumocytis carinii, fez com que os me´dicos suspeitassem de
uma nova doenc¸a com chances de ser infecciosa e transmiss´ıvel, devido ao nu´mero
reduzido de ce´lulas T CD4+. Em 1983, o grupo de pesquisadores liderado por Luc
Montagner, do Instituto Pasteur de Paris, Franc¸a, isolou um retrov´ırus que apresen-
tava ind´ıcios de ser o causador da AIDS. O grupo associou o v´ırus a` linfadenopatia
(lymphadenopaty associated virus-LAV). Ale´m do grupo de Montagner, o grupo li-
derado por Robert Gallo, do Center for Disease Control and Prevention (CDC), dos
Estados Unidos, relataram o isolamento de um novo v´ırus linfoto´pico da ce´lula T
humana (human T-lymphatopic virus-HTLV). Mais tarde, se constatou que o v´ırus
detectado por americanos e franceses era o mesmo [3].
Outras terminologias para o v´ırus da imunodeficieˆncia humana foram propostas,
ate´ que em 1986 o International Committee on Taxonomy of Viruses (ICTV) reco-
mendou a denominac¸a˜o do v´ırus. Desse forma, ficou determinado que o v´ırus da
imunodeficieˆncia humana (HIV) e´ o agente etiolo´gico do AIDS [4].
O v´ırus HIV tem predilec¸a˜o por um tipo de ce´lula do sistema imune, as ce´lulas T
citoto´xicas ou, mais especificamente, linfo´citos T auxiliares (helper em ingleˆs). Tais
ce´lulas apresentam em sua superf´ıcie a mole´cula CD4. Esta mole´cula da superf´ıcie
do linfo´cito seria possivelmente a causa da predilec¸a˜o do v´ırus [11].
Quando a infecc¸a˜o passa a ser intracelular, os linfo´citos B se tornam ino´cuos.
Assim a destruic¸a˜o dos invasores e´ realizada eliminando a ce´lula infectada. Os lin-
fo´citos T sa˜o as ce´lulas responsa´veis por eliminar os agente infecciosos no interior
das ce´lulas. Atrave´s de citocinas matam a ce´lula infectada e, consequentemente, o
agente infeccioso. As reac¸o˜es mediadas por ce´lulas dependem de interac¸o˜es diretas
entre linfo´citos T e ce´lulas infectadas, ou seja, portadoras do ant´ıgeno (part´ıculas do
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agente infeccioso) que linfo´citos T conseguem reconhecer [12].
O linfo´cito T CD4 e´ uma ce´lula de defesa muito importante, pois atua como um
“comandante” das outras ce´lulas de defesa, como os linfo´citos T CD8. O organismo
produz para cada linfo´cito T CD8 dois linfo´citos T CD4, mantendo a proporc¸a˜o em
2:1. Em infecc¸o˜es normais, o corpo consegue manter essa proporc¸a˜o, fazendo uma
“contagem” das ce´lulas.
Ao atacar os “comandantes”, o sistema imunolo´gico fica desarmado. Esta situ-
ac¸a˜o e´ perfeita para infecc¸o˜es oportunistas, como Mal de Chagas, que e´ reativado.
O organismo na˜o consegue identificar quais ce´lulas foram destru´ıdas e a proporc¸a˜o
natural 2:1 de linfo´citos T CD4 e T CD8 se torna irregular [5].
Para o v´ırus HIV se replicar no organismo do hospedeiro, o v´ırus deve invadir a
ce´lula T CD4+. Isso acontece ao ocorrer uma interac¸a˜o com a superf´ıcie da ce´lula T
CD4+, ligando-se a`s prote´ınas. Este processo e´ denominado adsorc¸a˜o. Penetrando
na ce´lula, para fazer a replicac¸a˜o, o v´ırus precisa converter seu RNA em DNA. Apo´s
isso, destro´i a ce´lula liberando mais part´ıculas virais.
Com a proporc¸a˜o de 2:1 irregular, o corpo produz mais linfo´citos T CD8+ e por
na˜o terem mais “comandantes”, a atividade de macro´fagos cresce. Os macro´fagos
sa˜o ce´lulas primitivas de defesa do corpo [5]. Desempenham um papel muito impor-
tante na resposta espec´ıfica a`s infecc¸o˜es virais, pore´m sa˜o neutros quanto ao v´ırus
HIV. Ale´m disso, sa˜o utilizados na disseminac¸a˜o da infecc¸a˜o pelo organismo, pois
servem de s´ıtio de replicac¸a˜o inicial de v´ırus e teˆm livre acesso a diversas partes do
organismo [6].
3.2 Transmissa˜o
A transmissa˜o do v´ırus da AIDS entre indiv´ıduos depende de certos fatores como:
concentrac¸a˜o do HIV no fluido biolo´gico, vulnerabilidade e integridade da mucosa
envolvida (mucosa anal, vaginal ou oral), durac¸a˜o do contato e quantidade de v´ırus
transmitida. Estes fatores podem ser simplificados em: indiv´ıduos com mu´ltiplos
parceiros sexuais, na˜o uso de preservativos, uso de drogas ou compartilhamento de
seringas contaminadas. As principais formas de transmissa˜o sa˜o: sexual, sangu´ınea
(transfusa˜o de sangue contaminado, usua´rios de drogas injeta´veis), transmissa˜o ver-
tical (transmissa˜o congeˆnita) no per´ıodo de gestac¸a˜o da ma˜e para filho, transmissa˜o
po´s parto (perinatal) e no aleitamento (po´s-natal).
Existem outras possibilidades de transmissa˜o como por acidente, chamada trans-
missa˜o ocupacional. Geralmente ocorrem em acidentes de trabalho, com profissionais
da a´rea da sau´de. A infecc¸a˜o pode ser provocada por ferimentos com instrumentos
perfuro-cortantes ou exposic¸a˜o da mucosa com sangue contaminado.
As fontes mais significativas de v´ırus HIV no corpo humano esta˜o presentes nos
fluidos: seˆmen, secrec¸o˜es vaginais e/ou cervicais, ale´m do leite materno e sangue. O
v´ırus tambe´m pode ser encontrado na transpirac¸a˜o, la´grimas e saliva, mas para estes
casos na˜o se tem confirmac¸a˜o de transmissa˜o, ate´ mesmo porque a quantidade de
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v´ırus transmitida e´ muito pequena.
Usualmente, o v´ırus HIV tem acesso ao corpo humano via mucosa (anal, vaginal
ou oral). Na maioria das vezes a transmissa˜o e´ realizada atrave´s de relac¸o˜es sexuais.
Isso se deve ao fato que nestas regio˜es, anal e vaginal, a quantidade de ce´lulas de
Langerhans e´ elevada; essas sa˜o ce´lulas dendr´ıticas que capturam ant´ıgenos ou par-
t´ıculas virais para leva´-las ate´ os linfo´citos para serem destru´ıdas. Dessa forma as
primeiras ce´lulas a se infectar sa˜o as ce´lulas de Langerhans [7].
3.3 Co-infecc¸a˜o T. cruzi e HIV
O primeiro caso de co-infecc¸a˜o T. cruzi e v´ırus HIV foi descrito em publicac¸a˜o
cient´ıfica no ano de 1990, entretanto anteriormente em um congresso havia sido apre-
sentado um caso de co-infecc¸a˜o [8].
Predominantemente, as manifestac¸o˜es da Doenc¸a de Chagas, em se tratando de uma
reativac¸a˜o por v´ırus HIV, ocorrem ja´ em um esta´gio avanc¸ado da infecc¸a˜o pelo v´ırus.
Observou-se que, em mais de 80% dos casos, a contagem de linfo´citos T CD4 era
inferior a 200/mm3 [8]. A apresentac¸a˜o da Doenc¸a de Chagas em pacientes com v´ı-
rus HIV se da´ por acometimento do sistema nervoso, evidenciando-se com sintomas
de meningoencefalite [8]. Ate´ 2009, aproximadamente 120 casos de reativac¸a˜o da
Doenc¸a de Chagas foram registrados no Brasil.
O diagno´stico em casos de reativac¸a˜o pode ser feito atrave´s de me´todos dire-
tos no sangue, e pela extrac¸a˜o de fluidos corporais para comprovac¸a˜o da presenc¸a
do parasita. O Ministe´rio da Sau´de recomenda que toda pessoa com antecedente
epidemiolo´gico compat´ıvel com infecc¸a˜o por T. cruzi deve ser avaliada por testes
sorolo´gicos padronizados (hemaglutinac¸a˜o, imunofluoresceˆncia indireta e Elisa) [8].
As chances de uma reativac¸a˜o da Doenc¸a de Chagas em pacientes aide´ticos e´
extremamente alta. Dessa forma, a administrac¸a˜o precoce do medicamento Benzni-
dazol mostrou-se efetiva na reduc¸a˜o da parasitemia e no controle do quadro cl´ınico
e controle no dano tecidual, reduzindo a letalidade para 20% em pacientes com ate´
30 dias de tratamento.
Ale´m da reativac¸a˜o da Doenc¸a de Chagas em pacientes com AIDS, podem ocorrer
casos de reativac¸a˜o Leishmaniose-HIV, Mala´ria-HIV e Hansen´ıase-HIV.
A definic¸a˜o do caso de S´ındrome da Imunodeficieˆncia Adquirida (AIDS) possou
por diversas mudanc¸as e, em janeiro de 2004, a nova definic¸a˜o de caso de AIDS em
adultos e em crianc¸as foi reformulada. Essa nova definic¸a˜o foi o resultado de reunio˜es
do Comiteˆ Assessor de Epidemiologia do Programa Nacional de DST/AIDS, reali-
zadas em 2003; dessa forma considera-se a reativac¸a˜o por Doenc¸a de Chagas como
uma caracterizac¸a˜o de condic¸a˜o definidora de AIDS [9].
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Cap´ıtulo 4
Modelagem Matema´tica
4.1 Construc¸a˜o do modelo
Este cap´ıtulo destina-se a construir um modelo que descreve de forma simplifi-
cada a interac¸a˜o entre os componentes do sistema imunolo´gico humano, ce´lulas alvo,
o protozoa´rio T. cruzi e v´ırus HIV.
Tomaremos como ponto de partida da modelagem um caso ver´ıdico. Um indi-
v´ıduo chaga´sico desenvolveu um abscesso cerebral, que resulta da proliferac¸a˜o de
protozoa´rios, ou no nosso o T. cruzi. Assim, quando retirado l´ıquido cerebral se
constatou a presenc¸a de T. cruzi circulante. Posteriormente, descobriu-se que tal
indiv´ıduo era portador do v´ırus HIV. A administrac¸a˜o tardia de um medicamento
para combater o T. cruzi na˜o conseguiu evitor o falecimento do indiv´ıduo.
O modelo e´ simplificado, pois na˜o aborda a ac¸a˜o de va´rias ce´lulas de defesa do
corpo como macro´fagos e ce´lulas natural killer, apenas um grupo de ce´lulas de de-
fesa que teˆm como papel principal ativar outras ce´lulas e estabelecer respostas por
anticorpos ou citocinas. No modelo, abordamos os fatores mais importantes da coin-
fecc¸a˜o e da defesa do organismo.
Quando contra´ımos uma infecc¸a˜o, e´ prova´vel que na˜o estejamos apenas sob o ata-
que do agente causador, mas tambe´m de outros pato´genos. A demanda do sistema
imunolo´gico pode ser diferente.
O sistema imunolo´gico humano e´ extremamente complexo, pois apresenta diver-
sos mecanismos de defesa e atuac¸a˜o diante de agentes pato´genos, a fim de manter
o organismo em seguranc¸a. Para se ter uma ideia disso, existem algumas perguntas
sem respostas sobre certas ce´lulas. Em 2011 o preˆmio Nobel de medicina foi desti-
nado a Bruce A. Beutler e Jules A. Hoffmann por suas descobertas sobre a ativac¸a˜o
da imunidade inata e para Ralph M. Steinman, por sua descoberta das ce´lulas den-
dr´ıticas e seu papel na imunidade adaptativa [10].
O sistema imunolo´gico pode ser diferenciado em Inato e Adaptativo.
O Sistema Inato e´ um sistema mais primitivo, atua com macro´fagos, que efetuam
a fagocitose de pato´genos eliminando-os do organismo. Certos microrganismos encon-
trados diariamente na vida de um indiv´ıduo normal causam uma doenc¸a percept´ıvel
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apenas ocasionalmente. Em sua maioria sa˜o detectados e destru´ıdos em questa˜o de
horas, pois neste caso os mecanismos de defesa na˜o requerem um per´ıodo prolongado
de induc¸a˜o por na˜o se basear na expansa˜o clonal de linfo´citos ant´ıgenos-espec´ıficos
[23]. Caso na˜o consiga eliminar o agente causador da infecc¸a˜o, entra em ac¸a˜o o Sis-
tema Adaptativo. Este e´ muito mais completo e complexo. Atua atrave´s de gerac¸a˜o
de ce´lulas efetoras ant´ıgeno-espec´ıficas, que ira˜o interagir com o pato´geno e ce´lulas
de memo´ria, que podem prevenir uma reinfecc¸a˜o. Nesta etapa as ce´lulas B e ce´lulas
T citoto´xicas sa˜o responsa´veis por garantir a defesa do organismo, cada qual em sua
func¸a˜o e esta´gio.
Neste trabalho nos limitaremos a` Imunidade Adaptativo, pois estamos tratando
de uma co-infecc¸a˜o de v´ırus e um protozoa´rio em um esta´gio relativamente avanc¸ado
da co-infecc¸a˜o.
Dentro da Imunidade Adaptativa, o organismo se defende de duas formas dife-
rentes: atrave´s da Imunidade humoral e da Imunidade celular.
A Imunidade humoral e´ voltada aos espac¸os extracelulares, nos quais as ce´lulas
B produzem anticorpos para destruir os microrganismos e impedir a disseminac¸a˜o
das infecc¸o˜es intracelulares. Tais ce´lulas apresentam este nome pois sa˜o geradas na
medula o´ssea (em ingleˆs “bone marrow”). A ativac¸a˜o e diferenciac¸a˜o em ce´lulas plas-
ma´ticas secretoras de anticorpos de ce´lulas B sa˜o realizadas pelo pro´prio ant´ıgeno (ou
part´ıculas) e usualmente necessita do est´ımulo de ce´lulas T CD4 espec´ıficas para este
fim [24]. Apo´s a ativac¸a˜o, as ce´lulas B sa˜o chamadas de plasmo´citos. Estas ce´lulas
produzem anticorpos que se ligara˜o ao pato´geno, sinalizando-o para os macro´fagos
e estes realizara˜o a fagocitose e impedira˜o que o pato´geno fac¸a ligac¸o˜es com ce´lulas
sadias.
A Imunidade celular e´ mediada por outro tipo de ce´lula: linfo´citos T. Recebem
este nome pois sa˜o diferenciados no timo, o´rga˜o linfa´tico localizado na porc¸a˜o antero-
superior da cavidade tora´cica; tambe´m sa˜o gerados na medula o´ssea como os linfo´-
citos B. Tais ce´lulas, linfo´citos, teˆm capacidade de montar uma resposta espec´ıfica
virtualmente contra qualquer ant´ıgeno, pois cada linfo´cito que matura, porta uma
variante u´nica de um proto´tipo de receptor de ant´ıgenos, de forma que a populac¸a˜o
de linfo´citos T apresenta uma grande variedade de receptores nos s´ıtios de ligac¸a˜o
do ant´ıgeno. Ou seja, o organismo se prepara para inu´meras variantes de um pato´-
geno, assim quando encontrado o ant´ıgeno a probabilidade de executar uma resposta
eficiente e´ alta. Enquanto as ce´lulas B sa˜o responsa´veis por respostas extracelulares,
os linfo´citos T sa˜o responsa´veis por respostas intracelulares, ou seja, atacam ce´lulas
infectadas por v´ırus, bacte´rias e protozoa´rios que se replicam no interior das ce´lulas.
Os linfo´citos T citoto´xicos que matam ce´lulas infectadas se encaixam em dois grupos,
linfo´citos T CD4 e linfo´citos T CD8. Os linfo´citos T CD4 teˆm este nome pois esta˜o
marcados pela expressa˜o da mole´cula CD4 em sua superf´ıcie, e linfo´citos T CD8 por
expressar a mole´cula CD8 em sua superf´ıcie. Este linfo´cito e´ extremamente impor-
tante, pois tem, entre suas func¸o˜es, ativar outras ce´lulas linfo´citos T CD4 espec´ıficos
para uma finalidade, linfo´citos T CD8 espec´ıficos para outra e ce´lulas B. Apo´s ativar
linfo´citos T CD4 espec´ıficos na atuac¸a˜o contra o protozoa´rio e v´ırus HIV, temos dois
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grupos que, por sua vez, ativara˜o linfo´citos T CD8 para efetuar o ataque a ce´lulas
infectadas por v´ırus HIV e protozoa´rio T. cruzi atrave´s de citocinas.
Os linfo´citos T CD8 sa˜o responsa´veis pelo ataque a`s ce´lulas infectadas. Sua ativac¸a˜o
e´ feita por linfo´cito T CD4 espec´ıfico. Por exemplo, apo´s uma ce´lula morrer por
infecc¸a˜o viral ela libera part´ıculas virais que caem em vasos linfa´ticos, que va˜o ate´ os
linfonodos, e ate´ o timo. La´ as interac¸o˜es com linfo´citos T CD4 e o ant´ıgeno ativam
o linfo´cito T CD8 espec´ıfico para atuar contra ce´lulas infectadas por v´ırus HIV.
Construiremos o modelo com base na biologia do T. cruzi e do v´ırus HIV. O
processo de interac¸a˜o entre protozoa´rio e sistema imunolo´gico, v´ırus e sistema imu-
nolo´gico sera´ nosso principal objetivo a ser modelado.
Segue a nomenclatura e func¸a˜o de cada componente do modelo:
• L: Linfo´citos T CD4 na˜o ativos que ativaram linfo´citos T CD4 espec´ıficos (LH
e LT );
• LH : Linfo´cito T CD4 espec´ıfico para ativar linfo´cito T CD8 no combate a`s
ce´lulas infectadas por v´ırus HIV ;
• LT : Linfo´cito T CD4 espec´ıfico para ativar linfo´cito T CD8 no cambate a`s
ce´lulas infectadas por Trypanosoma cruzi.
No grupo de linfo´cito T CD8 temos:
• L1: Linfo´cito T CD8 na˜o ativo, que sera´ ativado por LH ou LT , esta classe se
divide por ativac¸a˜o;
• L1H : Linfo´cito T CD8 ativado por L1 espec´ıfico no combate a`s ce´lulas infectadas
por v´ırus HIV ;
• L1T : Linfo´cito T CD8 ativado por L1 espec´ıfico no combate a`s ce´lulas infectadas
por Trypanosoma cruzi.
Ha´ tambe´m outro grupo de ce´lulas do sistema imunolo´gico, as ce´lulas B:
• B: Ce´lula de defesa na˜o ativada por linfo´cito LT ;
• Ba: Ce´lula de defesa ativada por linfo´cito LT .
As ce´lulas infectadas correspondem a`s ce´lulas:
• I1: Ce´lula linfo´cito T CD4 (L) infectada por v´ırus HIV ;
• I2: Ce´lula alvo (C) infectada por Trypanosoma cruzi.
• C: Ce´lula alvo, que correspondem a`s ce´lulas do tecido muscular, card´ıaco e
cerebral (especificamente em nosso caso).
Os invasores sa˜o definidos por:
• T : Protozoa´rio Trypanosoma cruzi, que pode ser considerado em sua forma
circulante (tripomastigota) ou na forma intracelular (amastigota);
• H: v´ırus HIV.
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4.1.1 Dinaˆmica entre sistema imunolo´gico, v´ırus, protozoa´-
rio e ce´lulas alvo
α1LH

kL

LH
!!
µLH

kL1

L1H
µL1H

α2 // I1
µ3+µ4
L
H
>>
T
  
µL

L1
µL1

φH
==
φT
!!
LT
µLT

==
L1T
µL1T

α4 // I2
µ1

oo
kb
"" 
kc
!!
H
γ2+µ5

α1
OO
B
µb

β3 // Ba
µa

b1 // T
γ1+µ2

α3 // C
µc

α3CT
Figura 4.1: Diagrama de blocos da interac¸a˜o sistema imunolo´gico, T. cruzi e v´ırus
HIV.
A figura 4.1 descreve a interac¸a˜o entre as populac¸o˜es. As setas cheias referem-se
a uma “contribuic¸a˜o” para o crescimento da populac¸a˜o que e´ ponto final da seta. As
setas pontilhadas referem-se a um “preju´ızo” dado pela populac¸a˜o no qual a seta se
inicia a` populac¸a˜o onde chega. As setas onduladas referem-se a` reposic¸a˜o da popu-
lac¸a˜o dado pelo organismo humano.
Logo abaixo, temos a figura 4.1 descrita matematicamente via equac¸o˜es diferen-
ciais ordina´rias autoˆnomas na˜o lineares.
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dL
dt
= kL − µLL− α1LH − HLH − TLT
dLH
dt
= HLH − µLHLH + τHLHH
dLT
dt
= TLT − µLTLT + τTLTT
dL1
dt
= kL1 − µL1L1 − φHL1LH − φTL1LT
dL1H
dt
= φHL1LH − µL1HL1H + τ1HL1HH
dL1T
dt
= φTL1LT − µL1TL1T + τ1TL1TT
dI1
dt
= α1LH − (µ3 + µ4)I1 − α2I1L1H
dC
dt
= kc − µcC − α3CT
dI2
dt
= α3CT − µ1I2 − α4I2L1T
dT
dt
= τ3µ5I2 − (γ1 + µ2)T − b1BaT
dH
dt
= −µ5H + n(µ4 + µ3)I1 − γ2H
dB
dt
= kb − µbB − β3BLT
dBa
dt
= −µaBa + τ5BaLH + β3BLT .
(4.1.1)
(4.1.2)
(4.1.3)
(4.1.4)
(4.1.5)
(4.1.6)
(4.1.7)
(4.1.8)
(4.1.9)
(4.1.10)
(4.1.11)
(4.1.12)
(4.1.13)
Todos os paraˆmetros do modelo sa˜o nu´meros reais positivos.
A populac¸a˜o de ce´lulas L no seu estado inativo tem uma produc¸a˜o kL e uma
taxa de mortalidade µL. Se ocorrer a introduc¸a˜o de um pato´geno no organismo hu-
mano, atrave´s de part´ıculas do mesmo, os linfo´citos T CD4 sa˜o ativados apo´s um
contato com tais part´ıculas chamadas ant´ıgenos. Como exemplo, em nosso estudo
os linfo´citos T CD4 sa˜o ativados por part´ıculas do v´ırus HIV e do protozoa´rio T.
cruzi a taxas H e T , respectivamente. Isso e´ representado no modelo como o “en-
contro” das populac¸o˜es. Este recurso vem da Epidemiologia Matema´tica Moderna, e
e´ denominado Lei da Ac¸a˜o das Massas que diz que a disseminac¸a˜o de uma epidemia
em uma populac¸a˜o e´ proporcional ao produto da densidade de indiv´ıduos suscet´ıveis
pela densidade de indiv´ıduos infectantes, que foi formulado por Hamer em 1906. De
forma ana´loga, utilizamos este conceito considerando a epidemia como uma infecc¸a˜o
no organismo; a populac¸a˜o de v´ırus HIV e protozoa´rio T. cruzi como populac¸o˜es
infectadas; a populac¸a˜o de linfo´citos T CD4 e ce´lulas alvo como populac¸o˜es susce-
t´ıveis. Outro conceito que utilizaremos tambe´m vem da Epidemiologia Matema´tica
Moderna, que e´ o conceito de limiar (tambe´m conhecido como threshold), este esta-
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belece a qualidade dos pontos de equil´ıbrio. A infecc¸a˜o de ce´lulas linfo´citos T CD4
e´ dada a uma taxa α1 pela interac¸a˜o de populac¸o˜es de L e H.
Ao serem ativados a uma taxa H , esses linfo´citos T CD4 sa˜o diferenciados em
linfo´citos T CD4 (LH) espec´ıficos para ativar linfo´citos T CD8 (L1), que atuara˜o
contra ce´lulas infectadas por v´ırus HIV. Esta populac¸a˜o de ce´lulas, LH , tem uma
taxa de mortalidade natural µLH e uma taxa de expansa˜o clonal τH . A expansa˜o
clonal e´ realizada pelo linfo´cito ativado que comec¸a a se dividir. De forma ana´loga,
temos a populac¸a˜o de ce´lulas linfo´citos T CD4, LT , ativada a uma taxa T , espec´ıfi-
cos na ativac¸a˜o de linfo´citos T CD8 espec´ıficos na atuac¸a˜o de ce´lulas infectadas pelo
protozoa´rio (L1T ). Tal populac¸a˜o tem uma de mortalidade natural µLT e uma taxa
de expansa˜o clonal, ao encontrar com part´ıculas do protozoa´rio.
A populac¸a˜o de linfo´citos T CD8 na˜o ativos (L1) tem uma taxa de produc¸a˜o kL1
e uma taxa de mortalidade natural µL1. Parte desta populac¸a˜o e´ ativada por linfo´-
citos T CD4 espec´ıficos a taxas φH e φT para ativar linfo´citos T CD8 espec´ıficos na
atuac¸a˜o contra ce´lulas infectadas por v´ırus HIV e protozoa´rio T. cruzi, L1H e L1T ,
respectivamente. A populac¸a˜o de linfo´citos T CD8 ativados espec´ıficos na atuac¸a˜o
contra ce´lulas infectadas por v´ırus HIV (L1H) na˜o tem uma taxa de reproduc¸a˜o pois
estamos supondo sua existeˆncia por uma diferenciac¸a˜o, logo o crescimento de sua
populac¸a˜o depende de LH e L1 . Dessa forma, ha´ uma taxa de mortalidade natural
µL1H e uma taxa de expansa˜o clonal τ1H . O mesmo ocorre com a populac¸a˜o de linfo´-
citos T CD8 ativados espec´ıficos na atuac¸a˜o contra ce´lulas infectadas por protozoa´rio
T. cruzi (L1T ), ou seja, ha´ uma taxa de mortalidade natural µL1T e uma taxa de
expansa˜o clonal τ1T .
A populac¸a˜o de ce´lulas infectadas por v´ırus HIV tem como fonte a infecc¸a˜o de
linfo´citos T CD4 na˜o ativados (L), com taxas de mortalidade natural µ3 e taxa de
mortalidade devido a infecc¸a˜o pelo v´ırus µ4. A atuac¸a˜o de linfo´citos T CD8 espec´ıfi-
cos ativados para atuar contra ce´lulas infectadas por v´ırus e´ descrita pelo paraˆmetro
α2. Esta eliminac¸a˜o e´ executada no encontro de linfo´citos L1H com ce´lulas infecta-
das, I1, via citocinas.
Um dos principais s´ıtios de reproduc¸a˜o do T. cruzi (T ) sa˜o as ce´lulas musculares,
card´ıacas e ce´lulas nervosas, e nomeadas como C. Sa˜o ce´lulas repostas pelo orga-
nismo humano, que mante´m uma quantidade constante. Assim tem-se uma produc¸a˜o
kc e uma taxa de mortalidade natural µc. A taxa de infecc¸a˜o e´ descrita por α3.
Estas ce´lulas alvo, C, sa˜o fonte das ce´lulas infectadas I2, que morrem a uma
taxa de mortalidade µ1. A atuac¸a˜o de linfo´citos L1T atrave´s de citocinas e´ descrita
pelo paraˆmetro α4. Tal atuac¸a˜o e´ executada no encontro das populac¸o˜es. Antes da
morte da ce´lula I2, o T. cruzi na sua forma amastigota se reproduz a uma taxa τ3
no interior da ce´lula. A morte de ce´lulas I2 e a mortalidade natural do T. cruzi µ2,
ale´m do efeito do medicamento γ1, sa˜o taxas de decl´ınio da populac¸a˜o do T. cruzi. A
atuac¸a˜o de ce´lulas Ba, ativadas para atuar contra a forma circulante tripomastigota,
e´ descrita pelo paraˆmetro b1. Tal atuac¸a˜o e´ executada atrave´s de anticorpos.
A populac¸a˜o de v´ırus HIV (H) se reproduz ao liberar n part´ıculas virais de ce´-
lulas I1 apo´s sua morte. Levando em considerac¸a˜o a administrac¸a˜o de um coquetel
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de medicamentos no combate ao v´ırus HIV, γ2 representa taxa de decl´ınio na po-
pulac¸a˜o viral, ale´m da taxa de mortalidade µ5. Levando em conta que em nosso
caso o indiv´ıduo era chaga´sico e posteriormente contraiu o v´ırus HIV e por conta do
mesmo ocorre uma imunossupressa˜o e reativac¸a˜o causada pelo protozoa´rio, o papel
dos linfo´citos B, que e´ o de produzir anticorpos para atacar v´ırus, praticamente na˜o
tem interfereˆncia. Por esse motivo a populac¸a˜o de v´ırus HIV na˜o sofre uma baixa
com o sistema imunolo´gico.
As ce´lulas B na˜o ativadas teˆm uma reproduc¸a˜o kb e uma taxa de mortalidade
µb. A ativac¸a˜o das ce´lulas B, espec´ıficas na atuac¸a˜o contra o T. cruzi na sua forma
tripomastigota, e´ dada pelo paraˆmetro β3. As ce´lulas ativadas, Ba, teˆm uma taxa de
expansa˜o clonal τ5. A taxa de mortalidade natural e´ dada por µa.
A tabela 4.1 a mostra a func¸a˜o de cada paraˆmetro utilizado na composic¸a˜o do modelo.
Tabela 4.1: Func¸a˜o e unidade dos paraˆmetros do modelo
completo.
Paraˆmetro Func¸a˜o Dimensa˜o
kL Taxa de produc¸a˜o de linfo´citos T CD4 [concentrac¸a˜o]x[dia]
−1
kc Taxa de reproduc¸a˜o de ce´lulas alvo [concentrac¸a˜o]x[dia]
−1
kb Taxa de reproduc¸a˜o de ce´lulas B [concentrac¸a˜o]x[dia]
−1
kL1 Taxa de reproduc¸a˜o de linfo´citos TCD 8 [concentrac¸a˜o]x[dia]
−1
µL Taxa de mortalidade de linfo´citos T CD4 [dia]
−1
µLH Taxa de mortalidade de linfo´citos T CD4 es-
pec´ıfico na ativac¸a˜o de L1H
[dia]−1
µLT Taxa de mortalidade de linfo´citos T CD4 es-
pec´ıfico na ativac¸a˜o de L1T
[dia]−1
µL1 Taxa de mortalidade de linfo´citos T CD8 es-
pec´ıfico na ativac¸a˜o de L1H ou L1T
[dia]−1
µL1H Taxa de mortalidade de linfo´citos T CD8 es-
pec´ıfico no combate a` ce´lulas infectadas por
v´ırus
[dia]−1
µL1T Taxa de mortalidade de linfo´citos T CD8 es-
pec´ıfico no combate a` ce´lulas infectadas por
protozoa´rio
[dia]−1
µ1 Taxa de mortalidade de ce´lulas infectadas
por Trypanosoma cruzi
[dia]−1
µ2 Taxa de mortalidade de Trypanosoma cruzi [dia]
−1
µ3 Taxa de mortalidade (natural) de ce´lulas in-
fectadas por v´ırus HIV
[dia]−1
µ4 Taxa de mortalidade de ce´lulas infectadas
por v´ırus HIV
[dia]−1
µ5 Taxa de mortalidade de v´ırus HIV [dia]
−1
µc Taxa de mortalidade de ce´lulas alvo [dia]
−1
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µb Taxa de mortalidade de ce´lulas B na˜o ativas [dia]
−1
µa Taxa de mortalidade de ce´lulas Bt ativas [dia]
−1
H Taxa de ativac¸a˜o por encontrar com v´ırus
HIV
[concentrac¸a˜o]x[dia]−1
T Taxa de ativac¸a˜o por encontrar com Trypa-
nosoma cruzi
[concentrac¸a˜o]x[dia]−1
τH Taxa de expansa˜o clonal de linfo´citos T CD4
espec´ıficos na ativac¸a˜o de L1H
[concentrac¸a˜o]x[dia]−1
τT Taxa de expansa˜o clonal de linfo´citos T CD4
espec´ıficos na ativac¸a˜o de L1T
[concentrac¸a˜o]x[dia]−1
τ1H Taxa de expansa˜o clonal de linfo´citos T CD8
espec´ıficos no combate a` ce´lulas infectadas
por v´ırus
[concentrac¸a˜o]x[dia]−1
τ1T Taxa de expansa˜o clonal de linfo´citos T CD8
espec´ıficos no combate a` ce´lulas infectadas
Trypanosoma cruzi
[concentrac¸a˜o]x[dia]−1
τ3 Taxa de produc¸a˜o de Trypanosoma cruzi no
interior de ce´lulas alvo
adimensional
τ5 Taxa de expansa˜o clonal de ce´lulas Ba ativa-
das por LT
[concentrac¸a˜o]x[dia]−1
φH Taxa de ativac¸a˜o de LH [concentrac¸a˜o]x[dia]
−1
φT Taxa de ativac¸a˜o de LT [concentrac¸a˜o]x[dia]
−1
α1 Taxa de infecc¸a˜o por v´ırus HIV em L [concentrac¸a˜o]x[dia]
−1
α2 Taxa de eliminac¸a˜o por linfo´citos T CD8
(L1H) de ce´lulas infectadas
[concentrac¸a˜o]x[dia]−1
α3 Taxa de infecc¸a˜o por Trypanosoma cruzi em
ce´lulas alvo
[concentrac¸a˜o]x[dia]−1
α4 Taxa de eliminac¸a˜o por linfo´citos T CD8
(L1T ) de ce´lulas alvo infectadas por Trypa-
nosoma cruzi
[concentrac¸a˜o]x[dia]−1
γ1 Eficieˆncia do medicamento no combate ao T.
cruzi
[dia]−1
γ2 Eficieˆncia de medicamento anti-retroviral [dia]
−1
n Nu´mero de novas part´ıculas v´ırais gerados
apo´s a morte de uma ce´lula infectada
adimensional
β3 Taxa de ce´lulas B que se tornam ativas apo´s
econtro com linfo´cito T CD4
[concentrac¸a˜o]x[dia]−1
b1 Taxa de eficieˆncia de ce´lulas B no combate
ao Trypanosoma cruzi
[concentrac¸a˜o]x[dia]−1
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4.2 Modelo Simplificado
Nesta sec¸a˜o iremos realizar uma se´rie de simplificac¸o˜es no modelo (3.1)-(3.13).
Tais simplificac¸o˜es teˆm a finalidade de obter resultados mais gerais (soluc¸o˜es anal´ı-
ticas). Imagine trabalhar com um sistema de treze equac¸o˜es. O polinoˆmico carac-
ter´ıstico referente a` matriz jacobiana aplicada em um ponto estaciona´rio teria grau
treze. Seria uma tarefa extremamente complicada e cansativa.
Vamos considerar que Lc e´ a populac¸a˜o total, ou completa, de linfo´citos T CD4
na˜o ativos e que ha´ uma proporc¸a˜o entre populac¸a˜o total e L,LT e LH . Temos:
Lc = L+ LT + LH e LH = qLc, LT = pLc e L = (1− p− q)Lc (4.2.1)
nas quais q e p sa˜o constantes que representam os termos de proporcionalidade entre
as populac¸o˜es. Dessa forma escrevemos:
µ
′
LLc = µLL+ µLHLH + µLTLT no qual µ
′
L = (1− p− q)µL + qµLH + pµLT
(4.2.2)
Observe que o termo µ
′
L e´ obtido ao substituir L, LH e LT (4.2.1) como concentrac¸o˜es
proporcionais de Lc em (4.2.2).
Dessa forma, somando as equac¸o˜es (3.1), (3.2) e (3.3) do modelo completo obte-
mos:
dLc
dt
= kL − µ′LLc − α1(1− p− q)LcH + τHqLcH + τTpLcT. (4.2.3)
De forma ana´loga, consideremos que L1c e´ a populac¸a˜o total de linfo´citos T CD8
L1, L1T e L1H :
L1c = L1 + L1T + L1H e L1 = (1− p′ − q′)L1c, L1H = q′L1c e L1T = p′L1c
(4.2.4)
nos quais q
′
e p
′
sa˜o constantes de proporcionalidade entre as populac¸o˜es. Assim de
(4.2.4):
µ
′
L1L1c = µ1LL1 + µL1HL1H + µL1TL1T no qual µ
′
L1 = (1− p′ − q′)µ1L + q′µL1H + p′µL1T .
Somando as equac¸o˜es (3.4), (3.5) e (3.6), obtemos:
dL1c
dt
= kL1 − µ′L1L1c + τ1Hq
′
L1cH + τ1Tp
′
L1cT. (4.2.5)
Novamente de forma ana´loga para as ce´lulas B, seja Bt a populac¸a˜o total de
ce´lulas B. Temos:
Ba = cBt e B = (1− c)Bt, (4.2.6)
em que c e´ constante de proporcionalidade. Assim:
µ
′
tBt = µaBa + µbB no qual µ
′
t = cµa + (1− c)µb.
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Somando as equac¸o˜es (3.12) e (3.13) obtemos:
dBt
dt
= kb − µ′tBt + τ5cBtqLc. (4.2.7)
As demais equac¸o˜es seguem da mesma forma. O modelo, depois de tais simplifi-
cac¸o˜es, considerando agora (4.2.3), (4.2.5) e (4.2.7) toma a seguinte forma:

dLc
dt
= kL − µ′LLc − α1(1− q − p)LcH + τHqLcH + τTpLcT
dL1c
dt
= kL1 − µ′L1L1c + τ1Hq′L1cH + τ1Tp′L1cT
dI1
dt
= (1− q − p)α1LcH − (µ3 + µ4)I1 − q′α2I1L1c
dC
dt
= kc − µcC − α3CT
dI2
dt
= α3CT − µ1I2 − p′α4I2L1c
dT
dt
= τ3µ5I2 − (γ1 + µ2)T − b1cBtT
dH
dt
= −µ5H + n(µ4 + µ3)I1 − γ2H
dBt
dt
= kb − µ′tBt + τ5cBtqLc.
(4.2.8)
Considerando que o v´ırus HIV se encontra em equil´ıbrio no organismo, ou seja,
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em estado estaciona´rio
dH
dt
= 0, enta˜o H =
n(µ3 + µ4)I1
µ5 + γ2
, e tem-se:
dLc
dt
= kL − µ′LLc − (1− p− q)α1
n(µ3 + µ4)
µ5 + γ2
LcI1 + qτH
n(µ3 + µ4)
µ1 + γ2
LcI1 + τTpLcT
dL1c
dt
= kL1 − µ′L1L1c + q′τ1H
n(µ3 + µ4)
µ5 + γ2
L1cI1 + τ1Tp
′
L1cT
dI1
dt
= (1− p− q)α1n(µ3 + µ4)
µ5 + γ2
LcI1 − (µ3 + µ4)I1 − q′α2I1L1c
dC
dt
= kc − µcC − α3CT
dI2
dt
= α3CT − µ1I2 − p′α4I2L1c
dT
dt
= τ3µ1I2 − (γ1 + µ2)T − b1cBtT
dBt
dt
= kb − µ′tBt + τ5cBtqLc.
(4.2.9)
O sistema de equac¸o˜es (4.2.9) descreve o sistema imunolo´gico respondendo a`s
infecc¸o˜es por Tripanossoma cruzi e v´ırus HIV. Na auseˆncia de ambas as infecc¸o˜es,
tem-se p = q = p
′
= q
′
= c = 0.
O sistema (4.2.9) envolve imunidades humoral e celular. Estuda-se a ac¸a˜o isolada
de cada uma delas.
4.2.1 Modelo da Imunidade Humoral
Antes do sistema imunolo´gico sucumbir devida a ac¸a˜o do v´ırus HIV, na˜o ha´ T.
cruzi circulante, ou seja, o protozoa´rio se encontra apenas no interior de ce´lulas alvo,
na sua forma amastigota, a espera de enfraquecimento do sistema imunolo´gico para
se reativar.
A Imunidade Humoral e´ caracterizada por uma resposta do sistema imunolo´gico
no meio extracelular, mediada por linfo´citos B. Assim vamos supor que ha´ T. cruzi
circulante, na sua forma denominada tripomastigota, pore´m a concentrac¸a˜o de ce´lulas
infectadas por T. cruzi e´ constante.
A proposta enta˜o deste modelo e´ analisar a resposta do sistema imunolo´gico na fase
da imunidade humoral. A resposta dos linfo´citos B esta´ muito acima da resposta
dos linfo´citos T CD8. Segue que, em tese, o sistema imunolo´gico conta apenas com
linfo´citos T CD4 inativos que ativaram os linfo´citos B. Assim p
′
= q
′
= 0, ou seja,
os linfo´citos T CD8 espec´ıficos na˜o foram ativados.
Como a concentrac¸a˜o de ce´lulas infectadas por T. cruzi e´ constante
dI2
dt
= 0 implica
que I2 =
α3CT
µ1
. Portanto obtemos o seguinte Modelo da Imunidade Humoral (MIH):
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kL

I1
µ3+µ4
Lc
µ
′
L

  
>>
kb
 
α3CT
Bt
µ
′
t

b1 // T
γ1+µ2

α3 // C
µc

kc
oo
Figura 4.2: Diagrama do Modelo da Imunidade Humoral.
A figura (4.2) descreve a interac¸a˜o entre as populac¸o˜es envolvidas em um esta´gio
da co-infecc¸a˜o, ac¸a˜o da Imunidade Humoral. As setas cheias referem-se a uma “con-
tribuic¸a˜o” da populac¸a˜o na qual a seta sai para populac¸a˜o na qual a seta chega. As
setas pontilhadas referem-se a um “preju´ızo” causado pela populac¸a˜o na qual a sesta
sai na populac¸a˜o na qual a seta chega. As setas onduladas referem-se a reposic¸a˜o da
populac¸a˜o no organismo humano.
A descric¸a˜o feita por (4.2) e´ convertida em equac¸o˜es diferenciais ordina´rias autoˆ-
nomas na˜o lineares:
dLc
dt
= kL − µ′LLc − (1− q − p)α1
n(µ3 + µ4)
µ5 + γ2
LcI1 + qτH
n(µ3 + µ4)
µ5 + γ2
LcI1 + τTpLcT
dI1
dt
= (1− q − p)α1n(µ3 + µ4)
µ5 + γ2
LcI1 − (µ3 + µ4)I1
dC
dt
= kc − µcC − α3CT
dT
dt
= τ3α3CT − (γ1 + µ2)T − b1cBtT
dBt
dt
= kb − µ′tBt + τ5cBtqLc.
A equac¸a˜o de L1c (4.2.5) na˜o esta´ presente no sistema pois foi desacoplada atrave´s
das considerac¸o˜es consideradas.
4.2.2 Modelo da Imunidade Celular
Para analisarmos o sistema da Imunidade Celular, vamos considerar que a res-
posta de atuac¸a˜o de linfo´citos T CD8 e´ muito superior em relac¸a˜o a resposta de
linfo´citos B, ou seja, a resposta celular e´ superior em relac¸a˜o a resposta humoral.
Supondo que a concentrac¸a˜o de Tripanossoma cruzi esteja constante, vamos avaliar
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negligenciar a resposta humoral, logo na˜o sera´ considerada a atuac¸a˜o de linfo´citos B.
A Imunidade Celular e´ medida por linfo´citos citoto´xicos. Seu ataque e´ atrave´s
de citocinas liberadas por linfo´citos T CD8, que ao atingir a ce´lula infetada a mata.
Assim os ataques via Imunidade Celular sa˜o dedicados ao meio intracelular. Dessa
forma vamos considerar c = 0, que indicara´ uma atuac¸a˜o muito forte de linfo´citos T
CD8 e
dT
dt
= 0⇒ T = τ3µ1I2
γ1 + µ2
.
Portanto o segundo submodelo que descreve a dinaˆmica da imunidade celular sera´
denominado Modelo da Imunidade Celular (MIC) e e´ determinado por:
kL

I1
µ3+µ4
  Lc
µ
′
L
!!
==

α3CI2
kL1 // L1c
µ
′
L1

α4 //
α2
OO
I2
µ1

α3 // C
µc

kc
oo
Figura 4.3: Diagrama do Modelo da Imunidade Celular
A figura (4.3) descreve a interac¸a˜o entre as populac¸o˜es envolvidas em um esta´gio
da co-infecc¸a˜o, ac¸a˜o da Imunidade Celular. As setas cheias referem-se a uma “con-
tribuic¸a˜o” da populac¸a˜o na qual a seta sai para populac¸a˜o na qual a seta chega. As
setas pontilhadas referem-se a um “preju´ızo” causado pela populac¸a˜o na qual a sesta
sai na populac¸a˜o na qual a seta chega. As setas onduladas referem-se a reposic¸a˜o da
populac¸a˜o no organismo humano.
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
dLc
dt
= kL − µ′LLc − (1− p− q)α1
n(µ3 + µ4)
µ5 + γ2
LcI1
+ qτH
n(µ3 + µ4)
µ5 + γ2
LcI1 +
τTpτ3µ1
(γ1 + µ2)
LcI2
dL1c
dt
= kL1 − µ′L1L1c + q
′
τ1H
n(µ3 + µ4)
µ5 + γ2
L1cI1 + τ1Tp
′ τ3µ1
(γ1 + µ2)
L1cI2
dI1
dt
= (1− p− q)α1n(µ3 + µ4)
µ5 + γ2
LcI1 − (µ3 + µ4)I1 − q′α2I1L1c
dC
dt
= kc − µcC − α3 τ3µ1
(γ1 + µ2)
CI2
dI2
dt
= α3
τ3µ1
(γ1 + µ2)
CI2 − µ1I2 − p′α4I2L1c.
A equac¸a˜o de Bt (4.2.7) na˜o aparece no sistema pois, devido as considerac¸o˜es
feitas, esta´ desacoplada do sistema.
Cap´ıtulo 5
Ana´lise do MIH: Pontos
estaciona´rios e a estabilidade local
Para facilitar a compreensa˜o da dinaˆmica do Modelo de Imunidade Humoral, e´
apresentada a figura 5.1. Um diagrama de fluxo com cinco compartimentos ja´ citado
explicado no cap´ıtulo anterior.
kL

I1
µ3+µ4
Lc
µ
′
L

  
>>
kb
 
α3CT
Bt
µ
′
t

b1 // T
γ1+µ2

α3 // C
µc

kc
oo
Figura 5.1: Diagrama do Modelo da Imunidade Humoral-MIH. As setas cheias in-
dicam uma contribuic¸a˜o ou queda; as setas pontilhadas indicam um preju´ızo por
infecc¸a˜o ou eliminac¸a˜o; as setas onduladas indicam produc¸a˜o pelo organismo.
A ana´lise de estabilidade local do MIH, e´ realizada atrave´s da linearizac¸a˜o do
sistema de equac¸o˜es diferenciais. Para isso utilizaremos o Teorema de Grobman-
Hartman 1 que diz:
Teorema 1. (Grobman-Hartman) Se x e´ um ponto de equil´ıbrio hiperbo´lico de x
′
=
f(x), enta˜o ha´ uma vizinhanc¸a de x na qual f e´ topologicamente equivalente ao campo
vetorial linear x
′
= Df(x)x [25].
O seguinte enunciado define ponto hiperbo´lico:
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Definic¸a˜o 1. Um ponto de equil´ıbrio x de x
′
= f(x) e´ dito ser hiperbo´lico se todos
autovalores da matriz Jacobiana Df(x) teˆm parte real na˜o nula [25].
Neste trabalho, os pontos estaciona´rios sera˜o denotados por P e a matriz Jaco-
biana, aplicada ao ponto P , J(P ). Logo, P = x e J(P ) = Df(x).
Escrevemos cada equac¸a˜o do sistema de equac¸o˜es diferenciais como uma fun-
c¸a˜o das varia´veis do modelo, para determinar a matriz Jacobiana. Consideremos o
seguinte sistema de equac¸o˜es que correspondem ao modelo 4.2:

dLc
dt
= F1(Lc, I1, C, T,Bt) = kL − µ′LLc − (1− q − p)α1
n(µ3 + µ4)
µ5 + γ2
LcI1 + qτH
n(µ3 + µ4)
µ5 + γ2
LcI1 + τT pLcT
dI1
dt
= F2(Lc, I1, C, T,Bt) = (1− q − p)α1n(µ3 + µ4)
µ5 + γ2
LcI1 − (µ3 + µ4)I1
dC
dt
= F3(Lc, I1, C, T,Bt) = kc − µcC − α3CT
dT
dt
= F4(Lc, I1, C, T,Bt) = τ3α3CT − (γ1 + µ2)T − b1cBtT
dBt
dt
= F5(Lc, I1, C, T,Bt) = kb − µ′tBt + τ5cBtqLc.
(5.0.1)
Devemos determinar uma regia˜o de interesse biolo´gico. Tal regia˜o representada
por um subconjunto do R5 sera´ o ambiente no qual as soluc¸o˜es das equac¸o˜es estara˜o
definidas.
A regia˜o de interesse biolo´gico e´ determinada por:
Ω1 = {(Lc, I1, C, T,Bt) ∈ R5 : Lc > 0, I1 > 0, C > 0, T > 0, Bt > 0}.
Esta regia˜o de interesse biolo´gico e´ positivamente invariante sob o fluxo induzido
pelo sistema (5.0.1), pois analisando os campos vetoriais (tomamos componentes
dois a dois), todos os pontos em Ω1 permanecem em seu interior ou em sua fronteira.
Dessa forma, para todo ponto inicial tomado em Ω1, o fluxo que passa por este ponto
permanece em Ω1.
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Para determinar os pontos estaciona´rios, devemos obter zeros do sistema:
kL − µ′LLc − (1− p− q)α1
n(µ3 + µ4)
µ5 + γ2
LcI1 + qτH
n(µ3 + µ4)
µ5 + γ2
LcI1 + τTpLcT = 0
(1− p− q)α1n(µ3 + µ4)
µ5 + γ2
LcI1 − (µ3 + µ4)I1 = 0
kc − µcC − α3CT = 0
τ3α3CT − (γ1 + µ2)T − b1cBtT = 0
kb − µ′tBt + τ5cBtqLc = 0.
(5.0.2)
5.1 Ponto P0: Auseˆncia de T. cruzi e v´ırus HIV
Se T = 0, teremos C =
kc
µc
. Considerando tambe´m I1 = 0, teremos Lc =
kL
µ
′
L
e, consequentemente, Bt =
kb
µ
′
t − τ5dqLc
. Este ponto de equil´ıbrio tem o seguinte
significado biolo´gico: na˜o ha´ circulac¸a˜o de T. cruzi na sua forma circulante, tripo-
mastigota, e tambe´m na˜o ha´ presenc¸a de ce´lulas infectadas (linfo´citos na˜o ativos T
CD4), por v´ırus HIV. Dessa forma os componentes do ponto estaciona´rio sa˜o:
Lc =
kL
µ
′
L
I1 = 0
C =
kc
µc
T = 0
Bt =
kb
µ
′
t − τ5cqLc
.
(5.1.1)
Como nesta situac¸a˜o na˜o ha´ presenc¸a de T. cruzi circulante, na˜o ocorreu ativac¸a˜o
das ce´lulas B (tambe´m conhecidos como plasmo´citos quando ativados), logo deve-ser
ter q = 0, mas o mesmo sera´ mantido.
Na˜o ha´ sentido biolo´gico em concentrac¸a˜o negativa de ce´lulas, por isso com relac¸a˜o
a` igualdade de Bt, devemos ter:
µ
′
t − τ5cqLc = µ
′
t −
τ5cqkL
µ
′
L
> 0. (5.1.2)
Nosso ponto estaciona´rio e´ determinado por: P0 = (Lc, 0, C, 0, Bt).
Para calcular a matriz jacobiana do sistema (5.0.1), devemos determinar as derivadas
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parciais das func¸o˜es das equac¸o˜es do mesmo:
J =

∂F1
∂Lc
∂F1
∂I1
· · · ∂F1
∂Bt
∂F2
∂Lc
∂F2
∂I1
· · · ∂F2
∂Bt
...
...
. . .
...
∂F5
∂Lc
∂F5
∂I1
· · · ∂F5
∂Bt

A matriz Jacobiana associada ao sistema 5.0.1 e´ determinada por:
J =

J1 J2 0 τTpLc 0
J3 J4 0 0 0
0 0 −µc − α3T −α3C 0
0 0 τ3α3T −b1cBt − (γ1 + µ2) + α3τ3C −b1cT
τ5cqBt 0 0 0 −µ′t + τ5cqLc

,
nos quais:
J1 = −µ′L + τTpT +
I1n(µ3 + µ4)
γ2 + µ5
(−α1(1− p− q) + qτH)
J2 =
n(µ3 + µ4)
γ2 + µ5
(−(1− p− q)α1 + qτH)Lc
J3 =
n(1− p− q)α1(µ3 + µ4)
(µ5 + γ2)
I1
J4 = (µ3 + µ4)
(
α1n(1− p− q)
µ5 + γ2
Lc − 1
)
.
Ao determinar os autovalores da matriz Jacobiana aplicada ao ponto, poderemos
avaliar a estabilidade local dos pontos estaciona´rios. Caso sejam reais, devem ter sinal
negativo para o ponto ser local e assintoticamente esta´veis. Caso sejam complexos,
sua parte real dever ser negativa. Em ambos os casos, o ponto e´ local e assintoti-
camente esta´vel [29]. A matriz Jacobiana aplicado no ponto P0 = (Lc, 0, C, 0, Bt) e´
dada por:
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J(P0) =

−µ′L J1 0 τTp
kL
µ
′
L
0
0 J2 0 0 0
0 0 −µc −α3 kc
µc
0
0 0 0 J2 0
τ5cqkbµ
′
L
µ
′
tµ
′
L − cqτ5kL
0 0 0 J4

,
onde:
J1 = −(1− p− q)α1n(µ3 + µ4)kL
(µ5 + γ2)µ
′
L
+ qτH
n(µ3 + µ4)kL
(µ5 + γ2)µ
′
L
J2 = (µ3 + µ4)
(
(1− p− q)α1nkL
(µ5 + γ2)µ
′
L
− 1
)
J3 = −(γ1 + µ2) + α3τ3kc
µc
− b1ckbµ
′
L
µ
′
tµ
′
L − cqτ5kL
J4 = −µ′t + τ5cq
kL
µ
′
L
.
(5.1.3)
Os autovalores de J(P0) sa˜o determinados calculando as ra´ızes do polinoˆmio carac-
ter´ıstico:
Φ0(x) = det(J(P0)− xI),
em que I representa a matriz identidade de ordem cinco. Temos:
Φ0(x) = (−µc − x)(−µ′L − x)
(−µ′tµ′L + cqτ5kL
µ
′
L
− x
)
Q0(x), (5.1.4)
onde Q0(x) e´ definido por:
Q0(x) =
[
(µ3 + µ4)
(
α1
αth1
− 1
)
− x
] [(
γ1 + µ2 +
b1ckbµ
′
L
µ
′
tµ
′
L − τ5cqkL
)(
α3
αth3
− 1
)
− x
]
.
Os paraˆmetros αth1 e α
th
3 sa˜o dados, respectivamente, por:
αth1 =
µ
′
L(γ2 + µ5)
n(1− p− q)kL (5.1.5)
e
αth3 =
µc
τ3kc
[
γ1 + µ2 +
b1ckbµ
′
L
µ
′
tµ
′
L − τ5cqkL
]
. (5.1.6)
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Em breve daremos uma interpretac¸a˜o biolo´gica para os paraˆmetros (5.1.5) e (5.1.6).
Segue que as ra´ızes de (5.1.4) sa˜o dados por:
x1 = −µc
x2 = −µ′L
x3 = −µ′t +
τ5cqkL
µ
′
L
x4 = (µ3 + µ4)
(
α1
αth1
− 1
)
x5 =
(
γ1 + µ2 +
b1ckbµ
′
L
µ
′
tµ
′
L − τ5cqkL
)(
α3
αth3
− 1
)
.
(5.1.7)
Note que, em (5.1.7), as treˆs primeiras ra´ızes teˆm sinal negativo, lembrando que
x3 < 0 pela equac¸a˜o (5.1.2). Basta avaliar o sinal de x4 e x5. Caso tenham sinal
negativo, o ponto estaciona´rio P0 sera´ local e assintoticamente esta´vel.
Teorema 2. O ponto de equil´ıbrio trivial P0 e´ localmente e assintoticamente esta´vel
se α1 < α
th
1 e α3 < α
th
3 .
Demonstrac¸a˜o. Pelas ra´ızes calculadas do polinoˆmio caracter´ıstico (5.1.4), temos que
x4 e x5 teˆm sinal negativo se:
α1 < α
th
1 e α3 < α
th
3 ,
ou seja, todos autovalores de (5.1.4) teˆm parte real negativa. Portanto P0 e´ local e
assintoticamente esta´vel se α1 < α
th
1 e α3 < α
th
3 . Caso α1 > α
th
1 ou α3 > α
th
3 , o ponto
de equil´ıbrio e´ dito insta´vel.
5.2 Replicabilidade: Rv e Rt
Vamos fazer uma interpretac¸a˜o biolo´gica para (5.1.5) e (5.1.6), para estabelecer
um paralelo com a matema´tica, ja´ que sa˜o quocientes que atribuem qualidade ao
ponto estaciona´rio.
5.2.1 Interpretac¸a˜o biolo´gica de
α1
αth1
Observe que
1
µ
′
L
representa o tempo me´dio de vida de linfo´citos Lc, ja´ que a
dimensa˜o de [µ
′
L] = [dia]
−1. O termo (1 − p − q)kL indica a produc¸a˜o me´dia de
linfo´citos na˜o ativos L. Assim
(1− p− q)kL
µ
′
L
indica a produc¸a˜o me´dia de linfo´citos
L em seu tempo de vida me´dio. Dessa forma temos,
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•
1
γ2 + µ5
representa uma part´ıcula viral durante a vida me´dia do v´ırus;
• α1 representa a infecc¸a˜o de um linfo´cito;
•
(1− p− q)kL
µ
′
L
indica a reposic¸a˜o me´dia de linfo´citos L suscet´ıveis em seu tempo
de vida me´dio;
• n representa o nu´mero de part´ıculas virais que um linfo´cito infectado libera
apo´s morrer.
Portanto:
Rv =
α1
αth1
=
1
γ2 + µ5
× α1 × kL(1− p− q)
µ
′
L
× n (5.2.1)
em que“x”representa a multiplicac¸a˜o das parcelas. Assim, Rv determina o nu´mero de
v´ırus secunda´rios gerados apo´s um linfo´cito T CD4, infectado por um v´ırus, morrer.
Essa infecc¸a˜o ocorre no tempo de vida me´dio do v´ırus e no tempo de vida me´dio do
linfo´cito. Apo´s a morte do linfo´cito T CD4 suscet´ıvel, sa˜o liberadas n part´ıculas virais
no organismo. Este quociente e´ extremamente importante, pois dita o progresso da
infecc¸a˜o pelo v´ırus HIV. Assim quando Rv < 1, as ce´lulas infectadas geram em me´dia
menos de uma ce´lula infectada, o v´ırus tende a` extinc¸a˜o, e o organismo consegue
estabelecer uma resposta eficiente. Caso contra´rio, Rv > 1, a infecc¸a˜o de ce´lulas,
no caso linfo´cito T CD4 inativas, leva o sistema imunolo´gico a se tornar debilitado,
permitindo o v´ırus se estabelecer no organismo.
5.2.2 Interpretac¸a˜o biolo´gica para
α3
αth3
De forma ana´loga a` explicac¸a˜o anterior, temos:
• α3 representa a infecc¸a˜o de uma ce´lula alvo;
•
kc
µc
indica o nu´mero me´dio de ce´lulas alvo;
•
1
γ1 + µ2 +
b1kbcµ
′
L
µ
′
tµ
′
L − τ5cqkL
representa o tempo me´dio de vida do T. cruzi ;
•
b1kbcµ
′
L
µ
′
tµ
′
L − τ5cqkL
representa a ac¸a˜o dos linfo´citos B ativados contra T. cruzi ;
• τ3 representa o nu´mero me´dio de parasitas por uma ce´lula infectada;
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Portanto, obtemos:
Rt =
α3
αth3
=
1
γ1 + µ2 +
b1kbcµ
′
L
µ
′
tµ
′
L − τ5cqkL
× α3 × kc
µc
× τ3.
No sentido biolo´gico, Rt representa o nu´mero de parasitas secunda´rios gerados
apo´s uma ce´lula alvo, infectada por um protozoa´rio, morrer. Essa infecc¸a˜o ocorre no
tempo de vida me´dio do protozoa´rio e no tempo de via me´dio de vida da ce´lula alvo.
Apo´s sua a morte da ce´lula alvo, sa˜o liberados τ3 protozoa´rios secunda´rios.
Sua importaˆncia esta´ ligada diretamente com o progresso da infecc¸a˜o via T. cruzi.
Se Rt < 1, ou seja α3 < α
th
3 , uma parasita gera produz menos que um parasita,
portanto a doenc¸a tende a se extinguir pelo sistema imunolo´gico. Caso Rt > 1, ou
seja α3 > α
th
3 , a infecc¸a˜o se estabelecera´.
Matematicamente segue que se Rv < 1 e Rt < 1 (α1 < α
th
1 e α3 < α
th
3 ), o ponto
estaciona´rio P0 sera´ local e assintoticamente esta´vel. Mas se Rv > 1 ou Rt > 1
(α1 > α
th
1 e α3 > α
th
3 ), o ponto sera´ insta´vel. Observe que estes paraˆmetros, α
th
1 e
αth3 , estabelecem a qualidade do ponto atrator. Por isso sa˜o ditos limiares.
Observe que ambos coeficientes Rv e Rt sa˜o independentes, ou seja, o progresso
de cada infecc¸a˜o e´ independente.
5.3 Ponto P1: Auseˆncia de T. cruzi circulante
Considere o caso no qual T = 0, ou seja, estamos supondo a auseˆncia de T. cruzi na
sua forma circulante (tripomastigota). Levando em considerac¸a˜o, agora, que existem
ce´lulas infectadas por v´ırus HIV, temos I1 6= 0. Consequentemente,
Lc =
µ5 + γ2
α1n(1− p− q) , C =
kc
µc
e Bt =
kb
µ
′
t − τ5cqLc
.
Por fim,
I1 =
[
µ5 + γ2
n(µ3 + µ4)
](
α1
αth1
− 1
)[
1
α1(1− p− q)− qτH
]
.
onde αth1 e´ dado por (5.1.5).
Na˜o faz sentido concentrac¸a˜o negativa de ce´lulas, assim para garantir a existeˆncia
biolo´gica de todos componentes devemos ter I1 > 0:
α1 > α
th
1 e α1 >
qτH
(1− p− q) (5.3.1)
ou
α1 < α
th
1 e α1 <
qτH
(1− p− q) . (5.3.2)
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O termo
q
1− p− q =
LH
Lc
Lc
L
=
LH
L
⇒ qτH
1− p− q =
τHLH
L
representa a taxa de expansa˜o clonal do linfo´cito LH na proporc¸a˜o da populac¸a˜o
total de linfo´citos na˜o ativos L.
Se (5.3.1) e´ considerado, enta˜o biologicamente temos que a infecc¸a˜o pelo v´ırus
HIV e´ superior ao limiar e a` taxa de expansa˜o clonal de linfo´citos T CD4 espec´ıficos
, LH , na ativac¸a˜o de de linfo´citos T CD8 L1H . Se o caso (5.3.2) e´ considerado,
biologicamente teremos que a infecc¸a˜o pelo v´ırus HIV e´ menor que o limiar e a` taxa
de expansa˜o clonal de linfo´citos T CD4 espec´ıficos, LH , na ativac¸a˜o de linfo´citos T
CD8 L1H .
Ale´m de I1, devemos considerar que a concentrac¸a˜o de ce´lulas Bt seja positiva. Dessa
forma, substituindo Lc em Bt:
Bt > 0⇒ α1n(1− p− q)µ′t − τ5cq(µ5 + γ2) > 0⇒ τ5cq(µ5 + γ2)
(α1
α∗
− 1
)
> 0,
onde:
α∗ =
τ5cq(µ5 + γ2)
n(1− p− q)µ′t
. (5.3.3)
Desta forma temos:

Lc =
µ5 + γ2
α1(1− p− q)n
I1 =
(
µ5 + γ2
n(µ3 + µ4)
)(
α1
αth1
− 1
)(
1
α1(1− p− q)− qτH
)
C =
kc
µc
T = 0
Bt =
kb
µ
′
t − τ5cqLc
.
(5.3.4)
Aplicando o ponto P1 = (Lc, I1, C, 0, Bt) a` matriz Jacobiana temos:
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J(P1) =

α1n(1− p− q)kL
γ2 + µ5
J1 0 J2 0
α1(1− p− q)µ′L
α1(1− p− q)− aτH
(
α1
αth1
− 1
)
0 0 0 0
0 0 µc −α3kc
µc
0
0 0 0 J3 0
ckbqτ5
µt − c(γ2 + µ5)qτ5
α1n(1− p− q)
0 0 0 J4

nos quais definimos:
J1 =
(−α1(1− p− q) + qτH
α1(1− p− q)
)
(µ3 + µ4)
J2 =
τTp(γ2 + µ5)
α1n(1− p− q)
J3 =
(
γ1 + µ2 +
α1n(1− p− q)cb1kb
α1nµ
′
t(1− p− q)− τ5c(γ2 + µ5)
)( α3
α∗∗
− 1
)
J4 = − τ5cq(γ2 + µ5)
nα1(1− p− q)
(α1
α∗
− 1
)
.
O polinoˆmio caracter´ıstico e´ calculado atrave´s de:
Φ1 = det(J(P1)− xI).
Assim:
Φ1(x) = (−µc − x)
(
− τ5cq(γ2 + µ5)
nα1(1− p− q)
(α1
α∗
− 1
)
− x
)
F1(x)Q1(x). (5.3.5)
F1 e Q1 sa˜o definidos por:
F1(x) =
(
γ1 + µ2 +
α1n(1− p− q)b1ckb
α1n(1− p− q)µ′t − τ5cq(γ2 + µ5)
)( α3
α∗∗
− 1
)
− x (5.3.6)
em que o paraˆmetro α∗∗ e´ definido por:
α∗∗ =
µc
τ3kc
(
γ1 + µ2 +
α1n(1− p− q)b1ckb
α1n(1− p− q)µ′t − τ5cq(γ2 + µ5)
)
, (5.3.7)
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e
Q1(x) = x
2 +
(
α1kLn(1− p− q)
γ2 + µ5
)
x+ µ
′
L(µ3 + µ4)
(
α1
αth1
− 1
)
. (5.3.8)
Treˆs autovalores, ra´ızes de Φ1, sa˜o determinados por:

x1 = −µc
x2 = − τ5cq(γ2 + µ5)
nα1(1− p− q)
(α1
α∗
− 1
)
x3 =
(
γ1 + µ2 +
α1n(1− p− q)b1ckb
α1n(1− p− q)µ′t − τ5cq(γ2 + µ5)
)( α3
α∗∗
− 1
)
.
sendo x3 raiz do polinoˆmio (5.3.6).
As outras duas ra´ızes sa˜o determinadas pelo polinoˆmio (5.3.8). Pelos crite´rios de
Routh-Hurwitz (vide apeˆndice), para o caso de polinoˆmios de grau dois, devemos
analisar o sinal do termo independente do polinoˆmio (5.3.8). Se todos os termos do
polinoˆmio forem positivos, o polinoˆmio (5.3.8) tera´ ra´ızes com parte real negativa.
Este crite´rio e´ utilizado como ferramenta para analisar a estabilidade local.
Teorema 3. O ponto P1 e´ local e assintoticamente esta´vel se α1 > α
th
1 e α3 < α
∗∗.
Demonstrac¸a˜o. Vamos analisar o sinal das ra´ızes em relac¸a˜o ao polinoˆmio (5.3.8).
Pelos crite´rios de Routh-Hurwitz para polinoˆmios de grau dois, devemos ter o coe-
ficiente do termo linear positivo e o termo independente positivo. O coeficiente do
termo linear e´
α1kLn(1− p− q)
γ2 + µ5
> 0.
O coeficiente independente e´ positivo se α1 > α
th
1 , ou seja, as ra´ızes do polinoˆmio
(5.3.8) teˆm parte real negativa se α1 > α
th
1 .
Como x1 e x2 sa˜o negativos (x2 e´ negativo pois Bt > 0 ⇔ α1 > αth∗), nos resta
analisar o sinal de x3. Antes, vamos fazer relac¸o˜es entre determinados paraˆmetros
para obter mais informac¸o˜es para tornar a ana´lise de estabilidade mais precisa.
Ha´ uma semelhanc¸a entre α∗∗ (5.3.7) e αth3 (5.1.6). Assim, vamos fazer uma
comparac¸a˜o entre os denominadores de uma parte dos paraˆmetros α∗∗ e αth3 dados
por:
b1ckb
µ
′
t −
τ5cq(γ2 + µ5)
α1n(1− p− q)
e
b1ckb
µ
′
t −
τ5cqkL
µ
′
L
,
cqτ5kL
µ
′
L
e
cqτ5(γ2 + µ5)
nα1(1− p− q) .
Temos:
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cqτ5kL
µ
′
L
− τ5cq(γ2 + µ5)
nα1(1− p− q) =
cqτ5(γ2 + µ5)
nα1(1− p− q)
(
α1
αth1
− 1
)
.
Dessa forma, segue que se α1 > α
th
1 :
cqτ5kL
µ
′
L
− τ5cq(γ2 + µ5)
nα1(1− p− q) > 0⇒ µ
′
t −
cqτ5kL
µ
′
L
< µ
′
t −
τ5cq(γ2 + µ5)
nα1(1− p− q)
ale´m disso
b1ckb
µ
′
t −
cqτ5kL
µ
′
L
>
b1ckb
µ
′
t −
cqτ5(γ2 + µ5)
nα1(1− q − p)
, (5.3.9)
ou seja,
α∗∗ =
µc
τ3kc
γ1 + µ2 + b1ckb
µ
′
t −
τ5cq(γ2 + µ5)
α1n(1− p− q)
 < αth3 = µcτ3kc
γ1 + µ2 + b1ckb
µ
′
t −
τ5cqkL
µ
′
L
 .
Portanto pela condic¸a˜o imposta para que a raiz do polinoˆmio (5.3.8) seja negativa
(α1 > α
th
1 ), α
th
3 > α
∗∗:
α1 > α
th
1 ⇒ αth3 > α∗∗. (5.3.10)
Para que todas ra´ızes tenham parte real negativas do polinoˆmio (5.3.8), devemos
ter α1 > α
th
1 , portanto (5.3.9) se confirma. Segue para x3 < 0 devemos ter α3 <
α∗∗ < αth3 . Portanto, se Rv > 1 e Rt < 1, o ponto P1 e´ local e assintoticamente
esta´vel.
5.4 Ponto P2: Auseˆncia de ce´lulas infectadas por
v´ırus HIV
Supondo que na˜o existam ce´lulas infectadas por v´ırus HIV, I1 = 0, mas que a
ac¸a˜o do T. cruzi na sua forma circulante (tripomastigota) persiste, T 6= 0, temos o
ponto de equil´ıbrio dado por:
Lc =
kL
µ
′
L − τTpT
I1 = 0
C =
kc
µc + α3T
Bt =
(µ
′
L − τTpT )kb
µ
′
t(µ
′
L − τTpT )− τ5cqkL
(5.4.1)
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assim o ponto considerado e´ dado por: P2 = (Lc, 0, C, T ,Bt).
Observe que, para que Lc e Bt existam e sejam biologicamente via´veis, devem ter
concentrac¸a˜o positiva, ou seja, Lc > 0 e Bt > 0. Enta˜o devemos considerar:
T ∗ =
µ
′
L
τTp
> T e T ∗∗ =
µ
′
tµ
′
L − τ5cqkL
µ
′
tτTp
> T (T ∗ > T ∗∗). (5.4.2)
E´ claro que T ∗ > 0, pois e´ formado por paraˆmetros positivos. Sabendo que a
concentrac¸a˜o de ce´lulas e´ sempre positiva, temos que:
µ
′
t(µ
′
L − τTpT )− τ5cqkL > 0⇒ T ∗∗ =
µ
′
tµ
′
L − τ5cqkL
µ
′
tτTp
> 0, (5.4.3)
ja´ que T ≥ 0.
Os valores de T sa˜o determinados a partir do polinoˆmio de grau dois, obtido ao
substituir as equac¸o˜es de C e Bt de (5.4.1):
τ3α3C − (γ1 + µ2)− b1cBt = 0.
O polinoˆmio em T e´ dado por:
Q2(T ) = AT
2
+BT + C, (5.4.4)
nos quais:
A = α3τTp(b1ckb + (γ1 + µ2)µ
′
t),
B = −(τTpµc)((γ1 + µ2)µ′t + b1ckb)
(α3
αˆ
− 1
)
− α3(µ′tµ′L − τ5cqkL + b1ckbµ′L)
e
C = ((µ
′
tµ
′
L − τ5cqkL)((γ1 + µ2)µc + b1ckbµcµ′L)
(
α3
αth3
− 1
)
,
(5.4.5)
em que:
αˆ =
µc
τ3kc
(
γ1 + µ2 +
b1ckb
µ
′
t
)
. (5.4.6)
Analisando os sinais dos coeficientes do polinoˆmio (5.4.4), podemos atrave´s da Regra
do Sinal de Descartes (vide apeˆndice) dizer quantas ra´ızes reais positivas o polinoˆmio
possui. Pore´m a complexidade dos coeficientes do polinoˆmio pode tornar esta ana´lise
de sinal complicada. O coeficiente A > 0, pois todos paraˆmetros sa˜o positivos. Os
outros coeficientes, B e C, podem variar seus sinais. Podemos estabelecer condic¸o˜es
para existeˆncia ou na˜o de ra´ızes reais positivas. A tabela 5.1 mostra as possibilidades
de ra´ızes reais positivas:
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Tabela 5.1: Nu´mero poss´ıvel de ra´ızes reais e positivas de Q2(T ) = 0.
Coeficiente Sinal do coeficiente Nu´mero de ra´ızes reais positivas
A +
B + 0
C +
A +
B + 1
C -
A +
B - 1
C -
A +
B - 2 ou 0
C +
Vamos construir um diagrama de bifurcac¸a˜o no qual nos dara´ mais informac¸o˜es
sobre o comportamento de T .
O paraˆmetro que vamos variar em um intervalo fixo sera´ α3, pois na˜o sabemos a
forc¸a de infecc¸a˜o por parte do T. cruzi. Portanto, ao variar este paraˆmetro estuda-
remos o comportamento dinaˆmico do parasita, a fim de descobrir formas eficientes
de combate ao seu ataque.
Tabela 5.2: Paraˆmetros utilizados no diagrama de bifurcaca˜o de Q2(T ) = 0.
τT b1 kb γ1 µ
′
t p µc τ3 c q kL µL τ5 kc
1 0,001 0,2 0,05 0,2 0,16 0,2 1 1 0,16 0,2 0,2 1 0,2
Os valores dos paraˆmetros foram retirados de [26].
A faixa vermelha, entre as faixas azuis, indica T ∗∗ e a faixa preta T ∗. Como T ∗ > T ∗∗,
visto em (5.4.2), nos limitaremos a comparar os valores das ra´ızes com T ∗∗. A
expressa˜o que permite obter o diagrama e´ dada por (5.4.4):
• Se α3 < αth3 , teremos uma raiz T1 negativa e outra raiz T2 > T ∗∗, ou seja, ha´
apenas o ponto de equil´ıbrio trivial P0 = (Lc, 0, C, 0, Bt);
• Se α3 > αth3 , teremos uma raiz 0 < T1 < T ∗∗ e T2 > T ∗∗, ou seja, ha´ um
ponto de equil´ıbrio biologicamente via´vel P3 = (Lc, 0, C, T1, Bt), no qual na˜o
ha´ presenc¸a de ce´lulas infectados por v´ırus HIV, mas ha´ a presenc¸a de T. cruzi
na sua forma circulante (tripomastigota);
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Figura 5.2: Diagrama de bifurcac¸a˜o para ra´ızes deQ2(T ) = 0 em func¸a˜o do paraˆmetro
de infecc¸a˜o α3.
• α3 = αth3 , ponto em que ocorre a bifurcac¸a˜o, T1 = 0 e T2 > T ∗∗, ou seja, temos
o ponto de equil´ıbrio trivial.
A expressa˜o da equac¸a˜o do diagrama de bifurcac¸a˜o e´ dada por um polinoˆmio de
grau dois (5.4.4). O coeficiente do termo de maior grau e´ sempre positivo, pois todos
paraˆmetros sa˜o positivos, logo o polinoˆmio sempre tem concavidade para cima. Como
T ∗∗ > 0 e Q2(T ∗∗) < 0, segue que T ∗∗ esta´ entre as ra´ızes do polinoˆmio (5.4.4). A
raiz que esta´ acima de T ∗∗ e´ insta´vel e isto sera´ provado utilizando os crite´rios de
Routh-Hurwitz no polinoˆmio caracter´ıstico mais adiante.
Pois
Q2(T ∗∗) = −α3b1ckb
(
τ5cqkL
µ
′
t
)
+ τTpµcb1ckb − τTpµcb1ckb
1− τ5cqkL
µ
′
Lµ
′
t
< 0,
de (5.4.2).
Aplicando o ponto P2 a matriz Jacobiana, obtemos:
J(P2) =

−µ′L + τTpT J1 0
kLpτT
µ
′
L + τTpT
0
0 J2 0 0 0
0 0 −µc − α3T − α3kc
µc + α3T
0
0 0 α3τ3T J3 −b1cT
J4 0 0 0 −µ′t +
cqkLτ5
µ
′
L − pτTT

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nos quais:
J1 =
kLn(µ3 + µ4)(−α1(1− p− q) + qτH)
(γ5 + µ5)(µ
′
L − τTpT )
J2 = (µ3 + µ4)
[
α1n(1− p− q)kL
(γ2 + µ5)(µ
′
L − τTpT )
− 1
]
J3 = −γ1 − µ2 + α3kcτ3
µc + α3T
− cb1kb(µL − τTpT )
µ
′
t(µ
′
L − pτTT )− cqkLτ5
J4 =
cqkbτ5(µ
′
L − pτTT )
µ
′
t(µ
′
L − pτTT )− cqkLτ5
.
(5.4.7)
O polinoˆmio caracter´ıstico e´ determinado por:
Φ2(x) =
[
(µ3 + µ4)
(
α1n(1− p− q)kL
(γ2 + µ5)(µ
′
L − τTpT )
− 1
)
− x
]
Q3(x), (5.4.8)
no qual Q3(x) e´ um polinoˆmio de quarto grau determinado por:
Q3(x) = x
4 + A1x
3 + A2x
2 + A3x+ A4. (5.4.9)
Os coeficientes de (5.4.9) acima sa˜o definidos por:
A1 = µ
′
L − τTpT +
µ
′
t(µ
′
L − τTpT )− τ5cqkL
(µ
′
L − τTpT )
+ µc + α3T ,
A2 = (µ
′
t(µ
′
L − τTpT )− cqkLτ5)
(
µc + α3T
µ
′
L − τTpT
+ 1
)
+ (µc + α3T )(µ
′
L − τTpT ) +
α23τ3kcT
µc + α3T
,
A3 =
cb1kbτTpcqτ5T
µ
′
t(µ
′
L − τTpT )− τ5cqkL
+ (µc + α3T )(µ
′
t(µ
′
L − τTpT )− τ5cqkL)+
+
(
α23τ3kcT
µc + α3T
)(
µ
′
t(µ
′
L − τTpT )− cqkLτ5
µ
′
L − τTpT
+ µ
′
L − τTpT
)
e
A4 =
(
α23τ3kcT
µc + α3T
)
(µ
′
t(µ
′
L − τTpT )− cqkLτ5) +
(µc + α3T )(cb1kbτTpcqτ5T )
µ
′
t(µ
′
L − τTpT )− τ5cqkL
.
Uma das ra´ızes do polinoˆmio caracter´ıstico e´ dada por:
x1 = (µ3 + µ4)
(
α1n(1− p− q)kL
(γ2 + µ5)(µ
′
L − τTpT )
− 1
)
. (5.4.10)
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Alguns resultados sa˜o tratados como teoremas pois, e´ poss´ıvel realizar uma de-
monstrac¸a˜o anal´ıtica das hipo´teses. Entretanto, em determinados casos, sera´ ne-
cessa´rio realizar simulac¸o˜es nume´ricas e, dessa forma, fixaremos um conjunto de
paraˆmetros para tais simulac¸o˜es. Tais resultados sa˜o tratados como conjecturas.
Conjectura 1. O ponto P2 e´ local e assintoticamente esta´vel se α1 < α
th
1 e α3 > α
th
3 .
Demonstrac¸a˜o. Para que o sinal de x1 seja negativo devemos ter:
α1n(1− p− q)kL
(γ2 + µ5)(µ
′
L − τTpT )
< 1.
Mas de (5.1.5) temos:
α1n(1− p− q)kL
(γ2 + µ5)(µ
′
L − τTpT )
=
α1n(1− p− q)kL
(γ2 + µ5)µ
′
L − (γ2 + µ5)τTpT
>
α1n(1− p− q)kL
(γ2 + µ5)µ
′
L
=
α1
αth1
,
ja´ que µ
′
L − τTpT > 0, de (5.4.2).
Dessa forma, para x1 < 0 devemos ter:
1 >
α1n(1− p− q)kL
(γ2 + µ5)(µ
′
L − τTpT )
>
α1
αth1
(5.4.11)
logo,
αth1 > α1 ⇔ Rv < 1. (5.4.12)
Devido a` complexidade do polinoˆmio (5.4.8), vamos verificar apenas o primeiro item
do crite´rio de Routh-Hurwitz analiticamente. Os demais item sera˜o verificados nu-
mericamente, calculando as ra´ızes de (5.4.8).
Os item do Crite´rio de Routh-Hurwitz [27] para o polinoˆmio de grau quatro sa˜o os
seguintes:
1. Ai > 0, para i = 1, ..., 4;
2. A1A2 > A3;
3. A1A2A3 > A
2
3 + A
2
1A4;
Caso Ai > 0, para i = 1, ..., 4.
Usando as condic¸o˜es dadas em (5.4.2), e´ poss´ıvel verificar que Ai > 0, para
i = 1, ..., 4, assim o primeiro item do crite´rio esta´ provado.
Os demais itens (2 e 3) na˜o sera˜o demonstradas analiticamente devido a sua com-
plexidade. Dessa forma, vamos calcular as ra´ızes de (5.4.8) computacionalmente, para
mostrar quais as condic¸o˜es necessa´rias de estabilidade local.
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Estamos considerando α3 > α
th
3 , condic¸a˜o obtida do diagrama de bifurcac¸a˜o (fi-
gura 5.4), para que tenhamos condic¸o˜es de viabilidade biolo´gica. Entretanto, na˜o
podemos garantir que a condic¸a˜o dada por (5.4) e´ suficiente para assegurar a estabi-
lidade local do ponto P2.
Resultados nume´ricos
Para realizar os teste nume´ricos, utilizaremos de paraˆmetros fixados apresen-
tados na tabela 5.4. Tais paraˆmetros foram retirados da literatura espec´ıfica da a´rea.
Certos paraˆmetros, como eficieˆncia das ce´lulas B (b1), taxa de clonagem de linfo´cito
T CD4 espec´ıficos para atuar contra ce´lulas infectadas por T. cruzi (τ1), eficieˆncia
do medicamento no combate ao T. cruzi (γ1), eficieˆncia do coquetel anti-HIV (γ2)
e taxa de clonagem de ce´lulas B ativas ao encontrar linfo´cito T CD4 (τ5) exigem
um cuidado especial. No´s os fixaremos, sendo seus valores retirados da literatura
espec´ıfica ou uma estimac¸a˜o coerente com a homeostasia do corpo humano.
Tabela 5.3: Paraˆmetros usados no teste nume´rico para determinar os sinais das ra´ızes
do polinoˆmio Φ2 (5.4.8). Paraˆmetros de [26][28]
τT b1 kb γ1 µt p µc τ3 c
1 0,001 0,2 0,05 0,2 0,16 0,2 1 1
q kL µ
′
L τ5 kc µ2 γ2 µ5 n
0,16 0,2 0,2 1 0,2 0,2 0,01 0,3 1
Vamos mostrar por uma representac¸a˜o gra´fica o comportamento das ra´ızes do
polinoˆmio (5.4.9) em func¸a˜o do paraˆmetro α3. Fixaremos o paraˆmetro α1 = 1 ja´ que
αth1 = 1, 9375 (Rv < 1). O paraˆmetro α
th
3 = 0, 3 foi fixado. Os valores de T sofrem
variac¸o˜es tambe´m, mas como mostrado em (5.2), a raiz que nos interessa deve ser
positiva e estar abaixo de T ∗.
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Figura 5.3: Gra´fico do comportamento das ra´ızes de Q3 em func¸a˜o do paraˆmetro α3.
As curvas se sobrepo˜em pois as ra´ızes do polinoˆmio (5.4.9) sa˜o complexos conju-
gados.
Portanto, atrave´s das simulac¸o˜es nume´ricas, podemos concluir que a estabilidade
local do ponto P2 e´ assegurada se α1 < α
th
1 e α3 > α
th
3 , equivalentemente se Rv < 1
e Rt > 1.
Como dito anteriormente, a raiz que esta´ acima de T ∗∗ e´ insta´vel. Para verificar
isso utilizamos os crite´rios de Routh-Hurwitz. Temos, tomando T ∗∗ = T :
T2 = T > T ∗∗ =
µ
′
tµ
′
L − τ5cqkL
µ
′
tτTp
⇒ µ′L − τTpT2 <
τ5cqkL
µ
′
t
,
e infringimos uma das condic¸o˜es do crite´rio de Routh-Hurwitz, o de positividade dos
paraˆmetros:
A4 =
(
α23τ3kcT
µc + α3T
)
(µ
′
t(µ
′
L − τTpT )− cqkLτ5) +
(µc + α3T )(b1kbτTpcqτ5T )
µ
′
t(µ
′
L − τTpT )− τ5cqkL
< 0,
pois
µ
′
t(µ
′
L − τTpT2)− cqkLτ5 < 0.
Portanto ra´ızes acima de T ∗∗ sa˜o insta´veis.
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5.5 Ponto P3: Coexisteˆncia de ce´lulas infectadas
por v´ırus HIV e T. cruzi
Neste caso teremos a coexisteˆncia de todos os componentes do modelo, ou seja, ha´
presenc¸a de ce´lulas infectadas por v´ırus HIV e T. cruzi na sua forma circulante.
Dessa forma por (5.0.2):

Lc =
µ5 + γ2
α1n(1− p− q)
I1 =
(
µ5 + γ2
n(µ3 + µ4)
)[
1
α1(1− p− q)− qτH
](
µ
′
L
(
α1
αth1
− 1
)
+ τTpT
)
C =
kc
µc + α3T
T =
µc
α3
( α3
α∗∗
− 1
)
Bt =
α1n(1− p− q)kb
α1n(1− p− q)µ′t − τ5cq(µ5 + γ2)
.
(5.5.1)
Lembrando que α∗∗ e´ dado pela equac¸a˜o (5.3.7). O ponto de equil´ıbrio a ser analisado
e´ P3 = (Lc, L1c, I1, C, I2).
Como na˜o faz sentido tratar de concentrac¸a˜o negativa de ce´lulas, devemos consi-
derar:
Bt ≥ 0⇒ α1 > τ5cq(γ2 + µ5)
(1− p− q)nµ′t
= α∗ e T ≥ 0⇒ α3 > α∗∗, (5.5.2)
em que α∗∗ e´ definido por (5.3.7).
Vamos fazer uma comparac¸a˜o entre αth1 (5.1.5) e α
∗ (5.3.3), de forma ana´loga a` (5.3.9)
feita na sec¸a˜o 4.1.1:
µ
′
L(γ2 + µ5)
n(1− p− q)kL −
τ5cq(γ2 + µ5)
n(1− p− q)µ′t =
(γ2 + µ5)
µ
′
t(1− p− q)nkL
(
µ
′
Lµ
′
t − τ5cqkL
)
> 0,
(5.5.3)
por (5.1.6). Portanto αth1 > α
∗.
Assim por (5.5.3) temos:
α1
α∗
>
α1
αth1
.
Para assegurar a concentrac¸a˜o positiva de ce´lulas I1 devemos considerar:
α1 >
qτH
(1− p− q) e µ
′
L
(
α1
αth1
− 1
)
+ pτTT > 0 (5.5.4)
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ou
α1 <
qτH
(1− p− q) e µ
′
L
(
α1
αth1
− 1
)
+ pτTT < 0. (5.5.5)
Para estabelecermos condic¸o˜es de estabilidade local para o ponto na˜o-trivial, vamos
determinar o polinoˆmio caracter´ıstico associado a` matriz jacobiana aplicada ao ponto
P3:
J(P3) =

J1
(µ3 + µ4)(−(1− p− q)α1 + qτH)
(1− p− q)α1 0 J2 0
J3 0 0 0 0
0 0 −µc − α3T J4 0
0 0 α3τ3T 0 −b1cT
J5 0 0 0 J6

nos quais:
J1 = −µ′L + pτTT −
(
µ
′
L
(
α1
αth1
− 1
)
+ pτTT
)
J2 =
(γ2 + µ5)pτT
n(1− p− q)α1
J3 =
(1− p− q)α1
(1− p− q)α1 − qτH
(
µ
′
L
(
α1
αth1
− 1
)
+ pτTT
)
J4 = − α3kc
µc + α3T
J5 =
cqτ5(1− p− q)nα1kb
(1− p− q)nα1µ′t − cqτ5(γ2 + µ5)
J6 = − τ5cq(γ2 + µ5)
n(1− p− q)α1
(α1
α∗
− 1
)
.
Temos o seguinte polinoˆmio caracter´ıstico:
Φ3(x) = x
5 +A1x
4 +A2x
3 +A3x
2 +A5x+A8 (5.5.6)
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nos quais os coeficientes sa˜o definidos por:
A1 =
[
α1n(1− p− q)kL
γ2 + µ5
+ µc + α3T +
τ5cq(γ2 + µ5)
n(1− p− q)α1
(α1
α∗
− 1
)]
,
A2 =
(
τ5cq(γ2 + µ5)
n(1− p− q)α1
)(α1
α∗
− 1
)(α1n(1− p− q)kL
γ2 + µ5
+ µc + α3T
)
+
+
(
α23τ3kcT
µc + α3T
)
+ (µc + α3T )
(
α1n(1− p− q)kL
γ2 + µ5
)
+ (µ3 + µ4)
(
µ
′
L
(
α1
αth1
− 1
)
+ τT pT
)
A3 = (µ3 + µ4)(µc + α3T )
(
µ
′
L
(
α1
αth1
− 1
)
+ τT pT
)
+
(
α23τ3kcT
µc + α3T
)
+
(
α1n(1− p− q)kL
γ2 + µ5
)
+
+
(
τ5cq(γ2 + µ5)
n(1− p− q)α1
)(α1
α∗
− 1
)
A4 +
b1ckbpτT (γ2 + µ5)T
α1(1− p− q)nµ′t − cqτ5(µ5 + γ2)
,
A4 =
[
α23τ3kcT
µc + α3T
+ (µc + α3T )
(
α1n(1− p− q)kL
γ2 + µ5
)
+ (µ3 + µ4)
(
µ
′
L
(
α1
αth1
− 1
)
+ τT pT
)]
,
A5 = A6 +
(
α23τ3kcT
µc + α3T
)
(µ3 + µ4)
(
µ
′
L
(
α1
αth1
− 1
)
+ pτTT
)
+
b1kbpτT (µc + α3T )(γ2 + µ5)T
α1nµ
′
t − cτ5(µ5 + γ2)
,
A6 =
(
τ5cq(γ2 + µ5)
n(1− p− q)α1
)(α1
α∗
− 1
)
A7,
A7 =
[
(µ3 + µ4)(µc + α3T )
(
µ
′
L
(
α1
αth1
− 1
)
+ pτTT
)(
α23τ3kcT
µc + α3T
)(
α1nqkL
γ2 + µ5
)]
e
A8 =
[
τ5cq(γ2 + µ5)
n(1− p− q)α1
(α1
α∗
− 1
)]( α23τ3kcT
µc + α3T
)
(µ3 + µ4)
[
µ
′
L
(
α1
αth1
− 1
)
+ pτTT
]
.
Considere a igualdade:
α23τ3kcT
µc + α3T
= µc
(
γ1 + µ2 +
α1n(1− p− q)b1dkb
α1n(1− p− q)µ′t − τ5cq(γ2 + µ5)
)( α3
α∗∗
− 1
)
.
A ana´lise do polinoˆmio, quanto aos sinais das ra´ızes, e´ tarefa muito complexa. Dessa
forma, vamos fazer uma ana´lise computacional e constatar as condic¸o˜es de estabilidade.
Os crite´rios de Routh-Hurwitz para o polinoˆmios de quinto grau sa˜o os seguintes:
1. Ai > 0, para i = 1, ..., 5;
2. A1A2 > A3;
3. A1A2 −A3 > (A5 −A4A1)
2
(A4A3 −A5A2) tal que A3A4 > A2A5;
4. se A5 < A1A4 ⇒ A1A2 −A3 > (A4A1 −A5)A1
A3
.
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Caso os coeficientes do polinoˆmio (5.5.6) satisfac¸am todos os itens do crite´rios, podemos
garantir que suas ra´ızes sa˜o negativas, caso reais, ou teˆm parte real negativa se complexas.
A verificac¸a˜o anal´ıtica dos itens do crite´rios e´ extremamente complexa, mas podemos extrair
algumas informac¸o˜es a` respeito da positividade dos coeficientesAi. As demais condic¸o˜es que
garantem a estabilidade local do ponto na˜o-trivial sera˜o realizadas utilizando a ferramenta
computacional. Sera´ feito o ca´lculo das ra´ızes do polinoˆmio (5.5.6) juntamente com as
relac¸o˜es de α1, α
th
1 , α3 e α
th
3 .
Vamos verificar a positividade dos coeficientes do polinoˆmio 5.5.6.
Ai > 0
O coeficiente A1 > 0 do polinoˆmio (5.5.6), e´ positivo pois, estamos considerando (5.5.2).
Os demais coeficientes podem variar o sinal devida um termo em especial:
µ
′
L
(
α1
αth1
− 1
)
+ pτTT . (5.5.7)
Mas observe que o u´ltimo coeficiente do polinoˆmio (5.5.6), A5, so´ e´ positivo se,
µ
′
L
(
α1
αth1
− 1
)
+ pτTT > 0. (5.5.8)
Dessa forma a condic¸a˜o (5.5.5) e´ descartada.
Manipulando (5.5.7) e substituindo T , obtemos:
α1 > α
th
1 +
(γ2 + µ5)µcpτT
n(1− p− q)kL
(
1
α3
− 1
α∗∗
)
. (5.5.9)
Note que:
αth1 > α
th
1 +
(γ2 + µ5)µcpτT
n(1− p− q)kL
(
1
α3
− 1
α∗∗
)
,
ja´ que,
α3 > α
∗∗ ⇒ 1
α3
<
1
α∗∗
que segue de (5.5.2).
Estas informac¸o˜es sa˜o insuficientes para determinar as condic¸o˜es de estabilidade local
de P3, entretanto sabemos um valor mı´nimo para α1.
Conjectura 2. O ponto P3 e´ local e assintoticamente esta´vel se α1 > α
th
1 e α3 > α
th
3 .
Demonstrac¸a˜o. Vamos utilizar a simulac¸a˜o nume´rica para determinar as condic¸o˜es de es-
tabilidade.
Os valores dos paraˆmetros se encontram na seguinte tabela:
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Tabela 5.4: Valores dos paraˆmetros para teste nume´rico. Paraˆmetros de [26][28].
µc µ2 µ3 µ4 µ5 µ
′
L µ
′
t kL kc kb γ1
0,2 0,2 0,2 0,1 0,3 0,2 0,2 0,2 0,2 0,2 0,05
γ2 τH τT τ3 τ5 1-p-q q n b1 c p
0,01 1 1 1 1 0,68 0,16 1 0,001 1 0,164
Apresentaremos na tabela 5.5 os valores dos autovalores, ou ra´ızes de (5.5.6) para
mostrar quais condic¸o˜es sa˜o necessa´rias para se ter a estabilidade local. Lembrando que
α1 > α
∗, α3 > α∗∗, αth1 = 0, 516, αth3 = 0, 3 e α∗ = 0, 413:
Tabela 5.5: Ra´ızes do polinoˆmio caracter´ıstico 5.5.6.
α1 = 0, 42 α3 = 0, 2 α
∗∗ = 0, 88
x1 x2 x3 x4 x5
0,6855 -0,4541+0,4327i 0,02 -0,4541-0,4327i -0,0083
α1 = 0, 46 α3 = 0, 24 α
∗∗ = 0, 34
x1 x2 x3 x4 x5
0,2355 -0,2596+0,1113i -0,0659 -0,2596-0,1113i 0,0134
α1 = 0, 51 α3 = 0, 29 α
∗∗ = 0, 3037
x1 x2 x3 x4 x5
-0,0738 -0,2038+0,0152i 0,0519 -0,2038-0,0152i 0,0026
α1 = 0, 52 α3 = 0, 3 α
∗∗ = 0, 2987
x1 x2 x3 x4 x5
-0,0263 -0,1995+0,0015i -0,0175 -0,1995+0,0015i -0,0004
Observe que o valor de α∗∗ cai a medida que α1 cresce.
Na sessa˜o anterior, analisamos a relac¸a˜o entre dois paraˆmetros: α∗∗ e αth3 . Em (5.3.9)
ficou determinado que se α1 > α
th
1 ⇒ αth3 > α∗∗. A condic¸a˜o para termos a estabilidade
local do ponto P3 garantida e´: Rv > 1 (α1 > α
th
1 ) e Rt > 1 (α3 > α
th
3 ).
A` medida que α1 cresce por valores menores que α
th
1 , α
∗∗ decresce por valores maiores
que αth3 (5.3.9). Quando α1 = α
th
1 ⇒ αth3 = α∗∗.
Assim, quando α1 > α
th
1 e os valores de α3 crescem para valores maiores que α
th
3 , α3 >
αth3 > α
∗∗.
Biologicamente faz todo sentido, pois a produc¸a˜o de T. cruzi e´ intensificada quando o
sistema imune sucumbe, ou seja, Rv > 1. Segue que Rt > 1 e temos a presenc¸a de T. cruzi
circulante. Portanto, devemos ter primeiro a produc¸a˜o de ce´lulas infectadas por v´ırus HIV e
posteriormente T. cruzi circulante, ou melhor, a reativac¸a˜o parasita´ria. Matematicamente,
teremos a estabilidade local de P3 se α1 > α
th
1 primeiro que α3 > α
th
3 .
Pensando no quadro cl´ınico do paciente, este ponto representa exatamente a fase em
que ocorre a reativac¸a˜o parasita´ria.
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5.6 Discusso˜es
Faremos uma comparac¸a˜o dos pontos de equil´ıbrio em relac¸a˜o aos aspectos qualitativos.
A ana´lise feita dos quatro pontos estaciona´rios, mostraram que os limiares αth1 e α
th
3
sa˜o paraˆmetros que, dependendo dos valores tomados por α1 e α3, mudam a estabilidade
local de cada ponto de equil´ıbrio.
Faremos considerac¸o˜es aos limiares de forma particular, para comparar os limiares αth1
e αth3 com os paraˆmetros α
∗∗ (equac¸a˜o (5.3.7)), e α∗ (equac¸a˜o (5.3.3)).
O ponto trivial, P0, define o esta´gio cl´ınico em que na˜o ha´ nenhuma infecc¸a˜o. Dessa
forma os linfo´citos B, linfo´citos LH e linfo´citos LT na˜o foram ativados, logo os termos de
proporc¸a˜o descritos em (4.2.1) sa˜o nulos, p = q = c = 0. Segue, enta˜o, que os limiares sa˜o:
αth1 =
µ
′
L(γ2 + µ5)
nkL
e αth3 =
µc(γ1 + µ2)
τ3kc
.
O fato do sistema na˜o estar ativado contra agentes patogeˆnicos torna os limiares menores,
assim mais fa´cil uma infecc¸a˜o se estabelecer.
No estudo do ponto P1 obtemos α
∗∗, equac¸a˜o (5.3.7), que tem uma relac¸a˜o intr´ınseca
com α1. Neste caso, auseˆncia de protozoa´rio circulante, T = 0, na˜o ativou linfo´citos B
que, atrave´s de anticorpos, matam o protozoa´rio. Dessa forma o termo de proporc¸a˜o de
linfo´citos Ba, igualdade (4.2.6), e´ nulo, c = 0⇒ Ba = 0 e B = Bt. Ale´m disso, p = 0 pois
na˜o ocorre a ativac¸a˜o dos linfo´citos LT . Seguem que:
αth1 =
µ
′
L(γ2 + µ5)
nkL(1− q) e α
∗∗ = αth3 =
µc
τ3kc
(γ1 + µ2) .
Observe que neste caso, quando c = 0, αth3 e´ menor justamente pelo sistema imunolo´gico
humoral na˜o ter sido ativado, ale´m disso e´ mais fa´cil a infecc¸a˜o progredir, ou seja, α3
superar αth3 .
O ponto P2 aborda a situac¸a˜o de auseˆncia de ce´lulas infectadas por v´ırus e presenc¸a
de protozoa´rio. Segue dessa forma que na˜o ocorreu a ativac¸a˜o de linfo´citos LH , portanto
a proporc¸a˜o de LH e´ nula, q = 0. Os limiares ficam da seguinte forma:
αth1 =
µ
′
L(γ2 + µ5)
nkL(1− p) e α
th
3 =
µc
τ3kc
[
γ1 + µ2 +
b1ckb
µ
′
t
]
.
O u´ltimo ponto estaciona´rio mostra a co-existeˆncia de ce´lulas infectadas por v´ırus e a
presenc¸a de protozoa´rio circulante. Supondo enta˜o que o sistema imunolo´gico ativou as
principais ce´lulas de defesa Ba, LH e LT , temos q 6= 0, p 6= 0 e c 6= 0. Portanto:
αth1 =
µ
′
L(γ2 + µ5)
nkL(1− p− q) e α
th
3 =
µc
τ3kc
[
γ1 + µ2 +
b1ckbµ
′
L
µ
′
Lµ
′
t − τ5cqkL
]
.
As diferenc¸as entre os pontos estaciona´rios do modelo MIH sa˜o evidenciadas nas ativa-
c¸o˜es das ce´lulas de defesa. Portanto o sistema imunolo´gico estara´ totalmente ativado para
estabelecer uma resposta a co-infecc¸a˜o quando ocorrer a reativac¸a˜o parasita´ria pela ac¸a˜o
do v´ırus.
No contexto biolo´gico sabemos que a ac¸a˜o do v´ırus HIV, infectando ce´lulas linfo´citos
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T CD4, favorece a reativac¸a˜o de T. cruzi. Dessa forma e´ razoa´vel esperar que a reativac¸a˜o
parasita´ria se inicia antes de α3 superar o limiar α
th
3 . De forma ana´loga o T. cruzi pode
favorecer a infecc¸a˜o viral.
Vamos construir um gra´fico que mostre de forma qualitativa e quantitativa o compor-
tamento do MIH em torno dos pontos estaciona´rios. Utilizaremos a tabela 5.6:
Tabela 5.6: Valores dos paraˆmetros para gra´fico para ana´lise qualitativa e quantita-
tiva de MIH.
µc µ2 µ3 µ4 µ5 µ
′
L µ
′
t kL kc kb γ1
0,2 0,2 0,2 0,1 0,3 0,2 0,2 0,2 0,2 0,2 0,05
γ2 τH τT τ3 τ5 1-p-q q n b1 c p
0,01 1 1 1 1 0,68 0,16 1 0,001 0,4 0,16
0 0,5 0,6 0,7 0,8
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Figura 5.4: Comportamento qualitativo e quantitativo dos pontos estaciona´rios-MIH.
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Figura 5.5: Regia˜o ampliada com os valores obtidos das simulac¸o˜es do modelo MIH.
Desenhamos as figuras 5.4 e 5.5, com as informac¸o˜es obtidas no estudo anal´ıticos dos
pontos estaciona´rios. Um fato interessante e´ destacado no ponto P2, que definimos o paraˆ-
metro α∗∗, equac¸a˜o (5.3.7). Este paraˆmetro varia em func¸a˜o de α1 e isso traz implicac¸o˜es
no comportamento qualitativo dos pontos estaciona´rios. Atrave´s da simulac¸o˜es nume´-
ricas constatamos que a curva formada por α∗∗, considerando sua dependeˆncia com α1,
descreve uma regia˜o de atrac¸a˜o para o ponto P3. Lembrando que:
α∗∗ =
µc
τ3kc
γ1 + µ2 + b1ckb
µ
′
t −
τ5cq(γ2 + µ5)
α1n(1− p− q)
 .
O gra´fico 5.6 esta´ fora de escala para melhor ilustrar a situac¸a˜o que obtemos:
0
Taxa de infecção por vírus (α1)
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 d
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 p
or
 p
ro
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io 
(α 3
)
 
 
α* α1
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Figura 5.6: Comportamento qualitativo segundo dos limiares, gra´fico fora de escala.
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Segue que, tomando α1 > α
th
1 e α3 > α
∗∗ > αth3 , independentemente do ponto inicial
dado, o ponto P3 e´ atrator. Para valores em que α1 > α
th
1 , P3 e´ atrator se α3 > α
∗∗ (nesta
regia˜o αth3 > α
∗∗).
Tomando α3 > α
∗∗ e αth1 > α1 temos um comportamento diferente. Neste caso o ponto
P3 e´ atrator se α1 e´ maior que os pontos simulados, ou seja, pontos do segmento vermelho.
A curva de α∗∗ possui duas ass´ıntotas, uma vertical e outra horizontal. Temos:
α1 →∞⇒ α∗∗ → µc
τ3kc
[
γ1 + µ2 +
b1ckb
µt
]
,
uma ass´ıntota horizontal.
Podemos reescrever α∗∗ da seguinte forma:
α∗∗ =
µc
τ3kc
[
γ1 + µ2 +
α1b1ckb
µt(α1 − α∗)
]
,
ja´ que,
α∗ =
τ5cq(µ5 + γ2)
nµt(1− p− q) ,
assim em α∗, α∗∗ possui uma ass´ıntota vertical.
Podemos concluir que a infecc¸a˜o pelo v´ırus HIV favorece a infecc¸a˜o por Tripanossoma
cruzi, ou seja, facilita a reativac¸a˜o parasita´ria ja´ que α3 na˜o precisa ser maior que seu limiar.
Por sua vez a infecc¸a˜o por Tripanossoma cruzi favorece a infecc¸a˜o pelo v´ırus HIV, pois
α1 na˜o precisa ser maior que seu limiar, entretanto podemos notar que o v´ırus ajuda mais
o protozoa´rio do que o protozoa´rio ajuda o v´ırus. Biologicamente isso se da´ pelo motivo
que o v´ırus ataca as ce´lulas de defesa do organismo dando condic¸o˜es para reativac¸a˜o do
protozoa´rio.
Cap´ıtulo 6
Ana´lise do MIC: Pontos
estaciona´rios e a estabilidade
Para facilitar a compreensa˜o da dinaˆmica do Modelo de Imunidade Celular, e´ apre-
sentada a figura 6.1. Um diagrama de fluxo com cinco compartimentos ja´ explicado no
cap´ıtulo 4.
kL

I1
µ3+µ4
  Lc
µ
′
L
!!
==

α3CI2
kL1 // L1c
µ
′
L1

α4 //
α2
OO
I2
µ1

α3 // C
µc

kc
oo
Figura 6.1: Diagrama do Modelo da Imunidade Celular-MIC. As setas cheias indicam
uma contribuic¸a˜o ou queda; as setas pontilhadas indicam um preju´ızo por infecc¸a˜o
ou eliminac¸a˜o; as setas onduladas indicam produc¸a˜o pelo organismo.
A ana´lise de estabilidade local do MIC e´ realizada atrave´s da linearizac¸a˜o do sistema de
equac¸o˜es diferenciais. Como no cap´ıtulo 4, utilizaremos o teorema [25]. Escrevemos cada
equac¸a˜o do sistema de equac¸o˜es diferenciais como uma func¸a˜o das varia´veis do modelo.
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Consideremos o seguinte sistema de equac¸o˜es:

dLc
dt
= kL − µ′LLc − (1− p− q)α1
n(µ3 + µ4)
µ5 + γ2
LcI1 + qτH
n(µ3 + µ4)
µ5 + γ2
LcI1 + τT p
τ3µ1
(γ1 + µ2)
LcI2
dL1c
dt
= kL1 − µ′L1L1c + q
′
τ1H
n(µ3 + µ4)
µ5 + γ2
L1cI1 + τ1T p
′ τ3µ1
(γ1 + µ2)
L1cI2
dI1
dt
= (1− p− q)α1n(µ3 + µ4)
µ5 + γ2
LcI1 − (µ3 + µ4)I1 − q′α2I1L1c
dC
dt
= kc − µcC − α3 τ3µ1
(γ1 + µ2)
CI2
dI2
dt
= α3
τ3µ1
(γ1 + µ2)
CI2 − µ1I2 − p′α4I2L1c.
(6.0.1)
Devemos determinar uma regia˜o de interesse biolo´gico, assim como feito no modelo
MIH. Tal regia˜o representada por um subconjunto do R5 sera´ o ambiente no qual as
soluc¸o˜es das equac¸o˜es estara˜o definidas.
A regia˜o de interesse biolo´gico e´ determinada por:
Ω2 = {(Lc, L1c, I1, C, I2) ∈ R5 : Lc > 0, L1c > 0, I1 > 0, C > 0, I2 > 0}.
Esta regia˜o de interesse biolo´gico e´ positivamente invariante sob o fluxo induzido pelo
sistema (6.0.1), pois analisando os campos vetoriais (tomamos as componente duas a duas),
todos os pontos em Ω2 permanecem em seu interior ou em sua fronteira. Logo, dado um
ponto inicial em Ω2, a soluc¸a˜o que passo por este ponto permanece em Ω2.
De forma ana´loga ao cap´ıtulo 5, para determinar os pontos estaciona´rios, devemos obter
os zeros do sistema, obtido do modelo 4.3:

F1(Lc, L1c, I1, C, I2) = kL − µ′LLc − (1− p− q)α1 n(µ3 + µ4)µ5 + γ2 LcI1 + qτH
n(µ3 + µ4)
µ5 + γ2
LcI1 + τT p
τ3µ1
(γ1 + µ2)
LcI2 = 0
F2(Lc, L1c, I1, C, I2) = kL1 − µ′L1L1c + q
′
τ1H
n(µ3 + µ4)
µ5 + γ2
L1cI1 + τ1T p
′ τ3µ1
(γ1 + µ2)
L1cI2 = 0
F3(Lc, L1c, I1, C, I2) = (1− p− q)α1 n(µ3 + µ4)
µ5 + γ2
LcI1 − (µ3 + µ4)I1 − q′α2I1L1c = 0
F4(Lc, L1c, I1, C, I2) = kc − µcC − α3 τ3µ1
(γ1 + µ2)
CI2 = 0
F5(Lc, L1c, I1, C, I2) = α3
τ3µ1
(γ1 + µ2)
CI2 − µ1I2 − p′α4I2L1c = 0.
(6.0.2)
A matriz Jacobiana associado ao sistema (6.0.2) e´ determinada por:
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J =

J1 0 J2 0
Lcµ1pτ3τT
γ1 + µ2
0 J3
L1cnq
′
τ1H(µ3 + µ4)
γ1 + µ5
0
L1cµ1pτ1T τ3
γ1 + µ2
J6 −α2q′I2 J4 0 0
0 0 0 −µc − I2α3µ1τ3
γ1 + µ2
−Cα3µ1τ3
γ1 + µ2
0 −α2p′I2 0 I2α3µ5τ3
γ1 + µ2
J5

nos quais:
J1 = −µL + I1n(µ3 + µ4)
γ2 + µ5
(−α1(1− p− q) + qτH) + I2µ1τ3pτT
γ1 + µ2
J2 =
Lcn(µ3 + µ4)
γ2 + µ5
(−α1(1− p− q) + qτH)
J3 = −µL1 + I1n(µ3 + µ4)q
′
τ1H
γ2 + µ5
+
I2µ1pτ1T τ3
γ1 + µ2
J4 = (µ3 + µ4)
(
α1n(1− p− q)Lc
γ2 + µ5
− 1
)
− α2q′L1c
J5 = −µ5 − α4p′L1c + Cα3µ1τ3
γ1 + µ2
J6 =
α1n(1− p− q)(µ3 + µ4)I1
γ2 + µ5
.
6.1 Ponto P0: Auseˆncia de ce´lulas infectadas por
v´ırus HIV e por T. cruzi
O ponto trivial e´ caracterizado por apresentar a auseˆncia de ce´lulas infectadas por v´ırus
HIV e T. cruzi (I1 = I2 = 0). Dessa forma:
Lc =
kL
µ
′
L
L1c =
kL1
µ
′
L1
I1 = 0
C =
kc
µc
I2 = 0.
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O primeiro ponto a ser analisado quanto a estabilidade e´ P0 = (Lc, L1c, 0, C, 0). Vamos
determinar a matriz Jacobiana aplicada ao ponto P0. Temos:
J(P0) =

−µ′L 0
kLn(µ3 + µ4)
(γ2 + µ5)µ
′
L
(−α1(1− p− q) + qτH) 0 kLµ1pτ3τT
(γ1 + µ2)µ
′
L
0 −µ′L1
kL1nq
′
τ1H(µ3 + µ4)
(γ1 + µ5)µ
′
L
0
kL1µ1pτ1T τ3
(γ1 + µ2)µ
′
L1
0 0 J2 0 0
0 0 0 −µc − α3kcµ1τ3
(γ1 + µ2)µc
0 0 0 0 J1

Em que:
J1 = −µ1 − α4p
′
kL1
µ
′
L1
+
α3kcµ1τ3
(γ1 + µ2)µc
J2 = (µ3 + µ4)
(
α1n(1− p− q))kL
(µ5 + γ2)µ
′
L
− 1
)
− α2kL1q
′
µ
′
L1
.
Os autovalores da matriz Jacobiana sa˜o as ra´ızes do polinoˆmio caracter´ıstico, que e´
obtido ao calcular o determinante da matriz Jacobiana aplicada ao ponto P0:
Ψ0(x) = det(J(P0)− xI),
no qual I representa a matriz identidade de ordem cinco. Temos:
Ψ0(x) = Q0(x)
[(
µ3 + µ4 +
α2kL1q
′
µ
′
L1
)(
α1
βth1
− 1
)
− x
]((
µ1 +
α4p
′
kL1
µ
′
L1
)(
α3
βth3
− 1
)
− x
)
,
(6.1.1)
em que,
Q0(x) = (−µc − x)(−µ′L − x)(−µ
′
L1 − x).
Os paraˆmetros βth1 e β
th
3 sa˜o definidos respectivamente por:
βth1 =
(γ2 + µ5)µ
′
L
n(1− p− q)kL
(
1 +
α2kL1q
′
(µ3 + µ4)µ
′
L1
)
(6.1.2)
e
βth3 =
(γ1 + µ2)µc
kcτ3
(
1 +
α4kL1p
′
µ1µ
′
L1
)
. (6.1.3)
Observe que ha´ uma semelhanc¸a entre os paraˆmetros (6.1.2) e (6.1.3) com os paraˆmetros
(5.1.5) e (5.1.6). Em breve discutiremos as relac¸o˜es entre estes importantes paraˆmetros.
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Atrave´s do polinoˆmio 6.1.1, obtemos os autovalores que sa˜o definidos por:
x1 = −µc
x2 = −µ′L
x3 = −µ′L1
x4 =
(
µ3 + µ4 +
α2kL1q
′
µ
′
L1
)(
α1
βth1
− 1
)
x5 =
(
µ1 +
α4p
′
kL1
µ
′
L1
)(
α3
βth3
− 1
)
.
(6.1.4)
Teorema 4. O ponto P0 e´ local e assintoticamente esta´vel se, e somente se, α1 < β
th
1 e
α3 < β
th
3 .
Demonstrac¸a˜o. Como mostrado em (6.1.4), as treˆs primeiras ra´ızes teˆm sinal negativo. A
estabilidade local esta´ relacionada aos sinais de x4 e x5. Caso sejam negativas, o ponto
estaciona´rio P0 sera´ local e assintoticamente esta´vel, caso contra´rio, insta´vel. Assim:
x4 < 0⇔ α1 < βth1 e x5 < 0⇔ α3 < βth3 .
Portanto P0 e´ local e assintoticamente esta´vel se α1 < β
th
1 e α3 < β
th
3 .
6.2 Replicabilidade: RvL e RtL
A tabela (6.1) ilustra os paraˆmetros dos modelos MIH (lado direito) e modelo MIC
(lado esquerdo):
Tabela 6.1: Comparac¸a˜o entre os limiares.
αth1 β
th
1
(γ2 + µ5)µ
′
L
n(1− p− q)kL
(γ2 + µ5)µ
′
L
n(1− p− q)kL
(
1 +
α2kL1q
′
(µ3 + µ4)µ
′
L1
)
αth3 β
th
3
µc
τ3kc
(
γ1 + µ2 +
b1ckbµ
′
L
µ
′
tµ
′
L − τ5cqkL
)
µc(γ1 + µ2)
kcτ3
(
1 +
α4kL1p
′
µ
′
L1µ1
)
Comparando αth1 (5.1.5) e β
th
1 (6.1.2), e´ poss´ıvel destacar que β
th
1 > α
th
1 . Pore´m α
th
3 (5.1.6)
e βth3 (6.1.3) sa˜o limiares que devem ser olhados com um cuidado maior. Isso sera´ feito em
breve.
No cap´ıtulo 5, apresentamos uma interpretac¸a˜o biolo´gica para Rv e Rt. Novamente
trataremos de trac¸ar um paralelo entre aspectos biolo´gicos e matema´ticos, a fim de dar
sentido biolo´gico ao matema´tico. Da definic¸a˜o de Rv, 5.2.1, determinamos a replicabilidade
do v´ırus HIV via infecc¸a˜o dos ce´lulas linfo´citos T CD4. Mas desta vez temos a ac¸a˜o efetiva
de linfo´citos T CD8 citoto´xicos espec´ıficos para atuar contra ce´lulas infectadas por v´ırus
HIV. O termo que caracterizada este fato e´ q
′
, em MIH, q
′
= 0.
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6.2.1 Interpretac¸a˜o de
α1
βth1
Ja´ sabemos da replicac¸a˜o viral, (5.2.1), que:
α1n(1− p− q)kL
µ
′
L(γ2 + µ5)
indica o nu´mero v´ırus secunda´rios pela infecc¸a˜o de um linfo´cito T CD4 na˜o ativo no tempo
me´dio de vida do v´ırus.
Temos:
•
α2kL1q
′
µ
′
L1(µ3 + µ4)
representa a ac¸a˜o de um linfo´cito T CD8 L1H eliminar uma ce´lula
infectada por v´ırus no tempo de vida me´dia do v´ırus;
•
1
µ3 + µ4
representa do tempo de vida me´dia da ce´lula infectada por v´ırus;
Assim:
RvL =
α1
βth1
=
1
γ2 + µ5 +
α2kL1q
′
µ
′
L1(µ3 + µ4)(γ2 + µ5)
× α1 × (1− p− q)kL
µ
′
L
× n (6.2.1)
determina a progresso do v´ırus HIV no organismo, mas com ativac¸a˜o de L1H . Logo, RvL
determina o nu´mero de v´ırus secunda´rios gerados apo´s um linfo´cito T CD4 suscet´ıvel,
infectado por um v´ırus, morrer. Essa infecc¸a˜o ocorre no tempo de vida me´dio do v´ırus,
que e´ reduzido pela ha´ ac¸a˜o de linfo´citos T CD8 espec´ıficos, e no tempo de vida me´dio do
linfo´cito T CD4. Apo´s sua morte, sa˜o liberados n part´ıculas virais no organismo.
Assim quando RvL < 1, biologicamente temos que uma ce´lula infectada geram em
me´dia menos de um v´ırus, isso implica que o organismo consegue estabelecer uma resposta
eficiente contra a infecc¸a˜o do v´ırus HIV. Matematicamente x4 < 0. Caso RvL > 1, a me´dia
de v´ırus gerados e´ superior a um, a infecc¸a˜o se estabelece. Matematicamente teremos
x4 > 0, tornando o ponto insta´vel.
6.2.2 Interpretac¸a˜o de
α3
βth3
Da replicac¸a˜o do protozoa´rio, 5.2.2, sabemos que:
α3
αth3
=
α3τ3kc
µc
 1
γ1 + µ2 +
b1kbcµ
′
L
µ
′
tµ
′
L − τ5cqkL

indica o nu´mero de parasitas secunda´rios que um parasita infecta, no seu tempo de vida
me´dio, uma ce´lula alvo, no seu tempo de vida me´dio, e libera τ3 parasitas quando a ce´lula
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morre.
Temos:
α3τ3kc
µc(γ1 + µ2)
indica a chance de um T. cruzi infectar uma ce´lula alvo, no tempo me´dio de vida do
protozoa´rio.
O fator que indica a ativac¸a˜o dos linfo´citos T CD8 citoto´xicos espec´ıficos para atuar contra
ce´lulas infectadas por T. cruzi (L1T ) e´ p
′
.
Segue que:
•
α4kL1p
′
µL1µ1
representa a ac¸a˜o de um linfo´cito T CD8 L1T eliminar uma ce´lula infectada
por protozoa´rio no seu tempo me´dio de vida;
Portanto,
RtL =
α3
βth3
=
1
γ1 + µ2 +
α4kL1p
′
µL1µ1(γ1 + µ2)
× α3 × kc
µc
× τ3 (6.2.2)
determina o progresso da infecc¸a˜o do protozoa´rio T. cruzi no organismo, mas no interior
das ce´lulas e com ativac¸a˜o de L1T . Assim, RtL determina o nu´mero de parasitas secunda´rios
gerados apo´s uma uma ce´lula alvo, infectada por um protozoa´rio, morrer. Esta infecc¸a˜o
ocorre no tempo de vida me´dio do protozoa´rio, que na˜o e´ o mesmo pois agora ha´ ac¸a˜o
de linfo´citos T CD8 espec´ıficos, e no tempo de vida me´dio da ce´lula alvo. Apo´s a morte
da ce´lula alvo, sa˜o liberados τ3 novos protozoa´rios. Logo quando RtL > 1, em me´dia sa˜o
produzidos mais de um parasita por ce´lula infectada e, dessa forma, a infecc¸a˜o se estabelece.
Assim x5 > 0 e o ponto P0 se torna insta´vel. Caso RtL < 1 (x5 < 0), a quantidade de
parasitas produzidos por ce´lulas infectadas e´, em me´dia, menor que um. Dessa forma a
resposta do sistema imunolo´gico e´ eficiente e a infecc¸a˜o eliminada.
6.3 Rv, RvL, Rt e RtL
Existem certas relac¸o˜es entre Rv, RvL, Rt e RtL. Vamos discuti-las.
Entre Rv e RvL.
Neste caso Rv indica a progressa˜o da infecc¸a˜o viral sem a mediac¸a˜o de linfo´citos T CD8
espec´ıficos. Ja´ RvL representa a progressa˜o da infecc¸a˜o viral com a mediac¸a˜o de linfo´citos
T CD8. Pela tabela 6.1, αth1 < β
th
1 ⇒ Rv > RvL. Esta desigualdade ilustra a fase inicial da
infecc¸a˜o viral, pois o sistema imune na˜o esta´ pronto para estabelecer uma resposta. Segue
que e´ mais “fa´cil” o progresso viral, ou seja, α1 consegue superar α
th
1 mais ra´pido. Apo´s
a apresentac¸a˜o do ant´ıgeno ao sistema imune, especialmente aos linfo´citos T CD4, ele se
torna apto a estabelecer uma resposta. Dessa forma e´ mais “dif´ıcil” α1 superar β
th
1 .
Entre Rt e RtL.
Neste caso Rt indica a progressa˜o da infecc¸a˜o pelo T. cruzi no meio extracelular, ou
seja, na sua forma circulante infectando ce´lulas alvo, por isso sofre ac¸a˜o de anticorpos. Ja´
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RtL indica a progressa˜o da infecc¸a˜o do T. cruzi no meio intracelular, por isso, sofre ac¸a˜o
de linfo´citos T CD8 ativadas. Na˜o ha´ uma relac¸a˜o entre,
b1ckbµ
′
L
µ
′
tµ
′
L − τ5cqkL︸ ︷︷ ︸
ac¸a˜o de anticorpos
e
α4kL1p
′
(γ1 + µ2)
µ
′
L1µ1︸ ︷︷ ︸
ac¸a˜o T CD8
a princ´ıpio. As relac¸o˜es entre condic¸o˜es de estabilidade local e os paraˆmetros RvL e RtL
sera˜o discutidas no estudo de estabilidade local de cada ponto estaciona´rio.
6.4 Ponto P1: Auseˆncia de ce´lulas infectadas por
T. cruzi
Considerando o caso no qual na˜o ha´ presenc¸a de ce´lulas infectadas por T. cruzi, I2 = 0,
mas ha´ presenc¸a de ce´lulas infectadas por v´ırus HIV, I1 6= 0, consequentemente temos os
seguintes pontos estaciona´rios:
Lc =
kL(γ2 + µ5)
µ
′
L(µ5 + γ2)− n(µ3 + µ4)(−α1(1− p− q) + qτH)I1
L1c =
kL1(γ2 + µ5)
µ
′
L1(µ5 + γ2)− nτ1Hq′(µ3 + µ4)I1
C =
kc
µc
I2 = 0.
(6.4.1)
Na˜o faz sentido biolo´gico concentrac¸a˜o negativa de ce´lulas. Devemos considerar para Lc:
I∗1 =
µ
′
L(µ5 + γ2)
n(µ3 + µ4)(−α1(1− p− q) + qτH) > I1 ⇒ Lc > 0. (6.4.2)
• Se −α1(1− p− q) + qτH > 0⇒ I∗1 > I1 > 0.
• Se −α1(1− p− q) + qτH < 0⇒ I∗1 < 0, descartamos I∗1 e Lc > 0.
Para L1c devemos considerar:
I∗∗1 =
µ
′
L1(µ5 + γ2)
q′τ1Hn(µ3 + µ4)
> I1 ⇒ L1c > 0. (6.4.3)
Os valores de I1 sa˜o obtidos do polinoˆmio de grau dois, determinado pela resoluc¸a˜o da
equac¸a˜o:
(1− p− q)α1n(µ3 + µ4)
µ5 + γ2
LcI1 − (µ3 + µ4)I1 − q′α2I1L1c = 0,
que resulta em,
Q1(I1) = AI21 +BI1 + C. (6.4.4)
63
6.4. PONTO P1: AUSEˆNCIA DE CE´LULAS INFECTADAS POR T.
CRUZI
Os coeficientes do polinoˆmio (6.4.4) sa˜o:
A = n2τ1Hq
′
(µ3 + µ4)
3(−α1(1− p− q) + qτH),
B = q
′
τ1Hnµ
′
L(µ5 + γ2)(µ3 + µ4)
2
(
α1
αth1
− 1
)
+
−(−α1(1− p− q) + qτH)n(µ3 + µ4)(γ2 + µ5)(µ′L1(µ3 + µ4) + α2q
′
kL1)
e
C = −µ′L(µ5 + γ2)2(µ
′
L1(µ3 + µ4) + α2q
′
kL1)
(
α1
βth1
− 1
)
em que αth1 e´ o paraˆmetro definido por (5.1.5).
Vamos fazer algumas considerac¸o˜es ao polinoˆmio (6.4.4), para ser mais espec´ıfico em relac¸a˜o
aos seus coeficientes.
Para tornar mais pra´tica a notac¸a˜o, seja
qτH
(1− p− q) = τ
∗
H . (6.4.5)
Vamos recorrer ao Crite´rio do Sinal de Descartes (vide apeˆndice) para avaliar a existeˆn-
cia ou na˜o de ra´ızes do polinoˆmio (6.4.4). Dependendo da variac¸a˜o do sinal dos coeficientes
do polinoˆmio (6.4.4), poderemos ter ra´ızes biologicamente via´veis ou na˜o.
Veja que da relac¸a˜o (4.2.1):
q
(1− p− q) =
LH
L
representa a proporc¸a˜o entre LH e L. Como L representa a populac¸a˜o de linfo´citos T CD4
inativos, os quais va˜o ativar LH , a populac¸a˜o de L e´ maior que LH , ou seja,
q
1− p− q < 1.
Dessa forma τ∗H , (6.4.5), indica a expansa˜o clonal de LH na proporc¸a˜o da populac¸a˜o de L.
A tabela 6.2 ilustra os casos que sera˜o tratados com a variac¸a˜o do sinal dos coeficientes
do polinoˆmio (6.4.4). Fixando os paraˆmetros αth1 , τ
∗
H e β
th
1 de forma ordenada, construi-
remos diagramas de bifurcac¸o˜es para avaliar as condic¸o˜es de viabilidade biolo´gica. Vamos
utilizar um conjunto de paraˆmetros para determinar os dados.
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Tabela 6.2: Ra´ızes poss´ıveis para (6.4.4).
Caso α1 Sinal dos coeficientes Nu´mero de
ra´ızes reais
positivas
Ra´ızes biologicamente via´veis
αth1 < τ
∗
H < β
th
1 α1 < α
th
1 A>0, B<0 e C>0 2 ou zero 1
αth1 < α1 < τ
∗
H A>0, B>0 e C>0 zero 0
A>0, B<0 e C>0 2 ou zero 0
τ∗H < α1 < β
th
1 A<0, B>0 e C>0 1 0
βth1 < α1 A<0, B>0 e C<0 2 ou zero 1
αth1 < β
th
1 < τ
∗
H α1 < α
th
1 A>0, B<0 e C>0 2 ou zero 1
αth1 < α1 < β
th
1 A>0, B>0 e C>0 zero 2
A>0, B<0 e C>0 2 ou zero 2
βth1 < α1 < τ
∗
H A>0, B>0 e C<0 1 1
A>0, B<0 e C<0 1 1
τ∗H < α1 A<0, B>0 e C<0 2 ou zero 1
A>0, B<0 e C<0 zero 1
τ∗H < α
th
1 < β
th
1 α1 < τ
∗
H A>0, B<0 e C>0 2 ou zero 1
τ∗H < α1 < α
th
1 A<0, B<0 e C>0 1 1
αth1 < α1 < β
th
1 A<0, B>0 e C>0 1 1
A<0, B<0 e C>0 1 1
βth1 < α1 A<0, B>0 e C<0 2 ou zero 1
A<0, B<0 e C<0 zero 1
Segue abaixo os diagramas de cada caso. Faremos uma ana´lise da relac¸a˜o entre αth1 ,
τ∗H e β
th
1 .
Os diagramas foram constru´ıdos utilizando os seguintes paraˆmetros:
Tabela 6.3: Paraˆmetros utilizados na construc¸a˜o dos diagramas.
µ
′
L µ
′
L1 µc µ2 µ3 µ4 µ5 kL kL1 γ1 γ2
0,2 0,2 0,2 0,2 0,2 0,1 0,3 0,1 0,2 0,05 0,01
q
′
q p p
′
1− p− q α2 τ1H τT τ1T τ3 n
0,16 0,16 0,16 0,16 0,68 0,4 1 1 1 1 1
O primeiro diagrama mostra a situac¸a˜o: αth1 < τ
∗
H < β
th
1 . Assim vamos tomar:
αth1 = 0, 91, β
th
1 = 1, 11 e τ
∗
H = 0, 94.
O paraˆmetro τH = 4 neste caso.
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Figura 6.2: Diagrama de bifurcac¸a˜o para ra´ızes de Q1(I1) = 0. Caso em que α
th
1 =
0, 91, τ ∗H = 1, 066 e β
th
1 = 1, 11.
Para valores do paraˆmetro α1 < β
th
1 , existem ra´ızes biologicamente via´veis, pore´m sa˜o
insta´veis (este fato sera´ provado em breve). Nesta regia˜o o ponto de equil´ıbrio trivial e´
esta´vel. Assim, ra´ızes biologicamente via´veis e esta´veis sa˜o obtidas quando α1 > β
th
1 .
O segundo diagrama mostra a situac¸a˜o: αth1 < β
th
1 < τ
∗
H . Assim vamos tomar:
αth1 = 0, 91, β
th
1 = 1, 11 e τ
∗
H = 1, 17.
O paraˆmetro τH = 5 neste caso.
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Figura 6.3: Diagrama de bifurcac¸a˜o para ra´ızes de Q1(I1) = 0. Caso em que α
th
1 =
0, 91, τ ∗H = 1, 17 e β
th
1 = 1, 11.
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Este caso e´ o mais complicado, pois em determinados intervalos para α1, a estabilidade
esta´ ligada a condic¸a˜o inicial tomada. No intervalo [B, βth1 ], sobre o eixo de α1, as ra´ızes
do ramo superior sa˜o esta´veis e as do ramos inferior, insta´veis. A determinac¸a˜o de tal
comportamento foi identificado atrave´s de simulac¸o˜es nume´ricas no Matlab®. O valor de
B e´ 1,08.
O intervalo [B, βth1 ] denota a regia˜o onde as ra´ızes que esta˜o no ramo superior sa˜o esta´-
veis mas dependem da escolha da, ou seja, tomando pontos iniciais abaixo do ramo inferior
o ponto trivial e´ esta´vel e tomando pontos acima do ramo inferior o ramo superior e´ esta´vel.
Os testes nume´ricos que comprovam a estabilidade das ra´ızes so´ sera˜o feitos ao determinar
todas condic¸o˜es para estabilidade do ponto P1, ja´ que na˜o sabemos qual condic¸a˜o α3 deve
satisfazer (menor ou maior que βth3 ).
Ao contra´rio dos outros diagramas de bifurcac¸a˜o, 5.2 e 5.4, em que as ra´ızes do polinoˆ-
mio (6.4.4) crescem, as ra´ızes neste diagrama, 5.3, para valores de α1 > β
th
1 , decrescem
lentamente mas na˜o se anulam, pois C = 0 ⇔ α1 = βth1 . Isso ocorre pois a expansa˜o
clonal de LH e´ alta e quanto mais ce´lulas infectadas por v´ırus, I1, maior e´ o nu´mero de LH
ativados. Portanto o sistema imunolo´gico consegue manter um certo controle sobre I1.
O terceiro diagrama mostra a situac¸a˜o: τ∗H < α
th
1 < β
th
1 . Assim vamos tomar:
αth1 = 1, 033, β
∗ = 1, 309 e τ∗ = 0, 8.
O paraˆmetro τH = 3 neste caso.
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Figura 6.4: Diagrama de bifurcac¸a˜o para ra´ızes de Q1(I1) = 0. Caso em que α
th
1 =
0, 91, τ ∗H = 0, 705 e β
th
1 = 1, 11.
Como no primeiro diagrama 5.2, as ra´ızes biologicamente via´veis para valores de α1 <
βth1 sa˜o insta´veis. Dessa forma apenas para valores de α1 > β
th
1 as ra´ızes sa˜o biologicamente
via´veis e esta´veis. Todos fatos mencionados nos treˆs casos sera˜o demostrados atrave´s dos
crite´rios de Routh-Hurwtz e pela ana´lise do polinoˆmio caracter´ıstico, obtido ao calcular o
determinante da matriz Jacobiana no ponto P1.
O ponto estaciona´rio e´ dado por: P1 = (Lc, L1c, I1, C, 0). A matriz Jacobiana aplicado ao
ponto P1 e´ dada por:
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J(P1) =

J1 0 J2 0 J3
0 −µ′L1 +
I1nq
′
τ1H(µ3 + µ4)
γ2 + µ5
J4 0 J5
α1nq(µ3 + µ4)I1
γ2 + µ5
−α2q′I1 J6 0 0
0 0 0 −µc J7
0 0 0 0 J8

nos quais:
J1 = −µ′L +
I1n(µ3 + µ4)
γ2 + µ5
(−α1(1− p− q) + qτH)
J2 =
kLn(µ3 + µ4)(−α1(1− p− q) + qτH)
(γ2 + µ5)µ
′
L − I1n(µ3 + µ4)(−α1(1− p− q) + qτH)
J3 =
kLµ1(γ2 + µ5)pτ3τT
(γ1 + µ2)((γ2 + µ5)µ
′
L − I1n(µ3 + µ4)(−α1(1− p− q) + qτH))
J4 =
kL1nq
′
τ1H(µ3 + µ4)
(γ2 + µ5)µ
′
L1 − I1(µ3 + µ4)nq′τ1H
J5 =
kL1µ1(γ2 + µ5)pτ1T τ3
(γ1 + µ2)((γ2 + µ5)µ
′
L1 − I1nq′τ1H(µ3 + µ4)
J6 = (µ3 + µ4)
(
α1n(1− p− q)kL
(γ2 + µ5)µ
′
L − I1n(µ3 + µ4)(−α1(1− p− q) + qτH)
− 1
)
+
− α2kL1q
′
(γ2 + µ5)
(γ2 + µ5)µ
′
L1 − I1nq′τ1H(µ3 + µ4)
J7 = − α3µ1τ3kc
(γ1 + µ2)µc
J8 = −µ1 − α4kL1p
′
(γ2 + µ5)
(γ2 + µ5)µ
′
L1 − I1(µ3 + µ4)nq′τ1H
+
α3kcµ1τ3
(γ1 + µ2)µc
.
O polinoˆmio caracter´ıstico e´ definido por:
Ψ1(x) = Q1(x)Q2(x) (6.4.6)
em que Q1 e´ um polinoˆmio de grau treˆs e Q2 um polinoˆmio de grau dois, definidos respec-
tivamente por:
Q1(x) = x
3 +A1x
2 +A2x+A3 (6.4.7)
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Os coeficientes do polinoˆmio (6.4.7) sa˜o definidos por:
A1 = µ
′
L1 −
I1nq
′
τ1H(µ3 + µ4)
γ2 + µ5
+ µ
′
L −
I1n(µ3 + µ4)(−α1(1− p− q) + qτH)
γ2 + µ5
,
A2 = −α1n(1− p− q)(µ3 + µ4)I1
γ2 + µ5
(
nkL(µ3 + µ4)(−α1(1− p− q) + qτH)
(γ2 + µ5)µ
′
L − I1(µ3 + µ4)n(−α1(1− p− q) + qτH)
)
+
+
(
µ
′
L −
I1n(µ3 + µ4)(−α1(1− p− q) + qτH)
γ2 + µ5
)(
µ
′
L1 −
I1n(µ3 + µ4)q
′
τ1H
γ2 + µ5
)
+
+
α2kL1(µ3 + µ4)n(q
′
)2τ1HI1
(γ2 + µ5)µ
′
L1 − I1nq′τ1H(µ3 + µ4)
,
A3 = A4 +A6
A4 = −α1n(1− p− q)(µ3 + µ4)I1
γ2 + µ5
A5,
A5 =
(
nkL(µ3 + µ4)(−α1(1− p− q) + qτH)
(γ2 + µ5)µ
′
L − I1(µ3 + µ4)n(−α1(1− p− q) + qτH)
)(
µ
′
L1 −
I1n(µ3 + µ4)q
′
τ1H
γ2 + µ5
)
e
A6 = − α2kL1(µ3 + µ4)n(q
′
)2τ1HI1
(γ2 + µ5)µ
′
L1 − I1nq′τ1H(µ3 + µ4)
(
µ
′
L −
I1(µ3 + µ4)n(−α1(1− p− q) + qτH)
γ2 + µ5
)
.
Q2 e´ definido por:
Q2(x) = (µc + x)
[(
µ1 +
α4kL1(γ2 + µ5)p
′
(γ2 + µ5)µ
′
L1 − I1nq′τ1H(µ3 + µ4)
)(
α3
β∗∗
− 1
)
− x
]
, (6.4.8)
no qual:
β∗∗ =
(γ1 + µ2)µc
τ3kcµ1
(
µ1 +
α4kL1p
′
(γ2 + µ5)
(γ2 + µ5)µ
′
L1 − I1nq′τ1H(µ3 + µ4)
)
. (6.4.9)
Podemos notar que as ra´ızes do polinoˆmio (6.4.8) sa˜o definidas por:
x1 = −µc
x2 =
(
µ1 +
α4kL1(γ2 + µ5)p
′
(γ2 + µ5)µL1 − I1nq′τ1H(µ3 + µ4)
)(
α3
β∗∗
− 1
)
.
A primeira raiz, x1, tem sinal negativo. A segunda, x2, tera´ sinal negativo se:
α3
β∗∗
< 1. (6.4.10)
Observe que, dos paraˆmetros (6.1.3) e (6.4.9):
(γ1 + µ2)µc
τ3kcµ1
(
µ1 +
α4kL1p
′
(γ2 + µ5)
(γ2 + µ5)µ
′
L1 − I1nq′τ1H(µ3 + µ4)
)
︸ ︷︷ ︸
β∗∗
>
(γ1 + µ2)µc
kcτ3µ1
(
µ1 +
α4kL1p
′
µ
′
L1
)
︸ ︷︷ ︸
βth
,
(6.4.11)
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ja´ que:
µ
′
L1 > µ
′
L1 −
I1nq
′
τ1H(µ3 + µ4)
(γ2 + µ5)
> 0,
por (6.4.3).
A partir do polinoˆmio caracter´ıstico (6.4.6), podemos obter mais informac¸o˜es sobre o
comportamento dos diagramas apresentados anteriormente.
Vamos analisar via crite´rios de Routh-Hurwtz o polinoˆmio (6.4.7), pois como conhece-
mos as ra´ızes de do polinoˆmio (6.4.8), podemos reduzir o polinoˆmio caracter´ıstico (6.4.6)
ao polinoˆmio (6.4.7), para provar a instabilidade comentada nos diagramas 5.2, 5.3 e 5.4.
Nos casos dos diagramas 5.2 e 5.4, quando α1 < β
th
1 , e´ poss´ıvel obtermos ra´ızes biologi-
camente via´veis, ou seja, abaixo dos limitantes. Tais ra´ızes sa˜o insta´veis. O primeiro passo
dos crite´rios de Routh-Hurwtz exige a positividade dos coeficientes do polinoˆmio (6.4.7),
logo, tomando α1 < τ
∗
H (em que ha´ possibilidade de ra´ızes) e desenvolvendo o coeficiente
A3 do polinoˆmio 6.4.7 temos:
A5 =
(
nkL(µ3 + µ4)(−α1(1− p− q) + qτH)
(γ2 + µ5)µ
′
L − I1(µ3 + µ4)n(−α1(1− p− q) + qτH)
)(
µ
′
L1 −
I1n(µ3 + µ4)q
′
τ1H
γ2 + µ5
)
> 0,
A4 = −α1n(1− p− q)(µ3 + µ4)I1
γ2 + µ5
A5 < 0,
A6 = − α2kL1(µ3 + µ4)n(q
′
)2τ1HI1
(γ2 + µ5)µ
′
L1 − I1nq′τ1H(µ3 + µ4)
(
µ
′
L −
I1(µ3 + µ4)n(−α1(1− p− q) + qτH)
γ2 + µ5
)
< 0
logo,
A3 = A4 +A6 < 0.
pois −α1(1− p− q) + qτH > 0, ale´m de I1 < I∗ e I1 < I∗∗1 , ou seja, as parcelas(
nkL(µ3 + µ4)(−α1(1− p− q) + qτH)
(γ2 + µ5)µ
′
L − I1(µ3 + µ4)n(−α1(1− p− q) + qτH)
)(
µ
′
L1 −
I1n(µ3 + µ4)q
′
τ1H
γ2 + µ5
)
e (
µ
′
L −
I1(µ3 + µ4)n(−α1(1− p− q) + qτH)
γ2 + µ5
)
sa˜o positivas.
Dessa forma, as ra´ızes biologicamente via´veis neste intervalo de α1 < τ
∗
H sa˜o insta´veis.
As ra´ızes que esta˜o acima do limitante, I∗, sa˜o desconsideradas por tornarem L1c negativo
(condic¸a˜o 6.4.3), ale´m disso sa˜o insta´veis. Para verificar este fato, recorremos mais uma
vez aos crite´rios de Routh-Hurwtz. Tomando qualquer raiz acima de I∗1 , I∗∗1 e α1 < τ
∗
H ,
A1 = µ
′
L1 −
I1nq
′
τ1H(µ3 + µ4)
γ2 + µ5
+ µ
′
L −
I1n(µ3 + µ4)(−α1(1− p− q) + qτH)
γ2 + µ5
< 0.
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Quando α1 > τ
∗
H temos apenas ra´ızes acima de I
∗
1 . Logo para I1 > I
∗
1 temos A3 < 0:
A5 =
(
nkL(µ3 + µ4)(−α1(1− p− q) + qτH)
(γ2 + µ5)µ
′
L − I1(µ3 + µ4)n(−α1(1− p− q) + qτH)
)(
µ
′
L1 −
I1n(µ3 + µ4)q
′
τ1H
γ2 + µ5
)
> 0,
A4 = −α1n(1− p− q)(µ3 + µ4)I1
γ2 + µ5
A5 < 0,
A6 = − α2kL1(µ3 + µ4)n(q
′
)2τ1HI1
(γ2 + µ5)µ
′
L1 − I1nq′τ1H(µ3 + µ4)
(
µ
′
L −
I1(µ3 + µ4)n(−α1(1− p− q) + qτH)
γ2 + µ5
)
< 0
logo,
A3 = A4 +A6 < 0.
Portanto, em qualquer um dos diagramas as ra´ızes acima dos limitantes sa˜o insta´veis.
Atrave´s das ra´ızes do polinoˆmio (6.4.8), temos a informac¸a˜o de como outros paraˆmetros
devem se comportar. Um paraˆmetro muito importante e´ α3, que dever ser menor que β
∗∗
(condic¸a˜o (6.4.10)).
Para concluirmos que o ramo superior e os pontos triviais sa˜o esta´veis no diagrama 5.3 e
que isso ocorre no intervalo [B, βth1 ], vamos fazer simulac¸o˜es nume´ricas. Os paraˆmetros
considerados esta˜o dispon´ıveis na tabela 6.3.
Vamos tomar valores para α1 no intervalo [1,07;1,08] e para cada raiz, uma do ramo
superior e outra para o ramo inferior, calcular os autovalores para determinar B = 1, 08.
Vamos denotar as ra´ızes do polinoˆmio como raiz menor por I11 (ramo inferior) e a raiz
maior por I21 (ramo superior). Dessa forma a tabela 6.4:
α1 = 1, 07
I11 = 0, 1611
x1 x2 x3 x4 x5
0,0113 -0,2045 -0,1705 -0,2 -0,0331
I21 = 0, 912
x1 x2 x3 x4 x5
-0,2165 -0,2 -0,1770 0,0107+0,1007i 0,0107-0,1007i
α1 = 1, 072
I11 = 0, 1572
x1 x2 x3 x4 x5
0,0106 -0,2043 -0,1712 -0,2 -0.0329
I21 = 0, 8988
x1 x2 x3 x4 x5
-0,2161 -0,1704 -0,2 0,0085+0,0989i 0,0085-0,0989i
α1 = 1, 074
I11 = 0, 153
x1 x2 x3 x4 x5
0,0100 -0,2041 -0,1719 -0,0326 -0,2
I21 = 0, 8865
x1 x2 x3 x4 x5
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-0,2158 -0,1640 -0,2 0,0064+0,0969i 0,0064-0,0969i
α1 = 1, 076
I11 = 0, 1485
x1 x2 x3 x4 x5
0,0094 -0,2039 -0,1726 -0,2 -0,0323
I21 = 0, 874
x1 x2 x3 x4 x5
-0,2154 -0,1579 -0,2 0,0042+0,0950i 0,0042-0,0950i
α1 = 1, 078
I11 = 0, 1436
x1 x2 x3 x4 x5
0,0088 -0,2037 -0,1735 -0,2 -0,0320
I21 = 0, 874
x1 x2 x3 x4 x5
0,0088 -0,2037 -0,1735 -0,2 -0,0320
α1 = 1, 08
I11 = 0, 1384
x1 x2 x3 x4 x5
0,0081 -0,2035 -0,1744 -0,2 -0,0317
I21 = 0, 8476
x1 x2 x3 x4 x5
-0,2146 -0,1461 -0,2 -0,0001+0,0909i -0,0001-0,0909i
Tabela 6.4: Ra´ızes do polinoˆmio caracter´ıstico 6.4.6.
Para valores de α1 ≥ 1, 08 as ra´ızes do ramo superior sa˜o esta´veis. Veja que este ramo
se prolonga para os demais valores de α1. Para α1 > β
th
1 o ponto trivial e´ insta´vel.
A seguir temos as condic¸o˜es para determinar a estabilidade local de P1:
Conjectura 3. O ponto P1 e´ local e assintoticamente esta´vel se α1 > β
th
1 e α3 < β
∗∗.
Demonstrac¸a˜o. Das simulac¸o˜es nume´ricas realizadas para determinar os autovalores, veri-
ficamos que para valores de α1 > β
th
1 e α3 < β
∗∗ obtemos a estabilidade local. Verificou-se
que β∗∗ > βth3 . Veja que nenhuma considerac¸a˜o e´ feita sobre a relac¸a˜o de desigualdade de
α3 e β
th
3 . Portanto, a estabilidade local do ponto P1 esta´ assegurada se α1 > β
th
1 (RvL > 1)
e α3 < β
∗∗.
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6.5 Ponto P2: Auseˆncia de ce´lulas infectadas por
v´ırus HIV
Neste caso, consideraremos a auseˆncia de ce´lulas infectadas pelo v´ırus HIV, I1 = 0 e
presenc¸a de ce´lulas infectadas por T. cruzi, I2 6= 0. Consequentemente:
Lc =
kL(γ1 + µ2)
µ
′
L(γ1 + µ2)− pτT τ3µ1I2
L1c =
kL1(γ1 + µ2)
µ
′
L1(γ1 + µ2)− p′τ1T τ3µ1I2
I1 = 0
C =
kc(γ1 + µ2)
µc(γ1 + µ2) + α3τ3µ1I2
.
Temos o ponto P2 = (Lc, L1c, 0, I2, C).
Na˜o faz sentido biolo´gico a concentrac¸a˜o de ce´lulas negativas, dessa forma devemos
considerar:
I∗2 =
µ
′
L(γ1 + µ2)
pτT τ3µ1
> I2 (6.5.1)
e
I∗∗2 =
µ
′
L1(γ1 + µ2)
p′τ1T τ3µ1
> I2, (6.5.2)
para que Lc > 0 e L1c > 0 respectivamente. Os valores de I2 sa˜o determinados pelo
polinoˆmio de grau dois, obtido da resoluc¸a˜o da equac¸a˜o:
α3τ3µ1
γ1 + µ2
C − µ1 − p′α4L1c = 0.
O polinoˆmio e´ definido por:
Q4(I2) = AI22 +BI2 + C, (6.5.3)
nos quais:
A = α3τ
2
3µ
3
1τ1T p
′
,
B = −α3τ3µ1(γ1 + µ2)(µ1µ′L1 + α4p
′
kL1)− τ1T p′τ3µ21µc(γ1 + µ2)
[
α3
φ
− 1
]
e
C = µc(γ1 + µ2)
2(µ
′
L1µ1 + α4p
′
kL1)
[
α3
βth3
− 1
]
.
Vamos considerar:
φ =
µc(γ1 + µ2)
τ3kc
. (6.5.4)
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Observe que:
βth3 =
µc(γ1 + µ2)
τ3kc
[
1 +
α4kL1p
′
µ
′
L1µ1
]
> φ =
µc(γ1 + µ2)
τ3kc
. (6.5.5)
Dessa forma, se α3 > β
th
3 > φ , A > 0, B < 0 e C > 0. Pela Regra do Sinal de Descartes
ter´ıamos duas ou nenhuma raiz real positiva. Caso α3 < φ < β
th
3 , A > 0, C < 0 e B < 0
ou B > 0. Em ambos os casos ter´ıamos uma raiz real positiva e outra raiz real negativa.
Vamos construir o diagrama de bifurcac¸a˜o para obter mais informac¸o˜es.
Vamos utilizar os seguintes paraˆmetros:
Tabela 6.5: Paraˆmetros utilizados no diagrama de bifurcac¸a˜o de Q4(I2) = 0.
µ1 µ2 µ
′
L1 µ
′
L µc γ1 α4
0,2 0,2 0,2 0,18 0,2 0,05 0,4
τ3 τ1T τT p
′
p kc kL1
1 2 5 0,16 0,16 0,2 0,2
0 0,2 0,6 0,8 1 1,2 1,4 1,6 1,8 2
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Figura 6.5: Diagrama de bifurcac¸a˜o para as ra´ızes de Q4(I2) = 0 em funcc¸ ao do
paraˆmetro de infecc¸ ao α3. Expansa˜o clonal de τT > τ1T , I∗∗ faixa preta, I∗ faixa
azul.
Supondo que a proporc¸a˜o de LT e L1T sejam iguais, p
′
= p, assim
p =
LT
Lc
= p
′
=
L1T
L1c
.
A proporc¸a˜o de LT com Lc e´ a mesma de L1T com L1c. Vamos supor que a taxa de
expansa˜o clonal τT de LT e a taxa de expansa˜o clonal τ1T de L1T sejam diferentes. Supondo
que a expansa˜o clonal de LT e´ maior que L1T , τT > τ1T . No contexto biolo´gico isso indica
que ha´ mais linfo´citos T CD4 do que linfo´citos T CD8 no organismo, dessa forma temos
6.5. PONTO P2: AUSEˆNCIA DE CE´LULAS INFECTADAS POR
VI´RUS HIV 74
mais ce´lulas LT para ativar L1T . Veja que no diagrama 6.5, I∗2 < I∗∗2 , pois τT > τ1T .
Um fato interessante e´ que a raiz menor do polinoˆmio (6.5.3) supera o limitante I∗2 e
tende ao limitante I∗∗2 .
No diagrama 5.6 teremos τT < τ1T , ou seja, a expansa˜o clonal de LT e´ menor do que
L1T . Assim ha´ mais linfo´citos T CD8 atuando contra ce´lulas infectadas I2. As ce´lulas
infectadas pelo protozoa´rio, I2, sa˜o controladas pelo limitante I
∗∗
2 , que esta´ diretamente
relacionado com a positividade de L1c. Assim L1c ativa L1T , logo I
∗∗
2 esta´ sendo controlada
por L1T .
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Figura 6.6: Diagrama de bifurcac¸a˜o para as ra´ızes de Q4(I2) = 0 em funcc¸ ao do
paraˆmetro de infecc¸ ao α3. Expansa˜o clonal de τT < τ1T , I∗∗ faixa preta, I∗ faixa
azul.
Portanto temos a seguinte situac¸a˜o: a princ´ıpio as ce´lulas LT sofrem uma expansa˜o
clonal devido a apresentac¸a˜o de ant´ıgenos. Esta expansa˜o tem o objetivo de ativar ao
ma´ximo as ce´lulas L1T , que apo´s esta ativac¸a˜o, sofrem uma expansa˜o clonal para combater
com I2.
Dessa forma, segue que existira´ uma raiz biologicamente via´vel se α3 > β
th
3 e outra
biologicamente invia´vel. Em βth3 e´ onde ocorre a bifurcac¸a˜o. Logo mais mostraremos que
para I2 > I∗2 ou I2 > I∗∗2 , I2 e´ insta´vel.
Vamos determinar o polinoˆmio caracter´ıstico para obter mais informac¸o˜es. Para determina´-
lo, devemos aplicar o ponto P2 a` matriz Jacobiana e calcular seu determinante:
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J(P2) =

−µ′L +
I2nµ1pτ3τT
γ1 + µ2
0 J1 0 J2
0 −µ′L1 +
I2µ1pτ1T τ3
γ1 + µ2
J3 0 J5
0 0 J4 0 0
0 0 0 −µc − α3µ1τ3I2
γ1 + µ2
J6
0 −α4p′I2 0 α3µ1τ3I2
γ1 + µ2
Q2(I2)

nos quais definimos:
J1 =
(−α1(1− p− q) + qτH)(γ1 + µ2)(µ3 + µ4)n
(γ2 + µ5)((γ1 + µ2)µ
′
L − I2µ1τ3τT p)
J2 =
kLµ1pτ3τT
(γ1 + µ2)µ
′
L − I2µ1pτ3τT
J3 =
kL1(γ1 + µ2)(µ3 + µ4)nq
′
τ1H
(γ2 + µ5)((γ1 + µ2)µ
′
L1 − I2µ1p′τ1T τ3)
J4 = (µ3 + µ4)
[
α1n(1− p− q)kL(γ1 + µ2)
(γ2 + µ5)((γ1 + µ2)µ
′
L − I2µ1pτ3τT
− 1
]
− α2q
′
kL1(γ1 + µ2)
(γ1 + µ2)µ
′
L1 − I2µ1p′τ1T τ3
J5 =
kL1µ1pτ1T τ3
(γ1 + µ2)µ
′
L1 − I2µ1p′τ1T τ3
J6 =
−α3kcµ1τ3
(γ1 + µ2)µc + α3µ1τ3I2
.
O polinoˆmio caracter´ıstico referente a` J(P2) e´ determinado por:
Ψ2(x) = Q5(x)Q6(x), (6.5.6)
nos quais:
Q5(x) =
[
µ
′
L −
I2µ1pτ3τT
γ1 + µ2
+ x
][(
µ3 + µ4 +
α2kL1(γ1 + µ2)q
′
(γ1 + µ2)µ
′
L1 − I2µ1p′τ1T τ3
)[α1
δ
− 1
]
− x
]
,
(6.5.7)
em que:
δ =
γ2 + µ5
n(1− p− q)kL(µ3 + µ4)
(
µ
′
L −
I2µ1τ3τT p
γ1 + µ2
)[
µ3 + µ4 +
α2kL1(γ1 + µ2)q
′
(γ1 + µ2)µ
′
L1 − I2µ1p′τ1T τ3
]
.
(6.5.8)
O polinoˆmio Q6 e´ determinado por:
Q6(x) = x
3 +A1x
2 +A2x+A3 (6.5.9)
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nos quais:
A1 =
(
µc +
α3µ1τ3I2
γ1 + µ2
)
+
(
µ
′
L1 −
I2µ1p
′
τ1T τ3
γ1 + µ2
)
,
A2 =
(
µc +
α3µ1τ3I2
γ1 + µ2
)[
µ
′
L1 −
µ1τ1T τ3p
′
I2
γ1 + µ2
]
+
α23kcµ
2
1τ
2
3 I2
(γ1 + µ2)((γ1 + µ2)µc + α3µ1τ3I2
+
+
α4kL1µ1p
′
τ3p
′
τ1T I2
(γ1 + µ2)µ
′
L1 − I2µ1p′τ1T τ3
e
A3 =
α23kcµ
2
1τ
2
3 I2
(γ1 + µ2)(µc(γ1 + µ2) + α3µ1τ3I2
[
µ
′
L1 −
I2µ1pτ1T τ3
γ1 + µ2
]
+
+
α4kL1µ1pτ1T τ3I2
(γ1 + µ2)µ
′
L1 − µ1τ3p′τ1T I2
(
µc +
α3µ1τ3I2
γ1 + µ2
)
.
As ra´ızes do polinoˆmio (6.5.6) sa˜o determinadas pelas ra´ızes dos polinoˆmios (6.5.7)
e (6.5.9). Em relac¸a˜o ao polinoˆmio (6.5.9), perceba que todos seus coeficiente teˆm sinal
positivo, pois estamos considerando as condic¸o˜es impostas para se ter a positividade de Lc e
L1c, respectivamente (6.5.1) e (6.5.2). Atrave´s da ana´lise feita pelo diagrama de bifurcac¸a˜o
(5.6 e 6.5), devemos impor α3 > β
th
3 e recorrendo a` Regra do Sinal de Descartes, podemos
concluir que todas ra´ızes do polinoˆmio (6.5.9) sa˜o negativas.
As demais ra´ızes sa˜o determinadas pelas ra´ızes do polinoˆmio (6.5.7):
x1 = −µ′L +
I2µ1pτ3τT
γ1 + µ2
< 0
x2 =
[
µ3 + µ4 +
α2kL1(γ1 + µ2)q
′
(γ1 + µ2)µ
′
L1 − I2µ1p′τ1T τ3
](α1
δ
− 1
)
.
(6.5.10)
O sinal negativo de x1 e´ devido a` condic¸a˜o (6.5.1). Ja´ o sinal de x2 pode ser positivo
ou negativo. Uma condic¸a˜o para que x2 < 0 e´:
α1 < δ. (6.5.11)
Podemos agora mostrar que as ra´ızes que sa˜o maiores que os limitantes (6.5.2) e (6.5.1)
sa˜o insta´veis. Para isso, recorremos aos Crite´rio de Routh-Hurwtiz. Se tomarmos I2 > I∗∗2
o u´ltimo coeficiente do polinoˆmio (6.5.9), A3, sera´ negativo pois
I2 >
µ
′
L1(γ1 + µ2)
p′τ1T τ3µ1
⇒ µ′L1 −
I2µ1p
′
τ1T τ3
γ1 + µ2
< 0.
De forma equivalente, quando I2 > I∗2 , o polinoˆmio (6.5.9) possui uma raiz positiva:
I2 > I∗2 =
µ
′
(γ1 + µ2)
pτtτ3µ1
⇒ x1 = −µ′L +
I2µ1pτ3τT
γ1 + µ2
> 0,
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com x1 > 0 o ponto se torna insta´vel.
Perceba que ha´ semelhanc¸a entre os paraˆmetros (6.5.8) e (6.1.2):
βth1 =
(γ2 + µ5)µ
′
L
n(1− p− q)kL
(
1 +
α2kL1q
′
(µ3 + µ4)µ
′
L1
)
e
δ =
γ2 + µ5
n(1− p− q)kL
(
µ
′
L −
I2µ1τ3τT p
γ1 + µ2
)1 + α2kL1q
′
(µ3 + µ4)
(
µ
′
L1 −
I2µ1p
′
τ1T τ3
(γ1 + µ2)
)
 .
Entretanto na˜o e´ poss´ıvel estabelecer uma relac¸a˜o de desigualdade a princ´ıpio, pois:
µ
′
L > µ
′
L −
I2µ1τ3τT p
γ1 + µ2
mas
α2kL1q
′
(µ3 + µ4)µ
′
L1
<
α2kL1q
′
(µ3 + µ4)
(
µ
′
L1 −
I2µ1p
′
τ1T τ3
(γ1 + µ2)
) .
Discutiremos esta situac¸a˜o em breve.
Teorema 5. A estabilidade local do ponto P2 e´ assegurada se α1 < δ e α3 > β
th
3 .
Demonstrac¸a˜o. Sabemos do polinoˆmio (6.5.10) que x2 < 0 ⇔ α1 < δ e α3 > βth3 , pois ha´
viabilidade biolo´gica se as condic¸o˜es (6.5.2) e (6.5.1) sa˜o respeitadas.
6.6 Ponto P3: Coexisteˆncia das ce´lulas infectadas
Neste u´ltimo ponto estaciona´rio, vamos analisar a dinaˆmica do sistema imunolo´gico
com a existeˆncia de ce´lulas infectadas por v´ırus e ce´lulas infectadas por protozoa´rio. Dessa
forma, consideramos I1 6= 0 e I2 6= 0. Segue que:
Lc =
[
µ5 + γ2
α1n(1− p− q)(µ3 + µ4)
]
(µ3 + µ4 + α2q
′
L1c)
L1c =
(
α3τ3kc
µc(γ1 + µ2) + α3τ3µ1I2
− 1
)
µ1
α4p
′
I1 =
[
µ5 + γ2
q′τ1Hn(µ3 + µ4)
](
µ
′
L1 −
kL1
L1c
− τ1T p
′
τ3µ1
γ1 + µ2
I2
)
C =
(γ1 + µ2)kc
µc(γ1 + µ2) + α3τ3µ1I2
.
(6.6.1)
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Como na˜o ha´ sentido biolo´gico concentrac¸o˜es negativas de ce´lulas, devemos considerar:
L1c > 0⇔ α3τ3kc
µc(γ1 + µ2) + α3τ3µ1I2
> 1, (6.6.2)
ou seja,
I∗2 =
µc(γ1 + µ2)
α3τ3µ1
[
α3
φ
− 1
]
> I2 > 0⇔ α3 > φ, (6.6.3)
no qual φ e´ definido por (6.5.4).
Em relac¸a˜o a I1, temos:
I1 > 0⇔
(
µ
′
L1 −
kL1
L1c
− τ1T p
′
τ3µ1
γ1 + µ2
I2
)
> 0. (6.6.4)
Ao substituir a expressa˜o de L1c em (6.6.4), obteremos um polinoˆmio de grau dois que,
devido a viabilidade biolo´gica, deve sempre ser positivo. Eis o polinoˆmio:
I1 = Q7(I2) = A1I22 +A2I2 +A3, (6.6.5)
nos quais,
A1 =
α3τ3µ1(µ5 + γ2)τ1T p
′
τ3µ1
q′τ1Hn(µ3 + µ4)(γ1 + µ2)
,
A2 = −
(
µ5 + γ2
q′τ1Hn(µ3 + µ4)
)
(α4p
′
kL1 + µ
′
L1)(α3τ3µ1)+
−
[
µc(γ1 + µ2)(µ5 + γ2)τ1T p
′
τ3µ1
q′τ1Hn(µ3 + µ4)(γ1 + µ2)
](
α3
φ
− 1
)
e
A3 = (µc(γ1 + µ2))
(
µ5 + γ2
q′τ1Hn(µ3 + µ4)
)[
α4p
′
kL1
µ1
+ µ
′
L1
](
α3
βth3
− 1
)
.
O polinoˆmio (6.6.5) deve ser positivo para dado I2 > 0, pois representa a concentrac¸a˜o
de I1.
Analisando os coeficientes do polinoˆmio (6.6.5), temos A1 > 0 e se α3 > β
th
3 enta˜o A2 < 0
e A3 > 0, ja´ que por (6.5.5) β
th
3 > φ. Assim, pela Regra do Sinal de Descartes temos duas
ra´ızes reais positivas ou nenhuma rais real positiva. Caso α3 < φ, teremos A1 > 0, A3 < 0
e A2 < 0 ou A2 > 0. Em ambos os casos ter´ıamos uma raiz real positiva e outra raiz real
negativa. Por u´ltimo, se α3 > φ e β
th
3 > α3, A1 > 0, A3 < 0 e A2 < 0 ou A2 > 0, assim
ter´ıamos o caso anterior.
O ideal para o polinoˆmio (6.6.5) seria ter ra´ızes complexas ou as duas ra´ızes negativas.
No caso de ra´ızes complexas, o polinoˆmio sempre seria positivo, ja´ que o polinoˆmio (6.6.5)
tem concavidade para cima. Caso as ra´ızes fossem negativas, ter´ıamos a condic¸a˜o de
positividade sempre garantida, pois como a concavidade e´ para cima e tomamos I2 > 0
sempre, desconsiderar´ıamos as ra´ızes negativas, logo I1 > 0. Entretanto, para que isso
acontec¸a na˜o pode haver mudanc¸a no sinal dos coeficientes do polinoˆmio (6.6.5), fato que
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na˜o ocorre.
Dessa forma estaremos dependentes de outro polinoˆmio, o que determina I2. Veja
que a raiz (ou ra´ızes) I2 ao aplicadas no polinoˆmio (6.6.5) deve (ou devem) implicar em
positividade.
Vamos analisar o valor do polinoˆmio (6.6.5) no ponto I2 tal que L1c = 0. O motivo
desta ana´lise e´ estabelecer se as ra´ızes do polinoˆmio (6.6.5) sa˜o reais positivas (ou negativas)
ou complexas. A princ´ıpio, sabemos que α3 > φ (condic¸a˜o (6.6.3)).
Aplicando I2 =
µc(γ1 + µ2)
α3τ3µ1
[
α3
φ
− 1
]
no polinoˆmio (6.6.5) e fazendo arranjos alge´bricos
obtemos:
Q7(I2) = −
[
µc(γ1 + µ2)(µ5 + γ2)
q′τ1Hn(µ3 + µ4)
] [
α4p
′
kL1
([
α3
φ
− 1
]
+
1
µ1
)]
< 0.
Dessa forma, I2 esta´ entre as ra´ızes do polinoˆmio (6.6.5), que sa˜o positivas sob a con-
dic¸a˜o α3 > φ. Devemos tomar I2 menor que a raiz positiva do polinoˆmio (6.6.5) para que
L1c > 0 e I1 > 0.
A componente I2 e´ obtida resolvendo a seguinte igualdade:
kL − µ′LLc +
(
(µ3 + µ4)n(−α1(1− p− q) + qτH)
γ2 + µ5
)
LcI1 +
(
τT pτ3µ1
γ1 + µ2
)
LcI2 = 0. (6.6.6)
Ao substituir as expresso˜es de Lc e I1 em (6.6.6), obtemos um polinoˆmio de grau treˆs.
Os coeficiente deste polinoˆmio sa˜o extensos, por este motivo esta˜o expressos no Apeˆndice,
mas considere o polinoˆmio para I2:
Q8(I2) = B1I2
3
+B2I2
2
+B3I2 +B4. (6.6.7)
As ra´ızes do polinoˆmio (6.6.7) deve (ou devem) satisfazer:
I∗2 =
µc(γ1 + µ2)
α3τ3µ1
[
α3
φ
− 1
]
> I2 > 0 e Q7(I2) > 0.
Atrave´s dos testes nume´ricos, que sera˜o apresentados abaixo, conclu´ımos que so´ existira´
viabilidade biolo´gica quando α1 > β
th
1 e α3 > β
th
3 . Dessa forma, vamos variar os paraˆmetros
de infecc¸a˜o α1 e α3.
Nos testes seguintes, vamos determinar as ra´ızes dos polinoˆmios (6.6.5) e (6.6.7), o
limitante para condic¸a˜o biolo´gica de L1c e I1.
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A tabela 6.6 fornece os paraˆmetros utilizados nos testes nume´ricos:
Tabela 6.6: Paraˆmetros para determinar as raz´es de Q7(I1) = 0 e Q8(I2) = 0.
µ1 µ2 µ3 µ4 µ5 µ
′
L1 µ
′
L µc γ1 α4 q
′
τH γ2
0,2 0,2 0,2 0,1 0,18 0,2 0,2 0,2 0,05 0,4 0,2 1 0,01
τ3 τ1T τT p
′
p kc kL1 α2 n 1-p-q q τ1H kL
1 1 1 0,16 0,16 0,2 0,2 0,4 1 0,68 0,16 1 0,2
Lembrando que a condic¸a˜o (6.6.3) deve ser satisfeita.
• Considerando: α1 = 0, 61, α3 = 0, 26, βth1 = 0, 6268, βth3 = 0, 33 e I∗2 = 0, 03846,
Ra´ızes de I1 2,2850 -0,1840
Ra´ızes de I2 -4,2880 0,9623 -0,1727
• Considerando: α1 = 0, 62, α3 = 0, 27, βth1 = 0, 6268, βth3 = 0, 33 e I∗2 = 0, 0740,
Ra´ızes de I1 2,2883 -0,1517
Ra´ızes de I2 -4,26120 0,9808 -0,1433
• Considerando: α1 = 0, 64, α3 = 0, 29, βth1 = 0, 6268, βth3 = 0, 33 e I∗2 = 0, 1379,
Ra´ızes de I1 2,2943 -0,0939
Ra´ızes de I2 -4,2132 1,0152 -0,0912
• Considerando: α1 = 0, 69, α3 = 0, 34, βth1 = 0, 6268, βth3 = 0, 33 e I∗2 = 0, 2647,
Ra´ızes de I1 2,3072 0,0199
Ra´ızes de I2 -4,1184 1,0880 0,0096
Como ja´ dito, o polinoˆmio (6.6.5) possui duas ra´ızes reais positivas quando α3 > β
th
3 .
Perceba que quando α3 < β
th
3 , na˜o ha´ viabilidade biolo´gica para I1, pois sua concentra-
c¸a˜o se torna negativa. Apenas quando α3 > β
th
3 existem ambas ra´ızes, obtemos uma raiz
para o polinoˆmio (6.6.7) menor que a menor raiz do polinoˆmio (6.6.5), assim a condic¸a˜o
Q7(I2) > 0 e´ satisfeita.
Como estamos trabalhando na regia˜o biologicamente via´vel Ω2, positivamente invari-
ante, as ra´ızes negativas de I2 sa˜o insta´veis, pois uma vez que tomamos pontos no interior
de Ω2, o fluxo se mante´m em Ω2.
Vamos aplicar o ponto P3 = (Lc, L1c, I1, C, I2) na matriz Jacobiana:
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J(P3) =

J0 0 J1 0 J2
0 J3 J4 0 J5
α1j(n(µ3 + µ4)
µ5 + γ2
(Q1(I2)) −α2q′(Q1(I2)) 0 0 0
0 0 0 −µc − α3µ1τ3I2
γ1 + µ2
J6
0 −α4p′I2 0 α3µ1τ3I2
γ1 + µ2
0

em que:
J0 = −µ′L +
−α1(1− p− q) + qτH
q′τ1H
(
q
′
τ1Hn(µ3 + µ4)
µ5 + γ2
)
Q1(I2) +
µ
′
pτ3τT I2
γ1 + µ2
J1 =
(
qτH
α1(1− p− q) − 1
)[
α2q
′
µ1
α4p
′
(
α3τ3kc
µc(γ1 + µ2) + α3τ3µ1I2
− 1
)
+ µ3 + µ4
]
J2 =
µ1pτ3τT (γ2 + µ5)
α1(1− p− q)n(µ3 + µ4)(γ1 + µ2)
[
µ3 + µ4 +
α2q
′
µ1
α4p
′
(
α3τ3kc
µc(γ1 + µ2) + α3τ3µ1I2
− 1
)]
J3 = −α4kL1p
′
µ1
 1α3τ3kc
µc(γ1 + µ2) + α3τ3µ1I2
− 1

J4 =
(µ3 + µ4)nq
′
τ1Hµ1
α4p
′(γ2 + µ5)
[
α3τ3kc
µc(γ1 + µ2) + α3τ3µ1I2
− 1
]
J5 =
µ21τ1T τ3
α4(γ1 + µ2)
[
α3τ3kc
µc(γ1 + µ2) + α3τ3µ1I2
− 1
]
J6 = − α3kcµ1τ3
(γ1 + µ2)µc + α3µ1τ3I2
.
O polinoˆmio caracter´ıstico e´ determinado pelo determinante de J(P3):
Φ3(x) = −x5 +A1x4 +D1x3 +D2x2 +D3x+D4 (6.6.8)
D1 = A2 +A3 +A4
D2 = A5A6 +A7 +A8 +A9 +A10
D3 = A11 +A12 +A13 +A17A16 +A14A15
D4 = A18 +A19A20 +A21A22.
Os coeficientes do polinoˆmio (6.6.8) esta˜o definidos no Apeˆndice.
Conjectura 4. O ponto P3 e´ local e assintoticamente esta´vel se α1 > β
th
1 e α3 > β
th
3 .
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Demonstrac¸a˜o. De fato, como ja´ explicitado nos testes nume´ricos, temos que so´ ha´ a pos-
sibilidade de existeˆncia de I1 e I2 se α1 > β
th
1 e α3 > β
th
3 . A verificac¸a˜o de que os
autovalores teˆm parte real negativa segue abaixo via simulac¸o˜es nume´ricas. Lembrando
que α3 > φ = 0, 25 (condic¸a˜o (6.6.3)):
• Tomando α1 = 0, 6, α3 = 0, 26, βth1 = 0, 627 e βth3 = 0, 33
x1 x2 x3 x4 x5
0,182 0,041 -0,111+0,0239i -0,111-0,0239i -0,336
• Tomando α1 = 0, 62, α3 = 0, 28, βth1 = 0, 627 e βth3 = 0, 33
x1 x2 x3 x4 x5
0,185 0,0435 -0,114+0,022i -0,114-0,022i -0,344
• Tomando α1 = 0, 63, α3 = 0, 29, βth1 = 0, 627 e βth3 = 0, 33
x1 x2 x3 x4 x5
0,187 0,045 -0,115+0,021i -0,115-0,021i -0,348
• Tomando α1 = 0, 68, α3 = 0, 34, βth1 = 0, 627 e βth3 = 0, 33
x1 x2 x3 x4 x5
-0,001 -0,196 -0,100+0,183i -0,100-0,183i -0,189
6.7 Discusso˜es
Como no cap´ıtulo 5, faremos nesta sec¸a˜o comparac¸o˜es dos pontos de equil´ıbrio segundo
aspectos qualitativos. No modelo estudado neste cap´ıtulo, MIC, obtemos dois limiares:
βth1 (6.1.2) e β
th
3 (6.1.3). Dependendo dos valores tomados por α1 e α3, podemos mudar a
estabilidade de cada ponto estaciona´rio.
No primeiro ponto analisado na˜o ha´ presenc¸a de ce´lulas infectadas por v´ırus e proto-
zoa´rios, dessa forma os linfo´citos T CD8 na˜o foram ativados, logo os termos de proporci-
onalidade dos linfo´citos L1H e L1T sa˜o p
′
= q
′
= 0 (4.2.4). Segue que:
βth1 =
(γ2 + µ5)µ
′
L
n(1− p− q)kL = α
th
1 e β
th
3 =
µc(γ1 + µ2)
kcτ3
= αth3 .
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Ja´ o ponto P1, representa a presenc¸a de ce´lulas infectadas por v´ırus e auseˆncia de ce´lulas
infectadas por protozoa´rio. Assim ocorreu apenas a ativac¸a˜o de L1H , q
′ 6= 0. Entretanto,
na˜o ocorreu a ativac¸a˜o de L1T , logo p
′
= 0. Uma das condic¸o˜es de estabilidade e´ α3 < β
∗∗,
onde β∗∗ e´ dado pela equac¸a˜o (6.4.9). Temos que β∗∗ > βth3 (desigualdade 6.4.11). Esta
condic¸a˜o na˜o nos diz nada a` respeito de α3 e β
th
3 , pois ate´ o momento consideramos p
′ 6= 0.
Agora com p
′
= 0:
βth3 = β
∗∗ =
(γ1 + µ2)µc
kcτ3
= αth3 ,
portanto α3 < β
th
3 = β
∗∗ com p′ = 0.
No ponto P2, temos auseˆncia de ce´lulas infectadas por v´ırus e assim na˜o ha´ ativac¸a˜o de
L1H , logo q
′
= 0. Como ha´ presenc¸a de ce´lulas infectadas por protozoa´rios, L1T e´ ativado,
logo p
′ 6= 0. Uma das condic¸o˜es de estabilidade local foi dada por α1 < δ. Considerando
q
′
= 0 temos que:
δ =
γ2 + µ5
n(1− p− q)kL
[
µ
′
L −
I2µ1τ3τT p
γ1 + µ2
]
< βth1 =
γ2 + µ5
n(1− p− q)kL ,
logo α1 < β
th
1 .
O u´ltimo ponto, P3, que representa a co-infecc¸a˜o, mostra que o sistema imunolo´gico
ativou as principais ce´lulas de defesa, L1T e L1H . Dessa forma q
′ 6= 0 e p′ 6= 0. Portanto:
βth1 =
γ2 + µ5
n(1− p− q)kL
(
1 +
α2kl1q
′
(µ3 + µ4)µ
′
L1
)
e βth3 =
(γ1 + µ2)µc)
kcτ3
(
1 +
α4kL1p
′
µ
′
L1µ1
)
.
Vamos fazer simulac¸o˜es nume´ricas para obter mais informac¸o˜es sobre o comportamento
dinaˆmico do modelo em torno dos pontos estaciona´rios.
Sera˜o consideradas duas situac¸o˜es:
• expansa˜o clonal de LH , τ∗H , acima de β
th
1 ;
• expansa˜o clonal de LH , τ∗H , abaixo de β
th
1 ;
Isso se faz necessa´rios pois, ao estudarmos a estabilidade do ponto P1, auseˆncia de
ce´lulas infectadas por T. cruzi, foi constatado que a expansa˜o clonal de LH e´ um fator
que influencia na infecc¸a˜o por v´ırus, pois quando τ∗H > β
th
1 o sistema imunolo´gico consegue
manter baixa a quantidade de ce´lulas infectadas por v´ırus, devido ao grande nu´mero de
linfo´citos T CD8 ativados (diagrama 6.3). Assim quanto mais ce´lulas infectadas por v´ırus,
maior e´ o nu´mero de linfo´citos T CD8 e, logo, o controle sobre v´ırus. Entretanto, quando
τ∗H < β
th
1 o sistema imunolo´gico na˜o esta´ preparado a ponto de controlar o crescimento de
ce´lulas infectadas por v´ırus e assim o nu´mero de ce´lulas infectadas cresce.
A primeira simulac¸a˜o sera´ feita no caso em que τ∗H > β
th
1 , figura 6.8. A tabela 6.7 foi
utilizada para fazer tais simulac¸o˜es.
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Tabela 6.7: Valores dos paraˆmetros para gra´fico para ana´lise qualitativa e quantita-
tiva de MIC.
τ1T µ1 µ
′
L1 µc µ2 µ3 µ4 µ5
1 0,2 0,2 0,2 0,2 0,2 0,1 0,3
µ
′
L µ
′
t kL kc kb γ1 α2 µ1
0,2 0,2 0,2 0,2 0,2 0,05 0,4 0,1
γ2 τH τT τ3 τ5 1-p-q q n
0,01 1 1 1 1 0,68 0,16 1
b1 c p τ1H p
′
q
′
α4 kL1
0,001 0,4 0,16 1 0,16 0,16 0,4 0,1
0 0,2 0,4 0,6 B 1,4 1,6 1,8 2
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Figura 6.7: Diagrama de bifurcac¸a˜o para ra´ızes de Q1(I1) = 0. Caso em que α
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1 =
0, 91, τ ∗H = 1, 17 e β
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1 = 1, 11.
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Figura 6.8: Comportamento qualitativo e quantitativo dos pontos estaciona´rios-MIC.
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Ao estudarmos o diagrama 5.3 da sec¸a˜o 5.4 (figura 6.7), obtemos uma regia˜o em que
haviam duas ra´ızes biologicamente via´veis em que uma era esta´vel e a outra insta´vel. Tal
regia˜o era determinada pelo intervalo [B, βth1 ] (B=1,08). Lembrando que a raiz do ramo
superior e´ atratora segundo o ponto inicial escolhido. Logo, as coordenadas do ponto inicial
na simulac¸a˜o nume´rica sera˜o escolhidas em func¸a˜o das ra´ızes do ramo superior e inferior,
ou seja, vamos tomar a componente I1 como raiz do polinoˆmio (6.4.4) e as demais sa˜o
dadas pelo ponto P1 = (Lc, L1c, I1, C, 0) (sec¸a˜o 5.4). A coordenada de I2 sera´ tomada de
forma independente, pois em P1 temos I2 = 0.
Considerando o caso em que α1 < B e α3 < β
th
3 temos a estabilidade de P0, na˜o
importando o ponto inicial. Tomando α1 < B e α3 > β
th
3 , temos a estabilidade de P2, na˜o
importando o ponto inicial.
As mudanc¸as das regio˜es de atrac¸a˜o comec¸am quando tomamos α1 > B, regia˜o que na
figura 6.7 aparecem duas ra´ızes via´veis. Considerando α3 < β
th
3 e B < α1 < β
th
1 podemos
ter P0 ou P1 atratores. O ponto atrator e´ definido atrave´s da escolha da condic¸a˜o inicial
para I2. Na sec¸a˜o 5.4 do cap´ıtulo 5, concluiu-se do diagrama 6.3 que no intervalo [B, β
th
1 ]
as ra´ızes do ramo superior eram atratoras, do ramo inferior repulsoras e trivial atratora,
ou seja, poder´ıamos ter P1 ou P0, ja´ que I2 = 0 era tomado com condic¸a˜o inicial. Assim, a
condic¸a˜o inicial era a condic¸a˜o que determinava qual seria o ponto atrator. Considerando,
agora, I2 > 0 inicial pequeno, o ponto atrator sera´ P1. Se I2 inicial e´ relativamente grande,
P0 sera´ o atrator.
A influeˆncia da escolha da condic¸a˜o inicial nesta regia˜o, no comportamento da soluc¸a˜o,
e´ explicada da seguinte forma: dado ponto inicial de I2 > 0 pequeno, ha´ um est´ımulo
pequeno aos linfo´citos T CD8 e, dessa forma, as ce´lulas infectadas por v´ırus conseguem
se manter no organismo. No caso em que a concentrac¸a˜o de I2 e´ grande, ou seja sua
concentrac¸a˜o, o est´ımulo aos linfo´citos T CD8 e´ suficiente para estabelecer uma resposta
contra as ce´lulas infectadas por v´ırus e assim elimina´-las. Como as condic¸o˜es para que
haja I2 6= 0 na˜o e´ satisfeita, α3 > βth3 , mesmo tomando um I2 inicial muito grande, termos
apenas P1 ou P2.
Uma situac¸a˜o interessante ocorre quando estamos na regia˜o αth1 > α1 > B e α3 > β
th
3 .
Lembrando que B foi determinado atrave´s de simulac¸o˜es nume´ricas na sec¸a˜o 5.4. Nesta
regia˜o podemos ter P1 ou P2 atratores. Como anteriormente, a condic¸a˜o inicial determina
qual sera´ o ponto atrator. Considerando, ainda, as ra´ızes do ramo superior ou ramo inferior
do polinoˆmio (6.4.4), diagrama 5.4 figura 6.7. Caso seja tomado a condic¸a˜o inicial como as
coordenadas em func¸a˜o do ramo inferior e I2 inicial pequeno, teremos o ponto P1 atrator.
Neste caso, as coordenadas do ponto P1 sa˜o dadas em func¸a˜o da raiz do ramo superior.
Entretanto se I2 e´ grande, teremos P2 atrator. O mesmo se repete tomando as ra´ızes do
ramo superior, se I2 e´ pequeno, teremos o ponto P1 atrator. Se I2 e´ grande, teremos o
ponto P2 atrator. As coordenadas novamente de P1 sa˜o em func¸a˜o da raiz do ramo superior.
Biologicamente, se I2 inicial e´ grande, os est´ımulos aos linfo´citos T CD8 sa˜o suficientes
para que ocorra a eliminac¸a˜o de ce´lulas infectadas por v´ırus, mas na˜o as ce´lulas infectadas
por protozoa´rio, pois uma condic¸a˜o necessa´ria para a existeˆncia de ce´lulas infectadas por
v´ırus e´ α1 > β
th
1 . Entretanto, quando I2 inicial e´ pequeno, os est´ımulos sa˜o pequenos aos
linfo´citos T CD8, mas suficientes para eliminar as ce´lulas infectadas por protozoa´rio.
A mesma situac¸a˜o temos quando α1 > β
th
1 e α3 > β
th
3 , temos P1 ou P2 atratores. A
condic¸a˜o para que o ponto P3 seja atrator e´ α1 > β
th
1 e α3 acima da curva simulada (figura
6.8).
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A figura 6.10 mostra a simulac¸a˜o no caso em que τ∗H < β
th
1 . A medida que α1 cresce,
com valores maiores que βth1 , os valores de I1 crescem tambe´m.
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Figura 6.10: Comportamento qualitativo e quantitativo dos pontos estaciona´rios-
MIH.
Neste caso a expansa˜o clonal e´ menor que βth1 . Por este motivo as ce´lulas infectadas
crescem, como descrito no diagrama 5.2 da sec¸a˜o 5.4, figura 6.9. A figura 6.10 mostra que
devido a uma expansa˜o clonal menor que βth1 , a situac¸a˜o de co-infecc¸a˜o se tornou mais
dif´ıcil, pois α3 deve ser maior que seu limiar e β
∗∗.
Na regia˜o em que α1 < β
th
1 e α3 < β
th
3 temos P0 independente da condic¸a˜o inicial. Em
α1 < β
th
1 e α3 > β
th
3 temos P2 atrator independente da condic¸a˜o inicial escolhido.
Tomando α1 > β
th
1 e α3 > β
th
3 , mas inferior aos pontos simulados vermelhos na figura
6.10, temos o ponto P1 atrator, independente da escolha da condic¸a˜o inicial. A condic¸a˜o
para termos P3 atrator e´ α1 > β
th
1 e α3 superior a curva simulada vermelha, figura 6.10,
independente do ponto inicial escolhido.
Nesta situac¸a˜o, τ∗H < β
th
1 , como ha´ uma expansa˜o clonal menor, ha´ uma quantidade
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menor de linfo´citos T CD8 espec´ıficos para atacar ce´lulas infectadas por v´ırus. Dessa forma
e´ mais prop´ıcio o crescimento de ce´lulas infectadas por v´ırus, que consequentemente, faz
com que os linfo´citos T CD8 cresc¸am. Isso faz com que o ataque a`s ce´lulas infectadas por
protozoa´rio sejam rechac¸adas. Assim, a regia˜o de co-infecc¸a˜o se torna mais “estreita”.
6.8 Eficieˆncia do sistema imunolo´gico
Vamos fazer uma ana´lise da resposta do sistema imunolo´gico, que mostrara´ quais devem
ser as repostas imunolo´gicas para que o organismo consiga rechac¸ar a infecc¸a˜o. Dessa forma
vamos considerar:
F (α1, α2) = RvL =
α1
βth1
=
α1n(1− p− q)kL
µ
′
L(γ2 + µ5)
 1
1 +
α2kL1q
′
µ
′
L1(µ3 + µ4)
 , (6.8.1)
em que F esta´ definida em A = {(x, y) ∈ R2 : x > 0, y > 0}. F representa o progresso da
infecc¸a˜o viral em func¸a˜o dos paraˆmetros de infecc¸a˜o do v´ırus e eficieˆncia de linfo´citos T
CD8, ataque de ce´lulas infectadas por v´ırus.
Sabemos que, se RvL > 1 a infecc¸a˜o viral ira´ progredir. Caso RvL < 1, o organismo
consegue estabelecer uma resposta eficiente (interpretac¸a˜o de (6.2.1)). Por estas razo˜es,
vamos analisar a curva de n´ıvel F (α1, α2) = 1 e assim determinar relac¸o˜es mais precisas de
entre α1 e α2:
F (α1, α2) = 1⇒ α1n(1− p− q)kL
µ
′
L(γ2 + µ5)
= 1 +
α2kL1q
′
µ
′
L1(µ3 + µ4)
.
Vamos colocar α2 em func¸a˜o de α1 para que, dado paraˆmetro de infecc¸a˜o viral, saibamos
qual deve ser a resposta imunolo´gica para que F (α1, α2) ≤ 1. Logo,
α2 = F1(α1) =
µ
′
L1(µ3 + µ4)
kL1q
′
[
α1n(1− p− q)kL
(γ2 + µ5)µ
′
L
− 1
]
=
µ
′
L1(µ3 + µ4)
kL1q
′
[
α1
αth1
− 1
]
. (6.8.2)
A func¸a˜o F1 esta´ definida em A1 = {x ∈ R : x > αth1 } (x deve ser maior que αth1 pois
α2 > 0).
Como F1 e´ uma func¸a˜o linear, a regia˜o acima da reta F1 representa a eficieˆncia do
sistema imunolo´gico, fazendo com que RvL = F (α1, α2) < 1. Portanto, a infecc¸a˜o e´
controlada e pode ate´ ser eliminada. Ja´ a regia˜o abaixo da reta F1, representa que o
sistema imunolo´gico na˜o conseguiu conter o avanc¸o da infecc¸a˜o, logo esta se estabelece no
organismo.
Observe que:
αth1 =
µ
′
L(γ2 + µ5)
n(1− p− q)kL
cresce se o efeito do medicamento contra o v´ırus HIV e´ eficiente, ou a taxa de mortalidade
do v´ırus HIV cresce. A u´nica intervenc¸a˜o de fato que podemos fazer e´ em γ2, o medica-
mento. Segue que quanto mais eficiente e´ o medicamento e/ou maior a mortalidade dos
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v´ırus, maior e´ αth1 , sendo mais dif´ıcil o paraˆmetro α1 atingir valores para chegar na regia˜o
abaixo da reta F1.
Uma forma de analisar o crescimento de F1 e´ o coeficiente angular. Dessa forma, de-
terminaremos qual paraˆmetro e´ mais sens´ıvel ao crescimento/decrescimento do coeficiente
angular, ou seja, qual paraˆmetro tem maior influeˆncia.
Como F1 e´ cont´ınua e deriva´vel em A1, podemos definir sua derivada. Definimos:
dF1(α1)
dα1
=
µ
′
L1(µ3 + µ4)n(1− p− q)kL
kL1q
′µL(γ2 + µ5)
. (6.8.3)
Assim, a equac¸a˜o (6.8.3) decresce quando γ2 cresce, dado que este e´ o u´nico paraˆmetro que
temos um certo controle. Entretanto, o crescimento de γ2 garante que o coeficiente angular
ira´ diminuir mas as chances de livrar o organismo da doenc¸a sejam maiores e´ duvidoso, pois
o tratamento e´ dif´ıcil e depende da adaptac¸a˜o de cada organismo. E´ fato que o tratamento
e´ extremamente complexo. O indiv´ıduo que e´ aide´tico toma um coquetel de medicamentos,
uma combinac¸a˜o de pelo menos treˆs antirretrovirais, sendo dois de classes diferentes [34].
De forma ana´loga, vamos estabelecer a seguinte func¸a˜o para infecc¸a˜o por T. cruzi e a
eficieˆncia de linfo´citos TCD8 espec´ıficos:
G(α3, α4) = RtL =
α3
βth3
=
α3τ3kc
µc(γ1 + µ2)
 1
1 +
α4kL1p
′
µL1µ1
 , (6.8.4)
em que G esta´ definida em B = {(x, y) ∈ R2 : x > 0, y > 0}. G representa o progresso
da infecc¸a˜o pelo Tripanossoma cruzi, em func¸a˜o da taxa de infecc¸a˜o pelo protozoa´rio e a
eficieˆncia dos linfo´citos T CD8, ao atuar contra ce´lulas infectadas pelo protozoa´rio. Vamos
proceder da mesma forma, tomando a curva de n´ıvel G(α3, α4) = 1, pois sabemos da
interpretac¸a˜o de 6.2.2, que RtL > 1 indica que o protozoa´rio tem progresso na infecc¸a˜o e
se estabelece no organismo. Caso RtL < 1, indica que o sistema imunolo´gico conseguiu
estabelecer uma resposta eficiente a` infecc¸a˜o.
Assim,
G(α3, α4) = 1⇒ α3
βth3
=
α3τ3kc
µc(γ1 + µ2)
= 1 +
α4kL1p
′
µL1µ1
.
Vamos definir uma func¸a˜o em que α4 esta´ em func¸a˜o de α3, pois assim dado forc¸a de
infecc¸a˜o por parte do T. cruzi, saberemos o quanto deve ser a atuac¸a˜o de linfo´citos T CD8
para controlar ou eliminar a infec¸a˜o:
α4 = G1(α3) =
µ
′
L1µ1
kL1p
′
[
α3τ3kc
µc(γ1 + µ2)
− 1
]
=
µ
′
L1µ1
kL1p
′
[
α3
φ
− 1
]
, (6.8.5)
em que G1 e´ definida em B1 = {x ∈ R : x > φ} e φ e´ descrito por (6.5.4).
Como no caso anterior G1 e´ uma func¸a˜o linear, logo, temos duas regio˜es. A regia˜o acima
da reta G1, representa a auseˆncia de ce´lulas infectadas por T. cruzi, ou seja, auseˆncia de
T. cruzi, pois o sistema imunolo´gico conseguiu oferecer uma resposta eficiente. A regia˜o
abaixo da reta G1 representa a presenc¸a de T. cruzi, ou seja, o sistema imunolo´gico na˜o
conseguiu oferecer uma resposta eficiente para combater a infecc¸a˜o.
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Da mesma forma:
φ =
µc(γ1 + µ2)
τ3kc
,
podemos apenas intervir em φ, para que ele cresc¸a aumentando o paraˆmetro γ1, eficieˆncia
do medicamento anti T. cruzi. Consequentemente se o medicamento for eficiente, fara´ com
que µ2, taxa de mortalidade de T. cruzi cresc¸a.
Vamos analisar o crescimento de G1 por seu coeficiente angular. Como G1 e´ cont´ınua
e deriva´vel em B1, podemos analisar sua derivada:
dG1
dα3
=
µ
′
L1µ1τ3kc
µc(γ1 + µ2)kL1p
′ . (6.8.6)
Analisando a igualdade (6.8.6), quando γ1 cresce o quociente decresce. Como γ1 e´ um
paraˆmetro que indica a eficieˆncia de medicamento, no combate ao T. cruzi, e e´ o u´nico que
temos um certo controle.
6.9 Considerac¸o˜es aos limiares
Alguns v´ırus persistem in vivo no organismo humano ate´ que a imunidade sofra uma
queda. Este comportamento e´ denominado lateˆncia. Por exemplo, o v´ırus do herpes. O
v´ırus do herpes simples, herpes labial, apo´s sofrer com uma resposta eficiente do sistema
imunolo´gico, persiste em estado latente nos neuroˆnios sensoriais. O organismo na˜o o “en-
xerga”, pois os neuroˆnios conduzem poucos n´ıveis de mole´culas MHC de classe I, tornando
mais dif´ıcil os linfo´citos T CD8 reconheceˆ-los [30].
De forma parecida, o v´ırus HIV permanece em estado latente no organismo humano.
Segundo [31], o v´ırus HIV permanece latente na medula o´ssea. Assim, como o v´ırus da
herpes, v´ırus HIV torna-se a replicar quando o sistema imunolo´gico sofre uma baixa.
Embora os pacientes com defeitos de ce´lulas B possam enfrentar muitos pato´genos, os
pacientes com comprometimento de ce´lulas T sa˜o altamente suscet´ıveis a uma variedade
maior de agentes infecciosos. As causas de defeito da formac¸a˜o de ce´lulas T sa˜o va´rias.
Podemos destacar defeitos gene´ticos, como e´ o caso dos portadores de imunodeficieˆncia
combinada grave. Em tais portadores desta imunodeficieˆncia, as ce´lulas T falham em se
desenvolver, devido a uma mutac¸a˜o na cadeia γ comum a diversos receptores de citocinas
[32].
No in´ıcio da infecc¸a˜o por v´ırus HIV, o organismo na˜o esta´ pronto para estabelecer uma
resposta imunolo´gica eficiente, pois na˜o possui ce´lulas de memo´ria. Dessa forma, vamos
considerar o caso em que a taxa de eliminac¸a˜o de ce´lulas infectadas por v´ırus HIV e´ nula,
α2 = 0, ou seja, o organismo na˜o consegue estabelecer uma resposta eficiente para comba-
ter o v´ırus HIV. Neste caso no´s temos a ativac¸a˜o dos linfo´citos T CD8.
Temos:
βth1 =
(γ2 + µ5)µ
′
L
n(1− p− q)kL = α
th
1 .
Segue que RvL = Rv. Para que o v´ırus tenha progresso no organismo, a forc¸a da infecc¸a˜o
deve ser menor, facilitando sua disseminac¸a˜o. O in´ıcio da infecc¸a˜o viral e´ desencadeada
quando α1 > α
th
1 .
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E´ mais complicado fazer uma comparac¸a˜o de eficieˆncia entre Rt (equac¸a˜o (5.2.2)) e RtL
(equac¸a˜o (6.2.2)). Quando o organismo esta´ despreparado, ou seja, suscet´ıvel a`s infecc¸o˜es,
os linfo´citos B e linfo´citos T CD4 na˜o foram ativados, dessa forma b1 = α4 = 0 e chegamos
na igualdade:
RtL = Rt =
α3τ3kc
µc(γ1 + µ2)
.
Se pensarmos no contexto biolo´gico apo´s uma queda do sistema imunolo´gico, princi-
palmente na concentrac¸a˜o de linfo´citos T CD4, a replicac¸a˜o de T. cruzi se inicia. Supondo
que o organismo so´ ira´ “enxergar”a presenc¸a de tripomastigotas (formas circulantes de T.
cruzi) quando sua concentrac¸a˜o for alta, teremos uma ativac¸a˜o de linfo´citos T e linfo´citos
B.
Supondo que a ativac¸a˜o de linfo´citos T espec´ıficos na atuac¸a˜o contra ce´lulas infectadas I1
ainda na˜o tenha ocorrido, p
′
= 0, enta˜o temos:
αth1 =
µc(γ1 + µ2)
τ3kc
[
1 +
b1dkbµ
′
L
µ2(µ
′
tµ
′
L − τ5dqkL)
]
> βth3 =
µc(γ1 + µ2)
τ3kc
,
assim, em um esta´gio inicial da reativac¸a˜o da Doenc¸a de Chagas, o T. cruzi deve resistir
o ataque de linfo´citos B. A tendeˆncia e´ uma reabilitac¸a˜o do sistema imunolo´gico, princi-
palmente por parte dos linfo´citos T, que apo´s uma infecc¸a˜o pre´via, estara˜o pre´ ativados.
Entretanto, a infecc¸a˜o viral e´ o grande entrave de Lc e L1c. Assim a longo prazo ter´ıamos
uma queda na eficieˆncia de L1c (α4), pois sa˜o pouco ativados por Lc. Consequentemente
as ce´lulas ce´lulas B tambe´m sera˜o pouco ativadas.
Cap´ıtulo 7
Concluso˜es
O sistema imunolo´gico e´, de fato, extremamente complexo. Existem inu´meras varia´veis
que interagem entre si e, que de certa forma, influenciam na resposta imunolo´gica. A de-
pender das ce´lulas envolvidas e do tipo de infecc¸a˜o, o organismo estabelece uma resposta
espec´ıfica.
Apo´s a construc¸a˜o do primeiro modelo (4.1), mais completo e complexo, fizemos va´rias
simplificac¸o˜es e obtivemos dois submodelos: modelo da Imunidade Humoral e modelo da
Imunidade Celular. A ana´lise de estabilidade de tais modelos foi fundamental para extrair
informac¸o˜es do comportamento dinaˆmico das imunidades.
Analisando o modelo MIH, obtivemos quatro cena´rios que descrevem a dinaˆmica deste
modelo em torno dos pontos estaciona´rios. Dois importantes limiares, ao analisar o ponto
trivial, foram determinados. Esses limiares, αth1 e α
th
3 , apresentados respectivamente por
(5.1.5) e (5.1.6), sa˜o paraˆmetros que da˜o a qualidade de cada ponto estaciona´rio (esta´-
vel/insta´vel). A ana´lise de estabilidade local nos permitiu estabelecer as condic¸o˜es neces-
sa´rias para que ocorressem as infecc¸o˜es ou co-infecc¸o˜es.
No caso em que na˜o ha´ presenc¸a de ce´lulas infectadas por v´ırus HIV e T. cruzi, concluiu-
se que o ponto P0, situac¸a˜o em que na˜o ha´ infecc¸a˜o, e´ local e assintoticamente esta´vel se
o nu´mero me´dio de v´ırus e protozoa´rios secunda´rios e´ menor que um, ou seja, Rv < 1
(α1 < α
th
1 ) e Rt < 1 (α3 < α
th
3 ). Na situac¸a˜o em que ha´ presenc¸a de v´ırus HIV e na˜o ha´
presenc¸a de T. cruzi, concluiu-se que o ponto P1 e´ local e assintoticamente esta´vel se Rv > 1
(α1 > α
th
1 ) e Rt < 1 (α3 < α
∗∗ < αth3 ), ou seja, a infecc¸a˜o viral evolui atrave´s das infecc¸o˜es
de linfo´citos T CD4 na˜o ativos por v´ırus, enquanto que a infecc¸a˜o pelo protozoa´rio na˜o
se estabelece. Neste ponto, pode-se verificar que quando α1 > α
th
1 , temos α
th
3 > α
∗∗. O
ponto P2 representa o esta´gio em que ha´ T. cruzi circulante e na˜o ha´ ce´lulas infectadas por
v´ırus HIV. O ponto P2 e´ local e assintoticamente esta´vel se Rv < 1 (α1 < α
th
1 ) e Rt > 1
(α3 > α
th
3 ), ou seja, ha´ uma evoluc¸a˜o na infecc¸a˜o do protozoa´rio, entretanto o v´ırus na˜o se
desenvolve.
O ponto da co-infecc¸a˜o, presenc¸a de v´ırus e protozoa´rio, e´ o esta´gio cl´ınico cr´ıtico. Ha´
replicac¸a˜o viral e do protozoa´rio no organismo. Isso mostra que o sistema imunolo´gico
humoral na˜o conseguiu estabelecer uma resposta eficiente diante de ambas infecc¸o˜es. O
ponto P3 e´ local e assintoticamente esta´vel se Rv > 1 (α1 > α
th
1 ) e Rt > 1 (α3 > α
th
3 ).
Atrave´s das simulac¸o˜es nume´ricas, podemos concluir que a infecc¸a˜o viral facilita a co-
infecc¸a˜o pois, na˜o necessariamente os paraˆmetros de infecc¸a˜o, α1 e α3, devem ser maiores
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que seus respectivos limiares para ocorrer a co-infecc¸a˜o, como visto na figura 5.5. Reci-
procamente, o protozoa´rio tambe´m “ajuda”o v´ırus, mas na˜o na mesma intensidade. Isso
ocorre pois o v´ırus HIV infecta as ce´lulas Lc, linfo´citos T CD4, que ativam outras ce´lulas
de defesa. Assim, na˜o ha´ ativac¸a˜o e o sistema imunolo´gico torna-se ino´cuo. Logo, o proto-
zoa´rio da in´ıcio ao processo de reativac¸a˜o.
O protozoa´rio determina um esta´gio de morbimortalidade.
O modelo MIH apresentou, de forma simplificada, que a imunidade humoral e´ muito
importante para reativac¸a˜o da Doenc¸a de Chagas. A imunidade humoral e´ a primeira
resposta que o sistema imunolo´gico oferece. Caso este resposta na˜o seja suficiente para
eliminar a co-infecc¸a˜o, a imunidade celular torna-se essencial.
O modelo MIC aborda a co-infecc¸a˜o com a resposta imunolo´gica dos linfo´citos T CD8
citoto´xicos, ce´lulas que produzem citocinas para eliminar ce´lulas infectadas. Assim, ocor-
reu uma ativac¸a˜o de ce´lulas linfo´citos T CD8 e a infecc¸a˜o pelo protozoa´rio e´ vista, apenas,
de forma intracelular. Logo, o protozoa´rio esta´ no interior de ce´lulas alvo.
Assim como no modelo MIH, o modelo MIC possui dois limiares que determinam a
estabilidade dos seus pontos estaciona´rios, βth1 e β
th
3 , apresentados respectivamente por
(6.1.2) e (6.1.3). Analogamente ao modelo MIH, ao analisar a estabilidade local dos pontos
estaciona´rios, constatou-se que a presenc¸a de ce´lulas infectadas por v´ırus HIV e/ou proto-
zoa´rio T. cruzi esta´ ligada ao fato de α1 > β
th
1 e/ou α3 > β
th
3 .
Em βth1 e β
th
3 , aparecem a ac¸a˜o de linfo´citos T CD8, ale´m de anticorpos. Ja´ em α
th
1 e
αth3 aparece a ac¸a˜o de anticorpos.
O esta´gio cl´ınico da auseˆncia de ce´lulas infectadas por v´ırus HIV e T. cruzi, represen-
tado por P0, e´ local e assintoticamente esta´vel se RvL < 1 (α1 < β
th
1 ) e RtL < 1 (α3 < β
th
3 ).
Isso significa que, o sistema imunolo´gico conseguiu estabelecer uma resposta imunolo´gica
eficaz. O seguinte ponto, P1, representa a presenc¸a de ce´lulas infectadas por v´ırus HIV e
auseˆncia de ce´lulas infectadas por protozoa´rio. Este ponto e´ local e assintoticamente esta´vel
se RvL > 1 (α1 > β
th
1 ) e RtL < 1 (α3 < β
∗∗). Neste esta´gio cl´ınico, a expansa˜o clonal de LH
e´ importante pois, caso esteja acima de βth1 , a concentrac¸a˜o em estado estaciona´rio de I1
se mante´m em uma concentrac¸a˜o baixa, diagrama 5.3. Isso ocorre pois, a concentrac¸a˜o de
L1c cresce e consegue estabelecer uma resposta para controlar o I1. Caso a expansa˜o clonal
de LH seja menor que β
th
1 , a concentrac¸a˜o em estado estaciona´rio de I1 cresce. Neste caso,
a resposta na˜o e´ suficiente para controlar o desenvolvimento do v´ırus, ja´ que na˜o houve
uma expansa˜o de LH adequada.
A auseˆncia de ce´lulas infectadas por v´ırus HIV e presenc¸a de ce´lulas infectadas por
T. cruzi e´ determinada por P2. Neste esta´gio, contatou-se que a concentrac¸a˜o em estado
estaciona´rio de T. cruzi e´ controlada por L1T , linfo´citos T CD8 espec´ıficos para combater
I2. Assim, quanto maior e´ τ1T , expansa˜o clonal de L1T , maior e´ o nu´mero de linfo´citos T
CD8 eliminando I2, diagrama 6.5.
O ponto que representa a co-infecc¸a˜o, P3, presenc¸a de ce´lulas infectadas por v´ırus e
presenc¸a de ce´lulas infectadas por protozoa´rio. O ponto P3 e´ local e assintoticamente esta´-
vel se RvL > 1 (α1 > β
th
1 ) e RtL > 1 (α3 > β
th
3 ). Assim, a imunidade celular na˜o conseguiu
estabelecer uma resposta eficiente para combater as infecc¸o˜es, logo, ambas se estabelece-
ram.
O estudo da eficieˆncia de parte do sistema imunolo´gico nos permitiu identificar outros
paraˆmetros importantes e trac¸amos relac¸o˜es entre paraˆmetro de infecc¸a˜o e eficieˆncia de
linfo´citos. Atrave´s da curva de n´ıvel de F (equac¸a˜o (6.8.1)) comparamos valores de α1 e
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α2 e chegamos a` conclusa˜o de que quanto menor for a inclinac¸a˜o de F1 (equac¸a˜o (6.8.2)),
sua derivada, mais dificilmente a infecc¸a˜o viral se estabelecera´ no organismo. A inclinac¸a˜o
de F1 esta´ ligada principalmente a` mortalidade do v´ırus, µ5, e a eficieˆncia do medicamento
γ2. Dessa forma, quanto maior a eficieˆncia do medicamento mais facilmente o sistema
imunolo´gico conseguira´ eliminar a infecc¸a˜o. O paraˆmetro do medicamento e´ o u´nico sobre
o qual temos um certo “controle”.
Analogamente, trac¸amos uma relac¸a˜o entre α3 e α4, paraˆmetros de infecc¸a˜o do proto-
zoa´rio e eficieˆncia de linfo´cito T CD8 respectivamente. Atrave´s da curva de n´ıvel de G
(equac¸a˜o (6.8.4)), determinamos G1 (equac¸a˜o (6.8.5)). O comportamento de G1 e´ seme-
lhante ao de F1. Devemos minimizar a inclinac¸a˜o de G1, sua derivada, pois quanto menor
for mais dif´ıcil sera´ estabelecer-se a infecc¸a˜o pelo protozoa´rio. O medicamento no combate
ao T. cruzi, γ1, tambe´m aparece na derivada de G1 e quanto mais eficiente for, menor
sera´ a derivada. A mortalidade do protozoa´rio, µ2, esta´ ligada com a eficieˆncia do sistema
imunolo´gico pois quanto mais eficiente for, maior sera´ a mortalidade.
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Cap´ıtulo 8
Apeˆndice
Neste apeˆndice apresentaremos os crite´rios de Routh-Hurwitz, as regras do sinal de
Descartes, os coeficientes do polinoˆmio ?? e ??.
8.1 Routh-Hurwitz
A estabilidade de equac¸o˜es diferenciais ou sistemas de equac¸o˜es diferenciais e´ dada
pela ana´lise das ra´ızes de um polinoˆmio. A analise de estabilidade esta´ relacionada com o
sistema linear na forma vetorial:
dx
dt
= Ax (8.1.1)
em que A e´ a matriz do sistema linearizado, isto e´, a matriz Jacobiana. As soluc¸o˜es sa˜o
obtidas fazendo:
x = x0e
λt,
de 8.1.1, sendo x0 um vetor constante e λ o autovalor que e´ raiz do polinoˆmio caracter´ıstico
P (λ) = |A− λI| = 0, (8.1.2)
em que I e´ a matriz identidade. A soluc¸a˜o x = 0 e´ esta´vel se todas as ra´ızes λ do polinoˆmio
caracter´ıstico esta˜o no lado esquerdo do plano complexo, isto e´, Re(λ) < 0. Caso isso se
verifica, enta˜o x→ 0 exponencialmente quando t→∞, assim x = 0 e´ esta´vel por pequenas
pertubac¸o˜es lineares.
Suponha um sistema de n equac¸o˜es. O polinoˆmio caracter´ıstico pode tomar a seguinte
forma geral:
P (λ) = λn + a1λ
n−1 + ...+ an = 0,
onde os coeficientes ai, i = 0, 1, ..., n sa˜o todos reais. Vamos tomar an 6= 0, pois caso an = 0
ter´ıamos λ = 0 como raiz e P (λ) grau n-1. As condic¸o˜es para que os zeros de P (λ) tenham
Re(λ) < 0 sa˜o exigidas sobre os coeficientes ai, i = 0, 1, ..., n. As condic¸o˜es sa˜o necessa´rias
e suficientes, tais condic¸o˜es sa˜o descritas pelos crite´rios de Routh-Hurwitz [36].
Tais condic¸o˜es exigem:
D1 = a1 > 0,
95
8.2. REGRA DO SINAL DE DESCARTES 96
D2 =
∣∣∣∣ a1 a31 a2
∣∣∣∣ > 0, D3 =
∣∣∣∣∣∣
a1 a3 a5
1 a2 a4
0 a1 a3
∣∣∣∣∣∣ > 0, Dk =
∣∣∣∣∣∣∣∣∣∣
a1 a3 · · · · · ·
1 a2 a4 · · ·
0 a1 a3 · · ·
· · · · · · · · · · · ·
0 0 · · · ak
∣∣∣∣∣∣∣∣∣∣
> 0,
k = 1, 2, ..., n.
Exemplo: Considere P (λ) = λ3 + a1λ
2 + a2λ + a3 = 0. As condic¸o˜es para Re(λ) < 0
sa˜o,
a1 > 0, a3 > 0 e a1a2 − a3 > 0.
8.2 Regra do Sinal de Descartes
Teorema 6. Dado um polinoˆmio com coeficientes reais, o nu´mero de zeros reais positivos,
p, desse polinoˆmio na˜o excede o nu´mero v de variac¸o˜es de sinal dos coeficientes. Ale´m
disso, v-p e´ inteiro, par e na˜o negativo [35].
Exemplo: Seja p(x) = 2x5 − 3x4 − 4x3 + x + 1. Veja que ha´ duas mudanc¸as de sinal,
de 2 para -3 e de -4 para 1. Assim pela Regra do Sinal de Descartes, temos v=2. Como
v-p e´ inteiro, par e na˜o negativo, p=2 ou p=0.
8.3 Coeficientes dos polinoˆmios 6.6.7 e 6.6.8
Φ3(x) = −x5 +A1x4 +D1x3 +D2x2 +D3x+D4,
em que:
D1 = A2 +A3 +A4
D2 = A5A6 +A7 +A8 +A9 +A10
D3 = A11 +A12 +A13 +A17A16 +A14A15
D4 = A18 +A19A20 +A21A22.
Os coeficientes de 6.6.8 sa˜o definidos por:
A1 = −µ′L +
µ1pτT τ3I2
γ1 + µ2
− µc − α3τ3µ1I2
γ1 + µ2
− α4p
′
kL1
µ1B1
+
n(µ3 + µ4)(−α1(1− p− q) + qτH)Q1(I2)
γ2 + µ5
;
A2 = −
[
µ
′
L −
µ1pτT τ3I2
γ1 + µ2
](
µc +
α3τ3µ1I2
γ1 + µ2
)[
1 +
α4p
′
kL1
µ1B1
]
− µ
2
1p
′
τ1T τ3I2B1
γ1 + µ2
;
A3 = −α2µ
2
1(µ3 + µ4)nq
′
τ1Hq
′
B1(Q1(I2))
α4p
′(γ2 + µ5)
− α
2
3µ
2
1τ
2
3 kc
(γ1 + µ2)(µc(γ1 + µ2) + α3τ3µ1I2)
;
A4 =
α1(1− p− q)n(µ3 + µ4)Q1(I2)
γ2 + µ5
(
µ3 + µ4 +
α2µ1q
′
B1
α4p
′
)[
qτH − α1(1− p− q)
α1(1− p− q)
]
+
+
(µ3 + µ4)nQ1(I2)
γ2 + µ5
[
µc +
α4p
′
kL1
B1µ1
+
α3τ3µ1I2
γ1 + µ2
]
(−α1(1− p− q) + qτH);
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A5 =
α2µ
2
1(µ3 + µ4)nq
′
τ1Hq
′
B1(Q1(I2))
α4p
′(γ2 + µ5)
+
B1I2µ
2
1p
′
τ1T τ3
γ1 + µ2
+
α23µ
2
1τ
2
3 kcI2
(γ1 + µ2)(µc(γ1 + µ2) + α3τ3µ1I2)
+
+
α4kL1p
′
µ1B1
[
µc +
α3τ3µ1I2
γ1 + µ2
]
;
A6 =
[
n(µ3 + µ4)Q1(I2)
γ2 + µ5
]
(−α1(1− p− q) + qτH);
A7 = −
(
α1(1− p− q)− qτH
α1(1− p− q)
)
·
·
[
α1(1− p− q)n(µ3 + µ4)Q1(I2)
γ2 + µ5
(
µ3 + µ4 +
α2µ1q
′
B1
α4p
′
)(
µc +
α3τ3µ1I2
γ1 + µ2
+
α4kL1p
′
µ1B1
)]
;
A8 = −
(
µc +
α3τ3µ1I2
γ1 + µ2
)
·
·
[
α2µ
2
1n(µ3 + µ4)B1q
′
τ1HI2
α4p
′(γ2 + µ5)
+
B1µ
2
1p
′
τ1T τ3I2
γ1 + µ2
+
α4kL1p
′
µ1B1
(
µ
′
L −
I2µ1pτ3τT
γ1 + µ2
)]
;
A9 = − α
2
3µ
2
1kcI2
(γ1 + µ2)(µc(γ1 + µ2) + α3τ3µ1I2)
(
µ
′
L −
I2µ1pτ3τT
γ1 + µ2
+
α4p
′
kL1
µ1B1
)
;
A10 = −
(
µ
′
L −
I2µ1pτ3τT
γ1 + µ2
)[
α2µ
2
1n(µ3 + µ4)B1Q1(I2)q
′
τ1Hq
′
α4p
′(γ2 + µ5)
+
B1I2µ
2
1p
′
τ1T τ3
γ1 + µ2
]
;
A11 = −B1µ
2
1(µ3 + µ4)nq
′
τ1H
α4p
′(γ2 + µ5)
;
A12 =
α2α
2
3kcµ
2
1q
′
τ23 I2Q1(I2)
(γ1 + µ2)(µc(γ1 + µ2) + α3τ3µ1I2)
+
α4µ1pI2Q1(I2)p
′
τ3τT
γ1 + µ2
[
µ3 + µ4 +
α2µ1q
′
B1
α4p
′
]
+
+ α2Q1(I2)q
′
(
µc +
α3τ3µ1I2
γ1 + µ2
)[
µ
′
L −
I2µ1τT τ3p
γ1 + µ2
]
;
A13 = −
(
µ
′
L −
I2µ1pτT τ3
γ1 + µ2
)
·
·
[
α23α4kckL1µ1τ
2
3 I2
B1(γ1 + µ2)(µc(γ1 + µ2) + α3τ3µ1I2)
+
B1I2µ
2
1p
′
τ′T τ3
γ1 + µ2
(
µc +
α3τ3µ1I2
γ1 + µ2
)]
;
A14 = (−α1(1− p− q) + qτH)
(
(µ3 + µ4)nQ1(I2)
γ2 + µ5
)
;
A15 =
α23α4kckL1µ1τ
2
3 I2
B1(γ1 + µ2)(µc(γ1 + µ2) + α3τ3µ1I2)
+
+
[
α2µ
2
1B1(µ3 + µ4)nQ1(I2)q
′
τ1Hq
′
α4p
′(γ2 + µ5)
+
B1I2µ
2
1p
′
τ1T τ3
γ1 + µ2
](
µc +
α3τ3µ1I2
γ1 + µ2
)
+
B1I2µ
2
1p
′
τ1T τ3
γ1 + µ2
;
A16 =
(
−1 + qτH
α1(1− p− q)
)[
α1(1− p− q)n(µ3 + µ4)Q1(I2)
γ2 + µ5
(
µ3 + µ4 +
α2µ1q
′
B1
α4p
′
)]
;
A17 =
B1I2µ
2
1p
′
τ1T τ3
γ1 + µ2
+
α23τ
2
3µ
2
1kcI2
(γ1 + µ2)(µc(γ1 + µ2) + α3τ3µ1I2)
+
α4p
′
kL1
µ1B1
(
µc +
α3τ3µ1I2
γ1 + µ2
)
;
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A18 = (−α1(1− p− q) + qτH)
[
α2α
2
3B1I2kcµ
4
1(µ3 + µ4)
2n2(Q1(I2))
2q
′
τ1Hq
′
τ23
α4(γ1 + µ2)((γ2 + µ5)2p
′(µc(γ1 + µ5) + α3τ3µ1I2)
]
;
A19 =
(
qτH
α1(1− p− q) − 1
)[
α1(1− p− q)n(µ3 + µ4)Q1(I2)
γ2 + µ5
(
µ3 + µ4 +
α2B1µ1q
′
α4p
′
)]
;
A20 =
α23α4I2kckL1µ1p
′
τ23
B1(γ1 + µ2)(µc(γ1 + µ2) + α3τ3µ1I2)
+
B1I2µ
2
1p
′
τ1T τ3
γ1 + µ2
(
µc +
α3τ3µ1I2
γ1 + µ2
)
;
A21 = −B1µ
2
1nq
′
τ1H(µ3 + µ4)
α4p
′(γ2 + µ5)
;
A22 =
α4pµ1p
′
τ3τT I2Q1(I2)
γ1 + µ2
(
µ3 + µ4 +
α2B1µ1q
′
α4p
′
)[
µc +
α3τ3µ1I2
γ1 + µ2
]
+
+
α2α
2
3kcµ
2
1I2Q1(I2)q
′
τ23
(γ1 + µ2)(µc(γ1 + µ2) + α3τ3µ1I2)
(
µ
′
L −
I2µ1pτ3τT
γ1 + µ2
)
;
Coeficientes de 6.6.7:
Q2(I2) = B1I2
3
+B2I2
2
+B3I2 +B4.
em que:
B2 = α3τ
2
3µ1(C1 + C2 + C3)
B3 = τ3(C4 + C5 + C6 + C7 + C8 + C9 + C10 + C11 + C12)
B4 = C13 + C14 + C15 + C16 + C17.
Os coeficientes de 6.6.7 da˜o definidos por:
B1 =
α23µ
3
1(γ2 + µ5)(α4(µ3 + µ4)p
′ − α2µ1q′)τ33 (α1(1− p− q)p
′
τ1T − p′qτ1T τH + pq′τ1HτT )
α1α4(1− p− q)(γ1 + µ2)(µ3 + µ4)np′q′τ1H
C1 = α3kLµ1 +
(
α3(−α4(µ3 + µ4 + α2µ1q′)(γ2 + µ5)
α1α4(1− p− q)(µ3 + µ4)np′
)
·
·
[
µ
′
Lµ1 +
(α1(1− p− q)− qτH)(µ′Lµ1 + α4kL1p
′
)
q′τ1H
]
;
C2 = +
α3kcµ1(γ2 + µ5)(−α4(µ3 + µ4 + α2µ1q′)
α1α4(µ3 + µ4)n
[
τ1T τ3(α1(1− p− q)− qτH
q′τ1H
+
pτ3τT
p′
]
;
C3 =
2(γ2 + µ5)(α4(µ3 + µ4 − α2µ1q′)µc
α1α4(µ3 + µ4)n
[
kcτ1T (α1j − qτH)
q′τ1H
+
µ1pτT
p′
]
;
C4 = α3kL1µ1(2(γ1 + µ2)µc − α3kcτ3)+
+
α3µ1(γ2 + µ5)µ
′
L(2α2µ1q
′
(µc(γ1 + µ2)− α3τ3kc)− α4(µ3 + µ4)p′(2γ1µc + 2µ2µc − α3kcτ3))
α1α4(1− p− q)(µ3 + µ4)np′ ;
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C5 =
2α3kc(γ1 + µ2)(γ2 + µ5)µc(µ1µ
′
L1 + α4kL1p
′
)(α4(µ3 + µ4)p
′ − α2µ1q′)(α1(1− p− q)− qτH)
α1α4µ1(µ3 + µ4)np
′q′τ1H
;
C6 =
µ1(γ1 + µ2)(γ2 + µ5)µ
2
c(α4(µ3 + µ4)p
′ − α2µ1q′)τ1T (α1(1− p− q)− qτH)
α1α4(1− p− q)(µ3 + µ4)nq′τ1H ;
C7 =
α23kcµ1(γ1 + µ5)(−2α2µ1µ
′
L1q
′
+ α4p
′
(µ3µL1 + µ4µ
′
L1 − α2kL1q
′
))τ3(α1(1− p− q)− qτH)
α1α4(1− p− q)(µ3 + µ4)np′q′τ1H ;
C8 =
α3kcµ1(γ2 + µ5)µc(α4(µ3 + µ4)p
′ − 2α2µ1q′)τ1T τ3(α1(1− p− q)− qτH)
α1α4(1− p− q)(µ3 + µ4)nq′τ1H ;
C9 =
α2α
2
3k
2
cµ
2
1(γ2 + µ5)τ1T τ
2
3 (−α1(1− p− q) + qτH)
α1α4(1− p− q)(γ1 + µ2)(µ3 + µ4)nτ1H ;
C10 =
µ1(γ1 + µ2)(γ2 + µ5)µ
2
cp
′
(α4(µ3 + µ4)p
′ − α2µ1q′)τT
α1α4(1− p− q)(µ3 + µ4)np′ ;
C11 = −α3kcµ1(γ2 + µ5)µcp(α4(µ3 + µ4)p
′ − 2α2µ1q′)τ3τT
α1α4(1− p− q)(µ3 + µ4)np′ ;
C12 = − α2α
2
3k
2
cµ
2
1(γ2 + µ5)pq
′
τ23 τT
α1α4(1− p− q)(γ1 + µ2)(µ3 + µ4)np′ ;
C13 = kL(γ1 + µ2)µc((γ1 + µ2)µc − α3kcτ3) + α2α
2
3k
2
cµ1(γ2 + µ5)µ
′
Lq
′
τ23
α1α4j(µ3 + µ4)np
′ ;
C14 =
(
(γ1 + µ2)(γ2 + µ5)µcµ
′
L
α1α4(1− p− q)(µ3 + µ4)np′
)
·
·
(
(−α2µ1q′((γ1 + µ2)µc − 2α3τ3kc) + α4(µ3 + µ4)p′(µc(γ1 + µ2)− α3τ3kc))
α1α4(1− p− q)(µ3 + µ4)np′
)
;
C15 =
(γ1 + µ2)
2(γ2 + µ5)µ
2
c(µ1µ
′
L1 + α4kL1p
′
)(−α4(µ3 + µ4)p′ + α2µ1q′)(α1(1− p− q)− qτH)
α1α4(1− p− q)µ1(µ3 + µ4)np′q′τ1H ;
C16 =
(
α3kc(γ1 + µ2)(γ2 + µ5)µc
α1α4(1− p− q)(µ3 + µ4)np′q′τ1H
)
·
·
(
(−2α2µ1µL1q′ + α4p′(µ3µ′L1 + µ4µ
′
L1 − α2kL1q
′
))τ3(α1(1− p− q)− qτH)
α1α4(1− p− q)(µ3 + µ4)np′q′τ1H
)
C17 =
α2α
2
3k
2
cµ1(γ2 + µ5)µ
′
L1τ
2
3 (α1(1− p− q)− qτH)
α1α4(1− p− q)(µ3 + µ4)np′ .
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