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An approach to creating 3D animation of facial expression generation might be use of a motion 
capture system for dynamic 3D measurement of the target face, in which placing a lot of markers on the 
facial surface is a troublesome task. Another option is use of the morphable 3D face model which is 
built through principal component analysis of 3D data representing shape variations caused by facial 
expression generation. In this work, we adopted the latter approach, in which time series transformations 
of a novel 3D face is obtained by applying stepwise impression transfer vectors each of which gives 
displacement in the parametric space of 3D face model. In addition, the impression transfer vectors used 
in this experiment are designed by Support Vectors obtained by SVM learning. 


























は ， 18 歳 ～ 26 歳 の 被 験 者 40 名 に 対 し て
「”a”，”i”，”u”，”e”，”o”」の発話表情と「”真顔”，”閉口






































?̂?𝑚 = 𝒇𝑚 + 𝑞𝑐𝛿 ∙ 𝐰          (2) 
 
印象変換ベクトルの求め方はFisherの線形判別法[5]，















?̂?𝑚 = 𝑿𝑛𝑒𝑢𝑡𝑟𝑎𝑙 +
𝑖
𝑓𝑟𝑎𝑚𝑒
{?̅? + ∑ ?̂?𝑚,𝑘・𝑼𝑘
𝐾
𝐾=1 }  (3) 








































図 4 入力顔（データベース外の平均顔） 
 
 図 5 発話動画像の変化過程 
 
 
















表 1 モーションキャプチャを用いた動画像の識別率 
 
 








た．表 3 に単語の発話動画像の識別率の結果を示す． 
 









あ い う え お 閉口笑顔 開口笑顔
あ 82 0 0 18 0 0 0
い 0 45 0 0 0 9 45
う 0 0 82 9 9 0 0
お 0 0 55 0 45 0 0
閉口笑顔 0 0 0 0 0 100 0










あ い う え お 閉口笑顔 開口笑顔
あ 91 0 0 0 9 0 0
い 0 45 0 9 0 0 45
う 0 0 65 15 20 0 0
え 60 0 0 40 0 0 0
お 0 0 48 0 52 0 0
閉口笑顔 0 0 0 0 0 100 0


















































ダイガク 96 0 0 0 0 0 0 0 4 0
アメリカ 6 84 0 4 0 0 0 0 6 0
イタリア 0 4 82 0 0 0 8 0 0 6
キネクト 10 0 0 74 0 0 0 2 14 0
ウミガメ 4 0 10 0 82 4 0 0 0 0
ブラジル 0 4 0 4 0 68 12 0 12 0
エイゾウ 0 0 0 4 0 6 86 0 4 0
エジプト 0 4 0 2 0 0 0 94 0 0
ソビエト 8 0 0 20 0 0 0 0 62 10
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