We present location clustering as a technique to significantly reduce the computational requirements of WLAN location determination systems. We provide two algorithms, namely, Joint Clustering and Incremental Triangulation, and describe their tradeoffs between computational cost and location determination accuracy. Both techniques reduce computational cost by more than an order of magnitude, allowing non-centralized implementation on mobile clients and enabling new context-aware applications. We present a performance comparison of the two techniques in an actual testbed implementation. * Also affiliated with Alexandria University, Egypt.
Introduction
As ubiquitous computing becomes more popular, the importance of context-aware applications increases [1] . This in turn fuels the need to determine the user location, with which the system can provide location-specific information and services.
WLAN location determination systems [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] use an underlying wireless data network, such as 802.11, to estimate the user location. WLAN-based techniques provide more ubiquitous coverage and do not require additional hardware for user location determination, thereby enhancing the value of the wireless data network.
WLAN location determination systems usually work in two phases: offline training phase and online location determination phase. During the offline phase, the signal strength received from the access points, at selected locations in the area of interest, is tabulated resulting in a so-called radio map. During the location determination phase, the signal strength samples received from the access points are used to "search" the radio map to estimate the user location.
Since mobile devices are energy-constrained, it is important to reduce the computational requirement of the location determination system to extend the life of their batteries.
In this paper, we introduce clustering of radio map locations as an approach to reduce the computational requirements of the location determination algorithms. The proposed algorithms reduce computational requirements by running the location determination algorithm for only a small subset (a cluster) of the radio map locations, saving significant amount of computation. Achieving such clustering is challenging given the noisy characteristics of the wireless channel. We describe two general approaches to clustering: explicit clustering and implicit clustering, both applicable to any of the current radio map based approaches. We also describe the tradeoffs between the computational cost and location determination accuracy for the proposed techniques.
Results from 802.11-equipped iPAQ implementations in the context of the Horus probabilistic WLAN location determination system [2] [3] [4] [5] show that both algorithms reduce computational cost by more than an order of magnitude without sacrificing accuracy.
The rest of the paper is organized as follows. In the next section, we present a brief introduction of the Horus WLAN location determination system. Section 3 presents the noisy characteristics of the wireless channel that make the clustering problem challenging. In Section 4 we present the details of radio map construction and location estimation with the explicit clustering and implicit clustering techniques. In Section 5, we describe the evaluation of the techniques in the context of the Horus WLAN location determination system and the obtained results. Finally, we discuss related work in Section 6 and conclude the paper in Section 7.
The Horus System
Horus [2] [3] [4] [5] is a probabilistic location determination system. The main goal of the system is to identify the noisy characteristic of the wireless channel and to develop techniques to handle them. Fig. 1 shows the components of the Horus system. The system uses the signal strength information returned from different access points to infer the user location and to provide an API for the user applications to use the system functionality.
The system works in two phases:
1. Offline phase: to build the radio map, cluster radio map locations, and do other preprocessing of the signal strength models.
2.
Online Phase: to estimate the user location based on the received signal strength from each access point and the radio map prepared in the offline phase.
The radio map stores the distribution of signal strength received from each access point at each location.
The Clustering module is used to group radio map locations based on the access points covering them. , a, x) returns the probability of receiving signal strength s a from access point a at location x ∈ X.
Alg. 1 x=

Ensure:
The location x ∈ X that maximizes P (x/s).
if P > Max then 5: x ← l
6:
M ax ← p 7:
end if 8: end for
Clustering is used to reduce the computational requirements of the system and, hence, conserve power.
This module is the subject of this paper.
The Discrete Space Estimator module returns the radio map location that has the maximum probability given the received signal strength vector from different access points. An outline of the algorithm used is given in Algorithm 1. We use this algorithm as the baseline for comparing the performance of the proposed clustering techniques.
The Small-Scale Compensator module handles the small-scale variation characteristics of the wireless channel [4] .
The Continuous Space Estimator takes as an input the discrete estimated user location, one of the radio map locations, and returns a more accurate estimate the user location in the continuous space [5] . We also performed an experiment to test the behavior of access points with different average signal strength at the same location. During this experiment, we sampled the signal strength from each access point at the rate of one sample per second. Fig. 2 (b) shows the relation between the average signal strength received from an access point and the percentage of samples we receive from it during a period of 5 minutes. The figure shows that the number of samples collected from an access point is a monotonically increasing function of the average signal strength. Assuming a constant noise level, the higher the signal strength, the higher the signal to noise ratio and the more probable it becomes that the 802.11b
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card will identify the existence of a frame.
To summarize, figure 2 highlights the characteristics of the wireless channel: (1) At a fixed location, the signal strength received from an access point varies with time. ( 2) The number of access points covering a location varies with time.
Radio Map Locations Clustering
Approach
We define a cluster as a set of locations sharing a common set of access points. We call this common set of access points the cluster key. The problem can be stated as: Given a location x, we want to determine the cluster to which x belongs. The noisy characteristics of the wireless channel described in Section 3 make clustering a challenging problem because the number of access points covering a location varies with time.
We present two approaches:
• Explicit clustering: Here the system must determine the clusters during the offline training phase as a separate step.
• Implicit clustering: Here, no special processing is performed in the offline phase. However, during the location determination phase, the system performs clustering implicitly.
The details of the algorithms are given next.
Explicit Clustering
One way to do clustering is to group locations according to the access points that cover them. i.e. two locations x 1 and x 2 are placed in the same cluster iff the set of access points covering these locations are identical. However, this approach for clustering has problems when applied in a real environment. As shown in Fig. 2(b) , an access point may be missing from some of the samples and, therefore, using the entire set of access points that cover a location for clustering may fail to find the correct cluster due to the missing access point.
Instead, we use a subset of this set containing only q elements and the problem becomes: Given a number q, we want to put all the locations that share q access points in one cluster. Therefore, we have 2 sub-problems: (1) How to determine the value of q? and (2) Which q access points to choose for clustering?
For the first sub-problem, we need to choose q such that all locations are covered by at least q access points most of the time. This factor lessens the effect of variability in the number of access points with time. This suggests that the value of q should be less than or equal to the minimum number of access points covering any location in the radio map. Moreover, we need a value for q that distributes locations evenly between the clusters to reduce the required computations. Experiments showing the effect of the parameter q on performance are given in Section 5.
The solution for sub-problem 2 is related to the solution of sub-problem 1. If the number of access points covering a location is varying with time, which access points should we choose? Intuitively, we should choose the access points that appear most of the time in the samples. Fig. 2(b) suggests that we should choose to use the q access points with the largest signal strength values at each location.
To summarize, for a given location x, we use the set of the q strongest access points covering this location to determine the cluster to which it belongs. Therefore, the cluster key in the Explicit Clustering approach is the set of the q access points used to group the locations in this cluster.
We call the modified location determination algorithm, that uses the Explicit Clustering technique, the Joint Clustering algorithm (Algorithm 2). The algorithm is identical to the previously described Horus algorithm with the exception of reducing the radio-map space to a single cluster. 
Implicit Clustering
One can look at the clustering problem from a different viewpoint. Each access point defines a subset of the radio map locations that are covered by this access point. These locations can be viewed as a cluster of locations whose key is the access point covering the locations in this cluster. If during the location determination phase we use the access points incrementally, one after the other, then starting with the first access point, we restrict our search space to the locations covered by this access point. The second access point chooses only the locations in the range of the first access point and covered by the second access point and so on, leading to a multi-level clustering process.
Notice that no preprocessing is required in the offline training phase. During the online phase, a location x belongs to a cluster whose key is access point a if there is information about access point a at location x in the radio map.
We call the modified location determination algorithm, that uses the Implicit Clustering technique, the Incremental Triangulation algorithm (Algorithm 3). The algorithm works as follows. Given a sequence of observations from each access point, we start by sorting the access points in descending order according to the average received signal strength. For the first access point, the one with the strongest average signal strength, we calculate the probability of each location in the radio map set given the observation sequence from this access point alone. This gives us a set of candidate locations (locations that have non-zero probability). If the probability of the most probable location is "significantly" higher (according to a threshold) than the probability of the second most probable location, we return the most probable location as our location estimate, after consulting only one access point. If this is not the case, we go to the next access point in the sorted access point list. For this access point, we repeat the same process again, but only for the set of candidate locations obtained from the first access point. for l ∈ CandidateList do 7:s ← OrderedS(1..CurrentAP ).
Alg. 3 x= IT GetLocation (s, X, RM , T hreshold)
8:
p(l) ← probability of location l using GetLocation(s, CandidateList, RM ). {Get the probability using standard algorithms} 9: end for 10: sort p in a descending order and sort CandidateList accordingly. CurrentAP = CurrentAP + 1.
15:
CandidateList ← Elements with non-zero probability of CandidateList.
16:
end if 17: end while 18: x ← CandidateList (1) This process of calculating the probabilities and determining the significance of the most probable location is repeated incrementally, for each access point in order, until the location can be estimated or all access points are consulted. In the latter case, the algorithm returns the most probable location in the candidate list that remains after consulting all the access points. We call our approach the Incremental Triangulation technique.
Discussion
Both clustering techniques reduce the search space and thus lead to a reduction of the computational cost of location determination techniques employing these clustering approaches. Moreover, using clustering helps in scaling the system to a larger coverage area.
The Explicit Clustering divides the radio-map space X in a number of flat clusters. However, the Implicit Clustering tries to use the access points incrementally, one after the other, until it can estimate the location with certain accuracy leading to clustering at multi-levels and hence to a more reduced search space than the Explicit Clustering approach, and hence fewer number of operations, on the average, per sample. However, treating each access point incrementally, instead of using the joint distribution, leads to the loss of some information and thus the accuracy of the Implicit Clustering is lower than the Explicit Clustering technique.
Experimental Evaluation
In this section, we discuss the experimental testbed and evaluate the performance of the Joint Clustering and Incremental Triangulation techniques. 
Experimental Testbed
We collected 200 samples at each radio map location, one sample every 100 milliseconds. The cards used were Lucent Orinoco silver NICs supporting up to 11 Mbit/s data rate [12] . To test the performance of the system, we used an independent test set that was collected on different days, time of day, and by different persons than the training set. important in minimizing computation time, but more so in minimizing the power consumption.
Joint Clustering Technique
Fig. 5.2 shows the effect of the parameter q on the average distance error. We can see that as q increases, the accuracy of the system slightly increases. Since, clustering reduces the search space, clustering can enhance the system accuracy. Fig. 4(b) shows the effect of the parameter q on the average number of operations per location estimate. As q increases, the average number of operations per location estimate decreases. For this range of q values, as q increases, the average cluster size decreases and hence the system uses a fewer number of operations per location estimates.
Incremental Triangulation Technique
Figures 5(a) and 5(b) show the effect of the parameter T hreshold on the performance. For small values of the T hreshold parameter, the decision is taken quickly after examining a small number of access points. As the threshold value increases, more access points are consulted to reach a decision. As the number of access points consulted increases, the number of operations per location estimate increases and the so does the accuracy.
Related work
Radio map-based techniques can be categorized into two broad categories: deterministic techniques [6] [7] [8] and distribution-based techniques [2] [3] [4] [5] [9] [10] [11] . Our work lies in the second category. However, none of the previous systems take into account the computational burden of the location determination algorithm. Our work is unique in introducing clustering of radio map locations as an approach to reduce the computational requirements of the location determination techniques, enhance accuracy, and increase the scalability of the system. Therefore, our location determination system combines both merits: high accuracy with significant reduction in computational cost.
Conclusions
In this paper, we presented clustering of radio map locations as an approach to reduce the computational requirements of the location determination algorithms and achieve scalability. We also showed that clustering of radio map locations is a challenging problem with the noisy characteristic of the wireless channel. We describe two general approaches to clustering: Explicit Clustering and Implicit Clustering.
The results show that using clustering reduces the average number of operations per location estimate by more than an order of magnitude. The Explicit Clustering technique gives slightly better accuracy than the Implicit Clustering technique. However, The average number of operations performed per location estimate for the Implicit clustering technique is much lower than the corresponding number of the Explicit Clustering technique.
Such energy saving allows the system to be implemented on energy-constrained mobile devices and thus increases the scalability of the system in terms of the number of supported users. The proposed clustering techniques can be applied to all the current WLAN location determination systems to reduce their computational cost and enhance their accuracy.
