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Abstract
We consider the concept of q-circular system, which is a deformation of the cir-
cular system from free probability, taking place in the framework of the so-called “q-
commutation relations”. We show that certain averages of random unitaries in non-
commutative tori behave asymptotically like a q-circular system. More precisely: let
q be in (−1, 1); let s, k be positive integers; let (ρij)1≤i<j≤ks be independent random
variables with values in the unit circle, such that
∫
ρij = q, ∀ 1 ≤ i < j ≤ ks; and let
U1, . . . , Uks be random unitaries such that UiUj = ρijUjUi, ∀1 ≤ i < j ≤ ks. If we set:
Xr :=
1√
k
( Ur + Ur+s + · · ·+ Ur+(k−1)s ), 1 ≤ r ≤ s,
then the family X1, . . . , Xs behaves for k →∞ like a q-circular system with s elements.
The above result generalizes to the case when instead of the hypothesis “
∫
ρij = q”
we start with “
∫
ρij = z”, where z is a complex number such that |z| < 1. In this
case the limit distribution of X1, . . . , Xs is what we call a z-circular system. From the
combinatorial point of view, the new feature brought in by a z-circular system is that
its description involves the enumeration of oriented crossings of certain pairings; it is
only in the case when z = z = q that the orientations cancel out, allowing the q-circular
system to be described via non-oriented crossings.
As a consequence of the result, one can easily construct families of random matrices
which converge in distribution to q-circular (or more generally z-circular) systems.
∗Research supported by a grant from the Natural Sciences and Engineering Research Council, Canada.
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1. Introduction and statement of the results
This section is divided into subsections as follows:
1.1 The concept of circular system.
1.2 q-circular systems.
1.3 An asymptotic model for q-circular systems.
1.4 Oriented crossings.
1.5 z-circular systems.
1.6 Refinements of Theorem 1.5.3.
1.7 Approximation with random matrices.
1.1 The concept of circular system was introduced by D. Voiculescu in [10], and
plays an important role in his theory of free probability. The definition goes as follows. Let
(A, ϕ) be a C∗-probability space – by which we mean that A is a unital C∗-algebra and ϕ
is a state of A (ϕ : A → C positive linear functional, such that ϕ(I) = 1). The elements
c1, . . . , cs ∈ A (s ≥ 1) are said to form a circular system in (A, ϕ) if the family
c1 + c
∗
1√
2
,
c1 − c∗1
i
√
2
, . . . ,
cs + c
∗
s√
2
,
cs − c∗s
i
√
2
(1.1)
is free in (A, ϕ), and if each of the selfadjoint elements listed in (1.1) has normalized semi-
circular distribution with respect to ϕ. The fact that an element a = a∗ ∈ A has normalized
semicircular distribution means by definition that
ϕ(an) =
1
2π
∫ 2
−2
tn
√
4− t2 dt, ∀n ≥ 1. (1.2)
For the definition of freeness in (A, ϕ), we refer to [11], Chapter 2.
The definition of a circular system given above can be rephrased in a purely combinato-
rial way, by indicating the general formula of the joint moments of c1, c
∗
1, . . . , cs, c
∗
s , i.e. of
the expressions
ϕ( cε(1)r1 · · · cε(n)rn ), n ≥ 1, r1, . . . , rn ∈ {1, . . . , s}, ε(1), . . . , ε(n) ∈ {1, ∗}. (1.3)
Namely, it turns out that every number in (1.3) is a non-negative integer, which “counts a
certain family of non-crossing pairings”; this statement will be made precise (and general-
ized) in Section 1.2 below.
An important realization of a circular system, given in [10], uses creation and annihila-
tion operators on a full Fock space: if T is the full Fock space over C2s, if ξ1, ξ2, . . . , ξ2s is
an orthonormal basis of C2s, and if l1, l2, . . . , l2s are the creation operators on T determined
by ξ1, ξ2, . . . , ξ2s, then
(l1 + l
∗
1) + i(l2 + l
∗
2)√
2
, . . . ,
(l2s−1 + l
∗
2s−1) + i(l2s + l
∗
2s)√
2
∈ B(T ) (1.4)
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form a circular system with respect to the so-called vacuum-state on B(T ). By performing
an orthogonal transformation on ξ1, ξ2, . . . , ξ2s it is seen that instead of the family in (1.4)
one can also use
l1 + l
∗
2, . . . , l2s−1 + l
∗
2s ∈ B(T ). (1.5)
The precise definitions of the objects involved in this realization of a circular system is
reviewed in Section 2.1 below.
1.2 q-circular systems. In work related to q-deformations of the canonical commuta-
tion relations, Boz˙ejko and Speicher [2] obtained a remarkable deformation of the full Fock
space, called the q-Fock space; here q is a parameter in (−1, 1), and the actual full Fock
space is obtained for q = 0 (see review in Section 2.2 below). In connection to this, Boz˙ejko
and Speicher studied the distribution – called by them q-Gaussian – of l+ l∗, where l is an
appropriately normalized creation operator on the q-Fock space. They discovered that the
q-Gaussian distribution is the probability measure associated to an important family of or-
thogonal polynomials, the q-continuous Hermite polynomials. If q = 0, then the q-Gaussian
is the semicircular distribution appearing in (1.2), while the usual Gaussian is obtained in
the limit q → 1.
From the work in [2] and its continuation in [4] it is clear that if in the formulas (1.4),
(1.5) one makes l1, l
∗
1, . . . , ls, l
∗
s be creation/annihilation operators on the q-Fock space, then
this should provide realizations of what one should call a q-circular system.
But how does one actually define a q-circular system? It is unfortunate that the def-
inition cannot be made in the same way as in the first paragraph of Section 1.1; this is
because of the absence of a notion of “q-freeness in (A, ϕ)”. However, the combinatorial
reformulation mentioned in the second paragraph of Section 1.1 can be extended to the
q-case. Indeed, it is possible to give an explicit combinatorial description of the joint mo-
ments of the candidates of q-circular systems mentioned above (the families (1.4), (1.5), but
where the li’s act on the q-Fock space). We state this formally in the next definition and
proposition.
Let us first succinctly describe the meaning of the combinatorial terms involved in
Definition 1.2.2.
1.2.1 Notations. The fact that π = {B1, . . . , Bp} is a pairing of {1, . . . , n} means
that B1 ∪ · · · ∪Bp = {1, . . . , n}, disjoint, and each of B1, . . . , Bp has exactly two elements.
(Of course, n must be even in order for {1, . . . , n} to have any pairings.) Two blocks
Bi = {ai, bi} and Bj = {aj , bj} of a pairing π = {B1, . . . , Bp} are said to cross if either
ai < aj < bi < bj or aj < ai < bj < bi; the number of crossings of π is
cr(π) := card{(i, j) | 1 ≤ i < j ≤ p, Bi and Bj cross}. (1.6)
1.2.2 Definition. Let (A, ϕ) be a C∗-probability space, and let q be in (−1, 1). The
elements c1, . . . , cs ∈ A (s ≥ 1) are said to form a q-circular system in (A, ϕ) if for every
n ≥ 1, r1, . . . , rn ∈ {1, . . . , s}, ε(1), . . . , ε(n) ∈ {1, ∗} we have:
ϕ(cε(1)r1 · · · cε(n)rn ) =
∑
pi∈P(r1,...,rn;ε(1),...,ε(n))
qcr(pi), (1.7)
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where P(r1, . . . , rn; ε(1), . . . , ε(n)) denotes the set of all pairings π = { {a1, b1}, . . . , {ap, bp} }
of {1, . . . , n} which have the property that rai = rbi and ε(ai) 6= ε(bi), ∀ 1 ≤ i ≤ p. (In the
case that P(r1, . . . , rn; ε(1), . . . , ε(n)) is the empty set, the right-hand side of (1.7) is taken
to be equal to 0.)
1.2.3 Proposition. Let q be in (−1, 1), and let s be a positive integer. Let Tq denote the
q-Fock space over C2s; consider an orthonormal basis ξ1, . . . , ξ2s of C
2s and let l1, . . . , l2s ∈
B(Tq) be the creation operators associated to ξ1, . . . , ξ2s. Then the families of operators
(l1 + l
∗
1) + i(l2 + l
∗
2)√
2
, . . . ,
(l2s−1 + l
∗
2s−1) + i(l2s + l
∗
2s)√
2
∈ B(Tq) (1.8)
and
l1 + l
∗
2, . . . , l2s−1 + l
∗
2s ∈ B(Tq) (1.9)
are q-circular systems with respect to the vacuum-state on B(Tq).
Note that if q = 0, then the right-hand side of (1.7) counts the non-crossing pairings in
P(r1, . . . , rn; ε(1), . . . , ε(n)); this recaptures (and makes precise) the statement following to
Eqn.(1.3). In the particular case q = 0, a proof of Proposition 1.2.3 can be made by using
the concept of R-transform; indeed, the R-transform of the family c1, c
∗
1, . . . , cs, c
∗
s has a
very simple form (see e.g. Eqn.(1.6) of [6] for the case s = 1), and the joint moments can be
calculated from the knowledge of the R-transform. For general q ∈ (−1, 1), the statement
of Proposition 1.2.3 does not seem to have been previously considered, but can be inferred
without difficulty from the results of [2] and [4] (see Sections 2.3-2.5 below).
1.3 An asymptotic model for q-circular systems. We now arrive to the main
object of concern of the present paper, which is a certain asymptotic model for a q-circular
system. The idea of using an asymptotic model for a circular system (case q = 0) was
brought to fact by Voiculescu in [9], and then very successfully used in [10]. The asymptotic
model observed in this paper is of a different nature than the one in [9], and is obtained by
averaging unitaries in non-commutative tori.
1.3.1 Definition. Let q be in (−1, 1) and let s be a positive integer. Suppose that for
every k ≥ 1 we are given a C∗-probability space (Ak, ϕk) and a family c1;k, . . . , cs;k of Ak.
We will say that these families converge in distribution to a q-circular system if for every
n ≥ 1, r1, . . . , rn ∈ {1, . . . , s}, and ε(1), . . . , ε(n) ∈ {1, ∗}, the limit
lim
k→∞
ϕk( c
ε(1)
r1;k
· · · cε(n)rn;k )
exists and is equal to the right-hand side of Equation (1.7).
1.3.2 Definition. Let N be a positive integer, and let (ρi,j)1≤i<j≤N be a family of com-
plex numbers of absolute value 1. Let (A, ϕ) be a C∗-probability space, and let u1, . . . , uN
be elements of A. We will say that (ui)Ni=1 is a (ρi,j)i,j–commuting family of unitaries if:
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(i) every ui is a unitary, 1 ≤ i ≤ N , and:
(ii) we have the relation uiuj = ρi,jujui, ∀ 1 ≤ i < j ≤ N .
Moreover, we will say that (ui)
N
i=1 is a (ρi,j)i,j–commuting Haar family of unitaries if in
addition to (i) and (ii) we also have:
(iii) ϕ(uλ11 · · · uλNN ) = 0, ∀ (λ1, . . . λN ) ∈ ZN \ { (0, . . . , 0) }.
(ρi,j)i,j–commuting Haar families of unitaries can be constructed for any choice of the
ρi,j’s, and live naturally in a class of C
∗-algebras called “non-commutative tori” – see e.g.
[7].
So now, let us fix a parameter q ∈ (−1, 1). We will denote:
ρ := q + i
√
1− q2 ( |ρ| = 1 ). (1.10)
We want to average families u1, . . . , uN of unitaries in a C
∗-probability space, such that for
every 1 ≤ i < j ≤ N : either ui and uj ρ-commute, or they ρ−1-commute. Since there is no
canonical way to choose for which pairs i < j we want to have uiuj = ρujui and for which
ones we want to have uiuj = ρ
−1ujui, we will use a “randomization” of u1, . . . , uN . That
is, we will make u1, . . . , uN be random unitaries in a C
∗-probability space, such that for
every 1 ≤ i < j ≤ N we have:
P ( uiuj = ρujui ) =
1
2
= P ( uiuj = ρ
−1ujui ). (1.11)
This means that we will need the following version of Definition 1.3.2:
1.3.3 Definition. Let (Ω,F , P ) be a probability space, let N be a positive integer, and
let (ρi,j)1≤i<j≤N be a family of random variables on Ω with values in {ζ ∈ C | |ζ| = 1}. Let
(A, ϕ) be a C∗-probability space, where the C∗-algebra A is separable, and let U1, . . . , UN
be measurable functions from Ω to A. We will say that (Ui)Ni=1 form a (ρi,j)i,j-commuting
family of random unitaries in (A, ϕ) if:
(j) Ui(ω) ∈ A is a unitary, ∀ 1 ≤ i ≤ N , ∀ ω ∈ Ω, and:
(jj) we have the relation Ui(ω)Uj(ω) = ρi,j(ω)Uj(ω)Ui(ω), ∀ 1 ≤ i < j ≤ N , ∀ ω ∈ Ω.
Moreover, we will say that (Ui)
N
i=1 is a (ρi,j)i,j–commuting Haar family of random uni-
taries if in addition to (j) and (jj) we also have:
(jjj) ϕ( U1(ω)
λ1 · · ·UN (ω)λN ) = 0, ∀ (λ1, . . . λN ) ∈ ZN \ { (0, . . . , 0) }, ∀ ω ∈ Ω.
For the asymptotic model for a q-circular system it is sufficient to consider (ρi,j)i,j–
commuting families of random unitaries where the random variables (ρi,j)1≤i<j≤N are inde-
pendent, and each of them takes finitely many values. For such ρi,j’s, the interested reader
should have no difficulty to verify that one can construct (ρi,j)i,j–commuting Haar families
of random unitaries which live in a tensor product of non-commutative tori.
Since we will deal with random unitaries in a C∗-probability (A, ϕ), we will have to
consider the new C∗-probability space where these random unitaries belong:
1.3.4 Notation. Let (Ω,F , P ) be a probability space, and let (A, ϕ) be a C∗-probability
space, where the C∗-algebra A is separable. We will denote by B(Ω,A) the set of all bounded
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measurable functions from Ω to A. Then B(Ω,A) is a unital C∗-algebra, with the operations
defined pointwise, and with the norm given by ||f || := sup{||f(ω)|| | ω ∈ Ω}, f ∈ B(Ω,A).
Moreover, we have a natural state E : B(Ω,A)→ C given by the formula
E(f) :=
∫
Ω
ϕ( f(ω) ) dP (ω), f ∈ B(Ω,A). (1.12)
It is immediate that (B(Ω,A), E) is a C∗-probability space; also, clearly, the unitaries in
B(Ω,A) are random unitaries in A, over the base space Ω. 1
We can now return to q and ρ of Equation (1.10), and state precisely how an asymptotic
model for the q-circular system is obtained.
1.3.5 Proposition. Let q be in (−1, 1), and let s be a positive integer. Denote
ρ := q + i
√
1− q2. Suppose that for every k ≥ 1 we have:
(a) A family (ρi,j;k)1≤i<j≤ks of independent random variables over some probability
space Ωk, such that every ρi,j;k takes only the values ρ and ρ
−1, with P ( ρi,j;k = ρ ) =
1/2 = P ( ρi,j:k = ρ
−1 ).
(b) A (ρi,j;k)i,j–commuting Haar family U1;k, . . . , Uks;k of random unitaries in some
separable C∗-probability space (Ak, ϕk).
Denote, for every k ≥ 1:
Xr;k :=
1√
k
(Ur;k + Ur+s;k + · · ·+ Ur+(k−1)s;k), 1 ≤ r ≤ s; (1.13)
then the family (X1;k, . . . ,Xs;k) converges in distribution, for k →∞, to a q-circular system.
We should note here a similarity with the idea of the non-commutative central limit
theorem of [8]: in Proposition 1.3.5 we wrote q as a convex combination of ρ and ρ−1,
whereas in [8] Speicher writes q as a convex combination of 1 and −1. In Theorem 1.5.3
below we will generalize Proposition 1.3.5 to a case which contains both these situations, and
where the only restriction on the ρi,j;k’s (besides their independence) concerns the values
of their expectations. In order to state this more general result, we will first introduce the
concept of orientation for the crossings of a pairing.
1.4 Oriented crossings.
1.4.1 Crossing of two segments. We start from a simple geometric idea. Let
P,Q,U, V be distinct points in the plane, such that the segments PQ and UV cross. Con-
sider the vector product ~w = ~PQ × ~UV , which is a vector perpendicular to the plane of
P,Q,U, V . If ~w is oriented upwards we will say that PQ and UV have a positive crossing,
while if ~w is oriented downwards we will say that PQ and UV have a negative crossing. In
1 One could also consider the space L∞(Ω,A), which is the quotient of B(Ω,A) by the relation of equality
almost everywhere with respect to P . Since the estimates of moments done in this paper are the same (no
matter whether B(Ω,A) or L∞(Ω,A) is used), we prefer to stay with B(Ω,A).
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other words, if we denote the coordinates of P by (p1, p2), the coordinates of Q by (q1, q2),
etc, then the sign of the crossing between PQ and UV is equal to
sign
(
det
(
q1 − p1 q2 − p2
v1 − u1 v2 − u2
) )
. (1.14)
Note that the sign of the crossing is sensitive to the order of the points of each segment,
also to the order of the two segments; e.g, if PQ and UV have positive crossing then QP
and UV have negative crossing, also UV and PQ have negative crossing.
1.4.2 Crossings of a pairing. Let now n = 2p be an even positive integer, and let
π = {B1, . . . , Bp} be a pairing of {1, . . . , n}. One can obtain a geometric representation of
π, by using the following recipe: draw a circle in the plane, and draw n points P1, . . . , Pn in
counterclockwise order around the circle; then for every block Bi = {ai, bi} of π draw the
line segment with endpoints Pai and Pbi . It is immediate that the blocks Bi and Bj cross
if and only if the corresponding line segments PaiPbi and PajPbj do so. Thus the geometric
representation of π will display p ( = n/2 ) line segments, which have a total number of
cr(π) points of intersection.
At this point, we would like to orient the crossings of the pairing π, by using the
considerations from 1.4.1. But in order to do so we need some additional data to be given,
namely:
(α) a direction of running along the segment PaiPbi , 1 ≤ i ≤ p; and
(β) an ordering of the p segments PaiPbi , 1 ≤ i ≤ p.
It will be convenient to satisfy the above requirement (α) by giving a function ε :
{1, . . . , n} → {1, ∗} with the property that for every block Bi = {ai, bi} of π we have
ε(ai) 6= ε(bi). In the presence of such ε, we will make the convention that every segment
PaiPbi is to be run from the point which is mapped by ε into ∗ towards the point which is
mapped by ε into 1.
Concerning the requirement (β), we will do the book-keeping by comparing the ordering
of the blocks of π which is used in the crossing orientation against the “standard” ordering
which lists the blocks in increasing order of their minimal elements. More precisely, let us
assume that the blocks B1, . . . , Bp were from the beginning listed in standard order, with
min(B1) < min(B2) < · · · < min(Bp). Then giving an arbitrary ordering of the blocks
amounts to giving a permutation σ of the set {1, . . . , p}: the convention we will use is that
in the presence of such a permutation σ, the ordering “≺” of the blocks of π is defined such
that Bσ(1) ≺ Bσ(2) ≺ · · · ≺ Bσ(p).
To summarize: we do not make the orientation of crossings for just the pairing π, but for
a triple (π, ε, σ), where ε : {1, . . . , n} → {1, ∗} has the property that ε(ai) 6= ε(bi) for every
block Bi = {ai, bi} of π, and σ is a permutation of the set {1, . . . , p}. For such (π, ε, σ), the
orientation of crossings is achieved by drawing the geometric representation of π, and then
by using the method described in Section 1.4.1.
Let (π, ε, σ) be as in the preceding paragraph. We will denote by cr+(π, ε, σ) and
cr−(π, ε, σ) the number of crossings of (π, ε, σ) which have positive, respectively negative,
orientation. A distinctive feature of these numbers is of course that:
cr+(π, ε, σ) + cr−(π, ε, σ) = cr(π), (1.15)
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the total number of crossings of π. We leave it as an exercise to the reader to check that if
π = {B1, . . . , Bp} with B1, . . . , Bp listed in increasing order of their minimal elements, then
the explicit formulas for cr±(π, ε, σ) are:
cr+(π, ε, σ) = card
{
(i, j)
| 1 ≤ i < j ≤ p, Bi and Bj cross,
| ε(min(Bi)) · ε(min(Bj)) = sign(σ(j) − σ(i))
}
(1.16)
cr−(π, ε, σ) = card
{
(i, j)
| 1 ≤ i < j ≤ p, Bi and Bj cross,
| ε(min(Bi)) · ε(min(Bj)) = −sign(σ(j) − σ(i))
}
,
where in the products “ε(min(Bi)) · ε(min(Bj))” of (1.16) the following convention is used:
if we encounter a product of two symbols out of which at least one is a “∗” (e.g. ∗ · 1, or
∗ · ∗), then ∗ is to be treated like −1.
1.5 z-circular systems. The limit distribution which appears in the generalization of
Proposition 1.3.5 is the following:
1.5.1 Definition. Let (A, ϕ) be a C∗-probability space, and let z be a complex number
such that |z| < 1. The elements c1, . . . , cs ∈ A (s ≥ 1) are said to form a z-circular system
in (A, ϕ) if:
– for every positive odd integer n, for every r1, . . . , rn ∈ {1, . . . , s}, and for every
ε(1), . . . , ε(n) ∈ {1, ∗}, we have that ϕ(cε(1)r1 · · · cε(n)rn ) = 0; and
– for every positive even integer n = 2p, for every r1, . . . , rn ∈ {1, . . . , s}, and for every
ε(1), . . . , ε(n) ∈ {1, ∗}, we have that:
ϕ(cε(1)r1 · · · cε(n)rn ) =
1
p!
∑
σ∈Sp
∑
pi∈P(r1,...,rn;ε(1),...,ε(n))
zcr+(pi,ε,σ) · zcr−(pi,ε,σ), (1.17)
where Sp denotes the set of all permutations of {1, . . . , p}, the index set P(r1, . . . , rn;
ε(1), . . . , ε(n)) has the same meaning as in Definition 1.2.1, and cr±(π, ε, σ) are as discussed
in Section 1.4.2.
1.5.2 Remarks. 1o If z = q ∈ (−1, 1), then the concept of z-circular system reduces
to the one of q-circular system from Definition 1.2.1. Indeed, in the relevant case of n = 2p
appearing in Equation (1.17) we will now obtain:
zcr+(pi,ε,σ) · zcr−(pi,ε,σ) = qcr+(pi,ε,σ)+cr−(pi,ε,σ) = qcr(pi),
for every σ ∈ Sp and π ∈ P(r1, . . . , rn; ε(1), . . . , ε(n)). So if one performs first the summation
over Sp, then the right-hand side of Equation (1.17) reduces to the right-hand side of (1.7).
2o Starting from Definition 1.5.1, one can easily also define what it means that a sequence
of families (c1;k, . . . , cs;k)k≥1 converges in distribution to a z-circular system – this is just
an immediate adaptation of Definition 1.3.1.
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1.5.3 Theorem. Let z be a complex number such that |z| < 1, and let s be a positive
integer. Suppose that for every k ≥ 1 we have:
(a) A family (ρi,j;k)1≤i<j≤ks of independent random variables over some probability
space Ωk, such that every ρi,j;k takes values in the unit circle {ζ ∈ C | |ζ| = 1}, and has
the property that
∫
Ωk
ρi,j;k = z.
(b) A (ρi,j;k)i,j–commuting Haar family U1;k, . . . , Uks;k of random unitaries in some
separable C∗-probability space (Ak, ϕk).
Denote, for every k ≥ 1:
Xr;k :=
1√
k
(Ur;k + Ur+s;k + · · ·+ Ur+(k−1)s;k), 1 ≤ r ≤ s;
then the family (X1;k, . . . ,Xs;k) converges in distribution, for k →∞, to a z-circular system.
1.5.4 Remark. 1o In the case when the random variables ρi,j;k of Theorem 1.5.3 take
values in {−1, 1}, we obtain a statement which is close to the framework of the central limit
theorem of [8]. We note however that even in this case, the Proposition 1.6.2 below – which
generalizes Theorem 1.5.3, and is the statement that we really prove – does not follow from
the results of [8].
2o There are some natural questions which are raised by the preceding theorem, con-
cerning the possibility of realizing a z-circular system as a family of operators on some
Hilbert space.
One approach that can be used is the following. Consider the unital algebraC〈X1, Y1, . . . ,
Xs, Ys〉 =: Ao of polynomials in 2s non-commuting indeterminates X1, Y1, . . . ,Xs, Ys, and
make Ao be a ∗-algebra by introducing on it the (uniquely determined) ∗-operation with the
property that X∗r = Yr, 1 ≤ r ≤ s. Let us moreover consider the linear functional ϕo : Ao →
C determined by the fact that ϕo(1) = 1 and that ϕo(X
ε(1)
r1 · · ·Xε(n)rn ) is equal to the right-
hand side of Equation (1.17), for every n ≥ 1, r1, . . . , rn ∈ {1, . . . , s}, ε(1), . . . , ε(n) ∈ {1, ∗}.
The Theorem 1.5.3 ensures that ϕo is a positive functional (ϕo(P
∗P ) ≥ 0, ∀ P ∈ Ao); in-
deed, it is easy to rephrase the theorem in a way which presents ϕo as a pointwise limit
of linear functionals (ϕk)
∞
k=1, each of the ϕk’s being positive. But then one can consider
the GNS construction for ϕo; this should yield a ∗-representation Φo : Ao → B(H), with a
cyclic vector ξo ∈ H, such that Φo(X1), . . . ,Φo(Xs) form a z-circular system with respect
to the vector-state on B(H) given by ξo. The point we cannot settle here is whether the
operators Φo(X1), . . . ,Φo(Xs) are indeed bounded on H. We believe nevertheless that this
is true, and that the condition “|z| < 1” from the definition of a z-circular system should
be essential in proving it.
Another approach which can be tried in order to realize z-circular systems would be
by generalizing the Proposition 1.2.3 to the framework of an appropriately defined z-Fock
space. The concept of q-Fock space which will be reviewed in Section 2.2 below was amply
generalized in [3], [5]; on the other hand, Fock space constructions related to the framework
of [8] (spin systems with mixed commutation and anti-commutation relations) are discussed
in [1]. It isn’t however clear if any of these constructions can be tailored to give a z-Fock
space as required by the situation at hand.
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1.6 Refinements of Theorem 1.5.3. It is useful (for instance for the approximation
with random matrices shown in Section 1.7 below) to note that one can relax some of the
hypotheses of Theorem 1.5.3, and still obtain the same conclusion. In the next theorem
we weaken the hypotheses on the expectations
∫
ρi,j , and on the Haar condition (jjj) from
Definition 1.3.3. The weakened Haar condition is described as follows: let (Ui)
N
i=1 be a
(ρi,j)i,j–commuting family of random unitaries, in the sense of (j)+(jj) of Definition 1.3.3,
and let L be a positive integer. We will say that (Ui)
N
i=1 is an L-mimic of a Haar family if
it satisfies:
(jjj-L) ϕ( U1(ω)
λ1 · · ·UN (ω)λN ) = 0, ∀ (λ1, . . . , λN ) ∈ ( (−L,L) ∩ Z )N \ {(0, . . . , 0)}.
1.6.1 Proposition. Let z be a complex number such that |z| < 1, and let s be a
positive integer. Let (δk)
∞
k=1 be a sequence of positive real numbers, and let (Lk)
∞
k=1 be a
sequence of positive integers, such that δk → 0 and Lk →∞. Suppose that for every k ≥ 1
we have:
(a) A family (ρi,j;k)1≤i<j≤ks of independent random variables over some probability
space Ωk, such that every ρi,j;k takes values in the unit circle and has the property that
|z − ∫Ωk ρi,j;k| ≤ δk.
(b) A (ρi,j;k)i,j–commuting family U1;k, . . . , Uks;k of random unitaries in some separable
C∗-probability space (Ak, ϕk), such that U1;k, . . . , Uks;k is an Lk-mimic of a Haar family.
Denote, for every k ≥ 1:
Xr;k :=
1√
k
(Ur;k + Ur+s;k + · · ·+ Ur+(k−1)s;k), 1 ≤ r ≤ s;
then the family (X1;k, . . . ,Xs;k) converges in distribution, for k →∞, to a z-circular system.
It is worth recording that the statement of 1.6.1 follows from an estimate of moments
which can be formulated simply, as described in the next proposition. (Since the extra
indices “k” are not necessary in Proposition 1.6.2, we will write in its statement ρi,j, Ui,Xr
instead of ρi,j;k, Ui;k,Xr;k, respectively.)
1.6.2 Proposition. Let z be a complex number such that |z| < 1, and let s be a
positive integer. Let δ be a positive real number, and let L be a positive integer. Let k be
a positive integer, and suppose that we have:
(a) A family (ρi,j)1≤i<j≤ks of independent random variables over some probability space
Ω, such that every ρi,j takes values in the unit circle and has the property that |z−
∫
Ω ρi,j| ≤
δ.
(b) A (ρi,j)i,j–commuting family U1, . . . , Uks of random unitaries in some separable C
∗-
probability space (A, ϕ), such that U1, . . . , Uks is an L-mimic of a Haar family.
We denote:
Xr :=
1√
k
(Ur + Ur+s + · · ·+ Ur+(k−1)s), 1 ≤ r ≤ s. (1.18)
We denote by E : B(Ω,A) → C the linear functional defined as in Equation (1.12) of
Notation 1.3.4. Then:
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1o For every odd positive integer n < L, for every r1, . . . , rn ∈ {1, . . . , s}, and for every
ε(1), . . . , ε(n) ∈ {1, ∗}, we have that:
E( Xε(1)r1 · · ·Xε(n)rn ) = 0. (1.19)
2o For every even positive integer n = 2p such that n < min(L, 2k), for every r1, . . . , rn ∈
{1, . . . , s}, and for every ε(1), . . . , ε(n) ∈ {1, ∗}, we have that:
| E( Xε(1)r1 · · ·Xε(n)rn ) −
1
p!
∑
σ∈Sp
∑
pi∈P(r1,...,rn;ε(1),...,ε(n))
zcr+(pi,ε,σ) · zcr−(pi,ε,σ) |
< (2p+ 1)! · (1
k
+ δ). (1.20)
The framework of Theorem 1.5.3 contains in particular the situation when the families
of random unitaries (U1;k, . . . , Uks;k)k≥1 extend each other, i.e. when Ui;k+1 = Ui;k, ∀ k ≥ 1,
∀ 1 ≤ i ≤ ks. When moving to the more general framework of 1.6.1, the case of the
extending families of random unitaries needs to be discussed separately. One possibility of
treating this case is provided by the following proposition.
1.6.3 Proposition. Let z be a complex number such that |z| < 1, and let s be a positive
integer. Suppose that we have a family (ρm,n)1≤m<n of independent random variables with
values in the unit circle, and a family (Un)
∞
n=1 of random unitaries in a separable C
∗-
probability space (A, ϕ) (all the ρm,n’s and Un’s defined on the same probability space Ω),
such that the following conditions are satisfied.
(a) The commutation relation
Um(ω)Un(ω) = ρm,n(ω)Un(ω)Um(ω) (1.21)
holds for every 1 ≤ m < n and for every ω ∈ Ω.
(b) For every δ > 0 there exists mo ≥ 1 such that: mo ≤ m < n ⇒ |z −
∫
Ω ρm,n| ≤ δ.
(c) For every positive integer L there exists mo ≥ 1 such that: mo ≤ m < n ⇒ the
family Um, . . . , Un is an L-mimic of a Haar family.
(d) If n ≥ 1, λ1, . . . , λn ∈ Z, ω ∈ Ω, and if at least one of λ1, . . . , λn is equal to ±1 or to
±2, then ϕ( U1(ω)λ1 · · ·Un(ω)λn ) = 0.
For every k ≥ 1 we denote:
Xr;k =
1√
k
( Ur + Ur+s + · · ·+ Ur+(k−1)s ), 1 ≤ r ≤ s; (1.22)
then the family (X1;k, . . . ,Xs;k) converges in distribution, for k →∞, to a z-circular system.
1.7 Approximation with random matrices. We will now point out that, as a
consequence of the results presented in Section 1.6, one can easily obtain families of random
matrices which converge in distribution to a z-circular system. In fact, it is nice to realize
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all these random matrices as random elements in the same C∗-algebra, which will be an
UHF-algebra (i.e. a certain inductive limit of matrix algebras).
So, let us fix a complex number z such that |z| < 1. There exist unique ρ and γ such
that |ρ| = 1, Im(ρ) > 0, γ ∈ (0, 1), and z = γρ+(1−γ)ρ. Let us also fix a sequence (θn)∞n=1
of rational numbers in (0, 1), such that limn→∞ e
2piiθn = ρ, and such that when we write
θn = an/bn with an, bn relatively prime positive integers, we get that 3 ≤ b1 < b2 < · · ·
< bn < · · ·.
For every n ≥ 1, let us consider the finite dimensional C∗-algebra
An := Mb1(C)⊗ · · · ⊗Mbn(C),
(where bj is the denominator of θj, as above); on An we consider the state ϕn which is
the tensor product of the normalized trace-functionals on Mb1(C), . . . ,Mbn(C). Let us
furthermore consider the inductive limit
A := lim
n→∞
An,
where the mapping from An−1 to An is x 7→ x ⊗ 1bn , for every n ≥ 1. For notational
convenience we shall regard each An as a unital subalgebra of A. We will denote by ϕ the
unique state of A with the property that ϕ|An = ϕn, ∀ n ≥ 1.
On the other hand, let us consider a probability space (Ω,F , P ) on which an infinite
family (ξm,n)1≤m<n of independent random variables is given, such that every ξm,n takes
only the values ±1, with P ( ξm,n = 1 ) = γ, P ( ξm,n = −1 ) = 1− γ. We denote
ρm,n(ω) = e
2piiθmξm,n(ω), ∀ ω ∈ Ω, ∀ 1 ≤ m < n. (1.23)
Then (ρm,n)1≤m<n is also an independent family of random variables on Ω, with values in
the unit circle.
We construct a sequence of random unitaries (Un)
∞
n=1 in the C
∗-algebra A, as follows.
For every n ≥ 1, consider first the bn × bn-matrices:
Vn =


0 1
1 0
1 0
. . .
. . .
1 0


, Wn =


e2piiθn
e4piiθn
. . .
e2(bn−1)piiθn
1


; (1.24)
then set for every ω ∈ Ω:

U1(ω) = V1
U2(ω) = W
ξ1,2(ω)
1 ⊗ V2
...
Un(ω) = W
ξ1,n(ω)
1 ⊗W ξ2,n(ω)2 ⊗ · · · ⊗W ξn−1,n(ω)n−1 ⊗ Vn
...
(1.25)
Clearly, the random unitary Un takes values in the finite dimensional subalgebra An ⊂ A
(hence it is in fact a random unitary matrix of size b1b2 · · · bn).
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We claim that:
1.7.1 Proposition. The random variables (ρm,n)1≤m<n defined in Equation (1.23),
and the random unitaries (Un)
∞
n=1 defined in (1.25), satisfy the conditions considered in the
Proposition 1.6.3.
Indeed, the commutation relations (1.21) follow immediately from the fact that the
matrices Vn,Wn in (1.24) satisfy the relation VnWn = e
2piiθnWnVn. It is also immediate
that: ∣∣∣ z − ∫
Ω
ρm,n
∣∣∣ = | ( γρ+ (1− γ)ρ )− (γe2piiθm + (1− γ)e−2piiθm ) |
≤ | e2piiθm − ρ |, ∀ 1 ≤ m < n,
and this gives the required behavior for the expectations of the ρm,n’s. Concerning the
Haar conditions, we leave it as an exercise to the reader to check that for every 1 ≤ m < n,
the family Wm,Wm+1, . . . ,Wn is a bm-mimic of a Haar family; the verification of both this
statement and of the hypothesis (d) in 1.6.3 reduce to the fact that matrices of the form
V αn W
β
n with 0 6= α ∈ (−bn, bn)∩Z and β ∈ Z have only zeros on the diagonal (and therefore
have zero trace).
Hence the recipe presented in Equation (1.22) of Proposition 1.6.3 will lead to an asymp-
totic z-circular system living in (A, ϕ) (and which consists in fact of random matrices with
sizes tending to infinity).
Alternatively, one can fabricate random matrices which converge in distribution to a
z-circular system by cutting out disjoint segments of the sequence (Un)
∞
n=1, and by invoking
the Proposition 1.6.1. For example, in order to produce an asymptotic z-circular system
with s = 2 elements, one can set:
X1;1 = U1, X2;1 = U2,
X1;2 =
U3 + U5√
2
, X2;2 =
U4 + U6√
2
,
X1;3 =
U7 + U9 + U11√
3
, X2;3 =
U8 + U10 + U12√
3
, . . .
(in general, the construction of X1;k and X2;k will use the segment Uk2−k+1, . . . , Uk2+k of
the sequence (Un)
∞
n=1 ).
The rest of the paper is divided into two sections. In Section 2 we review the q-Fock
space, and prove Proposition 1.2.3. In Section 3 we present the estimates of moments which
lead to the theorems presented in the Sections 1.3-1.6.
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2. Combinatorics of the joint moments of q-creation/annihilation op-
erators
2.1 Review of the full Fock space. In this paper we use the full Fock space over
C2s (s a fixed positive integer), which is:
T := C⊕
(
⊕∞n=1(C2s)⊗n
)
(2.1)
(orthogonal direct sum of Hilbert spaces). The number 1 in the first summand C on the
right-hand side of Eqn.(2.1) is called the vacuum-vector, and is denoted by Ω. The vector-
state determined by Ω on B(T ) is called the vacuum-state, and will be denoted by ϕvac
( ϕvac(X) = 〈XΩ | Ω〉, ∀X ∈ B(T ) ).
For every ξ ∈ C2s we denote by l(ξ) the creation operator determined by ξ on T , which
is described by: 

l(ξ)Ω = ξ
l(ξ)(η1 ⊗ · · · ⊗ ηn) = ξ ⊗ η1 ⊗ · · · ⊗ ηn
∀ n ≥ 1, ∀ η1, . . . , ηn ∈ C2s.
(2.2)
The adjoint of l(ξ) is called the annihilation operator determined by ξ, and acts by:

l(ξ)∗Ω = 0
l(ξ)∗(η1 ⊗ · · · ⊗ ηn) = 〈η1 | ξ〉 η2 ⊗ · · · ⊗ ηn
∀ n ≥ 1, ∀ η1, . . . , ηn ∈ C2s.
(2.3)
It is immediately verified that we have:
l(ξ)∗l(η) = 〈η | ξ〉 I, ξ, η ∈ C2s. (2.4)
It is occasionally convenient to fix an orthonormal basis ξ1, . . . , ξ2s of C
2s, and denote
li := l(ξi), 1 ≤ i ≤ 2s. Then (2.4) gives us that
l∗i lj = δijI, 1 ≤ i, j ≤ 2s, (2.5)
i.e. that l1, . . . , l2s form a family of Cuntz isometries (isometries with mutually orthogonal
ranges). It is such a family which was used in (1.4) and (1.5) of Section 1.1, presenting
realizations of a circular system.
2.2 Review of the q-Fock space. Besides the positive integer s, we now also fix a
parameter q ∈ (−1, 1). For every n ≥ 1 we introduce an inner product 〈· , ·〉q on (C2s)⊗n,
determined by the formula:
〈ξ1 ⊗ · · · ⊗ ξn, η1 ⊗ · · · ⊗ ηn〉q :=
∑
σ∈Sn
qinv(σ) 〈ξ1 | ησ(1)〉 · · · 〈ξn | ησ(n)〉, (2.6)
for ξ1, . . . , ξn, η1, . . . , ηn ∈ C2s, where Sn denotes the set of all permutations of {1, . . . , n},
and where inv(σ) stands for the number of inversions of the permutation σ ( inv(σ) :=
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| {(i, j) | 1 ≤ i < j ≤ n, σ(i) > σ(j)} | ). The fact that (2.6) gives indeed an inner product
was shown in [2]. We view 〈· , ·〉q as a “deformation” of the usual inner product on (C2s)⊗n
(which would correspond to the case when q = 0).
The q-Fock space over C2s is defined as
Tq := C⊕
(
⊕∞n=1( (C2s)⊗n, 〈· , ·〉q )
)
(2.7)
(orthogonal direct sum of Hilbert spaces). The vacuum-vector of Tq and the vacuum-state
on B(Tq) are defined in exactly the same way as for the full Fock space (cf. Section 2.1).
For every ξ ∈ C2s there exists a unique operator in B(Tq), denoted by lq(ξ), such that:

lq(ξ)Ω = ξ
lq(ξ)(η1 ⊗ · · · ⊗ ηn) = ξ ⊗ η1 ⊗ · · · ⊗ ηn
∀ n ≥ 1, ∀ η1, . . . , ηn ∈ C2s;
(2.8)
its adjoint acts by the formulas:

lq(ξ)
∗Ω = 0
lq(ξ)
∗(η1 ⊗ · · · ⊗ ηn) =∑nm=1 qm−1〈ηm | ξ〉η1 ⊗ · · · ⊗ ηm−1 ⊗ ηm+1 ⊗ · · · ⊗ ηn
∀ n ≥ 1, ∀ η1, . . . , ηn ∈ C2s.
(2.9)
lq(ξ) and lq(ξ)
∗ are called the q-creation and respectively the q-annihilation operator deter-
mined by ξ. Note that the formulas describing lq(ξ) are identical to those for l(ξ) in Section
2.1, but that the situation is not the same concerning the adjoints. (This is possible because
Tq has an inner product which is a deformation of the one on T .)
Instead of (2.4), we now get that the q-creation and q-annihilation operators satisfy:
lq(ξ)
∗lq(η) = qlq(η)lq(ξ)
∗ + 〈η | ξ〉 I, ξ, η ∈ C2s; (2.10)
these are called “the q-commutation relations”. It is occasionally convenient to fix an
orthonormal basis ξ1, . . . , ξ2s of C
2s, and denote li := lq(ξi), 1 ≤ i ≤ 2s. The Eqn.(2.10)
then gives us that
l∗i lj = qlj l
∗
i + δijI, 1 ≤ i, j ≤ 2s. (2.11)
It is such a family of operators in B(Tq) which was used in (1.8) and (1.9) of Section 1.2,
presenting realizations of a q-circular system.
We now turn to the proof of Proposition 1.2.3. We will stick to the framework introduced
in Section 2.2, including an orthonormal basis ξ1, . . . , ξ2s of C
2s which is fixed until the end
of the Section 2, and for which we denote li := lq(ξi), 1 ≤ i ≤ 2s. The argument will rely
on a combinatorial formula established in [2] for the joint moments of l1, l
∗
1, . . . , l2s, l
∗
2s with
respect to the vacuum-state ϕvac on B(Tq). This formula is stated as follows:
2.3 Proposition (cf. [2] Part I, Proposition 2 on page 529). For every n ≥ 1,
t1, . . . , tn ∈ {1, . . . , 2s}, θ1, . . . , θn ∈ {1, ∗}, we have that
ϕvac(l
θ1
t1 l
θ2
t2 · · · lθntn ) =
∑
pi∈Q(t1,...,tn;θ1,...,θn)
qcr(pi), (2.12)
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where Q(t1, . . . , tn; θ1, . . . , θn) denotes the set of all pairings π = { {a1, b1}, . . . , {ap, bp} }
of {1, . . . , n} which have the property that tai = tbi , θai = ∗, and θbi = 1, ∀ 1 ≤ i ≤ p.
We will first discuss the family of elements appearing in the formula (1.9) of Proposition
1.2.3.
2.4 Proposition. If c1 := l1 + l
∗
2, . . . , cs := l2s−1 + l
∗
2s, then c1, . . . , cs is a q-circular
system with respect to the vacuum-state on B(Tq).
Proof. We fix n ≥ 1, r1, . . . , rn ∈ {1, . . . , s}, ε(1), . . . , ε(n) ∈ {1, ∗} for which we will
verify that Eqn.(1.7) holds.
In this proof it will be convenient to use the following notation: given t1, . . . , tn ∈
{1, . . . , 2s}, θ1, . . . , θn ∈ {1, ∗}, we will write
(t1, . . . , tn; θ1, . . . , θn) ≺ (r1, . . . , rn; ε(1), . . . , ε(n)) (2.13)
to mean that for every 1 ≤ m ≤ n the operator lθmtm is one of the two terms which form
c
ε(m)
rm . (For example: if c
ε(m)
rm = c
∗
3 = (l5 + l
∗
6)
∗, then lθmtm has to be either l
∗
5 or l6; i.e., if
rm = 3 and εm = ∗, then it is part of (2.13) that we have either tm = 5 and θm = ∗, or
tm = 6 and θm = 1.)
It is clear that:
cε(1)r1 · · · cε(n)rn =
∑
(t1,...,tn;θ1,...,θn)≺
(r1,...,rn;ε(1),...,ε(n))
lθ1t1 · · · lθntn ,
hence
ϕvac(c
ε(1)
r1 · · · cε(n)rn ) =
∑
(t1,...,tn;θ1,...,θn)≺
(r1,...,rn;ε(1),...,ε(n))
ϕvac(l
θ1
t1 · · · lθntn )
=
∑
(t1,...,tn;θ1,...,θn)≺
(r1,...,rn;ε(1),...,ε(n))
∑
pi∈Q(t1,...,tn;θ1,...,θn)
qcr(pi) ( by (2.12) ). (2.14)
We will next prove that:
∪
(t1,...,tn;θ1,...,θn)≺
(r1,...,rn;ε(1),...,ε(n))
Q(t1, . . . , tn; θ1, . . . , θn) = P(r1, . . . , rn; ε(1), . . . , ε(n)), (2.15)
disjoint union.
In order to verify (2.15), let us first observe that:
Q(t1, . . . , tn; θ1, . . . , θn) ⊂ P(r1, . . . , rn; ε(1), . . . , ε(n)), (2.16)
whenever (t1, . . . , tn; θ1, . . . , θn) ≺ (r1, . . . , rn; ε(1), . . . , ε(n)). This is immediately seen by
comparing the definition of P(r1, . . . , rn; ε(1), . . . , ε(n)) (see Definition 1.2.2) with the one
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of Q(t1, . . . , tn; θ1, . . . , θn), and by taking into account how “≺” works. The inclusion (2.16)
gives the “⊂” part of (2.15).
We now pass to “⊃” of (2.15). We pick a partition π ∈ P(r1, . . . , rn; ε(1), . . . , ε(n)), and
we will construct t1, . . . , tn ∈ {1, . . . , 2s}, θ1, . . . , θn ∈ {1, ∗} such that{
(t1, . . . , tn; θ1, . . . , θn) ≺ (r1, . . . , rn; ε(1), . . . , ε(n)), and
π ∈ Q(t1, . . . , tn; θ1, . . . , θn). (2.17)
Let B = {a, b}, with a < b, be an arbitrary block of π. From the fact that π ∈
P(r1, . . . , rn; ε(1), . . . , ε(n)), we get that ra = rb =: r, and ε(a) 6= ε(b). If ε(a) = 1 and
ε(b) = ∗, this means that cε(a)ra = cr = l2r−1 + l∗2r, cε(b)rb = c∗r = l∗2r−1 + l2r, and we choose:
ta = tb = 2r, θa = ∗, θb = 1 (such that lθata is a term of cr, and lθbtb is a term of c∗r). If
ε(a) = ∗ and ε(b) = 1, this means that cε(a)ra = c∗r = l∗2r−1 + l2r, cε(b)rb = cr = l2r−1 + l∗2r, and
we choose: ta = tb = 2r − 1, θa = ∗, θb = 1.
When we make the choices for ta, tb, θa, θb as described in the preceding paragraph,
and for every block of π, we obtain some t1, . . . , tn ∈ {1, . . . , 2s} and θ1, . . . , θn ∈ {1, ∗}
such that (2.17) holds. This completes the proof of “⊃” in (2.15). It is also immediate
(by inspecting again, one by one, the blocks of the partition π considered above) that the
choices for t1, . . . , tn, θ1, . . . , θn such that (t1, . . . , tn; θ1, . . . , θn) ≺ (r1, . . . , rn; ε(1), . . . , ε(n))
and at the same time Q(t1, . . . , tn; θ1, . . . , θn) ∋ π are uniquely determined; this proves the
disjointness of the union in (2.15).
Finally, from (2.15) it follows that the expression in (2.14) is∑
pi∈P(r1,...,rn;ε(1),...,ε(n))
qcr(pi),
which is exactly the desired expression for ϕvac(c
ε(1)
r1 · · · cε(n)rn ). QED
It only remains that we prove the q-circularity of the family appearing in (1.8) of Propo-
sition 1.2.3. By using arguments from [4], this can in fact be reduced to the q-circularity of
(1.9), which was shown above.
2.5 Proposition. If we denote:
c′1 :=
(l1 + l
∗
1) + i(l2 + l
∗
2)√
2
, . . . , c′s :=
(l2s−1 + l
∗
2s−1) + i(l2s + l
∗
2s)√
2
,
then c′1, . . . , c
′
s is a q-circular system with respect to the vacuum-state on B(Tq).
Proof. Recall that “lk” stands here for “lq(ξk)”, 1 ≤ k ≤ 2s, where ξ1, . . . , ξ2s is an
orthonormal basis of C2s which was fixed prior to the Proposition 2.3. Consider the vectors
η1, . . . , η2s ∈ C2s defined by:
η2r−1 =
ξ2r−1 + ξ2r√
2
, η2r =
ξ2r−1 − ξ2r
i
√
2
, 1 ≤ r ≤ s, (2.18)
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and let T denote the unique operator in B(C2s) such that Tξk = ηk, 1 ≤ k ≤ 2s. It is
immediate that η1, . . . , η2s is an orthonormal basis of C
2s, hence that T is an orthogonal
transformation.
Let V ⊂ C2s be the real vector space spanned by ξ1, . . . , ξ2s (i.e. the set of vectors of the
form
∑2s
k=1 λkξk, with λ1, . . . , λ2s ∈ R), and let W ⊂ C2s be the real vector space spanned
by η1, . . . , η2s. Moreover, let M,N ⊂ B(Tq) denote the von Neumann algebras generated
by {lq(ξ) + lq(ξ)∗ | ξ ∈ V}, and respectively by {lq(η) + lq(η)∗ | η ∈ W}. The Theorem 2.11
of [4] gives us the existence of a unital ∗-homomorphism Φ :M→N , which preserves the
vacuum-state (i.e. ϕvac(Φ(x)) = ϕvac(x), ∀ x ∈ M), and such that:
Φ( lq(ξ) + lq(ξ)
∗ ) = lq(Tξ) + lq(Tξ)
∗, ∀ ξ ∈ V. (2.19)
It is obvious that the operators c′1, . . . , c
′
s defined in the statement of the proposition
belong to M, and an immediate calculation which uses (2.18), (2.19), and the linearity of
lq(·) gives that:
Φ(c′r) = l2r−1 + l
∗
2r, 1 ≤ r ≤ s. (2.20)
Denoting cr := l2r−1 + l
∗
2r, 1 ≤ r ≤ s, we thus obtain that c1, . . . , cs ∈ N and also (since Φ
is a ∗-homomorphism which preserves ϕvac) that:
ϕvac(c
ε(1)
r1 · · · cε(n)rn ) = ϕvac( Φ((c′r1)ε(1) · · · (c′rn)ε(n)) )
= ϕvac( (c
′
r1)
ε(1) · · · (c′rn)ε(n) ), (2.21)
for every n ≥ 1 and r1, . . . , rn ∈ {1, . . . , s}, ε(1), . . . , ε(n) ∈ {1, ∗}. But then the conclusion
of the current proposition follows from (2.21) and Proposition 2.4. QED
3. Moment estimates leading to asymptotic z-circular systems
In this section we prove the results stated in the Sections 1.3-1.6 of the Introduction.
It is clear that in fact only the Propositions 1.6.2 and 1.6.3 need to be proved (then 1.6.1,
1.5.3, 1.3.5 will follow).
The bulk of the section will be devoted to the estimates of moments presented in Propo-
sition 1.6.2. We fix, from this moment on and until the end of Section 3.6, the framework
described in 1.6.2. We will first dispose of the easy case appearing in the part 1o of the
proposition.
3.1 Proof of part 1o in Proposition 1.6.2. By substituting X1, . . . ,Xs from their def-
inition in Eqn.(1.18), then by expanding the sums and by using the definition of E, we
get:
E( Xε(1)r1 · · ·Xε(n)rn ) =
=
1
kn/2
·
∑
1≤i1,...,in≤ks such that
i1=r1(mod s),...,in=rn(mod s)
E( U
ε(1)
i1
· · ·U ε(n)in )
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=
1
kn/2
·
∑
1≤i1,...,in≤ks such that
i1=r1(mod s),...,in=rn(mod s)
∫
Ω
ϕ( Ui1(ω)
ε(1) · · ·Uin(ω)ε(n) ) dP (ω). (3.1)
We will show that:
ϕ( Ui1(ω)
ε(1) · · ·Uin(ω)ε(n) ) = 0, (3.2)
for every ω ∈ Ω and every 1 ≤ i1, . . . , in ≤ ks such that i1 = r1(mod s), . . . , in = rn(mod s).
This and (3.1) clearly imply the conclusion of the lemma.
So let us fix ω ∈ Ω and 1 ≤ i1, . . . , in ≤ ks such that i1 = r1(mod s), . . . , in = rn(mod s).
The commutation relations satisfied by U1, . . . , Uks (see condition (jj) in Definition 1.3.3)
give us that
Ui1(ω)
ε(1) · · ·Uin(ω)ε(n) = c U1(ω)λ1 · · ·Uks(ω)λks , (3.3)
where c is a constant of absolute value 1, and where λ1, . . . , λks ∈ [−n, n]∩Z ⊂ (−L,L)∩Z.
It cannot be true that λ1 = · · · = λks = 0, because:
λ1 + · · ·+ λks = | {1 ≤ m ≤ n | ε(m) = 1} | − | {1 ≤ m ≤ n | ε(m) = ∗} |,
which is an odd number (indeed, | {m | ε(m) = 1} | and | {m | ε(m) = ∗} | must have
different parities, since their sum is the odd number n). But then the condition (jjj-L)
introduced in Section 1.6 gives us that ϕ( U1(ω)
λ1 · · ·Uks(ω)λks ) = 0, and (3.2) is obtained
by applying ϕ to both sides of (3.3). QED
We now move towards the sensibly harder case discussed in part 2o of Proposition 1.6.2.
We will start by making a number of preliminary considerations.
Unlike in the preceding proof, where we did not need to know what was the constant
c in Equation (3.3), the arguments in the sequel will require some information about such
constants which arise from commutations. The next lemma will be used for that.
3.2 Lemma. Let p be a positive integer and let π = {B1, . . . , Bp} be a pairing of
{1, . . . , 2p}, where the blocks B1, . . . , Bp of π are listed in increasing order of their minimal
elements. Let C be a unital algebra and let V1, . . . , Vp be invertible elements of C which
satisfy the commutation relations
VlVm = γlmVmVl, 1 ≤ l < m ≤ p, (3.4)
where the γlm’s are some complex numbers. Define W1, . . . ,W2p according to the formula:
Wi =


Vl if i = min(Bl) (for some 1 ≤ l ≤ p)
V −1m if i = max(Bm) (for some 1 ≤ m ≤ p).
(3.5)
Then we have
W1W2 · · ·W2p =
( ∏
1≤l<m≤p such
that Bl crosses Bm
γlm
)
I. (3.6)
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Proof. By induction on p. The case p = 1 is obvious (both sides of (3.6) are equal to
I).
Let us assume the lemma true for p − 1 and prove it for p ≥ 2. Let π = {B1, . . . , Bp},
V1, . . . , Vp and W1, . . . ,W2p be as in the statement of the lemma. We write explicitly
Bp = {a, b}, a < b (recall that Bp is the block of π with the largest minimal element).
Note that {a + 1, . . . , b − 1} coincides with the set of maximal elements of the blocks Bl
(1 ≤ l ≤ p − 1) which cross Bp. By using this observation, the rule (3.5) for defining
Wa+1, . . . ,Wb−1, and the commutation relations (3.4), we obtain that:
(Wa+1 · · ·Wb−1)V −1p =
( ∏
1≤l≤p−1 such
that Bl crosses Bp
γlp
)
V −1p (Wa+1 · · ·Wb−1). (3.7)
On the other hand, let us denote by πo the pairing which is obtained from π by deleting
the block Bp and by redenoting the elements of {1, . . . , 2p} \ Bp as 1, 2, . . . , 2p − 2, in
increasing order. The induction hypothesis applied to πo and V1, . . . , Vp−1 gives us that:
W1 · · ·Wa−1Wa+1 · · ·Wb−1Wb+1 · · ·W2p =
( ∏
1≤l<m≤p−1 such
that Bl crosses Bm
γlm
)
I. (3.8)
But then:
W1W2 · · ·W2p = (W1 · · ·Wa−1)Vp(Wa+1 · · ·Wb−1)V −1p (Wb+1 · · ·W2p)
=
( ∏
1≤l≤p−1 such
that Bl crosses Bp
γlp
)
(W1 · · ·Wa−1)VpV −1p (Wa+1 · · ·Wb−1)(Wb+1 · · ·W2p)
( by Equation (3.7) )
=
( ∏
1≤l<m≤p such
that Bl crosses Bm
γlm
)
I ( by Equation (3.8) ).
QED
In the estimates of moments which will be presented below, we will also use the following
notation and lemma. The positive integers p, s, k appearing in 3.3 and 3.4 are the ones given
in the statement of Proposition 1.6.2.
3.3 Notation. Let j1, . . . , jp be distinct numbers in {1, . . . , ks}. We will denote by
ord(j1, . . . , jp) the permutation σ of {1, . . . , p} which keeps track of the order of j1, . . . , jp;
that is, σ is the unique bijection from {1, . . . , p} to itself which has the property that
σ(l) < σ(m) ⇔ jl < jm, ∀ l 6= m in {1, . . . , p}. (3.9)
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3.4 Lemma. Let σ be a permutation of {1, . . . , p}, and let t1, . . . , tp be in {1, . . . , s}.
Consider the number:
N(σ; t1, . . . , tp) = |
{
(j1, . . . , jp)
| 1 ≤ j1, . . . , jp ≤ ks,
| ord(j1, . . . , jp) = σ,
| j1 = t1(mod s), . . . , jp = tp(mod s)
}
|. (3.10)
Then: (
k
p
)
≤ N(σ; t1, . . . , tp) ≤
(
k + p
p
)
. (3.11)
Proof. It is immediate that
N(σ; t1, . . . , tp) = N(id; tσ−1(1), . . . , tσ−1(p)),
where id denotes the identity permutation. Due to this fact, it suffices to verify (3.11) in
the case when σ = id; i.e, it suffices to verify that for any choice of t1, . . . , tp ∈ {1, . . . , s},
the set
S :=
{
(j1, . . . , jp)
| 1 ≤ j1 < · · · < jp ≤ ks,
| j1 = t1(mod s), . . . , jp = tp(mod s)
}
(3.12)
has cardinality between
(
k
p
)
and
(
k + p
p
)
.
Let us denote I1 = {1, . . . , s}, I2 = {s + 1, . . . , 2s}, . . . , Ik = {(k − 1)s + 1, . . . , ks}. To
every (j1, . . . , jp) in the set S of (3.12) we can associate the p-tuple (m1, . . . ,mp), where
1 ≤ m1 ≤ m2 ≤ · · · ≤ mp ≤ k are determined by the conditions:
j1 ∈ Im1 , j2 ∈ Im2 , . . . , jp ∈ Imp .
Then the map (j1, . . . , jm) 7→ (m1, . . . ,mp) is one-to-one; this is immediately implied by
the fact that every (j1, . . . , jp) in the set S of (3.12) has to satisfy the conditions j1 =
t1(mod s), . . . , jp = tp(mod s). We hence obtain that the cardinality of S is bounded above
by
|
{
(m1, . . . ,mp) | 1 ≤ m1 ≤ m2 ≤ · · · ≤ mp ≤ k
}
| =
(
k + p− 1
p
)
≤
(
k + p
p
)
.
On the other hand, the range of the map (j1, . . . , jm) 7→ (m1, . . . ,mp) considered in the
preceding paragraph contains all the p-tuples (m1, . . . ,mp) with the property that m1 <
m2 < · · · < mp. Indeed, if m1 < m2 < · · · < mp, then there are unique j1, . . . , jp ∈
{1, . . . , ks} such that: j1 ∈ Im1 and j1 = t1(mod s); j2 ∈ Im2 and j2 = t2(mod s); . . . ,
jp ∈ Imp and jp = tp(mod s). These j1, . . . , jp form an element of the set S of (3.12), which
is mapped to (m1, . . . ,mp). So we obtain that the cardinality of S is bounded below by:
|
{
(m1, . . . ,mp) | 1 ≤ m1 < m2 < · · · < mp ≤ k
}
| =
(
k
p
)
.
QED
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We are now ready to attack the proof of part 2o of Proposition 1.6.2. Before starting
on this task, let us list some conventions of notation which will be used during the proof.
3.5 Notations. 1o We will use the following conventions:
– For 1 ≤ i < j ≤ ks, the complex-conjugate of the random variable ρi,j given in
Proposition 1.6.2 will be denoted by ρj,i. (Thus ρj,i is also a random variable on Ω, with
values in the unit circle.)
– In the 2p-tuple ε(1), . . . , ε(2p) which appears in the statement of Proposition 1.6.2,
the ε(m)’s which are equal to ∗ will be treated in algebraic expressions as if they were equal
to −1. (For instance “∑b∈B ε(b) = 0”, for B a subset of {1, . . . , 2p}, will actually mean
that | {b ∈ B | ε(b) = 1} | = | {b ∈ B | ε(b) = ∗} |. )
2o Combinatorial notations:
– P(2p) will denote the set of pairings of {1, . . . , 2p}, where a pairing of {1, . . . , 2p} is
as defined in Notations 1.2.1. The set of all partitions of {1, . . . , 2p} will be denoted by
Part(2p). (A partition π = {B1, . . . , Bm} of {1, . . . , 2p} is defined in the same way as a
pairing, but without any restriction on the cardinalities of B1, . . . , Bm.)
– Let π be in Part(2p). We will say that π is r-stable if ra = rb whenever a, b ∈
{1, . . . , 2p} belong to the same block of π; and we will say that π is ε-null if ∑b∈B ε(b) = 0
for every block B of π. (Here ra, rb are extracted out of the 2p-tuple r1, r2, . . . , r2p appearing
in the statement of Proposition 1.6.2, and similarly for the ε(b)’s.) Note that the index
set P(r1, . . . , r2p; ε(1), . . . , ε(2p)) appearing in Equation (1.20) of Proposition 1.6.2 can be
presented as
P(r1, . . . , r2p; ε(1), . . . , ε(2p)) = { π ∈ P(2p) | π is r-stable and ε-null }. (3.13)
– If 1 ≤ i1, . . . , i2p ≤ ks, then we will denote by ker(i1, . . . , i2p) ∈ Part(2p) the partition
π determined as follows: a, b ∈ {1, . . . , 2p} lie in the same block of π if and only if ia = ib.
3.6 Proof of part 2o in Proposition 1.6.2. The presentation of this fairly lengthy proof
will be divided into several steps.
Step 1. The evaluation of E( X
ε(1)
r1 · · ·Xε(2p)r2p ) starts in the same way as the one for
E( X
ε(1)
r1 · · ·Xε(n)rn ) which was made in Section 3.1. We obtain the analogue of the Equation
(3.1) of that proof:
E( Xε(1)r1 · · ·Xε(2p)r2p ) = (3.14)
1
kp
·
∑
1≤i1,...,i2p≤ks such that
i1=r1(mod s),...,i2p=r2p(mod s)
∫
Ω
ϕ( Ui1(ω)
ε(1) · · ·Ui2p(ω)ε(2p) ) dP (ω).
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We then write the right-hand side of (3.14) as a double summation, as follows:
∑
pi∈Part(2p)
( 1
kp
·
∑
1≤i1,...,i2p≤ks
such that ker(i1,...,i2p)=pi and
i1=r1(mod s),...,i2p=r2p(mod s)
∫
Ω
ϕ( Ui1(ω)
ε(1)×
× · · ·Ui2p(ω)ε(2p) ) dP (ω)
)
.
In other words we write
E( Xε(1)r1 · · ·Xε(2p)r2p ) =
∑
pi∈Part(2p)
Tpi, (3.15)
where for π ∈ Part(2p) we set:
Tpi :=
1
kp
·
∑
1≤i1,...,i2p≤ks
such that ker(i1,...,i2p)=pi and
i1=r1(mod s),...,i2p=r2p(mod s)
∫
Ω
ϕ( Ui1(ω)
ε(1) · · ·Ui2p(ω)ε(2p) ) dP (ω). (3.16)
Our strategy will be to analyze, in the following few steps of the proof, the quantities Tpi,
π ∈ Part(2p).
Step 2. In this step we observe that if π ∈ Part(2p) is not r-stable (in the sense defined
in Notations 3.5), then the index set of the summation in (3.16) is void, and hence Tpi = 0
(in a vacuous way).
Proof of Step 2. Suppose that π ∈ Part(2p) is such that the index set of the sum-
mation in (3.16) is non-void. This means that there exist 1 ≤ i1, . . . , i2p ≤ ks such that
ker(i1, . . . , i2p) = π and such that i1 = r1(mod s), . . . , i2p = r2p(mod s). Then for ev-
ery a, b belonging to the same block of π we have: ia = ib ⇒ ra = rb(mod s) (because
ra = ia(mod s), rb = ib(mod s) ) ⇒ ra = rb (because 1 ≤ ra, rb ≤ s), and we conclude that
π is r-stable.
Step 3. Consider now a partition π ∈ Part(2p) which is r-stable but is not ε-null. We
show that Tpi = 0.
Proof of Step 3. We can prove in fact a stronger statement than Tpi = 0, namely that:{
ϕ( Ui1(ω)
ε(1) · · ·Ui2p(ω)ε(2p) ) = 0,
∀ ω ∈ Ω, ∀ 1 ≤ i1, . . . , i2p ≤ ks such that ker(i1, . . . , i2p) = π. (3.17)
The proof of of (3.17) is similar to the proof of part 1o of Proposition 1.6.2 (compare
to Equation (3.2) in Section 3.1). Let B be a block of π such that
∑
b∈B ε(b) 6= 0. If
1 ≤ i1, . . . , i2p ≤ ks are such that ker(i1, . . . , i2p) = π, then ia = ib for every a, b ∈ B, and
it makes sense to denote by i ∈ {1, . . . , ks} the common value of the ib’s with b ∈ B. The
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commutation relations satisfied by the unitaries U1, . . . , Uks give us, for an arbitrary ω ∈ Ω,
an equality of the form
Ui1(ω)
ε(1) · · ·Ui2p(ω)ε(2p) = c U1(ω)λ1 · · ·Uks(ω)λks , (3.18)
where c is a constant of absolute value 1 and λ1, . . . , λks ∈ [−2p, 2p]∩Z ⊂ (−L,L)∩Z. The
point is that λi =
∑
b∈B ε(b) 6= 0; hence when we apply ϕ in (3.18), we obtain 0 because of
the condition (jjj-L) introduced in Section 1.6.
Step 4. We consider next a partition π ∈ Part(2p) which is r-stable and ε-null, but is
not a pairing (i.e. not all the blocks of π have exactly two elements). For such a π we prove
the inequality
|Tpi| < 1/k. (3.19)
Proof of Step 4. Observe first that the number of terms in the sum defining Tpi in (3.16)
is bounded above by km, where m is the number of blocks of π. Indeed, constructing a
2p-tuple (i1, . . . , i2p) such that ker(i1, . . . , i2p) = π amounts to constructing an injective
function from the set of the blocks of π to the set {1, . . . , ks}; but the requirements i1 =
r1(mod s) . . . , i2p = r2p(mod s) allow only k possible values for each of the values taken by
this function – so even if the injectivity requirement is ignored, there still are at most km
such functions which can be constructed. On the other hand, it is obvious that every term of
the sum on the right-hand side of (3.16) is less or equal 1 in absolute value (contractive linear
functional applied to a unitary). We thus obtain that the quantity in (3.16) is bounded in
absolute value by km−p. But the facts that π is ε-null and is not a pairing imply m ≤ p−1.
(Indeed, every block of π has an even number of elements, because π is ε-null; this implies
m ≤ p, with equality holding if and only if every block of π has exactly two elements –
which we supposed is not the case.) Hence km−p ≤ 1/k, and (3.19) is obtained.
Step 5. It is now the moment to consider a pairing π ∈ P(2p), which is both r-stable
and ε-null – or in other words, an element π ∈ P(r1, . . . , r2p; ε(1), . . . , ε(2p)). In this step
of the proof we also fix some indices 1 ≤ i1, . . . , i2p ≤ ks such that ker(i1, . . . , i2p) = π
and such that i1 = r1(mod s), . . . , i2p = r2p(mod s). The goal of the step is to give a good
approximation for the integral∫
Ω
ϕ( Ui1(ω)
ε(1) · · ·Ui2p(ω)ε(2p) ) dP (ω).
Let us write explicitly π = {B1, . . . , Bp} where the blocks B1, . . . , Bp are listed in in-
creasing order of their minimal elements. The values imin(B1), . . . , imin(Bp) ∈ {1, . . . , ks}
are distinct, hence it makes sense to consider the permutation
σ := ord( imin(B1), . . . , imin(Bp) )
of {1, . . . , p}, which keeps track of their order (σ defined as in Notation 3.3). We will show
that:
|
∫
Ω
ϕ( Ui1(ω)
ε(1) · · ·Ui2p(ω)ε(2p) ) dP (ω) − zcr+(pi,ε,σ)zcr−(pi,ε,σ) |
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≤ p(p− 1)
2
δ. (3.20)
Proof of Step 5. Let us consider the unitaries
Vl(ω) :=
(
Uimin(Bl)
(ω)
)ε(min(Bl))
, 1 ≤ l ≤ p, ω ∈ Ω.
Note that: (
Uimax(Bl)(ω)
)ε(max(Bl))
= Vl(ω)
−1, ∀ 1 ≤ l ≤ p, ∀ ω ∈ Ω;
this is because ε(max(Bl)) = −ε(min(Bl)) (which happens because π is ε-null), and imax(Bl) =
imin(Bl) (which comes from the fact that ker(i1, . . . , i2p) = π). On the other hand for every
1 ≤ l < m ≤ p and every ω ∈ Ω we have the commutation relation
Vl(ω)Vm(ω) =
(
ρimin(Bl),imin(Bm)(ω)
)ε(min(Bl))ε(min(Bm))
Vm(ω)Vl(ω),
which is implied by the commutation relations known for the unitaries Ui(ω). But then the
commutation Lemma 3.2 applies, and gives us that
Ui1(ω)
ε(1) · · ·Ui2p(ω)ε(2p)
=
∏
1≤l<m≤p
such that
Bl crosses Bm
(
ρimin(Bl),imin(Bm)
(ω)
)ε(min(Bl))ε(min(Bm))
I.
Hence we obtain: ∫
Ω
ϕ( Ui1(ω)
ε(1) · · ·Ui2p(ω)ε(2p) ) dP (ω)
=
∫
Ω
∏
1≤l<m≤p
such that
Bl crosses Bm
(
ρimin(Bl),imin(Bm)
(ω)
)ε(min(Bl))ε(min(Bm))
dP (ω)
=
∏
1≤l<m≤p
such that
Bl crosses Bm
∫
Ω
(
ρimin(Bl),imin(Bm)
(ω)
)ε(min(Bl))ε(min(Bm))
dP (ω); (3.21)
the product and the integration could be interchanged at the last equality sign because
the random variables (ρij)1≤i<j≤ks are independent (which immediately implies that the
random variables (ρimin(Bl),imin(Bm))1≤l<m≤p are also independent).
In the product (3.21), every factor is either within δ from z, or within δ from z. In fact,
one sees by direct inspection that:
– if the crossing between Bl and Bm has positive orientation in (π, ε, σ), then
|
∫
Ω
(
ρimin(Bl),imin(Bm)(ω)
)ε(min(Bl))ε(min(Bm))
dP (ω) − z | ≤ δ; (3.22)
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– if the crossing between Bl and Bm has negative orientation in (π, ε, σ), then
|
∫
Ω
(
ρimin(Bl),imin(Bm)
(ω)
)ε(min(Bl))ε(min(Bm))
dP (ω) − z | ≤ δ. (3.23)
In order to check (3.22-23), there are four possible cases to discuss, according to whether
imin(Bl) is bigger or smaller than imin(Bm), and whether ε(min(Bl)) · ε(min(Bm)) is 1 or −1.
We show one of them, say when imin(Bl) > imin(Bm) and ε(min(Bl)) · ε(min(Bm)) = 1.
The inequality imin(Bl) > imin(Bm) is equivalent to σ(l) > σ(m) (by the definition of the
permutation σ – see (3.9) in Notation 3.3); comparing this against the formulas (1.16), we
see that Bl and Bm have a negative crossing. But on the other hand:∫
Ω
(
ρimin(Bl),imin(Bm)
(ω)
)ε(min(Bl))ε(min(Bm))
dP (ω)
=
( ∫
Ω
ρimin(Bm),imin(Bl)(ω) dP (ω)
)
with imin(Bm) < imin(Bl); this integral is within δ of z, by one of the hypotheses of Propo-
sition 1.6.2.
Finally, (3.22) and (3.23) imply (3.20), via the well-known fact (easily checked by in-
duction) that if ξ1, . . . , ξN , η1, . . . , ηN are complex numbers of value not exceeding 1, and if
|ξ1 − η1| ≤ δ, . . . , |ξN − ηN | ≤ δ then |ξ1 · · · ξN − η1 · · · ηN | ≤ Nδ. (Here N is the number of
crossings of π, which cannot exceed p(p− 1)/2.)
Step 6. In this step we fix again a pairing π ∈ P(r1, . . . , r2p; ε(1), . . . , ε(2p)). We will
prove the inequality:
| Tpi − 1
p!
·
∑
σ∈Sp
zcr+(pi,ε,σ)zcr−(pi,ε,σ) | < 2p−1p2δ + (p+ 1)
p
k
. (3.24)
Proof of Step 6. Let us write explicitly the partition π fixed in this step as {B1, . . . , Bp},
where the blocks B1, . . . , Bp are listed in increasing order of their minimal elements. Also,
let us denote:
J =
{
(i1, . . . , i2p)
| 1 ≤ i1, . . . , i2p ≤ ks,
| ker(i1, . . . , i2p) = π,
| i1 = r1(mod s), . . . , i2p = r2p(mod s)
}
;
i.e, J is the index set of the summation defining Tpi in Equation (3.16).
For every 2p-tuple (i1, . . . i2p) ∈ J we write the inequality (3.20) obtained in Step 5;
then we sum all these inequalities. The integrals from (3.20) will add up to kpTpi. The
terms “zcr+(pi,ε,σ)zcr−(pi,ε,σ)” from (3.20) will add up to:∑
σ∈Sp
N(σ)zcr+(pi,ε,σ)zcr−(pi,ε,σ),
where for every σ ∈ Sp we denoted
N(σ) = | {(i1, . . . , i2p) ∈ J | ord(imin(B1), . . . , imin(Bp)) = σ} |.
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We thus obtain, after also dividing by kp:
| Tpi − 1
kp
·
∑
σ∈Sp
N(σ)zcr+(pi,ε,σ)zcr−(pi,ε,σ) | ≤ 1
kp
·
∑
σ∈Sp
N(σ) · p(p− 1)
2
δ. (3.25)
Now, the Lemma 3.4 gives us that:(
k
p
)
≤ N(σ) ≤
(
k + p
p
)
, ∀ σ ∈ Sp. (3.26)
One consequence of (3.26) is that the right-hand side of (3.25) is bounded above by:
1
kp
· p! ·
(
k + p
p
)
· p(p− 1)
2
δ =
(k + 1) · · · (k + p)
kp
· p(p− 1)
2
δ < 2p−1p2δ (3.27)
(where at the last equality sign we used the fact that p ≤ k).
Another consequence of (3.26) is that
| 1
kp
·
∑
σ∈Sp
N(σ)zcr+(pi,ε,σ)zcr−(pi,ε,σ) (3.28)
− 1
p!
·
∑
σ∈Sp
zcr+(pi,ε,σ)zcr−(pi,ε,σ) | < (p+ 1)
p
k
.
Indeed, the left-hand side of (3.28) can be written as:
| 1
kpp!
·
∑
σ∈Sp
(p!N(σ)− kp) · zcr+(pi,ε,σ)zcr−(pi,ε,σ) |. (3.29)
But for every σ ∈ Sp:
| p!N(σ)− kp | ≤ max
(
| p!
(
k
p
)
− kp |, | p!
(
k + p
p
)
− kp |
)
< max
(
kp − (k − p)p, (k + p)p − kp
)
< kp−1(p + 1)p,
hence the the quantity in (3.29) is dominated by 1kpp! · p! · kp−1(p + 1)p = (p+1)
p
k .
The inequality (3.24) (which is the goal of Step 6) is immediately obtained from (3.27)
and (3.28).
Step 7. In this final part of the proof, we combine the results of the previous steps in
order to obtain the inequality (1.20) stated in Proposition 1.6.2.
We first claim that:
| E( Xε(1)r1 · · ·Xε(2p)r2p ) −
∑
pi∈P(r1,...,r2p;ε(1),...,ε(2p))
Tpi | < (2p)!
k
. (3.30)
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Indeed, we know that
E( Xε(1)r1 · · ·Xε(2p)r2p ) =
∑
pi∈Part(2p)
Tpi (by Step 1)
=
∑
pi∈Part(2p),
pi r−stable
and ε−null
Tpi (by Steps 2 and 3).
By taking into account the Equation (3.13) of Notations 3.5, we see that the left-hand side
of (3.30) is hence equal to
|
∑
pi∈Part(2p)\P(2p),
pi r−stable
and ε−null
Tpi |;
but by the Step 4, this is bounded above by | Part(2p)\P(2p) |/k, which in turn is dominated
by (2p)!/k (we used the rough estimates | Part(2p)\P(2p) | < | Part(2p) | < (2p)! ). Hence
(3.30) is obtained.
We next claim that
|
∑
pi∈P(r1,...,r2p;ε(1),...,ε(2p))
Tpi −
∑
pi∈P(r1,...,r2p;ε(1),...,ε(2p))
1
p!
·
∑
σ∈Sp
zcr+(pi,ε,σ)zcr−(pi,ε,σ) |
< p! · (2p−1p2δ + (p+ 1)
p
k
). (3.31)
Indeed, if we write the inequality (3.24) obtained in Step 6 for every π ∈ P(r1, . . . , r2p;
ε(1), . . . , ε(2p)), and if we sum over π, we obtain that the left-hand side of (3.31) is bounded
above by
| P(r1, . . . , r2p; ε(1), . . . , ε(2p)) | · (2p−1p2δ + (p+ 1)
p
k
).
The latter quantity is in turn dominated by p! · (2p−1p2δ + (p+1)pk ), because the number of
pairings in P(2p) which are ε-null (but not necessarily r-stable) is exactly p! .
The desired inequality (1.20) immediately follows from (3.30), (3.31), and the rough
estimates (2p)! + p!(p + 1)p < (2p + 1)!, p!2p−1p2 < (2p + 1)!. QED
For the rest of the section we move to the framework of Proposition 1.6.3. The proof of
1.6.3 is in many respects similar to the one of 1.6.2. For this reason we will not write the
arguments in the same detail, and occasionally we will leave it as an exercise to the reader
to check that parts of the proof of 1.6.2 can be trivially adjusted to the current situation.
3.7 Proof of Proposition 1.6.3. Let E : B(Ω,A)→ C be the linear functional defined as
in Equation (1.12) of Notation 3.4. We fix n ≥ 1, and r1, . . . , rn ∈ {1, . . . , s}, ε(1), . . . , ε(n) ∈
{1, ∗}, about which we will show that the limit
lim
k→∞
E( X
ε(1)
r1;k
· · ·Xε(n)rn;k ) (3.32)
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exists and is equal to the right-hand side of Equation (1.17).
In connection to these n, r1, . . . , rn, ε(1), . . . , ε(n) that are fixed, we will use combinato-
rial notations similar to some of those set in Notations 3.5.2o: Part(n) will denote the set
of all the partitions of {1, . . . , n}; and we will say that π ∈ Part(n) is “r-stable” if ra = rb
whenever a, b ∈ {1, . . . , n} belong to the same block of π.
We leave it as an exercise to the reader to verify that the Step 1 of the proof in Section
3.6 can be performed in the current situation, and leads to the following analogue of the
Equations (3.15-16):
E( X
ε(1)
r1;k
· · ·Xε(n)rn;k ) =
∑
pi∈Part(n)
Tpi,k, ∀ k ≥ 1, (3.33)
where for π ∈ Part(n) we set:
Tpi,k :=
1
kn/2
·
∑
1≤i1,...,in≤ks
such that ker(i1,...,in)=pi and
i1=r1(mod s),...,in=rn(mod s)
∫
Ω
ϕ( Ui1(ω)
ε(1) · · ·Uin(ω)ε(n) ) dP (ω). (3.34)
It is also clear that the Step 2 of the proof in Section 3.6 can be repeated identically,
and leads to the conclusion that Tpi,k = 0 for every k ≥ 1 and every π ∈ Part(n) which is
not r-stable. Thus the partitions which are not r-stable can be ignored in the summation
on the right-hand side of (3.33).
We next observe that for every k ≥ 1 and every π ∈ Part(n) which is not r-stable, we
have the inequality:
|Tpi,k| ≤ k−(
n
2
−|pi|), (3.35)
where |π| stands for the number of blocks of the partition π. The verification of this
inequality is very similar to the argument shown in Step 4 of the proof in 3.6, and is left to
the reader. Due to the fact that in (3.33) we are actually interested only in what happens
when k →∞, the inequality (3.35) shows that in the summation on the right-hand side of
(3.33) we can also safely ignore all the r-stable partitions π such that |π| < n/2.
Now let us remark that Tpi,k = 0 for every k ≥ 1 and for every π ∈ Part(n) which has at
least one singleton (i.e. a block with one element). Indeed, let us suppose that the partition
π has a one-element block B = {b}, 1 ≤ b ≤ n. Then for every 1 ≤ i1, . . . , in ≤ ks such that
ker(i1, . . . , in) = π, the monomial Ui1(ω)
ε(1) · · ·Uin(ω)ε(n) is brought by the commutation
relations (1.21) to the form c U1(ω)
λ1 · · ·Uks(ω)λks , where |c| = 1, λ1, . . . , λks ∈ Z, and –
most importantly here – λib = ±1. But then the hypothesis (d) of Proposition 1.6.3 gives
that ϕ(Ui1(ω)
ε(1) · · ·Uin(ω)ε(n)) = 0, and the equality Tpi,k = 0 follows.
The conclusion of the preceding three paragraphs is that in the summation on the right-
hand side of (3.33) we may keep (without affecting what happens when k → ∞) only the
terms which correspond to partitions π ∈ Part(n) that are r-stable, satisfy |π| ≥ n/2, and
have no singletons.
However, if n is odd, then there are no partitions at all which satisfy |π| ≥ n/2 and at
the same time have no singletons. This simply means that if n is odd, then the limit in
(3.32) exists and is equal to 0 (and the case of odd n is thus settled).
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If n is even, it is immediate that a partition π ∈ Part(n) satisfies |π| ≥ n/2 and has no
singletons if and only if it is a pairing. Thus in the case of even n, the summation on the
right-hand side of (3.33) can be restricted to the set of r-stable pairings of {1, . . . , n}.
From now on and until the end of the proof we will assume that n is even, n = 2p
with p positive integer. Similarly to the terminology introduced in the Notations 3.5.2o, we
will say that a pairing π = { {a1, b1}, . . . , {ap, bp} } of {1, . . . , n} is ε-null if ε(ai) 6= ε(bi),
∀ 1 ≤ i ≤ p (where ε(1), . . . , ε(n) ∈ {1, ∗} are as fixed at the beginning of the proof). By
taking into account the conclusion of the preceding paragraph, and by examining at the
same time the right-hand side of Equation (1.17), we see that the proof will be completed
if we can show that:
lim
k→∞
Tpi,k = 0 (3.36)
for every pairing π of {1, . . . , 2p} which is r-stable but not ε-null; and
lim
k→∞
Tpi,k =
1
p!
∑
σ∈Sp
∑
pi∈P(r1,...,r2p;ε(1),...,ε(2p))
zcr+(pi,ε,σ) · zcr−(pi,ε,σ) (3.37)
for every pairing π of {1, . . . , 2p} which is both r-stable and ε-null.
The limit in (3.36) holds trivially: Tpi,k = 0 for every k ≥ 1 and every pairing π which
is r-stable but not ε-null. This is a direct application of the hypothesis (d) in Proposition
1.6.3, and is left to the reader. (The discussion is similar to the one which ruled out the
partitions with singletons, but this time one uses the case when there exists a λj equal to
±2.)
So it suffices if from now on we fix a pairing π of {1, . . . , 2p} which is both r-stable and
ε-null, and we prove that the limit (3.37) holds. We denote the quantity on the right-hand
side of (3.37) by Qpi. We will also fix a number β > 0, and we will show that |Tpi,k−Qpi| < β
if k is sufficiently large.
Denote δ := β/(2pp2) and L := n+1. By the hypotheses (b) and (c) of Proposition 1.6.3,
there exists mo ≥ 1 such that for every mo ≤ m < n we have that |z −
∫
Ω ρm,n| ≤ δ, and
that Um, Um+1, . . . , Un is an L-mimic of a Haar family. We fix ko such that kos + 1 ≥ mo.
For every k > ko we will write Tpi,k as a sum,
Tpi,k = T
′
pi,k + T
′′
pi,k, (3.38)
by splitting the index set of the sum in (3.34), which defines Tpi,k, into two disjoint parts:
in T ′pi,k we take the terms indexed by n-tuples (i1, . . . , in) such that kos + 1 ≤ i1, . . . , in ≤
ks, and in T ′′pi,k we take the rest of the terms (indexed by n-tuples (i1, . . . , in) such that
min(i1, . . . , in) ≤ kos).
Note that for every k > ko, the random variables (ρi,j)kos+1≤i<j≤ks and the random
unitaries (Ui)
ks
i=kos+1
fall under the hypotheses of Proposition 1.6.2 (for the chosen values of
δ and L); thus the estimates found in the proof of Proposition 1.6.2 apply to this situation.
Out of these estimates, the one which we need here is the inequality (3.24) established in
the Step 6 of Section 3.6. When reporting to the current notations, “Tpi” of (3.24) has to
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be replaced by:
1
(k − ko)p ·
∑
kos+1≤i1,...,i2p≤ks
such that ker(i1,...,i2p)=pi and
i1=r1(mod s),...,i2p=r2p(mod s)
∫
Ω
ϕ( Ui1(ω)
ε(1) · · ·Ui2p(ω)ε(2p) ) dP (ω);
but this is exactly kp/(k − ko)pT ′pi,k, with T ′pi,k taken from (3.38). So the inequality (3.24)
becomes in this situation:
∣∣∣ ( k
k − ko
)p
T ′pi,k −Qpi
∣∣∣ < 2p−1p2δ + (p+ 1)p
k − ko ;
or after multiplication with (k − ko)p/kp < 1, and after taking into account the relation
between β and δ:
∣∣∣ T ′pi,k −
(
k − ko
k
)p
Qpi
∣∣∣ < β
2
+
(p + 1)p
k − ko , ∀ k > ko. (3.39)
But on the other hand, a counting argument very similar to the one shown in Step 4
of Section 3.6 shows that for k > ko + p there are less than k
p terms in the summation
defining Tpi,k, and there are more than (k − ko − p)p terms in the summation defining T ′pi,k;
this implies that there are less than kp− (k−ko−p)p terms in the summation defining T ′′pi,k,
and consequently that:
| T ′′pi,k| <
kp − (k − ko − p)p
kp
, ∀ k > ko + p. (3.40)
Finally, for k > ko + p we can write:
| Tpi,k −Qpi | ≤
∣∣∣ T ′pi,k −
(
k − ko
k
)p
Qpi
∣∣∣+ ∣∣∣ 1− (k − ko
k
)p ∣∣∣ · ∣∣∣ Qpi ∣∣∣+ ∣∣∣ T ′′pi,k ∣∣∣
<
β
2
+
(p + 1)p
k − ko +
∣∣∣ 1− (k − ko
k
)p ∣∣∣ · ∣∣∣ Qpi ∣∣∣+ 1−
(
k − ko − p
k
)p
( by Equations (3.39) and (3.40) ), and the latter expression is clearly smaller than β if k
is large enough. QED
Acknowledgement: The second-named author acknowledges the hospitality of the
Henri Poincare´ Institute (Centre Emile Borel – UMS 839 IHP CNRS/UPMC) in Paris,
where he visited during the final stage of the preparation of this paper.
31
References
[1] P. Biane. Free hypercontractivity, Commun. Math. Phys. 184 (1997), 457-474.
[2] M. Boz˙ejko, R. Speicher. An example of a generalized Brownian motion. Part I in
Commun. Math. Phys. 137 (1991), 519-531; Part II in Quantum probability and related
topics 7 (1992), L. Accardi editor, 219-236.
[3] M. Boz˙ejko, R. Speicher. Completely positive maps on Coxeter groups, deformed com-
mutation relations and operator spaces, Math. Annalen 300 (1994), 97-120.
[4] M. Boz˙ejko, B. Kummerer, R. Speicher. q-Gaussian processes: non-commutative and
classical aspects, Commun. Math. Phys. 185 (1997), 129-154.
[5] P.E.T. Jorgensen, L.M. Schmitt, R.F. Werner. Positive representations of general com-
mutation relations allowing Wick ordering, J. Functional Analysis 134 (1995), 3-99.
[6] A. Nica, R. Speicher. R-diagonal pairs – a common approach to Haar unitaries and
circular elements, in Free probability, D.V. Voiculescu editor, Fields Institute Commu-
nications 12 (1997), 149-188.
[7] M.A. Rieffel. Non-commutative tori – a case of study of non-commutative differentiable
manifolds, in Geometrical and topological invariants of elliptic operators (J. Kaminker
editor), Contemporary Mathematics vol. 105, American Mathematical Society, Provi-
dence, 1990, 191-211.
[8] R. Speicher. A non-commutative central limit theorem, Math. Z. 209 (1992), 55-66.
[9] D.V. Voiculescu. Limit laws for random matrices and free products, Inventiones Math.
104 (1991), 201-220.
[10] D.V. Voiculescu. Circular and semicircular systems and free product factors, in Oper-
ator algebras, unitary representations, enveloping algebras, and invariant theory (A.
Connes et al. editors), Progress in Mathematics vol. 92, Birkha¨user, Boston, 1990,
45–60.
[11] D.V. Voiculescu, K.J. Dykema, A. Nica. Free random variables. CRM Monograph
Series, Vol. 1, American Mathematical Society, Providence, 1992.
32
