We study the robust one-bit compressed sensing problem whose goal is to design an algorithm that faithfully recovers any sparse target vector θ 0 ∈ R d uniformly m quantized noisy measurements. Under the assumption that the measurements are sub-Gaussian random vectors, to recover any ksparse θ 0 (k ≪ d) uniformly up to an error ε with high probability, the best known computationally tractable algorithm requires
Introduction
Quantized compressed sensing investigates how to design the sensing procedure, quantizer and reconstruction algorithm so as to recover a high dimensional vector from a limited number of quantized measurements. The problem of one-bit compressed sensing, which aims at recovering a target vector θ 0 ∈ R d from single-bit observations y i = sign( a i , θ 0 ), i ∈ {1, 2, · · · , m}, m ≪ d and random sensing vectors a i ∈ R d , is particularly challenging. Previous theoretical successes on this problem (e.g. Jacques et al. (2013) ; Plan and Vershynin (2013) ) mainly rely on two key assumptions: (1) The Gaussianity of the sensing vector a i , (2) The sparsity of the vector θ 0 on a given basis. However, the practical significance of these assumptions are rather limited in the sense that it is difficult to generate Gaussian vectors and high dimensional targets in practice are often distributed near a low-dimensional manifold rather than sparse on some given basis. The goal of this work is to make steps towards addressing these two limitations.
Sub-Gaussian One-Bit Compressed Sensing
As is investigated in (Ai et al., 2014) , sub-Gaussian one-bit compressed sensing can easily fail regardless of the recovery algorithms. More specifically, consider two sparse vectors: θ 1 = [1, 0, 0, · · · , 0], θ 2 = [1, − 1/2, 0, · · · , 0], and i.i.d. Bernoulli sensing vectors a i , where each entry takes +1 and -1 with equal probabilities. Such sensing vectors are known to perform optimally in the ordinary linear compressed sensing scenario, but cannot distinguish between θ 1 and θ 2 in the current onebit scenario regardless of algorithms. Moreover, Ai et al. (2014) ; further propose non-consistent estimators whose discrepancies are measured in terms of certain distances between the Gaussian distribution and the distribution of the sensing vectors.
A major step towards consistent non-Gaussian one-bit compressed sensing is called dithering, which has been considered in several recent works (Xu and Jacques, 2018; Dirksen and Mendelson, 2018a) . The key idea is that instead of y i = sign( a i , θ 0 ), one considers a new procedure by adding artificial random noise τ i before quantization: y i = sign( a i , θ 0 + τ i ), i ∈ {1, 2, · · · , m}. In addition, Dirksen and Mendelson (2018a) propose a new convex recovery algorithm and show that under the new quantization procedure and the sub-Gaussian assumption on a i , one can achieve the best known statistical rate m = O(k log d/ε 4 ) estimating any k sparse θ 0 ∈ R d within radius R uniformly up to error ε with high probability. Dirksen and Mendelson (2018b) further show that the same algorithm can achieve the rate m = O(k log d/ε 2 ) for vectors a i sampled from a specific circulant matrix. Without computation tractability, Jacques et al. (2013) ; Plan and Vershynin (2013) ; Dirksen and Mendelson (2018a) also shows that one can achieve the near optimal rate solving a non-convex constrained program with Gaussian and sub-Gaussian sensing vectors, respectively. It is not known though if the optimal rate is achievable via computationally tractable algorithms, not to mention more general measurements than Gaussian/sub-Gaussian vectors.
It is also worth emphasizing that the aforementioned that Plan and Vershynin (2013); Xu and Jacques (2018) ; Dirksen and Mendelson (2018a,b) obtain uniform recovery results which hold with high probability for all k sparse θ 0 ∈ R d within radius R. The ability of performing uniform recovery potentially allows θ 0 to be adversarially chosen with the knowledge of the algorithm. It is a characterization of "robustness" not inherited in the non-uniform recovery results (Plan and Vershynin, 2013; Zhang et al., 2014; Thrampoulidis and Rawat, 2018) , which provide guarantees recovering an arbitrary but fixed sparse vector θ 0 . However, with the better result comes the graver technical difficulty unique to one-bit compressed sensing known as the random hyperplane tessellation problem. Simply put, uniform recoverability is, in some sense, equivalent to the possibility of constructing a binary embedding of a sparse set into the Euclidean space via random hyperplanes. See Plan and Vershynin (2014); Dirksen and Mendelson (2018a) for details.
Generative Models and Compressed Sensing
In this section, we briefly review related works on generative models and their connections with compressed sensing. Deep generative models have been applied to a variety of modern machine learning areas. Some notable applications include synthesizing images that resemble the realistic ones via generative adversarial nets (GANs) (Goodfellow et al., 2014; Arjovsky et al., 2017) and sampling from high dimensional posterior distributions using variational auto-encoder (VAE) (Kingma and Welling, 2013; Rezende et al., 2014) . In both scenarios, a deep neural network takes Gaussian random vectors as inputs and outputs generative samples whose distribution is close to the target image/signal distribution, when trained using a sufficiently large number of target samples.
Another line of works, which is more related to this paper, focuses on using deep generative models to solve inverse problems, and has find extensive empirical successes in image reconstructions such as super-resolution (Sønderby et al., 2016; Ledig et al., 2017) , image impainting (Yeh et al., 2017) and medical imaging (Hammernik et al., 2018; Yang et al., 2018) . In particular, these generative model based methods have been shown to produce comparable results to the classical sparsity based methods with much fewer (sometimes 5-10x fewer) measurements, which will greatly benefit application areas such as magnetic resonance imaging (MRI) and computed tomography (CT), where the measurements are usually quite expensive to obtain. These empirical successes demonstrate that a well-trained generative model is able to capture the low-dimensional manifold structure implicitly contained in the high-dimensional image samples, which can be difficult to represent in canonical basis otherwise. In contrast to widely recognized empirical results, theoretical understanding of generative models remains limited.
In a recent work, (Bora et al., 2017 ) consider a linear model y = AG(x 0 ) + η, where A is a Gaussian measurement matrix, η is a bounded noise term and G(·) is an L-Lipschitz generative model. By showing that the Gaussian measurement matrix satisfies a restricted eigenvalue condition (REC) over the range of G(·), the authors prove the L 2 empirical risk minimizer
satisfies an estimation error bound η 2 +ε when the number of samples is of order O(kn log(L/ε)/ε 2 ). They further show that the log(1/ε) term in the error bound can be removed when G(·) is a multilayer ReLU network. In addition, Huang et al., 2018) consider the same linear model with the aforementioned L 2 empirical risk minimizer and a multilayer ReLU network G(·). They show when the noise in the linear model is small enough, the measurement matrix satisfies range restricted concentration, which is stronger than REC, m ≥ O(kn log(ed)poly(ε −1 )), 2 and suitable conditions on the weights of the ReLU function hold, the L 2 empirical risk enjoys a favorable landscape. Specifically, there is no spurious local stationary point outside of small neighborhoods of radius O(ε 1/4 ) around the true representation x 0 and its negative multiple. Further-more, demonstrates the same phenomenon on the amplitude flow risk objective for the phase retrieval problem under an n-layer ReLU generator G(·) with the same assumptions. More recently, the work (Wei et al., 2019 ) considers a non-linear recovery using a generative model, where the link function is assumed to be differentiable and the recovery guarantee is non-uniform.
Summary of the Main Results
We introduce a new framework for robust dithered one-bit compressed sensing where the structure of target vector θ 0 is represented via a ReLU network G :
Building upon this framework, we propose a new recovery algorithm by solving an unconstrained ERM. We show this algorithm enjoys the following favorable properties:
• Statistically, when taking measurements a i to be sub-exponential random vectors, with high probability and uniformly for any
is the ball of radius R > 0 centered at the origin, the solution G( x m ) to the ERM recovers the true vector G(x 0 ) up to error ε when the number of samples m ≥ O(kn log 4 (ε −1 )(log d+log(ε −1 ))/ε 2 ). In particular, our result does not require REC type assumptions adopted in previous analysis of generative signal recovery works and at the same time weakens the known sub-Gaussian assumption adopted in previous sparse one-bit compressed sensing works. When the number of layers n is small, this result meets the optimal rate (up to a logarithm factor) of the state-of-art sparse recovery and improves upon the best known O(k log d/ε 4 ) statistical rate for computationally tractable algorithms in sparsity based one-bit models.
• Computationally, building upon the previous methods guaranteeing uniform recovery, we show that solving the ERM and approximate the true representation x 0 ∈ R k can be tractable under further assumptions on ReLU networks. More specifically, we prove with high probability, there always exists a descent direction outside of two small neighborhoods around x 0 and −ρx 0 (ρ > 0 is an absolute constant) with radius O(ε 1/4 ), respectively. This holds uniformly for any x 0 ∈ B k 2 (R ′ ) with R ′ = (0.5 + ε) −n/2 R, when the ReLU network satisfies a weight distribution condition with parameter ε > 0 and m ≥ O(kn log 4 (ε −1 )(log d + log(ε −1 ))/ε 2 ). Furthermore, when ε is small enough, one guarantees that the solution x m stays within the neighborhood around x 0 (rather than −ρx 0 ). Our result is achieved without assuming the REC type conditions and under quantization errors, thereby improving upon previously known computational guarantees for ReLU generative signal recovery in linear models with small noise.
From a technical perspective, our proof makes use of the special piecewise linearity property of ReLU network. The merits of such a property in the current scenario are two folds: (1) It allows us to replaces the generic chaining type bounds commonly adopted in previous works (e.g. Dirksen and Mendelson (2018a) ) by novel arguments that are "sub-Gaussian free". (2) From a hyperplane tessellation point of view, we show that for a given accuracy level, a binary embedding of G(R k ) ∩ B d 2 (R) into Euclidean space is "easier" in that it requires less random hyperplanes than that of a bounded k sparse set (e.g. (Plan and Vershynin, 2014; Dirksen and Mendelson, 2018a) ).
Notation. Throughout the paper, let S d−1 and B d 2 (r) be the unit Euclidean sphere and the Euclidean ball of radius r centered at the origin in R d , respectively. We also use B(x, r) to denote the Euclidean ball of radius r centered at 
Models and Main Results
In this paper, we focus on one-bit recovery model in which one observes quantized measurements of the following form
where a ∈ R d is a random measurement vector, ξ ∈ R is a random pre-quantization noise with an unknown distribution, τ is a random quantization threshold (i.e. dithering noise) which one can choose, and x 0 ∈ R k is the unknown representation to be recovered. We are interested the high-dimensional scenario where the dimension of the representation space k is potentially much less than the ambient dimension d. The function G : R k → R d is a fixed ReLU neural network of the form:
where σ(x) = max(x, 0) and σ • (x) denotes the entry-wise application of σ(·). We consider a scenario where the number of layers n is smaller than d,
Throughout the paper, we assume that G(x 0 ) is bounded, i.e. there exists an R ≥ 1 such that G(x 0 ) 2 ≤ R, and we take τ ∼ Uni[−λ, +λ], i.e. a uniform distribution bounded by a chosen parameter λ > 0. Let {(a i , y i )} m i=1 be i.i.d. copies of (a, y). Our goal is to compute an
We propose to solve the following ERM for x m :
where
It is worth mentioning, in general, there is no guarantee that the minimizer of L(x) is unique. Nevertheless, in subsection §2.1 and §2.2, we will show that any solution x m to this problem must satisfy the desired statistical guarantee and stay inside small neighborhoods around the true signal x 0 and its negative multiple with high probability.
Statistical Guarantee
We start by presenting the statistical guarantee of using ReLU network for one-bit compressed sensing. Our statistical guarantee relies on the following assumption on the measurement vector and noise:
Assumption 2.1. The measurement vector a ∈ R d is mean 0, isotropic and sub-exponential. The noise ξ is also a sub-exponential random variable.
Under this assumption, we have the following main statistical performance theorem:
Theorem 2.2. Suppose Assumption 2.1 holds and consider any ε ∈ (0, 1). Set the constants
Then, with probability at least 1 − c 3 exp(−u), ∀u ≥ 0, any solution x m to (2.3) satisfies 
where C ′ is a large enough absolute constant. This gives the m = O(kn log 4 (ε −1 )(log d+log(ε −1 ))/ε 2 ) statistical rate. In particular, when the number of layers n is small, our result meets the optimal rate of sparse recovery (up to a logarithm factor) and demonstrate the effectiveness of recovery via generative models theoretically. The dependence on the number of layers n results from the fact that our bound counts the number of linear pieces split by the ReLU generative network (see Lemma A.2 for details). Measuring certain complexities of a fixed neural network via counting linear pieces arises in several recent works (e.g. (Lei et al., 2018) ), and the question whether or not the dependence on n is redundant (comparing to that of sparse recovery guarantees) warrants further studies.
Note that our result is a uniform recovery result in the sense that the bound G( x m ) − G(x 0 ) 2 ≤ ε holds with high probability uniformly for any target x 0 ∈ R k such that G(x 0 ) 2 ≤ R. This should be distinguished from known bounds (Plan and Vershynin (2013); Zhang et al. (2014) ; ; Thrampoulidis and Rawat (2018)) on sparse one-bit sensing which hold only for a fixed sparse vector. Furthermore, though assuming boundedness of G(x 0 ), our recovery algorithm solves for the minimizer without knowing this bound, which is favorable for practice.
It is also worth emphasizing that the improved statistical rate here compared to that of sparsity based one-bit models (O(k log d/ε 4 ) shown in (Dirksen and Mendelson, 2018a) ) is mainly due to the fact that we are considering a different framework. Such a result could potentially indicate that the minimax statistical complexity of generative model based framework is lower compared to that of sparsity based framework, though the question of proving a rigorous lower bound on generative models bears further studies.
Global Landscape of the Proposed ERM
In this section, we present the theoretical properties of the global landscape of the proposed empirical risk (2.3).
We start by introducing some notations used in the rest of this paper. For any fixed x, we define W +,x := diag(W x > 0)W , in which we set the rows of W having negative product with x to be zeros. We further define 
Definition 2.4 (Weight Distribution Condition (WDC) ). The matrix W ∈ R d ′ ×k ′ satisfies the Weight Distribution Condition with constant ε wdc if for any nonzero vectors
where we have θ x,z = ∠(x, z) and M x↔ z is the matrix that transforms x to z, z to x, and ϑ to 0 for any ϑ ∈ span({x, z}) ⊥ . Here we define x := x/ x 2 , z := z/ z 2 .
Remark 2.5 (Interpretations of WDC). Intuitively, the WDC characterizes the invertibility of the ReLU network in the sense that the output of each layer of the ReLU network nearly preserves the angle of any two input vectors. This is a strong technical assumption that holds under certain sufficient conditions. As is shown in , for any arbitrarily small ε wdc > 0, if the network is sufficiently expansive at each layer, namely
wdc , and entries of
. . , n satisfies WDC with constant ε wdc in high probability. In particular, it does not require W i and W j to be independent for i = j. The question whether or not such a condition is necessary for analyzing the computational aspect of the generative network remains open and warrants further studies.
Before presenting Theorems 2.6 and 2.8, we define the directional derivative along non-zero z as
where {x N } is a sequence such that x N → x and L(x) is differentiable at any x N . Such a sequence must exist due to the piecewise linearity of G(x). For any x such that L(x) is differentiable, the gradient of L(x) is can be easily computed as
Next, we will present Theorem 2.6 to show that under certain conditions, stationary points can only exist in small neighborhoods of two points x 0 and its negative multiple −ρ n x 0 .
Theorem 2.6. Suppose that G is a ReLU network with W i satisfying WDC with error ε wdc for all i = 1, . . . , n where n > 1. With probability 1 − c 1 exp(−u), for any nonzero x 0 satisfying x 0 2 ≤ R(1/2 + ε wdc ) −n/2 , if we set 88πn 8 ε
, then, there exists a constant ρ n ≤ 1 such that the directional derivative satisfies:
Remark 2.7 (Interpretations of Theorem 2.6). Note that in the above theorem, case 1 indicates that the when the magnitude of the true representation x 0 2 2 is larger than the accuracy level ε wdc , the global minimum lies in small neighborhoods around x 0 and its scalar multiple −ρ n x 0 , while for any point outside the neighborhoods of x 0 and −ρ n x 0 , one can always find a direction with a negative directional derivative. Note that x = 0 is a local maximum due to D w L(0) < 0 along any non-zero directions w. One the other hand, case 2 implies that when x 0 2 2 is smaller than ε wdc , the global minimum lies in the neighborhood around 0 (and thus around x 0 ). We will see in Theorem 2.8 that one can further pin down the global minimum around the true x 0 for case 1.
One might wonder if it is possible to improve such a result so that the reconstruction error always scales with x 0 2 and in particular goes to 0 as x 0 2 becomes small. It turns out this is impossible. More specifically, It has been shown in Theorem 1 of the seminal work (Jacques et al., 2013 ) that even in the noiseless one-bit compressed sensing, to recover the true k-sparse signal with error ε > 0, one needs at least ck/ε measurements, where c > 0 is an absolute constant independent of the magnitude of the true signal. The same argument carries through to our generative model scenario showing a similar lower bound independent of the magnitude of the true signal. We omitted the details for brevity.
The following theorem shows that in Case 1 of Theorem 2.6, under certain conditions, the true global minimum lies around the true representation x 0 instead of its negative multiple.
Theorem 2.8. Suppose that G is a ReLU network with W i satisfying WDC with error ε wdc for all i = 1, . . . , n where n > 1. Assume that c 1 n 3 ε 1/4 wdc ≤ 1 , and x 0 is any nonzero vector satisfying x 0 2 ≤ R(1/2 + ε wdc ) −n/2 . Then, with probability 1 − 2c 4 exp(−u), for any x 0 such that
wdc ), and
where φ n , ζ n are any scalars in [ρ n , 1]. Particularly, we have c 3 n −5 < min n≥2 ρ n such that the radius c 3 n −5 x 0 2 < ρ n x 0 2 for any n.
Remark 2.9. The significance of Theorem 2.8 are two folds: first, it shows that the value of ERM is always smaller around x 0 compared to its negative multiple −ρ n x 0 ; second, when the accuracy level ε wdc is small, one can guarantee that the global minimum of L(x) stays around x 0 . In particular, by Theorem 2.6 and 2.8, our theory implies that if ε wdc ≤ cn −76 for some constant c, then the global minimum of the proposed ERM (2.3) is in B(φ n x 0 , c 3 n −5 x 0 2 ). Since we do not focus on optimizing the order of n here, further improvement of such a dependency will be one of our future works.
Connections with Invertibility of Neural Network
As a straightforward corollary to Theorem 2.6 and 2.8, we obtain the approximate invertibility of ReLU network under noisy quantized measurements. Specifically, previous results Gilbert et al., 2017; Arora et al., 2015) show that under proper assumptions, one can invert the neural network (NN) and approximate x 0 by observing the outcome G(x 0 ) and solving
Here, we consider a generalized version of the previous setting in the sense that instead of observing the full G(x 0 ), we only observe the randomly probed and quantized information
. Theorem 2.6 and 2.8 essentially show that by solving following minimization problem: On the other hand, without this random sensing vector a i , it is not always possible to approximate x 0 via directly quantized measurements sign([G(
) and x 0 is entrywise positive. Then, G(x 0 ) corresponds to a vector with first k entries being x 0 and other entries 0. In this case, the observations sign([G(
and 0 otherwise. It is then obvious to see that any estimation procedure would incur a constant error estimating x 0 regardless of the choices τ i .
Proof of main results

Proof of Theorem 2.2
We start by considering the following excessive risk of any x ∈ R k : L(x) − L(x 0 ) and our goal is to show that for any
Recall that (y i , a i ) are i.i.d. copies of (y, a) defined in (2.1). We have the following decomposition:
The term (I) is the bias of the expected risk and the term (II) is the variance resulting from the empirical risk. For (I) we have the following lemma:
Lemma 3.1. There exists an absolute constant c 1 > 0 such that the following holds:
This lemma is proved via the ingredient of dithering, i.e. artificially adding the noise smoothes the sign(·) function. To see this, for a fixed V , one can easily check
is not too large, and the lemma follows. Details can be found in Supplement §A.1. Now we upper bound the term (II), which is the key to proving Theorem 2.2. It is enough to bound the following supremum:
Recall that
. By symmetrization inequality (Lemma A.6), the following lemma readily implies the same bound on (3.2):
Lemma 3.2. Suppose Assumption 2.1 holds and
for some absolute constant c 2 large enough, then, with probability at least 1 − c exp(−u),
,
Rademacher random variables and c > 0 is an absolute constant.
The details of the proof can be found in Supplement §A.2. Here we only give a sketch. The main difficulty is the simultaneous supremum over both x 0 and x, whereas in ordinary uniform concentration bounds (e.g. in non-uniform recovery), one only requires to bound a supremum over x. The idea is to consider a δ-covering net over the set
, and bounding the supremum over each individual covering ball. The δ value has to be carefully chosen so as to achieve the following goals:
where G(v) is the nearest point to G(x 0 ) in the δ-net, and show that this supremum when fixing G(v) is small. This is done via a "one-step chaining" argument making use of the piecewise linearity structure of G.
• We consider the gap of such a replacement, i.e. the sign change replacing G(x 0 ) by G (v) , and show that the number of sign changes G(v) pairs. This can be rephrased as the uniform hyperplane tessellation problem: Given an accuracy level ε > 0, for any two points
We answer this question with a tight sample bound on m in terms of ε by counting the number of linear pieces in G(·) with a VC dimension argument.
• We bound the error regarding a small portion of the indices {1, 2, · · · , m} for which the signs do change in the previous replacement, and take a union bound over the δ-net.
Thus, by Lemma 3.2 and symmetrization inequality, one readily get (3.2) is bounded by ε/8λ with probability at least 1 − c 3 exp(−u), where c 3 > 0 is an absolute constant. This further implies the following bound
and finishes the proof.
Proof Outline of Theorem 2.6 and Theorem 2.8
The key to proving Theorems 2.6 and 2.8 lies in understanding the concentration of L(x) and ∇L(x). We prove two critical lemmas, Lemmas B.1 and B.2 in the Supplementary, to show that, when λ and m are sufficiently large, for any x, z and x 0 such that |G(x 0 )| ≤ R, the following holds with high probability
where we define H x (z) := n j=1 W j,+,x z and have G(x) = H x (x). In particular, this replaces the range restricted isometry condition (RRIC) adopted in previous works. Under the conditions of Theorems 2.6 and 2.8, (3.4) essentially implies λ/m
3), we can approximate ∇L(x) and L(x) as follows:
We give a sketch proof of Theorem 2.6 as follows. Please see Supplement §B for proof details.
• We show that ∀x, z,
x with θ 0 = ∠(x, x 0 ) and θ i = g(θ i−1 ) as in Lemma B.4. Combining with (3.5), we obtain ∇L(x), z ≈ 2 h x,x 0 , z .
• With v x being defined in Theorem 2.6, the directional derivative along the direction v x is ap-
2 following the previous step. Particularly, h x,x 0 2 being small implies x is close to x 0 or −ρ n x 0 by Lemma B.3 and h x,x 0 2 gets small as x 0 2 approaches 0.
• We consider the error of approximating
2 . When x 0 2 is not small, and x = 0, one can show the error is negligible compared to −4 h x,x 0 2 2 , so that by the previous step, one finishes the proof of Case 1 when x = 0. On the other hand, for Case 2, when x 0 2 approaches 0, such an error is decaying slower than −4 h x,x 0 2 2 itself and eventually dominates it. As a consequence, one can only conclude that x m is around the origin.
• For Case 1 when x = 0, one can show
with x N → 0. By giving the upper bound of the first and the lower bound of the second term according to (3.4) and Lemma B.4, we obtain D w L(0) < 0, ∀w = 0. Theorem 2.8 is proved in Supplement §C. We show by (3.6) 
2 . By Lemmas C.1, C.2, we have that if x and z are around x 0 and −ρ n x 0 respectively, L(x) < L(z) holds.
Conclusion
In this paper, we introduce a new framework for robust dithered one-bit compressed sensing where the structure of target vector θ 0 is represented via a ReLU network. We introduce a joint statistical and computational analysis of a proposed unconstrained ERM method. In particular, we show that such a method give an improved statistical rate compared to that of convex methods in sparsity based frameworks, and computationally has no spurious stationary points. 
A Proof of Theorem 2.2 A.1 Bias of the expected risk
In this section, we prove the following bound:
Lemma A.1. There exists an absolute constant c 1 > 0 such that the following holds:
Proof of Lemma A.1. Recall that
For simplicity of notations, we set
. Note first that due to the independence between V i and τ i , we have
where for a set Ω, 1 Ω is the indicator function which takes 1 if τ i ∈ Ω and 0 otherwise. Thus, we have
where the last line follows from Cauchy-Schwarz inequality. Now we bound these terms respectively. First of all, by the isotropic assumption of a i , we have
Next, we have
where the second from the last inequality follows from sub-exponential assumption of a i , G(x 0 ) +ξ i and c 1 > 0 is an absolute constant. Note that
where we use the assumption that G(x 0 ) 2 ≤ R. Substituting this bound into the previous one gives
Overall, substituting the previous computations into (A.1), we obtain
finishing the first part of the proof.
To prove the second part, we need to compute
Note that when ε < 1 and
One can check that
Thus, it follows
Thus, when G(x) − G(x 0 ) 2 ≥ ε the second claim holds.
A.2 Analysis of variances: Uniform bounds of an empirical process
Our goal in this section is to prove Lemma 3.2. Note that one can equivalently write the {G(x 0 ) :
, where B d 2 (R) denotes the ℓ 2 -ball of radius R. The strategy of bounding this supremum is as follows: Consider a δ-covering net over the set
, and bounding the supremum over each individual covering ball. The δ value will be decided later.
A.2.1 Bounding supremum under fixed signs: A covering net argument
First of all, since for any point G(v) , the following holds with probability at least 1 − 2 exp(−u − c 2 kn log ed),
Proof of Lemma A.2. First of all, since v is fixed and ε i is independent of sign( a i , G(v)
it follows the distribution of ε i is the same as the distribution of
Thus, it is enough to work with the following supremum:
To this point, we will then use the piecewise linear structure of the ReLU function. Note that the ReLU network has n layers with each layer having at most d nodes, where each layer of the network is a linear transformation followed by at most d pointwise nonlinearities. Consider any node in the first layer, which can be written as max{ w, x , 0} with a weight vector w and an input vector x, splits the input space R k into two disjoint pieces, namely P 1 and P 2 , where for any input in P 1 , the node is a linear mapping w, x and for any input in P 2 is the other linear mapping 0, x . Thus, each node in the first layer corresponds to a splitting hyperplane in R k . We have the following claim on the number of possible pieces split by d hyperplanes: Claim 1: The maximum number of pieces when splitting R k with d hyperplanes, denoted as
The proof of this claim, which follows from, for example Winder (1966) , is based on an induction argument on both d and k and omitted here for brevity. Note that
For the second layer, we can consider each piece after the first layer, which is a subset of R k and will then be further split into at most d k + 1 pieces. Thus, we will get at most (d k + 1) 2 pieces after the second layer. Continuing this argument through all n layers and we have the input space R k is split into at most (d k + 1) n ≤ (2d) kn pieces, where within each piece the function G(·) is simply a linear transformation from R k to R d . Now, we consider any two pieces, namely P 1 , P 2 ⊆ R k , from the aforementioned collection of pieces, and aim at bounding the following quantity:
By the previous argument, we know that within P 1 and P 2 , the function G(·) can simply be represented by some fixed linear maps W 1 and W 2 , respectively. As a consequence, it is enough to bound
, and the last inequality follows from concatenating t 1 and t 2 to form a vector t ∈ R 2k and then expanding the set to take supremum over t ∈ R 2k . Let E 2k be the subspace in R d spanned by the 2k columns of W 0 , then, the above supremum can be rewritten as
To bound the supremum, we consider a 1/2-covering net of the set
. A simple volume argument shows that the cardinality |N (E 2k ∩ S d−1 , 1/2)| ≤ 3 2k . By Bernstein's inequality (Lemma A.5), we have for any fixed b ∈ N (E 2k ∩ S d−1 , 1/2),
Taking u ′ = u + ckn log(ed) for some c > 6, we have with probability at least 1 − 2 exp(−u − ckn log(ed)),
Taking a union bound over all b ∈ N (E 2k ∩ S d−1 , 1/2), we have with probability at least 1 − 2 exp(−u − ckn log(ed)) · 3 2k ≥ 1 − 2 exp(−u − c 1 kn log(ed)) for some absolute constant c 1 > 2.
where the second inequality follows from the homogeneity of the set E 2k ∩ S d−1 under constant scaling. Combining (A.2) and (A.3) gives sup
Taking a further union bound over at most (2d) kn different pair of subspaces P 1 , P 2 finishes the proof.
A.2.2 Counting the sign differences: A VC-dimension bound
In this section, we consider all possible sign changes replacing each sign(
Using Chernoff bound (Lemma A.7), one has with probability at least 1 − exp(−ηm/3λ),
Next, we prove the following lemma:
Lemma A.3. Let η, δ > 0 be chosen parameters. For any u ≥ 0 and fixed G(v), the following holds with probability at least 1 − 2 exp(−u),
where z is any fixed vector in B d 2 (1) and L > 1 is an absolute constant.
This lemma implies that the counting process
enjoys a tight subGaussian uniform concentration. The proof relies on a book-keeping VC dimension argument.
Proof of Lemma A.3 . First of all, let T = G(R k ), and it is enough to bound the following supremum:
Let T be the set of all distinctive pieces split by G(·). By the same argument as that of Lemma A.2, the cardinality of T is at most (d k + 1) n ≤ (2d) kn , and we have
where affine(P 1 − P 2 ) denotes the affine subspace spanned by P 1 − P 2 , which is of dimension at most 2k. To this point, define a m
, define the set
and define an empirical process
Our goal is to bound sup
By symmetrization inequality (Lemma A.6) it is enough to bound
where {ε} m i=1 are i.i.d. Rademacher random variables. Define the set of indicator functions:
By Hoeffding's inequality, the stochastic process m −1/2 m i=1 ε i 1 {| a i ,t |≥η/δ} parametrized by F when fixing a m 1 is a sub-Gaussian process with respect to the empirical L 2 metric:
By Lemma A.8, one can easily derive the following bound: (A.6) where N (ε, F, · L 2 (µm) ) is the ε-covering net of F under the empirical L 2 -metric. By Haussler's inequality (Theorem 2.6.4 of (Wellner et al., 2013) ),
, where V (F) is the VC dimension of the class F and K is an absolute constant. To compute V (F), note first that for any fixed P 1 , P 2 ∈ T and any fixed constant c, the VC dimension of the class of half-spaces defined as
is bounded by 2k. Thus, for any p points on R k and the number of different subsets of these points picked by H ′ is bounded by (p + 1) 2k . Next, note that any element in the class
is the intersection of two halfspaces in H ′ . Thus, the number of different subsets of p points picked by H is bounded by
Taking into account that the class F is the union of at most (2d) 2kn different classes of the form {1 {| ·,t |≥η/δ} : t ∈ affine(P 1 − P 2 )}, we arrive at the conclusion that the number of distinctive mappings in F from any p points in R k to {0, 1} p is bounded by 2d 2kn (p + 1) 4k . To get the VC dimension of F, we try to find the smallest p such that 2d
A sufficient condition is to have 2kn log 2 (d) + 4k log 2 (p + 1) + 1 < p, which holds when p > c 0 kn log(ed) − 1 for some absolute constant c 0 large enough. Thus, V (F) ≤ c 0 kn log(ed). Thus, it follows
≤ c 1 kn log(ed)(log(1/ε) + 1), for some absolute constant c 1 > 0. Substituting this bound into (A.6), and we obtain
for some absolute constant c 2 . Finally, by bounded difference inequality, we obtain with probability at least 1 − 2e −u ,
finishing the proof.
Combining Lemma A.3 and (A.4) we have the following bound on the number of sign differences:
Lemma A.4. Let u > 0 be any constant. Suppose m ≥ c 2 λ 2 (kn log(ed) + k log(2R) + u) for some absolute constant c 2 large enough and λ ≥ 1. Define the following parameters:
and u ′ > 0 satisfying
We have with probability at least 1 − exp(−cu) − 2 exp(−u),
where the supremum is taken over
Proof of Lemma A.4. We compute P r(| a i , z | ≥ η/δ). By the fact that a i , z is a sub-exponential random variable,
where c 1 > 0 is an absolute constant. We choose δ according to (A.7), which implies
From Lemma A.3, we readily obtain with probability at least 1 − 2 exp(−u ′ ),
We will then take a further supremum over all
Choose η according to (A.8) . Then, By the aforementioned choices of η and δ in (A.8) and (A.7), we obtain
where C is an absolute constant. Thus,
Finally, for any u > 0, take u ′ so that it satisfies (A.9). By (A.10), we obtain that, with probability at least
the following holds
Taking a union bound over all
, we get with probability at least 1 − 2 exp(−u),
Note that by definition of η in (A.8), L (kn log(ed) + u ′ )/m ≤ η/λ, and this readily implies with probability at least 1 − 2 exp(−u),
Moreover, taking a union bound over all
, we have with probability at least
Note that by assumption, we have m ≥ c 2 λ 2 (kn log(ed) + k log(2R) + u)/ε 2 for some ε < 1 and some absolute constant c 2 large enough. Thus, it follows
where C ′ is an absolute constant related to L, c 2 , C, and the last inequality follows from the assumption that m ≥ √ km ≥ √ k log m for any m ≥ 1. Overall, when c 2 is large enough so that C ′ > C, we have (A.13) holds with probability at least 1 − exp(−C ′ u). Overall, combining (A.12) and (A.13) we finish the proof.
A.2.3 Putting bounds together: Proof of Lemma 3.2
Proof of Lemma 3.2. Let I be the set of indices such that sign(
By Lemma A.4, we know that |I| ≤ 4η/λ. Now, consider the supremum in Lemma 3.2, and we have, with probability at least 1 − exp(−cu) − 2 exp(−u),
.
For the rest of the proof, we will bound (I) and and (II) respectively. To bound (I), take u in Lemma A.2 to be kn log(ed)+k log(2R)+Ck log m+u, we have with probability at 1−2 exp(−c 2 kn
where c, c 2 , C > 0 are absolute constants. Take a further union bound over all
with the net size satisfying (A.11), we have with probability at least 1 − 2 exp(−u),
Next, we will bound the term (II).
and it is enough to bound
It is obvious that
is also a sub-exponential random variable with sub-exponential norm bounded by 2 a ψ 1 , and E[| a i , t |] ≤ 1. Thus, by Bernstein's inequality,
with probability at least 1 − 2 exp(−u 2 ). Thus,
Here we take
where C 1 is an absolute constant large enough and u ′ satisfies (A.9). Using the fact that
we have with probability at least
the following holds:
To bound the maximum over |I| ≤ 4η/λ, we take a union bound over all m 4ηm/λ possibilities, where
Thus, it follows from the definition of η in terms of λ in Lemma A.4,
and when C 1 > L, the union bound gives, with probability at least
is also bounded by the right hand side of (A.15) with a possibly different constant C 1 , where
. Now, take a further union bound over {x 0 :
and use the same trick as that of Lemma A.2, we obtain
is bounded by the right hand side of (A.15) with a possibly different constant C 1 and with probability
where C 2 is another absolute constant. Taking another union bound over
, where the cardinality of the net follows from (A.11), and we have the term
is bounded by the right hand side of (A.15) with a possibly different constant C 1 and with probability at least
where C 3 is another absolute constant. Note that by assumption in Theorem 2.2,
for some absolute constant c 2 large enough. This implies
, with probability at least 1−c 3 exp(−u), where c 3 ≥ 1 is an absolute constant. Combining this bound with (A.14) and using (3.3), we obtain with probability 1 − c 3 exp(−u) − exp(−cu) − 2 exp(−u),
This finishes the proof.
A.3 Useful probability bounds proving Theorem 2.2
We recall the following well-known concentration inequality.
Lemma A.5 (Bernstein's inequality). Let X 1 , · · · , X m be a sequence of independent centered random variables. Assume that there exist positive constants f and D such that for all integers
In particular, if X 1 , · · · , X m are all sub-exponential random variables, then f and D can be chosen
The following version of Symmetrization inequality can be found, for example, in (Wellner et al., 2013) .
be a sequence of independent Rademacher random variables. Then, for every x > 0,
where var(
The following classical bound can be found, for example in Proposition 2.4 of (Angluin and Valiant, 1979) . Lemma A.7 (Chernoff bound). Let ξ 1 , . . . , ξ n be a sequence of i.i.d. copies of ξ such that P (ξ = 1) = 1 − P (ξ = 0) = p ∈ (0, 1), and define S n := n j=1 ξ j . Then
The following bound is the well-known Dudley's entropy estimate which can be found, for example, in Corollary 2.2.8 of (Wellner et al., 2013) .
Lemma A.8 (Dudley's entropy bound). Let (T, d) be an arbitrary semi-metric space, and let {X t , t ∈ T } be a separable sub-Gaussian stochastic process with 3
for some constant C > 0. Then, for every r > 0,
where N (ε, d) is the ε covering number of the set T and C 0 is an absolute constant.
B Proof of Theorem 2.6
Before presenting the proof of Theorem 2.6, we first introduce some notations and definitions used hereafter. These notations and definitions will also be used in the proof of Theorem 2.8 in Section C According to the definition of W i,+,x in the paper, we can know that G(x) can be represented as
We therefore further define a more general form H x (z) as follows,
by which we can see that
Recall that as shown in the main body of the paper, for any x such that L(x) is differentiable, we can write the gradient of L(x) w.r.t. x as follows
by which we further have
for any x and z.
We then let
where θ 0 = ∠(x, x 0 ) and θ i = g(θ i−1 ), and g(θ) := cos −1 (π−θ) cos θ+sin θ π as defined in Lemma B.3. We give a proof sketch of Theorem 2.6 as below, followed by a detailed proof of it.
B.1 Proof Sketch of Theorem 2.6
Under the conditions of Theorem 2.6, our proof is sketched as follows:
• The key to proving Theorem 2.6 lies in understanding the concentration of L(x) and ∇L(x).
Here we prove two critical lemmas, Lemmas B.1 and B.2 in this section, combining which we can show that for any x, z and |G(x 0 )| ≤ R, when λ and m are sufficiently large, the following holds with high probability
which further implies
for any x, z.
Therefore, we have ∀z and ∀x such that L(x) is differentiable, we can approximate ∇L(x) as follows:
• On the other hand, we can show that ∀x, z,
which therefore leads to
• Following the previous step, with v x being defined in Theorem 2.6, the directional derivative is approximated as
• • To characterize the directional derivative at 0 in Case 1, one can show
with x N → 0. By showing that the second term dominates according to (3.4) and Lemma B.4, we obtain
B.2 Detailed Proof of Theorem 2.6
Proof of Theorem 2.6. According to Theorem 2.6, we define the non-zero direction
where {x N } is a sequence such that ∇L(x) is differentiable at all point x N in the sequence because of the piecewise linearity of G(x). On the other hand, by our definition of directional derivative, we have
where { x N } is also a sequence with ∇L( x N ) existing for all x N . Here we use x N only in order to distinguish from the sequence of x N in the definition of v x above. We give the proof as follows: Approximation of ∇L(x), z : The proof is mainly based on the two critical lemmas, namely Lemma B.1 and Lemma B.2. First by (B.15) in Lemma B.4, we can have
for any x. Thus, due to the assumption x 0 2 ≤ R(1/2 + ε wdc ) −n/2 in Theorem 2.6 and G(x 0 ) 2 ≤ (1/2 + ε wdc ) n/2 x 0 2 , we further have
By Lemma B.1 and G(x 0 ) 2 ≤ R, setting λ ≥ 4 max{c 1 (R a ψ 1 + ξ ψ 1 ), 1} log(64 max{c 1 (R a ψ 1 + ξ ψ 1 ), 1}/ε), the following holds for any x:
On the other hand, according to Lemma B.2 and |G(x 0 )| ≤ R, we have that with probability at least 1 − c 4 exp(−u), for any x, the following holds:
with sample complexity being
where we set z = x in Lemma B.2 with H x (x) = G(x). Combining (B.4) and (B.5), we will have that with probability at least 1 − c 4 exp(−u), for any x, setting λ ≥4 max{c 1 (R a ψ 1 + ξ ψ 1 ), 1} log(64 max{c 1 (R a ψ 1 + ξ ψ 1 ), 1}/ε), and
Approximating D −vx L(x)· v x 2 and Bounding Errors: Without loss of generality, we directly prove the case where L(x) is not differentiable at x. Then there exists a sequence x N → x such that ∇L( x N ) exists for all x N . The proof is the same when x is the point such that L(x) is differentiable. Therefore, we consider
where we regard the last term inside the limitation as approximation error term. It is equivalent to analyze
For simply notation, we let
Thus we have
For the term
, we have that , setting λ and m sufficiently large as shown above, with probability at least 1 − c 4 exp(−u),
where the first inequality is by (B.7) and Cauchy-Schwarz inequality,and the third inequality is by (B.13) in Lemma B.4. The second inequality above is due to
where the second inequality is by (B.13) in Lemma B.4. Similarly, for the terms
, we have that, setting m and λ sufficiently large as above, with probability at least 1 − c 4 exp(−u), the following holds:
For the terms
, we have that, setting m and λ sufficiently large as above, with probability at least 1 − 2c 4 exp(−u), the following holds:
Combining the above together, plugging in (B.9) and taking limit on both sides, we have
with probability at least 1 − 4c 4 exp(−u) by setting m and λ sufficiently large as above. Discussion of Two Cases: We take our discussion from two aspects: ε wdc < 2 −n x 0 2 2 and 2 −n x 0 2 2 ≤ ε wdc .
Case 1: ε wdc < 2 −n x 0 2 2 . This means x 0 is not close to 0. If we let ε = ε wdc , 4πnε wdc ≤ 1, then we have
where the second inequality is due to (1 + 2ε wdc ) n/2 ≤ e nε wdc ≤ 1 + 2nε wdc when ε wdc is sufficiently small satisfying the conditions of Theorem 2.6. Recall the definition of S 121n 4 √ ε wdc ,x 0 in (B.2). We assume x = 0 and x / ∈ S 121n 4 √ ε wdc ,x 0 , namely
in Theorem 2.6 that 88πn 6 ε 1/4
wdc < 1. Then we obtain
with probability at least 1 − 4c 4 exp(−u) when we set λ ≥4 max{c 1 (R a ψ 1 + ξ ψ 1 ), 1} log(64 max{c 1 (R a ψ 1 + ξ ψ 1 ), 1}/ε wdc ), and (B.10)
Next, we need to prove that ∀w = 0, D w L(0) < 0. We compute the directional derivative as
where the first inequality is due to (B.7), and the second inequality is due to (B.14) in Lemma B.4. Now we still let ε = ε wdc , then 576π 2 n 6 ε wdc ≤ 1 (which is guaranteed by the condition 88πn 6 ε 1/4 wdc < 1). If w = 0, setting λ and m satisfying (B.10) and (B.11), the following holds with probability at least 1 − c 4 exp(−u), For any non-zero x satisfying x / ∈ S 121n 4 √ ε wdc ,x 0 , which can further imply that h x,x 0 2 > 121n 4 2 −n ε wdc max( x 2 , x 0 2 ), then we have · h x,x 0 2 + √ 2 ε( 1 2 + ε wdc ) n/2 + 48 n 3 √ ε wdc 2 n max( x 2 , x 0 2 ) .
We let ε = ε wdc . Then we have ε(1/2 + ε wdc ) n/2 ≤ 3nε wdc 2 −n/2 , which consequently results in
Note that in the above results, we also apply (B.7) in deriving the inequalities. Therefore, summarizing the above results in Case 2, we have that, if we let λ and m satisfying (B.10) and (B.11), the following holds with probability at least 1 − 4c 4 exp(−u), 
B.3 Lemmas for Theorem 2.6
Lemma B.1. Define H x (z) = n j=1 W j,+,x z. Suppose that G(x 0 ) satisfies |G(x 0 )| ≤ R. There exists an absolute constant c 1 > 0 such that for any z and any x, when λ ≥ 4 max{c 1 (R a ψ 1 + ξ ψ 1 ), 1} log(64 max{c 1 (R a ψ 1 + ξ ψ 1 ), 1}/ε), the following holds:
Proof of Lemma B.1. Recall that y i = sign( a i , G(x 0 ) + ξ i + τ i ). We let V i = a i , G(x 0 ) + ξ i and Z i = a i , H z (x) . Still, we assume V i and τ i are independent. Thus, there is
where 1 Ω is the indicator function for a set Ω. Therefore, we have
where the last line follows from Cauchy-Schwarz inequality. First, by the isotropic assumption of a i , we have
Next, same to Lemma 3.1, we have
≤ 2c 1 (λ + 1)( a ψ 1 R + ξ ψ 1 )e −λ/2( a ψ 1 R+ ξ ψ 1 ) .
due to our assumption that G(x 0 ) 2 ≤ R and V i is sub-gaussian. Moreover, we also have P r(|V i | > λ) 1/2 ≤ c 1 ( a ψ 1 R + ξ ψ 1 )e −λ/2( a ψ 1 R+ ξ ψ 1 ) .
Overall, we can obtain
≤ c 1 ( a ψ 1 R + ξ ψ 1 )( 2(λ + 1) + 2λ)e −λ/2( a ψ 1 R+ ξ ψ 1 ) H x (z) 2 .
When λ ≥ 4 max{c 1 (R a ψ 1 + ξ ψ 1 ), 1} log(64 max{c 1 (R a ψ 1 + ξ ψ 1 ), 1}/ε), it is immediate that c 1 ( a ψ 1 R + ξ ψ 1 )( 2(λ + 1) + 2λ)e −λ/2( a ψ 1 R+ ξ ψ 1 ) ≤ 1 4 ε. we have with probability at least 1−2 exp −C 1 log λm kn log(ed) + u ′ u + 2kn log(ed) + k log(2R) + k log m kn log(ed) + u ′ 1/2 √ m , the following holds: 1 m i∈I ε i | a i , v | ≤ C 1 a ψ 1 log λm kn log(ed) + u ′ u + 2kn log(ed) + k log(2R) + k log m kn log(ed)+u ′ m .
To bound the maximum over |I| ≤ 4η/λ, we take a union bound over all ). Fix 0 < 16πn 2 √ ε wdc < 1 and n ≥ 2. Suppose that
