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3Résumé
Dans cette thèse, nous nous intéressons à diverses propriétés algébriques des groupes d'ho-
méomorphismes et de diﬀéomorphismes de variétés. On appelle fragmentation la possibilité
d'écrire un homéomorphisme en tant que composé d'homéomorphismes supportés dans des
boules. Tout d'abord, nous étudions la longueur des commutateurs sur le groupe des homéo-
morphismes du tore et de l'anneau, ainsi que la norme de fragmentation, qui associe à tout
homéomorphisme le nombre minimal de facteurs nécessaires pour écrire cet homéomorphisme
en tant que composé d'homéomorphismes supportés dans des boules. Dans une deuxième partie
de la thèse, nous abordons una autre propriété algébrique des groupes d'homéomorphismes et
de diﬀéomorphismes : la distorsion. Celle-ci est reliée de manière surprenante à des propriétés
de fragmentation des homéomorphismes.
Mots-clefs : diﬀéomorphisme, dynamique topologique, groupes de transformation, homéomor-
phisme, surfaces, systèmes dynamiques, théorie géométrique des groupes.
Fragmentation and algebraic properties of homeomorphisms groups
Abstract
In this thesis, we are interested in various algebraic properties of groups of homeomor-
phisms and diﬀeomorphisms of manifolds. We call fragmentation the possibility to write a
homeomorphism as a composition of homeomorphisms supported in balls. First, we study
the commutator length on the group of homeomorphisms of the torus and of the annulus, as
well as the fragmentation norm, which associates to any homeomorphism the minimal num-
ber of factors necessary to write this homeomorphism as a composition of homeomorphisms
supported in balls. In a second part of this thesis, we deal with another algebraic property of
homeomorphism and diﬀeomorphism groups: the distortion. This last notion is surprisingly
related to fragmentation properties of homeomorphisms.
Keywords : diﬀeomorphism, dynamical systems, geometric group theory, homeomorphism,
surfaces, topological dynamics, transformation groups.
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Chapitre 1
Introduction
Pour une variété diﬀérentiable M et un entier r de N ∪ {∞}, on cherche à étudier
le groupe Diffr(M) des Cr-diﬀéomorphismes de M muni de la composition (si r = 0, il
s'agit du groupe des homéomorphismes deM que l'on notera aussi Homeo(M)). Comme
dans le cadre de l'étude de tout groupe, la première chose à faire est de chercher les
sous-groupes distingués de Diffr(M) pour ramener l'étude de ce groupe à celui de deux
groupes plus petits, à savoir le sous-groupe en question et le quotient par ce sous-groupe
distingué. La topologie de convergence Cr sur les compacts fait du groupe Diffr(M) un
groupe topologique. Tout groupe topologique admet un sous-groupe distingué naturel
qui est la composante connexe de l'identité de ce groupe. Dans le cas des variétés M
compactes, on notera Diffr0(M) la composante connexe de l'identité du groupe Diff
r(M)
(Homeo0(M) dans le cas r = 0) : il s'agit du sous-groupe des diﬀéomorphismes f de
M isotopes à l'identité, en ce sens qu'il existe un chemin continu de diﬀéomorphismes
dans Diffr0(M) qui joint l'identité au diﬀéomorphisme f . L'étude du groupe Diff
r(M)
se ramène donc à l'étude de deux groupe. Le premier est le groupe des diﬀéotopies
Diffr(M)/Diffr0(M) dont nous ne parlerons pas dans ce texte : notons cependant que
l'étude de ce groupe dans le cas où la variété M est une surface est très développée. On
peut alors se demander si le groupe Diffr0(M) a des sous-groupes distingués. Un théorème
important répond par la négative à cette question dans la plupart des cas (voir [6], [9],
[22], [39], [40]) :
Théorème. (Fischer, Mather, Thurston) Pour une variété compacte sans bord M et
pour r 6= dim(M) + 1, le groupe Diffr0(M) est simple.
Ce théorème est dû à Fischer dans le cas r = 0, à Thurston dans le cas r = ∞
et à Mather dans le cas de la diﬀérentiabilité ﬁnie. On fera très souvent usage de ce
théorème dans ce texte, la plupart du temps de manière implicite. Comme nous allons
fréquemment utiliser ce théorème dans la suite, nous allons donner une idée de la preuve
de celui-ci. On ﬁxe un recouvrement ouvert U de la variété M constitué d'intérieurs
de  bonnes  boules fermées 1 plongés dans M (toutes les boules ouvertes que nous
considérerons possèderont cette propriété). Tout diﬀéomorphisme dans Diffr0(M) s'écrit
1. Une bonne boule fermée est ici l'image par un plongement de Rdim(M) dans M de la boule unité
fermée.
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comme composée d'un nombre ﬁni de diﬀéomorphismes supportés 2 chacun dans l'un des
ouverts de U : si r ≥ 1, cela est vrai pour un diﬀéomorphisme proche de l'identité d'après
la proposition B.1 de l'appendice 2 et un argument de connexité implique que c'est vrai
pour tout diﬀéomorphisme dans Diffr0(M). Dans le cas r = 0, la preuve de ce dernier
fait est due à Fischer (voir [22] et [9]). De plus, tout diﬀéomorphisme de Rd à support
compact s'écrit comme un produit de commutateurs de diﬀéomorphismes à support
compact de Rd. Cette dernière étape est très facile dans le cas r = 0 (voir par exemple
le lemme 6.21) mais beaucoup moins évidente dans les autres cas. Thurston a montré
ceci dans le cas r =∞ et Mather dans le cas r 6= dim(M) + 1. Le cas r = dim(M) + 1
est encore ouvert à l'heure actuelle. Pour une preuve moderne dans le cas r = ∞, le
lecteur est invité à consulter l'appendice 1.
Fixons un diﬀéomorphisme f dans Diffr0(M) distinct de l'identité. Pour conclure
la preuve du théorème précédent, il suﬃt, d'après ce qui précède, de montrer que tout
diﬀéomorphisme de la forme [u, v] = u◦v◦u−1◦v−1, où u et v sont des diﬀéomorphismes
supportés tous deux dans une même boule U de U , appartient au groupe normal engendré
par f . La preuve de ce dernier fait repose sur une astuce que nous allons décrire. Comme
le diﬀéomorphisme f est distinct de l'identité, on peut trouver une boule ouverte B
telle que la boule f(B) est disjointe de la boule B. Par un argument de topologie
diﬀérentielle, on peut trouver un diﬀéomorphisme g qui envoie la boule B sur la boule
U . Dans ce cas, l'image de la boule U par le diﬀéomorphisme f g = gfg−1, qui n'est
autre que la boule g(f(B)), est disjointe de la boule U = g(B). On considère de plus
un diﬀéomorphisme h qui envoie la boule U sur une boule disjointe des boules U et
f g(U). Dans ce cas, le diﬀéomorphisme [u, f g] = u ◦ (f g ◦ u−1 ◦ (f g)−1) coïncide avec le
diﬀéomorphisme u sur la boule U , coïncide avec le diﬀéomorphisme f g◦u−1◦(f g)−1 sur la
boule f g(U) et vaut l'identité ailleurs. De même, le diﬀéomorphisme [v, h] coïncide avec
le diﬀéomorphisme v sur la boule U , coïncide avec le diﬀéomorphisme h◦v−1 ◦h−1 sur la
boule h(U) et vaut l'identité ailleurs. Par conséquent, le diﬀéomorphisme [[u, f g], [v, h]] =
[u, f g][v, h][u, f g]−1[v, h]−1 coïncide avec :
 l'identité hors des boules U , h(U) et f g(U) ;
 le diﬀéomorphisme f g ◦ u−1 ◦ (f g)−1 ◦ f g ◦ u ◦ (f g)−1 = Id sur la boule f g(U) ;
 le diﬀéomorphisme h ◦ v−1 ◦ h−1 ◦ h ◦ v ◦ h−1 = Id sur la boule h(U) ;
 le diﬀéomorphisme u ◦ v ◦ u−1 ◦ v−1 = [u, v] sur la boule U .
Au ﬁnal, on a l'égalité [u, v] = [[u, f g], [v, h]]. Ceci implique que le commutateur [u, v]
appartient au groupe normal engendré par f et termine la preuve du théorème.
Dans le cas des variétés non-compactes, la composante connexe de l'identité du
groupe Diffr(M) admet un sous-groupe distingué que l'on notera Diffr0(M) : la compo-
sante connexe de l'identité du groupe des diﬀéomorphismes à support compact de M
(noter que ce groupe est aussi la composante connexe de l'identité du groupe Diffr(M)
muni de la topologie Cr de Whitney). Si la variété M n'a pas de bord, la démonstration
du théorème précédent s'applique telle quelle dans ce cas et on obtient la simplicité du
groupe Diffr0(M) pour r 6= dim(M) + 1. Si la variété M admet un bord, le groupe
Diffr0(M) admet un sous-groupe distingué : la composante connexe de l'identité du
groupe des diﬀéomorphismes supporté dans l'intérieur M − ∂M de la variété M . Ce
dernier groupe est simple si r 6= dim(M) + 1.
2. Le support d'un homéomorphisme h est l'adhérence de l'ensemble des points qui ne sont pas ﬁxés
par h.
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U fg(U) h(U)
u
fg ◦ u−1 ◦ (fg)−1 Id
U fg(U) h(U)
v Id
h ◦ v−1 ◦ h−1
Le diffe´omorphisme [u, fg]
Le diffe´omorphisme [v, h]
[u, v] Id Id
Le diffe´omorphisme [[u, fg], [v, h]]
Figure 1.1  Preuve du théorème de Fischer-Mather-Thurston
Il est à noter que l'on a des résultats de simplicité analogues dans le cas des groupes
de diﬀéomorphismes qui préservent une forme volume ou une forme symplectique (voir
[6], [9], [19]) mais que, par exemple, on ne sait pas si la composante connexe de l'identité
du groupe des homéomorphismes du disque unité qui valent l'identité près du bord et
qui préservent l'aire est simple (voir [35] sur le sujet).
1.1 Longueur des commutateurs et norme de fragmen-
tation
Fixons désormais r 6= dim(M) + 1. On a vu au cours de la preuve du théorème
précédent que tout diﬀéomorphisme dans Diffr0(M) pouvait s'écrire comme produit (pour
la composition !) de diﬀéomorphismes supportés dans des boules ou comme produit de
commutateurs (c'est-à-dire de diﬀéomorphismes de la forme [f, g], où f et g sont deux
diﬀéomorphismes dans le groupe Diffr0(M)). Pour un diﬀéomorphisme f , on peut alors
déﬁnir la longueur des commutateurs de f notée cl(f) comme le nombre minimal de
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facteurs nécessaires pour écrire f en tant que produit de commutateurs et la norme de
fragmentation de f , notée Frag(f) comme le nombre minimal de facteurs nécessaires
pour écrire f en tant que produit de diﬀéomorphismes supportés dans des boules. Pour
essayer de mieux comprendre le groupe que l'on étudie, on peut essayer de décrire
au mieux ces deux quantités. Pour ce faire, une des premières questions à aborder
est de savoir si ces applications sont bornées ou pas. Dans [11], Burago, Ivanov et
Polterovich montrent que ces quantités sont bornées dans le cas des sphères et des
variétés compactes de dimension 3. Ils introduisent aussi la notion plus générale de
norme invariante par conjugaison sur un groupe G : c'est une application ν du groupe
G dans R+ invariante par conjugaison qui s'annule uniquement en l'élément neutre du
groupe G et qui vériﬁe une inégalité triangulaire, à savoir que ν(gh) ≤ ν(g) + ν(h)
pour deux éléments quelconques g et h du groupe G. On peut voir facilement que la
norme de fragmentation et la longueur des commutateurs sont deux exemples de normes
invariantes par conjugaison. Les théorèmes que l'on vient d'évoquer s'étendent à toute
norme invariante par conjugaison : toute norme invariante par conjugaison sur le groupe
Diffr0(M) est bornée dans le cas où la variété M est de dimension 3 ou est une sphère.
La stratégie de la preuve est la suivante. Burago, Ivanov et Polterovich introduisent une
classe de variétés ouvertes qu'ils appellent variétés portables qui contient notamment
Rd ou encore l'anneau ouvert de dimension 2. Pour de telles variétés M , la longueur des
commutateurs est majorée par 2 et il existe un élément f du groupe Diffr0(M) tel que
tout élément du groupe Diffr0(M) s'écrit comme produit d'au plus 14 conjugués de f :
cela permet en particulier de montrer que toute norme invariante par conjugaison est
bornée sur le groupe Diffr0(M) dans ces cas-là. Dans le cas d'une variété quelconque,
il suﬃt alors de montrer que tout diﬀéomorphisme se décompose en un produit d'un
nombre uniformément borné de diﬀéomorphismes supportés dans des variétés portables.
En particulier, dans le groupe Diffr0(Sd) des diﬀéomorphismes de la sphère, tout élément
se décompose en produit de deux diﬀéomorphismes qui ﬁxent un voisinage d'un point,
donc supportés chacun dans une variété portable. Ceci implique le théorème de Burago,
Ivanov et Polterovich dans le cas des sphères et que la longueur des commutateurs est
majorée par 4 dans ce cas. En utilisant la même méthode, le résultat de Burago, Ivanov
et Polterovich sur les variétés de dimension 3 a été généralisé par Tsuboi dans [50] et
[51] dans le cas des variétés compactes sans bord de dimension supérieure ou égale à 5
et dans le cas des variétés de dimension 4 sans anse d'indice moitié. Il a aussi montré
récemment que tout homéomorphisme dans Homeo0(Sd) s'écrit comme un commutateur
(voir [52]). Au vu des théorèmes précédents, on peut faire la conjecture suivante :
Conjecture 1. Pour une variété compacte sans bord M , tout diﬀéomorphisme dans
Diffr0(M) s'écrit comme un commutateur.
Dans le cas du groupe Diff∞0 (S1) des diﬀéomorphismes C∞ du cercle qui préservent
l'orientation, le meilleur majorant connu de la longueur des commutateurs est 2. Expli-
quons comment celui-ci est obtenu. Considérons un diﬀéomorphisme f dans le groupe
précédent. Composons f avec une rotation du cercle Rλ de sorte que la composée Rλ ◦f
ait un nombre de rotation diophantien. Un théorème d'Herman (voir [33]) implique que
le diﬀéomorphisme Rλ ◦f est C∞-conjugué à une rotation Rα : Rλ ◦f = h◦Rα ◦h−1, où
h désigne un C∞-diﬀéomorphisme du cercle qui préserve l'orientation. On écrit alors :
f = Rλ+α ◦ R−1α ◦ h ◦ Rα ◦ h−1. Comme une rotation du cercle s'écrit comme un com-
mutateurs d'éléments de PSL2(R) (donc de diﬀéomorphismes du cercle qui préservent
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l'orientation), la décomposition précédente permet d'obtenir d'obtenir une décomposi-
tion du diﬀéomorphisme f en tant que produit de deux commutateurs.
Il est à noter que ce type de question sur la longueur des commutateurs est en général
très diﬃcile. En particulier, ce n'est que très récemment que l'on a prouvé la conjecture
de Ore qui date de 1951 : dans tout groupe ﬁni simple, tout élément s'écrit comme un
commutateur (voir [36] pour la démonstration de cette conjecture).
Avant d'aborder la conjecture 1, il est raisonnable d'essayer d'abord de montrer que
la norme de fragmentation, donc la longueur des commutateurs et toute norme invariante
par conjugaison sur ce groupe, est bornée pour les surfaces compactes sans bord dis-
tinctes de la sphère : dans ces cas-là, comme la dimension est trop petite, les arguments
de transversalité utilisés par Tsuboi et Burago, Ivanov et Polterovich ne semblent plus
marcher. Il s'agit d'essayer de montrer directement que la norme de fragmentation est
bornée sur les groupes de diﬀéomorphismes de ces surfaces. Le cas le plus simple à abor-
der semble être celui du groupe Diffr0(A˚) des diﬀéomorphismes à support compact dans
l'anneau ouvert A˚ qui sont compactement isotopes à l'identité. D'après Burago, Ivanov
et Polterovich, pour r 6= 3, on sait déjà que la norme de fragmentation est bornée sur
ce groupe puisque la surface A˚ est portable mais on cherche à avoir une démonstration
directe de ce fait. C'est ce que l'on a obtenu dans le chapitre 2 de cette thèse :
Théorème 1. Pour r dans N∪{∞}, la norme de fragmentation sur Diffr0(A˚) est majorée
par 4.
Il est à noter que ce théorème montre que la norme de fragmentation est bornée
sur le groupe Diff30(A˚), ce qui n'était pas connu. De plus, la borne obtenue est bien
meilleure que celle que donne les résultats de Burago, Ivanov et Polterovich qui vaut 28.
Malheureusement, la méthode de démonstration du théorème précédent est très spéci-
ﬁque à l'anneau. On a regroupé dans un troisième chapitre les résultats partiels obtenus
dans le cas des diﬀéomorphismes du tore. On a en particulier le résultat suivant qui fait
intervenir l'ensemble de rotation d'un homéomorphisme du tore que l'on ne déﬁnira pas
ici (voir [8] pour une introduction aux ensembles de rotation des homéomorphismes du
tore) :
Théorème 2. Soit f un diﬀéomorphisme de Diffr0(T2). Si l'ensemble de rotation d'un
relevé de f est inclus dans [0,M ]× R, alors :
Frag(f) ≤ 4
(⌊
M
2
⌋
+ 1
)
.
Ainsi, pour prouver que la norme de fragmentation est bornée, il suﬃt d'écrire tout
diﬀéomorphisme en tant que produit d'un nombre uniformément borné de diﬀéomor-
phismes qui ont un ensemble de rotation pas trop gros (par exemple inclus dans [0, 1]×R).
Pour cela, on pourrait essayer de mieux comprendre comment peut se comporter l'en-
semble de rotation vis-à-vis de la composition. Cela étant, la question de savoir si la
norme de fragmentation (et donc la longueur des commutateurs) est bornée sur le groupe
des homéomorphismes isotopes à l'identité d'une surface compacte sans bord de genre
supérieure ou égale à 1 reste ouverte.
14 Longueur des commutateurs et norme de fragmentation
Nous n'avons pour l'instant abordé que des techniques pour montrer que la norme de
fragmentation et la longueur des commutateurs sont bornées. Comment essayer de prou-
ver le cas échéant qu'une telle quantité n'est pas bornée ? La manière quasi-systématique
pour montrer ceci est d'utiliser des quasi-morphismes homogènes. Un quasi-morphisme
sur un groupe G est une application q du groupe G dans R qui est presque un mor-
phisme dans le sens où les quantités |q(gh)− q(g)− q(h)| sont bornées par une quantité
C indépendante des éléments g et h du groupe G. La plus petite constante C qui
vériﬁe cette propriété est appelée le défaut du quasi-morphisme q et est notée D(q).
Un tel quasi-morphisme q sera dit homogène si de plus q est un morphisme sur les
sous-groupes de G engendrés par un élément, autrement dit si pour un entier relatif
n et un élément g du groupe G, on a q(gn) = nq(g). Un quasi-morphisme homogène
est invariant par conjugaison. En eﬀet, étant donnés deux éléments g et h du groupe
G, la quantité q(hgnh−1) = nq(hgh−1) reste à distance uniformément bornée par rap-
port à n de q(gn) = nq(g) et, en faisant tendre l'entier n vers l'inﬁni, on obtient que
q(hgh−1) = q(g). Ceci implique que la valeur d'un quasi-morphisme sur un commuta-
teur ne peut pas être très grande : des relations |q([g, h])− q(g)− q(hg−1h−1)| ≤ D(q)
et q(hg−1h−1) = q(g−1) = −q(g), on déduit que, pour des éléments g et h de G, on
a |q([g, h])| ≤ D(q). En utilisant une nouvelle fois la relation de quasi-morphisme, on
obtient que, pour un élément g distinct de l'élément neutre du groupe G qui s'écrit
comme produit de commutateurs, la quantité q(g) est majorée par (2cl(g) − 1)D(q),
où cl(g) désigne la longueur des commutateurs de l'élément g. Supposons que le quasi-
morphisme homogène q soit non-trivial, c'est-à-dire distinct de l'application nulle, et
que le groupe G soit parfait, c'est-à-dire que tout élément de ce groupe peut s'écrire
comme produit de commutateurs. On peut alors trouver un élément g du groupe G tel
que q(g) 6= 0 et, comme q(gn) = nq(g)→∞ lorsque n→∞, on obtient que la longueur
des commutateurs de gn tend vers +∞. En particulier, la longueur des commutateurs
n'est pas bornée sur le groupe G. De fait, nous allons voir que les quasi-morphismes et la
longueur des commutateurs sont encore plus intimement reliés. Remarquons que, pour
un groupe parfait G et un élément g du groupe G, la suite (cl(gn))n∈N est sous-additive
donc la suite (cl(g
n)/n)n∈N converge vers la longueur stable des commutateurs de g qui
est notée scl(g) 3. Le théorème de dualité de Bavard s'énonce alors ainsi (voir [12] ou [4]
pour une preuve) :
Théorème (Dualité de Bavard). Soit G un groupe parfait. On note Q(G) l'ensemble
des quasi-morphismes homogènes non-nuls sur G. Pour tout élément g du groupe G, on
a la relation suivante :
scl(g) = sup
q∈Q(G)
|q(g)|
2D(q)
.
Remarquons que l'on a montré l'une des inégalités dans l'égalité ci-dessus. L'inégalité
réciproque est plus ardue à obtenir et fait intervenir la cohomologie bornée des groupes.
L'utilisation d'un quasi-morphisme montre non seulement que la longueur des commu-
tateurs n'est pas bornée mais de plus que la longueur stable des commutateurs n'est pas
identiquement nulle. Comme remarqué dans l'article [11], il existe des groupes patho-
logiques pour lesquels la longueur des commutateurs n'est pas bornée mais la longueur
stable des commutateurs est nulle (Burago, Ivanov et Polterovich précisent que cette
remarque est due à A. Muranov) mais de tels exemples semblent fabriqués spéciﬁque-
ment pour vériﬁer une telle propriété. Notons que l'on connait un certain nombre de
3. scl pour  stable commutator length .
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groupes de type ﬁni qui admettent des quasi-morphismes non-triviaux. C'est le cas en
particulier des groupes libres, plus généralement des groupes hyperboliques, des map-
ping class groups,... On pourra consulter le livre scl [12] de Danny Calegari pour plus
d'informations sur ce sujet et sur les quasi-morphismes en général.
Revenons au cas des groupes de diﬀéomorphismes et d'homéomorphismes. Le premier
groupe d'homéomorphismes sur lequel on a remarqué qu'il existait un quasi-morphisme
est le groupe HomeoZ(R) des relevés d'homéomorphismes du cercle. C'est aussi le groupe
des homéomorphismes de R qui commutent à la translation x 7→ x + 1. Sur ce groupe,
il se trouve que le nombre de translation, tel que déﬁni par Poincaré, est un quasi-
morphisme. Rappelons la déﬁnition du nombre de translation. Pour un homéomorphisme
F dans HomeoZ(R) et un point x de R, la suite (F n(x))n∈N−{0} est sous-additive, donc
la suite des  vitesses moyennes de l'orbite de x sous F à l'instant n  (F
n(x)−x/n)n∈N
converge vers un réel ρ(F ) indépendant du point x choisi. Cette quantité décrit la vitesse
asymptotique de toutes les orbites de l'homéomorphisme F . L'application ρ est alors
un quasi-morphisme homogène sur le groupe HomeoZ(R). En particulier, la longueur
des commutateurs n'est pas bornée sur ce groupe. De plus, il s'agit essentiellement de
l'unique quasi-morphisme homogène sur ce groupe, au sens ou l'espace vectoriel des
quasi-morphismes homogènes sur ce groupe est de dimension 1, engendré par le nombre
de translation (voir [7], [27]). On déduit du théorème de dualité de Bavard que, pour
un homéomorphisme F dans HomeoZ(R), on a scl(F ) = |ρ(F )|/2. Dans le cas précis
de ce groupe, on comprend complètement la longueur des commutateurs en utilisant
un théorème de Eisenbud, Hirsch et Neumann (voir le théorème 4.5 ci-dessous, issu de
[14]).
Une autre classe de groupes de diﬀéomorphismes sur lesquels sont déﬁnis des quasi-
morphismes sont les groupes de diﬀéomorphismes qui préservent une forme symplec-
tique : la facilité de construire des quasi-morphismes sur ces groupes tient à l'existence
d'une forme symplectique qui permet d'intégrer certaines quantités pour déﬁnir des
quasi-morphismes. Le premier article traitant de quasi-morphismes sur ces groupes est
l'article [26] de Gambaudo et Ghys dans lequel ils décrivent des manières variées de
construire des quasi-morphismes sur le groupe Diffr0(S, aire) des diﬀéomorphismes d'une
surface compacte sans bord S isotopes à l'identité qui préservent une forme d'aire, pour
r 6= 0. Ils montrent en particulier que, pour toute surface S munie d'une forme d'aire, no-
tée aire, l'espace vectoriel des quasi-morphismes homogènes sur le groupe Diffr0(S, aire)
est de dimension inﬁnie pour r 6= 0. En utilisant de l'homologie de Floer, Entov et Pol-
terovich ont aussi construit dans [16] un quasi-morphisme sur le groupe Diff∞0 (S2, aire)
qui possède une propriété remarquable (la restriction au sous-groupe constitué des dif-
féomorphismes hamiltoniens supportés dans un disque d'aire suﬃsamment petite est
égal au morphisme de Calabi que nous ne déﬁnirons pas ici) vériﬁée aussi par des quasi-
morphismes construits par Py de manière plus élémentaire dans [47] pour des surfaces
de genre supérieur ou égal à deux. Entov, Polterovich et Py ont ensuite constaté que cer-
tains des quasi-morphismes construits étaient continus et étendent ces résultats au cas
des homéomorphismes préservant l'aire. En particulier, sur tous ces groupes, la longueur
des commutateurs n'est pas bornée.
Dans le chapitre 3 de cette thèse (qui reprend l'article [42] écrit en anglais et est par
conséquent rédigé dans cette langue), nous allons voir un exemple de quasi-morphisme
déﬁni sur un groupe de diﬀéomorphismes de surface sans préservation d'aire, le groupe
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Diffr0(A) des diﬀéomorphismes de l'anneau fermé isotopes à l'identité. Donnons tout
de suite la construction de ce quasi-morphisme. On identiﬁe le revêtement universel de
l'anneau fermé A à la bande R × [0, 1]. Pour un diﬀéomorphisme f dans Diffr0(A), on
note F : R× [0, 1]→ R× [0, 1] un relevé de l'homéomorphisme f . On remarque que la
restriction F0 de l'homéomorphisme F à R×{0} et la restriction F1 de l'homéomorphisme
F à R×{1} déﬁnissent chacun un homéomorphisme dans HomeoZ(R). La diﬀérence des
nombres de translations de ces deux homéomorphismes est indépendant du relevé F
de l'homéomorphisme f choisi et permet de déﬁnir un quasi-morphisme q sur le groupe
Diffr0(A). Une estimation de la longueur des commutateurs sur le groupe Diff
r
0(A) permet
alors de montrer le résultat suivant :
Théorème 3. L'espace des quasi-morphismes homogènes sur Diffr0(A) est de dimension
1, engendré par le quasi-morphisme q.
On est dans le même cas que le groupe des relevés d'homéomorphismes du cercle.
Dans la démonstration de ce théorème, on utilise d'ailleurs le résultat de Eisenbud,
Hirsch et Neumann qui évalue la longueur des commutateurs sur le groupe des relevés
d'homéomorphismes du cercle. On donne aussi des estimations de la norme de frag-
mentation dans ce chapitre et on généralise la construction de ces quasi-morphismes au
cas de toutes les surfaces compactes à bord (distinctes du disque). Ces constructions
semblent essentiellement dues au fait que ces groupes admettent un sous-groupe normal
d'indice inﬁni (la composante connexe de l'identité du groupe des diﬀéomorphismes de
la surface à support dans l'intérieur de la surface).
1.2 Éléments de distorsion
Une autre manière de mieux comprendre notre groupe Diffr0(M), oùM est une variété
compacte, est de se demander quels sont les sous-groupes de ce groupe. Autrement dit,
si l'on ﬁxe un groupe G, existe-t-il un morphisme de groupes injectif du groupe G dans
le groupe Diffr0(M) ? Si, pour notre groupe G, on sait répondre par l'aﬃrmative à cette
première question, on peut alors chercher à décrire du mieux possible les morphismes
de groupes du groupe G vers le groupe Diffr0(M) (idéalement à conjugaison près mais
ceci est souvent un but inaccessible). La notion d'élément de distorsion, que l'on va
déﬁnir, permet d'obtenir des résultats de rigidité sur les morphismes de groupes de
G vers Diffr0(M) et va permettre de donner des éléments de réponse (très partiels) à
ces questions. Une question plus précise à laquelle on peut s'intéresser est la question
suivante qui est une version de la conjecture de Zimmer.
Conjecture 2. Si la dimension de la variété M est inférieure ou égale à n−2, le groupe
SLn(Z) des matrices n × n à coeﬃcients entiers de déterminant 1 ne s'injecte pas par
morphisme dans le groupe des homéomorphismes de M .
Le groupe SLn(Z) agit projectivement sur la sphère de dimension n − 1 mais cette
conjecture signiﬁe que ce groupe est en quelque sorte trop gros pour agir sur des espaces
de dimension plus petite. Notons que, sous cette forme, la conjecture n'a été résolue que
dans le cas où la variétéM est une sphère de dimension distincte de 2 : tout d'abord dans
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le cas du cercle par Witte dans [54] puis récemment dans le cas des sphères de dimension
supérieure ou égale à 3 par Bridson et Vogtmann dans [10]. Nous allons voir comment la
notion d'éléments de distorsion ont permis à Polterovich d'une part et Franks et Handel
d'autre part de faire des progrès sur cette conjecture.
Nous allons maintenant déﬁnir ce qu'est un élément de distorsion dans un groupe.
Rappelons qu'un groupe G est dit de type ﬁni s'il admet une partie génératrice S
ﬁnie : tout élément g du groupe s'écrit sous la forme g = s11 s
2
2 . . . s

n où les si sont des
éléments de la partie génératrice S et les i valent +1 ou −1. L'entier n minimal dans
une décomposition de la forme précédente est notée lS(g). La fonction lS est invariante
par passage à l'inverse et vériﬁe une inégalité triangulaire lS(gh) ≤ lS(g) + lS(h). En
particulier, pour tout élément g du groupe G, la suite (lS(gn))n∈N est sous-additive, donc
la suite ( lS(g
n)
n
)n converge. Lorsque la limite de cette suite est nulle, on dit que l'élément
g est distordu ou de distorsion dans le groupe G. Notons que cette notion ne dépend
pas de la partie génératrice choisie : si S ′ désigne une autre partie génératrice du groupe
G alors il existe des constantes strictement positives C et C ′ telles que lS ≤ ClS′ et
lS′ ≤ C ′lS. Il s'agit donc d'une notion intrinsèque au groupe G. Si notre groupe G n'est
pas de type ﬁni, on dira qu'un élément g du groupe G est de distorsion s'il appartient
à un sous-groupe de type ﬁni de G dans lequel il est distordu. Cette déﬁnition prolonge
bien la précédente. Le principal intérêt de la notion d'élément de distorsion réside dans
la propriété suivante, qui est une propriété de rigidité des morphismes de groupes : si
l'on a un morphisme de groupes ϕ : G → H et si un élément g du groupe G est de
distorsion, alors son image par ϕ est aussi de distorsion. Dans le cas où le groupe H ne
contient pas d'élément de distorsion autre que l'élément neutre du groupe H et où le
groupe G contient un élément de distorsion autre que l'élément neutre, un tel morphisme
de groupe ne peut pas être injectif : le groupe G n'est pas un sous-groupe de H.
Donnons maintenant quelques exemples simples d'éléments de distorsion. Dans tout
groupe G, les éléments de torsion, c'est-à-dire ceux dont une certaine puissance stricte-
ment positive est égale à l'élément neutre du groupe, sont des éléments de distorsion.
Dans les groupes libres et les groupes abéliens libres, il n'est pas diﬃcile de voir que le
seul élément de distorsion est l'élément neutre. Les exemples les plus simples de groupes
qui admettent un élément de distorsion qui n'est pas de torsion sont les groupes de
Baumslag-Solitar qui admettent la présentation suivante : BS(1, p) =< a, b | bab−1 =
ap >. On a alors, pour tout entier n : bnab−n = ap
n
. Si l'on prend S = {a, b} comme
partie génératrice de ce groupe, alors lS(ap
n
) ≤ 2n + 1 et l'élément a est de distorsion
dans le groupe BS(1, p) si |p| ≥ 2. Un groupe G est dit nilpotent si la suite de sous-
groupes (Gn)n∈N de G déﬁnie par G0 = G et Gn+1 = [Gn, G] (cette notation désigne
le sous-groupe engendré par les éléments de la forme [gn, g] = gngg−1n g
−1, où gn ∈ Gn
et g ∈ G) se stabilise et vaut {1G} à partir d'un certain rang. Un exemple typique
de groupe nilpotent est le groupe de Heisenberg formée des matrices triangulaires su-
périeures dont les coeﬃcients diagonaux valent 1 et les autres coeﬃcients sont entiers.
Dans un groupe N nilpotent non-abélien, on peut toujours trouver trois éléments dis-
tincts a, b et c distincts de l'identité tels que [a, b] = c et l'élément c commute avec a
et b. Dans ce cas, on a cn
2
= [an, bn] donc, dans le groupe engendré par a et b (et donc
aussi dans N), l'élément c est de distorsion : l{a,b}(cn
2
) ≤ 4n. Un théorème général de
Lubotzky, Mozes et Raghunathan donne l'existence d'éléments de distorsion (et même
d'éléments dont la longueur de mot croît logarithmiquement) dans certains réseaux de
groupes de Lie de rang supérieur ou égal à 2, en particulier dans le groupe SLn(Z) pour
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n ≥ 3. Dans le cas du groupe SLn(Z), on peut même trouver une partie génératrice
formée d'éléments de distorsion. Notons en passant que, dans les groupes modulaires
(voir [18]) et dans le groupe des échanges d'intervalles (voir [46]), tout élément distordu
est de torsion. Dans ce dernier cas, on montre que si le cardinal de l'ensemble des points
de coupures ne croît pas exponentiellement (dans le cas contraire on ne peut pas avoir
un élément de distorsion), alors l'échange d'intervalles est constitué de rotations à sup-
port disjoint : on conclut en montrant que, dans ce cas, seules les rotations rationnelles
peuvent être distordues. Plus généralement, quand on veut montrer qu'un élément n'est
pas de distorsion, il s'agit de trouver des quantités qui se comportent bien vis-à-vis de
la composition et qui croissent rapidement lorsque l'on itère notre élément.
Passons au cas des groupes de diﬀéomorphismes. Le théorème qui va suivre a permis
d'avancer sur la conjecture de Zimmer. On note S une surface compacte sans bord qui
est munie d'une mesure de probabilité de support total notée aire. Enﬁn, désignons
par Diff1(S, aire) le groupe des diﬀéomorphismes C1 de la surface S qui préservent la
mesure aire. On a alors le théorème suivant :
Théorème. (Polterovich [48], Franks-Handel [24]) Si la surface S est de genre supérieur
ou égal à deux, tout élément de distorsion du groupe Diff1(S, aire) est de torsion.
Comme les groupes nilpotents et SLn(Z) possèdent des éléments de distorsion qui ne
sont pas de torsion, on en déduit qu'ils ne sont pas sous-groupes du groupe Diff1(S, aire).
Dans ce deuxième cas, en utilisant une propriété de  presque -simplicité du groupe
SLn(Z), on en déduit même qu'un morphisme de groupes du groupe SLn(Z) vers
Diff1(S, aire) est  presque  trivial (son image est un groupe ﬁni). Franks et Handel
ont aussi obtenu un résultat sur les éléments de distorsion dans le cas où la mesure aire
est une mesure de probabilité borélienne quelconque qui leur permet d'en déduire que
l'aﬃrmation précédente reste vraie pour une mesure aire quelconque de support inﬁni.
La question naturelle que l'on peut se poser maintenant est de savoir si l'on peut généra-
liser ces théorèmes dans le cas des groupes de diﬀéomorphismes et d'homéomorphismes
généraux.
Malheureusement, ce n'est pas le cas : on peut trouver beaucoup d'éléments de dis-
torsion dans ces cas-là. L'illustration la plus frappante de ce phénomène est le théorème
suivant de Calegari et Freedman :
Théorème. (Calegari-Freedman [13]) Pour un entier d ≥ 1, tout homéomorphisme du
groupe Homeo0(Sd) est de distorsion.
Dans le cas d'une régularité plus grande, Avila a montré dans [3] que tout diﬀéomor-
phisme de Diff∞0 (S
1) dont des itérés arbitrairement grands sont arbitrairements proches
de l'identité au sens C∞ (on dira qu'un tel élément est récurrent) est de distorsion dans
le groupe Diff∞0 (S
1) : en particulier, les rotations irrationnelles sont distordues dans ce
groupe. En reprenant les techniques d'Avila et en utilisant un résultat de perfection lo-
cale (dû à Haller, Rybicki et Teichmann [30], voir l'appendice 1), j'ai obtenu le résultat
suivant qui est l'objet du cinquième chapitre de cette thèse et reprend en grande partie
l'article [44] :
Théorème 4. Pour toute variété compacte sans bord M , tout élément récurrent dans
Diff∞0 (M) est de distorsion dans ce même groupe.
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En particulier, les rotations irrationnelles de la sphère de dimension 2 et les rotations
irrationnelles sur le tore de dimension quelconque sont des éléments de distorsion. Plus
généralement, on obtient un certain nombre d'éléments de distorsion sur toutes les va-
riétés qui admettent une action du cercle. Noter que grâce à la méthode d'Anosov-Katok
(voir [32] et [20]), on peut obtenir des éléments récurrents dans le cas de la sphère ou
du tore de dimension 2 qui ne sont pas conjugués à une rotation. De toutes façons, on
ne pouvait pas espérer un résultat analogue au théorème de Polterovich et Franks et
Handel puisque nous allons voir que le groupe de Baumslag-Solitar BS(1, 2) s'injecte
dans le groupe Diff∞0 (M) pour toute variété M (ce fait m'a été indiqué par Isabelle
Liousse).
Identiﬁons le cercle S1 avec R ∪ {∞}. On considère alors les deux diﬀéomorphismes
(analytiques) du cercle a : x 7→ x + 1 et b : x 7→ 2x. On voit que la relation bab−1 = a2
est vériﬁée donc que ces deux éléments déﬁnissent une action du groupe BS(1, 2) sur le
cercle. En épaississant l'inﬁni (i.e. en remplaçant le point à l'inﬁni par un intervalle),
on obtient une action à support compact de notre groupe sur R. On peut rendre cette
dernière action C∞. Enﬁn, par action radiale, on obtient une action C∞ à support com-
pact de ce groupe de Baumslag-Solitar sur Rd et, en identiﬁant un disque ouvert d'une
variété à Rd, on obtient une action sur toute variété. Cela donne lieu à des éléments
de distorsion (non-récurrents) dans le groupe Diff∞0 (M) pour toute variété M . Dans le
cas des diﬀéomorphismes, il est diﬃcile d'approcher une caractérisation des éléments
de distorsion du fait de la multiplicité des obstructions à être un élément de distorsion
(par exemple, la diﬀérentielle ne peut pas croître très vite le long d'une orbite, l'en-
tropie topologique du diﬀéomorphisme doit être nulle). En revanche, dans les groupes
d'homéomorphismes de surface, il n'y a qu'une obstruction connue à être un élément
de distorsion. Nous allons la décrire. Les résultats qui suivent sont l'objet du sixième
chapitre qui est une version française de l'article [43].
Notons S une surface compacte orientable distincte de la sphère et S˜ son revêtement
universel. On munit la surface S et donc la surface S˜ aussi d'une métrique à courbure
constante 0 ou −1 suivant les cas, de sorte que la surface S˜ munie de cette métrique
s'identiﬁe à une partie du disque de Poincaré ou du plan euclidien. On appellera domaine
fondamental de S˜ tout compact connexe D qui se surjecte via le revêtement S˜ → S
sur S et qui vériﬁe la propriété suivante : pour tout automorphisme de revêtement γ,
l'intérieur de D et l'intérieur de γ(D) sont disjoints. L'obstruction est alors la suivante :
si f est un élément de distorsion dans Homeo0(S), alors, notant f˜ : S˜ → S˜ un relevé
de f , la suite (diam(f˜
n(D))
n
)n∈N converge vers 0, où diam(f˜n(D)) désigne le diamètre de
f˜n(D). Dans le cas du tore, cette dernière condition signiﬁe que l'ensemble de rotation
de l'homéomorphisme f est réduit à un point. On peut alors se demander si la réciproque
à la propriété précédente est vraie. Je ne suis pas parvenu à montrer la réciproque mais
j'ai réussi à montrer que, si le diamètre de f˜n(D) croissait suﬃsamment lentement, alors
on a un élément de distorsion :
Théorème 5. Si la suite (diam(f˜
n(D))log(diam(f˜n(D)))
n
)n≥1 converge vers 0, alors l'homéo-
morphisme f est un élément de distorsion du groupe Homeo0(S).
Au vu de ce théorème, on peut se demander si la condition limn→+∞
diam(f˜n(D))
n
= 0
n'était pas trop faible. Il n'en est rien d'après le théorème suivant :
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Théorème 6. Soit (wn)n∈N une suite de réels positifs qui vériﬁe : limn→+∞ wnn = 0.
Alors il existe un homéomorphisme f dans Homeo0(S) qui est un élément de distorsion
dans ce groupe et qui vériﬁe :
diam(f˜n(D)) ≥ wn.
Autrement dit, pour des éléments de distorsion, le diamètre d'un domaine fondamen-
tal peut croître arbitrairement vite sous-linéairement. La conjecture naturelle demeure :
Conjecture 3. Si la suite (diam(f˜
n(D))
n
)n≥1 converge vers 0, alors l'homéomorphisme f
est un élément de distorsion du groupe Homeo0(S).
Donnons une idée de la preuve du théorème 5 : celle-ci fait intervenir de manière
cruciale la fragmentation. Fixons un recouvrement ﬁni U par des intérieurs de bonnes
boules fermés d'une variété compacte M . Comme nous l'avons vu précédemment, tout
homéomorphisme isotope à l'identité de M peut s'écrire comme composé d'homéomor-
phismes supportés chacun dans l'un des ouverts de U . Pour un homéomorphisme f dans
Homeo0(S), on note FragU(f) le nombre minimal de facteurs nécessaires pour écrire
f en tant que produit d'homéomorphismes supportés chacun dans l'un des ouverts du
recouvrement U . La proposition suivante donne une relation entre cette longueur de
fragmentation et le fait d'être un élément de distorsion :
Proposition 7. Pour un homéomorphisme f dans Homeo0(M), si la suite(
FragU (fn)log(FragU (fn))
n
)
n
converge vers 0, alors l'homéomorphisme f est un élément de
distorsion de Homeo0(M).
La démonstration de cette proposition fait intervenir un argument qu'utilise Avila
dans [3], adapté au cas des homéomorphismes. En utilisant cet argument tel quel, on
obtient uniquement la proposition précédente sous l'hypothèse que la suite
(
FragU (fn)2
n
)
n
converge vers 0. On obtient la proposition précédente en modiﬁant l'argument d'Avila.
Cette proposition a l'avantage d'être valable sur toute variété compacte mais l'incon-
vénient de faire intervenir la quantité FragU qui est diﬃcile à comprendre. Elle semble
suggérer que les quantités du type FragU sont les quantités à considérer pour pouvoir
faire de la théorie géométrique des groupes sur les groupes d'homéomorphismes. Notons
que, sur les sphères, en utilisant l' annulus theorem  (voir [34] et [49]), on peut montrer
que ces quantités sont uniformément bornées. Par conséquent, cette proposition implique
le théorème de Calegari et Freedman [13] évoqué plus haut. On peut aussi essayer de
généraliser le théorème de Calegari et Freedman en montrant cette conjecture :
Conjecture 4. Pour une variété compacte simplement connexe M , l'application FragU
est bornée. Par conséquent, tout élément du groupe Homeo0(M) est de distorsion.
Dans le cas des surfaces, la proposition suivante permet de relier la fragmentation à
la croissance du diamètre d'un domaine fondamental :
Proposition 8. Soit S une surface orientable compacte sans bord distincte de la sphère.
Il existe des constantes C > 1 et C ′ > 0 telles que, pour tout homéomorphisme f dans
Homeo0(S), on a :
1
C
diam(f˜(D))− C ′ ≤ FragU(f) ≤ C.diam(f˜(D)) + C ′.
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Notons que cette proposition jointe à la précédente implique le théorème 5. L'inéga-
lité de gauche dans la proposition précédente ne pose pas de diﬃcultés. Par contre, la
démonstration de l'inégalité de droite fait intervenir le groupe fondamental de la surface
considérée. En particulier, la preuve fait appel à l'algorithme de Dehn pour les groupes
à petite simpliﬁcation dans le cas des surfaces de genre supérieur ou égal à deux. Au
ﬁnal, le théorème est vrai pour toutes les surfaces : on peut donc se demander si l'on
peut trouver une preuve directe de cette inégalité qui ne fait pas intervenir le groupe
fondamental de la surface considérée. Une telle preuve pourrait se généraliser au cas de
variétés de dimension supérieure.
Conjecture 5. Le théorème 5 reste vrai pour les tores de dimension quelconque et les
variétés hyperboliques de dimension quelconque.
1.3 Morphismes entre groupes d'homéomorphismes
Une autre manière de comprendre un groupe G est de comprendre son groupe d'au-
tomorphismes. Le théorème suivant de Whittaker décrit tous les automorphismes de
groupes du groupe Homeo0(M), pour une variété compacte M .
Théorème 9. (Whittaker [53]) Pour deux variétés compactes M et N et pour tout
isomorphisme de groupes ϕ : Homeo0(M)→ Homeo0(N), il existe un homéomorphisme
h : M → N tel que le morphisme ϕ est l'application f 7→ h ◦ f ◦ h−1.
Ce théorème a été généralisé par Filipkiewicz (voir [21]) au cas des groupes de dif-
féomorphismes en utilisant le théorème puissant de Montgomery et Zippin qui carac-
térise les groupes de Lie parmi les groupes localement compacts. L'idée de la preuve
du théorème de Whittaker est la suivante : on voit algébriquement notre variété M
en considérant le sous-groupe Gx du groupe des homéomorphismes de M constitué des
homéomorphismes qui ﬁxent le point x de la variété M . On montre alors que pour tout
point x de M , il existe un unique point yx de N tel que ϕ(Gx) est le groupe des homéo-
morphismes de N isotopes à l'identités qui ﬁxent le point yx. On pose alors h(x) = yx et
on constate d'une part que h est bien un homéomorphisme et d'autre part que l'homéo-
morphisme h vériﬁe bien la relation donnée par l'énoncé du théorème. Cependant, la
démonstration de Whittaker fait intervenir de manière fondamentale le fait que l'on ait
un isomorphisme de groupe et ne se généralise pas a priori simplement aux cas de mor-
phismes de groupes. Voici une conjecture que l'on peut faire dans le cas d'un morphisme
de groupes.
Conjecture 6. Pour toute variété compacte M , tout morphisme de groupes
Homeo0(M) → Homeo0(M) est soit trivial, soit un automorphisme de la forme décrite
dans le théorème.
On peut aussi s'intéresser aux morphismes de groupes du groupe Homeo0(M) vers
le groupe des homéomorphismes d'une autre variété Homeo0(N). Je m'intéresse par
exemple à la question suivante.
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Conjecture 7. On note ϕ0 et ϕ1 les morphismes de groupes du groupe Homeo0(S1) vers
Homeo0(T2) déﬁnis respectivement par :
f → ((x, y) 7→ (f(x), y)).
f → ((x, y) 7→ (f(x), f(y))).
On conjecture que tout morphisme de groupes ϕ de Homeo0(S1) vers Homeo0(T2) est
semi-conjugué à l'une des deux actions ci-dessus.
On peut aussi essayer de regarder les morphismes de groupes entre groupes d'ho-
méomorphismes de surfaces. On peut notamment se poser la question suivante (et des
généralisations de celle-ci).
Conjecture 8. Notons T2 −D le tore T2 auquel on a retiré un disque ouvert. Notons
Homeo0(T2 −D) la composante connexe de l'identité du groupe des homéomorphismes
de T2−D à support inclus dans l'intérieur de cette surface. On conjecture alors que tout
morphisme de groupe de Homeo0(T2−D) vers Homeo0(T2) est induit par une inclusion
de T2 −D dans T2.
Dans le dernier chapitre de cette thèse, on verra une preuve de la conjecture 6
dans le cas du cercle. Notons que ce théorème n'est pas nouveau : il était déjà connu
de Matsumoto (voir [41]). Comme nous ne connaissions pas l'existence de l'article de
Matsumoto au moment de rédiger la démonstration de ce résultat et comme la preuve
est un peu diﬀérente de celle présentée dans [41], nous avons choisi de le présenter dans
le septième chapitre de cette thèse.
Théorème 10. Tout morphisme de groupes Homeo0(S1)→ Homeo0(S1) est soit trivial,
soit une conjugaison par un homéomorphisme du cercle (qui renverse éventuellement
l'orientation).
La preuve, comme celle dans [41], fait intervenir la classe d'Euler bornée pour les
actions de groupes sur le cercle (voir [27] et [28]).
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Chapitre 2
Norme de fragmentation sur l'anneau
ouvert
On note A˚ l'anneau R× R/Z.
Soit r un entier supérieur ou égal à 0. L'objet de ce chapitre est de démontrer le
théorème suivant :
Théorème 2.1. La norme de fragmentation Fragr est majorée par 4 sur Diff
r
0(A˚).
Remarque Ceci implique en particulier que la norme de fragmentation est bornée
dans le cas r = 3, ce qui n'était pas connu auparavant.
Soit α la courbe de A déﬁnie par :
α : R → A
t 7→ (t, 0) .
On note β une courbe C∞ compactement isotope à α. Les relevés de α à R2 sont
donnés, pour i ∈ Z, par :
α˜i : R → R2
t 7→ (t, i) .
On note β˜i le relevé de β qui coïncide avec α˜i sur un voisinage de −∞. Lorsque c
est une courbe simple, on dit qu'une famille de points de c
(x1, x2, . . . , xn)
est c-ordonnée si et seulement si :
c−1(x1) < c−1(x2) < . . . < c−1(xn).
Le théorème précédent va découler de la proposition suivante :
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Proposition 2.2. Il existe deux diﬀéomorphismes f1 et f2 de Diff
∞
0 (A), chacun à sup-
port dans un disque, tels que :
f1 ◦ f2(β(R)) = α(R).
Preuve du théorème 2.1. Soit f un diﬀéomorphisme dans Diffr0(A˚). La courbe f(α) est
une courbe de classe Cr. On la perturbe légèrement pour obtenir une courbe β de classe
C∞ de sorte que l'ensemble α(R) ∪ f−1(β)(R) ne contienne pas de courbe essentielle.
D'après la proposition précédente, il existe alors deux diﬀéomorphismes f1 et f2 dans
Diff∞0 (A) tels que f1 ◦ f2(α(R)) = β(R). Il existe alors un diﬀéomorphisme g1 dans
Diffr0(A˚) supporté dans un disque fermé plongé dans A˚ dont la restriction à un voisinage
V de α(R) coïncide avec f−1 ◦ f1 ◦ f2|V . On pose alors :
g2 = g
−1
1 ◦ f−1 ◦ f1 ◦ f2.
Le diﬀéomorphisme g2 est supporté dans le complémentaire de V donc est supporté dans
un disque. On a donc :
f = f1 ◦ f2 ◦ g−12 ◦ g−11
et la norme de fragmentation de f est majorée par 4, ce que l'on voulait démontrer.
Preuve de la proposition 2.2. Pour pouvoir énoncer des lemmes permettant de démon-
trer cette proposition, nous avons besoin d'introduire des notations. Soit I, un segment
non réduit à un point inclus dans α(R)∩ β(R). On dit que le segment I est un morceau
en place (voir la ﬁgure 2.1) où les segments I1 et I2 sont en place) si :
 l'application β−1 ◦ α est croissante de α−1(I) vers β−1(I).
 les ensembles α˜0(α−1(I)) et β˜0(β−1(I)) coïncident.
Ceci revient à dire que, quitte à reparamétrer α et β, les courbes α et β sont compac-
tement isotopes relativement à I.
Si un segment I est un morceau en place, on appelle origine de I le point or(I) =
α(min(α−1(I))) = β(min(β−1(I))) et extrémité de I le point ex(I) = α(max(α−1(I))) =
β(max(β−1(I))). Enﬁn, on dit qu'une courbe c : R→ A traverse l'anneau si limt→+∞ p1◦
c(t) = +∞ et limt→−∞ p1 ◦c(t) = −∞, où p1 désigne la projection R×R/Z→ R. On est
maintenant en mesure de caractériser l'existence d'un diﬀéomorphisme à support dans
un disque qui envoie β(R) sur α(R).
Lemme 2.3. Soit c, une courbe simple continue qui traverse l'anneau A. Les deux pro-
priétés suivantes sont équivalentes :
(P1) Il existe un diﬀéomorphisme f de Diff∞0 (A− c(R)) qui vériﬁe f(β(R)) = α(R).
(P2) Il existe une famille ﬁnie de morceaux en place (I1, I2, . . . , In) deux à deux dis-
joints dont la famille des origines associée (or(I1), or(I2), . . . , or(In)) est α-ordonnée et
β-ordonnée, ainsi qu'un réel t0 dans (−∞, or(I1)) et un réel t1 dans (or(In),+∞) qui
vériﬁent les propriétés suivantes :
 les restrictions de α et de β à (−∞, t0) ∪ (t1,+∞) coïncident.
 l'intersection de la courbe c avec α(R) ∪ β(R) est incluse dans l'image par α de :
(−∞, t0) ∪ (t1,+∞) ∪
n⋃
k=1
int(Ik).
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I0
I1
I2
I3
α
β
c
Action de f
Figure 2.1  Lemme 2.3 : (P2) ⇒ (P1)
Preuve du lemme 2.3. On commence par prouver la réciproque du lemme. On suppose
(P2). On pose I0 = α((−∞, t0]), In+1 = α([t1,+∞)) (or(In+1) = α(t1) ex(I0) = α(t0)).
Quitte à ne conserver de la famille (I1, I2, . . . , In) que les intervalles qui rencontrent c,
on peut supposer que chacun des intervalles Ij rencontre c, ce que nous ferons par la
suite. Notons tk = α−1(or(Ik)), t′k = β
−1(or(Ik)), τk = α−1(ex(Ik)) et τ ′k = β
−1(ex(Ik)).
On va construire par récurrence une suite de diﬀéomorphismes (fk)−1≤k≤n de
Diff∞0 (A− c(R)) qui vériﬁe :
1. pour k ≥ 0, fk(β(−∞, t′k)) = α(−∞, tk) ;
2. pour k ≥ −1, le diﬀéomorphisme fk ﬁxe
⋃n+1
p=0 Ip.
Notons qu'il suﬃt de poser f = fn pour montrer (P1). On pose f−1 = IdA. Supposons
fk construite, pour −1 ≤ k < n. Chaque composante connexe de
R2 − (c(−∞, tk+1) ∪
n+1⋃
p=0
Ip)
est homéomorphe à R2 car les composantes connexes du complémentaire d'un fermé
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connexe dans le plan sont simplement connexes. Alors les chemins α|[τk+1,tk+2] et fk ◦
β|[τ ′k+1,t′k+2] sont toutes deux contenues dans un disque qui ne rencontre pas c(R) et qui
ne rencontre
α(−∞, tk+1) ∪
n+1⋃
p=0
Ip
qu'en les extrémités de ces deux courbes.
Nous allons maintenant utiliser le lemme suivant :
Lemme 2.4. Soient α′ : [0, 1]→ D2 et β′ : [0, 1]→ D2, deux arcs simples dans le disque
fermé D2 qui ne rencontrent le bord du disque qu'en leurs extrémités. Alors il existe
un diﬀéomorphisme du disque isotope à l'identité relativement au bord du disque et qui
envoie α′([0, 1]) sur β′([0, 1]).
Il existe un diﬀéomorphisme C∞ f˜k+1 de Diff
∞
0 (A− c(R)) qui ﬁxe
α(−∞, tk) ∪
n+1⋃
p=0
Ip
et envoie fk ◦ β|[τ ′k+1,t′k+2] sur α|[τk+1,tk+2]. Il suﬃt alors de poser fk+1 = f˜k+1 ◦ fk pour
achever la récurrence.
Montrons l'implication directe. Supposons (P1). Considérons un réel t0 tel que
α((−∞, t0]) est en dehors du support de f et un réel t1 tel que α([t1,+∞)) soit en
dehors du support de f . On note (Ij)0≤j≤n la famille des adhérences des composantes
connexes du complémentaire dans α(t0, t1) du support de f qui rencontrent c(R), ordon-
nées suivant l'ordre induit par α. Alors la propriété (P2) est vériﬁée en prenant cette
famille d'intervalles puisque f vaut l'identité sur ces intervalles.
Nous aurons besoin d'une déﬁnitions supplémentaire pour énoncer un lemme néces-
saire à la démonstration de la proposition 2.2.
Déﬁnition 2.1. Notons c1, c2, α1 et α2 des courbes simples qui traversent l'anneau A.
On suppose que les courbes c1 et α1 sont transverses et ont un nombre ﬁni de points
d'intersection tout comme les courbes c2 et α2. On dit que les courbes c1 et c2 rencontrent
respectivement α1 et α2 dans le même ordre si la propriété suivante est vériﬁée :
on note
c1(R) ∩ α1(R) =
{
x1, x2, . . . , xnα1
}
et
c2(R) ∩ α2(R) =
{
x′1, x
′
2, . . . , x
′
nα2
}
,
où les suites (xi)1≤i≤nα et (x
′
i)1≤i≤nβ sont respectivement c1 et c2-ordonnées. Alors
 nα1 = nα2 = n ;
 si l'on note σ la permutation de Sn telle que la famille (xσ(i))1≤i≤n est α1-ordonnée,
alors la suite (x′σ(i))1≤i≤n est α2-ordonnée ;
On dit de plus que les courbes c1 et c2 rencontrent respectivement α1 et α2 dans
le même sens si, pour tout indice i, les bases de R2 (c′(c−1(xi)), α′(α−1(xi))) et
(c′(c−1(x′i)), β
′(β−1(x′i))) ont même orientation.
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Le lemme suivant donne un critère combinatoire sur deux courbes simples α et β qui
traversent l'anneau sous lequel on peut trouver deux diﬀéomorphismes f1 et f2 supportés
dans des disques tels que f2 ◦f1(β(R)) = α(R) (voir la ﬁgure 2.3 pour un exemple d'une
courbe c décrite par le lemme).
Lemme 2.5. Supposons qu'il existe une courbe simple c : R→ A de classe C1 qui vériﬁe
les propriétés suivantes :
1. la courbe c traverse l'anneau A ;
2. la courbe c est transverse à α, à β, rencontre ces courbes en un nombre ﬁni de
points et ne rencontre pas α(R) ∩ β(R) ;
3. la courbe c rencontre les courbes α et β dans le même ordre et dans le même sens.
Dans ce cas, il existe des diﬀéomorphismes f1 et f2 supportés dans des disques qui
vériﬁent :
f2 ◦ f1(β(R)) = α(R).
Preuve du lemme 2.5. On note T un voisinage tubulaire de c. On va construire un dif-
féomorphisme f1 de Diff
∞
0 (T ) qui envoie un voisinage de x
′
i dans β sur un voisinage de
xi dans α. Ensuite, le lemme 1 appliqué à α et à f1 ◦ β permettra d'obtenir l'existence
d'un diﬀéomorphisme f2 de Diff
∞
0 (A− c(R)) tel que :
f2 ◦ f1(β(R)) = α(R).
c
x1 x2 x
′
1 x′2 x
′
3 x3
f1
c
x1
x2 x3
β et f1(β)
α
Figure 2.2  Preuve du lemme 2.5 : action de l'homéomorphisme f1 sur la courbe β
Détaillons maintenant la construction de f1. Prenons le voisinage tubulaire T suﬃ-
samment petit de sorte que l'on puisse trouver un système de coordonnées qui identiﬁe
T à R × (−1, 1) et l'ensemble c(R) à R × {0} et tel que l'intersection de α avec T soit
une réunion de n droites de la forme {ti}× (−1, 1) et l'intersection de β avec T soit une
réunion de n ensembles de la forme {t′i} × (−1, 1). On numérote les ti et les t′i de sorte
que le point (ti, 0) du système de coordonnées corresponde au point xi de l'anneau et
le point (t′i, 0) du système de coordonnées au point x
′
i de l'anneau. Maintenant, il suﬃt
de prendre pour f1 un diﬀéomorphisme de T qui préserve le feuilletage horizontal, vaut
l'identité près de R×{−1, 1} et envoie {t′i}× [−1/2, 1/2] sur {ti}× [−1/2, 1/2]. Alors les
courbes α et f1 ◦ β vériﬁent les hypothèses du lemme 1, ce qui permet de conclure.
32
Il nous reste à ﬁnir la démonstration de la proposition.
On considère un lacet γ simple orienté C∞ qui vériﬁe les conditions suivantes :
1. Il existe un point x0 de γ et un chemin simple δ : [0,+∞) → A − (α(R) ∪ β(R))
tel que δ(0) = x0 et limt→+∞ p1 ◦ δ(t) = +∞ ;
2. le lacet γ rencontre la courbe α transversalement et en un seul point et rencontre
la courbe β transversalement et en un seul point mais ne rencontre pas α ∩ β.
On considère un voisinage tubulaire ouvert V de γ et un diﬀéomorphisme ϕ : V →
R× R/Z qui vériﬁe : { ∀t ∈ α−1(V ), ϕ ◦ α(t) = (h1(t), 12)∀t ∈ β−1(V ), ϕ ◦ β(t) = (h2(t), 0) ,
où h1 est un diﬀéomorphisme de α−1(V ) sur R et h2 est un diﬀéomorphisme de β−1(V )
sur R (on a pris soin de choisir V de sorte que α−1(V ) et β−1(V ) soient des intervalles).
On note alors, pour tout entier naturel i :
Ai = ϕ
−1([i, i+ 1]× R/Z).
On suppose dans ce qui suit que p2(δ(R) ∩ V ) ⊂ [0, 12 ]. Le cas p2(δ(R) ∩ V ) ⊂ [12 , 1] se
traite de manière analogue. On va maintenant construire un chemin simple c qui vériﬁe
les hypothèses du lemme 2.5 (voir la ﬁgure 2.3).
releve´s de α
releve´s de β
un releve´ de c
Figure 2.3  Au revêtement universel : construction d'une courbe c qui vériﬁe les
hypothèses du lemme 2.5
On commence par considérer un chemin simple c−1 : (−∞, 0]→ A qui joint le bord
gauche de l'anneau A au cercle ϕ−1({0} × R/Z) en longeant β, plus précisément :
1. la courbe c−1 ne rencontre
⋃
i∈NAi qu'en son extrémité c−1(0) ;
2. ∀t ≤ A, c−1(t) = (t, 14), où A est choisi de sorte que, pour t ≤ A, β(t) = α(t) =
(t, 0) ;
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3. la courbe c−1 ne rencontre pas β ;
4. la courbe c−1 est transverse à α (et donc ne rencontre la courbe α qu'en un nombre
ﬁni de points).
On note A−1 l'anneau bordé par {A} × R/Z et par ϕ−1({0} × R/Z). On note
l = l(c−1, α). On va construire la courbe c comme concaténé de courbes simples
c−1, c0, c1, . . . , cl−1 déﬁnies sur [0, 1] et d'une courbe simple cl déﬁnie sur [0,+∞) telles
que :
1. l'image de la courbe ci est incluse dans Ai pour tout entier i dans l'intervalle
[0, l − 1] ;
2. l'extrémité de ci coïncide avec l'origine de ci+1 pour tout entier i dans l'intervalle
[0, l − 1] ;
3. chaque courbe ci est transverse à α et à β et ne rencontre pas α(R) ∩ β(R) ;
4. pour tout entier i dans l'intervalle [−1, l − 2], on a :
l(ci+1, α) = l(ci, α)− 1;
5. pour chaque entier i dans l'intervalle [−1, l − 1], la courbe ci+1 rencontre β dans
le même ordre et dans le même sens que ci rencontre α.
De plus, on va construire la courbe cl de sorte que :
 elle rencontre
⋃
j<lAj uniquement en son origine ;
 limt→+∞ p1 ◦ cl(c−1,α) = +∞ ;
 elle ne rencontre ni α, ni β.
Vues les propriétés ci-dessus, on obtient directement que le chemin concaténé
c−1c0c1 . . . cl vériﬁe les hypothèses du lemme 2.5. Une telle construction implique donc
la proposition 2.2.
On va maintenant construire par récurrence des chemins ci qui vériﬁent les propriétés
ci-dessus.
Supposons c−1, c0, . . . , ci construits et construisons ci+1.
Cas i < l − 1. Nous aurons besoin du lemme suivant :
Lemme 2.6. Il existe une courbe simple αˆi : [0, 1]→ Ai qui joint les deux composantes
du bord de l'anneau Ai, est transverse à ci, ne touche le bord de Ai qu'en son origine et
son extrémité, ne rencontre pas α et vériﬁe :
l(ci, αˆi) = l(ci, α)− 1.
Preuve du lemme 2.6. Notons c˜i un relevé de ci et notons :
Λmax = max {l ∈ Z, c˜i(R) ∩ α˜l(R) 6= ∅} ;
Λmin = min {l ∈ Z, c˜i(R) ∩ α˜l(R) 6= ∅} .
On note Dmax la composante connexe de R2− α˜Λmax(R) qui contient α˜Λmax+1(R) et Gmin
la composante connexe de R2− α˜Λmin(R) qui contient α˜Λmin−1(R). On note Π : R2 → A
le revêtement universel de l'anneau,
Kmax = Π(
{
(x, y) ∈ R2, (x, y) ∈ c˜i([0, 1]) ∩Dmax
}
)
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et
Kmin = Π(
{
(x, y) ∈ R2, (x, y) ∈ c˜i([0, 1]) ∩Gmin
}
).
Il suﬃt alors de prendre pour αˆi une courbe qui joint les deux composantes du bord
de l'anneau Ai, est transverse à ci, ne touche le bord de Ai qu'en son origine et son
extrémité et ne rencontre ni α, ni Kmin, ni Kmax (cela est possible car la réunion de
Kmin, Kmax et α ne déconnectent pas les deux composantes du bord de l'anneau Ai).
En eﬀet, dans ce cas la courbe c˜i n'intersecte ni le relevé de αˆi à droite de α˜Λmax ni celui
à gauche de α˜Λmin .
Notons ϕi un diﬀéomorphisme de Diff∞0 (A) qui envoie Ai sur Ai+1, α(R) ∩ Ai sur
β(R) ∩ Ai+1 et αˆi(R) sur α(R) ∩ Ai+1. Enﬁn, notons ci+1 l'image de la courbe ci par
ϕi. Remarquons que le diﬀéomorphisme ϕi envoie Kmin dans R× (1/2, 1] et Kmax dans
R× [0, 1
2
). Ainsi, on peut choisir le diﬀéomorphisme ϕi et αˆi de sorte que l'origine de la
courbe ci+1 coïncide avec l'extrémité de la courbe ci sauf dans les deux cas suivants :
 le point ci(0) appartient à Kmin (ce qui implique que ci+1(0) appartiendra à R ×
(1/2, 1)) et le point ci(1) appartient à R× (0, 1/2).
 le point ci(0) appartient à Kmax (ce qui implique que ci+1(0) appartiendra à R×
(0, 1/2)) et le point ci(1) appartient à R× (1/2, 1).
Oublions pour l'instant ces deux cas particuliers dont nous expliquerons le traitement
ultérieurement et supposons donc que l'extrémité de la courbe ci coïncide avec l'origine
de la courbe ci+1. Dans ce cas le diﬀéomorphisme ϕi envoie le graphe orienté (α(R)∩Ai)∪
ci sur le graphe orienté (β(R)∩Ai+1)∪ ci+1. Cela implique que la propriété 5. sur l'ordre
et le sens des intersections est vériﬁée pour ci+1. De plus, le diﬀéomorphisme ϕi envoie
le graphe orienté αˆi ∪ ci sur le graphe orienté (α(R)∩Ai+1)∪ ci+1. Il découle, d'après la
propriété de αˆi garantie par le lemme 2.6, que la propriété 4. (l(ci+1, α) = l(ci, α) − 1)
est vériﬁée pour ci+1. La courbe ci+1 vériﬁe bien toutes les propriétés souhaitées.
Revenons maintenant aux diﬃcultés évoquées précédemment. Pour les éviter à toute
étape de la récurrence, il suﬃt d'imposer aux courbes ci de vériﬁer une propriété sup-
plémentaire (imposer cette condition revient à donner à chaque étape des conditions
supplémentaires que doivent vériﬁer le diﬀéomorphisme ϕi et la courbe αˆi) :
6. Si ci(0) appartient à Kmin et si ci intersecte α, alors ci(1) = ϕ−1((i + 1, 34)) et ci a
nombre d'intersection 1 avec α. Dans tous les autres cas, on a ci(1) = ϕ−1((i+ 1, 14)) et
ci a nombre d'intersection algébrique 0 avec α.
Vu de manière plus globale, la concaténation des courbes ci aura l'allure suivante.
Notons c˜i un relevé de la courbe ci. Notons l′i le nombre de relevés de α intersectés par
c˜i qui sont à gauche du point ci(0). Notons que ce nombre est nul si et seulement si
ci(0) appartient à Kmin. Alors, tant que l′i > 0, la construction indiquée implique que
ci a nombre d'intersection algébrique 0 avec α, ci(1) = ϕ−1((i + 1, 14)) et l
′
i+1 = l
′
i − 1.
Notons i0 le premier instant pour lequel l′i0 = 0. Alors, pour tout entier l − 1 > i ≥ i0,
on a l′i = 0 et la courbe ci a nombre d'intersection 1 avec α et ci(1) = ϕ
−1((i + 1, 3
4
)).
Enﬁn, la courbe cl−1 ne rencontrera pas la courbe α mais rencontrera un relevé de la
courbe β avec nombre d'intersection algébrique 1 et cl−1(1) = ϕ−1((i+ 1, 14)).
Vériﬁons maintenant qu'avec cette construction, aucun des deux cas à problème
précédemment évoqués n'apparaissent. Lorsque le point ci(0) n'appartient pas à Kmin,
alors ci(1) = ϕ−1((i+1, 14)) n'appartient pas à R×(1/2, 1) : on n'est dans aucun des deux
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cas à problèmes. Si le point ci(0) appartient à Kmin, alors le point ci(1) n'appartient pas
à R× (0, 1/2) donc, là aussi, la construction précédente s'applique.
Cas i = l − 1. Dans ce cas, on a l(cl−1, α) = 0 et on termine la construction par la
construction de cl comme suit. On a cl−1(1) = ϕ−1((l − 1, 14)). Par conséquent, le point
cl−1(1) est dans la même composante connexe de A− (α(R) ∪ β(R)) que la courbe δ. Il
suﬃt alors de prendre pour cl la concaténation d'une courbe qui joint ci(1) à un point
δ(t0) de δ, en évitant α et β et en ne rencontrant
⋃
j<lAj que en ci(1), et de δ|[t0,+∞).
On aura choisi le point δ(t0) de sorte que la courbe δ|[t0,+∞) ne rencontre pas
⋃
j<lAj.
Le chemin cl vériﬁe alors les conditions requises.
Chapitre 3
Norme de fragmentation sur le tore
3.1 Fragmentation et ensemble de rotation
Soit A une partie de R2. On dit que A est incluse dans une bande rationnelle de
largeur M ≥ 2 si et seulement si il existe une droite D ⊂ R2 passant par l'origine (0, 0)
et deux couples d'entiers relatifs (m1, n1) et (m2, n2) tels que :
 la partie A est incluse dans la bande ouverte B délimitée par les droitesD+(m1, n1)
et D + (m2, n2) ;
 le cardinal de l'ensemble des droites incluses dans B de la forme D + (k, k′), où k
et k′ sont des entiers relatifs, est inférieur ou égal à M − 2.
Pour une partie A compacte de R2, on déﬁnit la largeur largeur(A) de A comme le plus
petit entier M tel que la partie A est incluse dans une bande rationnelle de largeur M .
Le but de cette section est de démontrer le théorème suivant.
Pour un élément f de Diffr0(T2), on note FragA(f) le nombre minimal de facteurs né-
cessaires pour écrire f en tant que produit d'homéomorphismes dans Diffr0(T2) supportés
dans des anneaux.
Théorème 3.1. Soit f un diﬀéomorphisme de Diffr0(T2). Notons f˜ un relevé de f et
rot(f˜) l'ensemble de rotation de ce relevé. On a alors :
FragA(f) ≤
⌊
largeur(rot(f˜))
2
⌋
+ 1.
Ce théorème va immédiatement découler de deux proposition. Avant d'énoncer la
première d'entre elles, nous avons besoin d'une déﬁnition.
Déﬁnition 3.1. Soit γ un lacet simple du tore non trivial en homologie. Soit f un
diﬀéomorphisme de Diffr0(T2). On note F un relevé de f et γ˜i les composantes connexes
de Π−1(γ). On dit que le lacet γ est étiré N fois par f si et seulement si :
] {n ∈ Z, F (γ˜0) ∩ γ˜n 6= ∅} = N.
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Proposition 3.2. Soit f un diﬀéomorphisme dans Diffr0(T2). S'il existe un lacet simple
γ non-trivial en homologie qui est étiré au plus N fois par f , alors :
FragA(f) ≤
⌊
N
2
⌋
+ 2.
La deuxième proposition reprend les idées d'une démonstration d'un théorème de
Kwapisz.
Proposition 3.3. Soit f un diﬀéomorphisme dans Diffr0(T2). Si l'ensemble de rotation
d'un (donc de tout) relevé de l'homéomorphisme f est inclus dans une bande rationnelle
de taille M ≥ 2, alors il existe un lacet simple γ non-trivial en homologie qui est étiré
au plus M − 2 fois par f .
Il suﬃt d'appliquer successivement les propriétés 3.3 puis 3.2 pour obtenir le théo-
rème 3.1.
3.1.1 Preuve de la proposition 3.3
Étant donnés deux plongements propres de R d'images D0 et D1 (qui sont naturel-
lement orientées), on notera D0 < D1 si et seulement si les droite topologiques D0 et
D1 sont disjointes et la droite topologique D0 est inclus dans la composante connexe de
R2−D1 qui est à gauche de D1. Si u est un vecteur de R2, on note Tu la translation du
plan de vecteur u.
Soit F un relevé de l'homéomorphisme f . Quitte à conjuguer l'homéomorphisme F
par un élément de SL2(Z) et à composer par une translation de vecteur à coordonnées
entières, on peut supposer que l'ensemble de rotation de F est inclus dans la bande
ouverte (0,M)×R. Dans ce cas, les applications F , T1,0 et T(M,0) ◦F−1 commutent deux
à deux et ont un ensemble de rotation inclus dans (0,+∞)× R. D'après la proposition
3.1 et l'appendice B de [5], il existe une courbe simple γ du tore homotope à Π({0}×R)
telle que, si l'on note γ˜ une composante connexe de Π−1(γ), on ait :
1. γ˜ < F (γ˜) ;
2. γ˜ < T(M,0) ◦ F−1(γ).
Ces deux relations impliquent que
γ˜ < F (γ˜) < γ˜ + (M, 0)
et donc que le lacet γ est étiré au plus M − 2 fois par l'homéomorphisme F .
3.1.2 Preuve de la proposition 3.2
Dans le cas N = 0 ou N = 1, il existe un anneau A plongé dans le tore qui contient
le lacet γ et son image par l'homéomorphisme f . Il existe alors une application f1 dans
Diffr0(T2) supporté dans l'anneau A qui coïncide avec l'application f sur un voisinage
38 Fragmentation et ensemble de rotation
de la courbe γ. On pose alors f2 = f
−1
1 ◦ f . L'application f2 appartient bien au groupe
Diffr0(T2) et est supporté dans un anneau qui est le complémentaire d'un voisinage du
lacet γ. De plus, on a : f = f1 ◦ f2 donc FragA(f) ≤ 2.
Traitons maitenant par récurrence le cas N ≥ 2. Quitte à perturber légèrement la
courbe γ, on peut supposer que cette courbe est régulière. Notons (γ˜i)i∈Z la famille des
composantes connexes de Π−1(γ), de sorte que la courbe γ˜i soit incluse dans la bande
délimitée par les droites topologiques γ˜i−1 et γ˜i+1. On peut supposer, quitte à faire un
changement de coordonnées, que γ˜i = {i} × R. Notons :
{
nmax = max {i ∈ Z, F (γ˜0) ∩ γ˜i 6= ∅}
nmin = min {i ∈ Z, F (γ˜0) ∩ γ˜i 6= ∅}
et : {
I = Π(F (γ˜0(R)) ∩ {(x, y) ∈ R2, x > nmax})
J = Π(F (γ˜0(R)) ∩ {(x, y) ∈ R2, x < nmin}) .
On va montrer qu'il existe un lacet simple c isotope à γ qui est disjoint de γ, de I
et de J . On considère l'anneau découpé par γ, c'est-à-dire une immersion surjective
A = [0, 1] × S1 → T2 dont la restriction à l'intérieur de l'anneau A˚ est un plongement
et les images de {0}× S1 et de {1} × S1 sont chacune égales à γ(R). Les ensembles I et
J du tore sont désormais vus comme sous ensembles de l'anneau via cette immersion.
Chaque composante connexe de I ∪J a ses deux extrémités dans une même composante
de bord de l'anneau A. Par conséquent, il existe un lacet simple fermé c homotope à
chacune des composantes connexes du bord de l'anneau A, inclus dans l'intérieur de cet
anneau (i.e. disjoint de la courbe γ), qui est disjoint de I et de J .
On va maintenant construire un diﬀéomorphisme h dans Diffr0(T2) supporté dans le
complémentaire d'un voisinage de c tel que la composée h ◦ f étire le lacet γ au plus
N−2 fois. Une fois l'existence d'un tel diﬀéomorphisme montrée, une récurrence permet
de conclure la preuve de la proposition 3.2.
Notons c˜i la composante connexe de Π−1(c) comprise entre γ˜i−1 et γ˜i. Notons I ′
(respectivement J ′) la réunion des composantes connexes de f(γ) − c qui contiennent
une composante connexe de I (respectivement J). On considère l'anneau découpé par c
que l'on note A. Pour les mêmes raisons que précédemment, il existe un lacet c′ isotope
à c et disjoint de c, de I ′ et de J ′. On identiﬁe l'anneau A à [0, 1] × S1 de sorte que
le lacet c′ soit identiﬁé au lacet
{
1
2
} × S1. Soient 0 < r1 < r2 < 12 < r3 < r4 < 1 de
sorte que l'anneau ouvert (r1, r4)× S1 contienne l'image de la courbe γ et que l'anneau
[r2, r3] × S1 ne rencontre pas les ensembles I ′ et J ′. On considère alors un champ de
vecteurs X radial supporté dans l'intérieur de A (identiﬁé à un anneau ouvert du tore)
tel que :
 pour un point (r, θ) de [r1, r2]× S1, on a X(r, θ) = (−1, 0) ;
 pour un point (r, θ) de [r3, r4]× S1, on a X(r, θ) = (1, 0).
Notons ϕtX le ﬂot à l'instant t de ce champ de vecteurs. Il existe alors un instant t0 > 0
tel que ϕt0X(I
′) ∩ γ(S1) = ∅ et ϕt0X(J ′) ∩ γ(S1) = ∅. Il suﬃt alors de poser h = ϕt0X pour
conclure.
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3.1.3 Conséquences
Proposition 3.4. Tout diﬀéomorphisme f obtenu comme temps 1 du ﬂot d'un champ de
vecteurs autonome a une norme de fragmentation dans des anneaux FragA(f) inférieure
ou égale à 4.
Il suﬃt donc d'arriver à écrire tout diﬀéomorphisme en tant que produit d'un nombre
uniformément borné de diﬀéomorphismes qui sont temps 1 du ﬂot d'un champ de vec-
teurs autonome du tore pour montrer que la norme de fragmentation (et donc la longueur
des commutateurs) est bornée.
Démonstration. Cette proposition est essentiellement une conséquence d'un théorème
de Franks et Misiurewicz selon lequel tout diﬀéomorphisme obtenu comme temps 1 du
ﬂot d'un champ de vecteurs autonome a un ensemble de rotation qui est de l'une des
formes suivantes :
 un singleton ;
 un segment contenu dans une droite de pente rationnelle qui passe par le point
(0, 0) ;
 un segment de pente irrationnelle dont l'une des extrémités est le point (0, 0).
Dans les deux premiers cas, l'ensemble de rotation est inclus dans une bande rationnelle
de taille 2 et le théorème 3.1 permet directement d'en déduire que la norme de fragmen-
tation dans des anneaux est majorée par 2 dans ce cas. Dans le dernier cas, il suﬃt de
perturber un peu le champ de vecteurs qui déﬁnit f pour créer une orbite périodique.
On obtient un diﬀéomorphisme g temps 1 du ﬂot d'un champ de vecteurs autonome
dont l'ensemble de rotation contient le point (0, 0) ainsi qu'un point distinct de (0, 0) à
coordonnées rationnelles : on vient de voir que ceci implique que FragA(g) ≤ 2. De plus,
le diﬀéomorphisme g peut être choisi arbitrairement proche de f donc on peut supposer
que FragA(f ◦ g−1) ≤ 2 en vertu du lemme de fragmentation (voir l'appendice B). On
en déduit que FragA(f) ≤ 4, ce qu'il fallait démontrer.
3.2 Un peu plus sur la fragmentation dans le tore
Dans cette section, nous allons tenter de trouver un critère pour que, étant donnés
deux lacets fermés simples α et β, il existe un diﬀéomorphisme supporté dans un anneau
qui envoie la courbe β sur une courbe disjointe de α. Cela va permettre de mieux com-
prendre la quantité FragA déﬁnie dans la section précédente. Dans un premier temps,
nous allons trouver une condition nécessaire sur des lacets simples essentiels α, β et
c pour qu'il existe un homéomorphisme isotope à l'identité supporté dans le complé-
mentaire de la courbe c qui envoie la courbe β sur une courbe disjointe de α. Dans,
un deuxième temps, nous allons montrer qu'il existe toujours un lacet simple essentiel
c qui vériﬁe la condition nécessaire précédente. Enﬁn, nous allons trouver sous quelles
conditions supplémentaires la condition nécessaire précédente est suﬃsante.
Décrivons la condition nécessaire en question. Fixons deux lacets simples essentiels
orientés isotopes α et β. Notons (α˜i)i∈Z la famille des composantes connexes orientées
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(par l'orientation de α) de Π−1(α(R)), où les courbes α˜i sont numérotées de sorte que,
pour j > i, la courbe α˜j soit à droite de la courbe α˜i. De la même manière, on déﬁnit
la famille (β˜i)i∈Z des composantes connexes orientées de Π−1(β(R)).
On dit qu'un lacet simple essentiel c vériﬁe les conditions locales vis-à-vis de α et de
β si les conditions suivantes sont vériﬁées :
 la courbe c ne rencontre pas l'ensemble α(R) ∩ β(R) ;
 notant B˜i la bande ouverte délimitée par les courbes β˜i et β˜i+1, la condition sui-
vante est vériﬁée : il existe un indice j ∈ Z tel que l'inclusion Π−1(c∩α)∩ B˜i ⊂ α˜j
est satisfaite.
 notant A˜i′ la bande ouverte délimitée par les courbes α˜i′ et α˜i′+1, la condition
suivante est vériﬁée : il existe un indice j′ ∈ Z tel que l'inclusion Π−1(c∩α)∩A˜i′ ⊂
α˜j′ est satisfaite.
Proposition 3.5. Soit c un lacet simple essentiel du tore T2. Supposons qu'il existe un
homéomorphisme f dans le groupe Homeo0(T2) supporté dans le complémentaire d'un
voisinage de la courbe c tel que la courbe f(β) est disjointe de la courbe α. Alors la
courbe c vériﬁe les conditions locales vis-à-vis de α et de β.
Démonstration. Soit f un homéomorphisme qui vériﬁe l'hypothèse de la proposition.
Notons f˜ le relevé de l'homéomorphisme f qui ﬁxe les points de Π−1(c). Nous allons
voir que la proposition est une conséquence directe du lemme suivant.
Lemme 3.6. Fixons un indice i dans Z. Notons l ∈ Z l'indice tel que la bande ou-
verte comprise entre α˜l−1 et α˜l contienne la courbe f˜(β˜i). Avec ces notations, l'ensemble
Π−1(c(R)) ∩Bi ne rencontre pas les droites topologiques α˜l′ pour l′ ≤ l − 1.
Preuve du lemme 3.6. Raisonnons par l'absurde. Supposons qu'il existe un indice l′ ≤
l − 1 pour lequel Π−1(c) ∩ B˜i ∩ α˜l′ 6= ∅. Notons p˜ un point de ce dernier ensemble.
On remarque que le point p˜ est situé à droite de la droite topologique orientée β˜i et
à gauche de la droite topologique f˜(β˜i). De plus, ces deux droites topologiques sont
isotopes relativement au point p˜, d'où la contradiction.
On a aussi l'énoncé symétrique suivant :
Lemme 3.7. Notons l ∈ Z l'indice tel que la bande ouverte comprise entre α˜l et α˜l+1
contienne la courbe f˜(β˜i+1). Avec ces notations, l'ensemble Π−1(c(R))∩ B˜i ne rencontre
pas les droites topologiques α˜l′ pour l′ ≥ l + 1.
Montrons maintenant la proposition à l'aide de ces deux lemmes. Tout d'abord, il
est clair que la courbe c ne rencontre pas α ∩ β : un point de l'intersection de ces trois
courbes est ﬁxé par f donc appartient à f(β) ∩ α. Or, ce dernier ensemble est vide
par hypothèse : on aboutit à une contradiction. Fixons un indice i dans Z et notons
l ∈ Z l'unique indice tel que la courbe f˜(β˜i) est comprise entre les courbes α˜l−1 et α˜l.
Dans ce cas, la courbe f˜(β˜i+1) sera comprise entre les courbes α˜l et α˜l+1. On applique
ensuite les deux lemmes précédents pour conclure que la courbe c vériﬁe la deuxième
condition dans la déﬁnition des conditions locales. On montre de la même manière que
cette courbe vériﬁe la troisième condition dans la déﬁnition des conditions locales.
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Proposition 3.8. Pour deux lacets α et β essentiels, simples et isotopes, il existe un
lacet essentiel simple qui vériﬁe les conditions locales vis-à-vis des courbes α et β.
Démonstration. Fixons un indice i ∈ Z. Pour deux indices p < q, on note A˜p,q la bande
ouverte située entre les courbes α˜p et α˜q. Remarquons qu'il suﬃt de montrer qu'il existe
un entier l ∈ Z et un lacet c simple essentiel dans le tore inclus dans Π(A˜l−1,l+1 ∩ B˜i).
On peut alors perturber ce lacet pour qu'il évite β∩α. Le lacet obtenu vériﬁera alors les
conditions locales vis-à-vis des lacets α et β. Notons lmin (respectivement lmax) le plus
petit (respectivement le plus grand) indice l ∈ Z tel que la droite topologique α˜l ren-
contre la bande B˜i. On regarde ensuite le premier indice l0 ≥ lmin pour lequel l'ensemble
Π(B˜i∩ A˜lmin−1,l) remplit la topologie du tore. Précisons ce qui précède. Notons (al)l≥lmin
la suite des rangs des applications linéaires H1(Π(B˜i∩ A˜lmin−1,l),R)→ H1(T2,R). Cette
suite est croissante et est stationnaire égale à 2 pour l ≥ lmax + 1. Notons l0 le premier
indice l ≥ lmin pour lequel al0 = 2. Dans ce cas, comme l'ensemble Π(B˜i ∩ A˜l0+1,lmax+1)
est disjoint de l'ensemble Π(B˜i∩A˜jmin−1,l0) qui remplit l'homologie du tore, l'application
H1(Π(B˜i ∩ A˜l0+1,lmax+1),R)→ H1(T2,R)
est nulle. De plus, par déﬁnition de l0, l'application linéaire
H1(Π(B˜i ∩ A˜lmin−1,l0−1),R)→ H1(T2,R)
n'est pas surjective. Par conséquent, l'ensemble Π(B˜i ∩ A˜l0−1,l0+1), qui est le complé-
mentaire des fermés Π(B˜i∩ A˜lmin−1,l0−1) et Π(B˜i∩ A˜l0+1,lmax+1), contient un lacet simple
essentiel du tore qui vériﬁe les conditions locales.
Nous allons maintenant décrire des couples de lacets simples α et β pour lesquelles
l'existence d'une courbe c qui vériﬁe les conditions locales implique qu'il existe un ho-
méomorphisme supporté dans un anneau qui envoie la courbe β sur une courbe disjointe
de la courbe α.
On se donne deux lacets simples orientés α et β. On suppose pour simpliﬁer que
ces deux lacets sont de classe C1 et transverses (mais ce qui suit pourrait être adapté
au cas où ces hypothèses ne seraient pas vériﬁées). Notons {x1, x2, . . . , xp} l'ensemble
des points d'intersection des lacets α et β. Les indices de ces points d'intersection sont
choisis de sorte que, si l'on parcourt le lacet β en partant du point x1 en suivant le sens
donné par l'orientation du lacet β, on rencontre successivement les points x1, x2, . . . , xp.
On note α|[xi,xj ] (respectivement β|[xi,xj ]) le chemin obtenu en parcourant le lacet α (res-
pectivement β) depuis le point xi jusqu'au point xj dans le sens donné par l'orientation
de α (respectivement β). On dira que le lacet β est croissant vis-à-vis du lacet α si et
seulement si, pour tout indice i ∈ [1, p], l'une des conditions suivantes est vériﬁée (les
indices étant pris modulo p) :
 la base des vecteurs-vitesse (α′(α−1(xi)), β′(β−1(xi))) a même orientation que la
base (α′(α−1(xi+1)), β′(β−1(xi+1))) ;
 les bases (α′(α−1(xi)), β′(β−1(xi))) et (α′(α−1(xi+1)), β′(β−1(xi+1))) ont des orien-
tations opposées et les courbes α|[xi,xi+1] et β|[xi,xi+1] sont homotopes à extrémités
ﬁxes.
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Par conséquent, le lacet β n'est pas croissant vis-à-vis de α si et seulement si il existe
un indice i telle que le lacet formé de la concaténation des courbes α|[xi,xi+1] et β|[xi+1,xi]
est homotope au lacet trivial (voir la ﬁgure 3.1).
β
α
Figure 3.1  Situation où le lacet β n'est pas croissant vis-à-vis de α
Nous aurons besoin du lemme suivant qui utilise l'hypothèse de croissance du lacet
β vis-à-vis du lacet α (et qui justiﬁe la terminologie utilisée) :
Lemme 3.9. Notons (x˜n)n∈Z la suite des intersections de la droite topologique orientée
β˜0 avec α˜l, pour l ∈ Z, indexée de sorte qu'elle soit croissante pour l'ordre induit sur la
droite β˜0. Alors cette suite est aussi croissante pour l'ordre induit par α˜l.
Démonstration. Notons (y˜n)n∈Z la suite croissante pour β˜0 des intersections de la droite
β˜0 avec Π−1(α). Nous allons montrer par récurrence sur N ∈ N que, pour tout indice
i ∈ Z, si l'on note (y˜in)n la suite ﬁnie obtenue à partir de la suite (y˜n)−N≤n≤N en ne
conservant dans l'ordre que les éléments de cette suite qui appartiennent à la droite α˜i,
alors la suite (y˜in)n est croissante pour l'ordre induit sur la droite α˜i. Remarquons que
cette dernière propriété implique le lemme.
La propriété est vraie lorsque N = 0.
Supposons la propriété précédente vraie pour un rangN et montrons-la au rangN+1.
Notons i0 l'indice tel que le point y˜N+1 appartient à la droite α˜i0 . Dans le cas où aucun
des points de la suite (y˜n)−N≤n≤N n'appartient à la droite α˜i0 , la suite (y˜n)−N≤n≤N+1
vériﬁe la propriété décrite ci-dessus. Dans le cas contraire, notons k le plus grand indice
inférieur ou égal à N pour lequel le point y˜k appartient à la droite α˜i0 . Si k = N , la
déﬁnition de croissance du lacet β vis-à-vis du lacet α implique que le point y˜N+1 est
après le point y˜N pour l'ordre induit sur la droite α˜i0 : cela découle du fait que les courbes
β|[Π(y˜N ),Π(y˜N+1)] et α|[Π(y˜N ),Π(y˜N+1)] sont isotopes à extrémités ﬁxes. Supposons maintenant
que l'indice k est distinct de N . Notons j l'indice tel que le point y˜N appartient à la
droite α˜j. Nécessairement, cet indice est soit i0− 1, soit i0 + 1. Remarquons que le point
y˜k+1 appartient à la droite α˜j : dans le cas contraire, il existerait un indice l strictement
supérieur à k et strictement inférieur à N tel que le point y˜l appartient à la droite α˜i0 ,
ce qui est exclu par déﬁnition de k. Par hypothèse de récurrence, le point y˜N est après le
point y˜k+1 pour l'ordre induit sur la droite α˜j. Comme les deux segments topologiques
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β˜0|[y˜k,y˜k+1] et β˜0|[y˜N ,y˜N+1] sont disjoints, on en déduit que le point y˜N+1 est après le point
y˜k pour l'ordre induit sur la droite α˜i0 . Un raisonnement analogue à celui que l'on vient
de faire dans le cas du point point y˜−N−1 nous donne la propriété souhaitée au rang
N + 1.
Proposition 3.10. Si le lacet β est croissant vis-à-vis du lacet α, alors il existe un
homéomorphisme f dans Homeo0(T2) supporté dans un anneau tel que le lacet f(β) ne
rencontre pas le lacet α.
Démonstration. Notons c un lacet qui vériﬁe les conditions locales vis-à-vis des lacets α
et β : la proposition précédente nous assure qu'un tel lacet existe. Quitte à le perturber
un peu, on peut supposer qu'il est transverse aux lacets α et β. Fixons un relevé β˜0 du
lacet β. Notons lmax (respectivement lmin) l'indice le plus grand (respectivement le plus
petit) pour lequel la droite topologique α˜lmax (respectivement α˜lmin) rencontre la droite
topologique β˜0. Autrement dit, la droite α˜lmax (respectivement α˜lmin) est le relevé de α
qui intersecte β˜0 qui est le plus à droite (respectivement le plus à gauche). On est alors
dans l'un des deux cas suivants :
 l'ensemble α˜lmax ∩ B˜−1 ne rencontre pas l'ensemble Π−1(c) ou, autrement dit, cet
ensemble ne rencontre aucun relevé du lacet c ;
 l'ensemble α˜lmin ∩ B˜0 ne rencontre pas l'ensemble Π−1(c) ou, autrement dit, cet
ensemble ne rencontre aucun relevé du lacet c.
On va montrer dans ce qui suit que, dans le premier cas ci-dessus, il existe un
homéomorphisme h supporté dans le complémentaire d'un voisinage de c tel que, si l'on
note h˜ le relevé de l'homéomorphisme h qui ﬁxe Π−1(c) :
 l'inclusion suivante est vériﬁée{
j ∈ Z, h˜(β˜0) ∩ α˜j 6= ∅
}
⊂
{
j ∈ Z, β˜0 ∩ α˜j 6= ∅
}
;
 la droite topologique h˜(β˜0) ne rencontre pas le relevé α˜lmax ;
 la courbe h(β) est croissante vis-à-vis de α ;
 la courbe c vériﬁe les conditions locales vis-à-vis des courbes α et β.
On a un énoncé symétrique dans le deuxième cas. Une récurrence sur le cardinal de
l'ensemble
{
j ∈ Z, β˜0 ∩ α˜j 6= ∅
}
permet alors de conclure la preuve de la proposition.
Plaçons-nous maintenant dans le cas suivant : l'ensemble α˜lmax∩B−1 ne rencontre pas
l'ensemble Π−1(c). Montrons l'existence d'un homéomorphisme h vériﬁant les propriétés
ci-dessus. Notons C˜ l'adhérence d'une composante connexe de β˜0 ∩ Dα˜lmax , où Dα˜lmax
désigne l'ensemble des points strictement à droite du relevé α˜lmax du lacet α.
Notons x˜i et x˜i+1 les deux extrémités du segment C˜, où le point x˜i est plus petit
que le point x˜i+1 pour l'ordre induit sur β˜0, et on note Π(x˜j) = xj pour j = i ou
j = i + 1. Notons D˜ le disque bordé par les segments topologiques C˜ et α˜|[x˜i,x˜i+1]. Le
lemme précédent implique alors que l'intérieur de ce disque ne contient aucun point du
relevé β˜0. Par conséquent, tous les points de l'intérieur de ce disque sont à gauche de la
droite topologique β˜0. Ainsi, ce disque ne rencontre pas les relevés β˜j du lacet β, pour
j > 0. De plus, par déﬁnition de lmax, ce disque ne rencontre pas les relevés β˜j du lacet
β, pour j < 0. On considère alors un homéomorphisme h1 supporté dans un voisinage
U du disque Π(D˜) (voisinage suﬃsament petit pour que l'ensemble U ∩ β n'ait qu'une
seule composante connexe et que l'ensemble U ne rencontre pas la courbe c) tel que
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h1(β ∩ U) ∩ α = ∅. Si l'on note h˜1 le relevé de l'homéomorphisme h1 qui est supporté
dans Π−1(U), l'ensemble h˜1(β˜0) ∩ Π−1(U) ne rencontre pas la droite topologique α˜lmax .
En procédant de la même manière pour chaque composante connexe de l'ensemble β˜0 ∩
Dα˜lmax , on obtient l'homéomorphisme h recherché (par composition d'homéomorphismes
à support dans des disques deux à deux disjoints).
Corollaire 3.11. Soit f un homéomorphisme dans Diffr0(T2). Supposons qu'il existe un
lacet simple α dont l'image par f est croissante vis-à-vis du lacet α. Dans ce cas, on a :
FragA(f) ≤ 3.
Comme d'autre part, on sait que la norme de fragmentation est bornée par 4 pour les
homéomorphismes de l'anneau, on en déduit que la norme de fragmentation est majorée
par 12 pour de tels homéomorphismes. De plus, comme la longueur des commutateurs
est majorée par deux pour les homéomorphismes de l'anneau (d'après [11]), on en déduit
que la longueur des commutateurs est majorée par 6 pour de tels homéomorphismes.
Un cas d'application de la propriété précédente est le suivant :
Proposition 3.12. Donnons-nous deux lacets simples C1 transverses isotopes α et β
qui sont tous deux positivement transverses à un même feuilletage du tore. Alors le lacet
β est croissant vis-à-vis de α.
Question : Existe-t-il un diﬀéomorphisme f du tore isotope à l'identité tel que, pour
tout lacet essentiel α du tore, le lacet f(α) n'est pas croissant vis-à-vis du lacet α ?
Chapter 4
Commutator length of
diﬀeomorphisms of the closed annulus
4.1 Introduction
Let M be a manifold. The support supp(f) of a homeomorphism f of M is deﬁned
to be the closure of the set:
{x ∈M, f(x) 6= x} .
For r in N∪{∞}, denote by Diffr0(M) the identity component of the group of compactly-
supported Cr-diﬀeomorphism of M . We also write Homeo0(M) = Diff
0
0(M). We study
algebraic properties of these groups.
A commutator in Diffr0(M) is an element of the form [f, g] = f ◦ g ◦ f−1 ◦ g−1. It
is known that, for r 6= dim(M) = dim(∂M) + 1 and r 6= dim(M) + 1 every element in
Diffr0(M) can be written as a product of commutators: indeed, a result by Mather (see
[9], [39], [40]) shows that, if the manifold M is without boundary, the group Diffr0(M)
is perfect if r 6= dim(M) + 1 and the result for manifolds with boundary follows from
this one. A question naturally arises: how many commutators shall we need to write
a given diﬀeomorphism as a product of commutators? For an element f in Diffr0(M),
the commutator length clr(f) is the minimal number of commutators needed to write
f as a product of commutators. Burago, Ivanov and Polterovich showed in [11] that,
when the manifold M is a sphere or compact and three-dimensional without boundary,
the commutator length is bounded (by 4 in the case of the sphere and 10 in the case
of three-dimensional manifolds). They also exhibited a wide class of open manifolds
(that they call portable manifolds), including Rn, for which the commutator length is
bounded by 2. Tsuboi generalized these results for odd-dimensional compact manifolds
and gave a better bound: the commutator length is bounded by 6 in those cases.
A homeomorphism f is said to be supported in a ball if there exists a topological
embedding i : B → M of the closed unit ball B of the same dimension as M such that
supp(f) ⊂ i(B) and i(B)∩ ∂M is homeomorphic to an open cell. Like for commutators,
every element f in Diffr0(M) can be written as a product of diﬀeomorphisms in Diff
r
0(M)
supported in balls and we deﬁne Fragr(f) to be the minimal number of diﬀeomorphisms
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in such a decomposition. Burago, Ivanov, Polterovich and Tsuboi showed also that the
fragmentation norm is bounded in the case of odd-dimensional manifolds and of open
portable manifolds.
The commutator length and the fragmentation norm are two examples of the more
general notion of conjugation-invariant norm on a group introduced by Burago, Ivanov
and Polterovich in [11]. They proved that the fragmentation norm plays a crucial role:
every conjugation-invariant norm on Diffr0(M) is bounded if and only if the fragmenta-
tion norm is bounded.
In this chapter, we consider the case of the closed annulus A. We prove some esti-
mates on the commutator length and the fragmentation norm, which implie in particular
that they are unbounded, contrarily to the above examples 1. For a diﬀeomorphism f in
Diffr0(A), let ρ(f) be the diﬀerence of the translation numbers of f on the two boundary
components (for a precise deﬁnition of ρ(f), see the next section). The following theo-
rem shows that ρ is a quasi-isometry from Diffr0(M), endowed with the fragmentation
norm or the commutator length, to R:
Theorem 4.1. Let r be an integer diﬀerent from 2 and 3. For any diﬀeomorphism f
in Diffr0(A), ∣∣∣∣ |ρ(f)|4 − clr(f)
∣∣∣∣ ≤ 474
and
|ρ(f)− Fragr(f)| ≤ 16.
In fact, the map ρ is a quasi-morphism (this notion will be deﬁned in the next
section) on the group Diffr0(A) and is essentially the only quasi-morphism on this group:
Theorem 4.2. If r 6= 2, 3, every homogeneous quasi-morphism on Diffr0(A) is colinear
to ρ.
Remark For r = 2 or r = 3, the result holds if we replace Diffr0(A) by
[Diffr0(A),Diff
r
0(A)], the subgroup generated by commutators. Whether the equality
[Diff30(A),Diff
3
0(A)] = Diff
3
0(A) holds or not is still an open question.
In the next section, we state a proposition which give ﬁne estimates on the commu-
tator length. We also show that this proposition implie the ﬁrst part of Theorem 4.1 and
Theorem 4.2. The third section is devoted to the proof of this proposition. In the fourth
section, we prove an analogous proposition on the fragmentation norm which implies
the second part of Theorem 4.1. Finally, in the last section, we discuss generalizations
of these results to other surfaces. We will prove the following result:
Theorem 4.3. Let M be a surface with non-empty boundary which is diﬀerent from
the disk and r be a number in N ∪ {∞}. Then the group Diffr0(M) admits non-trivial
homogeneous quasi-morphisms. In particular, this group is stably unbounded.
1. Observe in particular that, for a manifoldM with interior int(M), the boundedness of Diffr0(∂M)
and of Diffr0(int(M)) does not necessarily imply that Diff
r
0(M) is bounded (compare to [1] ).
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c
c′
Figure 4.1: A diﬀeomorphism f which sends the curve c to the curve c′ satisﬁes ρ(f) = 2
4.2 Quasimorphisms on Diffr0(A)
Deﬁnition 4.1. Given a group G, a homogeneous quasi-morphism on G is a map
q : G→ R which satisﬁes:
1. ∃D > 0, ∀a, b ∈ G, |q(ab)− q(a)− q(b)| ≤ D.
2. ∀a ∈ G, ∀n ∈ Z, q(an) = nq(a).
The least constant D(q) which satisﬁes 1) is called the defect of the quasimorphism q.
The trivial quasimorphism is the quasimorphism which maps every element of G to 0.
A ﬁrst connection between commutator length and quasi-morphisms is given by the
following classical lemma (see [4] and [12]):
Lemme 4.1. Suppose G is perfect. If G admits a non-trivial homogeneous quasi-
morphism q, then clG is unbounded. Moreover,
∀g ∈ G, |q(g)| ≤ 2clG(g)D(q).
Quasi-morphisms on G are in fact more closely related to commutator length via the
Bavard duality (see [4] and [12]). A typical example is the translation number on the
group HomeoZ(R) of homeomorphisms of R which commute with integral translations
(which is also the group of lifts of orientation-preserving homeomorphisms of the circle):
for every homeomorphism f in HomeoZ(R), the sequence (f
n(x)−x
n
)n converges for any x
and the limit is independant of the chosen point x. This limit is called the translation
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number of f . It actually deﬁnes a quasi-morphism on the group HomeoZ(R) (see [27]
for more information on the translation number).
We now consider the closed annulus A = R/Z × [0, 1]. We build a quasi-morphism
on the identity component Homeo0(A) of the group of homeomorphisms of A. The
following construction is due to Frederic Le Roux. We denote by pi : R × [0, 1] → A
the universal covering of A. Given a homeomorphism f in Homeo0(A), consider a lift
F : R × [0, 1] → R × [0, 1] of f , i.e. a homeomorphism of R × [0, 1] which satisﬁes
pi ◦F = f ◦pi. The maps F0 = FR×{0} and F1 = FR×{1} belong to the group HomeoZ(R).
If we replace F by some other lift F +k, then both translation numbers of F0 and F1 will
increase by k. Thus the diﬀerence of the translation numbers of these homeomorphisms
is independent of the lift F chosen. We denote this number by ρ(f) and call it the
torsion number. As the translation number is a homogeneous quasi-morphism on the
group HomeoZ(R), ρ is a (nontrivial) homogeneous quasi-morphism on Homeo0(A) which
restricts to a non-trivial quasi-morphism on Diffr0(A) for every r in N ∪ {∞}.
We ﬁrst reduce Theorem 4.2 to the following proposition, which gives estimates on
the commutator length. We denote by E the lower integer part and, for an element f
in Diffr0(A):
α(f) = min
r∈R
|F1(r)− F0(r)| ,
where F is a lift of f (note that this quantity is independent of the choice of the lift).
Proposition 4.2. Let f 6= IdA be a homeomorphism in Diffr0(A) and F be a lift of f .
Then, for any r 6= 2, 3:
E
(
α(f) + 3
4
)
+ 9 ≥ clr(f) ≥ E
(
α(f)
4
)
+ 1.
If r = 0, then the 9 appearing in the upper bound may be improved to 5.
This proposition will be established in the next section. Now, we deduce the ﬁrst
part of Theorem 4.1 and Theorem 4.2 from Proposition 4.2.
Proof of the ﬁrst part of Theorem 4.1. It suﬃces to show that, for every element f in
Diffr0(A):
||ρ(f)| − α(f)| ≤ 2.
Take a real number r0 in R such that α(f) = |F1(r0)− F0(r0)|, where F is a lift of f .
We will prove that :
|ρ(f)− F1(r0)− F0(r0)| ≤ 2.
For every homeomorphisms G and H in HomeoZ(R), we have the following classical
inequality:
∀r ∈ R, |(G(H(r))− r)− (G(r)− r)− (H(r)− r)| ≤ 1.
Using this formula, we obtain by induction, for i ∈ {0, 1}:
∀n ∈ N, |F ni (r0)− nFi(r0) + (n− 1)r0| ≤ n− 1
and |F n1 (r0)− F n0 (r0)− n(F1(r0)− F0(r0))| ≤ 2n−2. Dividing by n and taking the limit
n→ +∞ allows us to conclude the proof.
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Proof of Theorem 4.2. The strategy of the proof is the same as in the case of the trans-
lation number on HomeoZ(R) (see [27]). Let q be a homogeneous quasi-morphism on
Diffr0(A). Let t be a C∞-diﬀeomorphism in Diff
∞
0 (A) which is a "twist": there exists a
lift T of t which satisﬁes:
∀x ∈ R,
{
T (x, 0) = (x, 0).
T (x, 1) = (x+ 1, 1).
(For instance, one can take t(x, r) = (x+ r, r).) Then q− q(t)ρ is a homogeneous quasi-
morphism which vanishes on t and the next lemma allows us to complete the proof of
Theorem 4.2.
Remark Observe that t ﬁxes the boundary but there is no continuous path of diﬀeo-
morphisms ﬁxing the boundary between the identity and t.
Lemma 4.4. Every homogeneous quasi-morphism on Diffr0(A) which vanishes on t is
trivial, if r 6= 2, 3.
Proof of lemma 4.4. Let q be such a quasi-morphism. Then, for every integer n ∈ Z
and every homeomorphism f in Diffr0(A), we have
|q(tnf)− q(f)| ≤ D(q).
Let us ﬁx f in Diffr0(A) and choose an integer n0 such that α(tn0f) < 1 (if α(f) =
minr∈R(F1(r) − F0(r)), then α(tpf) = α(f) + p as long as p > −α(f) and the other
cases are similar or easier). Then, by proposition 4.2, the homeomorphism tn0f may be
written as a product of at most 9 commutators. Therefore, using lemma 1.2:
|q(tn0f)| ≤ 18D(q)
and |q(f)| ≤ 19D(q). Hence, q is a bounded homogeneous quasimorphism: it is trivial.
4.3 Estimation of the commutator length
This section is devoted to the proof of Proposition 4.2. We will ﬁrst make the proof
in the case r = 0 and then an approximation argument will give the r > 0 case. We will
need a theorem by Eisenbud, Hirsch and Neumann on the commutator length for lifts
of circle homeomorphisms.
Theorem 4.5. (Eisenbud-Hirsch-Neumann (see [14] Theorem 2.3))
A homeomorphism F in HomeoZ(R) can be written as a product of n commutators
in HomeoZ(R) if and only if:
min
x∈R
|F (x)− x| < 2n− 1.
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4.3.1 Lower bound of the commutator length for r = 0
Let f be a homeomorphism in Homeo0(A) with cl0(f) = n. Let F denote a lift of f
which can be written as a product of n commutators in the group of lifts of elements in
Homeo0(A) namely
{G ∈ Homeo0(R× [0, 1]),∀(x, t) ∈ R× [0, 1], G(x+ 1, t) = G(x, t) + (1, 0)} .
Then F0 and F1, which belong to HomeoZ(R), can be written as a product of n commu-
tators. Using the Eisenbud-Hirsch-Neumann theorem, we get:
min
x∈R
|F0(x)− x| = |F0(x0)− x0| < 2n− 1
and:
min
x∈R
|F1(x)− x| = |F1(x1)− x1| < 2n− 1.
We may assume that: x0 < x1 < x0 + 1. These inequalities imply that:
α(f) ≤ |F0(x0)− F1(x0)|
≤ |F0(x0)− x0|+ |(F1(x0)− x0)− (F1(x1)− x1)|+ |F1(x1)− x1|
< (2n− 1) + 2 + (2n− 1)
< 4n
The lower bound in Proposition 4.2 is therefore proved.
4.3.2 Upper bound of the commutator length for r = 0
To get an upper bound, we ﬁrst compose a given homeomorphism by some number
of commutators to get a homeomorphism which admits a lift which pointwise ﬁxes the
boundary. Then we compose by 2 commutators to get a homeomorphism with a lift
which is the identity in a neighbourhood of the boundary. Finally, such a homeomor-
phism can be written as a product of 2 commutators, by a result by Burago, Ivanov and
Polterovich.
Let f be a homeomorphism in Homeo0(A). Let k = E(α(f)+34 ) + 1.
First step: getting a homeomorphism with a lift which ﬁxes pointwise the
boundary by composing with k commutators
Up to conjugating by (x, r)→ (x, 1−r), we may assume that f is a "positive twist":
there exists a lift F of f and a real number x0 which satisfy α(f) = F1(x0)− F0(x0).
By composing the lift F by an integral translation if necessary, we may suppose that:
2k − 2 ≤ F1(x0)− x0 < 2k − 1.
Then, as 4k > α(f) + 3:
F0(x0)− x0 = F1(x0)− x0 − α(f) ≥ 2k − 2− α(f) > 1− 2k.
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By using the Eisenbud-Hirsch-Neumann theorem, we get that F1 and F0 can be written
as products of k commutators in HomeoZ(R):{
F1 =
∏k
i=1[gi,1, hi,1]
F0 =
∏k
i=1[gi,0, hi,0]
,
where the gi,j's and the hi,j's belong to HomeoZ(R).
For every index i, let us take Gi : R× [0, 1]→ R× [0, 1] (respectively Hi) a lift of an
element gi (respectively hi) of Homeo0(A) which satisﬁes:{
p1 ◦Gi(., 1) = gi,1
p1 ◦Gi(., 0) = gi,0
(respectively: {
p1 ◦Hi(., 1) = hi,1
p1 ◦Hi(., 0) = hi,0 ).
Note that the homeomorphisms Hi and Gi exist because the gi,j'sand the hi,j's are
isotopic to the identity. Then the homeomorphism [hk, gk] ◦ [hk−1, gk−1] ◦ . . . ◦ [h1, g1] ◦ f
admits a lift which pointwise ﬁxes the boundary.
Second step: a homeomorphism with a lift which pointwise ﬁxes the bound-
ary can be written as a product of 4 commutators
Fix a homeomorphism f in Homeo0(A) with a lift F which is the identity on the
boundary.
Consider a path c : [0, 1]→ A which satisﬁes the following conditions, where p1 and
p2 are respectively the ﬁrst and the second projection of A = R/Z × [0, 1] (see ﬁgure
4.3.2):
 c(0) = (−1
4
, 0) and c(1) = (1
4
, 0).
 ∀t ∈ (0, 1), 0 < p2 ◦ c(t) < 14 .
 ∀t ∈ [0, 1], p2 ◦ f ◦ c(t) < 14 .
 ∀t ∈ [0, 1], p1 ◦ f ◦ c(t) ∈ (−38 , 38).
 ∀t ∈ [0, 1], p1 ◦ c(t) ∈ (−38 , 38).
− 14 14 38−
3
8
r = 14
c
f(c)
Figure 4.2: Description of the curve c
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Let D be the connected component of A− ([−1
4
, 1
4
]×{0}∪ c([0, 1])) whose boundary
contains the point (0, 0). According to the Schönﬂiess theorem, there exists a home-
omorphism f1,0 in Homeo0(A) which coincides with f on the closure of D (which is a
closed topological disc) and with support included in (−3
8
, 3
8
)× [0, 1
2
) = D1,0. By taking
a lace homotopic to the lower boundary component and close to it and applying the
Schönﬂiess theorem, we can ﬁnd a homeomorphism f2,0 which coincides with f
−1
1,0 ◦ f
(which is the identity on D) in a neighbourhood of the lower boundary R × {0} and
which satisﬁes:
supp(f2,0) ⊂ (1
8
,
7
8
)× [0, 1
2
) = D2,0.
With the same technique, we can build homeomorphisms f1,1 and f2,1 in Homeo0(A)
which satisfy:
 the homeomorphism f1,1 ◦ f2,1 coincides with f in a neighbourhood of the upper
boundary R× {1}.
 the support of f1,1 is included in (−38 , 38)× (12 , 1] = D1,1.
 the support of f2,1 is included in (18 ,
7
8
)× (1
2
, 1] = D2,1.
Thus, we have f = f1,1 ◦ f2,1 ◦ f1,0 ◦ f2,0 near the boundary.
The next lemma is classical. The idea of the proof of this lemma seems to appear
for the ﬁrst time in [2].
Lemma 4.6. Let H denote the closed upper half plane. Then every element in
Homeo0(H) can be written as one commutator.
Proof. Let h be an element in Homeo0(H). Let U be a neighbourhood of supp(h) and ϕ
be a homeomorphism in Homeo0(H) which satisﬁes the following conditions (see ﬁgure
4.3.2):
- the open sets ϕk(U), for k in N, are pairwise disjoint.
- the sequence (ϕk(U))k∈N converges to a singleton {p} which lies on the boundary as k
tends to +∞.
Figure 4.3: Description of the homeomorphism ϕ
Now, consider the homeomorphism g in Homeo0(H) which satisﬁes:
- g = Id outside
⋃
k∈N ϕ
k(U).
- for every non-negative integer k, g|ϕk(U) = ϕk ◦ h ◦ ϕ−k.
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Then h = [g, ϕ].
According to the lemma applied in the discs Di,j, each fi,j is a commutator, thus
f coincides with a product of 4 commutators in a neighbourhood of the boundary.
We will see that we can improve this to 2. Using this last lemma, we may consider
homeomorphisms gi,j and hi,j supported in Di,j which satisfy fi,j = [gi,j, hi,j]. Note
that:
supp(gi,0) ∩ supp(gi,1) = ∅,
supp(hi,0) ∩ supp(hi,1) = ∅,
supp(gi,0) ∩ supp(hi,1) = ∅,
supp(hi,0) ∩ supp(gi,1) = ∅,
and
supp(fi,0) ∩ supp(fi,1) = ∅.
Thus, those pairs of homeomorphisms commute. Therefore:
g = f1,1 ◦ f2,1 ◦ f1,0 ◦ f2,0 = f1,1 ◦ f1,0 ◦ f2,1 ◦ f2,0
= [g1,1, h1,1] ◦ [g1,0, h1,0] ◦ [g2,1, h2,1] ◦ [g2,0, h2,0]
= [g1,1 ◦ g1,0, h1,1 ◦ h1,0] ◦ [g2,1 ◦ g2,0, h2,1 ◦ h2,0]
Moreover, this homeomorphism coincides with f on a neighbourhood of the boundary.
Thus g−1 ◦ f admits a lift which is the identity near the boundary. As the open annulus
is a portable manifold (see [11] Theorem 1.18), the homeomorphism g−1 ◦ f can be
written as a product of two commutators. This ends the proof of Proposition 4.2 in the
case r = 0.
4.3.3 Case r > 0
It follows directly from the result on homeomorphisms that:
∀f ∈ Diffr0(A), clr(f) ≥ cl0(f) ≥ E(
α(f)
4
) + 1.
To get an upper bound (for r 6= 2, 3), the process is the following. We ﬁrst write a
diﬀeomorphism f as a product of E(α(f)+3
4
) + 5 commutators of homeomorphisms and
we approximate every homeomorphism appearing in this product by a diﬀeomorphism.
Hence, arbitrarily close to f in the C0 topology, there is a product of E(α(f)
4
) + 5
commutators of diﬀeomorphisms. To conclude, it suﬃces to notice that, for r 6= 2, 3,
a diﬀeomorphism suﬃciently close to the identity can be written as a product of 4
commutators. Let us show this last fact. We need the following lemma, which is a
consequence of a fragmentation lemma proved in the appendix:
Lemma 4.7. There exists a C0 neighbourhood Υ of the identity in Diffr0(A) such that:
∀f ∈ Υ, ∃f1, f2 ∈ Diffr0(A),

f = f1 ◦ f2
supp(f1) ⊂ (−38 , 38)× [0, 1]
supp(f2) ⊂ (18 , 78)× [0, 1]
.
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Now, the manifolds (−3
8
, 3
8
) × [0, 1] and (1
8
, 7
8
) × [0, 1] are portable, in the sense of
[11]. It follows from [11] Theorem 1.18 is perfect that, if r 6= 2, 3, the diﬀeomorphisms f1
and f2 may be each written as a product of two commutators: the proof of this theorem
remains valid for ﬁnite regularity except that it uses the fact that the group Diffr0(A) is
perfect, which is true only when r 6= 2 and r 6= 3.
This concludes the proof in the case r > 0.
4.4 Estimation of the fragmentation norm
The analog of Proposition 4.2 for the fragmentation norm is the following proposition,
which implies the second part of Theorem 4.1:
Proposition 4.3. Let f be a homeomorphism in Diffr0(A) and F : R× [0, 1]→ R× [0, 1]
be a lift of f . Suppose f 6= Id. Then, for any r in N ∪ {∞}:
E(α(f)) + 16 ≥ Fragr(f) ≥ E(α(f)) + 1.
If r = 0, then the 16 appearing in the upper bound may be improved to 12.
To make estimates on the fragmentation norm for the closed annulus, we need an
analog of the Eisenbud-Hirsch-Neumann theorem.
4.4.1 Fragmentation norm on HomeoZ(R)
Let A be the subset of HomeoZ(R) given by elements which ﬁx pointwise a nonempty
open interval. This subset generates HomeoZ(R) as a group. If F is a homeomorphism
in HomeoZ(R), we denote Frag(F ) the minimal number of elements of A necessary to
write F as a product of elements of A. The analog of the Eisenbud-Hirsch-Neumann
theorem for the fragmentation norm is the following:
Proposition 4.4. Let F be a homeomorphism in HomeoZ(R). Then, for any k ≥ 0:
Frag(F ) ≤ k + 2⇐⇒ min
x∈R
|F (x)− x| < k + 1.
Proof. Let us start with the direct implication. Write:
F = F1F2 . . . Fk+1Fk+2,
where each Fi belongs to A. Take a point x0 such that Fk+2(x0) = x0. We have, for
every integer i ∈ [1, k + 1]:
|FiFi+1 . . . Fk+1Fk+2(x0)− Fi+1 . . . Fk+1Fk+2(x0)| < 1
and by summing these inequalities:
|F (x0)− x0| < k + 1.
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This proves the direct implication. Let us show the converse by induction on k. For
k = 0, up to replacing F by F−1, we may assume:
0 ≤ min
x∈R
|F (x)− x| = F (x0)− x0 < 1.
Choose a point x1 such that F (x0) < x1 < x0 +1. Then F (x0) < F (x1) < F (x0)+1 and
we can ﬁnd a homeomorphism h in HomeoZ(R) which ﬁxes a neighbourhood of F (x0)
and satisﬁes h ◦F = Id in a neighbourhood of x1. The decomposition F = h−1 ◦ (h ◦F )
shows that Frag(F ) ≤ 2.
Suppose the converse holds for an integer k. Let us prove it for the integer k + 1.
Suppose minx∈R |F (x)−x| < k+2. We may also suppose that minx∈R |F (x)−x| ≥ k+1
(otherwise, we can conclude directly from the induction hypothesis). As usual, we may
assume:
k + 1 ≤ min
x∈R
(F (x)− x) < k + 2.
Let x0 be a point which satisﬁes:
min
x∈R
(F (x)− x) = F (x0)− x0.
The same way as for the initialization, we can ﬁnd a point x1 ∈ (x0, x0 + 1) such that
F (x0) < x1 + k + 1 < F (x0) + 1. Then F (x0) < F (x1) < F (x0) + 1. Therefore, there
exists a homeomorphism h which ﬁxes a neighbourhood of F (x0) and which satisﬁes:
h(F (x1)) < x1 + k + 1.
The induction hypothesis allows then us to ﬁnish the induction and the proof of Propo-
sition 4.4.
4.4.2 Proof of Proposition 4.3
The technique is exactly the same as in the proof of Proposition 4.2, using Proposition
4.4 instead of the Eisenbud-Hirsch-Neumann theorem. Thus the explanations will be
briefer.
Lower bound for the fragmentation norm
Let f be an element in Homeo0(A) with Frag0(f) ≥ 1 and F be a lift of f . Fix a
decomposition of f as a product of Frag0(f) homeomorphisms supported in discs. Let
k0 (respectively k1) be the number of homeomorphisms appearing in this decomposition
whose support meets the lower boundary R/Z× {0} (resp. the upper boundary R/Z×
{1}) of A. Note that k0 +k1 ≤ Frag0(f) as a disc doesn't touch both components of the
boundary, by deﬁnition. First, suppose k0 ≥ 2 and k1 ≥ 2. By Proposition 4.4, there
exist points x0 and x1 in R such that:
|F0(x0)− x0| < k0 − 1
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and:
|F1(x1)− x1| < k1 − 1.
From these inequalities, we get:
α(f) < k0 − 1 + 1 + k1 − 1 ≤ Frag0(f),
which gives the lower bound in Proposition 4.3. In the cases k0 = 1 and k1 ≥ 2 or k1 = 1
and k0 ≥ 2, one of the inequalities
|F0(x0)− x0| ≤ k0 − 1
and
|F1(x1)− x1| ≤ k1 − 1
is indeed strict, which allows us to conclude.
In the case k0 = 0 and k1 ≥ 2 (the case k1 = 0 and k0 ≥ 2 is symmetric), we have,
as F0 = Id:
α(f) < |F1(x1)− x1|+ 1 ≤ k1 ≤ Frag0(f).
In the case (k0, k1) = (1, 1), we have α(f) < 1 and Frag0(f) ≥ 2 so the inequality
α(f) < Frag0(f) holds.
In the cases (k0, k1) ∈ {(0, 0), (0, 1), (1, 0)}, we have α(f) = 0 so the inequality
α(f) < Frag0(f) holds.
Upper bound for the fragmentation norm
Let f be an element in Homeo0(A) with lift F . As usual, we may assume: α(f) =
p1 ◦ F (x0, 1)− p1 ◦ F (x0, 0). Consider a lift of f which satisﬁes:
−1 < F0(x0)− x0 ≤ 0.
Then F1(x0) − x0 = F0(x0) − x0 + α(f) < E(α(f)) + 1. Using Proposition 4.4, we can
see that, after composing by at most E(α(f)) + 2 homeomorphisms supported in discs
which touch the upper boundary, we get a homeomorphism with a lift which ﬁxes the
upper boundary and, by composing by two more homeomorphisms supported in discs
we get a homeomorphism with a lift which ﬁxes both boundary components. Then, by
composing by four homeomorphisms supported in discs, we get a homeomorphism with
a lift which ﬁxes a neighbourhood of the boundary. Finally, by proposition 2.1, such a
homeomorphism may be written as a product of 4 homeomorphisms supported in discs.
Then, an approximation argument using proposition B.1 combined with the frag-
mentation lemma yields the case r > 0.
4.5 Generalization to other surfaces
A similar construction as the one made in section 2 can be carried out on every
compact surfaceM with boundary to obtain quasi-morphisms. However, in those cases,
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we do not know the dimension of the space of quasi-morphism: we just have a lower
bound of it.
4.5.1 Case of open surfaces
SupposeM is a non-compact surface with p boundary components which are circles.
Let us ﬁx such a boundary component of M : C1. Take a path homeomorphic to the
half-line which begins on C1, goes to inﬁnity, and touches the boundary component C1
only at endpoint. Consider the cyclic covering p : M˜ → M associated to this path.
Now, a homeomorphism f in Homeo0(M) admits a unique lift F : M˜ → M˜ which is
supported in p−1(supp(f)). The translation number of the restriction of F to p−1(C1)
gives rise to a quasi-morphism. With this method, p independant quasi-morphisms can
be built. Moreover, if the commutator length is bounded on the group Diffr0(int(M)),
where int(M) denotes M − ∂M , then it can be shown with the same techniques as in
the case of the annulus that the vector space of homogeneous quasi-morphisms is p-
dimensional. As in the case of the closed annulus, this is a consequence of an estimation
of the commutator length. Take a homeomorphism f . First use the Eisenbud-Hirsch-
Neumann to get a homeomorphism with a lift which ﬁxes the boundary components
after a composition by a number of commutators proportional to the sum of the values
of these quasi-morphisms at f . Then, by composing this homeomorphism by a bounded
number of commutators (depending only on the number of boundary components), we
can get a homeomorphism in Diffr0(int(M)). Finally, we have to use the fact that the
commutator length is bounded on this latter group to conclude. In particular, the
vector space of homogeneous quasi-morphism is one-dimensional in the case of the half-
open annulus R/Z × [0, 1). However, it is not known whether the commutator length
is bounded or not on the group Diffr0(int(M)) when int(M) is diﬀerent from the open
annulus or from R2.
4.5.2 Case of other compact oriented surfaces with boundary
When M is a compact oriented surface with boundary which is diﬀerent from the
closed disc or the closed annulus, its universal covering M˜ may be seen as a subspace
of the Poincaré disc D. We endow M and D with riemmannian metrics of constant
curvature −1 such that M has a geodesic boundary and the projection M˜ → M is a
riemannian covering. Denote by d the associated distance. Given two points x and y on
D and an oriented geodesic g which contains both x and y, we deﬁne a(x, y, g) = d(x, y)
if the geodesic from x to y has the same orientation as g and a(x, y, g) = −d(x, y)
otherwise.
Let us take a homeomorphism f in Homeo0(M). The homeomorphism f admits a
canonical lift F : M˜ → M˜ which is the identity on the limit set of M˜ at inﬁnity. Given
a point x on the boundary component C of M˜ , which is a geodesic, deﬁne:
q(x) = lim
n→+∞
(
a(x, F n(x), C)
n
)
.
This number is the translation number of F restricted to C and does not depend on
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the point x chosen on C. With this construction, we can build p independent quasi-
morphisms, where p is equal to the number of boundary component of M . Here also,
the vector space of quasi-morphisms on Diffr0(M) is p-dimensional if the commutator
length on Diffr0(int(M)) is bounded.
59
60
Deuxième partie
Éléments de distorsion dans les
groupes d'homéomorphismes et de
diﬀéomorphismes
Sommaire
5 Éléments de distorsion de Diff∞0 (M) 63
5.1 Énoncé des résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2 Résultat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.3 Démonstration du théorème . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4 Démonstration du lemme . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.5 Démonstration du deuxième lemme . . . . . . . . . . . . . . . . . . . . . 66
6 Éléments de distorsion des homéomorphismes de surfaces 70
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.2 Notations et résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.3 Quasi-isométries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.4 Distorsion et fragmentation sur les variétés . . . . . . . . . . . . . . . . . 80
6.5 Cas des surfaces à bord . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.6 Cas du tore . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.7 Cas des surfaces de genre g ≥ 2 . . . . . . . . . . . . . . . . . . . . . . . 103
6.7.1 Quelques lemmes combinatoires . . . . . . . . . . . . . . . . . . . 104
6.7.2 Preuve du lemme 6.29 . . . . . . . . . . . . . . . . . . . . . . . . 109
6.7.3 Preuve du lemme 6.30 . . . . . . . . . . . . . . . . . . . . . . . . 120
6.7.4 Preuve des lemmes combinatoires . . . . . . . . . . . . . . . . . . 122
6.8 Des éléments de distorsion de croissance d'orbite rapide . . . . . . . . . . 126
6.9 Généralisation des résultats . . . . . . . . . . . . . . . . . . . . . . . . . 134
62 SOMMAIRE
Chapitre 5
Éléments de distorsion de Diff∞0 (M)
5.1 Énoncé des résultats
L'étude des éléments de distorsion des groupes de diﬀéomorphismes ou d'homéomor-
phismes non-conservatifs d'une variété trouve son origine dans une question de Franks
et Handel (voir [24] et [23]) : une rotation du cercle est-elle distordue dans le groupe
des homéomorphismes du cercle ou des diﬀéomorphismes du cercle ? Qu'en est-il si l'on
remplace le cercle par la sphère de dimension 2 ?
La réponse à ces questions est fournie par Calegari et Freedman dans [13] : une
rotation du cercle est distordue dans le groupe des diﬀéomorphismes de classe C1 du
cercle. Cependant, les auteurs précisent ne pas savoir s'il en est de même en régularité
C∞. Dans le même article, ils prouvent qu'une rotation de la sphère S2 est distordue
dans le groupe des diﬀéomorphismes de classe C∞ de la sphère. Enﬁn, en ce qui concerne
la régularité C0, Calegari et Freedman ont prouvé un résultat très général : en toute
dimension N , un homéomorphisme h de la sphère SN est distordu.
Dans un article ultérieur, Avila a montré que, dans le groupe des diﬀéomorphismes
du cercle de classe C∞, tout élément récurrent est distordu. Nous généralisons dans ce
chapitre le résultat d'Avila à toute variété.
5.2 Résultat
Avant toute chose, commençons par introduire des déﬁnitions et des notations qui
nous seront utiles par la suite.
Déﬁnition 5.1. Soit G un groupe. Pour une partie ﬁnie S de G, si un élément g de G
est dans le groupe engendré par S, on note :
lS(g) = inf
{
n ∈ N, ∃(i)1≤i≤n ∈ {±1}n ,∃(si)1≤i≤n ∈ Sn, g =
n∏
i=1
sii
}
.
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Un élément g de G est dit distordu (ou de distorsion) s'il existe une partie ﬁnie S de
G telle que g appartient au groupe engendré par S et :
lim
n→+∞
lS(g
n)
n
= 0.
On remarque que, comme la suite (lS(gn))n∈N est sous-additive, il suﬃt de montrer
que :
lim inf
n→+∞
lS(g
n)
n
= 0
pour obtenir que l'élément g est distordu.
Etant donnée une variété diﬀérentiable M , on note :
 Homeo0(M) l'ensemble des homéomorphismes à support compact dansM isotopes
à l'identité par une isotopie à support compact ;
 pour un élément r de N∪{∞}, Diffr0(M) l'ensemble des diﬀéomorphismes deM de
classe Cr isotopes à l'identité par une isotopie à support compact (en particulier,
Homeo0(M) = Diff
0
0(M)).
Le support d'un homéomorphisme f de M est ici déﬁni par :
supp(f) = {x ∈M, f(x) 6= x}.
Si f et g sont deux éléments de Diffr0(M), on note dr une distance qui déﬁnit la topologie
de Diffr0(M).
Déﬁnition 5.2. On dit qu'un diﬀéomorphisme f de Diff∞0 (M) est récurrent si et seule-
ment si :
lim inf
n→+∞
d∞(fn, IdM) = 0.
L'objet de la présente note est de démontrer les théorèmes suivants. Ce premier
théorème généralise le résultat d'Avila pour les diﬀéomorphismes du cercle (voir [3]).
Théorème 5.1. Si M est une variété compacte, tout élément récurrent de
Diff∞0 (M) est distordu.
Comme dans [3], la méthode employée permet de démontrer que toute suite d'élé-
ments récurrents (fn)n∈N de Diff
∞
0 (M) est simultanément distordue, au sens où l'on peut
trouver un ensemble ﬁni S tel que :
∀n ∈ N, lim inf
p→+∞
lS(f
p
n)
p
= 0.
5.3 Démonstration du théorème
La démonstration des théorèmes 1 et 2 repose sur une généralisation des résultats de
[3] à toute variété. La démarche et les notations sont similaires à celles présentées dans
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[3] mais la généralisation de la méthode aux dimensions supérieures nécessite de manière
cruciale des résultats de perfection locale qui proviennent de [30]. On ne démontrera le
théorème 1 que dans le cas d'une variété M de dimension supérieure ou égale à 2. Le
cas de la dimension 1 est traité dans [3].
Les théorèmes vont découler des lemmes suivants.
Lemme 5.2. Soit M une variété compacte de dimension supérieure ou égale à 2.
Il existe des suites (n)n∈N et (kn)n∈N de réels strictement positifs telles que, toute suite
(hn)n∈N d'éléments de Diff
∞
0 (M) telle que :
∀n ∈ N, d∞(hn, IdM) < n,
vériﬁe la propriété suivante : il existe un ensemble ﬁni S ⊂ Diff∞0 (M) tel que, pour tout
entier n,
 le diﬀéomorphisme hn appartient au sous-groupe engendré par S.
 on a l'inégalité : lS(hn) ≤ kn.
Admettons pour l'instant ce lemme, qui sera démontré dans la section suivante, et
démontrons le théorème.
Démonstration du théorème. Soit f un élément récurrent de Diff∞0 (M). Considérons une
application strictement croissante p : N→ N telle que :{
limn→+∞ knp(n) = 0
d∞(fp(n), IdM) ≤ n ,
où les suites (n)n∈N et (kn)n∈N sont données par le lemme 1. Ce même lemme appliqué
à la suite (fp(n))n∈N nous donne l'existence d'un ensemble ﬁni S qui montre que f est
distordu. Le théorème 2 se montre de la même manière, en utilisant le lemme 2.
5.4 Démonstration du lemme
Pour mener à bien la démonstration de ces lemmes, nous aurons besoin des lemmes
suivants, qui seront démontrés dans la section suivante et portent sur les diﬀéomor-
phismes de Rn. Le lemme 5.3 est un analogue du lemme 5.2 dans le cas des commu-
tateurs de diﬀéomorphismes de RN . Notons B(0, 2) la boule ouverte de centre 0 et de
rayon 2. Si f et g sont des diﬀéomorphismes de Rn, on note [f, g] le diﬀéomorphisme
fgf−1g−1.
Lemme 5.3. Soient N un entier naturel et r un élément de N ∪ {∞}.
Il existe des suites (′n)n∈N et (k
′
n)n∈N de réels strictement positifs vériﬁant la propriété
suivante. Soient (fn)n∈N et (gn)n∈N des suites d'éléments de Diff
r
0(RN) à support inclus
dans la boule B(0, 2) telles que :
∀n ∈ N, dr([fn, gn], IdRN ) < ′n.
Alors il existe un ensemble ﬁni S ′ inclus dans Diffr0(RN) tel que pour tout entier n, le
diﬀéomorphisme [fn, gn] appartient au groupe engendré par S ′ et lS([fn, gn]) ≤ k′n.
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Démonstration du lemme 5.2. On note N la dimension de M (N ≥ 2). On considère
un recouvrement ouvert (Ui)0≤i≤p de M constitué d'ouverts diﬀéomorphes à RN dont
l'adhérence est incluse dans un ouvert de carte de M . Pour tout entier i entre 0 et p, on
choisit ϕi une carte de M déﬁnie sur un voisinage de l'adhérence de Ui qui vériﬁe :
ϕi(Ui) ⊂ B(0, 2).
Notons ψ une bijection de N× {1, ..., p} × {1, . . . , 4N} sur N.
On va maintenant construire la suite (n)n∈N recherchée à l'aide de la suite (′l)l∈N
donnée par le lemme 3 dans le cas r = +∞.
D'après le lemme de perfection lisse (voir appendice), pour tout entier naturel n, on
peut choisir n suﬃsamment petit de sorte que, si un diﬀéomorphisme h de Diff
∞
0 (M)
vériﬁe d(h, IdM) < n, alors il existe deux familles (fk,l)0≤k≤p,1≤l≤3N et (gk,l)0≤k≤p,1≤l≤3N
d'éléments de Diff∞0 (M), où gk,l et fk,l sont supportés dans l'ouvert Uk telles que :
h =
∏p
k=0
∏3N
l=1[fk,l, gk,l]
∀k, l ∈ [0, p]× [1, 3N ], d∞(ϕk ◦ fk,l ◦ ϕ−1k , IdRN ) < ′ψ(n,k,l)
∀k, l ∈ [0, p]× [1, 3N ], d∞(ϕk ◦ gk,l ◦ ϕ−1k , IdRN ) < ′ψ(n,k,l)
.
Donnons-nous une suite (hn)n∈N d'éléments de Diff
∞
0 (M) qui vériﬁe :
∀n ∈ N, d∞(hn, IdM) < n.
La déﬁnition des n nous donne deux familles (f˜n,k,l) et (g˜n,k,l) associées à hn. On pose
alors :
fψ(n,k,l) = ϕk ◦ f˜n,k,l ◦ ϕ−1k
gψ(n,k,l) = ϕk ◦ g˜n,k,l ◦ ϕ−1k
et on applique le lemme 3 aux suites (fn)n∈N et (gn)n∈N obtenues, ce qui achève la
démonstration du lemme 1 en posant :
kn =
∑
k,l
k′ψ(n,k,l).
5.5 Démonstration du deuxième lemme
Là encore, elle suit la même méthode que celle présentée dans [3].
Démonstration du lemme 5.3. On note F1 un élément de Diff
∞
0 (RN) qui vériﬁe :
∀x ∈ B(0, 2), F1(x) = λx,
avec 0 < λ < 1.
Soit F2 un élément de Diff
∞
0 (RN) à support inclus dans B(0, 2) qui vériﬁe :
∀x ∈ B(0, 1), F2(x) = x+ a,
où a appartient à RN − {0} et est de norme strictement inférieure à 1.
Soit F3 un élément de Diff
∞
0 (RN) à support inclus dans B(0, 2) qui vériﬁe :
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 la suite (F n3 (0))n∈N est constituée d'éléments deux à deux distincts.
 la suite (F n3 (0))n∈N converge vers x0 = (1, 0, . . . , 0).
Considérons une suite d'entiers (ln)n∈N croissant suﬃsamment vite pour que :
 n 6= n′ ⇒ F n3 F ln1 (B(0, 2)) ∩ F n′3 F ln′1 (B(0, 2)) = ∅.
 le diamètre de F n3 F
ln
1 (B(0, 2)) converge vers 0.
On note Fn = F n3 F
ln
1 , Un = F
n
3 F
ln
1 (B(0, 2)) et Fˆn = FnF2F
−1
n .
On considère pour chaque entier n un ouvert Vn qui vériﬁe :
 F n3 (0) ∈ Vn ⊂ Un.
 Fˆn(Vn) ∩ Vn = ∅.
On considère aussi une suite d'entiers (l˜n)n∈N de sorte que :
F n3 F
l˜n
1 (B(0, 2)) ⊂ Vn
et on note F˜n = F n3 F
l˜n
1 .
... ... x0
U0
V0 Fˆ0(V0)
U1 U2 Un Un+1
Un
Vn
Fˆn(Vn)
Fˆn
Figure 5.1  Notations
Donnons-nous des suites (fn)n∈N et (gn)n∈N d'éléments de Diff
r
0(RN) à support dans
B(0, 2) et choisissons la suite (′n)n∈N tendant suﬃsamment vite vers 0 de sorte que, si
dr(fn, Id) < 
′
n et dr(gn, Id) < 
′
n pour tout entier n, alors les applications F4, F5 : RN →
RN déﬁnies par :
∀n ∈ N, F4|Vn = F˜nfnF˜−1n
∀n ∈ N, F5|Vn = F˜ngnF˜−1n
F4|RN−⋃n∈N Vn = F5|RN−⋃n∈N Vn = IdRN−⋃n∈N Vn
sont de classe Cr en x0 (et ce sont alors des Cr-diﬀéomorphismes de M à support inclus
dans B(0, 2) isotopes à l'identité).
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... ...
U0 U1
Un−1 Un Un+1
V0 V1 Vn−1 Vn Vn+1
Fˆ0(V0) Fˆ1(V1)
Fˆn−1(Vn−1) Fˆn(Vn)
Fˆn+1(Vn+1)
...
U0 U1
Un−1
Un Un+1
V0 V1 Vn−1 Vn Vn+1
Fˆ0(V0) Fˆ1(V1)
Fˆn−1(Vn−1) Fˆn(Vn)
Fˆn+1(Vn+1)
...
U0 U1
Un−1 Un Un+1
V0 V1 Vn−1 Vn Vn+1
Fˆ0(V0) Fˆ1(V1)
Fˆn−1(Vn−1) Fˆn(Vn)
Fˆn+1(Vn+1)
F4
FˆnF
−1
4 Fˆ
−1
n
An
f0 f1 fn−1 fn fn+1
f−10 f−11 f
−1
n−1 f−1n
f−1n+1
fn f−1n
...
U0 U1
Un−1 Un Un+1
V0 V1 Vn−1 Vn Vn+1
Fˆ0(V0) Fˆ1(V1)
Fˆn−1(Vn−1) Fˆn(Vn)
Fˆn+1(Vn+1)
Bn
gn g−1n
...
U0 U1
Un−1 Un Un+1
V0 V1 Vn−1 Vn Vn+1
Fˆ0(V0) Fˆ1(V1)
Fˆn−1(Vn−1) Fˆn(Vn)
Fˆn+1(Vn+1)
Cn
f−1n g
−1
n gnfn
...
U0 U1
Un−1 Un Un+1
V0 V1 Vn−1 Vn Vn+1
Fˆ0(V0) Fˆ1(V1)
Fˆn−1(Vn−1) Fˆn(Vn)
Fˆn+1(Vn+1)
AnBnCn
[fn, gn]
Figure 5.2  Les diﬀérents diﬀéomorphismes qui apparaissent dans la preuve
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Remarquons que
An = F4FˆnF
−1
4 Fˆ
−1
n
est à support dans Vn ∪ Fˆn(Vn), vaut F˜nfnF˜−1n sur Vn et FˆnF˜nf−1n F˜−1n Fˆ−1n sur Fˆn(Vn).
On peut faire une remarque analogue pour les applications Bn = F5FˆnF
−1
5 Fˆ
−1
n et Cn =
F−14 F
−1
5 FˆnF5F4Fˆ
−1
n . On a alors :
AnBnCn = F˜n[fn, gn]F˜
−1
n .
Ainsi :
[fn, gn] = F˜
−1
n AnBnCnF˜n.
En prenant S = {F1, F2, F3, F4, F5}, on obtient le résultat escompté.
Chapitre 6
Éléments de distorsion des
homéomorphismes de surfaces
6.1 Introduction
Dans ce chapitre, on va tenter de caractériser géométriquement l'ensemble des élé-
ments de distorsion du groupe des homéomorphismes isotopes à l'identité d'une surface
compacte. La description que nous allons obtenir va provenir d'un résultat valable sur
toute variété qui relie la notion d'élément de distorsion avec la fragmentation, c'est-à-dire
la manière de décomposer un homéomorphisme en tant que produit d'homéomorphismes
supportés dans des disques : c'est l'objet de la quatrième section de ce chapitre. Le théo-
rème que l'on obtient alors a un inconvénient majeur : il fait intervenir une longueur
de fragmentation que l'on comprend mal à part dans le cas des sphères où cette der-
nière est bornée. Nous allons alors chercher à relier cette longueur de fragmentation à
une quantité plus géométrique : le diamètre de l'image d'un domaine fondamental par
l'action d'un relevé de l'homéomorphisme que l'on considère. Il n'est pas très diﬃcile de
montrer que cette dernière quantité est dominée par la longueur de fragmentation : nous
le verrons dans la section 3 de ce chapitre. Par contre, il est plus diﬃcile de montrer que,
réciproquement, la longueur de fragmentation est dominée par cette dernière quantité.
Pour montrer cette dernière propriété, nous distinguerons le cas des surfaces à bord
(section 5) qui est le plus facile, le cas du tore (section 6) et le cas des surfaces compacte
sans bord de genre supérieur (section 7). Enﬁn, la dernière section de ce chapitre donne
un exemple d'éléments de distorsion du groupe des homéomorphismes de l'anneau pour
lequel la croissance du diamètre d'un domaine fondamental est  rapide .
6.2 Notations et résultats
Soit M une variété, éventuellement à bord. On note Homeo0(M) (respectivement
Homeo0(M,∂M)) la composante connexe de l'identité du groupe des homéomorphismes
à support compact de M (respectivement du groupe des homéomorphismes de M qui
valent l'identité près du bord ∂M de M). Pour deux homéomorphismes f et g de M
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et pour une partie A de S, une isotopie entre f et g relativement à A est un chemin
continu d'homéomorphismes (ft)t∈[0,1] qui valent l'identité sur un voisinage de A tel que
f0 = f et f1 = g. Si A est vide, on parle d'isotopie entre f et g.
Dans ce qui suit, S désigne une surface compacte orientable éventuellement à bord,
distincte du disque et de la sphère. On note Π : S˜ → S le revêtement universel de S. La
surface S˜ est vue comme sous-ensemble du plan euclidien R2 ou du plan hyperbolique
H2 de sorte que les automorphismes de revêtement sont des isométries pour la métrique
euclidienne ou hyperbolique. On munit la surface S˜ de cette métrique. Dans la suite,
on identiﬁera le groupe fondamental Π1(S) de la surface S au groupe des automor-
phismes du revêtement Π : S˜ → S. Si A est un sous-ensemble du plan hyperbolique
H2 (respectivement du plan euclidien R2), on note δ(A) le diamètre de A pour la dis-
tance hyperbolique (respectivement euclidienne). Pour un homéomorphisme f de S, on
appelle relevé de f tout homéomorphisme F de S˜ qui vériﬁe Π ◦ F = f ◦ Π. Pour une
isotopie (ft)t∈[0,1], on appelle relevé de (ft)t∈[0,1] un chemin continu (Ft)t∈[0,1] d'homéo-
morphismes de S˜ de sorte que, à tout instant t, l'homéomorphisme Ft est un relevé
de l'homéomorphisme ft. Pour un homéomorphisme f dans Homeo0(S), on note f˜ un
relevé de f obtenu en tant que temps 1 du relevé d'une isotopie entre l'identité et f qui
vaut l'identité au temps 0. Si de plus le bord de S est non-vide et l'homéomorphisme
f est un élément de Homeo0(S, ∂S), f˜ est obtenu en relevant une isotopie relativement
au bord ∂S. S'il existe un disque D plongé dans la surface S qui contient le support
de l'homéomorphisme f , on impose de plus que le support de l'homéomorphisme f˜ soit
inclus dans Π−1(D). Notons que l'homéomorphisme f˜ est unique sauf dans les cas des
groupes Homeo0(T2) et Homeo0([0, 1]× S1).
Déﬁnition 6.1. On appelle domaine fondamental de S toute partie compacte connexe
D de S˜ qui vériﬁe les deux propriétés suivantes :
 Π(D) = S ;
 pour tout automorphisme γ dans Π1(S) distinct de l'identité, l'intérieur de D est
disjoint de l'intérieur de γ(D).
Le théorème principal de cette partie est une réciproque partielle de la propriété
suivante (observée par Franks et Handel dans [24], lemme 6.1) :
Proposition 6.1. Notons D, un domaine fondamental de S˜ pour l'action de Π1(S).
Si un homéomorphisme f dans Homeo0(S) (respectivement dans Homeo0(S, ∂S)) est un
élément de distorsion de Homeo0(S) (respectivement de Homeo0(S, ∂S)), alors :
lim
n→+∞
δ(f˜n(D))
n
= 0.
Remarque Dans le cas où la surface considérée est le tore T2 ou l'anneau [0, 1]× S1, la
conclusion de la proposition revient à dire que l'ensemble de rotation de f est réduit à
un point.
Démonstration. Soit f un élément de distorsion de Homeo0(S) (respectivement de
Homeo0(S, ∂S)). Notons G = {g1, g2, . . . , gp} une partie ﬁnie de Homeo0(S) (respec-
tivement de Homeo0(S, ∂S)) telle que :
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 l'homéomorphisme f appartient au groupe engendré par G.
 la suite ( lG(f
n)
n
)n≥1 converge vers 0.
On a donc une décomposition de la forme :
fn = gi1 ◦ gi2 ◦ . . . ◦ giln
où ln = lG(fn). Ceci implique l'égalité suivante :
I ◦ f˜n = g˜i1 ◦ g˜i2 ◦ . . . ◦ g˜iln
où I est une isométrie de S˜. Notons M = max1≤i≤p, x∈S˜ d(x, g˜i(x)). Alors , pour deux
points x et y du domaine fondamental D, on a :
d(f˜n(x), f˜n(y)) = d(I ◦ f˜n(x), I ◦ f˜n(y))
≤ d(I ◦ f˜n(x), x) + d(x, y) + d(I ◦ f˜n(y), y)
≤ lnM + δ(D) + lnM
d'où le résultat, par sous-linéarité de la suite (ln)n∈N.
Le théorème principal de cette partie s'énonce ainsi :
Théorème 6.2. Soit f un homéomorphisme de Homeo0(S) (respectivement de
Homeo0(S, ∂S)). Si :
lim
n→+∞
δ(f˜n(D))log(δ(f˜n(D)))
n
= 0,
alors f est un élément de distorsion de Homeo0(S) (respectivement de Homeo0(S, ∂S)).
Remarque L'hypothèse de ce théorème peut être reformulée en termes entièrement
topologiques, comme nous le verrons par la suite. De plus, l'hypothèse du théorème est
indépendante du domaine fondamental D choisi, ce qui montre du même coup que cette
hypothèse est invariante par conjugaison.
La démonstration de ce théorème va occuper les cinq sections suivantes de cette
partie. Pour la mener à bien, nous avons besoin d'introduire une notion.
Notons M une variété compacte de dimension d. On appellera boule fermée de M
l'image de la boule unité fermée par un plongement de Rd dans la variété M . Notons :
Hd =
{
(x1, x2, . . . , xd) ∈ RN , x1 ≥ 0
}
.
On appelle demi-boule fermée de M l'image de B(0, 1) ∩ Hd par un plongement p :
Hd →M tel que :
p(∂Hd) = p(Hd) ∩ ∂M.
Fixons une famille ﬁnie U de boules fermées ou de demi-boules fermées dont les intérieurs
recouvrent M . Alors d'après le lemme de fragmentation (voir [22] ou [9]), il existe une
famille ﬁnie (fi)1≤i≤n d'homéomorphismes dans Homeo0(M), chacun à support inclus
dans l'un des ensembles de U , telle que :
f = f1 ◦ f2 ◦ . . . ◦ fn.
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On note FragU(f) l'entier n minimal dans une décomposition comme ci-dessus : c'est le
nombre minimal de facteurs nécessaires pour écrire f en tant que produit (c'est-à-dire
composé) d'homéomorphismes supportés dans l'une des boules de U .
Revenons au cas d'une surface S et notons U une famille ﬁnie de disques fermés ou
de demi-disques fermés dont les intérieurs recouvrent S. Nous allons maintenant décrire
les grandes lignes de la preuve du théorème 6.2. Celle-ci se scinde en deux parties. Une
partie de la preuve consiste à montrer que la quantité FragU(f) est à peu près égale à
δ(f˜(D)) :
Théorème 6.3. Il existe deux constantes réelles C > 0 et C ′ telles que, pour tout
homéomorphisme g dans Homeo0(S) :
1
C
δ(g˜(D0))− C ′ ≤ FragU(g) ≤ Cδ(g˜(D0)) + C ′.
Dans le cas où le bord de la surface S est non-vide, notons S ′ une sous-variété à
bord de S homéomorphe à S, incluse dans l'intérieur de S et qui est un rétract par
déformation de S. On note U une famille de boules fermées de S dont la réunion des
intérieurs contient S ′.
Théorème 6.4. Il existe deux constantes réelles C > 0 et C ′ telles que, pour tout
homéomorphisme g dans Homeo0(S, ∂S) supporté dans S ′ :
1
C
δ(g˜(D0))− C ′ ≤ FragU(g) ≤ Cδ(g˜(D0)) + C ′.
La minoration de la longueur de fragmentation ne pose pas de diﬃcultés : elle est
traitée dans la section suivante dans laquelle nous verrons aussi que la quantité FragU
est essentiellement indépendante du recouvrement U choisi. L'inégalité réciproque est en
revanche beaucoup plus technique. La preuve de cette inégalité distingue trois cas : le cas
des surfaces à bord (section 5), le cas du tore (section 6) et le cas des surfaces compactes
sans bord de genre supérieur (section 7). La preuve semble dépendre fortement du groupe
fondamental de la surface en question. En particulier, elle est plus simple dans le cas des
surfaces à bord dont le groupe fondamental est libre. Dans le cas du tore, la preuve est un
peu astucieuse et, dans le cas des surfaces sans bord de genre supérieur, la preuve est plus
diﬃcile et fait intervenir l'algorithme de Dehn pour les groupes à petite simpliﬁcation
(les groupes de surface en l'occurence).
Expliquons maintenant la deuxième partie de la preuve. Notons M une variété com-
pacte et U une famille ﬁnie de boules fermées ou de demi-boules fermées dont les in-
térieurs recouvrent M . Dans la section 4, nous montrerons le théorème suivant selon
lequel, pour un homéomorphisme f dans Homeo0(M), si la suite FragU(f
n) ne croît pas
trop vite avec n, alors l'homéomorphisme f est un élément de distorsion :
Théorème 6.5. Si
lim
n→+∞
FragU(f
n).log(FragU(f
n))
n
= 0,
alors l'homéomorphisme f est un élément de distorsion de Homeo0(M).
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De plus, dans le cas d'une variété M à bord, si U désigne une famille ﬁnie de boules
fermés incluses dans l'intérieur de M dont les intérieurs recouvrent le support d'un
homéomorphisme f dans Homeo0(M,∂M), le théorème précédent reste valable dans le
groupe Homeo0(M,∂M). Cette section utilise une technique d'Avila (voir [3]).
La théorème 6.2 découle alors clairement des théorèmes précédents.
La dernière section sera consacrée à la démonstration du résultat suivant, qui montre
que la proposition 6.1 est optimale :
Théorème 6.6. Soit (vn)n≥1 une suite de réels positifs telle que :
lim
n→+∞
vn
n
= 0.
Alors il existe un homéomorphisme f de Homeo0(R/Z× [0, 1],R/Z×{0, 1}) tel que :
1. ∀n ≥ 1, δ(f˜n([0, 1]× [0, 1])) ≥ vn ;
2. l'homéomorphisme f est un élément de distorsion Homeo0(R/Z × [0, 1],R/Z ×
{0, 1}).
Ce théorème signiﬁe que le fait d'être un élément de distorsion ne donne pas de
renseignement sur la croissance du diamètre d'un domaine fondamental autre que la
sous-linéarité de celui-ci. Cette remarque vaut pour toute surface S : il suﬃt de plonger
l'anneau R/Z× [0, 1] dans une surface quelconque S et d'utiliser le théorème précédent
pour le voir.
6.3 Quasi-isométries
Dans cette section, nous allons montrer une partie des théorèmes 6.3 et 6.4. Plus
précisément, nous allons montrer ces théorèmes en admettant les propositions suivantes
dont la preuve sera l'objet des sections 5, 6 et 7.
Proposition 6.7. Il existe un recouvrement U ﬁni de S par des disques fermés ou des
demi-disques fermés ainsi que des constantes C ≥ 1 et C ′ ≥ 0 tels que, pour tout
homéomorphisme g dans Homeo0(S) :
FragU(g) ≤ CdiamD(g˜(D0)) + C ′.
Voici maintenant la version de la proposition précédente dans le cas du groupe
Homeo0(S, ∂S).
Proposition 6.8. On ﬁxe une sous-surface à bord S ′ de S qui est incluse dans l'intérieur
de S, est rétract par déformation de S et est homéomorphe à S. Il existe un recouvrement
U ﬁni de S ′ par des disques fermés inclus dans l'intérieur de S ainsi que des constantes
C ≥ 1 et C ′ ≥ 0 tels que, pour tout homéomorphisme g dans Homeo0(S) :
FragU(g) ≤ CdiamD(g˜(D0)) + C ′.
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Pour démontrer les théorèmes, nous aurons besoin de quelques notations. Comme
dans la section précédente, notons S une surface compacte. Deux applications a, b :
Homeo0(S) → R sont quasi-isométriques si et seulement si il existe des constantes
C ≥ 1 et C ′ ≥ 0 telles que :
∀f ∈ Homeo0(S), 1
C
.a(f)− C ′ ≤ b(f) ≤ C.a(f) + C ′.
On considère un domaine fondamental D0 de l'espace S˜ pour l'action du groupe
Π1(S) qui vériﬁe les propriétés suivantes (voir ﬁgure 6.1) :
 si la surface S n'a pas de bord et est de genre g, le domaine fondamental D0 est
un disque fermé bordé par un 4g-gone à arêtes géodésiques ;
 si la surface S a un bord non-vide, le domaine fondamental D0 est un disque fermé
bordé par un polygone à arêtes géodésiques tel que toute arête de ce polygone qui
n'est pas incluse dans ∂S˜ relie deux arêtes incluses dans ∂S˜.
∂S˜
∂S˜
∂S˜
∂S˜
Cas du tore Cas du tore a` un trou Cas de la surface sans bord de genre 2
D0 D0 D0
Figure 6.1  Le domaine D0 dans quelques cas
On note :
D = {γ(D0), γ ∈ Π1(S)} .
Pour des domaines fondamentaux D et D′ dans D, on note dD(D,D′) + 1 le minimum
du nombre de domaines fondamentaux rencontrés par un chemin qui joint l'intérieur
de D à l'intérieur de D′. L'application dD est une distance sur D. On va maintenant
donner une interprétation plus algébrique de cette quantité. On note G l'ensemble ﬁni
des automorphismes dans Π1(S) qui envoient D0 sur un polygone de D adjacent à D0,
c'est-à-dire qui a une arête en commun avec D0. La partie G est alors symétrique et
constitue une partie génératrice de Π1(S). Notons que l'application
dG : Π1(S)× Π1(S) → R
(ϕ, ψ) 7→ lG(ϕ−1ψ)
constitue une distance sur le groupe Π1(S). On a alors, pour tout couple d'automor-
phismes (ϕ, ψ) dans le groupe Π1(S) :
lG(ϕ−1ψ) = dD(ϕ(D0), ψ(D0)).
On le voit en remarquant que dD est invariante sous l'action du groupe Π1(S) et en
montrant par récurrence sur lG(ψ) que :
lG(ψ) = dD(D0, ψ(D0)).
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Étant donnée une partie compacte A de S˜, on appelle diamètre discret de A la
quantité suivante :
diamD(A) = max
{
dD(D,D′),
{
D ∈ D, D′ ∈ D
D ∩ A 6= ∅, D′ ∩ A 6= ∅
}
.
Pour un domaine fondamental D1 dans D, on appelle éloignement de A par rapport à
D1 la quantité suivante :
elD1(A) = max
{
dD(D1, D),
{
D ∈ D
D ∩ A 6= ∅
}
.
Remarquons que, dans le cas où D1 ∩ A 6= ∅, alors :
elD1(A) ≤ diamD(A) ≤ 2elD1(A).
Le coeur de cette section est la preuve de la proposition suivante en admettant la
proposition 6.7 :
Proposition 6.9. Les applications suivantes Homeo0(S) → R sont quasi-isométriques
pour toute famille ﬁnie U de boules fermées ou de demi-boules fermées dont les intérieurs
recouvrent la surface S et pour tout domaine fondamental D de S˜ pour l'action du groupe
fondamental de S :
 l'application FragU ;
 l'application g 7→ δ(g˜(D)) ;
 l'application g 7→ diamD(g˜(D0)).
En particulier, pour deux recouvrements ﬁni U et U ′ comme ci-dessus, les applications
FragU et FragU ′ sont quasi-isométriques et pour deux domaines fondamentaux D et D
′,
les applications f 7→ δ(f˜(D)) et g 7→ δ(g˜(D′)) sont quasi-isométriques.
Quand le bord de la surface S n'est pas vide, on a un analogue de la proposition
précédente dans le cas du groupe Homeo0(S, ∂S) que l'on va énoncer maintenant. Comme
dans la section précédente, notons S ′ une sous-variété à bord de S homéomorphe à S,
incluse dans l'intérieur de S et qui est un rétract par déformation de S et U une famille
de boules fermées de l'intérieur de S dont la réunion des intérieurs contient S ′. Enﬁn
notons GS′ le sous-groupe de Homeo0(S, ∂S) constitué des homéomorphismes supportés
dans S ′.
Proposition 6.10. Les applications suivantes GS′ → R sont quasi-isométriques pour
tout domaine fondamental D de S˜ pour l'action du groupe fondamental de S :
 l'application FragU ;
 l'application g 7→ δ(g˜(D)) ;
 l'application g 7→ diamD(g˜(D0)).
La démonstration de cette proposition ne pose pas de diﬃcultés supplémentaires par
rapport à la preuve de la proposition précédente : nous ne la ferons pas.
Ces deux proprositions impliquent directement les théorèmes 6.3 et 6.4.
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Démonstration. Montrons tout d'abord que, pour deux domaines fondamentaux D et
D′, les applications g 7→ δ(g˜(D)) et g 7→ δ(g˜(D′)) sont quasi-isométriques. Notons :
{γ1, γ2, . . . , γp} = {γ ∈ Π1(S), D′ ∩ γ(D) 6= ∅} .
Remarquons que :
D′ ⊂
p⋃
i=1
γi(D)
et que l'ensemble de droite dans cette inclusion est connexe par arcs. On a alors, pour
un entier positif n :
g˜(D′) ⊂
p⋃
i=1
g˜(γi(D)).
Le lemme ci-dessous implique alors que :
δ(g˜(D′)) ≤ pδ(g˜(D)).
omme les domaines fondamentaux D et D′ jouent des rôles symétriques, ceci implique
que les applications g 7→ δ(g˜(D)) et g 7→ δ(g˜(D′)) sont quasi-isométriques.
Lemme 6.11. Soit X un espace métrique connexe. Soit (Ai)1≤i≤p, une famille de sous-
ensembles fermés de X telle que :
X =
p⋃
i=1
Ai.
Dans ce cas, on a :
δ(X) = sup
x∈X,y∈X
d(x, y) ≤ p max
1≤i≤p
δ(Ai).
Démonstration. Soient x et y deux points de X. Par connexité de X, on peut trouver
un entier k entre 1 et p, une injection σ : [1, k] ∩N→ [1, p] ∩N et une suite (xi)1≤i≤k+1
de points de X qui vériﬁent les propriétés suivantes :
 x1 = x et xk+1 = y.
 pour tout indice i entre 1 et k, les points xi et xi+1 appartiennent tous deux à
Aσ(i).
On a alors :
d(x, y) ≤
k∑
i=1
d(xi, xi+1)
≤
k∑
i=1
δ(Aσ(i))
≤ p max
1≤i≤p
δ(Ai).
Cette dernière inégalité démontre le lemme.
Montrons maintenant que, pour deux familles ﬁnies U et U ′ comme dans l'énoncé de
la proposition, les applications FragU et FragU ′ sont quasi-isométriques. La démonstra-
tion de ce fait va nécessiter les deux lemmes suivants.
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Lemme 6.12. Soit  > 0. Notons B la boule unité fermée de Rd. Il existe un entier
N ∈ N tel que tout homéomorphisme dans Homeo0(B, ∂B) peut s'écrire comme composé
d'au plus N homéomorphismes dans Homeo0(B, ∂B) -proches de l'identité.
Lemme 6.13. Soit M une variété compacte et {U1, U2, . . . , Up} un recouvrement ouvert
de M . Il existe  > 0 et un entier N ′ > 0 tels que pour tout homéomorphisme g dans
Homeo0(M) (respectivement dans Homeo0(M,∂M)) -proche de l'identité, il existe des
homéomorphismes g1, . . . , gN ′ dans Homeo0(M) (respectivement dans Homeo0(M,∂M))
tels que :
 chaque homéomorphisme gi est supporté dans l'un des ouverts Uj ;
 g = g1 ◦ g2 ◦ . . . ◦ gN ′.
Le lemme 6.12 découle du lemme 5.2 de [5] (noter que la démonstration marche aussi
en dimension diﬀérente de 2). Le lemme 6.13 est une conséquence de la démonstration du
théorème 1.2.3 de [9]. Ces deux lemmes mis bout à bout impliquent qu'étant donné un
recouvrement ouvert du disque D2, il existe un entier N tel que tout homéomorphisme
dans Homeo0(D2, ∂D2) s'écrit comme composé d'au plus N homéomorphismes supportés
chacun dans l'un des ouverts du recouvrement. Maintenant, étant donné un élément U
de U , on note U ∩ U ′ le recouvrement de U constitué des intersections des éléments de
U ′ avec U . L'application du lemme précédent à la boule U avec le recouvrement U ∩ U ′
nous fournit alors une constante NU . Notons N le maximum des NU , pour U décrivant
U . On obtient alors directement que, pour tout homéomorphisme g :
FragU ′(g) ≤ NFragU(g).
Comme les deux recouvrements U et U ′ jouent des rôles symétriques, le fait est démontré.
Notons que ce fait se généralise à toute dimension.
En utilisant une quasi-isométrie entre les espaces métriques (Π1(S), dS) et S˜ (voir
[29]), on va obtenir le lemme suivant qui implique que les deux dernières applications
de la proposition sont quasi-isométriques :
Lemme 6.14. Il existe des constantes C ≥ 1 et C ′ ≥ 0 telles que, pour tout sous-
ensemble compact A de S˜ :
1
C
δ(A)− C ′ ≤ diamD(A) ≤ Cδ(A) + C ′.
Démonstration. Fixons un point x0 de l'intérieur de D0. L'application :
q : Π1(S) → S˜
γ 7→ γ(x0)
est une quasi-isométrie pour la distance dG et la distance naturelle sur S˜ (voir [29]).
On remarque que, pour une partie compacte A de S˜, le nombre diamD(A) est égal au
diamètre de q−1(B) pour la distance dG, où
B =
⋃
{D, D ∈ D D ∩ A 6= ∅} .
On en déduit qu'il existe des constantes C1 ≥ 1 et C ′1 ≥ 0 indépendantes de A de sorte
que :
1
C1
δ(B)− C ′1 ≤ diamDD(A) ≤ C1δ(B) + C ′1.
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Il s'agit alors d'utiliser les inégalités suivantes pour conclure :
δ(B)− 2δ(D0) ≤ δ(A) ≤ δ(B).
On va maintenant montrer que, pour tout recouvrement U comme dans l'énoncé de
la proposition, il existe des constantes C ≥ 1 et C ′ ≥ 0 telles que, pour tout homéomor-
phisme g dans Homeo0(S) :
1
C
diamD(g˜(D0))− C ′ ≤ FragU(g).
On ﬁxe une telle famille U . Nous aurons besoin du lemme suivant que nous montrerons
ultérieurement :
Lemme 6.15. Il existe une constante C > 0 telle que, pour tout compact A de S˜ et tout
homéomorphisme g supporté dans l'un des ensembles de U , on ait :
diamD(g˜(A)) ≥ diamD(A)− C.
Notons k = FragU(g) et :
g = g1 ◦ g2 ◦ . . . ◦ gk,
où chaque homéomorphisme gi est supporté dans l'un des éléments de U . Alors on a :
I ◦ g˜ = g˜1 ◦ g˜2 ◦ . . . ◦ g˜k,
où I désigne une isométrie de Π1(S). Le lemme 6.15 combiné à une récurrence implique
que :
2 = diamD(g˜−1k ◦ . . . ◦ g˜−11 ◦ g˜(D0)) ≥ diamD(g˜(D0))− kC,
car les homéomorphismes g˜i commutent tous avec I. Ainsi :
FragU(g) ≥
1
C
diamD(g˜(D0))− 2
C
.
La minoration est démontrée.
Preuve du lemme 6.15. Pour un élément U de U , on note U˜ un relevé de U , c'est-à-dire
une composante connexe de Π−1(U). Posons :
M(U) = diamD(U˜).
Cette dernière quantité ne dépend pas du relevé U˜ choisi. On note M le maximum des
M(U), pour U décrivant U .
On note Ug un élément de U qui contient le support de g. Considérons deux domaines
fondamentaux D et D′ qui rencontrent A et qui vériﬁent :
dD(D,D′) = diamD(A).
Prenons un point x dans D ∩ A et un point x′ dans D′ ∩ A. Si le point x appartient à
Π−1(Ug), on note U˜g le relevé de Ug qui contient x. Alors le point g˜(x) appartient à U˜g
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et un domaine fondmental Dˆ qui contient le point g˜(x) est au plus à distance M de D
(pour dD). Ainsi dans tous les cas, il existe un domaine fondamental Dˆ qui contient le
point g˜(x) et est à distance au plusM de D. De même, il existe un domaine fondamental
Dˆ′ qui contient le point g˜(x′) et est à distance au plus M de D′. Par conséquent :
dD(Dˆ, Dˆ′) ≥ dD(D,D′)− 2M.
On en déduit que :
diamD(g˜(A)) ≥ diamD(A)− 2M,
ce qu'il fallait démontrer.
Ainsi, pour conclure la démonstration de la proposition 6.9, il suﬃt de montrer la
propriété 6.7 ci-dessus.
Il s'agit donc maintenant de trouver une famille ﬁnie U pour laquelle la proposition
6.7 ou 6.8 est vériﬁée. On va distinguer les cas suivants, chacun d'entre eux faisant
l'objet d'une section :
 la surface S a un bord non-vide (section 5).
 la surface S est le tore (section 6).
 la surface S est sans bord de genre supérieur ou égal à deux (section 7).
La preuve des propositions 6.7 et 6.8 consiste dans chacun de ces cas à ramener le bord
de g˜(D0) proche du bord de ∂D0 en composant par des homéomorphismes supportés
chacun dans l'intérieur de l'une des boules d'un recouvrement U bien choisi. La plu-
part du temps, après composition par un homéomorphisme à support dans l'intérieur
de l'une des boules de U , l'image du domaine fondamental D0 ne rencontrera pas de
faces qui n'étaient pas rencontrées avant composition mais ce ne sera pas tout le temps
possible, ce qui explique la technicité de certains passages de la preuve. Ensuite, il faudra
s'assurer qu'après composition par un nombre uniformément borné d'homéomorphismes
supportés dans des intérieurs de U , l'image du bord de D0 sera strictement plus proche
du bord de D0 qu'auparavant.
6.4 Distorsion et fragmentation sur les variétés
Dans cette section, on se place dans le contexte d'une variété compacte quelconque
M de dimension d, éventuellement à bord. Fixons une famille ﬁnie U de boules fermées
ou de demi-boules fermées de M dont la réunion des intérieurs recouvre M . Pour un
homéomorphisme g dans Homeo0(M), on note aU(g) le minimum des quantités l.log(k),
où il existe une suite ﬁnie de l homéomorphismes (fi)1≤i≤l dans Homeo0(M), chacun
supporté dans l'un des éléments de U avec :
] {fi, 1 ≤ i ≤ l} = k
et :
g = f1 ◦ f2 ◦ . . . ◦ fl.
L'objet de cette section est de démontrer la proposition suivante :
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Proposition 6.16. Soit f , un homéomorphisme dans Homeo0(M). On a :
lim
n→+∞
aU(fn)
n
= 0
si et seulement si l'homéomorphisme f est un élément de distorsion de Homeo0(M).
On a un énoncé analogue pour le cas du groupe Homeo0(M,∂M) que l'on va préciser
dans ce qui suit. Notons M ′ une sous-variété à bord de M homéomorphe à M , incluse
dans l'intérieur de M et qui est un rétract par déformation de M . On note U une
famille de boules fermées de M dont la réunion des intérieurs contient M ′. Pour un
homéomorphisme g dans Homeo0(M,∂M) à support inclus dans M ′, on peut déﬁnir la
quantité aU(g) de la même manière que ci-dessus. On a l'énoncé suivant :
Proposition 6.17. Soit f , un homéomorphisme dans Homeo0(M,∂M) à support inclus
dans M ′. On a :
lim
n→+∞
aU(fn)
n
= 0
si et seulement si l'homéomorphisme f est un élément de distorsion de Homeo0(M,∂M).
Comme aU(f) ≤ FragU(f).log(FragU(f)), les propositions précédentes impliquent
clairement le théorème 6.5 et la remarque en-dessous du théorème.
Preuve de l'implication réciproque dans les propositions 6.16 et 6.17. Plaçons-nous
tout d'abord dans le cadre de la proposition 6.16. Si l'homéomorphisme f est un
élément de distorsion, on note S la partie ﬁnie qui apparait dans la déﬁnition d'élément
de distorsion. On écrit alors chacun des homéomorphismes de S comme produit
d'homéomorphismes supportés dans l'un des ensembles de U . On note S ′ l'ensemble
(ﬁni) des homéomorphismes qui apparaissent dans une telle décomposition. Alors
l'homéomorphisme fn s'écrit comme composée d'un nombre ln d'éléments de S ′, où
ln est majorée par une constante indépendante de n fois lS(fn). Dans ce cas, puisque
l'élément f est distordu, limn→+∞ lnn = 0 et on a :
aU(fn) ≤ log(card(S ′))ln
et :
lim
n→+∞
aU(fn)
n
= 0.
Dans le cas de la proposition 6.17, la seule diﬃculté supplémentaire est la suivante : les
éléments de S ne sont pas nécessairement supportés dans la réunion des boules de U .
Pour résoudre cette diﬃculté, on considère un homéomorphisme h dans Homeo0(M,∂M)
qui vaut l'identité surM ′ et qui envoie la réunion des supports des éléments de S dans la
réunion des intérieurs des boules de U . Il s'agit alors de considérer la partie ﬁnie hSh−1
au lieu de S et le raisonnement précédent permet de conclure.
Les propositions 6.16 et 6.17 ne seront utilisées dans toute leur puissance que pour
démontrer le théorème 6.6 (construction de l'exemple). Pour démontrer le théorème 6.2,
nous n'avons eu besoin que du théorème 6.5 qui est plus faible. Notons que si U désigne
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un recouvrement de la sphère par deux voisinages des hémisphères, l'application FragU
est majorée par 3 sur le groupe des homéomorphismes de la sphère de dimension n
isotopes à l'identité Homeo0(Sn) (voir [13]). C'est une conséquence de l'annulus theorem
de Kirby (voir [34]) et Quinn (voir [49]). Cette remarque fait apparaître le théorème
suivant de Calegari et Freedman (voir [13]) comme un cas particulier du théorème 6.5 :
Théorème 6.18 (Théorème de Calegari-Freedman [13]). Tout homéomorphisme dans
Homeo0(Sn) est un élément de distorsion.
La démonstration de la proposition 6.16 repose sur le lemme suivant, dont la dé-
monstration est fortement inspirée d'Avila (voir [3]) :
Lemme 6.19. Soit (fn)n∈N une suite d'homéomorphismes de Rd (respectivement de Hd)
supportés dans B(0, 1) (respectivement dans B(0, 1) ∩ Hd). Il existe une partie ﬁnie S
d'homéomorphismes de Rd (respectivement de Hd) à support compact tels que :
 pour tout entier naturel n, l'homéomorphisme fn appartient au groupe engendré
par S ;
 lS(fn) ≤ 14.log(n) + 14.
Ce lemme n'est plus vrai en plus grande régularité : il fait intervenir de manière
cruciale le fait que, étant donnée une suite d'homéomorphismes (hn) supportés dans
la boule unité B(0, 1), on peut stocker toute l'information relative à cette suite dans
un homéomorphisme de la manière suivante. Pour tout entier n, notons gn un homéo-
morphisme qui envoie la boule unité sur une boule Bn de sorte que les boules Bn soient
deux à deux disjointes et aient un diamètre qui converge vers 0. On peut alors considérer
l'homéomorphisme
∞∏
n=1
gnhng
−1
n
qui stocke toute l'information relative à la suite (hn). Une telle construction n'est pas
possible dans le cas d'une régularité plus grande en toute généralité.
Remarque Il y a deux principales diﬀérences entre ce lemme et celui énoncé par Avila :
 dans le cas d'Avila, on considère une suite de diﬀéomorphismes qui converge suf-
ﬁsamment vite (au sens C∞) vers l'identité, alors qu'ici, on considère une suite
quelconque d'homéomorphismes ;
 les estimations obtenues sont logarithmiques au lieu d'être linéaires.
Remarque Ce lemme est optimal au sens où, si les homéomorphismes fn sont deux à
deux distincts, la croissance de lS(fn) est au moins logarithmique. En eﬀet, si la partie
S est de cardinal k, il y a au plus kl+1−1
k−1 homéomorphisme de longueur par rapport à S
inférieure ou égale à l.
Avant de passer à la démonstration du lemme 6.19, regardons pourquoi ce lemme
implique les propositions 6.16 et 6.17.
Preuve de l'implication directe des propositions 6.16 et 6.17. Supposons que :
lim
n→+∞
aU(fn)
n
= 0.
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Notons
U = {U1, U2, . . . , Up}
et, pour tout entier i entre 1 et p, ϕi un plongement de Rd dans M qui envoie la boule
fermée B(0, 1) sur Ui si Ui est une boule fermée ou un plongement de Hd dans M qui
envoie la demi-boule fermée B(0, 1) ∩Hd sur Ui si Ui est une demi-boule fermée. Pour
un entier positif n, notons ln et kn deux entiers positifs tels que :
 aU(fn) = lnlog(kn) ;
 il existe une famille (f1,n, f2,n, . . . , fkn,n) d'homéomorphismes de Homeo0(M), cha-
cun supporté dans l'un des éléments de U tels que fn est composé de ln homéo-
morphismes de cette famille.
Considérons une injection croissante σ : N∗ → N∗ qui vériﬁe :
∀n ∈ N∗, lσ(n)(C.log(
∑n
i=1 kσ(i)) + C
′)
σ(n)
≤ 1
n
,
où les constantes C et C ′ sont donnés par le lemme 6.19. Pour construire une telle
injection, il suﬃt de procéder par récurrence et d'utiliser le fait que
lim
n→+∞
lnlog(kn)
n
= 0.
On se donne une bijection :
ψ : N∗ →
{
(i, σ(j)) ∈ N∗ × N∗,
{
i ≤ kσ(j)
j ∈ N∗
}
telle que , si ψ(n1) = (i1, σ(j1)), ψ(n2) = (i2, σ(j2)) et σ(j1) < σ(j2), alors n1 < n2.
Dans ce cas, on a :
ψ−1(i, σ(j)) ≤
j∑
l=1
kσ(l).
Notons τi,j un entier entre 1 et p tel que :
supp(fi,j) ⊂ Uτi,j .
Appliquons alors le lemme 6.19 à la suite d'homéomorphismes
ϕ−1τψ(n) ◦ fψ(n) ◦ ϕτψ(n) .
Notons S l'ensemble ﬁni donné par le lemme 6.19. On note Si, l'ensemble ﬁni des homéo-
morphismes supportés dans Ui qui s'écrivent ϕi ◦ s ◦ ϕ−1i , où s est un homéomorphisme
dans S et
S ′ =
p⋃
i=1
Si.
D'après le lemme 6.19, on a alors :
∀n ∈ N∗, lS′(fψ(n)) ≤ Clog(n) + C ′.
Or, l'homéomorphisme fσ(n) peut s'écrire sous la forme :
fσ(n) = g1 ◦ g2 ◦ . . . ◦ glσ(n) ,
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où chacun des homéomorphismes gi appartient à l'ensemble :{
f1,σ(n), f2,σ(n), . . . , fkσ(n),σ(n)
}
.
Ainsi :
lS′(fσ(n)) ≤ lσ(n)(Clog( max
1≤i≤kσ(n)
ψ−1(i, σ(n))) + C ′).
Par conséquent :
lS′(fσ(n))
σ(n)
≤ lσ(n)(C.log(
∑n
i=1 kσ(i)) + C
′)
σ(n)
≤ 1
n
et l'homéomorphisme f est un élément de distorsion de Homeo0(M) (respectivement de
Homeo0(M,∂M)).
Passons maintenant à la démonstration du lemme 6.19. La démonstration de ce
lemme utilisera deux lemmes.
Notons a et b les deux générateurs du semi-groupe libre à deux générateurs L2
et, pour deux homéomorphismes f et g de Rd à supports compacts, on note ηf,g un
morphisme de semi-groupe de L2 vers le groupe des homéomorphismes de Rd déﬁni par
ηf,g(a) = f et ηf,g(b) = g.
Lemme 6.20. Il existe des homéomorphismes s1 et s2 de Rd à supports compacts tels
que :
∀m ∈ L2, m′ ∈ L2, m 6= m′ ⇒ ηs1,s2(m)(B(0, 2)) ∩ ηs1,s2(m′)(B(0, 2)) = ∅
et le diamètre de ηs1,s2(m)(B(0, 2)) converge vers 0 lorsque la longueur de m tend vers
l'inﬁni.
s1s2
s2
s2 s2 s2
s2
s2
s1s1
s1s1s1s1
B(0, 2)
Figure 6.2  Lemme 6.20
Lemme 6.21. Soit f un homéomorphisme de Homeo0(Rd). Il existe alors deux homéo-
morphismes g et h dans Homeo0(Rd) tels que :
f = [g, h],
où [g, h] = g ◦ h ◦ g−1 ◦ h−1.
CHAPITRE 6. ÉLÉMENTS DE DISTORSION DES HOMÉOMORPHISMES DE SURFACES 85
Ce dernier lemme est très classique et semble apparaître pour la première fois dans
[2]. Nous en donnons maintenant une démonstration.
Démonstration. On note ϕ un homéomorphisme de Homeo0(Rd) de restriction à B(0, 2)
déﬁnie par :
B(0, 2) → Rd
x 7→ x
2
Pour tout entier naturel n, on note :
An =
{
x ∈ Rd, 1
2n+1
≤ ‖x‖ ≤ 1
2n
}
.
Soit f , un élément de Homeo0(RN). Comme tout élément de Homeo0(Rd) est conjugué à
un élément à support inclus dans l'intérieur de A0, on peut supposer f à support inclus
dans l'intérieur de A0. On déﬁnit alors g ∈ Homeo0(Rd) par :
 g = Id en dehors de B(0, 1).
 pour tout entier naturel i, g|Ai = ϕ
ifϕ−i.
 g(0) = 0.
Alors :
f = [g, ϕ].
ϕ
ϕ
A0
A1
A2
Figure 6.3  Preuve du lemme 6.21 : description de l'homéomorphisme ϕ
Les deux lemmes précédents sont encore vrais si on remplace Rd par Hd et B(0, 2)
par B(0, 2) ∩Hd.
Avant de démontrer le lemme 6.20, montrons le lemme 6.19 à l'aide des deux lemmes
précédents.
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Preuve du lemme 6.19. On fait la preuve dans le cas des homéomorphismes de Rd. Le
cas du demi-espace se traite de la même manière. Pour un élément m de L2, on note
l(m) la longueur de m en tant que mot en les lettres a et b. Notons
N∗ → L2
n 7→ mn
une bijection qui vériﬁe :
l(mn) < l(mn′)⇒ n < n′.
Cette dernière condition impose que :
l(mn) = l⇔ 2l ≤ n < 2l+1.
En particulier, on a, pour tout entier positif n :
l(mn) ≤ log2(n).
Notons s1 et s2 les homéomorphismes dans Homeo0(Rd) donnés par le lemme 6.20.
Notons s3 un homéomorphisme dans Homeo0(Rd) supporté dans la boule B(0, 2) qui
vériﬁe :
s3(B(0, 1)) ∩B(0, 1) = ∅.
On note Bn la boule fermée ηs1,s2(mn)(B(0, 1)). D'après le lemme 6.21, il existe des
homéomorphismes gn et hn supportés dans B(0, 1) tels que fn = [gn, hn].
... ... x0
ηs1,s2(m1)(B(0, 2))
B0 B
′
0
ηs1,s2(m2)(B(0, 2))
ηs1,s2(m3)(B(0, 2))
ηs1,s2(mn)(B(0, 2))
Bn B
′
n
λn
Figure 6.4  Notations de la preuve du lemme 6.19
On déﬁnit l'homéomorphisme s4 par :{ ∀n ∈ N∗, s4|Bn = ηs1,s2(mn) ◦ gn ◦ ηs1,s2(mn)−1
s4 = Id sur Rd −
⋃
n∈N∗
Bn
et l'homéomorphisme s5 par :{ ∀n ∈ N∗, s5|Bn = ηs1,s2(mn) ◦ hn ◦ ηs1,s2(mn)−1
s5 = Id sur Rd −
⋃
n∈N∗
Bn .
CHAPITRE 6. ÉLÉMENTS DE DISTORSION DES HOMÉOMORPHISMES DE SURFACES 87
On pose S = {si , i ∈ {1, . . . , 5} et  ∈ {−1, 1}}. On note :{
λn = ηs1,s2(mn) ◦ s3 ◦ ηs1,s2(mn)−1
B′n = λn(Bn)
On remarque que les boules Bn et B′n sont disjointes et incluses dans ηs1,s2(mn)(B(0, 2)).
On constate que l'homéomorphisme s4 ◦λn ◦s−14 ◦λ−1n (respectivement s5 ◦λn ◦s−15 ◦λ−1n ,
s−14 ◦s−15 ◦λn◦s5◦s4◦λ−1n ) ﬁxe les points en dehors de Bn∪B′n, coïncide avec ηs1,s2(mn)◦
gn ◦ ηs1,s2(mn)−1 (respectivement avec ηs1,s2(mn) ◦ hn ◦ ηs1,s2(mn)−1, ηs1,s2(mn) ◦ g−1n ◦
h−1n ◦ηs1,s2(mn)−1) sur Bn et avec λn◦ηs1,s2(mn)◦g−1n ◦ηs1,s2(mn)−1◦λ−1n (respectivement
avec λn ◦ηs1,s2(mn)◦h−1n ◦ηs1,s2(mn)−1 ◦λ−1n , λn ◦ηs1,s2(mn)◦hn ◦ gn ◦ηs1,s2(mn)−1 ◦λ−1n )
sur B′n.
Par conséquent, l'homéomorphisme
[s4, λn][s5, λn][s
−1
4 s
−1
5 , λn]
coïncide avec ηs1,s2(mn) ◦ fn ◦ ηs1,s2(mn)−1 sur Bn et ﬁxe tous les points hors de Bn.
Ainsi :
fn = ηs1,s2(mn)
−1[s4, λn][s5, λn][s−14 s
−1
5 , λn]ηs1,s2(mn).
L'homéomorphisme fn appartient donc au groupe engendré par S et :
lS(fn) ≤ 2lS(ηs1,s2(mn)) + 6lS(λn) + 8
≤ 2lS(ηs1,s2(mn)) + 12lS(ηs1,s2(mn) + 14)
≤ 14log2(n) + 14.
Preuve du lemme 6.20. On commence par prouver le lemme dans le cas des homéomor-
phismes de R. Par un argument perturbatif (comme dans [27]), on peut trouver deux
homéomorphismes sˆ1 et sˆ2 à support compact dans R qui vériﬁent la propriété suivante :
∀m ∈ L2, m′ ∈ L2, m 6= m′ ⇒ ηsˆ1,sˆ2(m)(0) 6= ηsˆ1,sˆ2(m′)(0).
On peut même trouver des homéomorphismes sˆ1 et sˆ2 aussi proche que l'on veut de
deux homéomorphismes de R à supports compacts donnés à l'avance. Il suﬃt alors, de
la même manière que la construction de Denjoy, de remplacer chaque point de l'orbite de
0 sous L2 par un intervalle pour obtenir la propriété souhaitée, ce qui achève la preuve
en dimension 1. Pour le cas de la dimension supérieure, on note f et g deux homéo-
morphismes de R précédemment obtenus. Notons [−M,M ] un intervalle qui contient le
support de chacun de ces deux homéomorphismes.
Passons maintenant au cas de Rd. L'homéomorphisme :
Rd → Rd
(x1, x2, . . . , xd) 7→ (f(x1), f(x2), . . . , f(xd))
préserve globalement le cube [−M,M ]d. On note s1 un homéomorphisme de Rd à sup-
port inclus dans [−M − 1,M + 1]d qui coïncide avec l'homéomorphisme ci-dessus sur
[−M,M ]d. On note s2 un homéomorphisme obtenu de la même manière à partir de
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... ...
ηs1,s2(m1)(B(0, 2)) ηs1,s2(m2)(B(0, 2))
ηs1,s2(mn−1)(B(0, 2)) ηs1,s2(mn)(B(0, 2)) ηs1,s2(mn+1)(B(0, 2))
B1 B2 Bn−1 Bn Bn+1
B′1 B
′
2
B′n−1 B
′
n
B′n+1
s4
g1 g2 gn−1 gn gn+1
... ...
ηs1,s2(m1)(B(0, 2)) ηs1,s2(m2)(B(0, 2))
ηs1,s2(mn−1)(B(0, 2)) ηs1,s2(mn)(B(0, 2)) ηs1,s2(mn+1)(B(0, 2))
B1 B2 Bn−1 Bn Bn+1
B′1 B
′
2
B′n−1 B
′
n
B′n+1
λns
−1
4 λ
−1
n
g−11 g−12 g
−1
n−1 g−1n g
−1
n+1
... ...
ηs1,s2(m1)(B(0, 2)) ηs1,s2(m2)(B(0, 2))
ηs1,s2(mn−1)(B(0, 2)) ηs1,s2(mn)(B(0, 2)) ηs1,s2(mn+1)(B(0, 2))
B1 B2 Bn−1 Bn Bn+1
B′1 B
′
2
B′n−1 B
′
n
B′n+1
[s4, λn]
gn g−1n
... ...
ηs1,s2(m1)(B(0, 2)) ηs1,s2(m2)(B(0, 2))
ηs1,s2(mn−1)(B(0, 2)) ηs1,s2(mn)(B(0, 2)) ηs1,s2(mn+1)(B(0, 2))
B1 B2 Bn−1 Bn Bn+1
B′1 B
′
2
B′n−1 B
′
n
B′n+1
[s5, λn]
hn h−1n
... ...
ηs1,s2(m1)(B(0, 2)) ηs1,s2(m2)(B(0, 2))
ηs1,s2(mn−1)(B(0, 2)) ηs1,s2(mn)(B(0, 2)) ηs1,s2(mn+1)(B(0, 2))
B1 B2 Bn−1 Bn Bn+1
B′1 B
′
2
B′n−1 B
′
n
B′n+1
[s−14 s−15 , λn]
g−1n h
−1
n hngn
... ...
ηs1,s2(m1)(B(0, 2)) ηs1,s2(m2)(B(0, 2))
ηs1,s2(mn−1)(B(0, 2)) ηs1,s2(mn)(B(0, 2)) ηs1,s2(mn+1)(B(0, 2))
B1 B2 Bn−1 Bn Bn+1
B′1 B
′
2
B′n−1 B
′
n
B′n+1
[s4, λn][s5, λn][s
−1
4 s
−1
5 , λn]
[gn, hn]
Figure 6.5  Les diﬀérents homéomorphismes qui apparaissent dans la preuve du lemme
6.19
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l'homéomorphisme g. En utilisant le fait que le boule de centre 0 de rayon 2 de Rd est
incluse dans le cube [−2, 2]d et le fait que le diamètre des ensembles
ηs1,s2(m)([−2, 2]d) = (ηf,g(m)([−2, 2]))d
converge vers 0 lorsque la longueur du mot m tend vers l'inﬁni, on obtient la propriété
souhaitée. Le cas des demi-espaces Hd s'obtient de la même manière en considérant des
homéomorphismes à support compact qui coïncident avec des homéomorphismes de la
forme
R+ × Rd−1 → R+ × Rd−1
(t, x1, x2, . . . , xd−1) 7→ ( t2 , f(x1), f(x2), . . . , f(xd−1))
sur un voisinage de 0.
6.5 Cas des surfaces à bord
On suppose que le bord de la surface S n'est pas vide. On va maintenant montrer la
proposition 6.8. En considérant un recouvrement par des demi-disques, on peut, avec les
mêmes techniques que ci-dessous, montrer la majoration dans la proposition 6.7 dans le
cas du groupe Homeo0(S), dans le cas où le bord de S n'est pas vide. Les détails de ce
dernier cas sont tout à fait analogues à ce qui va suivre : ils sont laissés au lecteur.
Rappelons que l'on a choisi lors de la section précédente un  joli  domaine fonda-
mental D0. Notons A˜ l'ensemble des arêtes du bord ∂D0 qui ne sont pas incluses dans
le bord de S˜ et notons :
A =
{
Π(β), β ∈ A˜
}
.
Pour chaque arête α de A, on considère un disque fermé Vα, qui ne rencontre pas le bord
de le surface S, dont l'intérieur contient α ∩ S ′ et tel qu'il existe un homéomorphisme
ϕα : Vα → D2 qui envoie l'ensemble α∩Vα sur le diamètre horizontal du disque unité D2.
On choisit les disques Vα suﬃsamment ﬁns de sorte qu'ils soient deux à deux disjoints.
On considère un disque fermé U1 qui contient la réunion disjointe des disques Vα. Soit U2
un disque fermé de S qui ne rencontre aucune des arêtes de A, c'est-à-dire inclus dans
l'intérieur du domaine fondamental D0, et qui vériﬁe les deux propriétés suivantes :
 la surface S ′ est incluse dans l'intérieur de
⋃
α∈A
Vα ∪ U2.
 pour toute arête α de A, l'ensemble U2 ∩ Vα est homéomorphe à un disque fermé.
On pose U = {U1, U2}.
Pour démontrer l'inégalité recherchée dans le cas du groupe Homeo0(S, ∂S), nous
aurons besoin des deux lemmes suivants :
Lemme 6.22. Soit g un homéomorphisme dans Homeo0(S, ∂S) supporté dans l'intérieur
de
⋃
Vα ∪ U2. On suppose que elD0(g˜(D0)) ≥ 2. Il existe des homéomorphismes g1, g2
et g3 dans Homeo0(S, ∂S) supportés respectivement dans les intérieurs de
⋃
Vα, U2 et⋃
Vα tels que la propriété suivante soit vériﬁée :
elD0(g˜3 ◦ g˜2 ◦ g˜1 ◦ g˜(D0)) ≤ elD0(g˜(D0))− 1.
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∂S˜
∂S˜
∂S˜
∂S˜
U2
Vα1
Vα2
Vα1
Vα2
Figure 6.6  Notations dans le cas des surfaces à bord
Lemme 6.23. Soit g un homéomorphisme dans Homeo0(S, ∂S) supporté dans l'intérieur
de
⋃
Vα ∪ U2. Si elD0(g˜(D0)) = 1, alors :
FragU(g) ≤ 6.
Fin de la preuve de la propriété 6.8. On pose k = elD0(g˜(D0)). D'après le lemme 6.22,
après composition de g˜ par 3(k − 1) homéomorphismes supportés chacun dans l'un des
disques de U , on obtient un homéomorphisme f1 supporté dans
⋃
α∈A
Vα ∪ U2 avec :
elD0(f˜1(D0)) = 1.
On applique alors le lemme 6.23 à l'homéomorphisme f1 :
FragU(f1) ≤ 6.
Par conséquent :
FragU(g) ≤ 3(elD0(g˜(D0))− 1) + 6.
Or, comme D0 ∩ g˜(D0) 6= ∅, puisque l'homéomorphisme g ﬁxe un voisinage du bord de
S :
elD0(g˜(D0)) ≤ diamD(g˜(D0)),
d'où :
FragU(g) ≤ 3diamD(g˜(D0)) + 3.
Ceci termine la preuve.
Notons que l'on a de fait prouvé la proposition précise suivante :
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Proposition 6.24. Soit g un homéomorphisme dans Homeo0(S, ∂S) supporté dans l'in-
térieur de
⋃
α∈A
Vα ∪ U2. Alors :
FragU(g) ≤ 6diamD(g˜(D0)) + 6.
Preuve du lemme 6.22. Donnons tout d'abord les propriétés des homéomorphismes g1,
g2 et g3 qui conviennent. Donnons tout d'abord une idée vague de l'action de ces ho-
méomorphismes. Si l'on regarde les parties  les plus éloignées  de la face D0, l'homéo-
morphisme g1 les repousse dans l'ouvert U2, l'homéomorphisme g2 les repousse hors de
l'ouvert U2 et l'homéomorphisme g3 les fait sortir du domaine fondamental de D dans
lequel ces parties étaient incluses (voir ﬁgure 6.7). Précisons maintenant ce qui précède.
∂S˜
∂S˜
∂S˜
∂S˜
U2
g˜(∂D0)
g1
g2
g2g3
g3
g1
g2
Figure 6.7  Illustration de la preuve du lemme 6.22
On considère pour g1 un homéomorphisme supporté dans
⋃
α∈A
Vα tel que :
 l'homéomorphisme g1 ﬁxe Π(∂D0) ;
 pour toute arête α et toute composante connexe C de Vα ∩ g(Π(∂D0)) qui ne
rencontre pas Π(∂D0), on a :
g1(C) ⊂ U2.
On peut construire un homéomorphisme g1 qui vériﬁe de telles conditions en prenant le
temps 1 du ﬂot d'un champ de vecteurs bien choisi qui s'annule sur Π(∂D0).
On considère pour g2 un homéomorphisme supporté dans U2 qui vériﬁe la pro-
priété suivante : pour toute arête α de A et pour toute composante connexe C de
U˚2 ∩ g1 ◦ g(Π(∂D0)) dont les deux extrémités (i.e. les points de l'adhérence de C qui
n'appartiennent pas à C) appartiennent à Vα, l'ensemble g2(C) est inclus dans V˚α. Pré-
cisons comment un tel homéomorphisme g2 peut être construit. Nous aurons besoin du
lemme élémentaire suivant qui découle du théorème de Schönﬂiess :
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Lemme 6.25. Notons c1 : [0, 1] → D2 et c2 : [0, 1] → D2 deux courbes injectives qui
coïncident sur un voisinage de 0 et un voisinage de 1 et qui vériﬁent les propriétés
suivantes :
 c1(0) = c2(0) ∈ ∂D2 et c1(1) = c2(1) ∈ ∂D2 ;
 c1((0, 1)) ⊂ D2 − ∂D2 et c2((0, 1)) ⊂ D2 − ∂D2.
Il existe alors un homéomorphisme h dans Homeo0(D2, ∂D2) tel que :
∀t ∈ [0, 1], h(c1(t)) = c2(t).
Corollaire 6.26. Notons (ci)1≤i≤l et (c′i)1≤i≤l deux familles ﬁnies de courbes injectives
[0, 1]→ D2 du disque fermé D2 telles que :
 pour tout indice 1 ≤ i ≤ l, les applications ci et c′i coïncident au voisinage de 0 et
de 1 ;
 les courbes ci sont deux à deux disjointes, de même que les courbes c′i ;
 pour tout indice i, les points ci(0) et ci(1) appartiennent au bord du disque ;
 pour tout indice i, les ensembles ci((0, 1)) et c′i((0, 1)) sont inclus dans D2 − ∂D2.
Il existe alors un homéomorphisme h dans Homeo0(D2, ∂D2) tel que, pour tout indice
1 ≤ i ≤ l :
∀t ∈ [0, 1], h(ci(t)) = c′i(t).
Preuve du corollaire. Il suﬃt d'utiliser le lemme précédent et une récurrence.
Remarquons tout d'abord que seul un nombre ﬁni de composantes connexes de U˚2 ∩
g1 ◦ g(Π(∂D0)) n'est pas inclus dans l'un des disques ouverts V˚α. On note C l'ensemble
des telles composantes connexes qui ont leurs deux extrémités dans un même disque de
la forme Vα, pour une arête α dans A. Fixons maintenant une arête α dans A. Soit C,
une composante connexe dans C dont les deux extrémités appartiennent à Vα. On note
δC : [0, 1]→ D un chemin simple inclus dans V˚α ∩ U2 qui coïncide avec le chemin C au
voisinage de δ(0) et de δ(1). La construction est faite de sorte que la famille de chemins
(δC)C∈C soit constituée de chemins deux à deux disjoints. On applique alors le corollaire
précédent dans le disque U2 aux familles de chemins (C)C∈C et (δC)C∈C pour obtenir
l'homéomorphisme g2 souhaité.
Enﬁn, on considère pour g3 un homéomorphisme supporté dans
⋃
α∈A
Vα vériﬁant, pour
toute arête α de A, les propriétés suivantes :
 pour toute composante connexe C de V˚α ∩ g2 ◦ g1 ◦ g(Π(∂D0)) dont les deux
extrémités sont dans la même composante connexe de Vα−α, on a g3(C)∩α = ∅ ;
 l'homéomorphisme g3 ﬁxe toute autre composante connexe de V˚α∩g2◦g1(Π(∂D0)).
La construction de l'homéomorphisme g3 se fait de la même manière que la construction
de l'homéomorphisme g2. Dans la suite de ce texte, nous ne donnerons plus de précisions
sur ce type de construction qui s'eﬀectue toujours de manière analogue.
Nous aﬃrmons que des homéomorphismes g1, g2 et g3 qui satisfont aux propriétés
ci-dessus vériﬁent la conclusion du lemme 6.22. Cela va découler des deux aﬃrmations
suivantes.
Aﬃrmation 1. L'ensemble des domaines fondamentaux de D intersectés par g˜3 ◦
g˜2 ◦ g˜1 ◦ g˜(D0) est inclus dans l'ensemble des domaines fondamentaux de D intersectés
par g˜(D0).
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Si h est un homéomorphisme dans Homeo0(S, ∂S), on dira qu'un domaine fonda-
mental D dans D est extrémal pour h˜ s'il rencontre h˜(D0) et vériﬁe :
dD(D,D0) = elD0(h˜(D0)).
Aﬃrmation 2. Les domaines fondamentaux D de D qui sont extrémaux pour g˜ ne
rencontrent pas g˜3 ◦ g˜2 ◦ g˜1 ◦ g˜(D0).
Admettons pour l'instant ces deux aﬃrmations et montrons le lemme 6.22.
L'aﬃrmation 1 implique que :
elD0(g˜3 ◦ g˜2 ◦ g˜1 ◦ g˜(D0)) ≤ elD0(g˜(D0)).
Supposons que l'on ait égalité dans l'inégalité précédente. Alors il existe un domaine
fondamental D dans D qui est extrémal pour g˜ et qui rencontre g˜3 ◦ g˜2 ◦ g˜1 ◦ g˜(D0). Il y
a donc contradiction avec l'aﬃrmation 2. Ceci prouve le lemme.
Montrons maintenant l'aﬃrmation 1.
En préliminaire, remarquons que, pour tout homéomorphisme h dans Homeo0(S, ∂S),
l'ensemble des domaines fondamentaux de D rencontrés par h˜(D0) est égal à l'ensemble
des domaines fondamentaux de D rencontrés par h˜(∂D0) car l'intérieur d'un domaine
fondamental ne peut pas contenir un domaine fondamental.
Comme les homéomorphismes g˜1 et g˜2 ﬁxent tous deux
⋃
D∈D
∂D, l'ensemble des éléments
de D intersectés par g˜2 ◦ g˜1 ◦ g˜(∂D0) est égal à l'ensemble des éléments de D intersectés
par g˜(∂D0). Il suﬃt donc de montrer l'inclusion suivante :
{D ∈ D, g˜3 ◦ g˜2 ◦ g˜1 ◦ g˜(∂D0) ∩D 6= ∅} ⊂ {D ∈ D, g˜2 ◦ g˜1 ◦ g˜(∂D0) ∩D 6= ∅} .
Soit D, un domaine fondamental appartenant à l'ensemble de gauche dans l'inclusion
ci-dessus. Soit x˜, un point de g˜2 ◦ g˜1 ◦ g˜(∂D0) qui vériﬁe : g˜3(x˜) ∈ D.
Si le point x˜ appartient au domaine fondamental D, alors le domaine fondamental
D appartient à
{D′ ∈ D, g˜2 ◦ g˜1 ◦ g˜(∂D0) ∩D′ 6= ∅} .
Supposons donc que le point x˜ n'appartienne pas au domaine fondamental D. Comme
l'homéomorphisme g3 est supporté dans
⋃
β∈A
Vβ, il existe une arête α de A telle que le
point Π(x˜) appartient au disque Vα. Notons V˜α le relevé du disque Vα qui contient x˜. Par
construction de l'homéomorphisme g˜3, le point x˜ appartient à une composante connexe
C˜ de g˜2 ◦ g˜1(∂D0)∩ ˚˜Vα dont les extrémités sont toutes deux dans l'intérieur d'un même
domaine fondamental D′ dans D. Rappelons que les composantes connexes qui ne sont
pas de ce type sont ﬁxées par l'homéomorphisme g3. Par déﬁnition de g˜3, on a alors
g˜3(x˜) ∈ g˜3(C˜) ⊂ D˚′
et, par hypothèse,
g˜3(x˜) ∈ D.
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Ainsi, les deux domaines fondamentaux D′ et D sont égaux et comme le domaine fon-
damental D′ rencontre C˜ ⊂ g˜2 ◦ g˜1 ◦ g˜(∂D0), le domaine fondamental D appartient bien
à l'ensemble
{D ∈ D, g˜2 ◦ g˜1 ◦ g˜(∂D0) ∩D 6= ∅} .
Passons à la preuve de l'aﬃrmation 2. Comme dans la section 3, on note
G = {ai, i ∈ {1, . . . , P}} ∪
{
a−1i , i ∈ {1, . . . , P}
}
la partie génératrice du groupe Π1(S) formé des automorphismes du revêtement Π qui
envoient le domaine fondamental D0 sur un domaine fondamental de D adjacent à D0.
Comme, dans le cas présent, la surface S a un bord non-vide, le groupe Π1(S) est le
groupe libre engendré par {a1, a2, . . . , ap}. Soit Dex, un domaine fondamental dans D
qui est extrémal pour g˜. En particulier, on a :
dD(Dex, D0) = elD0(g˜(D0)).
On note γ l'automorphisme du revêtement Π qui envoie D0 sur Dex. L'élément γ du
groupe Π1(S) admet une unique écriture en tant que mot réduit d'éléments de G :
γ = s1s2 . . . sn
où les si appartiennent à la partie génératrice G et n = dD(Dex, D0). Tout domaine
fondamental de D adjacent à Dex est de la forme γ(s(D0)), où s est un élément de G.
Si l'élément s est distinct de s−1n , on a :
dD(γ(s(D0)), D0) = lG(γs) = n+ 1 > n = elD0(g˜(∂D0)).
Ainsi, la seule face adjacente à Dex qui rencontre g˜(∂D0) est γ ◦ s−1n (D0). On note α˜
l'arête commune aux domaines fondamentaux γ ◦ s−1n (D0) et Dex. Toute composante
connexe de g˜(∂D0) ∩Dex a ses extrémités dans α˜ et ne rencontre pas les autres arêtes
de ∂Dex. Notons V˜α˜ le relevé de VΠ(α˜) qui contient α˜. On aﬃrme que :
g˜1 ◦ g˜(∂D0) ∩Dex ⊂ V˜α˜ ∪ U˜2,
où U˜2 est le relevé de U2 qui est inclus dans Dex. Justiﬁons cette dernière aﬃrmation.
Pour un point x˜ dans Dex ∩ g˜(∂D0) ∩ Π−1(Vβ) − V˜α˜, où β désigne une arête de A, la
composante connexe de g˜(∂D0) ∩ Π−1(V˚β) qui passe par x˜ ne rencontre pas l'ensemble
Π−1(β). Le point g˜1(x˜) appartient donc à U2, par construction de g1. Comme, de plus,
l'homéomorphisme g˜1 stabilise les ensembles suivants :
U˜2 − (
⋃
β∈A
Π−1(Vβ)) et V˜α˜,
l'aﬃrmation est démontrée.
On constate aussi que :
g˜2 ◦ g˜1 ◦ g˜(∂D0) ∩Dex ⊂ ˚˜Vα˜.
En eﬀet, toute composante connexe de g˜1 ◦ g˜(∂D0) ∩ ˚˜U2 a ses extrémités dans V˜α˜, d'où
la constatation par construction de g2.
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Montrons maintenant que :
g˜3 ◦ g˜2 ◦ g˜1 ◦ g˜(∂D0) ∩Dex = ∅.
Notons C une composante connexe de g˜2 ◦ g˜1 ◦ g˜(∂D0) ∩ ˚˜Vα˜. Comme
g˜2 ◦ g˜1 ◦ g˜(∂D0) ∩Dex ⊂ ˚˜Vα˜,
les extrémités de C n'appartiennent pas à D˚ex∩ V˜α˜ mais à γ ◦s−1n (D0)∩ V˜α˜ qui constitue
l'autre composante connexe de V˜α˜− α˜ (les extrémités de C n'appartiennent pas à α car
elD0(g˜(D0)) = dD(Dex, D0) ≥ 2). Par construction de l'homéomorphisme g3, on alors :
g˜3(C) ⊂ γ ◦ s−1n (D˚0).
Ainsi, l'ensemble g˜3(C) est disjoint de Dex, ce qui termine la démonstration de la
deuxième aﬃrmation.
Preuve du lemme 6.23. Pour chaque arête α˜ dans A˜, on noteDα˜ le domaine fondamental
dans D qui vériﬁe :
D0 ∩Dα˜ = α˜.
Fixons une arête α˜ de A˜. Comme elD0(g˜(D0)) = 1, la courbe g˜(α˜) ne rencontre pas
les domaines fondamentaux de D adjacents à Dα˜ et distincts de D0 : ces domaines
fondamentaux sont à distance 2 de D0. Montrons de plus que, si β˜ est une arête de A˜
distincte de α˜, alors
g˜(α˜) ∩Dβ˜ = ∅.
Dans le cas contraire, on aurait
g˜(Dα˜) ∩Dβ˜ 6= ∅,
pour une arête β˜ distincte de α˜. Notons s l'automorphisme du revêtement Π qui envoie
D0 sur Dα˜. Alors :
2 = dD(Dα˜, Dβ˜) = dD(D0, s
−1(Dβ˜)).
De plus, on a
g˜(s(D0)) ∩Dβ˜ 6= ∅
d'où
g˜(D0) ∩ s−1(Dβ˜) 6= ∅.
On a donc une contradiction avec l'hypothèse
elD0(g˜(D0)) = 1.
Ainsi, pour toute arête α˜ de A˜, on a :
g˜(α˜) ⊂ D˚α˜ ∪ D˚0 ∪ α˜.
Pour une arête α˜ dans A˜, on note V˜α˜ le relevé de VΠ(α˜) qui contient l'arête α˜.
On va maintenant construire des homéomorphismes g1 et g2 supportés respective-
ment dans
⋃
α∈A
Vα et U2 tels que :
∀α˜ ∈ A˜, g˜2 ◦ g˜1 ◦ g˜(α˜) ⊂ ˚˜Vα˜ ∪ α˜.
De même que dans la démonstration du lemme 6.22, on construit des homéomor-
phismes g1 et g2 qui vériﬁent les propriétés suivantes :
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∂S˜
∂S˜
∂S˜
∂S˜
U˜2,0
α
g˜(α˜)
U˜2,α
g˜1
g˜1
g˜1
g˜2
g˜2
Figure 6.8  Preuve du lemme 6.23 : les homéomorphismes g1 et g2
 l'homéomorphisme g1 est supporté dans
⋃
α∈A
Vα et ﬁxe ∂D0 ;
 pour toute arête α de A et toute composante connexe C de g(Π(∂D0)) ∩ V˚α qui
ne rencontre pas α, on a g1(C) ⊂ U2 ;
 l'homéomorphisme g2 est supporté dans U2 ;
 pour toute composante connexe C de g1 ◦ g(Π(∂D0)) ∩ U˚2 dont les extrémités
appartiennent à une même composante connexe de Vα−α pour une arête α de A,
on a g2(C) ⊂ V˚α.
Notons U˜2,0 le relevé du disque U2 inclus dans D0 et, pour toute arête α˜ dans A˜, U˜2,α˜ le
relevé du disque U2 inclus dans Dα˜. Par les mêmes raisonnements que pour la démons-
tration du lemme 6.22, on a, pour toute arête α˜ de A˜ :
g˜1 ◦ g˜(α˜) ⊂ ˚˜U2,0 ∪ V˜α˜ ∪ ˚˜U2,α˜
et
g˜2 ◦ g˜1 ◦ g˜(α˜) ⊂ ˚˜Vα˜.
On va maintenant construire des homéomorphismes g3 et g4 de S supportés res-
pectivement dans
⋃
α∈A
Vα et U2 tels que, pour toute arête α˜ de A˜, l'homéomorphisme
g˜4 ◦ g˜3 ◦ g˜2 ◦ g˜1 ◦ g˜ ﬁxe ∂V˜α˜.
On considère pour g3 un homéomorphisme supporté dans
⋃
α∈A
Vα qui vériﬁe les pro-
priétés suivantes :
 l'homéomorphisme g3 ﬁxe g2 ◦ g1 ◦ g(α) ;
 pour toute composante connexe C de g2 ◦ g1 ◦ g(∂Vα) ∩ V˚α, on a : g3(C) ⊂ U˚2.
De cette manière, l'ensemble g3 ◦ g2 ◦ g1 ◦ g(∂Vα)∆∂Vα est inclus dans U˚2.
On demande que l'homéomorphisme g4, quant à lui, soit supporté dans U2 et vériﬁe
la propriété suivante : l'homéomorphisme g4 coïncide avec (g3 ◦g2 ◦g1 ◦g)−1 sur le fermé
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g3 ◦g2 ◦g1 ◦g(∂Vα). La construction de g3 a rendu possible la construction de g4 vériﬁant
les propriétés ci-dessus. Ainsi, comme l'homéomorphisme g4 ◦ g3 ◦ g2 ◦ g1 ◦ g ﬁxe chaque
point de l'ensemble
⋃
α∈A
∂Vα, l'application g5 : S → S, qui coïncide avec g4 ◦ g3 ◦ g2 ◦
g1 ◦ g sur
⋃
α∈A
Vα et avec l'identité en dehors de cet ensemble, est un homéomorphisme
de S à support inclus dans
⋃
α∈A
Vα. On pose alors g6 = (g5 ◦ g4 ◦ g3 ◦ g2 ◦ g1 ◦ g)−1.
L'homéomorphisme g6 est alors supporté dans U2 et on a :
g = g−11 ◦ g−12 ◦ g−13 ◦ g−14 ◦ g−15 ◦ g−16 .
Cela implique que FragU(g) ≤ 6, ce qui démontre le lemme.
6.6 Cas du tore
Dans cette section, nous montrons la proposition 6.7 dans le cas du tore T2 = R2/Z2.
On prend D0 = [0, 1]2 et le revêtement Π est donné par la projection R2 → R2/Z2. On
note A0 (respectivement A1, B0, B1) l'anneau fermé [−14 , 12 ]×R/Z ⊂ T2 (respectivement
[1
4
, 1]×R/Z, R/Z× [−1
4
, 1
2
], R/Z× [1
4
, 1]). Pour un entier relatif i, on note A˜i0 (respecti-
vement A˜i1, B˜
i
0, B˜
i
1) la bande du plan [i− 14 , i+ 12 ]×R (respectivement [i+ 14 , i+ 1]×R,
R× [i− 1
4
, i+ 1
2
], R× [i+ 1
4
, i+ 1]). Enﬁn, on note, pour i ∈ Z et j ∈ {0, 1}, α˜ij (respec-
tivement β˜ij) la courbe
{
i+ j
2
} × R (respectivement R × {i+ j
2
}
). Le recouvrement U
du tore T2 que l'on considère est le suivant :
U = {I × J, I, J ∈ {[−1
4
, 1
2
]
,
[
1
4
, 1
]}}
= {Aj ∩Bj′ , j, j′ ∈ {0, 1}} .
Pour une partie compacte A de R2, on pose :
largeur(A) = card
{
(i, j) ∈ Z× {0, 1} , α˜ij ∩ A 6= ∅
}
et :
hauteur(A) = card
{
(i, j) ∈ Z× {0, 1} , β˜ij ∩ A 6= ∅
}
.
Remarquons que, pour toute partie compacte A de R2, on a :{
largeur(A) ≤ 2diamD(A)
hauteur(A) ≤ 2diamD(A) .
Fixons un homéomorphisme g dans Homeo0(T2) et un relevé g˜ de g. Notons imax,α ∈ Z
et jmax,α ∈ {0, 1} (respectivement imax,β et jmax,β) les entiers qui vériﬁent :
imax,α +
1
2
jmax,α = max
{
i+
1
2
j, g˜(D0) ∩ α˜ij 6= ∅
}
(respectivement :
imax,β +
1
2
jmax,β = max
{
i+
1
2
j, g˜(D0) ∩ β˜ij 6= ∅
}
).
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On considère le couple (iα, jα) (respectivement (iβ, jβ)) de sorte que l'intérieur de
la bande A˜iαjα (respectivement B˜
iβ
iα
) contienne la courbe α˜imax,αjmax,α = α˜max (respectivement
β˜
imax,β
jmax,β
= β˜max). Supposons que hauteur(g˜(D0)) > 3 ou que largeur(g˜(D0)) > 3. Remar-
quons que les composantes connexes de A˚jα ∩ g(Π(∂D0)) sont de deux types diﬀérents :
 d'une part les composantes connexes qui sont homéomorphes à R que l'on appellera
composantes connexes régulières de A˚jα ∩ g(Π(∂D0)) ;
 d'autre part, il existe au plus une composante connexe homéomorphe à une réunion
de deux droites transverses de R2. C'est la composante connexe qui contient le
point g(0, 0). On l'appellera composante connexe singulière de A˚jα ∩ g(Π(∂D0)).
On aﬃrme que l'on est alors dans l'un des deux cas suivants.
Premier cas. Il existe une composante connexe C˜ de Π−1(A˚jα)∩ g˜(∂D0) telle que :
 les extrémités de C˜ appartiennent à deux composantes connexes du bord de
Π−1(Ajα) distinctes.
 hauteur(C˜) ≤ 3.
Deuxième cas. Il existe une composante connexe C˜ de Π−1(B˚jβ) ∩ g˜(∂D0) telle
que :
 les extrémités de C˜ appartiennent à deux composantes connexes du bord de
Π−1(Bjβ) distinctes.
 largeur(C˜) ≤ 3.
Démontrons que l'un des deux cas est réalisé. Supposons dans un premier temps que
la largeur de g˜(D0) est strictement plus grande que 3. Alors il existe une composante
connexe C˜ de Π−1(A˚jα)∩g˜(∂D0) dont les extrémités appartiennent à des composantes du
bord de Π−1(Ajα) distinctes. Si l'on n'est pas dans le premier cas, c'est que la hauteur de
C˜ est strictement plus grande que 3, alors il existe une composante connexe C˜ ′ de B˚jβ∩C˜
dont les extrémités appartiennent à deux composantes connexes du bord distinctes de
Bjβ . Dans ce cas, la composante C˜
′ sera de largeur au plus 1 : on est dans le deuxième
cas. Enﬁn, si la largeur de g˜(D0) est inférieure ou égale à 3 et la hauteur de ce compact
est strictement supérieur à 3, alors toute composante connexe de Π−1(B˚jβ) ∩ g˜(∂D0)
vériﬁe les conditions du deuxième cas.
Les deux lemmes qui suivent vont nous permettre de conclure la preuve de la pro-
position 6.7 dans le cas du tore de dimension 2.
Lemme 6.27. Dans le premier cas ci-dessus, il existe un homéomorphisme h supporté
dans Ajα qui vériﬁe les propriétés suivantes :
 si p2 : R2 → R désigne la deuxième projection, on a :
sup
x∈R2
∣∣∣p2 ◦ h˜(x)− p2(x)∣∣∣ < 3;
 hauteur(h˜ ◦ g˜(D0)) ≤ hauteur(g˜(D0)) ;
 largeur(h˜ ◦ g˜(D0)) ≤ largeur(g˜(D0))− 1.
On a bien sûr un énoncé symétrique dans le deuxième cas.
Lemme 6.28. Il existe une constante C ′ > 0 telle que, pour tout homéomorphisme g
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dans Homeo0(T2) qui satisfait aux propriétés suivantes :{
largeur(g˜(D0)) ≤ 3
hauteur(g˜(D0)) ≤ 3 ,
on a :
FragU(g) ≤ C ′.
Preuve de la proposition 6.7 dans le cas du tore T2. En utilisant le cas de l'anneau
traité par la proposition 6.24, on voit qu'il existe une constante C > 0 telle que, pour
tout homéomorphisme h supporté dans Ajα (respectivement dans Bjβ) avec
sup
x∈R2
∣∣∣p2 ◦ h˜(x)− p2(x)∣∣∣ < 3
(respectivement
sup
x∈R2
∣∣∣p1 ◦ h˜(x)− p1(x)∣∣∣ < 3),
on a :
FragU(h) ≤ C.
En utilisant le lemme 6.27, on voit qu'en composant l'homéomorphisme g par au plus
C.(max(hauteur(g˜(D0))− 3, 0) + max(largeur(g˜(D0))− 3, 0)
homéomorphismes à support inclus dans l'un des disques de U , on obtient un homéo-
morphisme f1 qui satisfait aux hypothèses du lemme 6.28 :
FragU(f1) ≤ C ′.
Par conséquent :
FragU(g) ≤ 4CdiamD(g˜(D0)) + C ′.
La proposition est montrée dans le cas du tore T2.
Passons maintenant à la preuve des deux lemmes ci-dessus.
Preuve du lemme 6.27. Plaçons-nous dans le premier cas (la démonstration dans le
deuxième cas est identique). On considère un homéomorphisme h supporté dans Ajα
qui vériﬁe les trois propriétés suivantes :
1. pour toute composante connexe C régulière de g(Π(∂D0))∩A˚jα dont les extrémités
appartiennent toutes deux à la même composante connexe du bord de Ajα , on a :
h(C) ∩ Π(α˜imax,αjmax,α) = ∅
et, si l'on note C˜ le relevé de C qui est inclus dans g˜(∂D0) et si l'on note qmin et
qmax les extrémités de C˜ avec p2(qmin) < p2(qmax), alors :
p2(h˜(C˜)) = [p2(qmin), p2(qmax)];
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2. l'homéomorphisme h ﬁxe la projection de toute composante connexe de g˜(∂D0)∩
Π−1(A˚jα) dont les extrémités appartiennent à des composantes de bord distinctes
de Π−1(Ajα) ;
3. Si le point g(0, 0) appartient à A˚jα , on ajoute la troisième condition suivante. Soit
C0 la composante connexe singulière de g(Π(∂D0)) ∩ A˚jα . Si il existe un relevé
C˜0 de la composante C0 qui rencontre g˜(∂D0) et la courbe α˜max, on impose la
condition décrite ci-après. Notons C1, C2, C3 et C4 les composantes connexes
de C0 − {g(0, 0)}. Seules trois de ces composantes connexes admettent un relevé
inclus dans g˜(D0) qui rencontre l'intérieur de A˜
iα
jα
: pour la dernière composante
connexe, les deux relevés de celle-ci inclus dans g˜(D0) sont inclus nécessairement
dans l'intérieur de A˜iα−1jα . Quitte à renuméroter, ces trois composantes connexes
sont C1, C2 et C3. Notons C˜1, C˜2 et C˜3 des relevés respectifs de C1, C2 et C3 de
sorte que ces trois relevés aient une extrémité commune q˜. Pour un entier i entre
1 et 3, notons q˜i l'extrémité de C˜i distincte du point q˜. On renumérote les courbes
Ci (et donc C˜i) de sorte que :
p2(q˜1) < p2(q˜2) < p2(q˜3).
Alors, pour tout entier i entre 1 et 3, on impose la condition suivante :
h(Ci) ∩ α˜max = ∅.
De plus :
p2(h˜(C˜1)) = [p2(q˜1), p2(q˜2)],
p2(h˜(C˜2)) = {p2(q˜2)} ,
p2(h˜(C˜3)) = [p2(q˜2), p2(q˜3)].
Nous aﬃrmons qu'un tel homéomorphisme h vériﬁe les conditions souhaitées. Tout
d'abord, l'existence d'une composante connexe C˜ de Π−1(A˚jα) ∩ g˜(∂D0) dont les ex-
trémités appartiennent à deux composantes connexes distinctes du bord de Π−1(Ajα)
et dont la hauteur est inférieure ou égale à 3 (et donc sup p2(C˜) − inf p2(C˜) ≤ 2) et le
fait que l'homéomorphisme h ﬁxe la projection de cette composante connexe impliquent
que :
sup
x∈R2
∣∣∣p2 ◦ h˜(x)− p2(x)∣∣∣ < 3.
Les conditions sur les ordonnées des images par h des composantes connexes de A˚jα ∩
g(Π(∂D0)) impliquent que :
hauteur(h˜ ◦ g˜(D0)) ≤ hauteur(g˜(D0)).
Enﬁn, par construction, l'ensemble h˜ ◦ g˜(D0) ne rencontre pas la courbe α˜imax,αjmax,α et ne
rencontre que des courbes de la forme α˜ij déjà rencontrées par l'ensemble g˜(D0). Ainsi :
largeur(h˜ ◦ g˜(D0)) ≤ largeur(g˜(D0))− 1.
Le lemme 6.27 est démontré.
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Preuve du lemme 6.28. Le lecteur est invité à faire sa propre preuve du lemme 6.28,
dont une démonstration est plus facile à trouver par soi-même qu'à lire.
Au cours de la preuve du lemme, nous utiliserons à de nombreuses reprises le résultat
suivant, qui est une conséquence directe de la proposition 6.8 dans le cas de l'anneau.
Il existe une constante λ > 0 telle que, pour tout homéomorphisme η dans Homeo0(T2)
supporté dans A˚0 ou A˚1 qui vériﬁe :
hauteur(η˜(D0)) ≤ 12,
on a :
FragU(η) ≤ λ.
Remarquons en préliminaire que l'inégalité largeur(g˜(D0)) ≤ 3 implique l'inégalité
largeur(g˜(α˜00)) ≤ 1. En eﬀet, supposons que largeur(g˜(α˜00)) > 1. Comme une des arêtes
du carré ∂D0 est incluse dans α˜00 et comme la courbe g˜(α˜
1
0) rencontre deux courbes
parmi les α˜ij que ne rencontre pas g˜(α˜
0
0), on a :
largeur(g˜(D0)) ≥ largeur(g˜(α˜00)) + 2 > 3.
Soit maintenant g, un homéomorphisme qui satisfait aux hypothèses du lemme 6.28.
Notons n(g˜(α˜00)) le nombre de composantes connexes de
⋃
i,j
∂A˜ij rencontrées par le chemin
g˜(α˜00). Comme la largeur de g˜(α˜
0
0) est inférieure ou égale à 1, alors n(g˜(α˜
0
0)) ≤ 3. Nous
allons maintenant montrer que, quitte à composer g par un homéomorphisme dont la
longueur de fragmentation par rapport à U est inférieure ou égale à 3λ, on peut supposer
que n(g˜(α˜00)) = 0.
Supposons que n(g˜(α˜00)) > 0. On choisit un couple (i0, j0) ∈ Z×{0, 1} de sorte que :
l'ensemble g˜(D0) rencontre A˜
i0
j0
mais ne rencontre qu'une seule composante connexe du
bord de A˜i0j0 que l'on note ci0,j0 . On note A˜
i1
j1
l'unique bande parmi les A˜ij dont l'intérieur
contient la courbe ci0,j0 . En particulier, on a : j1 6= j0.
On pourra prendre pour A˜i0j0 la bande la plus à droite intersectée par le chemin g˜(α˜
0
0)
par exemple.
Premier cas. On suppose que l'ensemble g˜(D0) intersecte les deux composantes
connexes du bord de A˜j1i1 . On considère un homéomorphisme h dans Homeo0(T
2)
à support inclus dans l'intérieur de Aj0 qui vériﬁe les propriétés suivantes :
 pour toute composante connexe C˜ de g˜(∂D0) ∩ Π−1(Aj0) qui n'est pas incluse
dans l'intérieur de Aj1 , on a :{
h(Π(C˜)) ⊂ A˚j1
p2(h(Π(C˜))) ⊂ p2(Π(C˜)) ;
 l'homéomorphisme h ﬁxe les autres composantes connexes de g(Π(∂D0))∩Aj0 ;
 supx∈R2
∣∣∣p2 ◦ h˜(x)− p2(x)∣∣∣ < 2 ;
Notons que l'avant-dernière condition est compatible avec les précédentes. En eﬀet,
comme la hauteur de g˜(D0) est inférieure ou égale à 3, alors, pour toute composante
connexe C˜ de g˜(∂D0) ∩ Π−1(Aj0), on a : hauteur(C˜) ≤ 3. On peut donc faire en
sorte que le support de h soit inclus dans une réunion disjointe de disques qui ont
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tous une hauteur inférieure ou égale à trois. Pour un tel homéomorphisme h, les
propriétés suivantes sont vériﬁées :
FragU(h) ≤ λ
n(h˜ ◦ g˜(α˜00)) < n(g˜(α˜00))
hauteur(h˜ ◦ g˜(D0)) ≤ hauteur(g˜(D0))
.
La deuxième vient de ce que l'ensemble h˜ ◦ g˜(α˜00) n'intersecte plus l'une des
composantes connexes du bord de A˜i1j1 .
Deuxième cas. On suppose que l'ensemble g˜(D0) n'intersecte pas les deux compo-
santes connexes du bord de A˜j1i1 . On construit de manière analogue au premier cas
un homéomorphisme dans Homeo0(T2) supporté dans A˚j1 de sorte que la courbe
h˜ ◦ g˜(α˜00) ne rencontre plus la bande A˜i0j0 et que :
FragU(h) ≤ λ
n(h˜ ◦ g˜(α˜00)) < n(g˜(α˜00))
hauteur(h˜ ◦ g˜(D0)) ≤ hauteur(g˜(D0))
.
Ainsi, on est ramené à démontrer la propriété suivante. Il existe une constante
C > 0 telle que, si g est un homéomorphisme dans Homeo0(T2) avec n(g˜(α˜00)) = 0
et hauteur(g˜(D0)) ≤ 3, alors FragU(g) ≤ C. Considérons donc un tel homéomorphisme
g.
Premier cas. g(α0) * A0. On considère un homéomorphisme h supporté dans l'an-
neau A1 qui préserve le feuilletage horizontal tel que : h(g(α0)) ⊂ A0. La préser-
vation du feuilletage horizontal implique en particulier que FragU(h) ≤ λ. On est
ramené au deuxième cas.
Deuxième cas. g(α0) ⊂ A0. On considère un homéomorphisme h supporté dans
l'anneau A0 qui coïncide avec l'homéomorphisme g sur un voisinage de la courbe
α0. Comme la hauteur de g˜(D0) est inférieure ou égale à 3, on peut imposer de
plus (et on le fait) que : hauteur(h˜(D0)) ≤ 3, car on peut faire en sorte que
supx∈R2
∥∥∥h˜(x˜)− x˜∥∥∥ < 2. Ainsi, on a FragU(h) ≤ λ. En outre :
hauteur(h˜−1 ◦ g˜(D0)) ≤ 6.
On a donc ﬁxé α qui est l'une des deux composantes du bord deA1. Par une procédure
analogue, on peut trouver un homéomorphisme h′ de sorte que h′−1 ◦ h−1 ◦ g ﬁxe un
voisinage du bord de A1 (on ﬁxe l'autre composante de bord) et :{
FragU(h
′) ≤ 2λ
hauteur(h˜′−1 ◦ h˜−1 ◦ g˜(D0)) ≤ 12 .
On note h1 l'homéomorphisme supporté dans A1 qui coïncide avec h′−1 ◦ h−1 ◦ g sur
A1. La hauteur de h˜1(D0) est plus petite ou égale à 12 d'où : FragU(h1) ≤ λ. De plus,
l'homéomorphisme h2 = h
−1
1 ◦ h′−1 ◦ h−1 ◦ g est supporté dans A2. De plus, l'image de
D0 par h˜2 est inférieure ou égale à 12 donc : FragU(h2) ≤ λ. Au ﬁnal, FragU(g) ≤ 5λ
dans ce cas. Le lemme 6.28 est démontré.
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6.7 Cas des surfaces de genre g ≥ 2
Dans cette partie, nous allons démontrer la proposition 6.7 pour une surface S com-
pacte sans bord de genre g ≥ 2. Commençons par décrire le recouvrement U que nous
utiliserons par la suite. On note p le point de S qui est l'image par Π d'un sommet
du polygone ∂D0. Notons A˜ l'ensemble des arêtes du polygone ∂D0, A l'ensemble des
courbes qui sont l'image par Π d'une arête dans A˜ et :
B =
{
γ(α),
{
α ∈ A˜
γ ∈ Π1(S)
}
= Π−1(Π(A˜)).
On note U0 un disque fermé de S dont l'intérieur contient le point p et qui vériﬁe la
propriété suivante : si U˜0 désigne un relevé de U0 et p˜ est un relevé du point p, alors le
disque U˜0 ne rencontre que des arêtes dans B dont une extrémité est p˜ et le bord ∂U˜0
rencontre chacune d'entre elles en exactement un point. Pour chaque arête α dans A,
on note Vα un disque fermé qui ne rencontre pas le point p de sorte que les propriétés
suivantes soient vériﬁées :
 pour toute arête α dans A, l'ensemble Vα∪U0 constitue un voisinage de l'arête α ;
 pour toute arête α dans A, l'ensemble Vα ∩ U0 est la réunion disjointe de deux
disques fermés ;
 les disques Vα sont deux à deux disjoints.
On note U1 un disque fermé qui contient la réunion des Vα. Enﬁn, on note U2 un disque
fermé qui ne rencontre aucune arête de A et qui vériﬁe les propriétés suivantes :
 pour toute arête α dans A, le fermé U2∩Vα est homéomorphe à la réunion disjointe
de deux disques fermés ;
 la réunion de l'intérieur du disque U2 de l'intérieur du disque U0 et des intérieurs
des disques Vα est égale à S ;
 le fermé (
⋃
α Vα∪U2)∩U0 est homéomorphe à un anneau dont une des composantes
connexes du bord est ∂U0.
On pose U = {U0, U1, U2}. Les deux lemmes suivants vont nous permettre de conclure
la preuve de la proposition 6.7.
Lemme 6.29. Soit f un homéomorphisme dans Homeo0(S). Supposons que
elD0(f˜(D0)) ≥ 4g. Alors il existe un homéomorphisme h dans Homeo0(S) qui vériﬁe
les propriétés suivantes :
 FragU(h) ≤ 8g − 2 ;
 elD0(h˜ ◦ f˜(D0)) ≤ elD0(f˜(D0))− 1.
Remarque Nous n'avons pas cherché l'optimalité dans la majoration de la longueur de
fragmentation d'un homéomorphisme h qui vériﬁe elD0(h˜ ◦ f˜(D0)) ≤ elD0(f˜(D0))− 1.
Lemme 6.30. Il existe une constante C ′ > 0 telle que, pour tout homéomorphisme f
dans Homeo0(S) avec elD0(f˜(D0)) ≤ 4g, on a :
FragU(f) ≤ C ′.
Fin de la démonstration de la proposition 6.7. Cas d'une surface de genre supérieur.
Comme, d'après le théorème du point ﬁxe de Lefschetz, l'homéomorphisme f admet un
point ﬁxe contractile, alors
f˜(D0) ∩D0 6= ∅
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∂U2
∂
⋃
α∈A
Vα
∂U0
Figure 6.9  Notations dans le cas des surfaces de genre supérieur
et on a
elD0(f˜(D0)) ≤ diamD(f˜(D0)).
Par conséquent, les deux lemmes précédents permettent de conclure la preuve de la
proposition 6.7.
Pour mener à bien la démonstration du lemme 6.29, nous aurons besoin de quelques
lemmes portant sur la combinatoire du groupe Π1(S) que nous présentons dans la section
qui suit.
6.7.1 Quelques lemmes combinatoires
Rappelons que deux domaines fondamentaux D1 et D2 dans D sont dits adjacents si
l'intersection de D1 et de D2 est une arête commune aux polygones ∂D1 et ∂D2. Rap-
pelons que G désigne la partie de Π1(S) constituée des automorphismes de revêtements
qui envoient le domaine fondamental D0 sur un domaine fondamental adjacent à D0.
On appelle mot géodésique un mot γ dont les lettres sont des éléments de G ⊂ Π1(S)
tel que la longueur du mot γ, c'est-à-dire son nombre de lettres, est égal à lG(γ) (par
abus, on note aussi γ l'image du mot γ dans le groupe Π1(S)).
Nous allons maintenant décrire une manière un peu plus géométrique de voir les
mots dont les lettres sont des éléments de G. On appellera chemin dans D d'origine
D0 toute suite ﬁnie (D0, D1, . . . , Dp) de domaines fondamentaux dans D telle que deux
domaines fondamentaux successifs de cette suite sont adjacents. Un tel chemin dans D
sera dit géodésique si, de plus, pour tout indice i, dD(D0, Di) = i. On remarque qu'il
y a une bijection entre les mots en les éléments de G et les chemins d'origine D0 dans
D : à un mot l1 . . . lp, on peut associer le chemin (D0, l1(D0), l1l2(D0), . . . , l1l2 . . . lp(D0)).
6.7.1 - Quelques lemmes combinatoires 105
Cette dernière application est bien bijective et envoie de plus les mots géodésiques sur
les chemins géodésiques dans D.
Pour un homéomorphisme h dans Homeo0(S), on appelle face maximale pour h
tout domaine fondamental dans D à distance elD0(h˜(D0)) de D0. Il s'agit de montrer
qu'en composant h par un nombre indépendant de h d'homéomorphismes supportés
dans l'un des disques de U , l'image de D0 ne rencontre plus les faces maximales pour
h. Il y aura deux types de faces maximales pour h. Les premières, que l'on appel-
lera non-exceptionnelles, ne poseront pas de problèmes : après composition par quatre
homéomorphismes supportés chacun dans l'un des disques de U , l'image du domaine
fondamental D0 ne touchera plus ces faces-là. Ces faces sont celles qui vériﬁent la pro-
priété suivante : dans l'ensemble des faces adjacentes à D, il y en a une seule qui est
à distance dD(D,D0) − 1 de D0. Les faces dans D qui ne vériﬁent pas cette dernière
propriété sont appelées exceptionnelles. On va réussir à traiter leur cas en comprenant
la combinatoire de l'agencement des domaines fondamentaux dans D alentours.
Décrivons plus précisément la propriété cruciale qui va être utilisée au cours de la
preuve. Notons D une face exceptionnelle et γ un mot géodésique tel que γ(D0) = D.
On note (D0, D1, . . . , DM = D) le chemin géodésique dans D qui correspond au mot
géodésique γ. Nous allons voir lors du lemme 6.31 que ces faces, pour j ≤ 2g − 1, ont
un sommet commun. La propriété cruciale sera alors la suivante : si 1 ≤ k ≤ 2g − 2,
pour tout chemin géodésique de la forme (D0, . . . , DM−k, D′M−k+1, . . . , D
′
M), où la face
D′M−k+1 est distincte de la face DM−k+1, alors les faces D
′
M−k+1, . . . , D
′
M ne sont pas
exceptionnelles (voir lemme 6.33).
En remplaçant la face D0 par un autre domaine fondamental quelconque D1 dans
D et la partie génératrice G par la partie génératrice constituée des automorphismes de
revêtements qui envoient D1 sur une face adjacente à D1, on peut déﬁnir de la même
manière les faces exceptionnelles vis-à-vis de D1. En particulier, tous les énoncés qui
suivent qui portent sur des faces exceptionnelles (vis-à-vis de D0) se généralisent au cas
d'une face exceptionnelle vis-à-vis d'un domaine fondamental quelconque de D. Nous
utiliserons tacitement cette dernière remarque au cours de la preuve du lemme 6.34.
Notons :
G = {ai , 1 ≤ i ≤ g et  ∈ {−1, 1}} ∪ {bi , 1 ≤ i ≤ g et  ∈ {−1, 1}}
de sorte que :
Π1(S) = 〈(ai)1≤i≤g, (bi)1≤i≤g|[a1, b1] . . . [ag, bg] = 1〉 .
On note Λ l'ensemble des permutations cycliques des mots [a1, b1] . . . [ag, bg] et
[bg, ag] . . . [b1, a1]. En terme de chemin dans D, ces mots reviennent à faire un tour de
l'un des sommets du polygone ∂D0 :
Lemme 6.31. Pour toute face D dans D et tout mot λ1 . . . λ4g dans Λ, les faces
λ1 . . . λi(D), pour 1 ≤ i ≤ 4g, ont un point commun.
Démonstration. Nous allons montrer que, étant donné un mot λ de Λ les domaines
fondamentaux λ1 . . . λi(D0), pour 1 ≤ i ≤ 4g, ont un point commun. Cette dernière pro-
priété implique alors le lemme par transitivité de l'action du groupe Π1(S) sur l'ensemble
D.
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Notons X l'ensemble des 4g-uplets (δi)1≤i≤4g d'éléments de D qui vériﬁent les pro-
priétés suivantes :
 δ4g = D0 ;
 il existe un sommet p˜ de D0 tel que l'ensemble des éléments de D qui contiennent
le point p˜ est {δi, 1 ≤ i ≤ 4g} ;
 tout cercle centré en p˜ de diamètre suﬃsamment petit et orienté dans le sens direct
rencontre successivement les domaines fondamentaux δ1, . . . , δ4g dans cet ordre.
En particulier, les face δi et δi+1 sont adjacentes.
L'ensemble X est naturellement en bijection avec l'ensemble des sommets du polygone
∂D0. À un élément a = (δi)1≤i≤4g dans X, on fait correspondre un mot ϕ(a) = λ =
λ1 . . . λ4g de Λ de la manière suivante : la lettre λ1 est l'unique automorphisme dans G qui
envoie D0 sur δ1. La deuxième lettre λ2 est l'unique élément de G tel que λ1λ2(D0) = δ2.
De même, ayant construit les lettres λ1, . . . , λi de sorte que λ1 . . . λi(D0) = δi, on déﬁnit
la lettre λi+1 par la relation λ1 . . . λi+1(D0) = δi+1. Au ﬁnal, on a : δ1 . . . δ4g(D0) = D0
donc le mot δ1 . . . δ4g appartient à l'ensemble Λ.
Ainsi, on a construit une injection qui, à un sommet p˜ de D0, associe un mot λ de
Λ tel que les domaines fondamentaux λ1 . . . λi(D0), pour 1 ≤ i ≤ 4g, ont pour point
commun p˜. Notons que le mot λ−1 vériﬁe alors aussi cette dernière propriété. De plus,
comme l'ensemble Λ est de cardinal 4g et comme l'ensemble des sommets du polygone
∂D0 est de cardinal 2g, on obtient la propriété suivante : étant donné un mot λ de Λ,
les domaines fondamentaux λ1 . . . λi(D0), pour 1 ≤ i ≤ 4g, ont un point commun.
Le lemme suivant décrit la forme des mots géodésiques qui envoient la face D0 sur
une face exceptionnelle. Ce lemme, ainsi que les lemmes combinatoires qui vont suivre,
seront montrés à la ﬁn de cette section.
Lemme 6.32. Soient D une face exceptionnelle distincte de D0. Pour tout mot géodé-
sique γ avec γ(D0) = D, l'une des deux propriétés suivantes est vériﬁée :
 les 2g dernières lettres du mot γ constituent un sous-mot d'un mot de Λ ;
 les 4g − 1 dernières lettres de γ sont la concaténation de deux sous-mots λ1 et
λ2 de longueurs respectives 2g et 2g − 1 de mots de Λ tels que, si l'on note a la
dernière lettre de λ1 et b la première lettre de λ2, alors le mot ab n'est inclus dans
aucun mot de Λ.
De plus, il existe un mot géodésique γ tel que γ(D0) = D qui vériﬁe la première propriété
ci-dessus. On note l1 . . . l2g ses 2g dernières lettres, où l1 . . . l4g ∈ Λ. En outre, tout mot
géodésique qui vériﬁe cette première propriété a pour 2g dernières lettres l1 . . . l2g ou
l−14g . . . l
−1
2g+1.
Dans le cas g = 2, un exemple de mot géodésique associé à une face exceptionnelle
qui vériﬁe la première propriété est [a1, b1] = [b2, a2] et un exemple de mot géodésique
associé à une face exceptionnelle qui vériﬁe la deuxième propriété est
a−12 b
−1
2 a1b
2
1a
−1
1 b
−1
1 = a
−1
2 b
−1
2 a1b1a
−1
1 [a1, b1]
= b−12 a
−1
2 b1[b2, a2].
Ce dernier mot vériﬁe alors la première propriété.
Fixons une face exceptionnelle D. Notons l1 . . . l4g un mot de Λ et γ un mot géodé-
sique dont les 2g dernières lettres sont l1 . . . l2g tel que γ(D0) = D. On note γ = γ′l1 . . . l2g
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et, pour 0 ≤ i ≤ 2g : {
D1i = γ
′l1 . . . l2g−i(D0)
D2i = γ
′l−14g . . . l
−1
2g+i+1(D0)
.
En particulier : D10 = D
2
0 = D et D
1
2g = D
2
2g. D'après le lemme 6.31, tous ces domaines
fondamentaux précédemment déﬁnis se rencontrent en un point et ils constituent donc
l'ensemble des domaines fondamentaux dans D qui contiennent ce point.
D = D10 = D
2
0
D11
D12
D13
D21
D22
D23
D24 = D
1
4
q˜
Figure 6.10  Les Dji pour une surface de genre 2
Pour un entier positif l ≥ 1, on appelle face de type (0, l) tout domaine fondamental
D dans D qui est à distance l de D0 et qui vériﬁe la propriété suivante : dans l'ensemble
des faces adjacentes à D, il y en a une seule qui est à distance l − 1 de D0, c'est-à-dire
que cette face n'est pas exceptionnelle et est à distance l de D0. Dans ce cas, les autres
faces adjacentes à D sont à distance l + 1 du domaine fondamental D0. Ce dernier fait
découle de la remarque suivante : si l'on note m un mot constitué d'éléments de G et
l une lettre de G, les éléments ml et l du groupe Π1(S) n'auront pas même longueur
lG modulo 2 puisque les relations qui déﬁnissent ce groupe sont de longueur paire. En
utilisant la notion de mot géodésique, on peut donner une autre déﬁnition (équivalente)
des faces de type (0, l) : une face de type (0, l) est un domaine fondamental D dans D
tel que tous les mots géodésiques γ qui satisfont à γ(D0) = D ont même dernière lettre
et sont de longueur l.
Pour un entier k entre 0 et l, on déﬁnit par récurrence l'ensemble des faces de type
(k, l) de la manière suivante. Une face de type (k, l) est un domaine fondamental D dans
D qui est à distance l − k de D0 et qui vériﬁe la propriété suivante : toutes les faces
adjacentes à D, sauf une, sont de type (k−1, l). En particulier, une face de type (k, l) est
aussi de type (0, l−k) (ou même (k−i, l−i), pour 0 ≤ i ≤ k). Une déﬁnition équivalente
des faces de type (k, l) est la suivante. Considérons un mot géodésique de longueur l−k
γ′ tel que γ′(D0) = D. La face D sera de type (k, l) si et seulement, pour tout mot réduit
m de longueur inférieure ou égale à k tel que le mot γ′m est réduit, la face γ′m(D0)
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n'est pas exceptionnelle. On peut interpréter aussi cette déﬁnition en termes de chemins
géodésiques dans D. Notons (D0, . . . , Dl−k) un chemin géodésique dans D. La face Dl−k
sera de type (k, l) si et seulement si pour tout prolongement géodésique de la forme
(D0, . . . , Dl−k, Dl−k+1, . . . , Dl) du chemin précédent, les faces Dl−k, . . . , Dl ne sont pas
exceptionnelles. La propriété cruciale décrite ci-dessus peut se traduire de la manière
suivante : pour une face exceptionnelle D, pour un entier 1 ≤ j ≤ 2g − 2, les faces
adjacentes à D1j distinctes de D
1
j−1 et D
1
j+1 sont de type (j−1, dD(D,D0)). Remarquons
au passage que la face D1j n'est pas de type (j, dD(D,D0)) puisque la face D, qui est
exceptionnelle, est à distance j de D.
Le lemme suivant jouera un rôle central dans la preuve du lemme 6.29 et se déduit
du lemme 6.32.
Lemme 6.33. Pour des indices i entre 1 et 2g−2 et j ∈ {1, 2}, les domaines fondamen-
taux adjacents à Dji qui sont distincts de D
j
i+1 et de D
j
i−1 sont de type (i−1, dD(D0, D)).
Le lemme suivant est symétrique au lemme 6.32.
Lemme 6.34. Soit D1, un domaine fondamental dans D. Supposons qu'il existe deux
mots géodésiques de premières lettres distinctes a et b tels que :
γ1(D0) = γ2(D0) = D1.
Remarquons que dans ce cas le domaine fondamental D0 est une face exceptionnelle
vis-à-vis de D1. Alors il existe un mot géodésique γ tel que γ(D0) = D1 dont les 2g
premières lettres λ1 . . . λ2g constituent un sous-mot d'un mot λ1 . . . λ4g de Λ. De plus,
les domaines fondamentaux D0, a(D0) et b(D0) ont un point commun p˜ qui vériﬁe la
propriété suivante : les domaines fondamentaux dans D qui contiennent le point p˜ sont
de la forme λ1 . . . λi(D0) ou λ
−1
4g . . . λ
−1
4g−i+1(D0), avec 0 ≤ i ≤ 2g.
Pour un homéomorphisme h dans Homeo0(S), on note l(h) le maximum des quantités
de la forme dD(D,D0), où D est un domaine fondamental dans D qui contient l'image
par l'homéomorphisme h˜ d'un sommet du polygone ∂D0.
Lemme 6.35. Soit h un homéomorphisme dans Homeo0(S). Supposons qu'il existe un
domaine fondamental D1 dans D dont l'intérieur contient l'image par h˜ d'un sommet p˜
du polygone ∂D0. Les conditions suivantes sont alors équivalentes :
1. dD(D1, D0) = l(h) ;
2. le domaine fondamental D0 est une face exceptionnelle vis-à-vis de D1.
La face D1 est alors unique parmi les faces qui vériﬁent les propriétés ci-dessus. Dans
ce cas, il existe un mot λ1λ2 . . . λ4g dans Λ et un mot géodésique γ tels que γ(D0) =
D1 et les 2g premières lettres de γ sont λ1λ2 . . . λ2g : γ = λ1λ2 . . . λ2gγ′. De plus, les
sommets du polygone ∂D0 sont les points de la forme p˜i = λ
−1
i λ
−1
i−1 . . . λ
−1
1 (p˜) ou p˜
′
i =
λ4g−i+1λ4g−i+2 . . . λ4g(p˜). Ces points sont deux à deux distincts sauf dans les deux cas
suivants : p˜′0 = p˜0 = p˜ et p˜2g = p˜
′
2g.
Passons maintenant à la preuve du lemme 6.29.
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6.7.2 Preuve du lemme 6.29
Preuve du lemme 6.29. Soit f un homéomorphisme dans Homeo0(S) tel que
elD0(f˜(D0)) ≥ 4g. La preuve va se dérouler en deux temps. Nous allons tout d'abord
construire un homéomorphisme η1 de sorte que l'ensemble η˜1◦f˜(D0) ne rencontre plus les
faces de type (i, elD0(f˜(D0))) pour 0 ≤ i ≤ 2g− 2, puis un homéomorphisme η2 de sorte
que l'ensemble η˜2 ◦ η˜1 ◦ f˜(D0) ne rencontre pas non plus les faces exceptionnelles maxi-
males pour f . Les constructions seront faites de sorte que les quantités FragU(ηi) sont
majorées par une constante indépendante de l'homéomorphisme f considéré. Précisons
maintenant ce qui précède.
Lemme 6.36. Soit h un homéomorphisme dans Homeo0(S). On suppose que
elD0(h˜(D0)) ≥ 4g. Il existe alors un homéomorphisme η dans Homeo0(S) tel que :
 FragU(η) ≤ 4(2g − 2) + 1 ;
 elD0(η˜ ◦ h˜(D0)) ≤ elD0(h˜(D0)) ;
 l'une des deux propriétés suivantes est vériﬁée :
1. elD0(η˜ ◦ h˜(D0)) ≤ elD0(h˜(D0))− 1 ;
2. l'ensemble η˜ ◦ h˜(D0) ne rencontre pas les faces de type (i, elD0(h˜(D0))) pour
0 ≤ i ≤ 2g − 2.
Démonstration. En préliminaire à la preuve, notons qu'il y a deux types de composantes
connexes de h(Π(∂D0)) − Π(∂D0) : les composantes connexes homéomorphes à R que
l'on appellera régulières et (si l'image par h du sommet de Π(∂D0) ne rencontre pas
Π(∂D0), ce que l'on supposera dans tous les lemmes qui suivent pour simpliﬁer) une
composante connexe dite singulière homéomorphe à la réunion de 2g droites du plan
deux à deux transverses qui s'intersectent toutes en un même point. Cette dernière
composante connexe est celle qui contient le sommet de Π(∂D0). La gestion de ce dernier
type de composante connexe est technique et nécessitera des lemmes tout au long de la
preuve. En première lecture, le lecteur pourra sauter les passages sur le traitement de
la composante singulière. Le lemme suivant est l'un de ceux-là.
Lemme 6.37. Soit h un homéomorphisme dans Homeo0(S). Fixons un entier j dans
[0, 2g − 2]. On suppose que l'homéomorphisme h vériﬁe les propriétés suivantes :
 elD0(h˜(D0)) ≥ 4g ;
 le point h(p) n'appartient pas à l'ensemble Π(∂D0) ;
 l'ensemble h˜(D0) ne rencontre pas les faces de type (i, elD0(h˜(D0))) si 0 ≤ i < j ;
 l'image par l'homéomorphisme h˜ d'un sommet p˜ du polygone ∂D0 appartient à une
face D1 de type (j, elD0(h˜(D0))).
Dans ce cas, l'image par l'homéomorphisme h˜ de tout sommet du polygone ∂D0 dis-
tinct de p˜ n'appartient pas à une face de type (j, elD0(h˜(D0))). De plus, la face D0 est
exceptionnelle vis-à-vis de D1.
Démonstration. Supposons tout d'abord que j = 0. Le lemme 6.35 implique que l'image
par l'homéomorphisme h˜ des autres sommets du polygone ∂D0 appartiennent à des do-
maines fondamentaux dans D strictement plus proches de D0 que D1. Supposons main-
tenant que j ≥ 1. Nous allons montrer par l'absurde que la face D1 est exceptionnelle
vis-à-vis de D0. Notons s(D0), où s est un automorphisme dans G, une face adjacente à
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D0 qui contient le point p˜. Supposons par l'absurde que dD(s(D0), D1) = dD(D0, D1)+1.
Alors : {
dD(D0, s−1(D1)) = dD(D0, D1) + 1
h˜(s−1(p˜)) ∈ s−1(D1) .
Montrons alors que la face s−1(D1) est de type (j − 1, elD0(h˜(D0))). Notons γ un mot
géodésique tel que γ(D0) = D1. Comme elD0(h˜(D0)) ≥ 4g, le mot γ est de longueur au
moins 2g. De plus, comme dD(s(D0), D1) = dD(D0, D1) + 1, le mot s−1γ est géodésique.
Si l'on concatène i ∈ [0, j] lettres quelconques a1, a2, . . . , ai à droite avec γ de sorte que le
mot γa1a2 . . . ai soit un mot réduit, alors les 2g dernières lettres du mot obtenu ne consti-
tuent pas un sous-mot d'un mot de Λ, puisque la face D1 est de type (j, elD0(h˜(D0))).
Par conséquent, si l'on concaténe i ∈ [0, j − 1] lettres quelconques a1, a2, . . . , ai à droite
avec le mot géodésique s−1γ de sorte que le mot obtenu soit réduit, les 2g− 1 dernières
lettres du mot obtenu ne constituent pas un sous-mot d'un mot de Λ. D'après le lemme
6.32, les faces s−1γa1a2 . . . ai(D0) ne sont pas exceptionnelles donc la face s−1(D1) est
de type (j − 1, elD0(h˜(D0))). Il y a une contradiction avec l'hypothèse du lemme.
Ainsi, la face D0 est exceptionnelle vis-à-vis de D1 et, en utilisant le lemme 6.35,
on voit que l'image par l'homéomorphisme h˜ des sommets de ∂D0 distincts de p˜ appar-
tiennent à des domaines fondamentaux dans D strictement plus proches de D0 que D1,
ce qui démontre le lemme.
Posons M = elD0(h˜(D0)). Considérons une petite perturbation de l'identité η0 sup-
portée dans l'intérieur de l'un des disques de U de sorte que :{
elD0(η˜0 ◦ h˜(D0)) ≤M
η0 ◦ h(p) /∈ Π(∂D0) .
Remarquons que, si elD0(η˜0 ◦ h˜(D0)) ≤ M − 1, alors le lemme est démontré en posant
η = η0. Supposons maintenant que, pour un entier j ∈ [0, 2g − 2], nous ayons construit
un homéomorphisme ηj dans Homeo0(S) tel que :
 FragU(ηj) ≤ 4(j − 1) + 1 ;
 elD0(η˜j ◦ h˜(D0)) = M ;
 l'ensemble η˜j(h˜(D0)) ne rencontre pas les faces de type (i,M) pour 0 ≤ i < j ;
 le point ηj ◦ h(p) n'appartient pas à Π(∂D0).
Nous allons alors construire un homéomorphisme ηj+1 de sorte que l'ensemble η˜j+1 ◦
h˜(D0) ne rencontre pas non plus les faces de type (j,M). Cet homéomorphisme sera
construit en composant l'homéomorphisme ηj par quatre homéomorphismes f1, f2, f3
et f4 supportés chacun dans l'intérieur de l'un des disques de U . Les homéomorphismes
fi pour 1 ≤ i ≤ 3 vériﬁeront la propriété P suivante :{
D ∈ D, D ∩ f˜i . . . f˜1 ◦ η˜j ◦ h˜(D0) 6= ∅
}
=
{
D ∈ D, D ∩ η˜j ◦ h˜(D0) 6= ∅
}
.
Si l'image par η˜j ◦ h˜ d'un sommet p˜ du polygone ∂D0 appartient à une face D de
type (j,M), c'est-à-dire que l'homéomorphisme ηj ◦ h vériﬁe les hypothèses du lemme
précédent, on note C˜1 la composante connexe de η˜j ◦ h˜(∂D0) ∩ D˚ qui contient le point
η˜j ◦ h˜(p˜). C'est l'unique composante connexe de η˜j ◦ h˜(∂D0)− Π−1(Π(∂D0)) contenant
l'image par l'homéomorphisme η˜j ◦ h˜ d'un sommet du polygone ∂D0 qui est incluse dans
une face de type (j,M), d'après le lemme précédent. Remarquons que Π(C˜1) est inclus
dans la composante singulière de ηj ◦ h(Π(D0))− Π(∂D0).
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η˜j ◦ h˜(∂D0)
∂U˜2,D(j,M)
β˜D(j,M)
Figure 6.11  Idée de la preuve du lemme 6.36 : la face D(j,M)
On considère un homéomorphisme f1 supporté dans l'intérieur du disque U0 qui
vériﬁe les propriétés suivantes :
 l'homéomorphisme f1 préserve globalement chaque arête dans A ;
 pour toute composante connexe C de U˚0 ∩ ηj ◦ h(Π(∂D0)) qui ne contient pas le
point p, on a
f1(C) ⊂
⋃
α∈A
V˚α ∪ U˚2;
 traitement de la composante singulière : si l'homéomorphisme ηj ◦ h vériﬁe les
hypothèses du lemme précédent, on impose de plus que l'image de Π(C˜1) par f1
soit incluse dans l'ouvert ⋃
α∈A
V˚α ∪ U˚2.
Noter que cette condition n'est pas redondante avec la condition précédente lorsque
Π(C˜1) est inclus dans une composante connexe de U˚0∩ηj ◦h(Π(∂D0)) qui contient
le point p.
Notons que, comme l'ensemble C˜1 est inclus dans une face de type (j,M), alors l'en-
semble Π(C˜1) ne contient pas le point p (sinon le fermé C˜1 rencontrerait une face de
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type (j − 1,M), ce qui est exclu par hypothèse sur l'homéomorphisme ηj). Pour obte-
nir un tel homéomorphisme f1, il suﬃt de prendre le temps 1 du ﬂot d'un champ de
vecteurs pour lequel le point p est un point ﬁxe répulsif, qui est tangent aux arêtes
de A et est supporté dans le disque ouvert U˚0. Comme l'homéomorphisme f1 pré-
serve globalement Π−1(Π(∂D0)), cet homéomorphisme vériﬁe la propriété P . Notons
D(j,M) une face de type (j,M). Rappelons que, par déﬁnition, si j ≥ 1, toutes les
faces adjacentes à D(j,M) sauf une sont de type (j − 1,M). Notons β˜D(j,M) l'arête
commune à la face D(j,M) et à l'unique face adjacente à D(j,M) qui est à distance
dD(D(j,M), D0) − 1 du domaine fondamental D0. Alors, par hypothèse, toute com-
posante connexe de η˜j ◦ h˜(∂D0) ∩ D(j,M) a ses extrémités incluses dans l'intérieur
β˜D(j,M)− ∂β˜D(j,M) de l'arête β˜D(j,M). Notons U˜2,D(j,M) le relevé du disque U2 inclus dans
le domaine fondamental D(j,M). La construction de l'homéomorphisme f1 implique
alors que :
f˜1 ◦ η˜j ◦ h˜(∂D0) ∩D(j,M) ⊂ ˚˜U2,D(j,M) ∪ Π−1(
⋃
α∈A
Vα).
On considère un homéomorphisme f2 dans Homeo0(S) supporté dans la réunion des
disques Vα, où α décrit l'ensemble A, qui vériﬁe les propriétés suivantes :
 l'homéomorphisme f2 ﬁxe toutes les arêtes dans A ;
 pour toute arête α dans A et toute composante connexe C de f1◦ηj◦h(Π(∂D0))∩Vα
qui ne rencontre pas l'arête α, on a f2(C) ⊂ U˚2 ;
 traitement de la composante singulière : si l'homéomorphisme ηj ◦ h vériﬁe les
hypothèses du lemme précédent, on impose de plus que f2 ◦ f1(Π(C˜1)) ⊂ U˚2.
Notons V˜β˜D(j,M) le relevé du disque VΠ(β˜D(j,M)) qui rencontre l'arête β˜D(j,M). Comme l'ho-
méomorphisme f˜2 ﬁxe Π−1(Π(∂D0)), il vériﬁe la propriété P . De plus, par construction
de l'homéomorphisme f2, on a, pour toute face D(j,M) de type (j,M) :
f˜2 ◦ f˜1 ◦ η˜j ◦ h˜(∂D0) ∩D(j,M) ⊂ ˚˜Vβ˜D(j,M) ∪
˚˜U2,D(j,M).
De la même manière, on construit un homéomorphisme f3 supporté dans l'intérieur de
U2 tel que, pour toute face D(j,M) de type (j,M), on a :
f˜3 ◦ f˜2 ◦ f˜1 ◦ η˜j ◦ h˜(∂D0) ∩D(j,M) ⊂ ˚˜Vβ˜D(j,M) .
Comme cet homéomorphisme ﬁxe Π−1(Π(∂D0)), il vériﬁe aussi la propriété P . Enﬁn, on
considère un homéomorphisme f4 dans Homeo0(S) supporté dans la réunion disjointe
des disques ouverts V˚α, où α décrit l'ensemble A, qui vériﬁe les propriétés suivantes pour
toute arête α de A :
 pour toute composante connexe C de f3 ◦ f2 ◦ f1 ◦ ηj ◦ h(Π(∂D0)) ∩ V˚α dont
les extrémités appartiennent à la même composante connexe de Vα − α, on a
f4(C) ∩ α = ∅ ;
 l'homéomorphisme f4 ﬁxe toute autre composante connexe de f3 ◦ f2 ◦ f1 ◦ ηj ◦
h(Π(∂D0)) ∩ V˚α régulière ;
 traitement de la composante singulière : si l'homéomorphisme ηj ◦ h vériﬁe les
hypothèses du lemme précédent, notant C˜ ′1 la composante connexe de f˜3 ◦ f˜2 ◦ f˜1 ◦
η˜j◦h˜(∂D0)∩Π−1(∪αV˚α) qui contient l'image par l'homéomorphisme f˜3◦f˜2◦f˜1◦η˜j◦h˜
d'un sommet du polygone ∂D0 et qui rencontre une face de type (j,M), alors :
f4(Π(C˜
′
1)) ∩ α = ∅.
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 dans le cas où l'homéomorphisme ηj ◦ h ne vériﬁe pas les hypothèses du lemme
précédent, alors l'homéomorphisme f4 ﬁxe l'éventuelle composante connexe de
f3 ◦f2 ◦f1 ◦ηj ◦h(Π(∂D0))∩ V˚α qui n'est pas homéomorphe à R et a des extrémités
dans les deux composantes connexes de Vα − α.
Nous allons maintenant montrer que l'homéomorphisme ηj+1 = f4 ◦f3 ◦f2 ◦f1 ◦ηj vériﬁe
alors les propriétés souhaitées, à savoir que elD0(η˜j+1 ◦ h˜(D0)) ≤ elD0(η˜j ◦ h˜(D0)) et que
l'ensemble η˜j+1 ◦ h˜(D0) ne rencontre pas les faces de type (i,M) lorsque 0 ≤ i ≤ j. Nous
allons distinguer plusieurs morceaux de la courbe f˜3◦f˜2◦f˜1◦η˜j◦h˜(∂D0) : le morceau k˜1 =
f˜3◦f˜2◦f˜1◦η˜j◦h˜(∂D0)−Π−1(∪αVα) et le morceau k˜2 = f˜3◦f˜2◦f˜1◦η˜j◦h˜(∂D0)∩Π−1(∪αVα).
À chaque fois, nous montrerons que l'image par f4 du morceau en question ne rencontre
pas de faces supplémentaires (c'est-à-dire qui n'étaient pas déjà intersectées par la courbe
f˜3 ◦ f˜2 ◦ f˜1 ◦ η˜j ◦ h˜(∂D0)) et ne rencontre pas de faces de type (j,M).
Premier cas Si C˜ désigne l'adhérence d'une composante connexe de k˜1, alors f4(C˜) =
C˜ est contenu dans une face qui appartient à l'ensemble :{
D ∈ D, D ∩ f˜3 ◦ f˜2 ◦ f˜1 ◦ η˜j ◦ h˜(D0) 6= ∅
}
=
{
D ∈ D, D ∩ η˜j ◦ h˜(D0) 6= ∅
}
et n'est pas incluse dans une face de type (j,M) car, pour toute face D(j,M) de type
(j,M), on a :
f˜3 ◦ f˜2 ◦ f˜1 ◦ η˜j ◦ h˜(∂D0) ∩D(j,M) ⊂ ˚˜Vβ˜D(j,M) .
Deuxième cas Si C˜ est une composante connexe de k˜2 dont les extrémités n'appar-
tiennent pas à la même composante connexe de Π−1(∪αVα − α) et dont on suppose de
plus, dans le cas où l'homéomorphisme ηj ◦h vériﬁe les hypothèses du lemme précédent,
qu'elle ne contient pas l'image par l'homéomorphisme f˜3 ◦ f˜2 ◦ f˜1 ◦ η˜j ◦ h˜ d'un sommet
du polygone ∂D0 alors f˜4(C˜) = C˜ est inclus dans des faces de l'ensemble :{
D ∈ D, D ∩ η˜j ◦ h˜(D0) 6= ∅
}
et ne rencontre pas de faces de type (j,M).
Troisième cas Si C˜ est une composante connexe de k˜2 dont toutes les extrémités
appartiennent à la même composante connexe de Π−1(∪αVα − α), alors la partie f˜4(C˜)
est contenue dans l'intérieur du domaine fondamental dans D qui contient les extrémités
de C˜ et qui, par conséquent, n'est pas de type (j,M) car pour toute face D(j,M) de
type (j,M), on a :
f˜3 ◦ f˜2 ◦ f˜1 ◦ η˜j ◦ h˜(∂D0) ∩D(j,M) ⊂ ˚˜Vβ˜D(j,M) .
De plus, une telle face appartient à l'ensemble :{
D ∈ D, D ∩ η˜j ◦ h˜(D0) 6= ∅
}
.
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Quatrième cas Abordons enﬁn le cas où l'homéomorphisme ηj ◦ h vériﬁe les hypo-
thèses du lemme précédent et où C˜ est une composante connexe de k˜2 qui contient
l'image par l'homéomorphisme f˜3 ◦ f˜2 ◦ f˜1 ◦ η˜j ◦ h˜ d'un sommet du polygone ∂D0. Notons
p˜ le sommet du polygone dont l'image par l'homéomorphisme f˜3 ◦ f˜2 ◦ f˜1 ◦ η˜j ◦ h˜ ap-
partient à une face D1 de type (j,M). D'après les lemmes 6.37 et 6.35, il existe un mot
géodésique de la forme λ1λ2 . . . λ2gγ, où le mot λ1λ2 . . . λ4g appartient à Λ, qui envoie
la face D0 sur la face D1. Notons γ′ le mot γ auquel on a retiré la dernière lettre. Par
construction de l'homéomorphisme f4, d'après le lemme 6.35, l'ensemble f˜4(C˜) est inclus
dans la réunion des domaines fondamentaux suivants :
λ1 . . . λ2gγ
′(D0)
λi+1 . . . λ2gγ(D0) si 1 ≤ i ≤ 2g
λi+1 . . . λ2gγ
′(D0) si 1 ≤ i ≤ 2g
λ−14g−i . . . λ
−1
2g γ(D0) si 1 ≤ i ≤ 2g
λ−14g−i . . . λ
−1
2g γ
′(D0) si 1 ≤ i ≤ 2g.
Ces domaines fondamentaux sont tous à distance plus petite que M − j − 1 de D0
et ne sont donc pas de type (i,M) si 0 ≤ i ≤ j. Le lemme 6.36 est démontré car,
soit elD0(η˜j+1 ◦ h˜(D0)) < elD0(h˜(D0)) et η = ηj+1 convient, soit on peut continuer la
procédure jusqu'à ce que, éventuellement, l'autre propriété soit vériﬁée.
Pour un homéomorphisme h dans Homeo0(S), on note Fh la réunion de l'ensemble
des faces exceptionnelles maximales pour l'homéomorphisme h et de l'ensemble des
domaines fondamentaux dans D à distance plus petite que elD0(h˜(D0)) − 1 et plus
grande que elD0(h˜(D0)) − (2g − 2) de D0 et ayant un sommet commun avec une face
exceptionnelle maximale pour h. D'après le lemme 6.33, les faces D qui appartiennent
à cette dernière catégorie vériﬁent la propriété suivante : notant p˜ le sommet du bord
de D qui appartient à une face exceptionnelle maximale, toutes les faces adjacentes à D
qui ne contiennent pas le point p˜ sont de type (i, elD0(h˜(D0))), pour un entier i entre 0
et 2g − 3.
Lemme 6.38. Soit h, un homéomorphisme dans Homeo0(S) qui vériﬁe les propriétés
suivantes :
 h(p) /∈ Π(∂D0) ;
 elD0(h˜(D0)) ≥ 4g ;
 l'ensemble h˜(D0) ne rencontre pas les faces de type (i, elD0(h˜(D0))) pour tout indice
0 ≤ i ≤ 2g − 2.
Il existe alors un homéomorphisme η dans Homeo0(S) tel que, pour tout domaine fon-
damental D dans Fh, les composantes connexes de η˜ ◦ h˜(∂D0) ∩ D sont incluses dans
Π−1(U˚0) et qui vériﬁe les propriétés suivantes :
 η ◦ h(p) /∈ Π(∂D0) ;
 elD0(η˜ ◦ h˜(D0)) ≤ elD0(h˜(D0)) ;
 FragU(η) ≤ 4 ;
 l'ensemble η˜ ◦ h˜(D0) ne rencontre pas les faces de type (i, elD0(h˜(D0))) pour 0 ≤
i ≤ 2g − 2.
Démonstration. Au cours de la preuve du lemme, nous aurons besoin du résultat suivant
qui permet de traiter le cas des composantes singulières :
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Lemme 6.39. Soit h un homéomorphisme de S qui satisfait aux hypothèses du lemme
6.38. Supposons qu'il existe un sommet p˜ du polygone ∂D0 tel que le point h˜(p˜) appartient
à un domaine fondamental D1 dans Fh à distance i d'une face Dmax exceptionnelle
maximale pour h, avec 0 ≤ i ≤ 2g − 2. Alors il existe deux sous-mots λ1 . . . λ2g et
λ′1 . . . λ
′
2g−1 de mots λ1 . . . λ4g et λ
′
1 . . . λ
′
4g dans Λ et un mot géodésique de la forme
λ1 . . . λ2gγλ
′
1 . . . λ
′
2g−1 tels que :
 λ1 . . . λ2gγλ′1 . . . λ
′
2g−1−i(D0) = D1 ;
 λ1 . . . λ2gγλ′1 . . . λ
′
2g−1(D0) = Dmax ;
 les sommets du polygone ∂D0 sont les points de la forme λ
−1
i . . . λ
−1
1 (p˜) ou
λ4g−i+1 . . . λ4g(p˜).
Remarque Le lemme implique en particulier que le point p˜ est l'unique sommet du
polygone ∂D0 dont l'image par h˜ appartient à un domaine fondamental dans Fh.
Démonstration. Notons p˜′ le sommet du polygone ∂D0 tel que le point h˜(p˜′) appartient
à un domaine fondamental D′1 dans D à distance l(h) de D0. Alors, d'après le lemme
6.35, D′1 = λ1 . . . λ2gγ
′(D0), où λ1 . . . λ2g est un sous-mot de longueur 2g d'un mot
λ1 . . . λ4g dans Λ et λ1 . . . λ2gγ′ est un mot géodésique. De plus, d'après ce même lemme,
quitte à remplacer λ1 . . . λ2g par λ
−1
4g . . . λ
−1
2g+1, on peut supposer que p˜ = λ
−1
j . . . λ
−1
1 (p˜
′),
où 0 ≤ j ≤ 2g. Par conséquent, la face D1 est de la forme D1 = λj+1 . . . λ2gγ′(D0).
Comme la face D1 appartient à Fh, d'après le lemme 6.32, on a γ′ = γλ′1 . . . λ′2g−i−1, où
λ′1 . . . λ
′
2g−1 est un sous-mot de longueur 2g − 1 d'un mot dans Λ et :
Dmax = λj+1 . . . λ2gγλ
′
1 . . . λ
′
2g−1(D0).
Le lemme sera montré si j = 0. Supposons par l'absurde que j ≥ 1. Comme
dD(D′1, D0) ≤ dD(Dmax, D0), alors j ≤ i. De plus, d'après le lemme 6.32, les faces
de la forme λ1 . . . λ2gγ′λ′1 . . . λ
′
2g−i−1a1 . . . ak(D0), où 0 ≤ k ≤ i− j, les lettres ai sont des
éléments de G et le mot λ1 . . . λ2gγ′λ′1 . . . λ′2g−i−1a1 . . . ak est réduit, ne sont pas excep-
tionnelles, de sorte que la face D′1 est de type (i − j, elD0(h˜(D0))). Il y a contradiction
avec le fait que l'ensemble h˜(∂D0) ne rencontre pas de face de ce type.
Par des méthodes similaires à celles utilisées pour montrer le lemme 6.36, on construit
un homéomorphisme f1 qui est composé d'un homéomorphisme supporté dans U0
et d'un homéomorphisme supporté dans la réunion des Vα, qui préserve globalement
Π−1(Π(∂D0)) et satisfait à la propriété suivante. Soit D, un domaine fondamental dans
Fh. La face D a alors exactement deux faces adjacentes qui sont dans Fh et on note
α˜D et β˜D les arêtes communes aux bords de l'une de ces faces et à ∂D. On note U˜2,D
le relevé du disque U2 inclus dans D, V˜α˜D le relevé de VΠ(α˜D) qui rencontre α˜D, V˜β˜D le
relevé de VΠ(β˜D) qui rencontre β˜D et U˜0,D le relevé de U0 qui contient le point α˜D ∩ β˜D.
Alors, pour toute composante connexe C˜ de h˜(∂D0) ∩D, on a :
f˜1(C˜) ⊂ U˜0,D ∪ V˜α˜D ∪ V˜β˜D ∪ U˜2,0.
De plus, si aucune des extrémités de C˜ ne rencontre E, où E est l'un des ensembles
U˜0,D, V˜α˜D ou V˜β˜D et si C˜ n'a pas une extrémité dans V˜α˜D et une autre dans V˜β˜D alors
f˜1(C˜) ne rencontre pas E.
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f2
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f3
f1 ◦ h(Π(∂D0))
f2 ◦ f1 ◦ h(Π(∂D0))
Figure 6.12  Illustration de la preuve du lemme 6.38
Si l'homéomorphisme h ne vériﬁe pas les hypothèses du lemme précédent, on note C
l'ensemble des composantes connexes de f1 ◦ h(Π(∂D0)) − Π(∂D0) dont les extrémités
appartiennent soit toutes à une même arête de A, soit à deux arêtes consécutives de
A (i.e. des arêtes qui admettent des relevés qui ont un point commun et sont incluses
dans une même face dans D). Si l'homéomorphisme h vériﬁe les hypothèses du lemme
précédent, on déﬁnit l'ensemble C comme la réunion de l'ensemble précédemment décrit
et du singleton
{
Π(C˜1)
}
, où C˜1 est l'unique composante connexe de f˜1 ◦ h˜(∂D0) −
Π−1(Π(∂D0)) qui contient l'image par l'homéomorphisme f˜1 ◦ h˜ d'un sommet de ∂D0 et
qui est incluse dans une face dans Fh.
On construit un homéomorphisme f2 supporté dans U2 qui vériﬁe la propriété sui-
vante : étant données deux arêtes α et β consécutives, pour tout élément C de C dont
les extrémités appartiennent à α ∪ β, on a : f2(C) ⊂ Vα ∪ Vβ ∪ U0. De plus, si les ex-
trémités de C évitent un ensemble E parmi Vα, Vβ ou U0, alors f2(C) est disjoint de
E. La construction implique que, pour tout domaine fondamental D dans Fh et toute
composante connexe C˜ de f˜1 ◦ h˜(∂D0) ∩D, on a :
f˜2(C˜) ⊂ U˜0,D ∪ V˜α˜D ∪ V˜β˜D .
De plus, si l'ensemble C˜ évite un disque E parmi U˜0,D, V˜α˜D ou V˜β˜D , alors f˜2(C˜) évite
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aussi ce disque. Comme l'homéomorphisme f2 est supporté dans U2, on a :{
D ∈ D, f˜2 ◦ f˜1 ◦ h˜(D0) ∩D 6= ∅
}
=
{
D ∈ D, h˜(D0) ∩D 6= ∅
}
.
On considère ensuite un homéomorphisme f3 supporté dans la réunion des Vα qui satis-
fait aux propriétés suivantes :
 pour toute arête α dans A et toute composante connexe C de f2◦f1◦h(Π(∂D0))∩Vα
dont les extrémités appartiennent à une même composante connexe de U0 ∩ Vα,
alors f3(C) ⊂ U0 ;
 pour toute composante connexe C de f2 ◦ f1 ◦ h(Π(∂D0)) ∩ Vα qui ne rencontre
pas l'arête α, on a f3(C) ∩ α = ∅.
 si C˜1 est une composante connexe de f˜2 ◦ f˜1 ◦ h˜(∂D0)−Π−1(Π(∂D0)) qui contient
l'image par l'homéomorphisme f˜2 ◦ f˜1 ◦ h˜ d'un sommet du polygone ∂D0 et qui est
contenue dans une face dans Fh, alors f3(Π(C˜1)) ⊂ U0.
NotonsD une face dans Fh à distance i < 2g−2 d'une face exceptionnelle maximale pour
h. On va montrer que, pour tout domaine fondamental D′ dans D et toute composante
connexe C˜ de D′ ∩ f˜2 ◦ f˜1 ◦ h˜(∂D0), on a :
f˜3(C˜) ∩D ⊂ U˜0,D.
Si la face D′ n'est pas adjacente à D, comme f˜3(C˜) est inclus dans l'ensemble des faces
adjacentes à D′, on a : f˜3(C˜) ∩D = ∅. Daprès le lemme 6.33, les faces adjacentes à D
sont :
 soit de type (i− 1, elD0(h˜(D0))) ;
 soit à distance elD0(h˜(D0)) + 1 de la face D0 ;
 soit dans Fh.
Dans les deux premiers cas, les faces en question ne rencontrent pas f˜2 ◦ f˜1 ◦ h˜(∂D0).
Par conséquent, il suﬃt de considérer les deux cas suivants :
 la face D′ appartient à Fh et est adjacente à D ;
 D′ = D.
Dans le premier cas, notant α˜ = D ∩ D′ et V˜α˜ le relevé de VΠ(α˜) qui rencontre α˜,
remarquons que tout point de C˜ qui ne rencontre pas V˜α˜ a une image qui ne rencontre
pas D. De plus, par construction de f3, toute composante connexe de C˜ ∩ V˜α˜ qui ne
rencontre pas α˜ a une image par f˜3 qui ne rencontre pas le domaine fondamental D.
Notons C˜1 une composante connexe de C˜∩V˜α˜ qui rencontre α˜ et notons C˜ ′1 la composante
connexe de V˜α˜ qui contient C˜1. La composante connexe C˜ ′1 a nécessairement ses deux
extrémités incluses dans U˜0,D d'après les propriétés vériﬁées par f˜2◦f˜1◦h˜. Par conséquent,
l'ensemble f˜3(C˜1) est inclus dans l'ensemble f˜3(C˜ ′1) qui est lui-même inclus dans U˜0,D,
ce qui démontre le résultat souhaité dans le premier cas. Dans le deuxième cas, le même
type de raisonnement implique que f˜3(C˜) ∩D ⊂ U˜0,D.
Enﬁn, on considère un homéomorphisme f4 dans Homeo0(S) supporté dans la réunion
des Vα qui vériﬁe les propriétés suivantes :
 l'homéomorphisme f4 préserve globalement Π(∂D0) ;
 pour toute composante connexe C˜ de f˜3 ◦ f˜2 ◦ f˜1 ◦ h˜(∂D0)−Π−1(Π(∂D0)) incluse
dans une face de Fh à distance 2g − 2 d'une face exceptionnelle maximale, on a :
f˜4(C˜) ⊂ Π−1(U0) ;
 f4(U0) ⊂ U0.
L'homéomorphisme η = f4 ◦ f3 ◦ f2 ◦ f1 vériﬁe alors la condition suivante, pour toute
face D dans Fh :
f˜4 ◦ f˜3 ◦ f˜2 ◦ f˜1(∂D0) ∩D ⊂ Π−1(U0).
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De plus, on a :{
D ∈ D, D ∩ f˜4 ◦ f˜3 ◦ f˜2 ◦ f˜1 ◦ h˜(∂D0) 6= ∅
}
=
{
D ∈ D, D ∩ f˜3 ◦ f˜2 ◦ f˜1 ◦ h˜(∂D0) 6= ∅
}
donc, pour montrer le lemme, il suﬃt de montrer que tout domaine fondamental dans
D rencontré par f˜3 ◦ f˜2 ◦ f˜1 ◦ h˜(∂D0) est à distance au plus elD0(h˜(D0)) de D0 et n'est
pas de type (i, elD0(h˜(D0))) pour 0 ≤ i ≤ 2g − 2. Soit D un domaine fondamental dans
D. Si C˜ est une composante connexe de f˜2 ◦ f˜1 ◦ h˜(∂D0)∩D qui ne contient pas l'image
par l'homéomorphisme f˜2 ◦ f˜1 ◦ h˜ d'un sommet du polygone ∂D0, alors l'ensemble f˜3(C˜)
ne rencontre que des domaines fondamentaux dans D que rencontre f˜2 ◦ f˜1 ◦ h˜(∂D0).
Si C˜ désigne une composante connexe de f˜2 ◦ f˜1 ◦ h˜(∂D0) ∩D qui contient l'image par
l'homéomorphisme f˜2◦f˜1◦h˜ d'un sommet du polygone ∂D0, alors soit l'homéomorphisme
h˜ ne vériﬁe pas les hypothèses du lemme 6.39, auquel cas l'aﬃrmation précédente reste
vraie, soit il vériﬁe les hypothèses de ce lemme auquel cas il suﬃt d'appliquer ce lemme
pour conclure.
Nous allons maintenant achever la démonstration du lemme 6.29. Posons M =
elD0(f˜(D0)). D'après les lemmes 6.36 et 6.38, on voit que, quitte à composer l'homéo-
morphisme f par 8g−3 homéomorphismes à support chacun dans l'intérieur de l'un des
disques de U , on peut supposer que l'homéomorphisme f vériﬁe les propriétés suivantes :
 f(p) /∈ Π(∂D0) ;
 l'ensemble f˜(D0) ne rencontre pas les faces de type (i,M) pour tout indice i ∈
[0, 2g − 2] ;
 pour tout domaine fondamental D dans Ff (déﬁni juste avant le lemme 6.38),
l'ensemble f˜(∂D0)∩D est inclus dans U˜0,D, où U˜0,D est le relevé de U0 qui rencontre
D, rencontre une face exceptionnelle maximale et ne rencontre que des domaines
fondamentaux de D à distance plus petite que M de D0.
Deux composantes connexes distinctes ξ1 et ξ2 de U0 −Π(∂D0) sont dites adjacentes si
ξ1∩ ξ2 est un segment qui n'est pas réduit à un point. Deux composantes connexes ξ1 et
ξ2 de U0−Π(∂D0) sont dites presque adjacentes s'il existe une composante connexe ξ de
U0−Π(∂D0) distincte de ξ1 et de ξ2 qui est adjacente à ξ1 et à ξ2. Une telle composante
connexe ξ est alors unique : on l'appellera la face d'adjacence de ξ1 et de ξ2.
Dans le cas où toute composante connexe de f˜(∂D0)∩Π−1(U0) qui contient l'image
par l'homéomorphisme f˜ d'un sommet du polygone ∂D0 évite les faces exceptionnelles
maximales pour f , on note C l'ensemble des composantes connexes de f(Π(∂D0)) ∩ U˚0
dont les extrémités appartiennent toutes soit à une même composante connexe de U0−
Π(∂D0), soit à l'intérieur d'un segment de la forme ∂U0 ∩ ξ1 ∪ ξ2, où ξ1 et ξ2 sont des
composantes connexes de U0 − Π(∂D0) adjacentes, soit à l'intérieur d'un segment de
la forme ∂U0 ∩ ξ1 ∪ ξ ∪ ξ2, où ξ1 et ξ2 sont des composantes connexes de U0 − Π(∂D0)
presque adjacentes de face d'adjacence ξ. Dans le cas où il existe une composante connexe
C˜1 de f˜(∂D0) ∩ Π−1(U0) qui contient l'image par l'homéomorphisme f˜ d'un sommet p˜
du polygone ∂D0 qui rencontre une face exceptionnelle maximale pour f (une telle
composante connexe est alors unique d'après le lemme 6.39), l'ensemble C est la réunion
de l'ensemble précédent avec le singleton Π(C˜1).
On considère alors un homéomorphisme h supporté dans U˚0 qui vériﬁe les propriétés
suivantes :
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D (face exceptionnelle maximale)
f˜(∂D0)
∂U˜0,D
h˜
h˜
Figure 6.13  Fin de la preuve du lemme 6.29
 pour toute composante connexe C dans C dont les extrémités appartiennent à
une même face ou à deux faces adjacentes, h(C) est inclus dans l'intérieur de la
réunion des adhérences des composantes connexes de U0−Π(∂D0) que rencontrent
les extrémités de C ;
 pour toute composante connexe C dans C dont les extrémités à deux composantes
connexes ξ1 et ξ2 de U0 −Π(∂D0) presque adjacentes et à leur face d'adjacence ξ,
alors h(C) ⊂ k˚, avec k = ξ1 ∪ ξ2 ∪ ξ.
 l'homéomorphisme h ﬁxe toute composante connexe de f(Π(∂D0)) ∩ U0 qui ne
contient pas un élément de C.
Nous aﬃrmons qu'alors elD0(h˜ ◦ f˜(D0)) ≤ elD0(f˜(D0)) − 1 = M − 1 ce qui conclut la
démonstration du lemme 6.29.
Les faces à distanceM deD0 sont de deux types : elles sont soit exceptionnelles maxi-
males, soit de type (0,M). Nous allons montrer que l'ensemble h˜ ◦ f˜(D0) ne rencontre
ni les unes, ni les autres.
Tout d'abord, pour un point y˜ de f˜(∂D0) qui n'appartient pas à Π−1(U˚0), on a
h˜(y˜) = y˜ et le point y˜ n'appartient ni à une face exceptionnelle maximale pour f ni
à une face de type (0,M) vues les propriétés vériﬁées par f . Ainsi, le point h˜(y˜) ne
rencontre pas de domaine fondamental dans D à distance M de D0.
Soit C˜ une composante connexe de f˜(∂D0) ∩ Π−1(U0) qui ne contient pas l'image
par f˜ d'un sommet de ∂D0.
Soit D une face exceptionnelle maximale pour f . Montrons que D ∩ h˜(C˜) = ∅.
Si le relevé U˜0 du disque U0 qui contient C˜ ne rencontre pas D alors cette dernière
propriété est vériﬁée. Supposons maintenant que le relevé de disque U0 qui contient C˜
rencontre D. On reprend les notations du lemme 6.33. D'après ce lemme, les faces Dji ,
pour 1 ≤ i ≤ 2g − 2 et j ∈ {1, 2}, appartiennent à Ff . D'après les propriétés vériﬁées
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par l'homéomorphisme f , la composante connexe C˜ a nécessairement ses extrémités
incluses dans D12g−1, D
2
2g−1 ou D
1
2g = D
2
2g. Or, les composantes connexes Π(D˚
1
2g−1) et
Π(D˚22g−1) de U0−Π(∂D0) sont presque adjacentes de face d'adjacence Π(D˚12g). Il s'ensuit
l'inclusion suivante : h˜(C˜) ⊂ D12g−1 ∪D22g−1 ∪D12g. En particulier : h˜(C˜) ∩D = ∅.
Soit D un domaine fondamental dans D de type (0,M). Montrons que h˜(C˜)∩D = ∅.
D'après les conditions vériﬁées par f˜ , l'ensemble C˜ ne rencontre pas D. La seule possibi-
lité pour que h˜(C˜) rencontre D est la suivante : les deux extrémités de C˜ appartiennent
à deux domaines fondamentaux distincts adjacents à D. Mais alors ces deux domaines
fondamentaux seraient à distanceM−1 de D0 (ils ne peuvent pas être à distanceM +1
de D0 par déﬁnition de M), ce qui contredirait le fait que le domaine fondamental D
est de type (0,M).
Il reste à traiter le cas d'une composante connexe C˜ de f˜(∂D0)∩Π−1(U0) qui contient
l'image par f˜ d'un sommet du polygone ∂D0. Dans le cas où aucune composante connexe
de ce type ne rencontre une face exceptionnelle maximale, il n'y a pas de diﬃculté parti-
culière. Dans le cas contraire, il s'agit d'utiliser le lemme 6.39 pour avoir une expression
explicite des domaines fondamentaux rencontré par l'image par h˜ de telles composantes
connexes. On constate alors que ces faces ne sont pas maximales pour f˜ .
Ceci conclut la preuve du lemme 6.29.
6.7.3 Preuve du lemme 6.30
Preuve du lemme 6.30. La démonstration de ce lemme est tout à fait analogue à celle
du lemme 6.28. Soient β et γ des courbes fermées simples homotopes de S qui sont
homotopiquement non triviales. On note l(γ, β) le nombre de composantes connexes de
Π−1(β) que rencontre une composante connexe de Π−1(γ). Notons α une arête dans A et
α′ une courbe fermée simple isotope à α et disjointe de α. On note Sα′ le complémentaire
d'un voisinage tubulaire ouvert de α′ et Sα le complémentaire d'un voisinage tubulaire
ouvert de α de sorte que S˚α′ ∪ S˚α = S. On ﬁxe un homéomorphisme f dans Homeo0(S)
avec elD0(f˜(D0)) ≤ 4g. Tout au long de la preuve, η désignera une constante positive
qui sera ﬁxée par la suite. Nous utiliserons le résultat suivant, qui découle du lemme 6.8
appliqué à des voisinages respectifs de Sα et de Sα′ : il existe λη > 0 tel que, pour tout
homéomorphisme h dans Homeo0(Sα) ou dans Homeo0(Sα′) avec elD0(h˜(D0)) ≤ η, on a
FragU(h) ≤ λη.
On va procéder comme suit. En composant par au plus 16g homéomorphismes de
longueur de fragmentation (par rapport à U) inférieure ou égale à λη, on obtient un
homéomorphisme f1 qui envoie la courbe α sur une courbe disjointe de α et incluse
dans S˚α′ . Ensuite, après composition par un homéomorphisme supporté dans Sα′ qui
coïncide avec f−11 sur un voisinage de f1(α) et de longueur de fragmentation majorée
par λη, on obtient un homéomorphisme f2 qui vaut l'identité sur un voisinage de α
et isotope à l'identité relativement à α. En composant par au plus trois homéomor-
phismes à support dans Sα ou dans Sα′ et de longueur de fragmentation majorée par
λη, on obtient un homéomorphisme f3 qui ﬁxe un voisinage du bord de Sα et isotope
à l'identité relativement à ce bord. L'homéomorphisme f3 s'écrit alors comme produit
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d'un homéomorphisme dans Homeo0(Sα) et d'un homéomorphisme dans Homeo0(Sα′)
à support disjoints. Le résultat précédent appliqué à ces deux homéomorphismes nous
assure que la longueur de fragmentation de f3 est plus petite que 2λη. Il faudra bien sûr
choisir η suﬃsamment grand pour que le raisonnement précédent marche.
Précisons ce qui précède. Notons α1 et α2 (respectivement α′1 et α
′
2) les deux compo-
santes connexes du bord de Sα (respectivement de Sα′). Pour deux ensembles disjoints A
et B de S˜, on note δ(A,B) le nombre de composantes connexes de Π−1(α1∪α2∪α′1∪α′2)
disjointes de A et de B qui séparent A et B. Notons M(f) le maximum des quantités
δ(S˜ ′, α˜), où S˜ ′ est une composante connexe de Π−1(Sα) ou de Π−1(Sα′) qui rencontre
f˜(α˜). Comme on a par hypothèse elD0(f˜(D0)) ≤ 4g, alorsM(f) ≤ 16g. Remarquons que,
si S˜ ′ est une composante connexe de Π−1(Sα) ou de Π−1(Sα′) telle que δ(S˜ ′, α˜) = M(f),
alors toutes les composantes connexes de f˜(α˜)∩ S˜ ′ ont leurs extrémités dans une même
composante connexe de ∂S˜ ′. Notons S ′ = Π(S˜ ′) et S” la surface Sα si S ′ = Sα′ ou la
surface Sα′ si S ′ = Sα. Notons h1 un homéomorphisme supporté dans S ′ qui vériﬁe les
propriétés suivantes :
 elD0(h˜1(D0)) ≤ 4g ;
 pour toute composante connexe C de f(α)∩S ′ qui a ses extrémités dans une même
composante connexe de ∂S ′ et homotope à un chemin tracé sur le bord de S ′, on
a h1(C) ⊂ S”.
Ces deux conditions sont compatibles car elD0(f˜(D0)) ≤ 4g. Remarquons que l'on aura
alors elD0(h˜1◦ f˜(D0)) ≤ 8g et FragU(h1) ≤ λη si η ≥ 4g. De plus, pour toute composante
connexe S˜ ′ de Π−1(S ′) avec d(α˜, S˜ ′) = M(f) et toute composante connexe C˜ de f˜(α˜)∩S˜ ′,
on aura h˜1(C˜) ⊂ Π−1(S”). Maintenant, on considère un homéomorphisme h2 supporté
dans S” qui vériﬁe les propriétés suivantes :
 elD0(h˜2(D0)) ≤ 8g ;
 pour toute composante connexe C de h1 ◦ f(α)∩S” qui a ses extrémités dans une
même composante connexe de ∂S” et homotope à un chemin tracé sur le bord de
S”, on a : h2(C) ⊂ S ′.
Ces deux conditions sont compatibles car elD0(h˜1 ◦ f˜(∂D0)) ≤ 8g. Remarquons que l'on
aura alors elD0(h˜2 ◦ h˜1 ◦ f˜(∂D0)) ≤ 16g et FragU(h2) ≤ λη si η ≥ 16g. De plus, on
aura M(h2 ◦ h1 ◦ f) ≤ M(f) − 2. On réitère cette procédure au plus 8g fois de sorte
que, après composition de l'homéomorphisme f par au plus 16g homéomorphismes de
longueur de fragmentation inférieure ou égale à λη (en prenant η ≥ 28g.4g), on obtient
un homéomorphisme f1 qui envoie la courbe α sur une courbe disjointe de α et qui
vériﬁe de plus l'inégalité suivante :
elD0(f˜1(D0)) ≤ 28g+1.4g.
Après composition par quatre homéomorphismes de longueur de fragmentation inférieure
ou égale à λη (quitte à prendre η ≥ 28g+4.4g), comme indiqué au début de cette preuve,
on obtient un homéomorphisme f3 qui ﬁxe un voisinage se ∂Sα et isotope à l'identité
relativement à ce voisinage avec :
elD0(f˜3(D0)) ≤ 28g+5.4g.
Comme indiqué au début de cette preuve, il suﬃt donc de prendre η ≥ 28g+5.4g pour
conclure la démonstration du lemme 6.30.
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6.7.4 Preuve des lemmes combinatoires
Preuve du lemme 6.32. Décrivons l'algorithme de Dehn que l'on va utiliser dans la suite
de la preuve. On considère un mot réduit m d'éléments de G. À chaque étape, on cherche
un sous-mot f de m de longueur strictement supérieure à 2g qui est inclus dans un mot
f.λ′ de Λ (un tel mot f sera dit simpliﬁable) et qui est de longueur maximale parmi de
tels mots (on dira alors de plus qu'il est maximal dans m). Le mot λ′ sera appelé le mot
complémentaire de f . On remplace alors dans m le sous-mot f par le mot λ′−1 qui est de
longueur strictement plus petite (les mots de Λ sont de longueur 4g) et on eﬀectue s'il y
a lieu les simpliﬁcations de groupe libre pour obtenir un nouveau mot réduit. D'après un
théorème de Dehn (voir [38]), un mot réduit représente l'élément trivial dans Π1(S) si et
seulement si, après application d'un nombre ﬁni d'étapes de cet algorithme, on obtient
le mot vide.
Donnons quelques faits généraux sur le groupe Π1(S) qui se vériﬁent immédiatement
et seront utilisés par la suite.
Fait 1 Étant données deux lettres a et b dans G, il existe au plus un mot de Λ dont
les deux premières lettres sont données par ab. Les autres mots de Λ qui contiennent le
mot ab sont obtenus par permutation cyclique de celui-ci.
Fait 2 Étant donnée une lettre a dans G, il existe exactement deux mots dans Λ
dont la dernière lettre (respectivement la première lettre) est a. Si l'on note b et c les
avant-dernières lettres (respectivement les deuxièmes lettres) de ces mots, alors le mot
b−1c n'est un sous-mot d'aucun mot de Λ.
Fait 3 Étant données deux lettres a et b dans G telles que le mot ab est contenu
dans un mot de Λ, notons m1 le mot de Λ de première lettre b mais dont la dernière
lettre l1 est distincte de a et m2 le mot de Λ de dernière lettre a mais dont la première
lettre l2 n'est pas b. Alors l
−1
2 l
−1
1 n'est un sous-mot d'aucun mot de Λ.
On va se servir du fait 2 de la manière suivante : si à un moment donné de l'algorithme
de Dehn on rencontre un mot réduit de la forme macm′, où acm′ est un sous-mot
d'un mot de Λ, ma est un mot simpliﬁable et mac n'est pas simpliﬁable, alors après
remplacement de ma par l'inverse de son mot complémentaire, on obtient un mot de
la forme m”cm′, où m”c n'est contenu dans aucun mot de Λ. Quant au fait 3, on s'en
servira dans la situation suivante : supposons que l'on rencontre au cours de l'algorithme
un mot de la forme mabm′, où ab est un sous-mot d'un mot de Λ et ma comme bm′ sont
simpliﬁables. Supposons de plus que les mots mab et abm′ ne sont pas simpliﬁables (ce
ne sont pas des sous-mots de mots de Λ). Alors après remplacement des mots ma et bm′
par l'inverse de leurs mots complémentaires, on obtient un mot de la forme nl−12 l
−1
1 n
′ et
les mots nl−12 l
−1
1 et l
−1
2 l
−1
1 n
′ ne sont contenus dans aucun sous-mot de mots de Λ.
Revenons à la démonstration du lemme. Puisque D est une face exceptionnelle, il
existe deux mots géodésiques γ1 et γ2 de dernières lettres distinctes tels que γ1(D0) =
D et γ2(D0) = D. Nous allons montrer que l'un d'entre eux vériﬁe nécesairement la
première propriété donnée par le lemme et les deux vériﬁent l'une des propriétés du
lemme. De plus, si les deux vériﬁent la première propriété du lemme il existe un mot
l1 . . . l4g de Λ tel que les 2g dernières lettres de γ1 sont l1 . . . l2g et les 2g dernières lettres
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de γ2 sont l
−1
4g . . . l
−1
2g+1. Ces deux résultats impliquent toutes les aﬃrmations du lemme.
Prenons donc deux mots géodésiques γ1 et γ2 de dernières lettres distinctes tels que
γ1(D0) = D et γ2(D0) = D. Le mot γ1γ
−1
2 est donc réduit mais représente l'élément
trivial de Π1(S). On va appliquer l'algorithme précédent à ce mot pour démontrer le
lemme. Comme les mots γ1 et γ2 sont géodésiques, ils ne contiennent pas de mots
simpliﬁables. Considérons un mot simpliﬁable λ′ maximal pour γ1γ−12 . Notons λ3 le mot
complémentaire de λ′. Alors on peut décomposer le mot λ′ sous la forme λ′ = λ1λ2 avec :{
γ1 = γˆ1λ1
γ2 = γˆ2λ
−1
2
.
D'après la remarque précédente, les mots λ1 et λ2 sont non-vides. Les mots γˆ1 et γˆ2 sont
géodésiques. De plus, comme les mots γ1 et γ2 sont tous deux géodésiques, les mots λ1
et λ2 ne sont pas simpliﬁables. Ainsi, si la longueur de λ′ est 4g, les mots λ1 et λ2 sont
tous deux de longueur 2g. On va maintenant montrer le fait suivant.
Fait Un tel mot λ′ est nécessairement de longueur supérieure ou égale à 4g − 1.
Supposons dans un premier temps que la longueur de λ′ est inférieure ou égale à 4g−3
(i.e. la longueur de λ3 est supérieure ou égale à 3). Après application de la première étape
de l'algorithme, on obtient le mot γˆ1λ
−1
3 γˆ
−1
2 qui est réduit par maximalité de λ
′. De plus,
la concaténation du mot λ−13 avec la première lettre du mot γˆ
−1
2 n'est contenue dans
aucun mot de Λ. Il en est de même de la concaténation de la dernière lettre du mot γˆ1
avec le mot λ−13 . Supposons par récurrence qu'à un moment donné de l'algorithme, on
obtienne un mot réduit de la forme suivante :
γ˜1η1η2 . . . ηkγ˜
−1
2 ,
où k ≥ 1, les mots γ˜1 et γ˜2 sont géodésiques et les mots ηi sont chacun inclus dans
un mot de Λ, sont de longueur inférieure ou égale à 2g − 1 et vériﬁent les propriétés
suivantes :
1. les mots η1 et ηk sont de longueur supérieure ou égale à 2 et, s'ils sont tous deux
de longueur 2, alors k > 1 ;
2. pour tout indice i entre 1 et k−1, la concaténation de la dernière lettre de ηi avec
la première lettre de ηi+1 n'est contenue dans aucun sous-mot d'un mot de Λ ;
3. la concaténation du mot ηk avec la première lettre du mot γ˜
−1
2 n'est contenue dans
aucun mot de Λ. Il en est de même de la concaténation de la dernière lettre du
mot γ˜1 avec le mot η1.
Appliquons une nouvelle étape de l'algorithme. Un sous-mot λ′ simpliﬁable du mot
ci-dessus est nécessairement inclus dans l'un des mots γ˜1η1 ou ηkγ˜
−1
2 par la deuxième
propriété ci-dessus et en utilisant le fait que chacun des ηi est de longueur inférieure ou
égale à 2g− 1. On peut supposer, sans perte de généralité, qu'un tel sous-mot est inclus
dans γ˜1η1. En combinant le fait 1 avec la troisième propriété ci-dessus, on obtient que la
dernière lettre a du mot λ′ = λ′1a est aussi la première lettre du mot η1 = aη
′
1. Comme
le mot γ˜1 est géodésique, il ne contient pas de sous-mot simpliﬁable, donc le mot λ′1,
qu'il contient, est de longueur 2g. Après application de l'algorithme, on obtient le mot :
γ˜′1λ˜
−1η′1η2 . . . ηkγ˜
−1
2 ,
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où γ˜1 = γ˜′1λ
′
1 et λ˜ est le mot complémentaire de λ
′. Les mots γ˜′1 et γ˜2 obtenus dans cette
expression sont bien géodésiques. Le mot λ˜, de longueur 2g − 1, est bien de longueur
strictement inférieure à 2g et supérieure ou égale à 2. De plus, si k = 1, la longueur de
η1 est supérieure ou égale à 3 donc la longueur de η′1 est supérieure ou égale à 2. Le fait
2 implique que la concaténation de la dernière lettre de λ˜−1 et de la première lettre de
η′1 n'est contenue dans aucun mot de Λ. Enﬁn, la troisième propriété est vériﬁée pour
cette décomposition : notant l la dernière lettre de γ˜′1, si le mot lλ˜
−1 était un sous-mot
d'un mot de Λ, alors , d'après le fait 1, la première lettre du mot λ′ serait l−1 , ce
qui rentrerait en contradiction avec le fait que le mot γ˜1 est réduit. À chaque étape
de l'algorithme, la somme des longueurs des mots géodésiques qui commencent et qui
terminent cette décomposition décroît strictement. Par conséquent, après application de
l'algorithme un nombre ﬁni de fois, on obtient un mot de la forme suivante :
γ˜1η1η2 . . . ηkγ˜
−1
2 ,
où k ≥ 1, qui vériﬁe les trois propriétés précédemment décrites ainsi que la propriété
suivante : la longueur de γ˜1 comme la longueur de γ˜2 sont strictement inférieures à 2g.
Dans ce cas, on peut voir en reprenant le raisonnement précédent que le mot considéré
ne contient pas de sous-mot de mot de Λ de longueur supérieure ou égale à 2g + 1. Il y
a contradiction.
Revenons à la première étape de l'algorithme. Le mot λ′ considéré est donc de lon-
gueur 4g − 2 ou 4g − 1, s'il n'est pas de longueur 4g. Supposons maintenant que la
longueur de λ′ soit 4g − 2. On veut aboutir à une contradiction.
Après la première étape de l'algorithme, on obtient un mot réduit de la forme
γˆ1λ3γˆ
−1
2 , où la longueur de λ3 = ab est 2. Comme précédemment, la dernière lettre
de γˆ1 concaténée avec le mot λ3 n'est contenue dans aucun mot de Λ. Il en est de même
de la concaténation du mot λ3 avec la première lettre de γˆ
−1
2 . Sans perte de généralité,
on peut supposer que, lors de la deuxième étape de l'algorithme, on choisit un sous-mot
d'un mot de Λ de la forme bλ˜2, où le mot λ˜2 est constitué des 2g premières lettres du mot
γˆ−12 . On reprend les notations du fait 3. Après application d'une étape de l'algorithme,
on obtient un mot de la forme γˆ1aη1γ˜
−1
2 , où la longueur de η1 est 2g − 1 et la première
lettre de η1 est l
−1
1 . Tant que les sous-mots choisis lors de l'algorithme ne rencontrent
pas γˆ1, on obtient des mots de la forme γˆ1aη1η2 . . . ηkγ˜
−1
2 , où les propriétés 1) et 2)
précédemment décrites ainsi que la propriété 3) pour γ˜2 uniquement sont vériﬁées et où
la première lettre de η1 est l
−1
1 . Après la première étape où l'on remplace un sous-mot
qui rencontre γˆ1, on obtient un mot de la forme :
γ˜1η0η1 . . . ηkγ˜
−1
2 ,
où la dernière lettre du mot η0 est l
−1
2 et la première lettre de η1 est l
−1
1 . Le fait 3 implique
que l'on est ramené à la situation précédente. On aboutit donc à une contradiction.
Enﬁn, abordons le cas où la longueur de λ′ est 4g−1. L'un des deux mots géodésiques
γ1 ou γ2 vériﬁe alors nécessairement la première propriété du lemme. Après itération de
l'algorithme, par des raisonnements analogues à ceux faits précédemment, on voit que
le deuxième mot géodésique vériﬁe la deuxième propriété du lemme.
Preuve du lemme 6.33. Les cas j = 1 et j = 2 sont symétriques : on suppose que j = 1.
Fixons un indice 2 ≤ i′ ≤ 2g− 1 (penser que i'=2g-i). Par récurrence sur la longueur de
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m, on va montrer que, pour tout mot réduit m de longueur inférieure ou égale à 2g− i′
de première lettre distincte de li′+1 et de l
−1
i′ :
 le mot γ′l1l2 . . . li′m est géodésique ;
 le domaine fondamental γ′l1l2 . . . li′m(D0) n'est pas exceptionnel.
Supposons la propriété vraie pour un mot m comme ci-dessus de longueur strictement
inférieure à 2g − i′. Considérons une lettre l de G distincte de l'inverse de la dernière
lettre de m (ou distincte de li′+1 et de l
−1
i′ si le mot m est vide). Comme le domaine
fondamental γ′l1l2 . . . li′m(D0) n'est pas une face exceptionnelle, alors :
dD(γ′l1l2 . . . li′ml(D0), D0) = dD(γ′l1l2 . . . li′m(D0), D0) + 1
et le mot γ′l1l2 . . . li′ml est géodésique. De plus, comme la longueur de ml est inférieure
ou égale à 2g−i′, le mot γ′l1l2 . . . li′ml n'est pas de l'une des formes décrites par le lemme
6.32. Par conséquent, la face γ′l1l2 . . . li′ml(D0) n'est pas exceptionnelle. Ceci permet de
conclure la preuve du lemme 6.33.
Preuve du lemme 6.34. La partie génératrice du groupe Π1(S) donnée par les automor-
phismes qui envoient le domaine fondamental D1 sur un domaine fondamental de D
adjacent à D1 est γ1Gγ−11 . D'après le lemme 6.32, il existe un mot géodésique en les
lettres de γ1Gγ−11 qui a pour 2g dernières lettres
(γ1λ
−1
2g γ
−1
1 )(γ1λ
−1
2g−1γ
−1
1 ) . . . (γ1λ
−1
1 γ
−1
1 ),
où λ1λ2 . . . λ4g ∈ Λ, qui envoie la face D1 sur la face D0. Ainsi, dans le groupe Π1(S),
on a l'égalité suivante :
γ−11 = γ1η
−1λ−12g λ
−1
2g−1 . . . λ
−1
1 γ
−1
1 ,
où η−1λ−12g λ
−1
2g−1 . . . λ
−1
1 est un mot géodésique en les éléments de G. Notons γ le mot
λ1λ2 . . . λ2gη. On a alors, dans le groupe Π1(S) : γ = γ1. Ainsi, le mot géodésique
γ satisfait aux conditions requises. Le deuxième point du lemme provient de ce qui
précède et du lemme 6.31.
Preuve du lemme 6.35. Notons s(D0) et s′(D0), où s et s′ sont des automorphismes
dans G, les faces adjacentes à la face D0 qui contiennent le point p˜. Supposons que
dD(D0, D1) = l(h). Si l'on avait la relation dD(s(D0), D1) = dD(D0, D1) + 1, alors on
aurait dD(D0, s−1(D1)) > l(h) et le sommet s−1(p˜) de ∂D0 vériﬁerait :
h˜(s−1(p˜)) = s−1(h˜(p˜)) ∈ s−1(D1)
ce qui est exclu par déﬁnition de l(h). Ainsi, nécessairement, on a :
dD(s(D0), D1) = dD(s′(D0), D1) = dD(D0, D1)− 1.
La face D0 est donc exceptionnelle vis-à-vis de D1. D'après le lemme 6.32, il existe un
mot λ1λ2 . . . λ4g dans Λ tel que :{
γ = λ1λ2 . . . λ2gγ
′ = λ−14g . . . λ
−1
2g+1γ
′
γ(D0) = D1
.
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De plus, d'après ce même lemme, le point p˜ est commun aux faces λ1λ2 . . . λi(D0) et
λ−14g λ4g−1 . . . λ
−1
4g−i+1(D0) pour un entier i entre 0 et 2g. Fixons un entier i entre 0 et 2g.
Le point p˜ est un sommet du polygone λ1λ2 . . . λi(D0) donc le point λ
−1
i λ
−1
i−1 . . . λ
−1
1 (p˜)
appartient au polygone ∂D0. On obtient ainsi 4g points deux à deux distincts qui sont
des sommets du polygone ∂D0 : on a obtenu ainsi tous les sommets du polygone ∂D0.
De plus, si i ≥ 1 :{
h˜(λ−1i λ
−1
i−1 . . . λ
−1
1 (p˜)) ∈ λi+1λi+2 . . . λ2gγ′(D0)
h˜(λ4g−i+1λ4g−i+2 . . . λ4g(p˜)) ∈ λ−14g−iλ−14g−i−1 . . . λ−12g+1γ′(D0)
donc l'image par l'homéomorphisme h˜ des sommets du polygone ∂D0 distincts de p˜ ap-
partiennent à l'intérieur de domaines fondamentaux D dans D qui vériﬁent la propriété
suivante : la face D0 n'est pas exceptionnelle vis-à-vis de D, d'après le lemme 6.32.
Cette constatation nous permet d'obtenir l'implication réciproque et l'unicité de la face
D1.
6.8 Des éléments de distorsion de croissance d'orbite
rapide
L'objet de cette section est la démonstration du théorème 6.6.
Remarquons tout d'abord qu'il suﬃt de montrer le théorème 6.6 pour les suites
(vn)n≥1 qui vériﬁent la propriété supplémentaire suivante
1. la suite (vn)n≥1 est strictement croissante ;
2. la suite (vn+1 − vn)n≥1 est décroissante.
Montrons ceci. Supposant démontré le théorème 6.6 pour les suites strictement crois-
santes, si (vn)n≥1 est une suite quelconque, il suﬃt d'appliquer le théorème à la suite
(supk≤n vk + 1− 12n )n≥1 pour obtenir le théorème en toute généralité. Supposons main-
tenant le théorème montré uniquement pour les suites qui vériﬁent les deux conditions
supplémentaires ci-dessus et montrons qu'il est valable pour les suites strictement crois-
santes. Considérons une suite strictement croissante (vn)n≥1 telle que la suite (vnn )n
converge vers 0. On note alors A l'enveloppe convexe dans R2 de l'ensemble
{(n, t), n ≥ 1 et t ≤ vn}
et wn = sup {t ∈ R, (n, t) ∈ A}. La suite (wn)n≥1 vériﬁe alors les deux propriétés sup-
plémentaires ci-dessus et vériﬁe limn→+∞ wnn = 0. Il suﬃt alors d'appliquer le théorème
à cette suite pour l'obtenir pour la suite (vn)n≥1.
On suppose dans la suite que (vn)n≥1 est une suite qui vériﬁe les hypothèses du
théorème 6.6 ainsi que les deux conditions ci-dessus.
On note A = R/Z× [−1, 1] et α la courbe {0} × [−1, 1] ⊂ A. L'homéomorphisme f
de Homeo0(A, ∂A) que l'on va construire vériﬁera la condition suivante :
∃x ∈ A˚, vn + 1
2n
≥ p2(f˜n(x))− p2(x) ≥ vn
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où p2 : R × (−1, 1) → R désigne la projection. Puisque f est à support compact, ceci
nous garantira que la condition
∀n ∈ N, δ(f˜n([0, 1]× [0, 1])) ≥ vn
est satisfaite. On va maintenant considérer un plongement particulier de R dans A˚ :
L : R → A˚ = R/Z× (−1, 1)
x 7→ (x mod 1, g(x))
où g est une fonction continue strictement croissante dont la limite en +∞ est 1
2
et
la limite en −∞ est −1
2
. On identiﬁe un voisinage tubulaire T de L(R) à la bande
R × [−1, 1], où la droite réelle R est identiﬁée à la courbe L(R) via l'application L de
sorte que, pour tout entier j le chemin {j} × [−1, 1] est inclus dans α. On considère un
homéomorphisme h de la droite L, identiﬁée à R, qui vériﬁe les conditions suivantes :
1. l'application x 7→ h(x) − x est décroissante sur l'intervalle [0,+∞) et
limx→+∞ h(x)− x = 0 ;
2. l'homéomorphisme h coïncide avec l'identité sur (−∞,−1] ;
3. pour tout entier naturel i et tout entier naturel n, on a : hn(i) /∈ N ;
4. pour tout entier naturel n, on a : hn(0) = vn + n2n , où n vaut 1 si vn est un entier
et est nul dans les autres cas.
Le "n" est ajouté dans la quatrième condition pour rendre celle-ci compatible avec
la troisième condition. On considère l'homéomorphisme déﬁni sur T par :
f : R× [−1, 1] → R× [−1, 1]
(x, t) 7→ ((1− |t|)h(x) + |t|x, t)
qui se prolonge continûment en un homéomorphisme de Homeo0(A, ∂A) noté encore, par
abus, f . Ce prolongement est possible grâce à la cinquième condition vériﬁée par h qui
nous assure que l'homéomorphisme f est proche de l'identité lorsque l'on se rapproche
du cercle R/Z × {1
2
}
. La troisième condition vériﬁée par h nous assure que, pour tout
couple d'entiers positifs i et j et pour tout entier positif n, la courbe fn({i} × (−1, 1))
est transverse à la courbe {j} × (−1, 1). Pour une courbe β de l'anneau A, on note
l(β, α) le nombre de composantes connexes de Π−1(α) que rencontre un relevé de β.
Pour montrer que l'homéomorphisme f est un élément de distorsion, la proposition
centrale est la suivante :
Proposition 6.40. Fixons l, un entier strictement positif et notons λl = l(f l(α), α).
Il existe deux homéomorphismes g1 et g2 dans Homeo0(A, ∂A) supportés respectivement
dans le complémentaire de α et dans un voisinage tubulaire de α tels que :
l((g2 ◦ g1)λl−1(f l(α)), α) = 1.
Voyons tout d'abord pourquoi cette propriété implique le théorème 6.6.
Preuve du théorème 6.6. On considère le recouvrement ouvert U de A construit au début
de la section 6.5. D'après le lemme 6.23, on a :
FragU(g1) ≤ 6
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et
FragU(g2) ≤ 6.
Remarque En regardant bien la preuve du lemme 6.23, il se trouve qu'on pourrait
même majorer ces deux quantités par 3. Au vu de la construction de g2 ci-dessous,
on pourrait même faire en sorte que g2 soit supporté dans un disque donné de U . Par
contre, g1 ne peut pas a priori être choisi à support dans l'un des disques de U . En
eﬀet, rappelons que l'homéomorphisme g1 dépend du l choisi : on notera g1,l le g1 qui
correspond à f l. Il se peut alors que la réunion des supports des g1,l ne soit incluse dans
aucun disque fermé plongé dans l'anneau ouvert.
D'après ce même lemme 6.23, on a :
FragU((g2 ◦ g1)λl−1 ◦ f l) ≤ 6.
Rappelons que al = aU(f l) est le minimum des quantitésmlog(k) où il existe un ensemble
de cardinal k d'homéomorphismes supportés chacun dans l'un des ouverts de U telle que
f l s'écrit comme composé de m homéomorphismes de cet ensemble. Les majorations de
la longueur de fragmentation ci-dessus impliquent que :
f l = (h1 ◦ h2 ◦ . . . ◦ h12)λl−1 ◦ h13 ◦ . . . ◦ h18,
où chacun des homéomorphismes hi est supporté dans l'un des disques de U .
On a donc, pour tout entier positif l :
al ≤ (12λl − 6)log(18).
Or :
λl
l
=
l(f l(α), α)
l
≤ vl +
1
2l
l
,
où le membre de gauche de l'inégalité converge vers 0. Par conséquent, la suite (al
l
)l∈N−{0}
converge vers 0. D'après la proposition 6.16, l'homéomorphisme f est un élément de
distorsion de Homeo0(A, ∂A). Remarquons qu'ici, l'utilisation de la proposition 6.16 est
essentielle puisque l'hypothèse
lim
n→+∞
FragU(f
n).log(FragU(f
n))
n
= lim
n→+∞
λnlog(λn)
n
= 0
du théorème 6.5 n'est pas nécessairement vériﬁée.
Preuve de la proposition 6.40. On note g = f l et λ = λl = l(f l(α), α). Dans ce qui suit,
tout se passera dans le voisinage tubulaire T de la ligne L qui est identiﬁé à R× [−1, 1].
On peut donc  oublier  l'anneau A. Donnons brièvement l'idée de la preuve qui va
suivre. Comme la courbe g({0}×(−1, 1)) a une largeur par rapport à α égale à λ, on n'a
pas le choix : dans le produit (g2 ◦ g1)λ−1, chaque facteur doit pousser cette courbe vers
la gauche et on doit franchir une courbe de la forme {i} × (−1, 1) à chaque étape (sous
l'action de chaque facteur). Les courbes g({i} × (−1, 1)) sont moins dilatées et doivent
revenir à leur place en λ étapes également. On doit alors les  mettre en attente  pour
qu'elles ne reviennent pas trop vite : si elles reviennent avant l'instant λ, elles seront
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{0} × [−1, 1] {1} × [−1, 1] {2} × [−1, 1] {3} × [−1, 1] {4} × [−1, 1] {5} × [−1, 1]
f({0} × [−1, 1]) f({1} × [−1, 1])
f({2} × [−1, 1]) f({3} × [−1, 1])
f({4} × [−1, 1])
f({5} × [−1, 1])
g2 ◦ g1
g2 ◦ g1
g2 ◦ g1
Figure 6.14  Représentation de l'action de g2 ◦ g1
trop déportées sur la gauche, ce que l'on veut éviter. Sur la ﬁgure 6.14, on a représenté
l'action de g2 ◦ g1 sur g(α) dans un cas particulier.
On considère l'entier positif N minimal tel que
g(N, 0) ∈ [N,N + 1)× {0} ⊂ R× [−1, 1] ⊂ A.
Dans le cas de la ﬁgure 6.14, cet entier vaut 4, par exemple. Prenons un réel  dans
(0, 1
2
) tel que, pour tout entier i dans [0, N ], toutes les composantes connexes de g(α)∩
([i − , i + ] × [−1, 1] − g({i} × (−1, 1)) joignent les deux composantes du bord de
[i−, i+]×(−1, 1). La propriété de transversalité vériﬁée par f nous permet de trouver
un tel réel . Soit η > 0 tel que, pour tout entier i dans [0, N ], toutes les composantes
connexes de
g(α) ∩ [i+ 
4
, i+ 1− 
4
]× [−1, 1]
sont incluses dans :
[i+

4
, i+ 1− 
4
]× (−1 + η, 1− η).
Commençons par construire l'homéomorphisme g2. On prend pour g2 un homéomor-
phisme qui vériﬁe les propriétés suivantes :
1. l'homéomorphisme g2 est à support inclus dans
⋃
0≤i≤N
(i− , i+ )× (−1, 1).
2. en notant Pi la composante connexe de [i − , i + ] × [−1, 1] − g({i} × [−1, 1])
qui contient {i− }× [−1, 1] et Ki un disque topologique fermé inclus dans Pi qui
contient les composantes connexes de
(g(α) ∩ [i− , i+ 
2
]× (−1, 1))− g({i} × [−1, 1])
130 Des éléments de distorsion de croissance d'orbite rapide
on a :
∀i, g2(Ki) ⊂ [i− , i− 
2
]× (−1 + η, 1− η).
3. l'homéomorphisme g2 préserve globalement chaque composante connexe de g(α)∩
[i− , i+ ]× (−1, 1).
Avant de construire g1, nous aurons besoin préliminairement de construire une suite
d'entiers (ni)0≤i≤N . Notons, pour un entier i entre 0 et N :
Ai =
{
j ∈ N ∩ [0, N ],
{
g({j} × [−1, 1]) ∩ {i} × [−1, 1] 6= ∅
g({j} × [−1, 1]) ∩ {i+ 1} × [−1, 1] = ∅
}
.
Notons i0 = max {i, {i} × [−1, 1) ∩ g({0} × (−1, 1)) 6= ∅}. Les ensembles
A0, A1, . . . , Ai0−1 seront tous vides mais nous allons voir que, pour tout entier
N ≥ m ≥ i0, l'ensemble Am sera non-vide. Dans le cas de la ﬁgure 6.14, les ensembles
A0, A1 et A2 sont vides , A3 = {0, 1} et A4 = {2, 3, 4}. En toute généralité, la famille
(Ai0 , Ai0+1, . . . , AN) constituera une partition de {0, 1, . . . , N} qui est ordonnée au sens
où, si i0 ≤ m ≤ m′ ≤ N , alors tous les entiers de Am seront plus petits que chacun des
entiers de Am′ . Montrons que si, pour un entier i entre 0 et N − 1, l'ensemble Ai n'est
pas vide, alors l'ensemble Ai+1 n'est pas vide non plus. Remarquons que, pour tout
entier j dans l'intervalle [0, N ] :
l(g({j} × (−1, 1)), α) = bhl(j)c − j + 1
par construction de f . Comme l'application x 7→ hl(x)−x est décroissante par construc-
tion de h, alors l'application
j 7→ l(g({j} × (−1, 1)), α)
est décroissante sur [0, N ] ∩N. En particulier, i0 = λ− 1. Posons j = max(Ai). Comme
l(g({j + 1} × (−1, 1)), α) ≤ l(g({j} × (−1, 1)), α),
alors la courbe g({j + 1} × (−1, 1)) ne rencontre pas la courbe {i+ 2} × [−1, 1] donc
l'entier j + 1 appartient à Ai+1 qui n'est donc pas vide. Pour un entier i entre i0 et N ,
on note :
Ai = {j(i), j(i) + 1, . . . , j(i+ 1)− 1} .
On déﬁnit par récurrence une suite ﬁnie d'entiers (ni)0≤i≤N de la manière suivante :
 si i < i0, on pose ni = 1.
 sinon, supposant les nk, pour k < i, construits, on pose :
ni = λ−
i−1∑
k=j(i+1)−1
nk.
L'entier ni va représenter le nombre d'itérations de g2 ◦ g1 nécessaire pour une courbe
d'extrémité proche de {i+ 1} × (−1, 1) pour franchir la courbe {i} × (−1, 1). Pour
0 ≤ j ≤ N , notons i(j) l'unique entier tel que j ∈ Ai(j). Après un nombre d'itérations
de g2 ◦ g1 inférieur ou égal à ni(j), la courbe g({j}× (−1, 1)) va franchir {i(j)}× (−1, 1)
puis, après ni(j)−1 itérations, elle franchira la courbe {i(j)− 1} × (−1, 1) et ainsi de
suite... Par exemple, dans le cas de la ﬁgure 6.14, on aura n0 = n1 = n2 = 1, n3 = 2 et
n4 = 4. Montrons par récurrence que, pour tout entier i ≥ i0 :
i−1∑
k=j(i)
nk < λ.
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Cela montrera au passage que tous les entiers ni sont strictement positifs. Si i = i0,
alors, pour j < i0, l'ensemble Aj est vide et on a :
l(g({0} × [−1, 1]), α) = i0 + 1 ≤ λ
par déﬁnition de λ. Ainsi :
λ−
i0−1∑
k=0
nk = λ− i0 > 0
et la propriété est vraie au rang i0. Supposons la propriété vraie pour des rangs k entre
i0 et i donné entre 0 et N − 1. On a alors :
i∑
k=j(i+1)
nk = λ−
i−1∑
k=j(i+1)−1
nk +
i−1∑
k=j(i+1)
nk = λ− nj(i+1)−1 < λ
car nj(i+1)−1 > 0 d'après l'hypothèse de récurrence. La propriété souhaitée est donc
démontrée.
Pour un entier j entre 0 et N , remarquons que, par construction, les composantes
connexes de
g({j} × [−1, 1]) ∩
⋃
0≤i≤N
[i+

4
, i+ 1− 
4
]× (−1, 1)
joignent toutes deux composantes connexes distinctes du bord de⋃
0≤i≤N
[i+

4
, i+ 1− 
4
]× (−1, 1)
sauf une (qui correspond au plus grand i) que nous noterons Cj. Si l'on note i(j), l'unique
entier tel que l'entier j appartient à Ai(j), alors :
Cj ⊂ [i(j) + 
4
, i(j) + 1− 
4
]× (−1, 1).
On est maintenant en mesure de construire un homéomorphisme g1 qui convient. On
considère un homéomorphisme g1 supporté dans⋃
0≤i≤N
(i+

4
, i+ 1− 
4
)× [−1, 1] ⊂ R× [−1, 1] ⊂ A
qui vériﬁe les propriétés suivantes pour tout entier i entre 0 et N :
1. l'homéomorphisme g1 préserve globalement chacune des composantes connexes de
g(α) ∩ [i + 
4
, i + 1 − 
4
] × [−1, 1] qui joignent les deux composantes connexes du
bord de [i+ 
4
, i+ 1− 
4
]× (−1, 1) ;
2. pour tout entier j de Ai et tout entier r < λ−
i−1∑
k=j
nk, on a
gr1(Cj) ∩ (i− , i+ )× [−1, 1] = Cj ∩ (i− , i+ )× [−1, 1];
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3. pour tout entier j de Ai, on a l'inclusion :
g
λ−
i−1∑
k=j
nk
1 (Cj) ⊂ Ki
(remarquer que ces conditions sont compatibles puisque λ−
i−1∑
k=j
nk croît avec j et,
de plus, λ−
i−1∑
k=j
nk ≤ ni par déﬁnition de ni) ;
4. on a l'inclusion suivante :
gni1 ([i+

4
, i+ 1− 
2
]× (−1 + η, 1− η)) ⊂ [i+ 
4
, i+

2
)× (−1 + η, 1− η) ∩Ki;
5. pour une composante connexe C de g(α) ∩ [i+ 
4
, i+ 1− ]× (−1, 1) qui joint les
deux composantes connexes du bord de [i+ 
4
, i+ 1− ]× (−1, 1), on a :
∀r < ni, gr1(C) ∩ (i− , i+ )× [−1, 1] = C ∩ (i− , i+ )× [−1, 1];
6. pour tout entier r < ni l'ensemble gr1([i + 1− , i + 1− 4 ]× [−1, 1]) ne rencontre
pas le carré [i, i+ ]× [−1, 1].
Les deuxième et troisième conditions ci-dessus déterminent les vitesses auxquelles on
repousse les morceaux Cj : la troisième condition signiﬁe que le morceau Cj doit être
repoussé dans un Ki au bout du temps λ−
i−1∑
k=j+1
nk mais la deuxième condition impose
qu'il ne soit pas repoussé avant cet instant-là. Les conditions 4, 5 et 6 permettent
d'imposer le temps exact nécessaire pour traverser [i, i+ 1]× (−1, 1).
Maintenant, nous allons montrer que, pour des homéomorphismes g1 et g2 vériﬁant
les propriétés données ci-dessus, on a :
l((g2 ◦ g1)λ−1(g(α)), α) = 1.
On ﬁxe un entier j entre 0 et N et on pose i = i(j). On note αj la courbe {j}× [−1, 1].
On va montrer que, pour j′ ∈ [j − 1, i− 1] et pour λ−∑j′k=j nk > r ≥ λ−∑j′+1k=j nk, on
a :
l((g2 ◦ g1)r ◦ g(αj), α) = l(g(αj), α)− (i− j′ − 1).
D'après les deux premières propriétés de g1 et la troisième propriété de g2, on a, pour
tout entier r strictement positif et strictement inférieur à λ−
i−1∑
k=j
nk :
{
(g2 ◦ g1)r(g(αj) ∩ [0, i+ ]× [−1, 1]) = g(αj) ∩ [0, i+ ]× [−1, 1]
(g2 ◦ g1)r(g(αj)) = gr1(g(αj)) ,
d'où la propriété ci-dessus pour j′ = i− 1. En conséquence, on obtient aussi que :
g1 ◦ (g2 ◦ g1)
λ−
i−1∑
k=j
nk−1 ◦ g(αj) = g
λ−
i−1∑
k=j
nk
1 (g(αj)).
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La troisième propriété de l'homéomorphisme g1 implique que l'intersection de l'ensemble
ci-dessus avec [i − ,+∞) × [−1, 1] est inclus dans Ki. Par conséquent, la deuxième
propriété vériﬁée par l'homéomorphisme g2 implique que :
(g2 ◦ g1)
λ−
i−1∑
k=j
nk ◦ g(αj) ⊂ [j, i− 
2
]× [−1 + η, 1− η].
Toute la partie extrémale de la courbe a été ramenée dans [i − , i − 
2
] × (−1, 1). Le
reste n'a pas bougé. En eﬀet :
(g2 ◦ g1)
λ−
i−1∑
k=j
nk
(g(αj) ∩ [j, i− ]× [−1, 1]) = g(αj) ∩ [j, i− ]× [−1, 1].
En particulier, on a :
l((g2 ◦ g1)
λ−
i−1∑
k=j
nk ◦ g(αj), α) = i− j
= l(g(αj), α)− 1.
Il va suﬃr maintenant d'itérer la preuve que l'on vient de faire pour conclure. Supposons
que, pour un entier j′ compris entre j + 1 et i− 1, on ait : (g2 ◦ g1)
λ−
j′∑
k=j
nk ◦ g(αj) ⊂ [j, j′ + 1− 2 ]× (−1 + η, 1− η)
(g2 ◦ g1)
λ−
j′∑
k=j
nk
(g(αj) ∩ [j, j′ + 1− ]× [−1, 1]) = g(αj) ∩ [j, j′ + 1− ]× [−1, 1]
.
On a vu que cette propriété était vraie pour j′ = i− 1. La supposant vraie au rang j′,
nous allons montrer qu'elle est aussi vrai au rang j′− 1 et montrer aussi que, sous cette
hypothèse, pour λ−∑j′−1k=j nk > r > λ−∑j′k=j nk, on a :
l((g2 ◦ g1)r ◦ g(αj), α) = l(g(αj), α)− (i− j′);
D'après les cinquièmes et sixièmes propriétés de l'homéomorphisme g1 et la troisième
propriété de l'homéomorphisme g2, on a, pour un entier 0 ≤ r < nj′ :
(g2 ◦ g1)r ◦ (g2 ◦ g1)
λ−
j′∑
k=j
nk
(g(αj) ∩ [0, j′ + ]× [−1, 1]) = g(αj) ∩ [0, j′ + ]× [−1, 1]
et
(g2 ◦ g1)r ◦ (g2 ◦ g1)
λ−
j′∑
k=j
nk ◦ g(αj) = gr1(g2 ◦ g1)
λ−
j′∑
k=j
nk
(g(αj)).
Par conséquent, on a :
g1 ◦ (g2 ◦ g1)nj′−1 ◦ (g2 ◦ g1)
λ−
j′∑
k=j
nk
(g(αj)) = g
nj′
1 (g2 ◦ g1)
λ−
j′∑
k=j
nk
(g(αj))
donc, d'après la quatrième propriété vériﬁée par l'homéomorphisme g1, l'intersection
de cet ensemble avec [j′ + ,+∞) × [−1, 1] est inclus dans l'ensemble Kj′ . D'après la
deuxième propriété vériﬁée par l'homéomorphisme g2, on a alors :
(g2 ◦ g1)nj ◦ (g2 ◦ g1)
λ−
j′∑
k=j
nk ◦ g(αj) ⊂ [j, j′ − 
2
]× (−1 + η, 1− η)
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et, de plus :
(g2 ◦ g1)nj′ ◦ (g2 ◦ g1)
λ−
i−1∑
k=j
nk
(g(αj) ∩ [j, j′ − ]× [−1, 1]) = g(αj) ∩ [j, j′ − ]× [−1, 1].
Ceci conclut la récurrence. On montre alors comme précédemment que, pour λ > r >
λ− nj, on a :
(g2 ◦ g1)r ◦ g(αj) = gr−λ+nj1 (g2 ◦ g1)λ−nj(g(αj)).
ce qui implique en particulier que :
l((g2 ◦ g1)λ−1 ◦ g(αj), α) = 1,
ce que l'on voulait démontrer.
6.9 Généralisation des résultats
On se propose dans cette section de généraliser rapidement les résultats précédents
dans deux directions. Tout d'abord, on pourrait regarder d'autres vitesses de crois-
sance des mots que la vitesse linéaire. En outre, on peut aussi considérer des familles
ﬁnies d'éléments au lieu de regarder un seul élément et déﬁnir une notion de distorsion
adaptée. On obtient alors des résultats analogues à ceux obtenus précédemment. Dans
toute la suite, on ﬁxe une suite (wn)n∈N de réels strictement positifs qui tend vers +∞.
Commençons par une déﬁnition :
Déﬁnition 6.2. Soient G un groupe et g un élément de g. On dit que l'élément g est
(wn)n∈N-distordu dans G si et seulement si il existe une partie ﬁnie G de G telle que :
 l'élément g appartient au groupe engendré par G ;
 la limite inférieure de la suite ( lG(g
n)
wn
) est nulle.
Cette notion de distorsion n'a pas d'intérêt si limn→+∞ wnn = +∞ : dans ce cas, tous
les éléments de G sont (wn)n∈N-distordus. De plus, cette notion ne dépend que de la
classe d'équivalence de (wn)n∈N pour la relation d'équivalence suivante :
(ωn) ≡ (ξn)⇔ ∃C > 0, ∀n ∈ N, 1
C
ξn ≤ ωn ≤ Cξn.
On peut alors montrer les théorèmes suivants :
Proposition 6.41. Notons D, un domaine fondamental de S˜ pour l'action de Π1(S).
Si un homéomorphisme f dans Homeo0(S) (respectivement dans Homeo0(S, ∂S)) est
(wn)n∈N-distordu dans Homeo0(S) (respectivement dans Homeo0(S, ∂S)), alors :
lim inf
n→+∞
δ(f˜n(D))
wn
= 0.
Théorème 6.42. Soit f un homéomorphisme de Homeo0(S) (respectivement de
Homeo0(S, ∂S)). Si :
lim inf
n→+∞
δ(f˜n(D))log(δ(f˜n(D)))
wn
= 0,
alors f est (wn)n∈N-distordu dans Homeo0(S) (respectivement dans Homeo0(S, ∂S)).
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Théorème 6.43. Soit (vn)n∈N une suite de réels positifs telle que : lim infn→+∞ vnwn = 0.
Alors il existe un homéomorphisme f de Homeo0(R/Z× [0, 1],R/Z× {0, 1}) tel que :
1. ∀n ∈ N, δ(f˜n([0, 1]× [0, 1])) ≥ vn ;
2. l'homéomorphisme f est (wn)n∈N-distordu dans Homeo0(R/Z×[0, 1],R/Z×{0, 1}).
Pour, un entier k, on note Fk le groupe libre à k éléments. On note a1, a2, . . . , ak les
générateurs standards de ce groupe et A l'ensemble de ces générateurs.
Déﬁnition 6.3. Soit G un groupe de type ﬁni engendré par une partie ﬁnie G. Un k-
uplet (f1, f2, . . . , fk) est dit distordu si l'application Fk → G qui envoie le générateur
ak sur fk n'est pas une quasi-isométrie pour les distances dA et dG. Plus généralement,
pour un groupe G quelconque, un k-uplet (f1, f2, . . . , fk) est dit distordu s'il existe un
sous-groupe de G de type ﬁni qui contient tous les éléments fi dans lequel ce k-uplet est
distordu.
On peut alors démontrer le théorème suivant pour une surface S compacte :
Théorème 6.44. Notons D, un domaine fondamental de S˜ pour l'action de Π1(S). Soit
(f1, f2, . . . , fk) un k-uplet d'homéomorphismes de S. Supposons qu'il existe une suite de
mots (mn)n∈N en les fi dont la suite des longueurs (l(mn))n tend vers +∞ telle que :
lim
n→+∞
δ(mn(D))log(δ(mn(D)))
l(mn)
= 0.
Alors le k-uplet (f1, f2, . . . , fk) est distordu.
136
137
Troisième partie
Morphismes de groupes entre groupes
d'homéomorphismes
138
Sommaire
7 Actions de gros groupes sur le cercle 141
7.1 Introduction et notations . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
7.2 Preuve du théorème 7.1.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
140 SOMMAIRE
Chapitre 7
Actions de gros groupes sur le cercle
7.1 Introduction et notations
Dans un article de 1962 (voir [53]), Whittaker montre qu'étant donnée une variété
compacte M , tout automorphisme de groupe de Homeo(M) est un automorphisme in-
térieur, c'est-à-dire de la forme :
f → h ◦ f ◦ h−1,
où h est un homéomorphisme de M . Dans ce contexte, une question naturelle est de
se demander ce qu'il se passe si l'on remplace dans l'hypothèse "isomorphisme" par
"morphisme". Nous allons donner une réponse à cette question dans le cas où la variété
considérée est le cercle S1. La technique de preuve donne aussi un résultat de rigidité sur
les actions de PSL2(R) sur le cercle. Nous verrons le groupe PSL2(R) comme un sous-
groupe du groupe des homéomorphismes du cercle via l'application qui, à une matrice(
a b
c d
)
associe l'homéomorphisme du cercle S1 = R∪{∞} qui à un point x associe ax+b
cx+d
.
Remarquons qu'il s'agit de l'action naturelle du groupe PSL2(R) sur l'espace projectif
P1R qui s'identiﬁe au cercle.
Notons s un élément d'ordre 2 du groupe Homeo0(S1). Un tel élément est conjugué
soit à une réﬂexion, soit à la rotation d'angle pi. Notons τs l'endomorphisme du groupe
Homeo0(S1) qui, à tout homéomorphisme qui conserve l'orientation, associe l'dentité et,
à tout homéomorphisme qui renverse l'orientation, associe l'élément s.
Le théorème principal que nous allons démontrer, qui est dû à Matsumoto (voir [41]),
est le suivant :
Théorème 7.1. Tout morphisme de groupe de Homeo0(S1) ou PSL2(R) dans
Homeo0(S1) est soit trivial, soit conjugué à l'inclusion. De plus, tout endomorphisme
de groupe de Homeo(S1) est soit nul, soit un automorphisme intérieur, soit un mor-
phisme de la forme τs, où s est un élément d'ordre 2 du groupe Homeo0(S1).
Remarque. Si l'on ne regarde que les morphismes de groupes injectifs, le théorème
ci-dessus se généralise à tout sous-groupe G des homéomorphismes du cercle préservant
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l'orientation qui vériﬁe les conditions suivantes :
 le groupe G est transitif sur les triplets de points bien ordonnés (voir la déﬁnition
7.1 ci-dessous).
 le groupe G contient un élément d'ordre ﬁni distinct de l'identité.
 si l'on note Gx le stabilisateur dans G d'un point x du cercle, l'application en
cohomologie bornée H2b (G)→ H2b (Gx) est nulle.
Les groupes Homeo0(S1) et PSL2(R) sont les seuls que je connais qui vériﬁent ces trois
conditions.
La deuxième partie du théorème se déduit de la première comme nous allons le voir
maintenant :
Démonstration. Notons ϕ un tel endomorphisme. Le noyau de ϕ est distingué dans
Homeo(S1). Il est donc soit égal à Homeo(S1), soit égal à Homeo0(S1), soit trivial. Dans
le premier cas, le morphisme ϕ est nul. Dans le deuxième cas, si h1 et h2 sont deux
homéomorphismes du cercle qui renversent l'orientation, alors les composées h1 ◦ h−12
et h21, qui conservent l'orientation, sont dans le noyau de ce morphisme : on a donc
ϕ(h1) = ϕ(h2) et ϕ(h1)2 = Id. L'image est constituée d'un seul élément s d'ordre 2 et
le morphisme ϕ est égal à τs.
Plaçons nous dans le troisième cas. Le sous-groupe ϕ−1(Homeo0(S1)) est distingué
dans le groupe des homéomorphismes du cercle et est donc soit trivial, soit égal à
Homeo(S1), soit égal à Homeo0(S1) : on distingue trois sous-cas. Dans le premier sous-
cas, l'image est constituée d'un seul élément, ce qui n'est pas possible. Dans le deuxième
sous-cas, d'après la première partie du théorème, on a nécessairement :
ϕ(Homeo0(S1)) = Homeo0(S1).
Ainsi, si g est un homéomorphisme qui renverse l'orientation, il existe un homéomor-
phisme f dans Homeo0(S1) tel que ϕ(f) = ϕ(g). L'homéomorphisme gf−1 renverse
donc l'orientation et est dans le noyau du morphisme ϕ. Or tout sous-groupe distingué
de Homeo(S1) engendré par un homéomorphisme qui renverse l'orientation est égal à
Homeo(S1). Ainsi, le morphisme de groupes ϕ est nul : on aboutit à une contradiction.
Dans le dernier sous-cas, en utilisant la première partie du théorème, on voit que le
morphisme ϕ est un isomorphisme. En appliquant le résultat de Whittaker rappelé plus
haut, on obtient que le morphisme ϕ est un automorphisme intérieur.
La preuve du théorème 7.1 va faire intervenir la classe d'Euler bornée de l'action
d'un groupe sur le cercle : nous allons rappeler les principes de cette théorie et énoncer
les résultats qui vont nous être utiles. Ceux ci sont dus à Ghys. On renvoie au chapitre
6 pour plus d'informations sur la classe d'Euler bornée.
On peut associer à tout groupe G son deuxième groupe de cohomologie bornée
H2b (G,Z), qui est un groupe abélien et on peut associer à tout morphisme de groupe G→
H un morphisme H2b (H,Z) → H2b (G,Z). Le groupe H2b (Homeo0(S1),Z) est isomorphe
à Z et possède un générateur privilégié (qui correspond à l'extension centrale induite
par le revêtement universel de Homeo0(S1) : voir [45]). Une action d'un groupe G sur
le cercle induit un morphisme de groupe H2b (Homeo0(S1),Z) → H2b (G,Z) et l'image
du génrateur privilégié de H2b (Homeo0(S1),Z) par ce morphisme est appelée la classe
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d'Euler bornée de cette action du groupe G. Le résultat que l'on utilisera au cours de la
preuve du théorème est le suivant :
Théorème 7.2 (Ghys). Une action d'un groupe G sur le cercle possède un point ﬁxe
(c'est-à-dire que ce point est ﬁxé par tous les éléments du groupe G) si et seulement si
la classe d'Euler bornée de cette action est nulle.
La classe d'Euler bornée est en fait un véritable analogue du nombre de rotation
pour les actions de groupe sur le cercle. Pour plus d'information sur le sujet, on conseille
une nouvelle fois la lecture du chapitre 6 de [27].
7.2 Preuve du théorème 7.1.1
Notons G le groupe Homeo0(S1) ou PSL2(R).
Notons ϕ un morphisme de groupe de G vers Homeo0(S1) non nul. Comme le groupe
G est simple, ce morphisme de groupe est injectif. Pour un point x du cercle, on note Gx
l'ensemble des éléments de G qui ﬁxent le point x et on note Fx l'ensemble des points
ﬁxes de ϕ(Gx). Remarquons que, si f désigne un élément du groupe G et x est un point
du cercle, l'ensemble des points ﬁxes de ϕ(Gf(x)) est aussi l'ensemble des points ﬁxes
de ϕ(f)ϕ(Gx)ϕ(f)−1, d'où : Ff(x) = ϕ(f)(Fx). En particulier, les fermés Fx sont deux à
deux homéomorphes, par transitivité de l'action du groupe G sur le cercle.
Nous allons montrer successivement que ces ensembles sont :
 des fermés non-vides ;
 d'intérieur vide ;
 sans point d'accumulation ;
 réduits à un point.
Nous verrons aussi que ces fermés constituent une partition du cercle et que l'on est
dans l'une des deux situations suivantes :
 pour tout triplet de points du cercle (x, y, z) bien ordonné (voir déﬁnition 7.1), le
triplet de points (Fx, Fy, Fz) est bien ordonné ;
 pour tout triplet de points du cercle (x, y, z) bien ordonné, le triplet de points
(Fz, Fy, Fx) est bien ordonné.
Ici, on a confondu par abus chaque ensemble Fx avec l'unique élément qu'il contient.
Toutes ces données vont nous permettre de conclure la preuve du théorème. Pour un
point x du cercle, notons {h(x)} = Fx. L'application h est bijective car les fermés Fx
forment une partition du cercle. Comme h soit préserve, soit renverse l'ordre de tout
triplet de points du cercle, alors h envoie les intervalles ouverts du cercle sur des inter-
valles ouverts du cercle. Il s'ensuit que h−1 est continue. Puisqu'une bijection continue
du cercle est un homéomorphisme, on en déduit que h est un homéomorphisme. Soit f
un élément de G. Comme, pour tout point x, Ff(x) = ϕ(f)(Fx), alors on a la relation
h ◦ f = ϕ(f) ◦ h, d'où : ϕ(f) = hfh−1.
Il suﬃt maintenant de vériﬁer les aﬃrmations ci-dessus.
Lemme 7.3. Les fermés Fx sont non-vides.
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Démonstration. Comme, par déﬁnition, le groupe Gx ﬁxe un point du cercle, le
morphisme au niveau des groupes de cohomologie bornée H2b (Homeo0(S
1),Z) →
H2b (Gx,Z) induit par l'inclusion est nul d'après le théorème 7.2. D'autre part,
l'application H2b (Homeo0(S1),Z) → H2b (G,Z) induite par l'inclusion Gx ⊂ G ⊂
Homeo0(S1) est un isomorphisme (voir [45]). Par conséquent, le morphisme de groupe
H2b (G,Z) → H2b (Gx,Z) induit par l'inclusion est nul. Ainsi, le morphisme de groupe
H2b (Homeo0(S1),Z) → H2b (Gx,Z) induit par le morphisme de groupes ϕ restreint à Gx
est nul : la classe d'Euler bornée de l'action correspondante sur le cercle est nulle. Ceci
implique que l'ensemble Fx des points ﬁxes de ϕ(Gx) est non-vide d'après le théorème
7.2.
Lemme 7.4. Les fermés Fx sont deux à deux disjoints.
Démonstration. Soient x et y deux points distincts du cercle. Nous aurons besoin du
lemme de fragmentation suivant :
Lemme 7.5. Les groupes Gx et Gy engendrent G.
Démonstration. Soit g, un élément de G. Quitte à composer l'homéomorphisme g avec
un élément de Gy, on peut supposer que le point g(y) est distinct du point x. Soit g1 un
élément de Gx qui envoie le point y sur le point g(y). Alors l'homéomorphisme g2 = g
−1
1 g
appartient à Gy et g = g1g2.
Supposons que Fx ∩ Fy 6= ∅. Dans ce cas, d'après le lemme précédent, l'image du
morphisme de groupes ϕ est constituée d'élements qui ﬁxent Fx ∩ Fy. Or, cette image
contient des éléments de torsion distincts de l'identité (l'image par ϕ des rotations
d'angle rationnel) et de tels homéomorphismes sont conjugués à des rotations d'angle
rationnel qui n'ont aucun point ﬁxe : on aboutit à une contradiction. Les fermés Fx sont
donc deux à deux disjoints.
Lemme 7.6. Les fermés Fx sont d'intérieurs vides et sans point d'accumulation : les
fermés Fx sont donc des ensembles ﬁnis de points qui ont tous même cardinal k. De plus,
toute composante connexe du complémentaire de chaque ensemble Fx rencontre tous les
ensembles Fy en exactement en point.
Démonstration. Si l'un des fermés Fx0 est d'intérieur non-vide alors tous les fermés Fx
sont d'intérieur non-vide, ce qui rentre en contradiction avec le fait que le cercle admet
une base dénombrable d'ouverts. Ainsi, tous les fermés Fx sont d'intérieur vide.
Voyons maintenant pourquoi les fermés Fx n'ont pas de point d'accumulation. Fixons
un tel fermé Fx0 .
Nous allons montrer que chaque composante connexe du complémentaire de Fx0
rencontre tous les fermés Fx pour x 6= x0. Notons C une composante connexe du com-
plémentaire de Fx0 et supposons que l'ensemble C ne rencontre aucun des ensembles Fx
pour x distinct de x0. Pour un point x distinct de x0, on note fx un élément de G qui
envoie x0 sur x. Nous allons alors montrer que les ensembles ϕ(fx)(Fx0 ∪ C) sont deux
à deux disjoints et d'intérieurs non-vides, ce qui est impossible, puisque le cercle a une
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base dénombrable d'ouverts. Supposons que l'on puisse trouver deux points distincts x
et y tels que :
ϕ(fx)(Fx0 ∪ C) ∩ ϕ(fy)(Fx0 ∪ C) 6= ∅.
Tout d'abord, on a : ϕ(fx)(Fx0) ∩ ϕ(fy)(Fx0) = Fx ∩ Fy = ∅. De plus :
ϕ(fx)(Fx0) ∩ ϕ(fy)(C) = ϕ(fy)(Fz ∩ C) = ∅,
où z désigne le point f−1y fx(x0) qui est distinct de x0. En échangeant les rôles de x et
de y dans ce qui précède, on obtient aussi que :
ϕ(fx)(C) ∩ ϕ(fy)(Fx0) = ∅.
Du coup, nécessairement :
ϕ(fx)(C) ∩ ϕ(fy)(C) 6= ∅.
Notons g = f−1x fy. Cet homéomorphisme et son inverse envoient le point x0 sur des
points distincts de x0 et, d'après ce qui précède :
C ∩ ϕ(g)(C) 6= ∅.
Mais dans ce cas, soit un point de la frontière de ϕ(g)(C) (qui est incluse dans le fermé
Fg(x0)) appartient à C, ce qui n'est pas possible, soit un point de la frontière de ϕ(g)
−1(C)
appartient à C, ce qui n'est pas possible non plus. Par conséquent, il existe un point
y0 du cercle tel que Fy0 ∩ C 6= ∅. Soit x, un point du cercle distinct de x0 et de y0
et notons f un élément de Gx0 qui envoie y0 sur x. Comme, par déﬁnition du fermé
Fx0 , l'homéomorphisme ϕ(f) ﬁxe les points de Fx0 , alors cet homéomorphisme préserve
globalement C. De plus, il envoie le fermé Fy0 sur le fermé Fx donc l'ensemble C ∩ Fy0
sur l'ensemble C ∩ Fx qui est donc non-vide.
Supposons que le fermé Fx0 possède un point d'accumulation a. Prenons un point
y distinct de x et notons C la composante connexe du complémentaire du fermé Fy
qui contient le point a. Il existe une composante connexe C ′ du complémentaire de Fx0
incluse dans l'ouvert C. En particulier, l'intervalle C ′ ne rencontre pas le fermé Fy, d'où
une contradiction avec l'aﬃrmation précédente.
Déﬁnition 7.1. On ﬁxe une orientation du cercle. On dit qu'un triplet de points (x, y, z)
du cercle est bien ordonné si, lorsque l'on parcourt le cercle dans le sens donné par
l'orientation de celui-ci en partant du point x, on rencontre le point y avant de rencontrer
le point z.
Lemme 7.7. L'une des deux propriétés suivantes est vériﬁée :
 pour tout triplet de points bien ordonnés (x, y, z) du cercle, et pour un point x′
de Fx, si l'on note y′ (respectivement z′) le premier point de Fy (respectivement
de Fz) que l'on rencontre lorsque l'on parcourt le cercle dans le sens donné par
l'orientation, le triplet (x′, y′, z′) est bien ordonné.
 pour tout triplet de points bien ordonnés (x, y, z) du cercle, et pour un point x′
de Fx, si l'on note y′ (respectivement z′) le premier point de Fy (respectivement
de Fz) que l'on rencontre lorsque l'on parcourt le cercle dans le sens donné par
l'orientation, le triplet (z′, y′, x′) est bien ordonné.
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Démonstration. Le lemme revient à dire que, quitte à changer l'orientation de l'un des
deux cercles considérés, la première propriété ci-dessus est vériﬁée. Étant donnés deux
points x et y du cercle, on note [x, y] l'arc de cercle obtenu en parcourant le cercle dans
le sens donné par l'orientation depuis le point x jusqu'au point y. Fixons des points p1,
p2 et p3 du cercle de sorte que le triplet (p1, p2, p3) soit bien ordonné. Rappelons que
chaque composante connexe du complémentaire d'un ensemble de la forme Fx contient
pour tout point y distinct de x exactement un point de Fy : sinon, il existerait une
composante connexe du complémentaire de Fy qui ne contient pas de point de Fx, ce
qui n'est pas possible comme on l'a vu précédemment. Posons Fp1 =
{
pj1, 1 ≤ j ≤ k
}
de sorte que les triplets (pj−11 , p
j
1, p
j+1
1 ) soient bien ordonnés,où les exposants sont pris
modulo k (rappelons que k désigne le cardinal de chacun des ensembles Fx). On déﬁnit
alors, pour i = 2 ou 3 et j entre 1 et k, le point pji comme l'unique point de l'ensemble Fpi
qui appartient au segment [pj1, p
j+1
1 ] (les exposants étant pris modulo k). Pour i = 2 ou
3, on a alors la propriété suivante : pour tout entier j entre 1 et k, le point pj1 appartient
au segment [pj−12 , p
j
2] (les exposants étant pris modulo k).
Quitte à changer l'orientation du cercle, on peut supposer que le triplet (p11, p
1
2, p
1
3) est
bien ordonné. Dans ce cas, comme, d'après le lemme 7.6, toute composante connexe du
complémentaire de Fpi rencontre les Fpj en un unique point, alors, lorsque l'on parcourt
le cercle dans le sens imposé par l'orientation en partant du point p11, on rencontre
successivement les points p11, p
1
2, p
1
3, p
2
1, p
2
2, p
2
3, . . . , p
k
3. Nous allons montrer maintenant
que la première propriété énoncée ci-dessus est vériﬁée. On considère un triplet bien
ordonné (x1, x2, x3) de points du cercle. Il existe un élément fx1,x2,x3 de G qui envoie le
point pi sur le point xi pour tout indice i. Rappelons que Ffx1,x2,x3 (pi) = ϕ(fx1,x2,x3)(Fpi).
Comme l'homéomorphisme ϕ(fx1,x2,x3) préserve l'orientation, on obtient que le triplet
de points (x11, x
1
2, x
1
3), où x
j
i = ϕ(fx1,x2,x3)(p
j
i ), est bien ordonné. De plus, si l'on parcourt
le cercle dans le sens imposé par l'orientation en partant du point x11, on rencontre
successivement les points x11, x
1
2, x
1
3, x
2
1, x
2
2, x
2
3, . . . , x
k
3. Ceci démontre l'aﬃrmation.
Lemme 7.8. La réunion des fermés Fx est le cercle. Les ensembles Fx constituent donc
une partition du cercle, d'après le lemme 7.4.
Démonstration. Notons C une composante connexe du complémentaire dans le cercle
de la réunion des fermés Fx. Nous allons montrer qu'il existe un point de la frontière
de C qui est inclus dans l'un des Fx, que l'on note Fx0 : en particulier l'ensemble C
n'est pas fermé donc pas réduit à un point. Voyons pourquoi ce dernier fait implique le
lemme. Pour un point x du cercle, on note fx un homéomorphisme du cercle qui envoie le
point x0 sur le point x. Alors les ensembles ϕ(fx)(Fx0 ∪C) sont deux à deux disjoints et
d'intérieurs non-vides (le raisonnement est analogue à celui fait pour démontrer qu'une
composante connexe du complémentaire de Fx0 rencontre tous les fermés Fx pour x 6= x0
lors de la démonstration du lemme 7.6). On aboutit à une contradiction avec le fait que
le cercle admet une base dénombrable d'ouverts. Montrons maintenant le fait que nous
avons admis, à savoir qu'il existe un point de la frontière de C qui est inclus dans
l'un des Fx. Choisissons un point y0 de sorte que l'adhérence de C est inclus dans
le complémentaire de Fy0 . On note C
′ la composante connexe du complémentaire de
Fy0 qui contient l'intervalle C. On rappelle que, d'après le lemme 7.6, l'intervalle C
′
rencontre chaque ensemble Fx suivant un point pour un point x du cercle distinct de y0.
L'orientation du cercle fournit un ordre sur l'intervalle S1 − {y0} : on dira que x < y si
le segment [x, y] ne rencontre pas le point y0. De même une orientation de l'intervalle C ′
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fournit un ordre sur C ′. D'après les lemmes 7.7 et 7.4, il existe une orientation sur C ′ tel
que l'application ξ qui, à un point x du cercle distinct de y0, associe le point Fx ∩C ′ est
strictement croissante. Si l'on note x0 la borne supérieure de l'ensemble des points x de
S1−{y0} tels que le point ξ(x) est plus petit que les points de C, alors, nécessairement
ξ(x0) est adhérent à C, ce qui démontre le fait et termine la démonstration du lemme.
Lemme 7.9. Chaque ensemble Fx est réduit à un point.
Démonstration. Notons R1/3 la rotation du cercle d'angle 2pi/3. Nous allons montrer
que si le cardinal k de chacun des ensembles Fx est strictement plus grand que 1, alors
ϕ(R1/3)
3 est distinct de l'identité, ce qui est impossible.
Fixons un point x0 du cercle et notons y0 le point diamétralement opposé au point
x. D'après la preuve du lemme 7.5, il existe un élément f dans Gx0 et un élément g dans
Gy0 tels que R1/3 = gf . Notons x1 = R1/3(x0) et x2 = R1/3(x1). Enﬁn, notons :{
Fxi =
{
xji , 0 ≤ j ≤ k − 1
}
Fy0 =
{
yj0, 0 ≤ j ≤ k − 1
} ,
où les exposants sont choisis de sorte qu'il existe une orientation du cercle telle que,
si l'on parcourt le cercle en partant du point x00, alors on rencontre successivement les
points suivants dans cet ordre :
x01, y
0
0, x
0
2, x
1
0, x
1
1, . . . , x
k−1
2 .
On a ici implicitement utilisé le lemme 7.7. Remarquons que, comme ϕ(R 1
3
)(Fx0) = Fx1 ,
alors :
ϕ(R 1
3
)(x00) ∈
{
xj1, 1 ≤ j ≤ k
}
.
Par déﬁnition du fermé Fx0 , comme l'homéomorphisme f appartient à Gx0 , l'homéo-
morphisme ϕ(f) ﬁxe le point x00. Par conséquent, on a : ϕ(R1/3)(x
0
0) = ϕ(g)(x
0
0). Or,
l'homéomorphisme ϕ(g) ﬁxe les points de Fy0 : il envoie donc le point x
0
0 sur l'unique
point de Fx1 inclus dans l'intervalle [y
k−1
0 , y
0
0] qui est x
0
1. Sachant que :
ϕ(R 1
3
)(xji ) ∈
{
xj
′
i+1, 1 ≤ j′ ≤ k
}
,
où les indices sont pris modulo 3, et que l'homéomorphisme ϕ(R 1
3
) préserve l'ordre, on
en déduit que :
∀jϕ(R1/3)(xj0) = xj1, ϕ(R1/3)(xj1) = xj2 et ϕ(R1/3)(xj2) = xj+10 ,
où les exposants sont pris modulo k. Il s'ensuit que, si k > 1 :
x00 = ϕ(R1/3)
3(x00) = x
1
0,
d'où une contradiction.
La preuve du théorème 7.1 est donc complète.
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Annexe A
Appendice : perfection locale de
Diff∞0 (M)
L'objet de cet appendice est de démontrer le résultat suivant qui a été utilisé au
cours de la démonstration du lemme 1 :
Théorème A.1. Soit M , une variété compacte connexe de dimension n. Fixons un
recouvrement ouvert (Uk)0≤k≤p de M constitué d'ouverts d'adhérences diﬀéomorphes à
la boule unité de Rn. Alors, pour tout voisinage Ω de l'identité dans Diff∞0 (M), il existe
un voisinage Ω′ de l'identité dans Diff∞0 (M) tel que, pour tout diﬀéomorphisme f de Ω
′,
il existe des familles de diﬀéomorphismes (fk,l)0≤k≤p,1≤l≤3n et (gk,l)0≤k≤p,1≤l≤3n dans Ω
tels que :
f =
p∏
k=0
3n∏
l=1
[fk,l, gk,l]
et les diﬀéomorphismes fk,l et gk,l sont à support dans Uk.
Cette démonstration est une réalisation élémentaire de l'idée de Stefan Haller et Josef
Teichmann de décomposer un diﬀéomorphisme en produit de diﬀéomorphismes préser-
vant certains feuilletages (voir [30]). Elle repose de manière essentielle sur le théorème
KAM d'Herman sur les diﬀéomorphismes du cercle. On remarque que cette propriété
démontre la perfection de Diff∞0 (M) et donc la simplicité de ce groupe. C'est donc une
alternative à la preuve de Thurston et Mather (voir [9] ou [6]). La démonstration donne
aussi la perfection locale (et donc la perfection) de Diff∞0 (Rn) pour n supérieur ou égal
à 2 mais ne permet pas de conclure dans le cas n = 1.
D'après le lemme de fragmentation (voir [30] proposition 1 ou [9] théorème 2.2.1 pour
une démonstration), pour tout réel η > 0, il existe α > 0 tel que, pour tout élément h de
Diff∞0 (M), si d(h, IdM) < α, alors il existe une famille (hi)0≤i≤p d'éléments de Diff
∞
0 (M)
telle que : 
supp(hi) ⊂ Ui
h =
∏p
i=0 hi
∀i ∈ [0, p] ∩ N, d(hi, IdM) < η
.
Il reste à eﬀectuer la construction suivante. On se donne U , V , deux ouverts de
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Rn, où U est un cube d'adhérence incluse dans V , et un voisinage Ω de l'identité dans
Diff∞0 (V ). Nous allons montrer l'existence d'un voisinage Ω
′ de l'identité dans Diff∞0 (U)
tel que, pour tout diﬀéomorphisme f de Ω′, il existe des diﬀéomorphismes f1, f2, . . . , f3n
dans Ω tels que :
f = [f1, f2] ◦ [f3, f4] ◦ . . . ◦ [f3n−1, f3n].
Pour montrer cette dernière propriété, la stratégie sera la suivante : on va commencer
par décomposer un diﬀéomorphisme f proche de l'identité en tant que produit de n
diﬀéomorphismes qui préservent chacun les feuilles d'un feuilletage en droites. Chacun
de ces feuilletages en droites de U va être considéré comme une partie d'un feuilletage
en cercles d'un anneau inclus dans V . Il suﬃra ensuite d'appliquer (soigneusement) le
théorème d'Herman sur les diﬀéomorphismes du cercle pour conclure que chacun des
diﬀéomorphismes apparaissant dans la décomposition de f s'écrit comme produit de
deux commutateurs constitués d'éléments qui peuvent être choisis aussi proche que l'on
veut de l'identité tant que f est suﬃsamment proche de l'identité.
Détaillons maintenant les arguments ci-dessus. Pour un entier k entre 1 et n, on
note Fk le feuilletage constitué de l'ensemble des droites parallèles au k-ième axe de
coordonnées. On note Diff∞0 (U, Fk) l'ensemble des diﬀéomorphismes de U à support
compact et compactement isotopes à l'identité qui préservent les feuilles du feuilletage
Fk. Construisons par récurrence sur k une application déﬁnie et continue sur un voisinage
de l'identité φk : Diff
∞
0 (U) → Diff∞0 (U, Fk) telle que φk(IdU) = IdU et telle que, pour
un diﬀéomorphisme f suﬃsamment proche de l'identité :
pk ◦ f ◦ φ1(f)−1 ◦ φ2(f)−1 ◦ . . . ◦ φk(f)−1 = pk,
où pk désigne la projection sur les k premières coordonnées. Supposons φ1, φ2, . . . , φk
construites. Posons, pour un diﬀéomorphisme f de Diff∞0 (U) proche de l'identité et
pour x dans u :
f ◦ φ1(f)−1 ◦ φ2(f)−1 ◦ . . . ◦ φk(f)−1(x) = (x1, . . . , xk, fk+1(x), fk+2(x), . . . , fn(x)).
On déﬁnit alors φk+1 par :
∀x ∈ U, φk+1(f)(x) = (x1, . . . , xk, fk+1(x), xk+2, . . . , xn)
pour f suﬃsamment proche de l'identité, ce qui conclut la récurrence. Les applications
φk ainsi construites sont C∞, valent l'identité en l'identité et vériﬁent :
f = φn(f) ◦ φn−1(f) ◦ . . . ◦ φ1(f).
Fixons un entier k. On considère comme prévu un plongement :
ψk : Rk−1 × R/Z× Rn−k → V
qui envoie (−1, 1)k−1 × (−1
4
, 1
4
)× (−1, 1)n−k sur U et le feuilletage constitué des droites
parallèles au k-ième axe de coordonnées de (−1, 1)k−1 × (−1
4
, 1
4
) × (−1, 1)n−k sur le
feuilletage constitué des droites parallèles au k-ième axe de coordonnées de U . Le diﬀéo-
morphisme ψ−1k ◦ φk(f) ◦ ψk est alors identiﬁable à une famille (à n− 1 paramètres) de
diﬀéomorphismes du cercle. On écrit pour des éléments (x, t, y) de Rk−1×R/Z×Rn−k :
ψ−1k ◦ φk(f) ◦ ψk(x, t, y) = (x, g(x, y)(t), y),
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où g : Rn−1 → Diff∞0 (R/Z) est une application continue qui vériﬁe :
g(x, y) = Id
lorsque (x, y) /∈ [−1, 1]n−1.
Il reste à écrire g(x, y) en tant que produit de commutateurs d'éléments de
Diff∞0 (R/Z) proches de l'identité qui dépendent de manière C∞ de x et de y, dont les déri-
vées par rapport à x et à y sont petites et qui valent l'identité lorsque (x, y) /∈ (−2, 2)n−1.
Le lemme suivant est dû à Haller et Teichmann (voir [31], exemple 3) :
Lemme A.2. Pour tout voisinage W' l'identité dans Diff∞0 (R/Z), il existe un voisi-
nage W de l'identité dans Diff∞0 (R/Z), des diﬀéomorphismes A, B et C de W ′ et des
applications
a, b, c : W → Diff∞0 (R/Z)
de classe C∞, qui valent l'identité en l'identité, et vériﬁent, pour tout h de W :
h = [a(h), A][b(h), B][c(h), C].
Remarque. La démonstration de ce résultat repose sur le théorème d'Hermann pour
les diﬀéomorphismes du cercle. De plus, on peut supposer que A, B, C sont des éléments
de PSL2(R) ⊂ Diff∞0 (R/Z).
Fin de la démonstration du théorème. Notons λ : Rn−1 → R une application C∞
à support dans (−2, 2)n−1 qui vaut 1 sur un voisinage de [−1, 1]n−1. On choisit alors un
voisinage W ′ de l'identité dans Diff∞0 (R/Z) de sorte que, pour tout diﬀéomorphisme D
de W ′, si l'on note D˜ l'application déﬁnie par :
∀(x, t, y) ∈ Rk−1 × R/Z× Rn−k, D˜(x, t, y) = (x, λ(x, y)D(t) + (1− λ(x, y))t, y),
alors D˜ est un diﬀéomorphisme de Rk−1×R/Z×Rn−k à support compact et ψk ◦D˜◦ψ−1k
appartient au voisinage Ω de l'identité dans Diff∞0 (V ).
Lorsque f est suﬃsamment proche de l'identité, g(x, y) appartient, pour tous x et y,
au voisinage W de l'identité donné par le lemme précédent. On obtient alors que, pour
(x, y) ∈ Rk−1 × Rn−k :
g(x, y) = [a(g(x, y)), A][b(g(x, y)), B] ◦ [c(g(x, y)), C]
puis que
g(x, y) = [a(g(x, y)), A˜(x, y)][b(g(x, y)), B˜(x, y)] ◦ [c(g(x, y)), C˜(x, y)]
En eﬀet, sur [−1, 1]n−1, on a A˜(x, y) = A, B˜(x, y) = B et C˜(x, y) = C, et, hors de
[−1, 1]n−1, les deux membres de l'égalité valent l'identité. Ainsi, le diﬀéomorphisme
ψ−1k ◦ φk(f) ◦ ψk s'écrit comme produit de 3 commutateurs d'éléments de Ω, lorsque f
est suﬃsamment proche de l'identité. Un diﬀéomorphisme f proche de l'identité s'écrit
alors comme produit de 3n commutateurs d'éléments de Ω, ce qui démontre le théorème.
Appendix B
Appendix: a C0-fragmentation lemma
for diﬀeomorphisms
In this appendix, we will prove the following general proposition:
Proposition B.1. Let M be a compact surface, possibly with boundary and (Ui)1≤i≤n be
a ﬁnite open covering of M . Denote by d a distance on Homeo0(M) compatible with the
C0-topology. Then, for every  > 0, there exists α > 0 such that, given a diﬀeomorphism
f in Diffr0(M) satisfying d(f, IdM) < α, there exist diﬀeomorphisms f1, f2, . . . , fn such
that:
 f = f1 ◦ f2 ◦ . . . ◦ fn.
 for every index i, supp(fi) ⊂ Ui.
 d(fi, IdM) < .
To prove this proposition, we will need the following extension lemma.
The half-closed disk is the subset of R2:{
(x, y) ∈ R2, x ≥ 0 and x2 + y2 ≤ 1} .
Lemma B.1. Let U be an open set, F be a closed set in M and N be an open neigh-
bourhood of F . Let K be a subset of U which is C∞-diﬀeomorphic to a closed disc if
K ∩ ∂M = ∅ or to a half-closed disk if K ∩ ∂M 6= ∅. Then, for every  > 0, there exists
β > 0 such that, given a diﬀeomorphism f in Diffr0(M) satisfying d(f, IdM) < β and
f = IdM on N , there exists a diﬀeomorphism g in Diff
r
0(M) such that:
 supp(g) ⊂ U .
 f = g in a neighbourhood of K.
 g = IdM in a neighbourhood of F .
 d(g, IdM) < .
Let us see ﬁrst how this lemma implies Proposition B.1.
Proof of Proposition B.1. First, we claim that it suﬃces to prove the proposition when
each open set Ui is homeomorphic to an open disc. Indeed, suppose the proposition
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holds for a covering by open disks. Take an arbitrary ﬁnite covering (Ui)1≤i≤n. Then
we can ﬁnd a covering by open disks Di,j with 1 ≤ i ≤ n and 1 ≤ j ≤ ki such that Di,j
is included in Ui. Then, if f is a diﬀeomorphism of M suﬃciently close to the identity,
there exist diﬀeomorphisms fi,j close to the identity such that:{
supp(fi,j) ⊂ Di,j
f = f1,1 ◦ f1,2 ◦ . . . ◦ f1,k1 ◦ f2,1 ◦ . . . ◦ fn,kn .
It suﬃces to take fi = fi,1 ◦ fi,2 ◦ . . . ◦ fi,kito conclude the proof for an arbitrary ﬁnite
covering.
Suppose now that each open set Ui is homeomorphic to an open disc. For each index
i, take a subset Ki of Ui diﬀeomorphic to a closed disc in such a way that:⋃
1≤i≤n
Ki = M.
We show by induction on i the following statement (the case i = n proves Lemma B.1):
for every  > 0, there exists α > 0 such that, given a diﬀeomorphism f in Diffr0(M)
satisfying d(f, IdM) < α, there exist diﬀeomorphisms f1, f2, . . . , fi in Diff
r
0(M) such
that:
1. f = f1 ◦ f2 ◦ . . . ◦ fi in a neighbourhood of
⋃
j≤iKj.
2. ∀j ≤ i, supp(fj) ⊂ Uj.
3. d(fj, IdM) < .
The above statement is true for i = 1 by lemma B.1. Suppose the above statement holds
for an integer i. Fix  > 0. Let β be given by Lemma B.1 applied with F =
⋃
j≤iKj,
K = Ki+1 and U = Ui+1. Using the induction hypothesis for small enough ′, there
exists α > 0 such that if we take a diﬀeomorphism f α-close to the identity, we can
get a family of diﬀeomorphisms (fj)1≤j≤i which satisﬁes 1., 2., and 3. and such that
f−1i ◦ f−1i−1 ◦ . . . ◦ f−11 ◦ f is β-close to the identity. By Lemma B.1, we can ﬁnd a
diﬀeomorphism fi+1 in Diff
r
0(M) such that :
1. supp(fi+1) ⊂ Ui+1.
2. fi+1 = f
−1
i ◦ f−1i−1 ◦ . . . ◦ f−11 ◦ f in a neighbourhood of Ki+1.
3. fi+1 = IdM in a neighbourhood of
⋃
j≤iKj.
4. d(fi+1, IdM) < .
The properties 2. and 3., together with the induction hypothesis imply then that f =
f1 ◦ f2 ◦ . . . ◦ fi+1 on a neighbourhood of
⋃
j≤i+1Kj. This concludes the proof.
To prove Lemma B.1, we need some speciﬁc extension lemmas. The ﬁrst lemma is
proved in the appendix of [15] by M. Khanevsky.
Lemma B.2. Let  > 0, 1 ∈ (0, 1), r ∈ N ∪ {∞}. Consider a ﬁnite union of closed
intervals I ⊂ S1. Then there exists α > 0 such that, for every Cr-embedding f :
S1 × (−1, 1)→ S1 × (−1, 1) which satisﬁes:{
d(f, Id) < α
f|I×(−1,1) = Id
,
there exists a diﬀeomorphism g in Diffr0(S1 × (−1, 1)) such that:
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1. d(g, Id) < 
2. g|S1×0 = f|S1×0
3. g|I×(−1,1) = Id.
The following lemma deals with embeddings of the annulus which preserve a circle.
Lemma B.3. Let 1 ∈ [0, 1), r ∈ N ∪ {∞} and I denote a ﬁnite union of closed
intervals in S1. Denote by f a Cr-embedding of S1× (−1, 1) in S1× (−1, 1) which ﬁxes
pointwise S1×{0} and I× (−1, 1). Then, for any  > 0, there exists a diﬀeomorphism
g in Diffr0(S1 × (−1, 1)) ﬁxing pointwise S1 × {0} which satisﬁes:
1. g = f in a neighbourhood of S1 × {0}.
2. d(g, Id) < 
3. g|I×(−1,1) = Id.
Proof. Consider ′ > 0 such that the product of two diﬀeomorphisms in Diffr0(R×(−1, 1))
′-close to the identity is -close to the identity. We will ﬁrst ﬁnd a diﬀeomorphism g1
′-close to the identity which preserves the foliation with leaves S1×{y} and for which,
for 2 > 0 small enough, g
−1
1 ◦ f preserves the germ at S1 × {0} of the foliation with
leaves {x} × (−1, 1). Then, we will ﬁnd a diﬀeomorphism g2 ′-close to the identity
which equals to g−11 ◦ f on a neighbourhood of S1 × {0} and take g = g1 ◦ g2.
Take δ1 < 1 such that f−1 is well deﬁned on S1 × (−δ1, δ1) and, if the expression of
f−1 in coordinates is given by:
f−1 : S1 × (−δ1, δ1) → S1 × (−1, 1)
(x, y) 7→ (u(x, y), v(x, y)) ,
then:
∀(x, y) ∈ S1 × (−δ1, δ1),
{ |u(x, y)− x| < ′
∂u
∂x
(x, y) > 0
.
Denote by u−1y the inverse of u(., y). Denote by λ : (−1, 1)→ [0, 1] a C∞ map which is
supported in (−δ1, δ1) and is equal to one on a neighbourhood of 0. Now, deﬁne:
g1 : S1 × (−1, 1) → S1 × (−1, 1)
(x, y) 7→ (λ(y)u−1y (x) + (1− λ(y))x, y) .
In other words, when y is close to 0, g1(x, y) is the point with ordinate y which meets
f({x} × (−δ1, δ1)). For 2 > 0 small enough, the map g1 satisﬁes then the following
properties:
1. ∀x ∈ S1, g−11 ◦ f({x} × (−2, 2)) ⊂ {x} × (−1, 1).
2. d(g1, Id) < .
3. g1 |I×(−1,1) = Id.
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Now the expression of the embedding f1 = g
−1
1 ◦ f in coordinates is of the form:
f1 : S1 × (−2, 2) → S1 × (−1, 1)
(x, y) 7→ (x,w(x, y)) .
Consider the isotopy, deﬁned for t in [0, 1]:
ft : S1 × (−1, 1) → S1 × (−1, 1)
(x, y) 7→ (x, (1− t)y + tw(x, y)) .
The vector ﬁeld associated to this isotopy is:
X(t, x, y) =
d
dt
(ft)(f
−1
t (x, y)).
It is deﬁned for all t in a time-independant neighbourhood of S1×{0} which we denote
by S1×(−δ2, δ2). Observe that this vector ﬁelds vanishes on S1×{0} and on I×(−δ2, δ2).
Take 0 < δ3 < δ2 such that:
sup
(t,x,y)∈[0,1]×S1×(−δ3,δ3)
‖X(t, x, y)‖ < ′.
Now, let λ : R → [0, 1] be a C∞ function supported in (−δ3, δ3) which is equal to 1 on
a neighbourhood of 0. Deﬁne a vector ﬁeld Y on S1 × (−1, 1) for t in [0, 1] by:
 Y (t, x, y) = λ(y)X(t, x, y) if (x, y) ∈ S1 × (−δ3, δ3).
 Y (t, x, y) = 0 otherwise.
Then, if we denote by g2 the time 1 of the ﬂow of Y , the diﬀeomorphism g2 satisﬁes the
following properties:
1. g2 = f1 in a neighbourhood of S1 × {0}.
2. d(g2, Id) < ′.
3. g2 |I×(−1,1) = Id.
Now, the diﬀeomorphism g = g1 ◦ g2 satisﬁes the required properties.
Now, we are ready to prove Lemma B.1 in the case where K ∩ ∂M = ∅.
Proof of Lemma B.1 in the case where K ∩ ∂M = ∅. Consider a tubular neighbouhood
of ∂K suﬃciently small so that, after identiﬁcation of this neighbourhood with ∂K ×
(−1, 1) ⊂ U , there exists I, a ﬁnite union of intervals of ∂K, such that F∩∂K×(−1, 1) ⊂
I× (−1, 1) ⊂ N . Choose ′ > 0 so that the product of two diﬀeomorphisms in Diffr0(M)
′-close to the identity for the C0 distance d is -close to the identity. By applying
successively Lemmas B.2 and B.3 to a diﬀeomorphism f suﬃciently close to the identity,
we ﬁnd a diﬀeomorphism g1 with support included in U which satisﬁes:{
d(g1, Id) < 
′
d(g−11 ◦ f, Id) < ′ ,
,which coincides with f in a neighbourhood of ∂K and which ﬁxes a neighbourhood of
F . Denote by g2 the diﬀeomorphism which is equal to g
−1
1 ◦ f on K and to the identity
elsewhere. The diﬀeomorphism g = g1 ◦ g2 satisﬁes then the required properties.
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To prove the case K ∩ ∂M 6= ∅ in Lemma B.1, we need a few extra lemmas.
Lemma B.4. Let J be an open interval in R, J ′ be a closed subinterval of J and I be a
ﬁnite union of closed intervals in R. For any  > 0, there exists α > 0 such that, given
a Cr increasing embedding f : J → R× {0} ⊂ R× [0, 1) with:
 d(f, Id) < α
 f|I∩J = Id,
there exists a diﬀeomorphism g in Diffr0(R× [0, 1)) which satisﬁes:
1. g|J ′×{0} = f|J ′×{0}.
2. d(g, Id) < .
3. g|I×[0,1) = Id.
Proof. Let us take α < min(, d(J ′, J c)), where J c is the complementary of J in R. Take
an embedding f as in the hypothesis of the lemma. Consider the isotopy:
h : [0, 1]× J × [0, 1) → R× [0, 1)
(x, y) 7→ ((1− t)x+ tf(x), y)
and denote by ht the embedding h(t, .). The vector ﬁeld associated with this isotopy is:
X(t, x, y) =
d(ht)
dt
(h−1t (x, y)).
Notice that X(t, .) is deﬁned on ht(J × [0, 1)) which contains a neighbourhood of J ′ ×
[0, 1) by the choice of α. Then, by multiplying X by a C∞ function supported in a
neighbourhood of J ′ × [0, 1
2
] and which is equal to one on a smaller neighbourhood of
J ′ × [0, 1
2
], we obtain a compactly supported vector ﬁeld on R × [0, 1) whose time one
ﬂow satisﬁes the required properties.
The following lemma is analogous to Lemma B.3.
Lemma B.5. Let 1 ∈ [0, 1), r ∈ N ∪ {∞}, J be an open interval in R, J ′ be a closed
interval included in J and I denote a ﬁnite union of closed intervals in R. Denote by f
a Cr-embedding of J× [0, 1) in R× [0, 1) which ﬁxes pointwise J×{0} and I∩J× [0, 1).
Then, for any  > 0, there exists a diﬀeomorphism g in Diffr0(R× [0, 1)) ﬁxing pointwise
R× {0} which satisﬁes:
1. g = f in a neighbourhood of J ′ × {0}.
2. d(g, Id) < .
3. g|I×[0,1) = Id.
Proof. This proof is almost the same as the proof of Lemma B.3. Consider ′ > 0 such
that the product of two diﬀeomorphisms in Diffr0(R × |0, 1)) ′-close to the identity is
-close to the identity. We will ﬁrst ﬁnd a diﬀeomorphism g1 ′-close to the identity
which preserves the foliation with leaves R×{y} and for which, for 2 > 0 small enough
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and x in a neighbourhood of J ′, g−11 ◦f({x}× [0, 2)) ⊂ {x}× (−1, 1). Then we will ﬁnd
a diﬀeomorphism g2 ′-close to the identity which equals g−11 ◦ f on a neighbourhood of
J ′ × {0} and take g = g1 ◦ g2. Suppose the expression of f−1 in coordinate is given by:
f−1 : J × [0, 1) → R× (−1, 1)
(x, y) 7→ (u(x, y), v(x, y)) .
Take δ < 1 and an open interval J ′′ with J ′ ⊂ J ′′ ⊂ J ′′ ⊂ J such that:
∀(x, y) ∈ J ′′ × [0, δ),
{ |u(x, y)− x| < ′
∂u
∂x
(x, y) > 0
.
Denote by uy the function u(., y). Let λ : R → [0, 1] be a C∞ function supported in
(−δ, δ) and which is equal to one in a neighbourhood of 0. Consider the embedding:
h : J ′′ × [0, 1) → R× [0, 1)
(x, y) 7→
{
((1− λ(y))y + λ(y)u−1y (x), y) if y ≤ δ
(x, y) otherwise
.
It coincides with f on a neighbourhood of J ′′ × {0}. We now have to extend it in the
horizontal direction in order to have a diﬀeomorphism. To do this, we consider the
isotopy (for t in [0,1]):
ht : J
′′ × [0, 1) → J ′′ × [0, 1)
(x, y) 7→ ((1− t)x+ tu′(x, y), y) ,
where u′ is the ﬁrst coordinate of h. It suﬃces then to cut the vector ﬁeld generating
this isotopy by a C∞ function to obtain a compactly supported vector ﬁeld deﬁned on
R × [0, 1). Then the time one of the ﬂow of this vector ﬁeld gives a diﬀeomorphism g1
of R× [0, 1) which satisﬁes the following properties:
1. for x in a neighbourhood of J ′, g−11 ◦ f({x} × [0, 2)) ⊂ {x} × [0, 1).
2. d(g1, Id) < ′.
3. g1 |I×[0,1) = Id.
The construction of g2 is done exactly the same way as in Lemma B.3 : consider a
well-chosen isotopy which joins the identity to f1 = g
−1
1 ◦f , the vector ﬁeld generating it
and cut this vector ﬁeld outside a neighbourhood of J ′ × {0} to get a global compactly
supported vector ﬁeld. Take the time one of the ﬂow of this vector ﬁeld. Then, it suﬃces
to take g = g1 ◦ g2.
Now, we can ﬁnish the proof of Lemma B.1 by treating the case where K ∩∂M 6= ∅.
Proof of Lemma B.1: case where K ∩ ∂M 6= ∅. We will just explain what has to be
taken care of in this proof which is analogous to the proof of the case where ∂K∩M = ∅.
Take the diﬀeomorphism f suﬃciently close to the identity. By using Lemma B.4, we
may ﬁnd a diﬀeomorphism g1 C0-close to the identity which coincides with f on a neigh-
bourhood in ∂M of ∂K ∩ ∂M . Then, we use Lemma B.5 to get a diﬀeomorphism g2
C0-close to the identity which coincides with g−11 ◦ f on a neighbourhood V in M of
158
∂K ∩ ∂M . Let W be a neighbourhood of ∂K ∩ ∂M whose closure is included in V .
Consider then a simple closed path γ : S1 = [0, 1]/Z→M which satisﬁes:{
γ([−1
4
, 1
4
]) ⊃ ∂K −W
γ(S1) ⊂ (∂K ∪W )− ∂M .
By applying the ﬁrst case of Lemma B.1 with K ′ the interior of the Jordan curve γ
and F ′ the union of F with the closure of W , we may ﬁnd a Cr-diﬀeomorphism g3
C0-close to the identity which is equal to g−11 ◦ f in a neighbourhood of K. Then we
take g = g1 ◦ g2 ◦ g3 to end the proof.
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