A convex Frechet differentiable function is minimized subject to a certaiń hyperplane at a point if the function is minimized in all directions which are defined by a finite set of vectors. The proposed approach is different from the Lagrange multiplier approach. At the end of this paper, a linear program is formulated to solve the case when the above given convex function is quadratic.
INTRODUCTION
Let f be a real-valued convex Frechet differentiable function on R n . The function f is to be minimized subject to a constraint hyperplane This problem occurs in many real life situations such as portfolio analysis, investment analysis, etc. The new necessary and sufficient condition proposed in this paper can be applied to improve the computation efficiency. This necessary and sufficient condition allows one to solve the above Ž . problem 1 by minimizing the convex objective function in every direction j Ž j j j . T n s¨,¨, . . . ,¨g R , j s 1, 2, . . . , n, where 
The solution of 1 is usually obtained by applying the Lagrange multiplier condition and solving a system of equations to reach an optimal solution. The condition established in this paper allows one to approach the problem without using the Lagrange multiplier. This is an alternative method of solving this class of problems.
MAIN RESULTS
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Recall f is convex. Now T is affine and U is linear. 
Then F s f (T (U( . Since U and are linear functions, U and are
Frechet differentiable at any point with the differential equal to U and , respectively. The map T is obviously differentiable at all points with 1, 2, . . . , n . Set ␣ s M q G 0, j s 1, 2, . . . , n.
s¨. The lemma is proved. 
LEMMA 4. If for some
) 0, j w x f x F f x q t¨, j s 1, 2, . . . , n, ᭙ t g 0, 4 Ž . Ž . Ž . 0 0 Ž .Ž . then d f¨s 0, ᭙¨g H . x 0 0 Ž . Ž j . w x Proof. f x F f x q t¨, j s 1, 2, . . . , n, ᭙ t g 0, implies 0 0 Ž .Ž j . Ž Ž j . Ž . .0 Ž . Ž j . w x Ž . ) 0, f x F f x q t¨, j s 1, 2, . . . , n, ᭙ t g 0, , then f x F 0 0 0 Ž . Ž . Ž . f x , ᭙ x g H . Con¨ersely, if f x F f x , ᭙ x g H then f satisfies condi- c 0 c Ž . tion 4 .
Ž .
Proof. For the sufficiency part, let F be as defined in 3 . Since Ž Ž Ž ny 1 .. Ž . Ž .
Observe that U R
s H and by Lemma 2 and Lemma 4 we have
Ž . p. 242 , we can deduce that F 0 F F x , ᭙ x g R . The converse implication is obvious.
APPLICATIONS TO QUADRATIC PROGRAMMING
Let Q be a positive semidefinite n = n matrix, B a 1 = n matrix, and
Applying Lemma 4 and Theorem 1, we obtain the following theorem. Ž . Ž . To find an optimal solution of QP applying Theorem 1, one solves 5 .
Ž . Ž . Ž . Conditions 5 and 6 have the same number of equations and 6 contains Ž . a Lagrange multiplier. Thus, solving the system 6 , usually, one has to Ž . determine more variables than solving 5 .
AN EXAMPLE
Ž . Based on the above theorems, one can apply the linear program LP-Q Ž . to solve 1 when the objective is a quadratic function. It is easy to see that Ž . solving 1 by the method proposed in this paper can be more efficient than applying the traditional Lagrange multiplier theorem. The following example is solved by both methods to illustrate the differences between them.
min f x, y, z s x q y q z q xz q yz q x q y q 2 z Ž . Solving this system one obtains the same solutions as expected.
This example demonstrates the methods based on Theorem 2 and its Corollary. Also, the method developed in this paper is an alternative to the Ž . Lagrange multiplier theorem for 1 .
