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We study a model for a quantum critical point in two spatial dimensions between a semimetallic phase,
characterized by a stable quadratic Fermi node, and an ordered phase, in which the spectrum develops a band
gap. The quantum critical behavior can be computed exactly, and we explicitly derive the scaling laws of var-
ious observables. While the order-parameter correlation function at criticality satisfies the usual power law
with anomalous exponent ηφ = 2, the correlation length and the expectation value of the order parameter ex-
hibit essential singularities upon approaching the quantum critical point from the insulating side, akin to the
Berezinskii-Kosterlitz-Thouless transition. The susceptibility, on the other hand, has a power-law divergence
with non-mean-field exponent γ = 2. On the semimetallic side, the correlation length remains infinite, leading
to an emergent scale invariance throughout this phase.
Quantum critical matter exhibits exotic behavior that sub-
stantially differs from the situation in stable phases [1]. In
stable metallic phases, for instance, the usual effective exci-
tations are Fermi quasiparticles; insulating magnets are, as
long as not highly frustrated, describable in terms of weakly-
interacting magnons. In the vicinity of quantum critical points
(QCPs), however, novel types of excitations emerge: They
may be quasiparticle excitations with fractionalized quantum
numbers [2], or they may not admit a quasiparticle descrip-
tion at all [3]. Both cases lead to fascinating phenomena
that are only poorly understood to date. This is particularly
true for low-dimensional Fermi systems, which pose a serious
challenge to theory. The reason for the complications is the
fact that integrating out the fermion modes, as is done in the
standard Hertz-Millis theory [4, 5], may lead to nonanalytic
terms in the effective action for the critical order-parameter
modes [6]. This invalidates the Gaussian approximation and
modifies the critical behavior, or might even render the transi-
tion discontinuous [7, 8]. A proper description of a QCP in a
two-dimensional metallic system generically requires an infi-
nite set of (2 + 1)-dimensional local field theories, labeled by
points on the Fermi surface; in order to gain analytical control
over the problem, the Fermi surface needs to be restricted to a
finite number of “patches” [9–12].
The problem becomes slightly less difficult in situations
when the Fermi surface shrinks to isolated points in the Bril-
louin zone. Such a situation arises in the d-wave supercon-
ducting state on the square lattice, in which case the Fermi
surface comprises four Dirac nodes. The onset of order out of
this state is then described by a (2 + 1)-dimensional relativis-
tic Gross-Neveu-Yukawa field theory [13]. Similarly, QCPs
in models for monolayer graphene are described by vari-
ants of the Gross-Neveu-Yukawa theory [14, 15]. In Bernal-
stacked bilayer graphene, which in the simplest tight-binding
description hosts a quadratic band touching point at the Fermi
level, interactions generically induce Dirac nodes in the spec-
trum [16, 17]; this leads to emergent relativistic symmetry and
a Gross-Neveu QCP in the phase diagram [18]. Interacting
Dirac fermions on the surface of a three-dimensional topolog-
ical insulator can realize a variant of the Gross-Neveu quan-
tum universality class that is characterized by emergent super-
symmetry, relating the fermionic degrees of freedom with the
composite bosonic order-parameter field [19–23].
Although the Gross-Neveu-Yukawa problem has received
significant attention recently, no definite quantitative consen-
sus on the critical behavior of many of these universality
classes has been reached: On the analytical side, divergences
in the series expansions impede a simple extrapolation to the
physically relevant cases [24, 25]; on the numerical side, the
available lattice sizes in quantum Monte Carlo simulations of
models with gapless fermions are significantly smaller than
those reachable in purely bosonic systems [26–30]. To the
best of our knowledge, an exactly soluble QCP in a clean two-
dimensional many-body Fermi system is not yet known [31].
In this Letter, we present a welcome counterexample to
these notorious difficulties. We propose a simple model of
interacting electrons on the kagome lattice that realizes a sta-
ble QCP that is not of the Gross-Neveu type. At criticality,
the system flows to a Gaussian renormalization group (RG)
fixed point of the corresponding continuum field theory. This
allows a full solution of the quantum critical behavior, which,
despite being Gaussian, turns out to be nontrivial, with some
observables showing the usual power-law behavior, while oth-
ers exhibit essential singularities. For instance, the correlation
function of the order parameter has a power-law form with
a finite anomalous dimension ηφ = 2 and dynamical expo-
nent z = 2. Similarly, when the QCP is approached from the
insulating side, the magnetic susceptibility scales as a power
law with susceptibility exponent γ = 2. By contrast, the cor-
relation length diverges in the form of an essential singular-
ity, corresponding formally to a divergent correlation-length
exponent ν = ∞. Furthermore, on the semimetallic side of
the transition, the correlation length remains infinite, and we
demonstrate that this phase is characterized by emergent scale
invariance with power-law correlation functions—a critical
phase.
Interacting Fermi systems with quadratic band touching
have been intensely studied before. In three dimensions,
weak short-range interactions are power-counting irrelevant,
but the long-range Coulomb interaction may induce a quan-
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FIG. 1. (a) Kagome lattice. The unit cell (shaded rhombus) consists
of three sites (red, green, and blue dots). (b) Spectrum of the nonin-
teracting Hamiltonian H0 (for t′ = −t/3) along high-symmetry lines,
displaying the quadratic band touching point at the center of the Bril-
louin zone. The dashed line denotes the Fermi level for 2/3-filling.
Inset: Conduction-band dispersion in the first Brillouin zone (color
plot) and path used in the main panel (red line).
tum critical gapless phase with nontrivial power-law expo-
nents [32, 33], or an insulating state with topologically pro-
tected gapless edge modes [34–36]. In two dimensions, the
long-range interaction is screened and most previous work
focused on repulsive short-range interactions, for which the
system is believed to be unstable towards the formation of a
quantum anomalous Hall (QAH) state [37–42]; a recent nu-
merical study also considers attractive interactions, suggest-
ing the presence of a stable semimetallic phase [43]. Here, we
argue that this gapless phase is quantum critical (albeit with
integer power-law exponents) and that the interaction-induced
semimetal-insulator transition is exactly solvable.
Lattice model. For concreteness, consider a model of in-
teracting spinless fermions on the kagome lattice, defined by
the Hamiltonian H = H0 + Hint. The noninteracting part reads
H0 = −t
∑
〈i j〉
c†i c j − t′
∑
〈〈i j〉〉
c†i c j + H.c., (1)
where t (t′) is the hopping amplitude for nearest (next-nearest)
neighbors 〈i j〉 (〈〈i j〉〉) on the kagome lattice, with c†i and ci de-
noting fermion creation and annihilation operators at site i;
Fig. 1(a). We assume a filling fraction of 2/3 for which the
Fermi surface shrinks to an isolated point at q = 0, with a
quadratic quasiparticle dispersion ε±(q) − εF = 12 [−(t + 3t′) ±
(t − 3t′)]q2 and Fermi energy εF = 2t(1 + t′/t); Fig. 1(b). For
simplicity, we choose in the following t′/t = −1/3, yielding a
particle-hole-symmetric spectrum ε±(q)−εF = ±tq2. Particle-
hole symmetry in fact turns out to be emergent at critical-
ity [44]. We assume density-density interactions on nearest-
and next-nearest neighbor bonds,
Hint = V1
∑
〈i j〉
c†i cic
†
jc j + V2
∑
〈〈i j〉〉
c†i cic
†
jc j, (2)
where V1,2 > 0 (V1,2 < 0) corresponds to repulsive (attractive)
interactions. Fig. 2 shows the low-temperature phase diagram
of the model as function of V1 and V2, as computed below.
Low-energy field theory. The low-energy physics is gov-
erned by small momenta near the quadratic Fermi node, de-
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FIG. 2. RG flow of interacting spinless fermions on the kagome lat-
tice at 2/3-filling in the space of nearest-neighbor interaction V1 and
next-nearest-neighbor interaction V2, in units of t = 2. For dominat-
ing repulsive interactions, V1 > −V2, the system becomes a quan-
tum anomalous Hall (QAH) insulator, while it realizes a Luttinger
semimetal (LSM) with emergent scale invariance for dominating at-
tractive interactions, V1 < −V2. The critical behavior of the con-
tinuous semimetal-insulator transition is governed by the Gaussian
quantum critical fixed point (QCP).
scribed by the effective Euclidian action S =
∫
dτd2xL, with
L = ψ†
[
∂τ −
(
∂2x − ∂2y
)
σ3 − 2∂x∂yσ1
]
ψ − g
2
(ψ†σ2ψ)2 + . . .
(3)
In the above equation, the ellipsis denote higher-order terms
of the form ∼ g′(ψ†σαψ)∂i∂ j(ψ†σβψ), i, j ∈ {x, y}, α, β ∈
{0, 1, 2, 3}, which are irrelevant in the RG sense, σ0 ≡ 12, and
σ1, σ2, σ3 are the standard Pauli matrices. The components of
the fermion field ψ = (ψ1, ψ2)> are given by the annihilation
operators ciA, ciB, and ciC on the three triangular sublattices
A, B, and C as ciA → 1√6ψ1 − 1√2ψ2, ciB → −
√
2
3ψ1, and
ciC → 1√6ψ1 + 1√2ψ2. The four-fermion coupling g is deter-
mined by the nearest- and next-nearest neighbor interaction
strengths as g ' 2(V1 + V2)/t, while the complementary com-
bination (V1−V2) corresponds to a higher-order gradient term
in the Lagrangian, g′ ' V1−V2; see Ref. [44] for details. Note
that g is dimensionless and hence corresponds to a marginal
operator, while g′ is power-counting irrelevant. We emphasize
that Eq. (3) includes all possible relevant or marginal terms
compatible with the symmetry of the lattice model. For no-
tational simplicity, we choose in the following units in which
t = 2, such that g ' V1 + V2.
RG flow and phase diagram. Integrating out high-energy
modes with momenta q ∈ (Λ/b,Λ) and all frequencies ω ∈
(−∞,∞) causes the coupling constants to flow according to
dg
d ln b
=
g2
4pi
,
dg′
d ln b
= −2g′, (4)
valid for small |g|, |g′|  1, in agreement with the previous
result for g′ = 0 [37]. Upon identifying g ' V1 + V2 and
g′ ' V1−V2 at the cutoff scale, the RG flow leads to the phase
diagram depicted in Fig. 2. The coupling plane is divided
3into two phases separated by the line (V1/V2)c = −1. For
V1 > −V2, which corresponds to dominating repulsive interac-
tions, the couplings diverge at the RG scale ΛSSB = Λe−4pi/g
(0)
,
where g(0) denotes the initial value of the marginal coupling
at the ultraviolet scale. The divergence signals an instability
of the semimetal towards an ordered ground state. A sim-
ple mean-field analysis [37] suggests that among the various
possible orderings, the QAH state [51] with order parame-
ter 〈ψ†σ2ψ〉 has the lowest energy. This result is consistent
with numerical works [40–43]. The ordered phase is char-
acterized by spontaneous time-reversal symmetry breaking,
topologically protected gapless edge modes and a full gap
in the bulk spectrum. For dominating attractive interactions
with V1 < −V2, however, the couplings flow to the Gaussian
fixed point at V1 = V2 = 0, demonstrating the existence of
a stable semimetallic phase with quadratic quasiparticle dis-
persion. An equivalent semimetallic phase has been found
recently on the checkerboard lattice [43]. As the semimetal-
lic phase is described by the two-dimensional version [52]
of the Luttinger Hamiltonian [53], we dub this phase “Lut-
tinger semimetal” (LSM) in analogy to the three-dimensional
case [33–36, 54, 55]. On the phase transition line, the Gaus-
sian fixed point is RG attractive. The semimetal-insulator
transition is therefore continuous. Here, we are interested
in its critical behavior, as well as the properties of the LSM
phase, both of which turn out to be nontrivial.
Critical behavior. For simplicity, we restrict ourselves in
what follows to the case V1 = V2, for which we are left
with a single parameter g = V1 + V2. It is advantageous to
first consider an extended theory in general spatial dimension
d = 2 +  with   1 and postpone the limit  → 0 until
the end. This technical trick has two advantages: Firstly, it
reveals that the quantum critical behavior can be understood
as originating from a collision of two fixed points: The four-
fermion flow equation (dg)/(d ln b) = −g + g2/(4pi) exhibits
besides the infrared stable Gaussian fixed point g?LSM = 0 an
ultraviolet stable interacting fixed point at g?QCP = 4pi, see
Fig. 3(a,b). While the Gaussian fixed point governs the low-
energy behavior of the LSM phase, the interacting fixed point
controls the universal behavior upon approaching the critical
point from the insulating side. For instance, the correspond-
ing correlation-length exponent can be readily obtained at this
critical point as ν = 1/+O(0). The interacting fixed point ap-
proaches the Gaussian fixed point for small  and collides with
it in the limit  → 0. Such a collision of fixed points occurs
generically in gauge theories, in which case the fixed points
typically disappear into the complex plane after the collision
[34, 36, 56–64]. A collision of fixed points can also occur
in systems without gauge invariance, with and without fixed-
point complexification [65–69]. In all cases, the fixed-point
collision leads to essential singularities in various observables,
which is what we also find below. The second advantage of
our dimensional generalization is that it allows us to explic-
itly demonstrate the emergent scale invariance of the LSM
phase. For finite , we may restrict to g ≥ 0. By means of
a Hubbard-Stratonovich transformation, the four-fermion in-
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FIG. 3. RG flow in the four-fermion model (a,b) and the Luttinger-
Yukawa model for c = 1/4 (c,d) in d = 2 +  (a,c) and d = 2 (b,d)
dimensions. The two fixed points at g?LSM = 0 and g
?
QCP = 4pi in the
four-fermion model correspond to the nontrivial fixed points denoted
as LSM and QCP, respectively, in the Luttinger-Yukawa model. For
 → 0, the two fixed points approach each other in both theories.
teraction (ψ†σ2ψ)2 can then be rewritten in terms of a Yukawa
interaction between the fermion bilinear ψ†σ2ψ and the order-
parameter field φ, with the fermion-boson Lagrangian
L′ = ψ†
[
∂τ −
(
∂2x − ∂2y
)
σ3 − 2∂x∂yσ1
]
ψ
+
1
2
φ
(
r − c∂2τ − ∂2x − ∂2y
)
φ − hφψ†σ2ψ, (5)
which we dub “Luttinger-Yukawa” model. Here, r is the tun-
ing parameter of the transition (boson mass), h represents the
Yukawa coupling, and the parameter c accounts for the dif-
ferent scaling between spatial and temporal coordinates [52].
The Luttinger-Yukawa model is equivalent to the four-fermion
theory (3) upon the identification g ≡ h2/r > 0. In particular,
the order parameter is then given by 〈φ〉 = (h/r)〈ψ†σ2ψ〉. The
RG flow in the plane spanned by the dimensionless param-
eters r/Λ2 7→ r and h2/Λ2 7→ h2 is depicted in Fig. 3(c,d),
where we have set the dimensionless parameter cΛ2 7→ c to
its infrared stable fixed-point value c? = 14 + O() [44].
For  > 0, Fig. 3(c), there are two nontrivial fixed points at
finite h2, denoted as QCP and LSM. The former has a unique
RG-relevant direction, and it hence governs the continuous
semimetal-insulator transition. This fixed point is dual to the
ultraviolet stable fixed point at g?QCP = 4pi in the four-fermion
theory, which can be seen as follows: The separatrix con-
necting this critical fixed point with the trivial fixed point at
the origin (purple curve) is characterized by the fixed ratio
(h2/r)?QCP = 4pi for all r, in agreement with our previous
result for g?QCP. Furthermore, we find the correlation-length
exponent at this critical point as ν = 1/, which is again con-
sistent with the four-fermion result. Since h2 is finite at this
fixed point, we obtain a finite boson anomalous dimension
ηφ = 2 − 2. By contrast, the fermion anomalous dimension
vanishes, ηψ = O(3), and the dynamical critical exponent is
z = 2 + O(2). Note that the fixed point is characterized by
4TABLE I. Scaling behaviors at the QCP slightly above and directly
in two dimensions. Here, δg ≡ g−gc ≥ 0 measures the distance from
criticality in the ordered phase and H denotes an external field that
couples to the order parameter.
d 〈φ(0, x)φ(0, 0)〉 〈φ(τ, 0)φ(0, 0)〉 ξ χ 〈φ〉δg 〈φ〉H
2 +  |x|−4+2 |τ|−2+ δg−1/ δg−2+O() δg2/ H1+
2 |x|−4 |τ|−2 e4pi/δg δg−2 e−8pi/δg H
a large boson mass r  1, implying that higher loop orders
in the perturbative expansion do not contribute for small ,
despite that h2 is finite.
In the four-fermion model, the Gaussian fixed point at
g?LSM = 0 is infrared stable. It therefore does not map to
any of the trivial fixed points in the Luttinger-Yukawa the-
ory, but rather to the fully stable nontrivial fixed point de-
noted as LSM. This can also be seen by considering the limit
 → 0: Upon lowering , the two nontrivial fixed points ap-
proach each other and eventually merge for  = 0, Fig. 3(d).
Now, all interacting flow lines cross the r = 0 axis at finite h2,
signaling the instability of the LSM state for all h2/r = g > 0.
While the  → 0 limit of the anomalous dimensions and the
dynamical exponent can be taken in a straightforward man-
ner, the correlation-length exponent ν, and consequently also
the exponents α and β as obtained from hyperscaling, diverge
in this limit. To elucidate the meaning of these divergent ex-
ponents, we compute the effective potential directly in d = 2,
yielding [44]
Veff(φ) =
h2φ2
2h2/r
1 + h2/r8pi
(
ln
h2φ2
4
− 1
)
+
(
h2/r
16pi
ln
h2φ2
4
)2 ,
(6)
where we have rescaled Veff/Λ4 7→ Veff, r/Λ2 7→ r, h/Λ 7→ h,
and φ/Λ 7→ φ, and assumed r  1, as before. This yields
the order parameter 〈ψ†σ2ψ〉 ∝ 〈φ〉 ∝ e−8pi/g, if g > gc = 0,
where we have re-identified h2/r = g. Note that this is now
an essential singularity in g, akin to the classical Berezinskii-
Kosterlitz-Thouless (BKT) critical point [70]. A similar sin-
gularity presents itself for the correlation length, ξ ∝ e4pi/g, if
g > gc. For the free energy density, we analogously obtain
Veff(〈φ〉) ∝ e−16pi/g, which confirms the hyperscaling assump-
tion Veff(〈φ〉) ∝ ξ−(d+z) with d = 2 and z = 2 near criticality.
Since ηφ = 2, and in contrast to the classical BKT transi-
tion, the magnetic susceptibility has the usual power-law di-
vergence χ ∝ g−γ with γ = 2 for g > gc. Note that this result
is different from the mean-field calculation, in which case one
obtains γMF = 1. The scaling behaviors of different observ-
ables are summarized in Tab. I.
LSM phase. To reveal the properties of the LSM phase,
consider again  > 0 and g < gc. The low-energy physics is
then determined by the LSM fixed point. In the vicinity of this
fixed point, the dimensionless mass parameter r (in units of
the effective scale (Λ/b)2) diverges only slowly in the infrared
as r(b) ∝ b . Consequently, the correlation length diverges as
ξ(g) ∝ limb→∞ b1−/2 = ∞ for all g in the LSM phase. It is thus
g ≤ gc∝ ln Λ4
ω2−k4
ω
S(
k,
ω
)
ω
S(
k,
ω
) g > gc(a) (b)
∝ δ(εB(k) − ω)
FIG. 4. Dynamic structure factor S(k, ω) of the order parameter as
function of (real) frequency ω for fixed small wavevector k, show-
ing (a) the critical continuum of excitations for g ≤ gc and (b) the
quasiparticle peak at the boson excitation energy εB(k) for g > gc.
a quantum critical phase with emergent scale invariance and
power-law correlation functions. Fig. 4 shows schematically
the dynamic structure factor S(k, ω) of the order-parameter
correlations, revealing a continuum of excitations throughout
the LSM phase and at the QCP. This is in contrast to the or-
dered phase, which is characterized by a quasiparticle peak at
low energy.
Spin-1/2 fermions. For spin-1/2 fermions, the minimal
model comprises several four-fermion interactions, leading to
a competition between different possible ordered states [39].
The Gaussian fixed point then realizes a multicritical point. In
accordance with the spinless case, correlation functions right
at multicriticality display power-law decays, while the order
parameters and the correlation length exhibit essential singu-
larities upon approaching the multicritical point [44].
Discussion. We have presented an example of an ex-
actly soluble QCP between a stable semimetallic phase with
quadratic dispersion and an interaction-induced QAH insula-
tor. On a phenomenological level, this semimetal-insulator
transition can be understood as a quantum version of the BKT
transition: The semimetallic phase, which corresponds to the
low-temperature phase in the BKT transition, is character-
ized by power-law decays of the correlation functions. In
the critical region, the correlation length, the specific heat,
and the order parameter exhibit essential singularities. In the
insulating phase, the QAH order-parameter field condenses
and the correlation length is finite, in analogy to the high-
temperature phase of the BKT transition. For the sake of
concreteness, we have chosen for our calculations a partic-
ular toy model on the kagome lattice. However, our result
of an exactly soluble BKT-like transition applies universally
to ordering transitions in clean two-dimensional semimetals
with quadratic band touching; remarkably, this even holds in-
dependently of the particular symmetry of the ordered phase.
Bernal-stacked bilayer graphene exhibits an ordered ground
state below Tc ≈ 5 K [71]. The fact that the transition temper-
ature Tc is three orders of magnitude smaller than the charac-
teristic microscopic energy scale [72] suggests that remnants
of the quantum critical behavior may still be observable in a
finite temperature interval above Tc [18]. Our predictions for
the quantum critical behavior can be directly tested in cur-
rent numerical simulations of suitable lattice models, includ-
ing bilayer honeycomb models [16], provided that the interac-
tion strength and the trigonal warping term are simultaneously
tuned [18]. How to construct a two-dimensional Luttinger
semimetal using ultracold atoms has been demonstrated be-
5fore [73], and we anticipate that the QCP proposed here may
be experimentally accessible in such a system as well.
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I. LOW-ENERGY FIELD THEORY
This section is devoted to deriving the continuum limit of
the Hubbard model on the kagome lattice. The hopping term
(tight-binding model), given in Eq. (1) of the main text, is
reproduced here for convenience:
H0 = −t
∑
〈i j〉
c†i c j − t′
∑
〈〈i j〉〉
c†i c j + H.c. (1)
As noted in the main text, the low-energy theory is obtained
hence by a Schrieffer-Wolff transformation; here, we supply
some intermediate steps. In momentum space, the hopping
Hamiltonian reads
H0 =
∫
p∈BZ
d2 p
(2pi)2
Ψ†(p)Hˆ0(p)Ψ(p), (2)
where the momentum integration is to be performed over the
first Brillouin zone (BZ). The fermion operators on the sublat-
tices A, B, and C are collected into a three-component vector
Ψ†(p) =
(
a†(p), b†(p), c†(p)
)
. The 3 × 3 matrix Hˆ0(p) acts in
this space and has only off-diagonal entries:
Hˆ0(p) = −
 0 2t cos(δAB · p) + 2t
′ cos(δ′AB · p) 2t cos(δAC · p) + 2t′ cos(δ′AC · p)
2t cos(δAB · p) + 2t′ cos(δ′AB · p) 0 2t cos(δBC · p) + 2t′ cos(δ′BC · p)
2t cos(δAC · p) + 2t′ cos(δ′AC · p) 2t cos(δBC · p) + 2t′ cos(δ′BC · p) 0
 , (3)
where δAB (δ′AB) denotes the (next-)nearest neighbor displace-
ment vectors between A and B atoms, and likewise for AC and
BC. Explicitly, these may be written as
δAB =
1
2 (1,−
√
3), δBC = 12 (1,
√
3), δAC = (1, 0),
δ′AB =
1
2 (3,
√
3), δ′BC =
1
2 (3,−
√
3), δ′AC = (0,
√
3),
with the lattice constant set to unity for notational conve-
nience. Since the quadratic band touching point (QBT) is lo-
cated at p = 0, we may expand Hˆ0(p) for small momenta. To
zeroth order, we thus find the eigenvalues
ε1,2 = 2t(1 + t′/t) + O(p2), (4)
ε3 = −4t(1 + t′/t) + O(p2). (5)
Note that the degenerate pair ε1,2 is merely the manifestation
of the QBT at zero momentum. Its eigenspace (henceforth
referred to as the low-energy subspace) can be spanned, for
instance, by
u1 =
( √
1/6,−√2/3, √1/6)> , (6)
u2 =
(
−√1/2, 0, √1/2)> . (7)
Given the eigenbasis, we can construct the projector P onto
the low-energy subspace in usual fashion as a sum of dyads,
to wit:
P = u1u>1 + u2u>2 . (8)
The third eigenvector at p = 0 is given by
u3 =
(
1/
√
3, 1/
√
3, 1/
√
3
)>
. (9)
The orthogonal transformation which diagonalizes Hˆ0(p = 0)
can now be constructed from the three eigenvectors as
U = (u1, u2, u3) . (10)
Since the low-energy and the high-energy subspaces are
clearly separated, we can finally compute the low-energy sec-
tor of H0 at O(p)2. It is found [1] by first expanding Hˆ0(p)
to second order in p, then projecting onto the low-energy sub-
space using P, and finally block-diagonalizing using U, to
wit:
H0 =
∫
p
ψ†(p)H0(p)ψ(p) + · · · (11)
with ( H0(p) 0
0 0
)
=
1
2
U†P
[
(∂κ)2 Hˆ0(κp)
]
κ→0 PU. (12)
The ψ(p) are the low-energy 2-spinors, given by
ψi = u
j
i Ψ j. (13)
ar
X
iv
:2
00
1.
09
15
5v
2 
 [c
on
d-
ma
t.s
tr-
el]
  2
6 A
ug
 20
20
2Note that the terms suppressed in Eq. (11) are of two kinds:
(i) bilinears from the high-energy subspace and (ii) constant
energy shifts within the low-energy subspace. Evaluating the
above expression [Eq. (12)] forH0(p), we find
H0(p) =
(
tp2x + 3t
′p2y (t − 3t′)pxpy
(t − 3t′)pxpy 3t′p2x + tp2y
)
. (14)
Comparing coefficients, we find that we need t′/t = − 13 to en-
sure the particle-hole symmetric QBT Hamiltonian of the low-
energy theory considered in the main text [cf. Eq. (3) therein].
To complete the derivation of the low-energy field theory, we
need to add the density-density interactions on nearest and
next-nearest neighbor bonds [Eq. (2) of main text, reproduced
here for convenience]:
Hint = V1
∑
〈i j〉
c†i cic
†
jc j + V2
∑
〈〈i j〉〉
c†i cic
†
jc j. (15)
To leading order in gradient expansion, these are contact
terms, since (second-)nearest neighboring sites belong to dif-
ferent sublattices. We thus find for the low-energy content of
Hint in the continuum limit
Hint = 2(V1 + V2)
∫
x
[
c†A(x) cA(x) c
†
B(x) cB(x)
+ c†A(x) cA(x) c
†
C(x) cA(x)
+ c†B(x) cB(x) c
†
C(x) cC(x)
]
+ · · · (16)
where c†A(x) creates a particle in the sublattice A at position
x, and analogous for the sublattices B and C. Writing out in
terms of the low-energy 2-spinor ψ = (ψ1, ψ2) using Eq. (13),
we hence find
Hint = 2(V1 + V2)
∫
x
ψ†1(x)ψ1(x)ψ
†
2(x)ψ2(x) (17)
= −2(V1 + V2)
∫
x
1
2
(
ψ†(x)σ2ψ(x)
)2
. (18)
For the low-energy field theory, we require that the coefficient
of the kinetic term be unity. The most efficient way to achieve
this is at the level of the action, by noting that the relevant
contributions have the form S ⊃ ∫ dτ (H0 + Hint); rescaling
tτ → τ thus absorbs all coefficients of t appearing in H0(p)
(we restrict ourselves to t > 0). Concomitantly, this leads to
Hint → Hint/t, whence comparison of coefficients for the four-
fermion term yields the identification g = 2(V1 +V2)/t, just as
we asserted in the main text.
II. PARTICLE-HOLE ASYMMETRY
In the main text, we have assumed a model for a particle-
hole-symmetric point of QBT. Here, we comment on the ef-
fect of small symmetry-breaking perturbations. On the level
of the continuum field theory, the only term compatible with
the remaining symmetries—rotational invariance and time-
reversal—that is not power-counting irrelevant corresponds to
(b)(a)
FIG. 1. Self-energy corrections at one-loop (a) and two-loop (b) or-
der. In the fermionic model, the Hartree diagram (a) vanishes, while
the sunset diagram (b) leads to the contribution displayed in Eq. (20).
a difference in the curvatures of the two bands that touch at
the QBT [2],
Lα = −αψ†
(
∂2x + ∂
2
y
)
ψ, (19)
with dimensionless parameter α. The flow of α is given by
the selfenergy; however, in the fermionic model, the leading-
order (Hartree) diagram [Fig. 1(a)] vanishes and α hence does
not flow at the one-loop order. To decide the fate of small
particle-hole asymmetric perturbations, we thus have to eval-
uate the two-loop diagram, Fig. 1(b). This diagram has a
sunset topology, which allows the loop integration to be per-
formed efficiently by going to position space and back [3, 4],
during the course of which the two coupled integrals over 3-
momenta essentially decompose into two independent Fourier
transforms. The contribution of the sunset diagram is given by
Fig. 1(b) = g2
∫
dτ d2x e−i(ωτ+p·x)σ2 G˜0(τ, x)σ2 ×
× (tr−1)
[
G˜0(−τ,−x)σ2 G˜0(τ, x)σ2
]
, (20)
where
G˜0(τ, x) =
∫
dω d2p
(2pi)3
ei(ωτ+p·x)
iω + da(p)σa + αp2
(21)
is the bare fermion propagator in position space, with σa =
(σ3, σ1) and da(p) =
(
p2x − p2y , 2pxpy
)
. For small particle-hole
asymmetry α, all expressions in general, and the propagator
in particular, may be expanded in powers of α:
G0(ω, p) =
−iω + da(p)σa
ω2 + p4
+ α
p2
(
ω2 − p4
)
+ 2iωp2da(p)σa(
ω2 + p4
)2 + O(α2).
(22)
The integral over ω is elementary. For the spatial part of
the Fourier transform, introduce cylindrical coordinates p =
p(cosϕ, sinϕ), x = %(cosϑ, sinϑ). Then, p·x = p% cos(ϕ−ϑ),
and subsequently
eip·x = J0(p%) + 2
∞∑
m=0
imJm(p%)
[
cos(mϕ) cos(mϑ)
+ sin(mϕ) sin(mϑ)
]
(23)
by the Jacobi-Anger identity [5], where Jm(·) is the Bessel
function of the first kind and order m. The integral over ϕ can
3now be performed by exploiting the orthogonality of sines and
cosines in L2([0, 2pi]), and the series conveniently terminates
at m = 2 due to rotational invariance. The final integral over %
turns out to be expressible in terms of elementary functions as
well, yielding explicit expressions for the tree-level position-
space propagator to the desired order in α:
G˜0(τ, x) =
e−x2/(4|τ|)
8piτ
+
e−x2/(4|τ|)
(
x2 + 4|τ|
)
− 4|τ|
8pix2|τ|
da(x)
x2
σa
+
e−x2/(4|τ|)
32piτ2
[
x2 − 4|τ| + sgn(τ) da(x)σa
]
α
+ O(α2). (24)
To obtain the selfenergy in momentum space, we have to per-
form the inverse Fourier transform, followed by an expansion
in powers of external momentum p to extract renormaliza-
tion constants. The integral is both infrared and ultraviolet
divergent, so we perform a regularization using sharp cutoffs
1/Λ < |x| < b/Λ. (The integration over ω requires no further
regularization.) Conceptually, this is equivalent to Wilsonian
renormalization, except that the degrees of freedom being in-
tegrated out are supported on a shell in position (rather than
momentum) space; the notation for the cutoffs is chosen to
make this analogy (cf. Sec. III) transparent. We thus find
Fig. 1(b) =
g2
4pi2
[
1
24
da(p)σa + α
(
1
9
− 1
4
ln
4
3
)
p2
]
ln b
= ηψda(p)σa ln b + δαp2, (25)
whence
dα
d ln b
=
∂δα
∂ ln b
− ηψα = − g
2
4pi2
(
1
4
ln
4
3
− 5
72
)
α. (26)
Importantly, the derivative of the right-hand side with respect
to α is negative, and shows that small particle-hole asymmetry
is an irrelevant perturbation.
III. RENORMALIZATION GROUP EQUATIONS FOR THE
LUTTINGER-YUKAWA THEORY
In this section, we provide some details on the partially
bosonized formulation of the four-fermion theory. We restrict
ourselves here to the technical computations needed to de-
rive the anomalous dimensions and β-functions and the fixed
points of the RG flow; their physical content is discussed in
the main text. For ease of reference, we recall here the La-
grange density, which is given by
L′ = ψ† [∂τ + da(−i∇)σa]ψ + 12φ
(
r − c∂2τ − ∂2x − ∂2y
)
φ
− hφψ†σ2ψ, (27)
where σa = (σ3, σ1) and da(p) = (p2x − p2y , 2pxpy). The equa-
tion of motion for φ yields φ = (h/r)ψ†σ2ψ, and we need
to identify g = h2/r to connect L′ to the four-fermion La-
grangian. The Hubbard-Stratonovich transformation by itself
yields no dynamical terms for φ, but they would be generated
under RG flow anyway, and might as well be included from
the outset. The canonical dimensions can now be read off in
usual manner; they are given by [ψ] = [φ] = (d + z − 2)/2,
[r] = 2, [c] = 2 − 2z, and [h2] = 6 − d − z, with z = 2 at tree
level.
To find the RG flow of these quantities, we perform a loop
expansion. Since we are only interested in one-loop results,
the Wilsonian scheme is particularly well-suited, as it effi-
ciently regulates IR divergences which would otherwise ap-
pear due to the presence of massless internal fermion lines.
To make the exposition self-contained (but also to fix some
notation), we recapitulate the operational details of Wilsonian
RG in the present context. We assume an action SΛ[ΦΛ, XΛ]
with sharp UV cutoff Λ, where we have collected all fields and
couplings in the theory into Φ = (ψ, ψ†, φ) and X = (c, r, h)
(when no explicit scale is mentioned, a relation is meant to
be valid at all scales). We next integrate out all momenta in
the shell |p| ∈ [Λ/b,Λ], b > 1 (note that the integration over
imaginary loop frequencies is unrestricted); the correspond-
ing one-particle irreducible (1PI) effective action is denoted
ΓΛ,Λ/b[ΦΛ, XΛ]. To impose RG invariance is to demand that
this change in the action be equivalent to a suitable redefini-
tion of fields and couplings, to wit:
ΓΛ,Λ/b[ΦΛ, XΛ] = SΛ[ΦΛ/b, XΛ/b]. (28)
We shall perform an infinitesimal RG step, i.e., b = 1 + ln b + O
(
(ln b)2
)
; momentum integrals then simplify to
∫
|p|∈[Λ/b,Λ]
dd p f (p) = Λd ln b
∫ 2pi
0
dϕp f (Λ cosϕp,Λ sinϕp) + o(ln b) . (29)
The above equation assumes a minimal prescription for analytic continuation to arbitrary spatial dimension d: only the radial
integration is modified, while angular integration and spinor algebra is left at d = 2. Since we do not intend to eventually make
predictions for nonzero (d − 2), this is guaranteed to be equivalent to more sophisticated schemes for our purposes.
At tree level, the UV modes do not contribute at all, and ΓΛ,Λ/b[ΦΛ, XΛ] = SΛ/b[ΦΛ, XΛ]. The one-loop diagrams are shown
4(d) (e)(c)(b)(a)
FIG. 2. Relevant [(a)–(c)] and marginal [(d), (e)] contributions to the effective action at 1-loop order for the theory Luttinger-Yukawa theory.
The vertex is hσ2; the solid and dashed lines represent fermions and φ-bosons respectively.
in Fig. 2, corrections arising from which have the schematic form
ΓΛ,Λ/b[ΦΛ, XΛ] − SΛ/b[ΦΛ, XΛ]
=
∫
dω dd p
(2pi)d+1
Θ(Λ/b − |p|)
[
ψˆ†0(ω, p)
(
δZψda(p)σa + δZωiω
)
ψˆ0(ω, p) + 12 φˆ0(ω, p)
(
δZφp2 + δcω2 + δr
)
φˆ0(−ω,−p)
]
−
∫ (∏
i
dωidd pi
(2pi)d+1
Θ(Λ/b − |pi|)
)
δ
(∑
iωi
)
δ(d)
(∑
ipi
)
δh φˆ(ω1, p1) ψˆ
†(−ω2,−p2)σ2 ψˆ(ω3, p3)
−
∫ (∏
i
dωidd pi
(2pi)d+1
Θ(Λ/b − |pi|)
)
δ
(∑
iωi
)
δ(d)
(∑
ipi
) 1
2δg ψˆ
†(−ω1,−p1)σ2 ψˆ(ω2, p2) ψˆ†(−ω3,−p3)σ2 ψˆ(ω4, p4). (30)
Here, the “hat” on a field is used to denote its Fourier transform: Φˆ(ω, p) =
∫
dτddx e−i(ωτ+p·x)Φ(τ, x). Note that [Φˆ] =
[dτddxΦ] = [Φ] − d − z. The necessary coupling and scale redefinitions can now be read off. In the same schematic man-
ner, they are given by
z = 2 − ηψ + ηω, (31)
ψΛ/b = ψΛ
[
1 + 12 (d + z − 2 + ηψ) ln b
]
, (32)
φΛ/b = φΛ
[
1 + 12 (d + z − 2 + ηφ) ln b
]
− (2hΛ)−1 ln b (∂δg/∂ ln b)b→1 ψ†Λσ2ψΛ, (33)
cΛ/b = cΛ
[
1 + (2 − 2z − ηφ) ln b
]
+ ln b (∂δc/∂ ln b)b→1 ≡ cΛ + βc ln b, (34)
rΛ/b = rΛ
[
1 + (2 − ηφ) ln b
]
+ ln b [∂δr/∂ ln b]b→1 ≡ rΛ/b + βr ln b, (35)
hΛ/b = hΛ
[
1 + 12 (6 − d − z − ηφ − 2ηψ) ln b
]
+
{
(∂δh/∂ ln b)b→1
+ rΛ(2hΛ)−1 (∂δg/∂ ln b)b→1
}
ln b ≡ hΛ + (2hΛ)−1βh2 ln b, (36)
where ηψ,φ,ω = (∂δZψ,φ,ω/∂ ln b)b→1, and we have introduced the β-functions βX = ∂XΛ/b/∂ ln b. Note that the field renormaliza-
tion of φ has a nonmultiplicative component. It is needed to rewrite the four-fermion vertex (which is marginal at d = 2 and
z = 2) generated by the so-called “box diagrams” as a renormalization of the Yukawa vertex (see Refs. [6, 7] for the analogous
demonstration in the relativistic (1 + 1)D Gross-Neveu theory). One may think of it as performing a Hubbard-Stratonovich
transformation after each RG step, which is why this procedure is also referred to as “dynamical bosonization” [8] (particularly
in the context of the functional renormalization group).
We now evaluate the diagrams explicitly (external 3-momentum is always (ω, p) unless zero; we drop the RG scale index for
brevity; G0 is the fermion propagator and D0 is the boson propagator):
Fermion selfenergy.
Fig. 2(a) = −h2
∫
|p′ |∈[Λ/b,Λ]
dω′ dd p′
(2pi)d+1
σ2G0(ω′, p′)σ2D0(ω − ω′, p− p′)
=
h2
Λ4−d(2pi)d
 2picΛ2(
1 + r/Λ2 − cΛ2)2 iω + pi(1 + r/Λ2 − cΛ2)3 da(p)σa
 ln b
≡ δZω iω + δZψ da(p)σa (37)
5Boson vacuum polarization.
Fig. 2(b) = h2
∫
|p′ |∈[Λ/b,Λ]
dω′ dd p′
(2pi)d+1
tr
[
G0(ω′, p′)σ2G0(ω′ − ω, p′ − p)σ2]
=
h2
Λ4−d(2pi)d
(
pi
2Λ2
ω2 + pip2 − 2piΛ2
)
ln b
≡ δcω2 + δZφ p2 + δr (38)
Yukawa vertex correction.
Fig. 2(c) = −h3
∫
|p′ |∈[Λ/b,Λ]
dω′ dd p′
(2pi)d+1
σ2G0(ω′, p′)σ2G0(ω′, p′)σ2D0(ω′, p′)
=
h3
Λ4−d(2pi)d
σ2
pi
1 + r/Λ2 +
√
cΛ2(1 + r/Λ2)
ln b
≡ −δhσ2 (39)
Four-fermion vertex (nonmultiplicative renormalization of φ).
Fig. 2(d, e) = −h4
∫
|p′ |∈[Λ/b,Λ]
dω′ dd p′
(2pi)d+1
σ2G0(ω′, p′)σ2D0(ω′, p′) ⊗ σ2 [G0(ω′, p′) +G0(−ω′,−p′)]σ2D0(ω′, p′)
= − h
4pi
Λ6−d(2pi)d
(
1 + r/Λ2
)5/2 − 5cΛ2 (1 + r/Λ2)3/2 + 5c3/2Λ3 (1 + r/Λ2) − c5/2Λ5(
1 + r/Λ2
)3/2 (1 + r/Λ2 − cΛ2)3 σ2 ⊗ σ2 ln b
≡ −δgσ2 ⊗ σ2. (40)
Note that we have made use of the Fierz identity (ψ†σaψ)2 = 2(ψ†σ2ψ)2 in the second equality to convert σa ⊗ σa to σ2 ⊗ σ2.
Eqs. (37)–(40) fix the renormalization constants, and insert-
ing these expressions into Eqs. (31)–(36) yield the RG flow
equations. To simplify the notation, we rescale r/Λ2 7→ r,
cΛ2 7→ c, and (2pi)−Λ−(2+)h2 7→ h2, where  = d − 2. The
β-functions then read as:
βr =
(
2 − ηφ)r − h22pi , (41)
βc =
(−2 − ηφ)c + h28pi , (42)
βh2 =
(
2 −  − ηφ − 2ηψ)h2 − h44pi
[
2
1 + r + c1/2(1 + r)1/2
− (1 + r)
5/2 − 5c(1 + r)3/2 + 5c3/2(1 + r) − c5/2
(1 + r)3/2(1 + r − c)3
]
=
(
2 −  − ηφ)h2 − h44pir + O(1/r2), (43)
with the anomalous dimensions ηφ,ψ and dynamical critical
exponent z given by
z = 2 − h
2
4pi
[
1
(1 + r − c)3 −
2c
(1 + r − c)2
]
= 2 + O(1/r2), (44)
ηψ =
h2
4pi
1
(1 + r − c)3 = O(1/r
3), (45)
ηφ =
h2
4pi
. (46)
Note that we have expanded all expressions in powers of 1/r,
in anticipation of the fact that all pertinent fixed points will
be characterized by a large fixed-point value of r, at least of
order 1/ (such that h2/r = g  1). As a cross-check, it is
useful to compute entirely within this theory the β-function of
the effective four-fermion coupling g = h2/r. We find
βh2/r =
βh2
r
− h
2βr
r2
= − h
2
r
+
1
4pi
(
h2
r
)2
, (47)
which agrees precisely with the result obtained in the four-
fermion theory.
For  > 0, the RG flow admits two nontrivial fixed points,
located (to first order in ) at:
LSM:
(
r?LSM, c
?
LSM, h
?2
LSM
)
=
(
∞, 1
4
− 1
16
, 4pi(2 − )
)
, (48)
QCP:
(
r?QCP, c
?
QCP, h
?2
QCP
)
=
(
2

,
1
4
− 1
8
, 8pi(1 − )
)
. (49)
The second fixed point has precisely one relevant direction,
and hence governs the semimetal-insulator transition; this jus-
tifies the label QCP. Inserting h?2QCP into Eq. (46) yields the
(fixed-point value of) the order-parameter anomalous dimen-
sion at the QCP, ηφ|QCP = 2 − 2. To obtain the correlation-
length exponent, one needs to study the eigenvalues of the
stability matrix
(∂XβX′ )|X,X′=(r?QCP,c?QCP,h?2QCP)
6at the QCP. There are three distinct eigenvalues, the only pos-
itive one among which reads as λ+ = +O(2). Hence we find
ν = 1/λ+ = 1/+O(0), which agrees with—but is completely
independent of—the calculation in the four-fermion formu-
lation, thus furnishing another nontrivial consistency check.
The remaining critical exponents can be obtained from ηφ|QCP
and ν using hyperscaling.
The other nontrivial fixed point, Eq. (48), is the only in-
frared stable (i.e., stability matrix has no positive eigenvalues)
fixed point in this theory. It is hence the only candidate for
the Luttinger-Yukawa incarnation of the Gaussian fixed point
of the four-fermion theory, and describes the stable Luttinger
semimetal phase in the bosonized formulation.
IV. EFFECTIVE POTENTIAL
Here we derive the effective potential quoted in the main
text [cf. Eq. (6) therein]. To this end, we start from the Yukawa
theory with Lagrangian L′. At tree level, the effective po-
tential is the classical one, Veff,0(φ) = rφ2/2. The leading
quantum correction Veff,1(φ) comes from integrating out the
fermions in the presence of a constant φ. The result is given
by the usual “trace-log” formula. Technically, it is simpler to
differentiate with respect to φ first, yielding
V ′eff,1(φ) =
∫
|p|≤Λ
dω d2p
(2pi)3
tr
hσ2
iω + da(p)σa − hφσ2 . (50)
A UV divergence occurs when integrating over spatial 2-
momenta, which we have regularized with a sharp cutoff Λ.
The integral over Euclidean frequencies is finite (at least in
the sense of a Cauchy principal value), and needs no further
regularization. This is precisely (the UV part of) the regu-
larization scheme we used when computing the RG flow in
Sec. III; the regularization of the IR divergence is automati-
cally implemented by the finite background field φ. The loop
integral is now straightforward, and the result (after integrat-
ing with respect to φ) reads
Veff,1(φ) =
h2φ2
16pi
(
ln
h2φ2
4Λ4
− 1
)
, (51)
where we have neglected all terms which vanish for Λ → ∞.
In the limit of a large number of fermion flavors N, the only
surviving loop contribution is NVeff,1(φ). It is also mean-field
in the sense that fluctuations of the boson field φ do not enter at
any stage (since the fermions were integrated out for constant
field configurations of φ). The present case, N = 1, is in some
sense the opposite limit, and fluctuations of φ are particularly
important. To take them into account, we employ the Callan-
Symanzik equation [9], which expresses the RG invariance of
the effective potential and reads(
Λ
∂
∂Λ
− γh2h2 ∂
∂h2
− γrr ∂
∂r
− 1
2
ηφφ
∂
∂φ
)
Veff(φ) = 0. (52)
Here, the quantity γX = βX/X−[X] describes the “anomalous”
scaling of the coupling X, while ηφ is the anomalous dimen-
sion of the field φ as before. In the limit of small four-fermion
coupling h2/r  1, we have
ηφ =
h2
4piΛ2
≡ ηMFφ , (53)
γr = − h
2
4piΛ2
− h
2
2pir
≡ γMFr , (54)
γh2 = − h
2
4piΛ2
− h
2
4pir
≡ γMFh2 −
h2
4pir
. (55)
For future reference, we have split the contributions further
into two parts: those coming from (i) diagrams without in-
ternal φ-lines (hence mean-field, “MF”), i.e., the vacuum po-
larization diagram Fig. 2(a), and (ii) diagrams with virtual φ-
bosons, which would not survive in the mean-field limit. The
latter concerns the last term in γh2 , and arises due to the tri-
angle diagram [Fig. 2(c)] and the bosonization of the box dia-
grams [Figs. 2(d) and (e)].
Let us now recall the structure of the full effective potential
to all loop orders, which is given by
Veff(φ) =
h2φ2
2h2/r
∞∑
n=0
∑
m≤n
Cn,m
(
1
16pi
h2
r
)n (
ln
h2φ2
4Λ4
)m
, (56)
as a consequence of Collins’ theorem. Formally, the contri-
butions at fixed n arise from n-loop vacuum diagrams. How-
ever, even to leading order in h2/r, observables such as the
vacuum expectation value 〈φ〉 are sensitive to so-called “lead-
ing logarithms” (terms with m = n in the series above); these
contributions (including multiloop ones, i.e., n ≥ 2) are fixed
entirely by the one-loop RG functions (we refer again to text-
books such as [9]). We can hence compute the coefficients
Cn,n for all n by inserting the ansatz, Eq. (56), into the Callan-
Symanzik equation [Eq. (52)], with the 1-loop RG functions
given by Eq. (55).
At one loop (n = 1), we obtain C1,1 = 2; as a byproduct,
we also find C1,0 = −2. This is consistent with the explicit
calculation, Eq. (51), and expresses the fact that the one-loop
effective potential is completely determined by the one-loop
RG functions. Note that the same result would have been
found if we had used the mean-field expressions for the RG
functions, which is reassuring. For n = 2, we subsequently
find C2,2 = C1,1/2 = 1, which goes beyond the mean-field
level. Remarkably, all further leading logarithms are found to
vanish: Cn,n = 0 for all n ≥ 3. Thus, the effective potential
given by
Veff(φ) =
h2φ2
2h2/r
1 + h2/r8pi
(
ln
h2φ2
4Λ4
− 1
)
+
(
h2/r
16pi
ln
h2φ2
4Λ4
)2
(57)
includes leading logarithms to all loops and subleading log-
arithms to one loop; it is the result quoted in Eq. (6) of the
main text. We note in passing, that the “RG-improved” classi-
cal potential reproduces the vanishing of leading logarithms at
three-loop and higher order. The quantity we need to compute
for this purpose is
VLLeff (φ) =
h2(t)φ2(t)
2(h2/r)(t)
, (58)
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FIG. 3. Phase portrait in the (g1, g2) coupling space assuming
g0 = 0, showing the Luttinger semimetal (LSM) and the two or-
dered states, viz. the quantum anomalous Hall (QAH) and the quan-
tum spin Hall (QSH) states, and the multicritical point (MCP) at
(g0, g1, g2) = (0, 0, 0).
where t = ln(Λ0/Λ) refers to the RG time (we have reinter-
preted Λ as the running scale and the UV cutoff is now de-
noted Λ0). After performing the necessary integrations, one
has
VLLeff (φ) ∝
[
(h2/r) · t − 4pi
]2
, (59)
where couplings without RG time argument refer to the re-
spective initial values at the UV scale (we have suppressed
t-independent factors). For the resummation of leading loga-
rithms to take effect, we have to choose the running scale Λ
so that the logarithms in Eq. (56) vanish, to wit: Λ4 = h2φ2/4,
whence t = − 14 ln
(
h2φ2/4Λ40
)
. Importantly, the t-dependence
is polynomial of degree 2: the series in Eq. (56) must termi-
nate at n = 2.
V. SPIN-1/2 FERMIONS
For spin-1/2 fermions, we have four-component spinors,
Ψ =
(
ψ↑
ψ↓
)
, which is equivalent to N = 2 flavors of two-
component spinors. This leads to an increased number of in-
dependent four-fermion terms, among which the minimal set
compatible with symmetries and closed under RG (at least at
one loop) comprises two terms:
Lint,spin-1/2 = −g12
(
Ψ†(σa ⊗ 12)Ψ
)2 − g2
2
(
Ψ†(σ2 ⊗ 12)Ψ
)2
,
(60)
where (σa) = (σ3, σ1) as before; the inverse propagator in
L0 is trivially continued by taking the tensor product with 12
for the spin degree of freedom: G−10,N=2 = G−10 ⊗ 12. A third
interaction term g0(ψ†ψ)2 is allowed by symmetry, but will
not get generated during the RG flow if absent initially [10];
We postpone its discussion to the end of this section. The RG
flow of g1 and g2 is readily computed, and reads in d = 2 + 
as
dg1
d ln b
= −g1 + 1
pi
g21 +
1
8pi
g22 −
1
4pi
g2g1, (61)
dg2
d ln b
= −g2 + 12pig
2
2 −
1
2pi
g21 +
3
2pi
g1g2. (62)
For  = 0, the above flow equations were derived previ-
ously in Ref. [10]. In addition to the Gaussian fixed point
G: (g1, g2)∗ = (0, 0), there are interacting fixed points at
O1 : (g1, g2)∗ = (2.215,−2.403), (63)
O2 : (g1, g2)∗ = (0.6709, 4.374), (64)
Q: (g1, g2)∗ = (3.496, 1.977). (65)
Among these, G is stable, Oi (i = 1, 2) have one stable direc-
tion and Q is repulsive in all directions. For  → 0, all three
merge with G, rendering the latter multicritical. Importantly,
the one-dimensional subspaces (i.e., lines)
←−→
GOi and
←→
GQ are
RG invariant. This holds for all , and in particular even at
 = 0; it is precisely these lines which form the phase bound-
aries, shown in Fig. 3 for the physical d = 2. The sector
spanned by the rays
←−−−−−
(−Oi)G (i = 1, 2) is the N = 2 incar-
nation of the Luttinger semimetal, in close analogy with the
N = 1 case. Its complement in (g1, g2) space is ordered; note,
however, that there are in fact two ordered states correspond-
ing to the fixed points Oi, separated by the ray
−−→
GQ. The or-
dered states can be classified by computing the fixed point ra-
tios (g1/g2)∗|Oi and comparing with Ref. [10], which we have
marked correspondingly in Fig. 3. The three different phases
meet at the Gaussian fixed point. In fact, a simple calculation
shows that the remaining third interaction channel g0(ψ†ψ)2
is marginally relevant in the vicinity of this fixed point. In a
generic microscopic model, the fixed point can thus in gen-
eral be approached only by tuning two parameters (e.g., g0
and g1), corresponding to a multicritical point. However, at
tree level all couplings are marginal, and the divergence of the
correlation length hence still exhibits an essential singularity,
while correlation functions at the quantum multicritical point
display power-law decays with finite universal exponents, in
close analogy with the spinless case.
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