Bubbles excited by lithotripter shock waves undergo a prolonged growth followed by an inertial collapse and rebounds. In addition to the relevance for clinical lithotripsy treatments, such bubbles can be used to study the mechanics of inertial collapses. In particular, both phase change and diffusion among vapor and noncondensable gas molecules inside the bubble are known to alter the collapse dynamics of individual bubbles. Accordingly, the role of heat and mass transport during inertial collapses is explored by experimentally observing the collapses and rebounds of lithotripsy bubbles for water temperatures ranging from 20 to 60 C and dissolved gas concentrations from 10 to 85% of saturation. Bubble responses were characterized through high-speed photography and acoustic measurements that identified the timing of individual bubble collapses. Maximum bubble diameters before and after collapse were estimated and the corresponding ratio of volumes was used to estimate the fraction of energy retained by the bubble through collapse. The rebounds demonstrated statistically significant dependencies on both dissolved gas concentration and temperature. In many observations, liquid jets indicating asymmetric bubble collapses were visible. Bubble rebounds were sensitive to these asymmetries primarily for water conditions corresponding to the most dissipative collapses.
I. INTRODUCTION
For shock-wave lithotripsy (SWL) treatments, Coleman et al. 1 noted the possibility that bubbles may contribute to both stone comminution and renal tissue injury. Moreover, Bailey et al. 2 detected cavitation in urine and in tissue as shock waves were applied to a pig kidney. Accordingly, the dynamics of bubbles excited by lithotripter shock waves have received significant attention. Some studies have explored how bubbles near a rigid surface respond to an incident shock wave in order to understand the potential for bubbles to damage the surface (i.e., to enhance stone comminution). [3] [4] [5] [6] Other studies have considered the interaction between an incident shock wave and a free-field bubble. 7, 8 Yet other work has involved the evolution of a bubble cloud as multiple shock waves are applied. [9] [10] [11] [12] In addition, the simplified case of a single, spherical bubble excited by a lithotripter shock wave has been studied to elucidate basic bubble behaviors. In particular, Church 13 used such a model to investigate the diffusion of noncondensable gases into lithotripsy bubbles. As predicted by Church and later tested experimentally by Sapozhnikov et al., 14 these bubbles undergo prolonged growth to a radial size on the order of 1 mm, followed by an inertial collapse that occurs hundreds of microseconds after passage of the original shock wave. Because typical lithotripter shock waves last for only about 5-10 ls, the inertial collapse is an unforced Rayleigh collapse that can be readily modeled. As such, observations of the collapses and rebounds of lithotripsy bubbles have been compared to model predictions in order to gain an understanding of the physics relevant to violent bubble collapses. 15 Moreover, lithotripsy bubbles are comparable to laser-induced bubbles, which also undergo a prolonged growth and an unforced collapse. Indeed, the collapses and rebounds of millimeter-sized bubbles generated by a focused laser have been used to investigate the physics of collapsing bubbles. [16] [17] [18] In previous work, it has been shown that the dynamics of a collapsing vapor bubble can be strongly influenced by the presence of a small amount of noncondensable gas. 15, [18] [19] [20] The mechanism behind this sensitivity arises from mass diffusion among vapor and noncondensable gas molecules inside the bubble. During collapse, vapor molecules near the liquid-gas interface (i.e., the bubble wall) condense. If the collapse is rapid enough, a shell of noncondensable gas molecules is left adjacent to the bubble wall so that the rate of condensation is limited by diffusive transport of vapor through the shell of noncondensable gas. Such diffusive transport behavior inside a collapsing bubble may be called vapor trapping. Although the sensitivity to vapor trapping was identified, previous experimental observations of lithotripsy bubbles or laser-induced bubbles did not systematically explore this diffusion problem. Instead, observations were made for air bubbles in water using the same water conditions a) Author to whom correspondence should be addressed. Electronic mail:
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throughout. When reported, these conditions generally corresponded to degassed water at room temperature. One exception involved a study of laser-induced bubbles at both low (10 C) and high (35 C) temperatures, 21 which demonstrated measurably larger rebounds at the higher temperature.
Here, we hypothesize that varying the temperature and dissolved gas content of the water will alter the bubble contents and the associated diffusive behavior among vapor and noncondensable gases. In turn, the collapses and rebounds will be affected, thereby providing insight into the underlying diffusive behavior. In addition, testing at elevated temperatures may permit exploration of thermally controlled collapses, for which the rate of collapse is limited by thermal diffusion in the liquid and the corresponding saturation vapor pressure at the bubble wall. In the present work, we characterize the collapses and rebounds of millimeter-sized lithotripsy bubbles under various water conditions. These experiments are primarily intended to provide quantitative measurements that can be compared to model predictions. In a concurrent paper, we propose a reduced-order bubble model that utilizes the experimental data presented here. 22 In addition, these observations provide direct insight into the impact that in vivo conditions may have on the collapses of lithotripsy bubbles, which have typically been studied at room temperature in degassed water.
II. METHODS
Based on calculations from a model comparable to that presented by Matula et al.,
15 Fig. 1 illustrates the basic features of the dynamics of lithotripsy bubbles. The shaded region on the left side of Fig. 1(a) represents the duration of an incident shock wave; after the shock wave passes, the bubble continues to grow to a maximum size R 1 before collapsing inertially at time t 1 . After collapse, the bubble rebounds to maximum radius R 2 and collapses again at time t 2 . In Fig. 1(b) , the molar content of the bubble is plotted for an air bubble in water, showing that the amount of vapor can significantly exceed the amount of noncondensable gas. 15 The premise behind this work is that ambient water conditions affect the makeup of the bubble as it reaches R 1 and begins its collapse. In turn, the contents of the collapsing bubble affect heat and mass transport processes and the energy lost during an inertial collapse. Accordingly, we propose to observe the collapses and rebounds of lithotripsy bubbles under varying water conditions in order to elucidate the attendant transport processes.
At times corresponding to R 1 and R 2 , the kinetic energy of the water vanishes so that the energy of the flow comprises the pressure-volume potential energy of the bubble. Assuming that the bubble is expanded against a constant pressure, the ratio of bubble volumes ðR 2 =R 1 Þ 3 represents the fraction of energy retained by the bubble through collapse. This normalization strategy was also adopted by Vogel and Lauterborn 16, 17 and suggests that bubble behavior through collapse can be quantified simply by measuring R 1 and R 2 . With this approach, we note that details of the incident shock wave are important only to the extent that they determine R 1 . Moreover, the initial bubble size prior to shock-wave arrival is not important unless the initial quantity of dissolved gas is significant compared to the amount that diffuses into the bubble prior to collapse. For initial sizes on the order of microns and maximum sizes R 1 on the order of a millimeter as shown in Fig. 1(b) , this initial amount of noncondensable gas is negligible. 13, 14 As a final note on the bubble's initial conditions, the characteristic length for diffusion among gas and vapor molecules will be of the same order as the bubble radius when the bubble approaches R 1 and the dynamics are slow. 15, 20 As such, it is reasonable to assume that the contents of the bubble are spatially homogeneous at the start of collapse, regardless of the particular path by which R 1 is reached.
Based on the preceding discussion, the dynamics of unforced collapses of lithotripsy bubbles should be specifically sensitive to the water conditions. To explore these dynamics, the collapses and rebounds of lithotripsy bubbles were observed for water under nine separate test conditions obtained by combination of three nominal temperatures (20, 40 , and 60 C) and three nominal concentrations of dissolved gases (10%, 50%, and 85%). These conditions are labeled cases A-I in Table I . The selected temperatures approximately represent room temperature, a physiological body temperature, and an elevated temperature that can be reached in therapeutic ultrasound applications. The selected levels of dissolved gases approximate degassed, intermediate, and saturated conditions. Table I shows both nominal and as-tested conditions. To characterize the bubble dynamics in terms of maximum radii R 1 and R 2 , high-speed photography was used FIG. 1. Dynamics of a typical lithotripsy bubble as characterized by (a) the radial dynamics and (b) the gaseous content inside the bubble (note that the plot displays the molar content normalized by the bubble's initial state). Plotted curves were generated using a model comparable to that from Matula et al. (Ref. 15) . The radial dynamics are characterized by prolonged bubble growth after passage of the incident shock wave, followed by an unforced inertial collapse and subsequent rebounds. Consideration of the bubble's contents demonstrates that the quantity of vapor can easily exceed that of noncondensable gases.
in conjunction with passive acoustic detection of the collapse events at t 1 and t 2 [see Fig. 1(a) ]. Details regarding the experimental arrangement for data acquisition (see Fig. 2 ) as well as the procedures used for data analysis are described in detail below.
A. Experimental arrangement
Maintenance of water conditions
The water used in the experiments was tap water with table salt added to achieve an approximate conductivity of 600 lS/cm, which is necessary for proper operation of an electrohydraulic lithotripter. Prior to acquisition of data, the water was recirculated through a flow system to perform the following functions: (1) filtration characterized by a removal of particulates larger than 2 lm (Nexis C series cartridge, Pall Corporation, East Hills, NY); (2) liquid degassing using a Liqui-Cel 4 Â 13 membrane contactor (Membrana, Charlotte, NC) in conjunction with a diaphragm vacuum pump (Vacuubrand MZ 2C pump, BrandTech Scientific, Inc., Essex, CT); and (3) heating with a 4.5 kW stainless steel circulation heater (Gaumer Company, Inc., Houston, TX).
In order to maintain a given set of conditions from Table I during testing, the temperature and dissolved oxygen concentration of the water were measured roughly every 30 minutes. An Oxi 330i meter with a CellOx 325 probe (WTW Wissenschaftlich-Technische Werkstätten GmbH, Wellhelm, Germany) was used to measure dissolved oxygen concentrations and was calibrated each day measurements were taken. Because this meter only functions up to 50 C, measurements pertaining to the 60 C water conditions utilized an indirect approach. With this approach, the dissolved oxygen content was measured at approximately 50 C, both before and after observations occurred. These measurements were then interpreted as a percentage of the saturation concentration at 60 C. Some uncontrolled changes in dissolved gas content inevitably took place while bubble observations were made and while the water underwent heating and cooling. However, consistent concentration measurements were found to be possible, and these measurements imply that the intended test conditions at 60 C were maintained reasonably well. For temperature measurements, readings from the thermistor built into the CellOx 325 probe were used. At temperatures above 50 C, these readings were not available; instead, measurements were taken directly with a type K thermocouple connected to a Fluke 179 multimeter (Fluke Corporation, Everett, WA). A high-speed camera is set up outside the tank to photograph bubbles in the focal region using backlighting from a noncollimated flash source.
The ranges of water conditions recorded during bubble observations are summarized within parentheses in Table I . In general, temperature was controlled to the nominal target temperature 61 C. Dissolved oxygen concentrations were somewhat more difficult to control, especially at 60 C. However, because these measurements were acquired within 10 cm of the water's surface, the actual variations at the lithotripter's focus were likely smaller (the focus was about 46 cm beneath the surface). With the exception of case I, measurements of dissolved oxygen content were controlled approximately to the target level 65%.
At this point, it is instructive to consider the extent to which measurements of dissolved oxygen concentration accurately reflect the state of dissolved atmospheric gases in water. Here, degassing is performed by applying some level of vacuum to the water within the gas contactor. If we assume that equilibrium is achieved at the gas contactor and that the applied vacuum equally reduces the partial pressures of all atmospheric gases, then the concentrations of all dissolved gases will be the same fraction of saturation conditions at atmospheric pressure. In this way, reporting the % saturation of dissolved oxygen at any given temperature is representative of the overall state of dissolved gases as long as equilibrium is maintained by applying a vacuum to the gas contactor. Such equilibrium was maintained for test conditions at 20 and 40 C. However, we note that water was heated and cooled between 50 and 60 C without re-establishing equilibrium at the gas contactor. Under such conditions, differences in the variation of gas solubilities with temperature could have led to variations in the concentrations of some gases relative to saturation conditions. Consideration of the solubilities of argon, oxygen, and nitrogen suggests that dissolved oxygen concentrations should have remained representative of each of these gases. In contrast, the solubility of carbon dioxide is much more sensitive to temperature than is the solubility of oxygen. Nonetheless, the relative scarcity of carbon dioxide in atmospheric air implies that the concentration of oxygen remained a reasonable metric for the state of dissolved gases in the liquid.
Acoustics configuration
The acoustical setup includes the shock-wave source, passive cavitation detectors (PCDs), and the walls of the test tank, which are all depicted in Fig. 2 . Shock waves were generated by the APL-UW lithotripter, 23 which is an electrohydraulic source designed to simulate the original Dornier HM3 lithotripter. In order to excite a suitable cavitation field, new electrodes used for fewer than 200 shots were fired at typical voltages near 21 kV.
To detect the collapses of individual bubbles, the approach developed by Cleveland et al. 24 was adopted in that two spherically focused PCDs were aligned confocally with the lithotripter. It was determined that PCDs with broadband frequency characteristics were required to resolve temporally the collapses of individual bubbles. Accordingly, broadband detectors fabricated as prototypes 25 at the Center for Industrial and Medical Ultrasound (Applied Physics Laboratory, University of Washington, Seattle, WA) were used. The active element of the PCDs was a sheet of polyvinylidene fluoride film that was 25 lm thick. This sheet conformed to a concave spherical shape against an epoxy backing to produce a focused broadband receiver with an aperture of 50 mm. Two PCD geometries were used, possessing focal distances of 10 cm and 15.4 cm. Used as sources driven at 3.6 MHz, the À6 dB focal regions were characterized as ellipsoids with the following length Â width characteristics: 17 mm Â 1.2 mm (PCD with 10 cm focal length) and 47 mm Â 2 mm (PCD with 15.4 cm focal length).
Data from the PCDs were captured on a digital oscilloscope with a sampling frequency of 50 MHz, dc coupling, and a 50 X input impedance. One PCD was routed through an analog high-pass filter set at 200 kHz (model 3202, Krohn-Hite Corp., Brockton, MA) before being digitally captured on the oscilloscope. This analog filtering facilitated immediate interpretation of the signal. All saved data from PCDs were downloaded from the oscilloscope over a GPIB connection using a personal computer and a custom LABVIEW program (National Instruments, Austin, TX). Note that the oscilloscope and the high-speed camera were triggered concurrently, so that PCD traces were temporally aligned with the images captured by the Imacon 200 high-speed camera. To further assist in the interpretation of acquired PCD signals, PCD orientations relative to the high-speed images were recorded. As shown in Fig. 2 , the PCDs were positioned so that their acoustic axes resided within the focal plane of the camera. By taking photographs of alignment pointers attached to each PCD, both the focal location and the orientation of the acoustic axis of each PCD was identified in subsequent photographs. This information in conjunction with the À6 dB focal regions described above were used to define regions in each image to which the PCDs were sensitive.
Optics configuration
An Imacon 200 high-speed camera (DRS Technologies, Parsippany, NJ) was used to capture images of the collapses and rebounds of bubbles excited by lithotripter shock waves. The camera is capable of capturing sequences of 14 image frames at rates up to 200 million frames per second using seven separate charge-coupled devices (CCDs). Each image frame comprises 980 pixels in height Â 1200 pixels in width, where each pixel contains an 8-bit grayscale value. The camera was used with a 105 mm lens and a PK-13 extender ring (Nikon, Inc., Melville, NY). The f/stop was set at the smallest possible value (f/2.5) to allow passage of maximum light. The remainder of the optical settings were adjusted through the software used to control the camera. As such, the internal iris was set at f/2, the exposure duration was set at 1 ls, and the gain for each CCD was set at zero (the lowest available level). This optical configuration yielded a pixel size of about 19 lm, as determined by the calibration of 53.2 pixels per millimeter described below.
The physical setup of the camera and lighting are illustrated in Fig. 2 . Bubbles were backlit using light from a noncollimated flash source (Photogenic PowerLight 2500DR, Bartlett, IL). Also, a single sheet of white office paper was taped to the acrylic wall of the test tank to diffuse light from the flash. The standoff distance between the front edge of the 105 mm lens and the optical plane of focus was about 45 cm. For this arrangement, the depth of focus was determined to be about 1.5 cm; moving beyond this range, objects became blurry though still visible. Notably, the À6 dB focal region of the APL-UW lithotripter was reported to be about 1 cm transverse to the acoustic axis. 23 Given that the optical focal plane of the present setup contained the acoustic axis of the lithotripter, it is reasonable to expect that the full breadth of the cavitation field transverse to the acoustic axis was visible in the photographs.
B. Data analysis
Image processing and calibration
To calibrate measurements of bubble radius from highspeed photographs, an image processing algorithm was developed and calibrated. The software algorithm was implemented in MATLAB (The MathWorks, Natick, MA) and consisted of the following basic steps:
(1) Selection of a target bubble for analysis, thereby defining an analysis window of 150 Â 150 pixels. (2) Utilization of the "graythresh" function in MATLAB to identify a grayscale threshold level that identifies the edges of photographed bubbles. This step was necessary to account for frame-to-frame lighting variations typical of the multiple-CCD camera used to capture images. Accordingly, the image processing provided a measurement of bubble diameter in pixels. To calibrate this value to physical units, a photograph of a ruler was taken to determine a scaling of 53.2 pixels per millimeter. Last, we note that the results of all automated measurements were reviewed manually to correct occasional segmentation errors.
In addition, optical effects pertinent to bubbles were considered. In particular, we explored the impact of light diffraction for a spherical target as well as light refraction at the air-water interface. To this end, the image processing algorithm was tested on photographs of both glass and nylon spheres that were taken using the optical configuration described above. With this approach, photographs of opaque nylon spheres are assumed to include relevant diffraction effects, while transparent glass spheres also include refraction effects. Both types of spheres had a nominal diameter of 2.38 mm and were characterized by direct micrometer measurements. First, we note that within a given photographic sequence, frame-to-frame diameter measurements were quite consistent with standard deviations less than 1% of the estimated diameter. As such, the image processing algorithm successfully adapted to variable lighting conditions among different image frames. In addition, using the predetermined scaling of 53.2 pixels per millimeter, absolute diameter estimates of both types of spheres were within about 2% of the micrometer measurements. We conclude that diffraction and refraction effects are not especially large and that an accuracy of about 2% can be expected for measurements of bubble radii on the order of 1 mm. This 2% uncertainty corresponds to roughly the width of one pixel. Assuming a similar one-pixel uncertainty for smaller bubbles, the smallest rebounds observed in this work (from case A) would have about an 8% uncertainty for radii estimated from photographs.
PCD signal processing
Recorded traces from PCDs were post-processed in MAT-LAB to enhance their utility in identifying bubble collapses. First, signals were bandpass filtered between 0.8 and 3 MHz with a 200th-order finite impulse response filter. These bandpass frequencies were chosen to maintain good temporal resolution for discerning the timing of individual collapses, while still removing much of the high-frequency noise. Then, each trace was synchronized with the corresponding photographic images. Time zero was set to correspond to the arrival of the shock wave at the lithotripter's focus, while propagation delays associated with each PCD's focal length were accounted for.
Normalization of bubble rebounds
For millimeter-sized bubbles, surface tension can be neglected so that the energy possessed by a spherical bubble when its radial velocity vanishes is a pressure-volume potential energy. For the expansion of a vapor bubble to maximum radius R m in a liquid with static pressure p 0 , this energy can be expressed as
where p v is the saturation vapor pressure of the liquid. 16 For the lithotripsy bubble dynamics illustrated in Fig. 1 , the pressure difference p 0 À p v remains constant. Although p v is a function of temperature in general, the bubble dynamics are slow and isothermal 26 when R 1 and R 2 are measured; p v can be evaluated at the ambient water temperature at these times. Accordingly, the energy retained by the bubble through its collapse can be normalized relative to the bubble's initial energy using the volume ratio ðR 2 =R 1 Þ 3 . For convenience, this ratio is termed "rebound energy" in the discussion of results below.
Using photographic images of a bubble's collapse and rebound, R 1 and R 2 can be measured directly using the image processing algorithm described above. For R 1 , the bubble is relatively large and its radius can be estimated reliably from photographs. While this same approach often works for R 2 , the limited temporal and spatial resolution of the camera can present challenges in estimating R 2 . As noted by Vogel and Lauterborn, 16 R 2 can also be estimated if the collapse times t 1 and t 2 are known. Because the bubble rebound is characterized by an inertial growth and collapse, the maximum radius R 2 can be calculated by assuming that t 2 À t 1 represents the duration of two Rayleigh collapses
where q 0 is the liquid density. With this approach, R 2 can also be estimated from PCD data. However, Vogel and Lauterborn note a complication associated with Eq. (2). They observed that for bubbles collapsing asymmetrically, Eq. (2) can overpredict the maximum radius R 2 by as much as 50%. Independent estimates of R 2 from photographs and PCD data were generally similar. Because PCD data can be expected to overestimate R 2 when bubble asymmetries are present, lower estimates from image data are likely more accurate. However, for some of the smaller rebounds, blurry images of bubbles were found to yield measurements of R 2 that were larger than those inferred from PCD data. In such cases, the PCD data should provide a better estimate as an upper bound on the maximum radius. Aside from potential overestimates from analyzed images, the relatively small number of image frames implies that underestimates could occur when the true maximum bubble size was not observed. For the smallest bubble rebounds, the temporal sampling of image frames could account for about a 12% underestimate of the maximum radius. Hence, even in a worst-case scenario, this bias would be on the order of the one-pixel measurement uncertainty described above. Considering the possibility for image-based estimates to be biased either high or low and the availability of collapse-time estimates from PCD data as an upper bound, we take R 2 to be the smaller of these estimates.
III. RESULTS

A. Test observations
Each time a shock wave was fired by the lithotripter, high-speed photographs of the cavitation field and corresponding PCD traces were captured. Shock waves were fired at a rate much slower than one per second, so bubbles did not accumulate between shocks. Many shock waves produced either no significant bubbles or dense clusters of bubbles that did not include an inertial collapse of an isolated bubble. Such data were not saved for further analysis. Data that were saved and ultimately analyzed possessed two main characteristics: (1) a sparse cavitation field containing a bubble whose motion could be correlated with PCD data and (2) an inertial collapse and rebound that were not disturbed by acoustic reflections within the tank.
The cavitation field produced by each shock wave was evaluated first when data from each shock wave were captured and then either saved or discarded. Later, the suitability of individual bubbles for analysis was evaluated again, using input from several of the authors to assign "acceptable," "marginally acceptable," or "unacceptable" grades to each target bubble. Grading criteria involved the overall density of bubbles in the field of view, the distance between the target bubble and nearby bubbles, and the dominance of the target bubble. Here, dominance refers to not only the bubble size, but also the collapse timing. Bubbles that collapsed later were judged to be more dominant because their rebounds would be less affected by the main collapses of other bubbles. Given the focal depth of the images and the beamwidth of the lithotripter shock wave, images included bubbles throughout the 1.5 cm focal depth of the camera. Because the images do not provide out-of-plane depth information on bubble positions, it was not possible to make meaningful estimates of the distances between bubbles or to apply quantitatively explicit grading criteria (though a visible one-diameter gap was used as a guideline for the minimum spacing between similarly sized bubbles). Despite the qualitative nature of the grading process, trends in the results were not affected by inclusion of the marginal bubbles in the analysis; accordingly, the uncertainty of the grading process likely had minimal impact. Figure 3 shows a sample photographic image sequence with a target bubble that was judged to acceptably represent the inertial collapse and rebound of a single bubble. As exemplified by Fig. 4 , data from the captured images were successfully correlated with PCD data to provide a clear estimate of the bubble's radius-time curve.
Regarding the acoustics of the tank, two distinct types of reflection were observed to interfere with bubble collapses and rebounds. The first type was detected by tracking the responses of small, nondominant bubbles in photographic images. The arrival of a reverberated pressure wave was observed to re-excite bubbles that had disappeared after being originally excited by the focused shock wave. 27 The arrival time of this wave was found to vary with the height of the water in the tank. Moreover, this timing was consistent with a scattering of the focal shock wave, such that a scattered wave traveled from the focal region to the water surface and back. To address this issue, the water level was raised to delay this reflected wave and prevent its interference with bubble rebounds.
The presence of a second type of reflection was gleaned from the shapes of measured radius-time curves. As shown in Fig. 4(b) , the bubble appears ready to collapse at about 120 ls; however, the bubble then grew more prior to collapsing. This pattern of secondary bubble growth was observed consistently. The radius-time curves of some bubbles even exhibited a distinct "double hump" shape, suggesting that an imminent collapse was reversed by the arrival of a tensile wave. Such behavior is qualitatively different from the extended bubble growth that has been predicted within a cloud of interacting lithotripsy bubbles. 9, 28 Moreover, this behavior does not appear to be directly related to the electrohydraulic generation of the shock wave. Shock-wave generation does involve the creation of a vapor bubble that eventually collapses to produce a secondary pressure wave; however, vapor-bubble collapse happens much later, after milliseconds. 29 We propose that secondary pressure waves are caused by reverberations within the brass ellipsoidal reflector. Simulation of these reverberations and the pressures reradiated into the tank suggests that this mechanism may explain our observations. 30 To minimize the influence of these secondary pressure waves caused by ringing in the reflector, we only consider bubbles that underwent a Rayleigh collapse that began at least 160 ls after the arrival of the focused shock wave. The specific value of 160 ls was determined empirically from observations of many bubbles.
Careful evaluation of the acoustic conditions within the test tank allowed the collection of a set of observations that represent the bubble dynamics rather than unintended effects of the test environment. However, these observations were still inherently noisy in that the cavitation field was not repeatable. To address this issue, thousands of shock waves were fired and many observations were saved and analyzed for each test condition in order to build statistical confidence. Overall, the collapses and rebounds of 294 bubbles were found to meet the requirements outlined above and therefore were used in the analysis. For these observations, the maximum radius R 1 ranged from about 0.7 to 1.2 mm, while rebound energies were not found to be sensitive to R 1 . Again, the term "rebound energy" represents the fraction of energy retained through collapse as defined by the volumetric ratio ðR 2 =R 1 Þ 3 .
B. Compiled rebound data
In order to interpret the acquired data, two types of statistical analysis were used. For rebounds corresponding to a single test condition, the sample mean and standard deviation were used to characterize central tendency and variance. For data involving more than one test condition, the rebounds from each test condition were compared to one another with analysis of variance (ANOVA) estimates. The ANOVA estimates represent a generalization to multiple FIG. 3 . Sample photographic sequence in which the image frames proceed from top to bottom, left to right. Each frame includes a time stamp, two highlighted regions identifying the À6 dB sensitive regions of the PCDs, and a 2.8 mm square box outlining a target bubble for analysis. In the referenced time scale, the shock wave arrived at the center of the field of view at time zero. The image sequence was captured under case A conditions. groups of the t-test, which is used to assess the statistical significance of the difference in means between two normally distributed groups.
First, group means were compared across all nine test conditions with ANOVA estimates calculated in MATLAB. Figure 5 displays the results, showing estimated sample means and corresponding 95% confidence intervals. Intervals that do not overlap imply that the corresponding test conditions have different means at the 0.05 level. There are significant differences among various test conditions, while the case A rebounds are most different from all others. The uniqueness of case A is notable; the room-temperature, degassed conditions that are most common for in vitro cavitation studies are significantly different from the in vivo conditions roughly represented by case F. Overall, it is apparent that both dissolved gas content and temperature influenced bubble rebounds. In the prior literature, the sensitivity to dissolved gases was not anticipated for comparable laser-induced bubbles. 18 Although it is insightful to broadly compare all analyzed data, heterogeneity within the data for some test conditions merits consideration. In particular, we consider the sensitivity of rebounds to the presence of bubble asymmetries. Although the photographic images lacked the resolution to discern the bubble's shape during late stages of collapse, a liquid jet was clearly visible during many of the rebounds. Often, the jet remained visible for tens of microseconds. To illustrate the influence of bubble asymmetries, Fig. 6 contains scatter plots of bubble rebounds from cases A and H, distinguishing among bubbles in which a liquid jet was or was not visible (note that similar scatter plots for all cases are provided in Ref. 27) . Although the lack of a visible jet does not necessarily imply that the bubble maintained its sphericity through collapse, we refer to such bubbles as "symmetric" below. For case A, all symmetric rebounds were small with fractional energies below 10%; however, several of the asymmetric rebounds were quite large with energies as high as 30%. By comparison, symmetric and asymmetric rebounds for case H were equally mixed at low and high rebound energies.
The apparent sensitivity of case A rebounds to asymmetries may seem counterintuitive. Asymmetries leading to liquid jets imply the conversion of energy into nonvolumetric oscillation modes; hence, we might expect smaller rebounds when jets were visible. However, this phenomenon was explained by Vogel and Lauterborn in studying the collapses of laser-induced bubbles near a solid boundary. 16 They demonstrated that bubbles collapsing symmetrically radiate larger acoustic transients and have smaller rebounds. Under the conditions tested (although not explicitly reported, we assume degassed water at room temperature), they found up to 90% of the energy lost during collapse to be radiated in an acoustic transient. Because asymmetric bubbles achieve lower internal pressures during collapse, they radiate less acoustic energy. 6 Hence, for violent collapses that involve acoustic radiation as the dominant damping mechanism, asymmetric bubbles will tend to have larger rebounds. For less violent collapses, asymmetries can be expected to have less of an impact on rebounds, as was observed for case H.
For each test condition, a t-test comparison of the sample means for symmetric and asymmetric collapses was performed. For cases A-D, the means were significantly different at the 0.05 level. While only one symmetric collapse for case E prevented such a comparison, the means were not significantly different for cases F-I. Considering Fig. 5 , rebounds were only sensitive to asymmetries for the conditions with the smallest rebounds. This result is consistent with the interpretation that asymmetries primarily affect damping by acoustic radiation, which in turn is most important for highly damped rebounds. To summarize all of the analyzed rebounds while distinguishing the symmetric collapses, sample means and standard deviations are plotted in Fig. 7 . More specifically, for each test condition, the mean 6 one standard deviation is plotted both for symmetric collapses and for all collapses. The relevant number of observations is listed above each of the plotted statistics.
IV. DISCUSSION AND CONCLUSIONS
The collapses and rebounds of lithotripsy bubbles were explored across a range of water conditions in order to elucidate the dynamics of inertial bubble collapses and the attendant heat and mass transport processes. Bubble responses were characterized by high-speed photography of bubbles and acoustic measurements of bubble collapse times, thereby enabling estimation of the fraction of energy retained by the bubble through collapse and into the ensuing rebound. Although bubble rebounds were observed to be affected by acoustic reflections within the test tank, two main types of reflections were identified and addressed. The data recorded in this effort are inherently "noisy" given the random nature of the cavitation field. Potential sources of variability include interactions of the target bubble with other bubbles, acoustic reflections in the test tank that were not identified, and asymmetries during bubble collapses. In spite of such variability, statistical analysis of the data reveals meaningful trends in that bubble rebounds are influenced by both dissolved gas content and temperature.
Among the conditions tested, case I (60 C, 85% dissolved oxygen) deserves some particular attention. Case I data have a mean that is surprisingly lower than that from cases F, G, and H. This apparent anomaly could be indicative of the actual bubble physics; however, the test conditions involved unique circumstances. During the case I testing, dissolved oxygen concentrations were measured to remain below saturation; nonetheless, quasistatic bubble growth was observed on surfaces inside the tank. Considering the solubility properties of the various atmospheric gases, it seems likely that carbon dioxide had reached a state of supersaturation. Carbon dioxide is particularly likely to have been involved because its solubility is more sensitive to temperature than the other gases. As such, carbon dioxide approaches saturation conditions fastest as temperature increases. In addition, the high absolute solubility of carbon dioxide implies fast bubble growth under supersaturated conditions. 31 Case I tests were apparently conducted under unique conditions in which one or more gases were very close to their saturation threshold. Accordingly, it was very difficult to limit the presence of bubble nuclei, thereby making the study of single-bubble behavior especially difficult.
Using statistical analyses across all test conditions, we can synthesize an interpretation of the data that best represents the idealized situation of a single, spherical bubble that is often addressed in models. As a starting point, we take the symmetric collapses from Fig. 7 to be most representative of cases A-D. For the remaining test conditions, symmetric collapses were not statistically distinguishable from asymmetric ones; moreover, very few symmetric collapses were observed for cases E and F. Accordingly, we consider the data from all collapses to best represent cases E-I. Based on the lone symmetric data point for case E, it is reasonable to speculate that more data may have confirmed a lower rebound energy than implied by the average of all data.
Beyond the selection of data sets represented in Fig. 7 , we further examine the data from case A in comparison with observations of comparable laser-induced bubbles. Akhatov et al. 18 reported a rebound energy of about 2.4% for spherical collapses in distilled water at 23 C. In their setup, they were able to evaluate the symmetry of collapses more carefully than was done in the present effort. Hence, considering their water conditions to be comparable to case A, we would expect their results to reflect more symmetric and less energetic rebounds. Indeed, their data at 2.4% are lower than the symmetric average for case A (4.7%). If we further refine our interpretation of case A data to only include the smallest several rebounds (presumed to be the "most" symmetric), we obtain a rebound energy that effectively matches the value from Akhatov et al. Such consistency with prior results provides some validation of the present data, especially noting that completely different experimental techniques were used. FIG. 7 . Compiled data for bubble rebound energies for cases A-I. For each data set considered, the mean rebound energy is plotted as a circle or a triangle, while the vertical bar represents the mean 6 one standard deviation. Note that these vertical bars thus have a different meaning from those in Fig. 5 , which denote confidence intervals. For each "case," two data sets are plotted: collapses with no visible jet on the left (open circles) and all collapses on the right (filled triangles). The number above each data set is the number of observations. Accordingly, for case A conditions, there were 12 observed collapses with no visible jet out of 31 total collapses.
