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Abstract
We show that every locally finite continuous valuation defined on the lattice of open sets of a
regular or locally compact sober space extends uniquely to a Borel measure.
In the sequel we derive a maximal point space representation for any locally compact sober space
(X,G). That is, we show that there exists a continuous poset (ΛX,) such that X embeds as the
subset of maximal elements of ΛX where the relative Lawson topology of ΛX induces the patch
topology of X.
We characterise the probabilistic power domain of a stably locally compact space as a
stochastically ordered space of probability measures.
 2001 Elsevier Science B.V. All rights reserved.
MSC: 28C15; 06F30; 06B35; 60B05
Keywords: Continuous valuations; Extension of continuous valuations; Sober spaces; Coherent
spaces; Maximal point spaces; Domain representations; Probabilistic powerdomains
1. Introduction
The main objective of the present work is to contribute towards the characterisation of
topological spaces where every continuous valuation defined on the lattice of open sets
extends uniquely to a Borel measure. We analyse this problem from the point of view of
the theory of partial orders. Positive solutions are obtained for the case the space is regular
or locally compact sober and the valuations are locally finite. The term valuation was
originally introduced by Birkhoff [4] to designate a non negative real valued function ν
defined on a lattice (0,1,∨,∧,L) and satisfying: ν(0) = 0 (strictness), A  B implies
ν(A)  ν(B) (monotonicity) and ν(A ∨ B) + ν(A ∧ B) = ν(A) + ν(B) (modularity).
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In the context of continuous lattices it becomes natural to require that ν(
∨↑
j∈I Aj ) =
supj∈I ν(Aj ) whenever the directed join
∨↑
j∈I Aj exists. In that case, we say that the
valuation is (Scott) continuous. All the valuations considered in this paper are defined in
the lattice of open sets (G,⊆) of a topological space (X,G). We also allow the valuations
to take the value ∞. Under these assumptions we say that a valuation ν is locally finite if
every point in X has a finitely valued neighborhood.
The problem of extending a valuation to a Borel measure was first considered by Smiley
[57] in the context of metric distributive lattices. Horn and Tarski [22] made contributions
to this problem as they studied measures in Boolean algebras. Pettis [51] was probably
the first author to formulate the extension problem for abstract sets; he also gave sufficient
conditions for the extension to hold on Hausdorff spaces. Since then many authors have
studied this problem from different areas of mathematics. There is a good number of
reasons why the theory of partial orders results in a fruitful approach. Let us start by
discussing some examples to motivate this approach. Further on, we compare our results
to previous work in the area.
Every T0 topological space carries an inherent partial order s known as the specialisa-
tion order. This order is given by x s y if x belongs to the closure of {y}. For T1 spaces
this order is the identity. A directed complete partial order 2 (dcpo) is a partially ordered
set (D,) where every directed subset has a least upper bound; equivalently where every
chain has a lub [41]. The first thing to notice is that spaces where the specialisation order is
not a dcpo are not of interest to us. Consider the set of natural numbers (N,) as a partially
ordered set endowed with the Scott topology 3 Gσ , i.e., Gσ = {↑n | n ∈ N} where ↑n =
{m | n m}. Clearly the specialisation order coincides with . Define the valuation ν as
ν(G)= 1 for all G = ∅ and ν(∅)= 0. Then ν is a finite continuous valuation that does not
extend to a measure since
⋂
n ↑n= ∅ but limn ν(↑n)= 1. On the other hand if we consider
N∪ {∞} with the Scott topology, then ν extends uniquely to the Dirac measure δ∞. So we
might want to restrict our attention to topological spaces (X,G) where (X,s) is a dcpo.
Unfortunately this is still not enough. In [2] there is an example of a continuous valuation
on a dcpo that does not extend uniquely to a measure. But, this dcpo with its Scott topology
is not a sober space. Sobriety will be discussed later on, for the moment let us just say that
every sober space is a dcpo with respect to the specialisation order and that sobriety is
equivalent to the fact that the only valuations taking values in {0,1} are exactly the Dirac
measures. If a space is second countable and non sober (more generally if the sobrification
of the space is first countable), then it is possible to define a {0,1}-continuous valuation
that does not extend to a measure; the argument is a simple abstraction of the example
presented in [2]. In a sober space the lattice of open sets is a continuous lattice if and
only if the space is locally compact (here compactness does not imply that the space is
Hausdorff, it only implies that the set satisfies the Heine–Borel property).
Locally compact sober spaces are a broad class of T0 spaces with rich structural
properties [21]. Continuous dcpo’s are perhaps the most important examples of such
2 Also found in the literature as an up-complete poset.
3 In this case, the Scott topology coincides with the upper Alexandroff topology.
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spaces. In this context, the problem of extending a continuous valuation to a Borel measure
was studied by Saheb-Djahromi [54] for ω-algebraic dcpo’s and by Jones and Plotkin
[26,25] for continuous dcpo’s (though these proofs contained some gaps). Norberg [46]
established the results for σ -finite valuations on second countable locally compact sober
spaces; Lawson [33] for finite valuations on these same spaces and stably compact spaces,
which implies the extension for compact topological ordered spaces as defined by Nachbin
[45]. Norberg and Vervaat [49] gave an extension theorem for capacities which implies
the extension result for locally finite valuations on stably compact spaces. Finally, a result
for directed sets of simple valuations appears in [2]. This last result implies the extension
result for σ -finite valuations on continuous dcpo’s. It is important to notice that, although
stably compact spaces are in particular locally compact sober spaces, the results in the
present work do not imply those in [33,49]. This is because in the latter results the
valuations extend to measures on σ -algebras that are larger than the Borel σ -algebra of
the topological space (see Section 6). The results presented here and those in [2] have a
common intersection, namely the extension result for continuous dcpo’s, but the rest of the
results are not comparable. The question whether on a sober space every finite continuous
valuation extends to a Borel measure remains open. We conjecture that it is not true but we
have not been able to give a counterexample.
In the second part of the paper we explore domain representations for topological spaces.
We are especially interested in the case where a topological space can be realised as a
subset of the maximal elements of a continuous dcpo [70,12,36,37,42]. The interest in
this kind of representations arises from Edalat’s work in integration [9] and domain theory
[10]. Edalat’s R-integral [9] (later extended by Edalat and Negri [13]) is constructed by first
embedding a second countable locally compact Hausdorff space as the subset of maximal
elements of an ω-continuous dcpo; then extending locally finite Borel measures on the
space to continuous valuations on the dcpo. The main feature of this approach is that the
value of the integral can be approximated by upper and lower Riemann style sums. The
agreement of the R-integral with the Lebesgue integral is well established. Heckmann’s
integral [18] generalises the constructions of Jones [25], Tix [63] and Kirch [31] and
proposes a general definition of integral of a Scott continuous function with respect to
a continuous valuation on a T0 topological space. Here it becomes crucial to determine
whether a continuous valuation can be extended uniquely to a Borel measure, in which
case, it is easy to show that the integral agrees with the Lebesgue integral. Our main
result shows that every locally compact sober space endowed with the patch topology
can be embedded as the set of maximal elements of a continuous dcpo topologised with
the Scott or Lawson topologies. This result together with the extension result imply that
every locally finite continuous valuation on the space extends uniquely to a Borel measure
and determines a continuous valuation on a continuous dcpo. Continuous valuations on
continuous dcpos can be approximated via chains of simple valuations [26]. For our
purposes a domain representation will be an embedding from a topological space into
a continuous dcpo topologised with the Scott topology. Other authors have proposed
different notions of domain representations [61,55,6,5].
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The last part of the paper is concerned with characterising the order among continuous
valuations on stably locally compact spaces. Jones and Plotkin [26,25] introduced the
probabilistic powerdomain as an ordered space of finite continuous valuations. The order
among simple valuations on a dcpo was characterised through a splitting lemma (see
below). Using the extension results, we show that for stably locally compact spaces this
order coincides with the standard notion of stochastic order for Borel measures. The
splitting lemma generalises naturally to all finite continuous valuations on the space and it
is shown to be equivalent to finding probability measures with given marginals.
1.1. Organisation of the paper
• Section 2 consists of preliminary material: we fix the notation and recall some
auxiliary definitions and results.
• In Section 3 we discuss monocompact paving and measures. This section is only a
review of existing theory but we preferred to keep it separate.
• In Section 4 we prove some basic properties of spaces of lenses and present the
extension theorems.
• In Section 5 we discuss various ways of embedding a topological space as a subspace
of a continuous dcpo. Some of the results are applications of the existing theory. The
objective is to highlight the framework for doing domain theoretic integration with
the knowledge that the valuations extend uniquely to Borel measures.
• In Section 6 we compare our results to those in [33,49], and discuss how the domain
representations defined in the previous section look for stably locally compact spaces.
• In Section 7 we link the theory of probabilistic power domains with the theory of
stochastic orders in topologically ordered (Hausdorff) spaces. We show that for stably
locally compact spaces they are equivalent.
• In Section 8 we summarise the main results of the paper and comment on possible
future work.
2. Preliminaries
We use R+ to denote the set of extended non-negative real numbers; N denotes the set
of natural numbers. Let Ω be any set. We use 2Ω to denote the power set of Ω . We write
F ⊆f Ω if F is a finite subset of Ω and 2Ωf = {A | A⊆f Ω}. Any P ⊆ 2Ω will be called
a paving on Ω . We use the following standard notation in measure theory as defined in
[66,19], where the symbols
∪,
∑
,∪↑,∩,∩↓,C,\
stand for union, disjoint union, directed union, intersection, filtered intersection, comple-
mentation, and set difference. The modifiers: f , c stand for finite and countable. For ex-
ample, a (∅,Ω,∪,∩f )-paving on Ω is a paving having ∅, Ω as elements and closed
under arbitrary unions and finite intersections, i.e., a topology on Ω . In the same way a
(∅,C,∪c)-paving on Ω is a σ -algebra on Ω . We also say, for example, that a topology is
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an (∩f )-stable paving. We make the convention that (∩f ) is a finite non empty intersec-
tion.
A paving P will be called directed if it is directed with respect to ⊆, i.e., for all A1,A2
in P there exists A3 in P such that A1 ∪ A2 ⊆ A3. The union of a directed paving is
denoted by
⋃↑P . We also write P↑Y if Y is the directed union of P . In the same
way, a paving is said to be filtered if it is filtered with respect to ⊆; we use ⋂↓P or
P↓Y to symbolize the filtered intersection of P . Notice that for any paving P we have⋃P =⋃↑{⋃ni=1 xi | n ∈ N and xi ∈ P for i = 1, . . . , n}. It follows that, on (∪f )-stable
pavings the unions can always be assumed to be directed and on (∩f )-stable pavings the
intersections filtered.
2.1. Partial orders and domain theory
Our main references for domain theory are [1,24,16]. The non-initiated reader can find
a comprehensive introduction to the subject in [34,43,11]. A preorder is a pair (P,),
where P is a set and  is a binary relation on P satisfying: a  a (reflexivity); a  b and
b c implies a  c (transitivity) for all a, b, c ∈ P . A preorder (P,) is called a partially
ordered set (poset) if we also have: a  b and b  a implies a = b (antisymmetry). Given
any preorder (P,) we can obtain a poset in a canonical way by taking the quotient space
P/∼, where a ∼ b if and only if a  b and b  a. Let (P,) be a preorder. For A ⊆ P
we define ↓A= {x ∈ P | ∃a ∈ A.x  a}. We abbreviate ↓{a} by ↓a. In a similar way we
define ↑A and ↑a. A set A ⊆ P is lower if A = ↓A and upper if A = ↑A. An element
a ∈ P is maximal if {a} = ↑a. max(P ) stands for the (possibly empty) subset of maximal
elements of P . Let F be a non empty subset of P . F is said to be directed if for all x, y ∈ F
there exists z ∈ F such that x, y  z. F is said to be filtered if for all x, y ∈ F there exists
z ∈ F such that z  x, y . Let (P,) be a poset. P is a directed complete partial order
(dcpo) if every directed subset D has a least upper bound (lub) denoted by ⊔↑D. If P is
a dcpo and x, y ∈ P we say x approximates y or x is way below y , denoted by x y , if
whenever y ⋃↑A and A is a directed set, then there exists a ∈A with x  a. If (D,)
is a dcpo and C ⊆ D we define ⇑C = {x ∈ D | ∃c ∈ C.c x}. We abbreviate ⇑{c} by
⇑c. In a similar way we define ⇓C. We say B ⊆ D is a basis if for all x ∈ P the set
Bx = {b ∈ B | b x} is directed and x =⊔↑Bx . D is called a continuous dcpo 4 if it has
a basis and an ω-continuous dcpo if it has a countable basis.
2.2. General topology
A topological space is denoted by a pair (X,G) where X is a set and G is a topology
on X. The closure and the interior of any B ⊆ X will be denoted by cl(B) and int(B)
respectively. For each y ∈ X we abbreviate cl({y}) as cl(y). A subset N ⊆ X is a
neighborhood of A⊆X if A⊆ int(N). The paving of closed subsets of X will be denoted
by F . A paving N is called a fundamental system of neighborhoods (fsn) for A ⊆ X, if
4 Also found in the literature as continuous poset or domain.
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for all x ∈ A and G ∈ G with x ∈ G, there exists N ∈ N with x ∈ int(N) and N ⊆ G.
A topological space is regular if for all x ∈X and closed sets F ⊆ X, x /∈ F implies that
there exist open sets Gx and GF such that x ∈ Gx , F ⊆ GF and Gx ∩GF = ∅. This is
equivalent to saying that F is a fundamental system of neighborhoods for X. A subset K
of X is said to be compact if it satisfies the Heine–Borel property, i.e., every open covering
for K admits a finite subcover. Bourbaki [7, Section I, 9, 1] prefers to call these sets
quasicompact and reserves the term compact for Hausdorff spaces. Some authors define
compactness only for Hausdorff spaces. We do not make such distinctions. We denote byK
the paving of all compact subsets of X. X is locally compact if K is a fundamental system
of neighborhoods for X. It should be noted that without the assumption of the space being
Hausdorff, X is compact does not imply X is locally compact; K is not necessarily (∩f )-
stable nor a subset of F . A closed non empty subset F of X is called irreducible, if for any
closed subsets F1 and F2 with F ⊆ F1∪F2, we have F ⊆ F1 or F ⊆ F2. We say X is sober
if each closed irreducible subset of X is the closure of a unique point. Hausdorff spaces
are sober but there exist examples of T1 spaces which are not sober [16, Exercise I-3.36].
For any set A ⊆ X we define the saturation of A as sat(A) =⋂{G | G ∈ G, A ⊆ G}.
A set A is said to be saturated if A= sat(A). The paving of compact saturated sets will be
denoted byQ. ObviouslyQ⊆K and for T1 spaces they coincide. We also have that Q ∈K
implies sat(Q) ∈Q. The cocompact topology Gcc on X is defined as the topology that has
as a subbase the complements of sets in Q. The patch topology Gp on X is the coarsest
topology that contains G ∪ Gcc. Since G is (∩f )-stable and Q is (∪f )-stable, then the set
Bp = {G∩Qc |G ∈ G, Q ∈Q} is a base for the patch topology.
2.3. Order related topologies
Let (P,) be a poset. The Scott topology on P is defined as follows: G⊆ P is open if
G is upper and for all directed subsets D ⊆ P such that ⊔↑D exists, we have ⊔↑D ∈G
implies that G ∩ D = ∅. The Scott topology is denoted by Gσ . The upper topology Gu
on P is defined as the topology that has as a subbasis {(↓x)c | x ∈ P }. Since F ⊆f P
implies that ↓F is Scott closed, it follows that Gu ⊆ Gσ . The lower topology Gl on P is
defined as the topology that has as a subbasis {(↑x)c | x ∈ P }. The Lawson topology Gλ
on P is defined as the coarsest topology that contains Gσ ∪ Gl . If D is a continuous dcpo
D then for all C ⊆D the set ⇑C is open. In fact every Scott open set G can be expressed
as G =⋃x∈G⇑x =⋃x∈G↑x . A continuous dcpo with the Scott topology is sober [1,
Proposition 7.2.27] and locally compact. On a continuous dcpo the Lawson and patch
topologies coincide [34, Section V], [1, Proposition 4.2.20-(3)]. Any T0 topological space
(X,G) carries an inherent partial order called the specialisation order given by: x s y
if and only if x ∈ cl(y). If X is not a T0 space, then the specialisation relation is only a
preorder. A set is saturated if and only if it is an upper set with respect to the specialization
preorder. Suppose that (X,G) is a topological space equipped with a partial order . We
say X is a partially ordered space (pospace) [45] if R = {(x, y) | x  y} is a closed subset
of X ×X with respect to the product topology G ⊗ G. Pospaces are always Hausdorff. If
X is compact, then (X,G,) is called a compact pospace. The following definition is
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important since there is no standard agreement in the area for some of these terms. Our
terminology agrees with that of Smyth [59] and Erker et al. [15].
Definition 2.1. Let (X,G) be a topological space.
• X is coherent if it is sober andQ is (∩f )-stable (we do not assume thatX is compact).
• X is supersober or strongly sober if the set of limit points of every ultrafilter is either
empty or the closure of a unique point.
• X is stably locally compact if it is sober, locally compact and for all G1,G2,H ∈ G
if H G G1 and H G G1, then H G G1 ∩G2, i.e., the way below relation on G
is multiplicative.
• X is stably compact if it is compact and stably locally compact.
Supersober spaces are sober [16, Proposition VII-1.11].
Proposition 2.2. Let (X,G) be a locally compact topological space. Then the following
conditions are equivalent:
(1) X is supersober.
(2) X is stably locally compact.
(3) X is coherent.
Proof. See [20, pp. 302, 303], [16, Corollary V-5.13, Exercise VII-1.22] and [21, Theorem
4.8]. See also [32, Theorem 4.11].
Recall the following equivalence between stably compact spaces and compact pospaces.
Proposition 2.3.
(1) Let (X,G) be a stably compact space and s its specialisation order. Then
(X,Gp,s) is a compact pospace where the open upper sets are the sets in G and
the open lower sets are the sets in Gcc.
(2) Let (X,H,) be a compact pospace. Let G = {G ∈H | G = ↑G}. Then (X,G) is
a stably compact space where the specialisation order coincides with , the patch
topology Gp is H and Gcc = {G ∈H |G=↓G}.
Proof. See [16, VII Exercises 1.18, 1.19, 1.22]. See also [35, Corollary 20, Theorem 25],
[32, Theorem 5.3] and [58, Theorem 20] for a further equivalence with complete totally
bounded quasi-uniform spaces.
The following facts about sober spaces will be used frequently.
Proposition 2.4. Let (X,G) be a sober space and s the specialisation order. Then:
• (X,s) is a dcpo and Gu ⊆G⊆ Gσ .
• If {Qi}i∈I is a filtered family of sets in Q, then⋂↓Qi ∈Q.
• If {Qi}i∈I is a filtered family of sets in Q and G ∈ G with ⋂↓Qi ⊆ G, then there
exists j ∈ I such that Qj ⊆G.
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• (Q\{∅},⊇) is a dcpo and int(Q1)⊇Q2 implies that Q1 Q2.
If (X,G) is also locally compact, then
• if Q ∈Q and Q⊆G ∈ G, then there exists Q′ ∈Q such that Q⊆ int(Q′)⊆Q′ ⊆G.
• (Q\{∅},⊇) is a continuous dcpo where Q1 Q2 if and only if int(Q1)⊇Q2.
• (F ,⊇) is a continuous lattice where F1  F2 if and only if there exists Q ∈Q such
that F1 ⊇Qc ⊇ F2.
• The patch topology Gp is completely regular (therefore Hausdorff).
Proof. See [21, Proposition 2.19, Lemma 2.21, Corollary 4.6], [1, Propositions 7.2.12,
7.2.13] and [16, Exercise III-1.13].
The following property is interesting. It is a consequence of local compactness and we
call it weak local compactness:
(wlc) Suppose that x ∈ X and Q ∈ Q. If x /∈ Q, then there exists Qx ∈ Q such that
Q⊆ int(Qx) and x /∈Qx .
Equivalently:
• If x ∈Qc , then there exist Fx ∈F and Qx ∈Q such that x ∈Qcx ⊆ Fx ⊆Qc .
• If x /∈Q (a patch closed set), then there exist Gx ∈ G (a patch open set) and Qx ∈Q
such that x ∈Qcx (a patch open set) and Q⊆Gx with Qcx ∩Gx = ∅.
The last equivalence shows that this property can be thought of as ‘half’ of the regularity
of the patch topology. The dual ‘half’ is just the definition of local compactness for (X,G).
Lemma 2.5. Let (X,G) be a T0 space. If X is locally compact, then it satisfies (wlc). If X
satisfies (wlc), then
(1) every compact set has a neighborhood in Q (in particular every point has a
neighborhood in Q);
(2) Gp is Hausdorff;
(3) (X,Gp) is a pospace with respect to the specialisation order  on G.
Proof. Suppose that x ∈ X and Q ∈ Q with x /∈ Q. Since Q is saturated and X is T0,
then for every y ∈Q there exists Gy ∈ G such that y ∈ Gy and x /∈ Gy . By hypothesis,
there exist Qy ∈ Q such that y ∈ int(Qy) ⊆ Qy ⊆ Gy . Then {int(Qy)}y∈Q is an open
cover for Q. Since Q is compact we can extract a finite subcover {int(Qy(k))}nk=1. Let
Gx =⋃nk=1 int(Qy(k)), and Qx =⋃nk=1Qy(k). Note that Qx ∈Q since Q is closed under
finite unions. Therefore Q⊆Gx ⊆Qx and x /∈Qx .
(1) LetK be any set inK. Then we know that ↑K ∈Q. If ↑K =X, then we are finished.
Otherwise there exists x /∈ ↑K . Then by hypothesis there exists Qx ∈Q such that
↑K ⊆ int(Qx)⊆Qx .
(2) Let x, y be different elements of X. Since X is T0, without loss of generality, we can
assume y /∈ ↑x . Since ↑x ∈Q, then there exists Qy ∈Q such that ↑x ⊆ int(Qy)⊆
Qy and y /∈Qy . Then x ∈ int(Qy) and y ∈Qcy with int(Qy) ∩Qcy = ∅. Therefore
Gp is Hausdorff.
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(3) From the proof of the previous statement it follows that (x, y) ∈ (int(Qy)×Qcy) ∈
Gp ⊗ Gp . Furthermore, since int(Qy) is upper and Qcy is lower, then int(Qy)×Qcy
is a subset of (R)c. Therefore (R)c is open.
2.4. Valuations
For an in-depth treatment of spaces of valuations the reader is referred to [18]. Given a
topological space (X,G), we say that ν is a valuation on X [33,26,63,31] if ν :G→ R+
is a valuation. A valuation space is a triple (X,G, ν) where (X,G) is a topological space
and ν is a valuation on X. We use VX to denote the space of all continuous valuations
on X. A valuation ν is finite if ν(X) <∞ and σ -finite if there exists a sequence of open
sets (Gn)n∈N such that X =⋃n∈NGn and ν(Gn) <∞ for all n ∈N. Clearly, ν finite ⇒ ν
σ -finite ⇒ ν locally finite (see Section 1). For any a ∈ X we define the point valuation
based at a as the function δa :G→{0,1} such that δa(G)= 1 if a ∈G. A simple valuation
ν is any finite linear combination
∑n
i=1 riδai of point valuations with ri ∈R+\{0} for i =
1, . . . , n. The set {a1, . . . , an} is called the support of ν and is denoted by |ν|. Simple valua-
tions are always continuous. A simple valuation can be extended to a measure on the whole
power set of X and its extension to a Borel measure is unique [31,63]. For µ,ν ∈VX we
define: µ ν if and only if µ(G) ν(G) for all G ∈ G. (VX,) is a dcpo having the con-
stant zero valuation as bottom element. For any directed subset {νi}i∈I of VX, we have that
(
⊔↑
i∈I νi)(G)= supi∈I νi (G) for all G ∈ G. A valuation ν is normalised if ν(X)= 1. The
normalised probabilistic power domain of X is defined as P1X = {ν ∈VX | ν(X)= 1}.
If D is a dcpo with bottom element ⊥, then δ⊥ is the bottom element of P1D.
2.5. Measure theory
Our main references in measure theory are [65,66,68,17]. Let Ω be any set. A (∩f )-
paving P on Ω is called a π -system. Let S be a (∅,Ω,∩f )-paving on Ω . S is a Boolean
semialgebra of subsets of Ω if for all s ∈ S there exists a finite subset {si}ni=1 of S such
that sc =∑ni=1 si . I.e., the complement of a set in S can be expressed as a finite disjoint
union of sets in S . A Boolean algebra of subsets of Ω is a (∅,C,∩f )-paving on Ω . A σ -
algebra of subsets of Ω is a (∅,C,∩c)-paving on Ω . If P is a paving on Ω it is possible to
show that there exist a minimum algebraA(P) and a minimum σ -algebra σ(P) on Ω that
contain P . We call them the algebra and the σ -algebra generated by P respectively. If S
is a semialgebra, then A(S)= {∑ni=1 si | si ∈ S and n ∈N}. The Borel σ -algebra B(X) of
a topological space (X,G) is defined as σ(G).
Let P be a (∅)-paving, A be an algebra and Γ be a σ -algebra on X. A function
µ :P→R+ is called a set function if it satisfies µ(∅) = 0 (strictness). A set function
µ :A→ R+ is called a content 5 if A1 ∩ A2 = ∅ implies that µ(A1 ∪ A2) = µ(A1) +
µ(A2) (finite additivity). A content µ :Γ → R+ is called a measure if µ(⋃∞n=1 En) =∑∞
n=1 µ(En) provided that Ek ∩Ej = ∅ for all k = j (countable additivity). A measurable
5 This is normally found in the literature as finitely additive measure or measure on an algebra.
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space consists of a pair (X,Γ ) where X is any set and Γ is a σ -algebra of subsets of X.
A measure space is a triple (X,Γ,µ) such that (X,Γ ) is a measurable space and µ is a
measure on Γ . Let (X,Γ,µ) be a measure space. µ is said to be finite if µ(X) <∞. Let
P be a (∅)-paving on Ω and µ :P→R+ be a set function. We define the inner µ-measure
[19, Section 1.22] µ∗ : 2Ω →R+ as
µ∗(F )= sup
{
n∑
j=1
µ(Ej ) |E1, . . . ,En disjoint ∈ P and
n∑
j=1
Ej ⊆ F
}
.
Ifµ is a content on an algebraA, thenµ∗ A= µ andµ∗(F )= sup{µ(E) |E ∈A, E ⊆ F }
for all F ⊆Ω .
Let (X,G) be a topological space. Suppose that µ is a finite measure on B(X).
µ is a τ -smooth measure if for every filtered family F∗ ⊆ F we have µ(⋂↓F∗) =
infF∈F∗ µ(F). µ is a regular measure if µ(E) = sup{µ(F) | F ⊆ E, F ∈ F} for all
E ∈ B(X). µ is a tight or Radon measure if µ(E) = sup{µ(K) | K ⊆ E, K ∈ K} for
all E ∈ B(X).
The following result is standard. Suppose that I is a π -system on X and µ, ν are finite
measures defined on the measurable space (X,σ(I)). If µ(E)= ν(E) for all E ∈ I , then
µ= ν. In particular, if two finite Borel measures agree on the open sets then they are equal.
Hence the extension of a finite valuation to a Borel measure is unique when it exists. Let
(X,G) be any topological space. We define the paving of crescents, or semiopen subsets of
X, as
Cres(X)= {G1\G2 |G1,G2 ∈ G} = {G∩ F |G ∈ G, F ∈F}.
It is easy to verify that Cres(X) is a semialgebra on X and that G ∪F ⊆ Cres(X). Notice
that B(X)= σ(Cres(X)). The following proposition is also a well known result in lattice
and measure theory.
Proposition 2.6 (Smiley–Horn–Tarski). Let (X,G) be a topological space. A finite
valuation ν :G→R+ extends uniquely to a content!ν :A(G)→R+.
Proof. See [22, Theorems 1.9, 1.22], [57], [51, Theorem 1.2] or Corollary to [66, Lemma
8.1].
2.6. Conventions and notation
Unless otherwise specified, all topological spaces in this paper are assumed to be T0
and all the order theoretical properties of a topological space are with respect to the
specialisation order. Recall that G,F ,K,Q stand for the pavings of open, closed, compact
and compact saturated subsets of X. When not specified otherwise, the sets denoted
by the letters G,F,K,Q are elements of the sets G,F ,K,Q, respectively. Recall that
Gcc,GP ,Gσ ,Gu,Gl ,Gλ stand for the cocompact, patch, Scott, upper, lower and Lawson
topologies. The indices extend to the pavings F , K, Q and to the functions int(−) and
cl(−); e.g., Fp is the paving of patch closed sets and clλ is the closure with respect to the
Lawson topology.
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3. Monocompact pavings and measures
In this section we review the main properties of compact and monocompact pavings and
tailor some results to the form we need in the following section. One of the central notions
in probability and measure theory is that of a compact paving. A set C is said to be a
[semi] compact paving on Ω if for every [countable] family {Kj }j∈J of sets in C such that⋂
j∈J Kj = ∅, there exists a finite subfamily {Kj(k)}nk=1 such that
⋂n
k=1Kj(k) = ∅. If C is
a semicompact paving on Ω , then C ∪ {Ω} ∪ 2Ωf is a semicompact paving. Any subset of
a semicompact paving is clearly a semicompact paving. Suppose that C is a semicompact
paving, let C be the paving constructed by taking countable intersections of finite unions of
elements of C∪{∅,Ω}. Then C is the minimum (∪f,∩c,∅,Ω)-closed semicompact paving
C containing C [19, Section 1.29], [66, p. 359]. That is why in the literature semicompact
pavings are also called semicompact lattices.
Definition 3.1 [67]. Let P be a paving on Ω and µ :P→R+ be a finite set function. We
say that a paving C on Ω is an approximating paving for µ if for all E1 ∈ P and ε > 0
there exist E2 ∈ P and K ∈ C such that E2 ⊆K ⊆E1 and µ(E1)−µ(E2) ε.
Let µ :A→R+ be a content on an algebra A over a set X. We say that µ is a compact
content [40, Section 4] if there exists a semicompact paving C that approximates µ on X.
If A is a σ -algebra we say that µ is a compact measure. We have the following result:
Proposition 3.2 (Marczewski). Let (X,Γ ) be a measurable space and A be an algebra
over X.
(1) If µ :A→R+ is a compact content, then it can be extended uniquely to a measure
on σ(A).
(2) µ :Γ → R+ is a compact measure if and only if there exists an (∪f,∩c)-
semicompact paving C ⊆ Γ such that
µ(F)= sup{µ(K) |K ∈ C and K ⊆ F} for all F ∈ Γ.
Proof. See [40, Section 4]. ✷
Compact measures play a central role in measure and probability theory since the
existence of regular conditional probability distributions, in general, can only be ensured
for compact measures [50], [19, Section 10.29]. They also provide the basis for the
proof of the famous Daniell–Kolmogorov existence theorem in its most general form
[8, Theorem 12.1.2]. We already observed that if a paving P is (∩f )-stable, then any
intersection can be rewritten as a filtered intersection. We might ask ourselves if a (∩↓)-
stable paving C not containing the empty set, is compact? The answer is no in general, but
obviously yes when C is already (∩f )-stable (see [66, Section 6] for discussion). Examples
of (∩↓)-stable pavings that are not always closed under finite intersections are provided by
the set of non empty compact saturated subsets Q\{∅} of a sober topological space (X,G)
[21, Proposition 2.19, Theorem 4.8]. Continuous dcpo’s are, of course, important cases of
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this class of spaces. This motivates the following definition which was first introduced by
Mallory [39] and later generalised by Topsøe [66, Section 6], [67].
Definition 3.3 [67]. A set C is a monocompact paving on Ω if for every descending
sequence {Kn}n∈N of non empty sets in C we have⋂↓Kn = ∅.
As we mentioned before, the compact saturated subsets of a sober topological space are
an example of a monocompact paving which is not necessarily compact. The set of non
empty compact subsets of a Hausdorff topological space is obviously a compact paving.
Definition 3.4. Let P be a (∅,∩f )-paving on a set Ω . Let µ :P → R+ be a finite set
function. We say that µ is tight if
µ∗(K2\K1)= µ(K2)−µ(K1) for all K1,K2 ∈ P with K1 ⊆K2.
Proposition 3.5 (Topsøe). Let P be a (∅,∩f )-paving on a set Ω . Let µ :P→ R+ be a
tight set function. If there exists a monocompact paving approximating µ on P , then µ can
be extended uniquely to a measure on σ(P).
Proof. See [66, Theorem 6.1], [67, Lemma 1].
Notice that for a compact measure µ we could find an approximating semicompact
paving contained in the σ -algebra where µ was defined. For monocompact measures this
cannot be ensured. As a consequence of Proposition 2.6 we have:
Corollary 3.6. Let (X,G) be a topological space, ν :G→ R+ be a finite valuation and
ν its unique extension to a content on A(G). If there exists a monocompact paving C
approximating ν on Cres(X), then ν can be extended uniquely to a Borel measure.
Proof. See Theorem 1.2 in [39].
Remark 3.7. Compare with Theorems 2.1 and 4.1 in [51].
4. The extension results
In this section we prove the main extension results: if a space is regular or locally
compact and sober, then every locally finite continuous valuation extends uniquely to a
Borel measure. As two immediate corollaries we get that every locally finite continuous
valuation on a metric space extends uniquely to a measure and the same is true for a
valuation that is continuous with respect to the patch topology of a locally compact sober
space. The next result allows us to restrict to finite valuations.
Lemma 4.1. Let (X,G) be a topological space such that every finite continuous valuation
on X extends uniquely to a Borel measure. Then every locally finite continuous valuation
on X extends uniquely to a Borel measure.
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Proof. See Section A.2 in Appendix A. ✷
We begin with the extension result for regular spaces. The proof is an easy consequence
of the following definition and lemma.
Definition 4.2. Let Ω be any set and C , P be pavings on Ω with ∅ ∈ P . Let λ :P→ R+
be a finite and monotone set function. We say that λ is τ -smooth at ∅ with respect to the
paving C, if for all C∗ ⊆ C with C∗↓∅ we have
λ(∅)= 0= inf{λ(A) | ∃B ∈ C∗ with B ⊆A}.
Lemma 4.3 (Topsøe). Let (X,G) be a regular topological space and ν be a finite valuation
which is τ -smooth at ∅ with respect to F . Then there exists a largest regular, τ -smooth
Borel measure µ such that µ(G)  ν(G) for all G ∈ G. This measure is given by the
formula
µ(A)= sup
F⊆A
λ(F ) for all A ∈ B(X)
where λ(F )= infG⊇F ν(G) for all F ∈F .
Proof. See [64, Theorem 3].
Theorem 4.4. Let (X,G) be a regular topological space and ν be a locally finite
continuous valuation on X. Then ν extends uniquely to a regular, τ -smooth Borel measure.
Proof. By Lemma 4.1 it suffices to show the result for finite valuations. For simplicity
assume that ν(X)= 1. By Proposition 2.6 ν extends uniquely to a content ν on A(G). For
any filtered family {Fi}i∈I in F we have that
ν
(⋂
↓ Fi
)
= 1− ν
(⋃↑
Fci
)
= 1− sup
i∈I
ν
(
Fci
)
since ν is continuous
= inf
i∈I
(
1− ν(Fci ))= inf
i∈I ν(Fi).
Define λ :F→ [0,1] as λ(F )= infG⊇F ν(G) for all F ∈ F . Let G be any element of G.
Since X is regular, then for every x ∈ G there exists Fx ∈ F such that x ∈ int(Fx) and
Fx ⊆G. Therefore G=⋃x∈G int(Fx). Rewriting this union as a directed union and using
the fact that ν is continuous, then for every ε > 0 there must exist x(1), . . . , x(n) in G such
that
ν(G)− ε < ν
(
n⋃
i=1
int(Fx(i))
)
 ν
(
n⋃
i=1
Fx(i)
)
by monotonicity of ν
 ν(G).
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It follows immediately that ν(G)= supF⊆G ν(F ). Therefore for all F ∈F we have that
ν(F ) = 1− ν(Fc)
= 1− sup{ν(F1) | F1 ⊆ Fc}
= inf{1− ν(F1) | F1 ⊆ Fc}
= inf{ν(F c1 ) | F ⊆ Fc1 }
= λ(F ).
In order to apply the previous lemma we need to show that ν is τ -smooth at ∅ with respect
to F . Let C be a filtered subset of F such that C↓∅. Then
inf
{
ν(G) | ∃F ∈ C with F ⊆G} = inf{λ(F ) | F ∈ C}
= inf{ν(F ) | F ∈ C}
= ν
(⋂
↓ C
)
from above
= ν(∅)= 0.
Then by the previous lemma we have that there exists a maximum regular, τ -smooth Borel
measure µ given by
µ(A)= sup
F⊆A
λ(F )= sup
F⊆A
ν(F ) for all A ∈ B(X).
In particular for all G ∈ G we have that µ(G)= supF⊆G ν(F )= ν(G). So µ is indeed an
extension of ν. ✷
Corollary 4.5. Let (X,d) be a metric space and ν be a locally finite continuous valuation
on X. Then ν extends uniquely to a regular, τ -smooth Borel measure.
Remark 4.6. For metric spaces the property that every finite measure is τ -smooth, is
independent of the axioms of set theory. This means that we can assume it or assume
its negation without incurring any contradiction [19, 1.34]. Therefore the question whether
there exists a probability measure on a metric space that is not the extension of a continuous
valuation is undecidable.
Corollary 4.7. Let (X,G) be a locally compact sober space and ν be a locally finite
continuous valuation on (X,Gp). Then ν extends uniquely to a regular, τ -smooth Borel
measure on σ(Gp).
Proof. By Proposition 2.4 we know that (X,Gp) is a completely regular space. ✷
Let (X,G) be any topological space. The space of lenses Lens(X) is defined as
Lens(X)= {Q∩ F |Q∩ F = ∅, Q ∈Q, F ∈F}.
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We have the following facts.
Proposition 4.8. Let (X,G) be a topological space and L be any member of Lens(X).
Then,
• L is convex, i.e., L=↑L ∩↓L.
• L ∈K therefore ↑L ∈Q.
• A canonical representation for L is ↑L ∩ cl(L).
• L is closed in the patch topology.
• If (X,G) is coherent, then L is compact in the patch topology.
Proof. The proofs for the first four claims are the same as for dcpo’s; see [1, Proposi-
tions 6.2.5, 6.2.17; Corollary 6.2.21], [43, Definition 4.43]. For the last claim see Sec-
tion A.1 in Appendix A. ✷
Next we show a technical lemma.
Lemma 4.9. Let (X,G) be a sober space. Suppose that {Qi}i∈I and {Fj }j∈J are directed
families of sets in (Q,⊇) and (F ,⊇), respectively. Let Q =⋂↓Qi and F =⋂↓Fj . If
Q∩ F = ∅, then there exist h ∈ I and k ∈ J such that Qh ∩ Fk = ∅.
Proof. Since Q∩F = ∅, then⋂↓Qi ⊆ Fc. By Proposition 2.4, there must exist an h ∈ I
such that Qh ⊆ Fc =⋃↑Fcj . Since Qh is compact, then there exists a finite Jf ⊆ J such
that Qh ⊆⋃↑j∈Jf F cj . By directedness of the family {Fj }j∈J we can find k ∈ J such that
Qh ⊆ Fck . That is, Qh ∩ Fk = ∅. ✷
The following proposition is a generalisation of Lemma 3.4 in [49] for non coherent
spaces.
Proposition 4.10. If (X,G) is a sober space, then (Lens(X),⊇) is a dcpo and {{x} | x ∈
X} =max(Lens(X)).
Proof. Suppose that {Li}i∈I is a ⊇-directed family of lenses. Notice that if Li ⊇ Lj then
↑Li ⊇ ↑Lj and cl(Li) ⊇ cl(Lj ). It follows that {↑Li}i∈I and {cl(Li)}i∈I are directed
families of sets in (Q,⊇) and (F ,⊇), respectively. Consider
L=
⋂
↓Li =
⋂
↓
(↑Li ∩ cl(Li))= (⋂↓ ↑Li)∩ (⋂↓ cl(Li)).
Clearly F =⋂↓ cl(Li) is a closed set and by Proposition 2.4 we know that Q=⋂↓ ↑Li ∈
Q. So we only need to check that L = ∅. Suppose on the contrary that L =Q ∩ F = ∅.
Then by Lemma 4.9 there exist h, k ∈ I such that ↑Lh ∩ cl(Lk) = ∅. Since the family
{Li}i∈I is directed, we can find j ∈ I such that ↑Lh ⊇ ↑Lj and cl(Lk) ⊇ cl(Lj ). This
means that Lj = ∅, a contradiction since lenses are by definition non empty.
The last part of the proposition is trivial since {x} = ↑x ∩ ↓x is a lens. ✷
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Corollary 4.11. If (X,G) a sober space, then Lens(X) is a monocompact paving.
Now we are in a position to present our second main extension theorem.
Theorem 4.12. Let (X,G) be a locally compact sober space and let ν be a locally finite
continuous valuation on X. Then ν can be extended uniquely to a τ -smooth Borel measure.
Proof. Once again by Lemma 4.1, it suffices to show the result for finite valuations. Hence
we can assume ν(X) <∞. Let ν denote the unique extension of ν to a content on A(G).
By Corollary 3.6 it suffices to show that Lens(X) approximates ν on Cres(X). Suppose
G1\G2 ∈ Cres(X) and ε > 0. Without loss of generality we can assume G2 ⊆G1. Since
X is locally compact, then for each x ∈G1 there exist Qx ∈Q such that x ∈ int(Qx) and
Qx ⊆G1. Therefore
G1 =
⋃
x∈G1
int(Qx).
We have already noted that since G is a (∪f )-stable paving then the above union can
be rewritten as a directed union. Since ν is a continuous valuation, then there exist
x(1), . . . , x(n) ∈G1 such that
ν(G1)− ε < ν
(
n⋃
j=1
int(Qx(j))
)
.
Let Q =⋃nj=1Qx(j). Since Q is (∪f )-stable, then Q ∈ Q, Q ⊆ G1 and ν(G1) − ε <
ν(int(Q)). Now notice that G1 becomes partitioned into four disjoint crescents, namely
A = int(Q)\G2
B = G2 ∩ int(Q)
C = G2\int(Q)
D = (G1\G2)\int(Q).
Let L=Q\G2 (a lens). Then int(Q)\G2 ⊆ L⊆G1\G2 and
ν(G1\G2)− ν
(
int(Q)\G2
) = ν(A+D)− ν(A)
= ν(D)
 ν(C +D)
= ν(A+B +C +D)− ν(A+B)
= ν(G1)− ν
(
int(Q)
)
< ε.
Since Lens(X) is a monocompact paving, then ν can be extended uniquely to a measure
on the σ -algebra generated by A(G), i.e., the Borel σ -algebra of X. ✷
Corollary 4.13 [2, Corollary 4.3]. Let (X,) be a continuous dcpo and ν be a finite Scott
continuous valuation. Then ν can be extended uniquely to a τ -smooth Borel measure.
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5. Domain representations
Our main concern in this section is to embed a topological space (X,G) as a subspace of
a continuous dcpo (D,) in such a way that the relative Scott topology of D agrees with
G on X. Recall the following results:
Lemma 5.1. Let (D,) be a dcpo and ν∗ be a finite Scott continuous valuation on D.
(1) [25, Corollary 5.4] If D is continuous, then ν∗ is the least upper bound of a directed
set of simple valuations on D.
(2) [2, Theorem 4.1] If ν∗ is the least upper bound of a directed set of simple valuations,
then ν∗ extends uniquely to measure on σ(Gσ ).
Suppose that (X,G, ν) is a valuation space, ν is finite and continuous and (D,) is a
continuous dcpo. If there exists an embedding s : (X,G)→ (D,Gσ (D)), then the function
ν ◦ s−1 will be a Scott continuous valuation on (D,). Then by the previous lemma ν ◦ s−1
will be the least upper bound of directed set of simple valuations R on (D,) and will
extend uniquely to a Borel measure µ1 on σ(Gσ (D)). This is a very appropriate setting for
doing domain theoretic integration, since the domain theoretic integrals of the valuations
on R will provide partial approximations for the value of the integral with respect to
ν ◦ s−1. The only drawback is that although we know that µ1 is a measure on σ(Gσ (D))
we do not know whether X ∼= s[X] will be a measurable subset in σ(Gσ (D)). So it is not
clear if the restriction of µ1 to s[X] will determine a Borel measure on X which is an
extension of ν. The bottom line is that we do not know if the domain theoretic integral
with respect to ν ◦ s−1 will give the same value as the Lebesgue integral of any extension
of ν to a Borel measure. On the other hand if we know in advance that ν extends to a
Borel measure ν on σ(G), then we can consider the measure ν∗ = ν ◦ s−1 defined on
the σ -algebra Γ induced by s on D. That is, Γ = {E ⊆ D | s−1(E) ∈ σ(G)). Clearly
s[X] ∈ Γ and ν∗(s[X])= ν(X). If we restrict ν∗ to the Scott open sets of D we obtain a
Scott continuous valuation which by Lemma 5.1 extends uniquely to a Borel measure µ2
defined on σ(Gσ (D)). Obviously µ2 is the same measure as µ1 defined above, since they
agree on the π -system Gσ (D). The same is true for the restriction of ν∗ to σ(Gσ (D)).
Definition 5.2. Let (X,G) be a topological space and (D,) be a continuous dcpo. We
say that D is a Scott (S-) domain representation for X if (X,G) embeds as a subspace of
D with respect to the Scott topology.
We call these structures S-domain representations to distinguish them from other domain
representations for topological spaces [61,55,6,5]. For any T0 topological space X there
exists an algebraic lattice that is an S-domain representation for X [16, Lemma II-3.4].
Algebraic lattices are in particular stably compact spaces. Smyth [59, Proposition 16] and
Lawson [35, Theorems 18, 29; Example 31] have shown another way of embedding any
T0 topological space into a stably compact space. These embeddings combined with the
S-domain representations described below result in alternative S-domain representations
for arbitrary T0 topological spaces.
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We discuss three kinds of S-domain representations for a locally compact sober space
(X,G). The first one embeds X as the spectrum of the continuous semilattice (Q\{∅},⊇).
The second one as a subset of a compact Hausdorff ordered space. The third one as
maximal point space, i.e., the set of maximum elements of a continuous dcpo, such that
the relative Lawson and Scott topologies of the dcpo coincide with the patch topology of
X. This will enable us to approximate the measures constructed in the previous section
with directed sets of simple valuations, just as it happens with locally compact Hausdorff
spaces [10,9,13]. While the first and second classes of domain representations are simple
applications of the existing theory, the third one can be seen as an extension of Lawson’s
results [36,37] which relate closely to the representations defined in [70,10,12].
We will use the following definitions. A poset (P,) is called a (meet) semilattice if
every finite non empty subset of P has a greatest lower bound. A semilattice which is a
continuous dcpo is called a continuous semilattice. Let (L,,∧) be a semilattice. We say
that x ∈ L is prime if a ∧ b  x implies a  x or b  x for all a, b ∈ L. We define the
spectrum SpecL of L as the set of all non-maximum primes of L.
Note that if L is a continuous lattice, then the Lawson topology on L is compact and
Hausdorff [16, Theorem III-1.10].
5.1. Representation as the spectrum of Q
For a discussion of this representation when the space is Hausdorff the reader is referred
to Section 3 of [10]; for the relationship with the Smyth power-domain see Section 6.2.3
in [1]. See also [60, Exercise 7.7.8-15].
Proposition 5.3. Let (X,G) be a locally compact sober space. Then:
(1) (Q,⊇,∪) is a continuous semilattice with maximum element ∅.
(2) The map s :X → Q given by s(x) = sat({x}) = ↑x is an embedding of X onto
SpecQ with the relative Scott topology induced from (Q,⊇).
Proof. See [21, Corollary 2.17, Lemma 2.23, Proposition 2.24, Theorem 2.28]. ✷
Corollary 5.4. Let (X,G) be a locally compact sober space. Then (Q\{∅},⊇) is an
S-domain representation for X.
Notice that for all G ∈ G, the set G = {Q | Q ⊆ G} is a Scott open subset of
(Q\{∅},⊇). This shows that the Scott topology agrees with the upper Vietoris topology
[60, Section 7.4] on Q. Conversely for every Scott open set H in (Q\{∅},⊇) we have that
∇H =⋃{int(Q) |Q ∈H } ∈ G. It is not difficult to see that s[∇H ] =H ∩ s[X]. Note that
G=∇G, while H ⊆∇H .
5.2. Representation using compact ordered spaces
Recall that for a topological space (X,G) the pavings Gσ (X), Gλ(X), Gl (X), Gcc(X),
Gp(X) are the Scott, Lawson, lower, cocompact and patch topologies on X when defined.
We also write G(X) when we want to stress that G is the topology of X.
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Proposition 5.5. Let (X,G) be a locally compact sober space. Then:
(1) (G,⊆) is a continuous lattice (moreover a continuous Heyting algebra or continuous
frame).
(2) The map ΦX :X→ G given by ΦX(x) = X\cl(x) = X\↓x is an embedding of X
onto SpecG with the relative lower topology induced from (G,⊆).
(3) Let S = SpecG, then
• (X,G)∼= (S,Gl (G)s)
• (X,Gcc)∼= (S,Gσ (G)s)
• (X,Gp)∼= (S,Gλ(G)s).
Proof. See [20], [21, Theorem 4.4, Proposition 4.5]. ✷
The embedding ΦX reverses the order since x  y implies ΦX(y)⊆ΦX(x). Therefore
the corresponding topologies are in the inverse relation to what we want; that is, we are
looking for a continuous dcpo where the Scott topology restricts to the original topology
of the space. The fact that (G,⊆) is a continuous lattice implies that (G,Gλ(G)) is a
compact Hausdorff space. If we take the closure of ΦX[X] with respect to Gλ(G) we
obtain a compact ordered space, which is called the Fell compactification of X (see [35,
Section 7.8]). For simplicity we will make no distinction between X and ΦX[X] in the
following. Furthermore, we define the antispectrum (a(X),) of a locally compact sober
space (X,G) to be the continuous lattice (G,⊆). Then the last proposition can be rewritten
as:
X ⊆ a(X) (via ΦX)
G(X)= Gl
(
a(X)
)
X
Gcc(X)= Gσ
(
a(X)
)
X
Gp(X)= Gλ
(
a(X)
)
X.
Now consider the space (a(X),Gσ (a(X))), i.e., the antispectrum seen as a topological
space with the Scott topology corresponding to the order ⊆.
Then (a(X),Gσ (a(X))) is in particular a locally compact sober space; so we can
consider the antispectrum of this space to obtain
a(X)⊆ a(a(X))
Gσ
(
a(X)
)= Gl(a(a(X)))a(X)
Gcc
(
a(X)
)= Gσ (a(a(X)))a(X)
Gp
(
a(X)
)= Gλ(a(a(X)))a(X).
Since (a(X),) is a continuous lattice, it is in particular a continuous dcpo. Then
Gcc(a(X))= Gl (a(X)) and Gp(a(X))= Gλ(a(X)). Therefore
Gσ
(
a
(
a(X)
))
X = Gσ
(
a
(
a(X)
))
a(X)X = Gcc
(
a(X)
)
X
= Gl
(
a(X)
)
X = G(X).
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By a similar argument we can verify Gl (a(a(X)))X = Gcc(X) and Gλ(a(a(X)))X =
Gp(X). Then a(a(X)) is the continuous domain we are looking for. We abbreviate a(a(X))
as A(X). The situation is not so complicated as it might seem at first sight. Unwinding the
definitions we obtain that A(X) is the Scott topology of the lattice (G,⊆); for simplicity
we denote it by Scott(G,⊆). If we define s to be the composition of the embeddings
ΦX :X→ G and ΦG :G→ Scott(G,⊆) we obtain
s(y) = ΦG ◦ΦX(y)=ΦG
(
X\cl(y))= G\↓G(X\cl(y))
= G\{H ∈ G |H ⊆X\cl(y)}= {H ∈ G |H ∩ cl(y) = ∅}
= {H ∈ G | y ∈H } = η(y).
Where η is the function that maps every point in X to its completely prime filter of open
neighborhoods. Putting everything together we have:
Proposition 5.6. Let (X,G) be a locally compact sober space. Then
(1) (A(X),)= (Scott(G,⊆),⊆) is a continuous lattice.
(2) A(X) with the Lawson topology Gλ(A(X)) is a compact Hausdorff space.
(3) The map η :X→A(X) given by η(y)= {G ∈ G | y ∈G} is an embedding. If we let
S = η[X], then we have
• (X,G)∼= (S,Gσ (A(X))S)
• (X,Gcc)∼= (S,Gl (A(X))S)
• (X,Gp)∼= (S,Gλ(A(X))S).
Corollary 5.7. Let (X,G) be a locally compact sober space. Then (A(X),) is an
S-domain representation for (X,G).
Again for simplicity we write X ⊆ a(X) ⊆ A(X). Since (a(X),Gλ(a(X))) and
(A(X),Gλ(A(X))) are compact Hausdorff spaces, it follows that a(X) is a compact
subset of (A(X),Gλ(A(X))). Therefore the closure of X as a subset of (a(X),Gλ(a(X)))
is the same as the closure of X as a subset of (A(X),Gλ(A(X))), namely the Fell
compactification of X.
If (X,G) is second countable, then (G,⊆) is an ω-continuous dcpo, therefore
Scott(G,⊆) is a second countable topology. That is, (A(X),) is an ω-continuous dcpo as
well.
5.3. Representations using maximal point spaces
Following Lawson [36] (see also [42]) we define:
Definition 5.8. Let (X,G) be a topological space. We say that a continuous dcpo (D,)
is a maximal point hull (MP-hull) for X, if X is homeomorphic to max(D) as a subspace
of D with respect to the Lawson topology.
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We start by proving a technical lemma.
Lemma 5.9. If (X,G) is a locally compact sober space, then
(1) Lens(X) is a fundamental system of neighborhoods for the patch topology.
(2) If L1  L2, then there exists L ∈ Lens(X) such that intp(L1) ⊇ L and intp(L) ⊇
L2.
Proof. (1) It suffices to show that for any patch basic open G1 ∩ Qc1 ∈ Bp there exists
an L ∈ Lens(X) such that x ∈ intp(L) and L ⊆ G1 ∩ Qc1. Since x ∈ G1, then by local
compactness there exists Q2 ⊆G1 such that x ∈ int(Q2). In the same way since x ∈Qc1,
by the (wlc) property there exists F2 ∈F and Q3 ∈Q such that x ∈Qc3 ⊆ F2 ⊆Qc1. Now
x ∈ int(Q2)∩Qc3 ⊆Q2 ∩ F2 ⊆G1 ∩Qc1.
Let L=Q2 ∩F2 and observe that int(Q2)∩Qc3 is a patch basic open set.
(2) Suppose that L2 = Q ∩ F with Q ∈ Q and F ∈ F . Since (Q\{∅},⊇) and (F ,⊇)
are continuous domains, then there exist -directed families {Qi}i∈I and {Fj }j∈J in Q
and F , respectively, such that Q =⋂↓Qi and F =⋂↓Fj . In particular we have that
Qi QQ and Fj F F for all i, j . Therefore,
L2 =
⋂
↓
i
Qi ∩
⋂
↓
j
Fj =
⋂
↓
i,j
(Qi ∩ Fj )
it follows that there must exist i(0) and j (0) such that L1 Qi(0) ∩ Fj(0). By the interpo-
lation property of the way below relation [1, Lemma 2.2.15] we can find i(1) ∈ I , j (1) ∈
J and Kj(0), Kj(1) in Q such that Qi(0)QQi(1)Q Q and Fi(0)F Fi(1)F F
and,
L1 ⊇ Qi(0) ∩Fj(0)
⊇ int(Qi(0))∩Kcj(0) a patch open
⊇ Qi(1) ∩Fj(1) a lens
⊇ int(Qi(1))∩Kcj(1) a patch open
⊇ Q∩F = L2.
Letting L=Qi(1) ∩ Fj(1) we obtain the desired conclusion. ✷
The reader might immediately feel tempted to prove the converse of the second part
of the lemma in order to conclude that Lens(X) is a continuous dcpo. In particular this
would imply that (Lens(X),⊇) is locally compact. Unfortunately this only seems to be the
case when the patch topology is locally compact or, with the stronger requirement that X
is coherent. Hofmann and Mislove [21, Proposition 4.11] quote a result by Lawson that
establishes a sufficient condition for the patch topology to be locally compact.
The fact that Lens(X) is not necessarily a continuous dcpo deserves a bit more of
explanation. Suppose, for example, that L ∈ Lens(X) and {Qi}i∈I and {Fi}i∈I are directed
families in Q and F , respectively, with ↑L = (⋂↓Qi) and cl(L) = (⋂↓Fi). Then by a
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standard result in domain theory [1, Proposition 2.1.12] we know that L=⋂↓(Qi ∩ Fi).
On the other hand if {Li}i∈I is a directed family of lenses converging to L we know that
L = (⋂↓ ↑Li) ∩ (⋂↓ cl(Li)), but it is not necessarily the case that ↑L = (⋂↓ ↑Li) and
cl(L)= (⋂↓ cl(Li)). Notice that we are taking the canonical representatives of the lenses.
Another way of looking at this, is to consider the set ΛX= {(Q,F) ∈Q×F |Q∩F = ∅}
partially ordered by
(Q1,F1)1 (Q2,F2) if Q1 ⊇Q2 and F1 ⊇ F2,
i.e., the inherited order from Q×F as a Cartesian product of continuous dcpo’s. We have
that Q1 Q Q2 and F1 F F2 if and only if (Q1,F1)1 (Q2,F2). For any L ∈ Lens(X)
define L˜= {(Q,F) ∈ΛX | L=Q∩F }.
Notice that L˜ has a maximum element, that is (↑L, cl(L)). Now we want to refine the
order in ΛX as follows
(Q1,F1)2 (Q2,F2) if Q1 ∩ F1 ⊇Q2 ∩ F2,
i.e., we are giving an ordering for the classes L˜. Notice that (Q1,F1) 1 (Q2,F2)
obviously implies (Q1,F1) 2 (Q2,F2). The converse does not hold in general, but for
the maximum representatives of each class L˜ we have:(↑L1, cl(L1))1 (↑L2, cl(L2)) if and only if(↑L1, cl(L1))2 (↑L2, cl(L2)).
The important thing to notice is that (ΛX,2) is only a preordered space, not a poset. So
we might want to consider the quotient space ΛX/2. Which turns out to be isomorphic to
(Lens(X),⊇), therefore the equivalence classes are precisely the sets L˜ with L ∈ Lens(X).
As one might expect, strange things happen to the way below relation. The second part
of Lemma 5.9 is a consequence of the interpolation property of 1, i.e., (Q1,F1)1
(Q2,F2) implies that there exists (Q′,F ′) such that (Q1,F1)1 (Q′,F ′)1 (Q2,F2).
Equivalently
L˜1 2 L˜2 implies
(↑L1, cl(L1))1 (↑L2, cl(L2)).
Where 2 is the way below relation in the quotient space ΛX/2. For our purposes the
best solution is to stay with (ΛX,1), which can be seen as a space of ‘formal lenses’, and
forget about Lens(X) for the moment. The following theorem can be seen as a generalised
version of Lawson’s construction for Polish spaces.
Theorem 5.10. If (X,G) is a locally compact sober space, then (X,Gp) has an MP-hull
(ΛX,).
Proof. Define ΛX = {(Q,F) ∈ Q × F | Q ∩ F = ∅} partially ordered by (Q1,F1) 
(Q2,F2) if Q1 ⊇Q2 and F1 ⊇ F2. First we show that (ΛX,) is a continuous dcpo.
(1) Claim (ΛX,) is a dcpo. Suppose that {(Qi,Fi)}i∈I is a directed subset of ΛX.
Then clearly {Qi}i∈I and {Fi}i∈I are directed subsets of (Q,⊇) and (F ,⊇),
respectively. Let (Q,F) = (⋂↓Qi,⋂↓Fi). It is clear that if Q ∩ F = ∅, then
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⊔↑
i∈I (Qi,Fi) = (Q,F). If Q ∩ F = ∅, then by Lemma 4.9 there exist h, k ∈ I
such that Qh ∩ Fk = ∅. Since {(Qi,Fi)}i∈I is directed we can find j ∈ I with
(Qh,Fh), (Qk,Fk)  (Qj ,Fj ). Which implies Qj ∩ Fj = ∅, a contradiction.
Therefore (ΛX,) is a dcpo.
(2) Claim ΛX is a (Scott) closed subset of the Cartesian product Q× F of the dcpo’s
(Q,⊇) and (F ,⊇). This is immediate from the previous claim.
(3) Since ΛX is a closed subset of Q×F and (Q,⊇), (F ,⊇) are continuous dcpo’s it
follows that (ΛX,) is a continuous dcpo where (Q1,F1) (Q2,F2) if and only
if Q1 QQ2 and F1 F F2 (see [1, Proposition 3.2.4]).
To avoid confusion we distinguish the operators ⇑ and ↑ on X from the operators ⇑Λ
and ↑Λ on (ΛX,). Let the function s :X→ΛX be defined as s(x)= (sat({x}), cl(x))=
(↑x,↓x). For simplicity we abbreviate s(x) as x˜ . We claim that s is an embedding of
(X,Gp) onto max(ΛX) as a subspace ofΛX with the relative Lawson and Scott topologies.
In the following, (Q,F) denotes any element of (ΛX,).
(1) Claim: s[X] = max(ΛX). ⊆ Suppose that x˜ = (↑x,↓x) (Q,F). Then ↑x ⊇Q
and ↓x ⊇ F and it follows that {x} = ↑x∩↓x ⊇Q∩F . SinceQ∩F is non empty by
assumption, then Q∩F = {x}. Therefore ↑x =Q and ↓x = F , i.e., x˜ ∈max(ΛX).
⊇ Suppose that (Q,F) ∈max(ΛX). Since Q∩F = ∅ there must exist x ∈Q∩F .
Then ↑x ⊆ Q and ↓x ⊆ F , i.e., (Q,F)  x˜. Since we assumed that (Q,F) is
maximal, then (Q,F)= x˜ .
(2) Claim: s is continuous with respect to the Scott topology in ΛX. Since the set
{⇑Λ(Q,F) | (Q,F) ∈ ΛX} is a base for the Scott topology, it suffices to show
that s−1(⇑Λ(Q,F)) ∈ Gp for all (Q,F) ∈ ΛX. Now s−1(⇑Λ(Q,F)) = {x ∈ X |
(Q,F) x˜}. But (Q,F) x˜ if and only if QQ ↑x and F F ↓x . Notice that
QQ ↑x is equivalent to x ∈ int(Q). While F F ↓x if and only if there exists
Q1 ∈ Q such that F ⊇ Qc1 ⊇ ↓x , i.e., x ∈ intcc(F ). Therefore s−1(⇑Λ(Q,F)) =
int(Q)∩ intcc(F ) ∈ Gp .
(3) Claim: s is continuous with respect to the lower topology in ΛX. For all
(Q,F) ∈ΛX we have that s−1(↑Λ(Q,F)) = {x ∈ X | (Q,F)  x˜}. Notice that
(Q,F) x˜⇔ (↑x ⊆Q and ↓x ⊆ F)⇔ x ∈Q ∩ F . Therefore s−1(↑Λ(Q,F)) =
Q ∩ F ; a patch closed set. Since {⋃nk=1 ↑ΛIk | Ik ∈ ΛX, k ∈ N} is a base for the
closed sets of the lower topology in ΛX, the claim follows.
(4) Claim: s is continuous with respect to the Lawson topology in ΛX. Immediate from
the previous claims since the Lawson topology has as a subbase the union of the
Scott and lower topologies.
(5) Claim: s :X→max(ΛX) is an open map. Let G be a patch open set of X. Define the
Scott open set G on ΛX as G=⋃{⇑Λ(Q,F) |Q∩F ⊆G and (Q,F) ∈ΛX}.
Suppose that x ∈G, then by the proof of Lemma 5.9 we can find Q∩ F ∈ Lens(X)
such that x ∈ int(Q) ∩ intcc(F ) and Q ∩ F ⊆ G. It follows that QQ ↑x and
F F ↓x , i.e., (Q,F)  x˜ . This shows that x˜ ∈ G ∩ max(ΛX). Conversely
if x˜ ∈ G ∩ max(ΛX), then there exist (Q,F) ∈ ΛX such that Q ∩ F ⊆ G and
(Q,F) x˜. Then (Q,F) x˜ and x ∈Q ∩ F , which implies x ∈G. We conclude
that s[G] =G∩max(ΛX) is an open subset of max(ΛX).
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Since X is a T0 space, then s is clearly a one to one function. Therefore s is an embedding
and the conclusion follows. ✷
Notice that (ΛX,) is indeed an S-domain representation for (X,Gp), since for
every G ∈ Gp the set G = ⋃{⇑Λ(Q,F) | Q ∩ F ⊆ G} is Scott open in (ΛX,)
and s[G] = max(ΛX) ∩ G. Conversely, if H is Scott open in (ΛX,), then the set
∇H =⋃{int(Q)∩ intcc(F ) | (Q,F) ∈H } ∈ Gp and s[∇H ] =max(ΛX)∩H . This shows
that (ΛX,) is a model for (X,Gp) in the sense of Martin [42]. As with the representation
in Section 5.1 we have that G=∇G and H ⊆∇H .
Corollary 5.11. Let (X,G) be a T0 topological space. Then there exists a completely
regular topologyH on X such that G ⊆H and (X,H) embeds as a subspace of max(ΛX)
where (ΛX,) is a continuous domain equipped with the Lawson topology.
Proof. Recall that (X,G) embeds as a subspace of a stably compact space (πX,Gπ). By
the last theorem (πX, (Gπ)p) has an MP-hull (ΛX,). Let H be the subspace topology
induced on X by the patch topology (Gπ )p on πX. (X,H) is completely regular since
(πX, (Gπ)p) is completely regular. ✷
Let SΛX and LΛX denote the Scott and Lawson topologies on (ΛX,). As a corollary
of the discussion in the beginning of the section we have the following:
Proposition 5.12. Let (X,G) be a locally compact sober space. Suppose that ν is a finite
continuous valuation on (X,Gp). Then ν determines a Borel measure ν∗ on (ΛX,) that
agrees with ν on max(ΛX). Furthermore ν∗SΛX is the least upper bound of a directed set
of simple valuations on (ΛX,).
Proof. It suffices to notice that by Corollary 4.7 we can extend ν to a Borel measure ν on
σ(Gp). Let ν∗ = ν ◦ s−1 be the measure defined on the σ -algebra induced by s on ΛX,
then apply Lemma 5.1. ✷
Apart from the measures µ1 and µ2 discussed in the beginning of the section, the
valuation ν induces yet another measure on ΛX. Since (ΛX,SΛX) is a continuous dcpo,
it is in particular a locally compact sober space. For continuous dcpo’s the Lawson and
patch topologies agree and ν ◦ s−1 is a finite continuous valuation on (ΛX,LΛX). Then
by Corollary 4.7 ν ◦ s−1 extends to a Borel measure µ3 on σ(LΛX). Again µ3 and ν∗
agree on σ(LΛX) but we do not know if max(ΛX) belongs to σ(LΛX). This means that
Corollary 4.7 in general does not follow from Lemma 5.1 and Theorem 5.10. If (X,G) is a
second countable space, then µ1 = µ2 = µ3 and σ(SΛX)= σ(LΛX)⊆ Γ .
6. Stably locally compact spaces
In this section we discuss briefly the maximal point domain representations in the
particular case that the space is stably locally compact. We begin by comparing our
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extension results to those of Lawson [33] and Norberg and Vervaat [49] on capacities.
The following definitions and results are extracted from [49]. Let (X,G) be a topological
space and c :Q→ R+ be a monotone set function. c is a Q-capacity if for all x ∈ R+ if
c(Q) < x , then there exists G ∈ G such that Q ⊆G and c(Q′) < x for all Q′ ⊆G (outer
continuity). IfQ is (∩f )-stable and c satisfies c(Q1∪Q2)+c(Q1∩Q2)= c(Q1)+c(Q2),
then c is called a modular Q-capacity. If (X,G) is a locally compact sober space, then
a monotone set function c is a Q-capacity if and only if c(⋂↓Qi) = infi c(Qi), i.e., it
preserves filtered intersections [49, Proposition 2.2], [69, Theorem 15.4]. The following
proposition is an easy consequence of Satz 3.4 and Satz 3.5 in [63] and Theorem 5.4
in [49].
Proposition 6.1. Let (X,G) be a stably locally compact space. Then:
• if ν a is continuous valuation, then the function c :Q→ R+ defined as c(Q) =
infG⊇Q ν(G) is a modularQ-capacity satisfying ν(G)= supQ⊆G c(Q);
• if c is a modular Q-capacity, then the function ν :G → R+ defined as ν(G) =
supQ⊆G c(Q) is a continuous valuation satisfying c(Q)= infG⊇Q ν(G).
A topological space (X,G) has upper semicontinuous intersection 6 (usc) if for all
G1,G2 ∈ G and Q ∈Q with Q ⊆ G1 ∪G2, there exist Q1,Q2 ∈Q such that Q1 ⊆ G1,
Q2 ⊆G2 and Q⊆Q1 ∪Q2. Locally compact spaces [63, Lemma 3.3-(2)] have (usc). The
main extension result (Theorem 3.7) in [49] reads:
Proposition 6.2 (Norberg and Vervaat). Let (X,G) be a sober, (usc) space such that Q is
(∩f )-stable. Then any finite modularQ-capacity c extends uniquely to a compact measure
on the σ -algebra generated by B(X) ∪ Q. The (∪f )-closure of Lens(X) is a compact
paving approximating the measure.
Corollary 6.3. Let (X,G) be a stably locally compact space. Then every locally finite
continuous valuation ν extends uniquely to a compact measure ν on (X,σ(G ∪ Gcc)). The
(∪f )-closure of Lens(X) is a compact paving approximating this measure.
Proof. If X is stably locally compact, then it is locally compact sober and Q is (∩f )-
stable by definition. We noted that locally compact spaces have (usc). By Proposition 6.1 ν
determines a modular Q-capacity c(Q)= infG⊇Q ν(G). Since ν is locally finite then (see
Section A.2 in Appendix A) there exists a directed family of open sets {Gj }j∈I such that
X =⋃↑j∈I Gj and ν(Gj ) <∞ for all j ∈ I . It follows that for every Q ∈Q there exists a
finite IQ ⊆ I such that Q⊆⋃j∈IQ Gj . Therefore c(Q) ν(⋃j∈IQ Gj ) <∞. Hence, the
capacity c is finite and by the previous proposition it extends to a compact measure c on
the σ -algebra generated by B(X) ∪Q. That is, a measure on σ(G ∪ Gcc) since for stably
locally compact spaces Q is actually (∩)-stable (see Section A.1 in Appendix A). For all
G ∈ G we have that c(G)= supQ⊆G c(Q)= ν(G). ✷
6 Also found in the literature as Reichel’s property.
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Remark 6.4. The last corollary is not a consequence of Theorem 4.12, since the extension
given by the latter theorem is to a Borel measure on σ(G) not on σ(G ∪ Gcc). It is also
important to notice that σ(G ∪ Gcc)⊆ σ(Gp) but they are not necessarily equal.
Notice, however, that σ(G ∪ Gcc) contains the base Bp = {G ∩Qc | G ∈ G, Q ∈ Q}
for Gp . This suggests that we could try to extend ν to a patch continuous valuation νp .
Of course the only possible choice is to define νp as νp(G)= sup{ν(⋃ni=1 bi) | bi ∈ Bp,
bi ⊆ G, n ∈ N}. This has already been shown by Lawson [33] for finite continuous
valuations on stably compact spaces.
Proposition 6.5 (Lawson). Let (X,G) be a stably compact space. Then every finite
continuous valuation ν extends uniquely to a Radon measure ν on (X,σ(Gp)).
Again by Lemma 4.1 we have:
Corollary 6.6. Let (X,G) be a stably compact space. Then every locally finite continuous
valuation ν extends uniquely to a Radon measure ν on (X,σ(Gp)).
Corollary 6.7. Let (X,G) be a stably locally compact space. Then every locally finite
continuous valuation ν extends uniquely to a Radon measure ν on (X,σ(Gp)).
Proof. Once again it suffices to show the result when ν is finite. Let X⊥ be the space
obtained by adding a bottom element to X. That is, X⊥ = X ∪ {⊥} with ⊥  x for all
x ∈ X. Then G(X⊥) = G ∪ {X⊥} and clearly (X⊥,G(X⊥)) is a stably compact space.
Define ν(X⊥) = ν(X). Apply the previous proposition to extend ν to a Radon measure
ν on σ(Gp(X⊥)) and notice that ν({⊥}) = ν(X⊥) − ν(X) = 0 since ν is finite. Hence ν
restricts to a measure on σ(Gp) that agrees with ν. ✷
The next result shows that the spaces of lenses are MP-hulls for stably locally compact
spaces.
Theorem 6.8. Let (X,G) be a stably locally compact space and let ν be a locally finite
continuous valuation on X. Then,
(1) (Lens(X),⊇) is a coherent continuous dcpo.
(2) (Lens(X),⊇) is an MP-hull for (X,Gp).
(3) ν extends uniquely to a patch continuous valuation and to a Radon measure on
(X,σ(Gp)).
(4) If ν is finite, then ν∗Scott(Lens(X)) is the least upper bound of a directed set of simple
valuations on Lens(X).
Proof. For the first part notice that since Lens(X) ⊆ Kp (Proposition 4.8), then from
Lemma 5.9 and Proposition 2.4 we immediately get L1  L2 if and only if intp(L1)⊇ L2
for all L1,L2 ∈ Lens(X). From the proof of Theorem 5.10 mutatis mutandis we obtain
that (Lens(X),⊇) is a continuous dcpo. Suppose that {L1,L2} is bounded in Lens(X)
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then L1 ∩ L2 = ∅. Since Q is (∩f )-closed it follows that L1 ∩ L2 ∈ Lens(X). Therefore
(Lens(X),⊇) is a bounded complete continuous dcpo and hence a coherent dcpo [1,
Theorem 4.2.18, Exercise 4.3.11-10]. The rest of the claim follows from the previous
corollary and Proposition 5.12. ✷
Example 6.9. Consider [0,1] with its usual metric topology. Then (Lens[0,1],⊇) is
isomorphic to the upper space of [0,1], i.e., the set of compact subsets of [0,1] ordered
by reverse inclusion. If we consider ([0,1],) as a dcpo with the Scott topology, then
(Lens[0,1],⊇) is isomorphic to the subset of closed intervals of [0,1] ordered by reverse
inclusion.
7. Probabilistic power domains as stochastically ordered spaces
The main objective of this section is to characterise the normalised probabilistic power
domain of a stably locally compact space as a stochastically ordered space.
When the probabilistic power domain was introduced by Jones and Plotkin [25,26] the
order among simple valuations was characterised using a ‘splitting lemma’ (not to be
confused with the splitting lemma in measure theory as defined in [66]). Recall that if
(X,G) is a topological space and ν,µ ∈ P1X, then ν  µ if and only if ν(G) µ(G) for
all G ∈ G. For normalised valuations the splitting lemma states the following.
Proposition 7.1. Let (D,) be a dcpo and
ν1 =
∑
b∈|ν1|
rbδb, ν2 =
∑
c∈|ν2|
scδc
be elements of P1D. Then ν1  ν2 if and only if there exists a function f : |ν1| × |ν2| →
[0,1] such that for all b ∈ |ν1| and c ∈ |ν2|
(1) ∑c∈|ν2| f (b, c)= rb .
(2) ∑b∈|ν1| f (b, c)= sc .
(3) f (b, c) > 0 implies b c.
This result was shown by Preston [52, Proposition 2] using the Max-flow, Min-cut
theorem, which is the same argument used by Jones [26]. As Preston observes the result
seems to be folklore in probability theory but is difficult to know where it first appeared.
Strassen [62, before Theorem 6] quotes a paper by Dall’Aglio published in 1961. Since in
the last proposition the simple valuations ν1 and ν2 extend uniquely to probability measures
ν1 and ν2, this is equivalent to saying that there exists a probability measure P on D ×D
with marginals ν1 and ν2 and such that P(R)= 1 whereR = {(x, y) | x  y}. In general
the problem of finding distributions with given marginals can be stated as follows. Let
(X,Γ1,P1) and (Y,Γ2,P2) be probability spaces. Let Γ1 ⊗ Γ2 be the product σ -algebra
on X × Y . For all probability measures P on (X × Y,Γ1 ⊗ Γ2) we define the marginal
of P on X to be the probability measure on (X,Γ1) given by πXP(E) = P(E × Y ). In
a similar way we define the marginal πYP . Question: given (X,Γ1,P1), (Y,Γ2,P2) and
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R ∈ Γ1 ⊗ Γ2 can we find a probability P on (X × Y,Γ1 ⊗ Γ2) such that πXP = P1,
πYP = P2 and P(R) = 1? Strassen [62] studied this problem for Polish spaces and gave
necessary and sufficient conditions for the case R is a closed subset of X× Y . Since then,
the problem has been object of extensive research and a number of generalisations have
been given (see [29,14], [38, Chapter 2] for references).
In particular for a topologically partially ordered space (X,G,) the important question
becomes to determine if for two probability measures P1 and P2 on X, there exists a
probability measure P on (X × X,B(X) ⊗ B(X)) with marginals P1 and P2 such that
P(R)= 1. In many cases this happens to be equivalent to P1 being stochastically smaller
that P2. That is
∫
f dP1 
∫
f dP2 for all increasing continuous functions f :X→ R.
We denote this as P1 ≺ P2 (see [28,27]). Since this results holds in particular for
compact Hausdorff spaces, in the light of Proposition 2.3 we can obtain equivalent
characterisations for stably compact spaces. We start by recalling some definitions and
auxiliary results.
Definition 7.2 [45, Chapter II, Section 1]. Let (X,G,) be a pospace. X is a completely
regular ordered space (CRO-space) or uniformizable pospace if
(1) For all x ∈X andG ∈ G with x ∈G, there exist two continuous functions f,g :X→
[0,1], such that f is increasing, g is decreasing, f (x)= g(x)= 1 and min(f, g) is
identically zero in Gc.
(2) If x, y ∈X and x  y , then there exists a continuous increasing function f :X→R
such that f (x) > f (y).
Proposition 7.3 (Nachbin). Every compact pospace is a CRO-space. Every subspace of a
CRO-space is a CRO-space.
Proof. See Theorem 7 in Chapter II of [45]. ✷
In fact, it can be shown that every CRO-space arises as a subspace of a compact pospace
[35, Theorem 5].
Corollary 7.4. Let (X,G) be a locally compact sober space and S its specialisation
order in G. Then (X,Gp,S) is a CRO-space. In particular every continuous dcpo with
the Lawson topology is a CRO-space.
Proof. This is immediate from the previous proposition and Propositions 2.3 and 5.6. ✷
It is important to notice that, contrary to what happens with compact pospaces, there
exist examples of completely regular pospaces which are not CRO-spaces [14, Section 7].
That is why the proof of the previous corollary relies on the fact that (X,Gp,S) is a
subspace of a compact pospace.
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For a topological space (X,G), where a partial order is defined, let E↑X denote the
space of increasing bounded continuous real functions. Recall the following result due to
D.A. Edwards
Proposition 7.5 [14, Theorems 6.1, 7.1]. Let (X,H,) be a CRO-space and let ν and µ
be Radon probability measures on (X,B(H)). Then the following conditions are equivalent
(1) ν ≺ µ, i.e., ∫ f dν  ∫ f dµ for all f ∈ E↑X.
(2) There exists a probability measure P on (X ×X,σ(H ⊗H)) with marginals ν, µ
and P(R)= 1.
(3) ν(G) µ(G) for all upper open G⊆X.
(4) ν(F ) µ(F) for all upper closed F ⊆X.
(5) ∫ f dν  ∫ f dµ for all increasing bounded upper semicontinuous functions
f :X→R.
(6) ∫ f dν  ∫ f dµ for all increasing bounded lower semicontinuous functions
f :X→R.
Compare also with Corollary 7 in [56]. Now we can state the main results of the section.
Theorem 7.6. Let (X,G) be a stably compact space. Let ν, µ be elements of P1X and ν, µ
denote its unique extensions to Radon measures on (X,B(Gp)), respectively. Then ν  µ
if and only of ν ≺ µ.
Proof. By Proposition 2.3 we know that (X,Gp,S) is a compact pospace, hence a CRO-
space, where the increasing open sets are precisely the sets in G. The conclusion follows
from the equivalence of (1) and (3) in the last proposition. ✷
Corollary 7.7. Let (X,G) be a stably locally compact space. Let ν, µ be elements of P1X
and ν, µ denote its unique extensions to Radon measures on (X,B(Gp)), respectively. Then
ν  µ if and only if ν ≺ µ.
Proof. Apply the previous theorem to the space (X⊥,G⊥) defined in the proof of
Corollary 6.7. Let P be the probability distribution given by part (2) of Proposition 7.5.
Notice that P({⊥}×X)= 0. Therefore P restricts to a probability measure on X×X with
marginals ν and µ. ✷
Remark 7.8. If (X,G) is a locally compact sober space, then we know (X,Gp,S) is
a CRO-space. Nevertheless for a valuation ν ∈ P1X we only know that ν extends to a
probability measure on B(G) but not necessarily on B(Gp).
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If (X,G) is a second countable, locally compact sober space then (X,Gp) is a Polish
space [21, Corollary 4.6] and σ(G)= σ(Gp). In a Polish space all probability measures are
Radon [19, Proposition P.5.19] therefore we have the following:
Proposition 7.9 (Norberg). Let (X,G) be a second countable, locally compact sober
space. Let ν, µ, be elements of P1X and ν, µ denote their unique extensions to Radon
measures on (X,B(Gp)) respectively. Then ν  µ if and only if ν ≺ µ.
Proof. See [47, Theorem 4.16]. ✷
Norberg has also characterised the weak convergence of probability distributions on
continuous dcpo’s [48].
8. Concluding remarks and future work
We summarise the main results of the paper. (X,G) denotes a topological space and
ν :G→R+ is a continuous valuation.
• If every finite continuous valuation on X extends uniquely to a Borel measure, then
every locally finite continuous valuation on X extends uniquely to a Borel measure.
• If X is regular or X is locally compact sober, then every locally finite valuation ν
extends uniquely to a Borel measure.
• If X is locally compact sober and Gp is the patch topology, then (X,Gp) can be
embedded as the set of maximal elements of a continuous dcpo (ΛX,) endowed
with the Scott or Lawson topologies. Furthermore, if X is stably locally compact,
then ΛX can be assumed to be coherent.
• Suppose that X is stably locally compact and ν, µ are continuous valuations on X
with ν(X) = µ(X) = 1. Let ν, µ denote the unique extensions of ν, µ to Radon
measures on σ(Gp) and let S be the specialisation order in (X,G). The following
conditions are equivalent:
(1) ν  µ, i.e., ν(G) µ(G) for all G ∈ G.
(2) ν ≺ µ, i.e., ∫ f dν  ∫ f dµ for all bounded increasing continuous functions
f :X→R, where X is topologised with Gp and partially ordered by S .
(3) There exists a probability measure P on X × X such that ν(E) = P(E × X),
µ(E) = P(X × E) for all E ∈ B(X) and P(RS ) = 1, where RS = {(x, y) |
x S y}.
The question whether in sober spaces continuous valuations extend uniquely to
Borel measures remains open. Other authors (see [44], for example) have studied the
extension problem in arbitrary topological spaces on an abstract setting. Nevertheless their
considerations seem to center around the set of closed and compact sets of the space.
Outside Hausdorff spaces there exist large classes of topological spaces, including many
continuous dcpo’s, were the only closed and compact set is the empty set. This suggests
that a more careful and specialised approach is needed for studying these spaces. Properties
of T0 spaces like sobriety, which for Hausdorff spaces are irrelevant, are likely to play a
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major role in these investigations. We hope that the present work highlights some of the
considerations that are to be taken into account.
The equivalence between the pointwise order for continuous valuations with the
stochastic order for their extensions to Borel measures, should shed some light in many
issues regarding topologies and convergence in spaces of valuations. Considering the
equivalence between stably compact spaces and compact pospaces it is not surprising that
many results in classical measure theory can be extended to a non Hausdorff setting. On
the other hand the fact that all continuous dcpo’s are uniformizable pospaces with respect
to the Lawson topology has not received too much attention. It would be interesting to
determine to what extent classical results in measure theory for Hausdorff spaces can be
extended to this setting.
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Note added in proof
While the present work was under revision J.D. Howroyd [23], and Lawson and Lu
(‘Riemann and Edalat integration on domains’, to appear) made important contributions to
the area of domain theoretic integration. See also [3] for further related results.
Appendix A
A.1. Compactness of the patch topology and lenses
Proposition A.1. If (X,G) is coherent, then
(1) Q is (∩)-stable.
(2) Q⊆Kp .
(3) (X,Gp) is compact if and only if X ∈Q.
(4) lens(X)⊆Kp .
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Proof. (1) Since Q is (∩f )-stable, then any arbitrary intersection can be rewritten as a
filtered intersection. The conclusion follows from Proposition 2.4.
(2) The argument is similar to the one in the proof of Theorem III-1.9 in [16]. Suppose
that P ∈ Q. By Alexander’s Lemma (see [30, Theorem 5.6], for example) it suffices to
show that every open cover of patch subbasic opens for Q has a finite subcover. Suppose
that P ⊆⋃i∈I Qci ∪⋃j∈J Gj where Qi ∈ Q and Gj ∈ G for all i ∈ I and j ∈ J . Let
Q = (⋃i∈I Qci )c = ⋂i∈I Qi . Then P ∩ Q ⊆ ⋃j∈J Gj and by part (1) we know that
P ∩Q ∈ Q. So there exists a finite Jf ⊆ J such that P ∩Q ⊆⋃j∈Jf Gj = G. Again,
since G is open and P ∩ Q ⊆ G, by Proposition 2.4 there exists a finite If ⊆ I such
that P ∩⋂i∈If Qi ⊆ G. Hence P ∩Gc ⊆⋃i∈If Qci . Since X = G ∪ Gc it follows that⋃
i∈If Q
c
i ∪
⋃
j∈Jf Gj is a finite subcover for P .
(3) If X /∈Q, then there exists an open cover C ⊆ G for X that does not admit a finite
subcover. But C is also a open cover for X in the patch topology. Therefore X cannot be
compact. Conversely if X ∈Q, then by part (2) we have that X ∈Kp .
(4) Suppose that L ∈ lens(X). Then L = Q ∩ F . Notice that F ∈ Fp and by part (2)
we know that Q ∈Kp . The conclusion follows since the intersection of a closed set with a
compact set is always compact. ✷
Regarding part (3), quite often the phrase ‘on a coherent space the patch topology is
compact’ is found in the literature. If we define coherence as sobriety plus Q is closed
under finite intersections, then this is correct provided that we implicitly allow the empty
intersection, which means X ∈Q. This consideration is often forgotten by some authors.
It is not difficult to show that on a coherent space the cocompact topology is locally
compact, and that (wlc) implies that the space is stably locally compact.
A.2. Proof of Lemma 4.1
Recall the following result.
Proposition A.2 (Carathéodory). Suppose that A is an algebra on X.
• Let µ :A→ R+ be a content. Then µ is countably additive if and only if for every
decreasing sequence (An)n∈N in A such that (An)↓∅, we have that limn µ(An)= 0.
• If µ :A→R+ is a content which is countably additive on A, then it can be extended
to a measure on σ(A).
Proof. See Theorems 3.1.1 and 3.1.4 in [8]. ✷
It is important to notice that the content in the first part of the proposition is assumed to
be finite. Countable additivity on A does not assume that A is a σ -algebra.
Proposition A.3. Let S be a semialgebra and µ :S→R+ be a set function. Suppose that
• if C ∈ S is the union of a finite collection {Ci}ni=1 of disjoint sets in S , then
µ(C)=∑ni=1 µ(Ci), i.e., µ is finitely additive on S ,
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• if C ∈ S is the union of a disjoint sequence {Cn}n∈N of sets in S , then µ(C) ∑
n∈Nµ(Cn), i.e., µ is σ -subadditive on S .
Then µ can be extended uniquely to a countably additive content on A(S).
Proof. See [53, Exercise 12.2-(4)]. ✷
As an immediate consequence of the second part of Proposition A.2 we obtain,
Corollary A.4. Let S be a semialgebra and let µ :S→ R+ be a set function. Suppose
that µ is finitely additive and σ -subadditive on S , then µ can be extended uniquely to a
measure on σ(S).
Let (X,G) be a topological space and ν be a continuous valuation on X. Consider the
following property
(†) There exists a directed family of open sets {Gj }j∈I such that X =⋃↑J∈I Gj and
ν(Gj ) <∞ for all j ∈ I .
We claim that ν is locally finite (see Section 1) if and only if (†) holds. It is easily
seen that (†) implies that ν is locally finite. Conversely if ν is locally finite, then for all
x ∈ X there exist Gx ∈ G such that x ∈ Gx and ν(Gx) <∞. Then by modularity of ν
we have that ν(
⋃
x∈F Gx) 
∑
x∈F ν(Gx) <∞ for all finite F ⊆ X. Therefore the set
{⋃x∈F Gx | F ⊆f X} is directed and satisfies (†). Now it is possible to give the proof of
Lemma 4.1.
Lemma 4.1. Let (X,G) be a topological space such that every finite continuous valuation
on X extends uniquely to a Borel measure. Then every locally finite continuous valuation
on X extends uniquely to a Borel measure.
Proof. Let ν be a locally finite continuous valuation on X. By (†) there exists a directed
family of open sets {Gj }j∈I such that X =⋃↑j∈I Gj and ν(Gj ) <∞ for all j ∈ I . We
can assume that the set I is directed with respect to a preorder  such that j  k implies
Gj ⊆Gk , i.e., {Gj }j∈I is a monotone net. For each j ∈ I , we define the valuation νj as
νj (G)= ν(G ∩Gj) for all G ∈ G, i.e., the restriction of ν to Gj . It is easy to check that
νj is a finite continuous valuation on X [18, Section 3.3]. Then by hypothesis it extends
uniquely to a Borel measure νj . Let ν : Cres(X)→R+ be defined as ν(C)= supj∈I νj (C).
We claim that ν is an extension of ν and satisfies the conditions of Proposition A.3.
(1) Claim: ν is an extension of ν. Suppose that G ∈ G, then
ν(G) = sup
j∈I
νj (G)= sup
j∈I
ν(G∩Gj )
= ν(G) since X =
⋃↑
j∈I Gj and ν is continuous.
(2) Claim: for all C ∈ Cres(X) the set {νj (C)}j∈I is -directed. Suppose that C =
H2\H1 with H1,H2 ∈ G and H1 ⊆H2. If j, k ∈ I with j  k, then
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νk(C ∩Gj) = νk(H2 ∩Gj)− νk(H1 ∩Gj) since νk is finite
= νk(H2 ∩Gj)− νk(H1 ∩Gj)
= ν(H2 ∩Gj ∩Gk)− ν(H1 ∩Gj ∩Gk)
= ν(H2 ∩Gj)− ν(H1 ∩Gj) since Gj ⊆Gk
= νj (H2)− νj (H1)
= νj (C).
Then note that,
νk(C) = νk(C ∩Gj)+ νk(C\Gj )= νj (C)+ νk(C\Gj)
 νj (C).
(3) Claim: ν is finitely additive. Suppose that C1,C2,C1 ∪ C2 ∈ Cres(X) with C1 ∩
C2 = ∅. If we consider the continuous dcpo (R+,), it is not difficult to see that
+ :R+ ×R+ →R+ is a Scott continuous function, therefore
ν(C1 ∪C2) = sup
j∈I
νj (C1 ∪C2)
= sup
j∈I
(
νj (C1)+ νj (C2)
)
= sup
j∈I
νj (C1)+ sup
j∈I
νj (C2) since both sets are directed
= ν(C1)+ ν(C2).
(4) Claim: ν is σ -subadditive. Suppose that C ∈ Cres(X) is the union of a disjoint
sequence {Cn}n∈N in Cres(X). Since ν(Cn) = supj∈I νj (Cn) it follows that
νj (Cn)  ν(Cn) for all n ∈ N. Hence ∑n∈N νj (Cn) ∑n∈N ν(Cn) for all j ∈ I .
We conclude that
ν(C) = sup
j∈I
νj
(∑
n∈N
Cn
)
= sup
j∈I
∑
n∈N
νj (Cn) since νj is a measure

∑
n∈N
ν(Cn).
By the previous corollary ν extends uniquely to a measure on σ(Cres(X))= B(X). ✷
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