A unifi ed motion planning method for a multifunctional underwater robot such as swimming, walking, and grasping objects. 2 The robot is equipped with a redundant degree-of-freedom manipulator, and has two outstanding features: one is its robustness in the event of problems, and the other is its multifunctionality, which enables its use not only as an arm, but also as a fi nger for gripping objects, or as a fi n for swimming.
Introduction
The fi eld of underwater robotics is currently enjoying a period of great interest and growth. Applications for such robots include the exploration of deep-sea environments, cable maintenance, monitoring of subsurface structures, and biological surveys. 1 We have been developing a multifunctional underwater robot that can perform various tasks
Motion planning problem
In this study, we dealt with two motion planning problems for a multifunctional underwater robot. One was a reaching task requiring a path-planning task for the robotic manipulator, and the other was a thrust force generation task for the robot itself. The reaching task entailed obtaining an optimum sequence of postures in fl uid, and optimum planning was used to minimize energy consumption caused by the fl uid drag force. We considered a movable underwater robot equipped with a manipulator in the thrust force generation task. This robot generates a fl uid drag force to move forward by moving the manipulator. In this task, the objective function is to maximize the distance advanced. Figure 2 shows the coordinate system and parameters of the manipulator. x and y represent the horizontal and vertical directions, respectively, l i is the length of the i-th link, and θ i is its angle. The links are assumed to be columnar in shape. The joints should also be small enough in relation to the links to allow omission of the fl uid drag forces acting on the joint in the calculation. S is defi ned as the manipulator posture, which is a vector composed of the angles of the links, given by
Manipulator coordinate system
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The point of the tip of the n-th link becomes the position of the end effecter. The point is given by
The coordinates of the other links can be found by using Eq. 2. The notation P represents the sequence of manipulator postures by which the target posture is achieved from the initial posture. This is given by
where s init is the initial posture when the manipulator begins to move in the initial posture, s end is the target posture at which the end effecter reaches the target coordinates, j is the number of posture changes, and S j is the j-th manipulator posture.
Fluid drag force
The fl uid drag force is given by
where D is the diameter of the column, C d is the drag coeffi cient, C m is the added mass coeffi cient, u is the velocity of a link moving through the fl uid, and ρ is the density of the fl uid. Since the velocity of the link is quite small, the second term on the right-hand side of Eq. 4 can be omitted. The fl uid drag force acting on each link is shown as follows, using Eq. 4 (Fig. 3 ).
where f i and Ti are given by
Reaching task
As multifunctional underwater robots are operated in submarine environments, it is necessary to consider the infl uence of fl uid drag forces caused by sea currents. Accordingly, we considered a motion planning problem to minimize the amount of energy consumed by such forces. This energy is determined by the torque acting on the joints and angles of the links that move over a certain period. In this motion planning problem, the cost function is formulated using the amount of energy consumed. When the manipulator posture changes from s A to s B , the approximate cost function is 
where n is the number of links, dθ i is the angle of the i-th link in the manipulator posture S i , and ΔE denotes the energy consumption caused by mechanical friction. The total cost is provided using Eq. 8 as
In the reaching task, the motion planning problem is formulated as an optimization problem involving the minimization of the total cost in Eq. 9.
where P ALL denotes the set of all executable motion planning in the motion planning problem. In this article, the positive energy obtained from the current is not considered.
Thrust force generation task
In this section, we describe a motion planning problem involving the generation of a thrust force for a movable underwater robot. The robot is able to move forward using the fl uid drag force that acts on the manipulator. Here, it is assumed that the body of the robot is constrained by a rail. As a preliminary experiment, one-dimensional motion is considered. For simplicity, the effect of the added mass related to the fl uid is assumed to be negligible, and it is considered that fl uid drag forces act on the main body and on each link. The motion equation for the body is given by
Mx F F carrige x i i
where M is the mass of the movable underwater robot. F carrige denotes the fl uid drag force acting on the body of the robot except for the force on the links, F x,i denotes the fl uid drag force of axial component x that acts on the i-th link, and n is the number of links of the manipulator. In this problem, the optimum planning involves motion to maximize the distance that the robot advances.
Unifi ed motion planning method
Motion planning problems for multifunctional underwater robots are modeled as fi nite-horizon Markov decision processes. The optimum motion planning for each task is obtained using dynamic programming.
Markov decision processes
The state transitions of the robot are represented as a network, as shown in Fig. 4 . In this network, each node denotes a manipulator posture, and the directions of the arrows denote the direction of the change in posture. f(s i , s i+1 ) is the objective function when the robot's posture changes from s i to s i+1 . In the reaching task, objective functions consume energy as a result of the fl uid drag force. On the other hand, such functions represent advances in distance in the thrust force generation task. The motion planning problem is therefore considered as a graph-search problem.
Assuming that the Markov property is confi rmed, the motion planning problem is considered as a Markov decision process, which forms a framework for planning that effectively captures the essence of purposeful activity in various situations. A Markov decision process is defi ned by its state and its action sets, and by the one-step dynamics of the environment. 
where S is the state set, A is the action set, and γ is the discount factor. The optimum policy is obtained by solving Eq. 12 using standard dynamic programming, and represents optimum motion planning for various tasks. Here, the standard value iteration method is used to solve the Bellman equation.
Discretization of state space
In this section, we describe the random network used as the state transition network. The state space should be discretized in standard dynamic programming. In the conventional method, it is discretized in the form of a lattice, but this technique suffers from "the curse of dimensionality." This is a phenomenon by which the number of states increases in exponentially. A random network that discretizes the state space at random has been developed as a way to avoid this issue. 6, 7 In this study, the state transition network was produced using a random network, which 
Experiment and results
To confi rm the validity of the proposed method, several experiments involving two tasks for the multifunctional underwater robot were conducted. One was a reaching task, and the other was a thrust force generation task. Figure 5 shows the settings of the multifunctional underwater robot in the two tasks.
Experiment 1: reaching task
The aim of Experiment 1 was to verify whether the proposed method could achieve motion planning to minimize the energy consumed by fl uid drag. In the experiment, a 4-DOF manipulator was used. The parameters of the experiment were set as follows:
, and θ lim it = 1.57 [rad] , where θ lim it is the angle within which the links of the manipulator can rotate. To enable a comparison of the results, three motion planning sets were used: Planning 1 aimed to reach the target posture within the shortest time, Planning 2 was generated through unifi ed motion planning using the lattice network, and Planning 3 was generated through unifi ed motion planning using the random network. The lattice network was provided by discretizing the state space in the form of a lattice. Each dimension of the state space was divided evenly into 11 parts. The number of nodes was 11 4 = 14,641 and the number of links per node was 80 in this network. On the other hand, the random network was provided by discretizing the state space at random. The number of nodes was 8000, and the number of links per node was 50 in this network. The simulation was executed 10 times, and the performance was evaluated from an average of the results. Figures 6-8 show the motion planning obtained by the simulation of the reaching task. All planning sets were able to achieve the motion required for each the target posture from the initial posture. Table 1 shows the cost and the computation time for Experiment 1. Planning 2 has the smallest cost among the three motions, although its computation time is the longest. The computation time of Planning 3 is half that of Planning 2. Planning 3 is the most effective solution in terms of the two factors of the computation time and cost. We also noted that the motion of the best solution shown in Figs. 7 and 8 takes advantage of the sea current.
Experiment 2: thrust force generation task
The aim of this experiment was to verify whether the proposed method could achieve the generation of thrust force motion. In the experiment, a movable underwater robot equipped with a 3-DOF manipulator was used. The parameters of the experiment were set as follows: In the random network, the number of nodes was 600, and the number of links per node was 50. To allow a comparison of the results, two sets of motion planning were used. Planning 4 was generated through unifi ed motion planning using the lattice network, and Planning 5 was generated through unifi ed motion planning using the random network (Fig. 9) . Figures 10 and 11 show the motion planning obtained by the simulation of the thrust force generation task. In both cases, the motion of the manipulator consists of a fl utter kick for swimming. Table 2 shows the average velocity and the computation time for Experiment 2. Planning 4 is superior to Planning 5 in terms of average velocity, and the computation time of Planning 5 is half that of Planning 4. Planning 5 is the most effective solution in terms of the two factors of average velocity and computation time.
Summary and conclusions
We have developed unifi ed motion planning for multifunctional underwater robots. The motion planning problems were modeled as Markov decision processes, and optimum motion planning was obtained using standard dynamic programming. The proposed method can generate motion planning for a variety of tasks using a single algorithm. In addition, it uses random networks to allow a reduction of the computation time involved. The method avoids "the curse of dimensionality," since the number of nodes is independent of the number of state variables. The validity of the method was confi rmed through two experiments. The drawback to the random network approach is that the quality of the best solution varies greatly due to the random locations of the state nodes. That is, the solution depends on the initial design of the random network. It is necessary to develop a method to suppress this variance. In future work, we will utilize the conjugate gradient method to solve the problem of solution variance in the random network approach. This method uses an algorithm to fi nd the nearest local minimum of a function of variables, presupposing that the gradient of the function can be computed. The locations of the nodes in the solution are modifi ed using the conjugate gradient method to improve the quality of the solution. Accordingly, this approach is expected to reduce the variance of the solutions obtained using random networks. 
