Nowhere dense graph classes, introduced by Nešetřil and Ossona de Mendez [2010, 2011], form a large variety of classes of "sparse graphs" including the class of planar graphs, actually all classes with excluded minors, and also bounded degree graphs and graph classes of bounded expansion.
INTRODUCTION
Algorithmic metatheorems attempt to explain and unify algorithmic results by proving tractability not only for individual problems but for whole classes of problems. These classes are typically defined in terms of logic. The meaning of tractability varies. For example, it may be linear or polynomial time solvability, fixed-parameter tractability, or polynomial time approximability to some ratio. The prototypical example of an algorithmic metatheorem is Courcelle's theorem [Courcelle 1990 ], stating that all properties of graphs of bounded tree width that are definable in monadic second-order S. Kreutzer's research was partially supported by the European Research Council (ERC) under the European Union's Horizon 2020 research and innovation programme (grant agreement 648527). Authors' addresses: M. Grohe, RWTH Aachen, Lehrstuhl für Informatik 7, Logik und Theorie diskreter Systeme, Ahornstr. 55, 52074 Aachen, Germany; email: grohe@informatik.rwth-aachen.de; S. Kreutzer, Technische Universität Berlin, Institut für Softwaretechnik und Theoretische Informatik, Lehrstuhl für Logik und Semantik, Sekr. TEL 7-3, Ernst-Reuter-Platz 7, 10587 Berlin, Germany; email: stephan.kreutzer@tu-berlin.de; S. Siebertz (current address), University of Warsaw, Institute of Informatics, Faculty of Mathematics, Informatics and Mechanics, ul. Banach 2, 02-097 Warsaw, Poland; email: siebertz@mimuw.edu.pl. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested fromlogic are decidable in linear time. Another well-known example is the result of Papadimitriou and Yannakakis [1991] that all optimization problems in the class MAXSNP, which is defined in terms of a fragment of existential second-order logic, admit constantratio polynomial time approximation algorithms. There is rich literature on algorithmic metatheorems (see Bodlaender et al. [2009] , Courcelle et al. [2000 Courcelle et al. [ , 2001 , Dawar et al. [2006 Dawar et al. [ , 2007 , Dvorak et al. [2010] , Elberfeld et al. [2010] , Frick and Grohe [2001] , Gajarsky et al. [2015] , Kreutzer and Tazari [2010a, 2010b] , and Seese [1996] , and the surveys of Grohe [2007 Grohe [ , 2014 , Grohe and Kreutzer [2011] , and Kreutzer [2011] ). Although the main motivation for proving such metatheorems may be to understand the "essence" and the scope of certain algorithmic techniques by abstracting from problemspecific details, sometimes metatheorems are also crucial for obtaining new algorithmic results. Two recent examples are the quadratic time algorithm for a structural decomposition of graphs with excluded minors from Grohe et al. [2013] , which builds on Courcelle's theorem in an essential way, and the logarithmic space algorithm for deciding embeddability of a graph in a fixed surface [Elberfeld and Kawarabayashi 2014] , which uses Elberfeld, Jakoby, and Tantau's logspace version of Courcelle's theorem [Elberfeld et al. 2010] . Furthermore, metatheorems often give a quick and easy way to see that certain problems can be solved efficiently (in principle), such as in linear time on graphs of bounded tree width. Once this has been established, a problemspecific analysis may yield better algorithms-even though implementations of, for instance, Courcelle's theorem have shown that the direct application of metatheorems can yield competitive algorithms for common problems such as the dominating set problem (see Langer et al. [2012] ).
In this article, we prove a new metatheorem for first-order logic on nowhere dense classes of graphs. These classes were introduced by Ossona de Mendez [2010, 2011] as a formalization of classes of "sparse" graphs. All familiar examples of sparse graph classes, like the class of planar graphs, classes of bounded tree width, classes of bounded degree, and indeed all classes with excluded topological minors, are nowhere dense. Figure 1 shows the containment relations between these and other sparse graph classes.
1 "Nowhere density" turns out to be a very robust concept with several seemingly unrelated natural characterizations (see Ossona de Mendez [2010, 2011] and the textbook [Nešetřil and Ossona de Mendez 2012] ). Furthermore, Nešetřil and Ossona de Mendez [2011] established a clear-cut dichotomy between nowhere dense and somewhere dense graph classes. The exact definition of nowhere dense graph classes is technical, and we defer it to Section 3. THEOREM 1.1. For every nowhere dense class C and every ε > 0, every property of graphs definable in first-order logic can be decided in time O(n 1+ε ) on C.
In particular, deciding first-order properties is fixed-parameter tractable (parameterized by the length of the input formula) on nowhere dense graph classes.
2 Deciding first-order properties of arbitrary graphs is known to be complete for the parameterized complexity class AW[ * ] and thus unlikely to be fixed-parameter tractable [Downey et al. 1996] .
1 Notably, classes of bounded average degree or bounded degeneracy are not necessarily nowhere dense. To be precise: for every k ≥ 2, the class of all graphs of degeneracy at most k is somewhere dense. This is reasonable, because every graph can be turned into a graph of degeneracy 2 by simply subdividing every edge once. Recall that a graph has degeneracy at most d if every subgraph has a vertex of degree at most d. Degeneracy at most d implies that the graph and all of its subgraphs have average degree at most 2d and hence have a linear number of edges. However, graphs in nowhere dense classes can have as many as n 1+ε edges and are therefore not necessarily degenerate. 2 There is a minor issue regarding nonuniform versus uniform fixed-parameter tractability; see Remark 3.2. Nešetřil and Ossona de Mendez [2012] already proved that deciding properties definable in existential positive first-order logic is fixed-parameter tractable on nowhere dense graphs. Dawar and Kreutzer [2009] showed that dominating set (parameterized by the size of the solution) is fixed-parameter tractable on nowhere dense graphs. Our theorem implies new fixed-parameter tractability results on nowhere dense graphs for many other standard parameterized problems, such as connected dominating set and digraph kernel (both parameterized by the size of the solution), Steiner tree (parameterized by the size of the tree), and circuit satisfiability (parameterized by the depth of the circuit and the Hamming weight of the solution). The last result requires the generalization of our theorem from graphs to arbitrary relational structures, which is straightforward.
Our theorem can be seen as the culmination of a long line of metatheorems for firstorder logic. The starting point is the Seese [1996] result that first-order properties of bounded degree graphs can be decided in linear time. Frick and Grohe [2001] gave linear time algorithms for planar graphs and all apex-minor-free graph classes and O(n 1+ε ) algorithms for graphs of bounded local tree width. Flum and Grohe [2001] proved that deciding first-order properties is fixed-parameter tractable on graph classes with excluded minors, and Dawar et al. [2007] extended this to classes of graphs locally excluding a minor. Finally, Dvořák et al. [2010] proved that first-order properties can be decided in linear time on graph classes of bounded expansion and in time O(n 1+ε ) on classes of locally bounded expansion. All of these classes are nowhere dense, and there are nowhere dense classes that do not belong to any of these classes. For example, the class of all graphs whose girth is larger than the maximum degree is nowhere dense but has unbounded expansion. If to every graph in this class we add one vertex and connect it with all other vertices, we obtain a class of graphs that is still nowhere dense but does not even have locally bounded expansion. However, what makes our theorem interesting is not primarily that it is yet another extension of the previous results, but that it is optimal for classes C closed under taking subgraphs: under the standard complexity theoretic assumption FPT = W[1], Kreutzer [2011] and Dvorak et al. [2010] proved that if a class C closed under taking subgraphs is somewhere dense (i.e., not nowhere dense), then deciding first-order properties of graphs in C is not fixedparameter tractable. Note that all classes considered in the previous results are closed under taking subgraphs. Hence, our result supports the intuition that nowhere dense classes are the natural limit for many algorithmic techniques for sparse graph classes.
Technically, we neither use the structural graph theory underlying [Dawar et al. 2007; Flum and Grohe 2001] nor the quantifier elimination techniques employed by Dvořák et al. [2010] . Our starting point is the locality-based technique introduced in Frick and Grohe [2001] . In a nutshell, this technique works as follows. Using Gaifman's theorem, the problem to decide whether a general first-order formula ϕ is true in a graph can be reduced to testing whether a formula is true in r-neighborhoods in the graph, where the radius r only depends on ϕ, and solving a variant of the (distance d) independent set problem. Hence, if C is a class of graphs where r-neighborhoods have a simple structure, such as the class of planar graphs or classes of bounded local tree width, this method gives an easy way for deciding properties definable in first-order logic.
Applying this technique to nowhere dense classes of graphs immediately runs into problems, as r-neighborhoods in nowhere dense graphs do not readily have a simple structure that can be exploited algorithmically. However, we exhibit some weak but sufficiently general structural properties of r-neighborhoods in nowhere dense classes of graphs, which allows us to iterate the locality-based approach. Using locality, we reduce the first-order model-checking problem to the problems of evaluating formulas in r-neighborhoods and solving a variant of the independent set problem. We then show that r-neighborhoods N in nowhere dense graphs can be split by deleting a set W of only a few vertices into smaller neighborhoods. We apply the locality argument again and transform our formula into formulas to be evaluated in r-neighborhoods in N − W and solving the independent set problem on N − W. We show that on nowhere dense classes of graphs, this process terminates after a constant number of steps.
The three main steps of our proof, each of which may be of independent interest, are the following: -An algorithmic construction of sparse neighborhood covers for nowhere dense graphs (Section 6). The parameters are surprisingly good: we can cover all r-neighborhoods with sets (called clusters) of radius 2r such that each vertex is contained in n o (1) clusters. For classes of bounded expansion (see Figure 1 ), we even get such covers where each vertex is only contained in a constant number of clusters (for every fixed radius r). In particular, the small radius of the clusters substantially improves known results for planar graphs and graphs with excluded minors [Abraham et al. 2007; Busch et al. 2007 ], which all have bounded expansion. -A new characterization of nowhere dense graph classes in terms of a game, the splitter game (Section 4). We use this game to formalize the process of localizing and splitting described earlier and showing that it terminates after f (r) steps on nowhere dense graphs. It turns out that it terminates after f (r) steps only on nowhere dense graphs, thus providing a necessary and sufficient condition for nowhere density. -A rank-preserving locality theorem (Section 7), strengthening Gaifman's well-known locality theorem for first-order logic by translating first-order formulas into local formulas of the same rank. The key innovation here is a new, discounted rank measure for first-order formulas.
We describe the main algorithm proving Theorem 1.1 in Section 8.
PRELIMINARIES
In this section, we review the relevant notions from graph theory and parameterized complexity theory. We will provide more background on logic in Section 7. We assume familiarity with basic concepts of graph theory and refer to Diestel [2005] for background. We denote the set of nonnegative integers by N. For k ≥ 1, we write [k] for the set {1, . . . , k}. We will often writeā for a k-tuple (a 1 , . . . , a k ) and a ∈ā for a ∈ {a 1 , . . . , a k }.
Background from graph theory. All graphs in this article are finite and simple, i.e., they do not have loops or multiple edges between the same pair of vertices. Whenever we speak of a graph we mean an undirected graph, and we will explicitly mention when we deal with directed graphs.
If G is a graph, then V (G) denotes its set of vertices and E(G) its set of edges. We write n := |V (G)| for the order of G.
An orientation of G is a directed graph G on the same vertex set, which is denoted V ( G), such that for each edge {u, v} ∈ E(G) the set of arcs E( G) contains exactly one of the arcs (u, v) or (v, u) .
For any directed graph G, we denote the underlying undirected graph by G.
We assume that all graphs are represented by adjacency lists so that the total size of the representation of a graph is linear in the number of edges and vertices. In fact, we will often store an orientation G of a graph G and use one adjacency list for the in-neighbors and one adjacency list for the out-neighbors of each vertex. This representation allows to check adjacency of vertices in time O( − ( G)). For a set X ⊆ V (G), we write G [X] for the subgraph of G induced by X, and we let
is the length of a shortest path from u to v if such a path exists and ∞ otherwise. The radius
By N G r (v), we denote the r-neighborhood of v in G, i.e., the set of vertices of distance
A graph H is a minor of a graph G, written H G, if H can be obtained from a subgraph of G by contracting edges. Equivalently, H is a minor of G if there is a map that associates with every vertex v ∈ V (H) a tree T v ⊆ G such that T u and T v are disjoint for u = v and whenever there is an edge {u, v} ∈ E(H) there is an edge in G between some node in T u and some node in T v . The subgraphs T v are called branch sets.
Let r ∈ N. The graph H is a depth-r minor of G, denoted H r G, if H is a minor of G and this is witnessed by a collection of branch sets {T v : v ∈ V (H)}, each of which is a tree of radius at most r.
For s ≥ 1, we denote the complete graph on s vertices by K s .
Parameterized complexity. The complexity theoretical framework that we use in this article is parameterized complexity theory (see Downey and Fellows [2013] and Flum and Grohe [2006] . A parameterized problem is a pair (P, χ), where P is a decision problem and χ is a polynomial time computable function that associates with every instance w of P a positive integer, called the parameter. The model-checking problem for first-order logic on a class C of graphs is the following decision problem. Given an FO-sentence ϕ and a graph G ∈ C, decide whether G satisfies ϕ, written G |= ϕ. The parameter is |ϕ|. We say that the model-checking problem on a class C is (uniformly) fixed-parameter tractable, or in the complexity class FPT, if there is an algorithm that decides on input (G, ϕ)
The model-checking problem for first-order logic on the class of all graphs is known to be complete for the parameterized complexity class AW[*], which is widely believed to strictly contain the class FPT. Thus, it is widely believed that model checking for first-order logic is not fixed-parameter tractable.
NOWHERE DENSE CLASSES OF GRAPHS
Nowhere dense classes of graphs were introduced by Ossona de Mendez [2010, 2011] as a formalization of classes of sparse graphs.
Definition 3.1 (Nowhere dense classes). A class C of graphs is nowhere dense if for every r ∈ N there is a graph H r such that H r r G for all G ∈ C.
It is immediate from the definition that if C excludes a minor, then it is nowhere dense. But note that excluding some graph as a depth-r minor is a "local" condition that is much weaker than excluding it "globally" as a minor.
Remark 3.2. We call a class C effectively nowhere dense if there is a computable function f such that K f (r) r G for all G ∈ C. The natural nowhere dense classes, such as the class of all planar graphs, all graphs that exclude a fixed (topological) minor, and all classes of bounded degree, are effectively nowhere dense, but it is possible to construct artificial classes that are nowhere dense, but not effectively so.
The way Theorem 1.1 is stated in Section 1 only asserts that deciding first-order properties of nowhere dense graphs is nonuniformly fixed-parameter tractable. In other words, for every ε > 0 and every sentence ϕ of first-order logic, there is an algorithm deciding the property defined by ϕ in time O(n 1+ε ). This allows for the algorithms for different sentences to be unrelated. For effectively nowhere dense classes C, we obtain uniform fixed-parameter tractability-that is, a single algorithm that, given an n-vertex graph G ∈ C, ε > 0 and a sentence ϕ of first-order logic, decides whether ϕ holds in G in time f (|ϕ|, ε) · n 1+ε for some computable function f .
"Nowhere density" turns out to be a very robust concept with several seemingly unrelated natural characterizations (see Ossona de Mendez [2011, 2012] ). We use several different characterizations, each supporting different algorithmic techniques. In the rest of this section, we recall the required equivalences.
The following characterization relates nowhere density to sparsity, albeit sparsity in the liberal sense that the number of edges of an n-vertex graph may be n 1+o(1) . 
Here we take
to be −∞ if E(H) = ∅, and we take the supremum to be 0 if the set is empty-that is, if C contains no graphs of order at least n.
Note that the supremum in (3.1) always exists, because log |E(H)| log |V (H)| ≤ 2 for all H. The lemma states that as n gets large, the number of edges in all depth-r minors with n vertices of graphs in C is bounded by n 1+o(1) . Thus, the graphs in C are very uniformly sparse: not only are the large graphs of the class sparse, but even all large graphs that can be obtained from subgraphs by "local" contractions are sparse. As a further justification of why nowhere dense classes are inherently interesting as a notion of sparse graph classes, Nešetřil and Ossona de Mendez proved a trichotomy stating that for all graph classes C, the limit in (3.1) approaches 0 or 1 or 2 as r goes to infinity.
For our algorithmic purpose, we state the result in a different form that follows immediately from the proof of Lemma 3.3. To see this, note that the limit in (3.1) is at most 1 if for every ε > 0, then there is an n 0 ≥ 0 such that for every depth-r minor H of G on n > n 0 vertices, we have
LEMMA 3.4. A class C of graphs is (effectively) nowhere dense if and only if there is a (computable) function f such that for every r ∈ N and every
We close the section by stating another characterization of nowhere dense classes that will be used in the following. Recall that a set of vertices is r-scattered in a graph if the mutual distance between the vertices in the set is at greater than 2r. The following notation of uniform quasiwideness was introduced by Dawar [2010] . 
We call C effectively uniformly quasiwide if the margins s and N are computable functions. 
GAME-THEORETIC CHARACTERIZATION OF NOWHERE DENSE CLASSES
We now provide a new characterization of nowhere dense classes in terms of a game. PROOF. As C is nowhere dense, it is also uniformly quasiwide. Let s C and N C be the margin of C. Let r > 0, and let := N C (r, 2s C (r)) and m := · (r + 1). Note that both and m only depend on C and r. We claim that for any G ∈ C, Splitter wins the ( , m, r)-splitter game on G.
Let G ∈ C be a graph. In the ( , m, r)-splitter game on G, Splitter uses the following strategy. In the first round, if Connector chooses v 1 ∈ V (G 0 ), where
Note that |W i+1 | ≤ i · (r + 1) (the paths have length at most r and hence consist of r + 1 vertices). It remains to be shown is that the length of any such play is bounded by .
Assume toward a contradiction that Connector can play on G for = + 1 rounds.
We now consider the pairs (v 2 j−1 , v 2 j ) for 1 ≤ j ≤ s(r). By construction, P j := P 2 j−1,2 j is a path of length at most r from v 2 j−1 to v 2 j in G 2 j−2 . Any path P j must necessarily contain a vertex s j ∈ S, as otherwise the path would exist in G \ S, contradicting the fact that I is r-scattered in G\ S. We claim that for i = j, s i = s j , but this is not possible, as there are strictly less than s C (r) vertices in S. To prove the claim, assume that i > j.
Remark 4.3. If Splitter wins the ( , m, r)-splitter game on a graph G, then he also wins if we remove in each step of the game a superset of his chosen set W.
We implicitly use this remark when sometimes in a graph G i reached after i rounds of the game and after choices v i+1 , W i+1 in the next round, we do not continue the game on the graph
Remark 4.4. We call the (l, 1, r)-splitter game on a graph the simple ( , r)-splitter game on G. It is straightforward to verify that for all , m, r ≥ 0, if Splitter has a winning strategy in the ( , m, r)-splitter game on G, then Splitter has a winning strategy in the simple ( · m, r)-splitter game.
We observe that also the converse of Theorem 4.2 holds, and hence the splitter game provides another characterization of nowhere dense classes of graphs. PROOF. We show that if C is not nowhere dense, i.e., C contains all graphs as depth-r minors at some depth r, then for all , m > 0 there is a graph G ∈ C such that Connector wins the ( , m, 4r + 1)-splitter game.
Let , m > 0. We choose G ∈ C such that G contains the complete graph K := K m+1 as a depth-r minor. Connector uses the following strategy to win the ( , m, 4r)-splitter game. Connector chooses any vertex from the branch set of a vertex of K. The 4r + 1-neighborhood of this vertex contains the branch sets of all vertices of K. Splitter removes any m vertices. We actually allow him to remove the complete branch sets of all m vertices he chose. In round 2, we may thus assume to find the complete graph K ( −1)m+1 as a depth-r minor and continue to play in this way until in round at least the branch set of a single vertex remains.
A consequence of the characterization of nowhere dense classes in terms of the splitter game is a different and very simple proof of the following result by Nešetřil and Ossona de Mendez (Theorem 13.1 of Nešetřil and Ossona de Mendez [2012] ), which will be needed in the following.
The lexicographic product G • H of two graphs G and H is defined by PROOF. As C is nowhere dense, there are functions , m : N → N such that Splitter wins the ( (r), m(r), r)-game on any G ∈ C for every radius r. Splitter's winning strategy can be modified to a winning strategy in the
It is easy to see that this indeed yields a winning strategy in the corresponding splitter game.
Remark 4.7. In the proof of our main theorem, we will also have to compute Splitter's winning strategy efficiently in the following sense.
Suppose that we are in a play v 1 , W 1 , . . . , v i , W i , and let G 0 , G 1 , . . . , G i be the graphs associated with the play-that is, 
To see this, recall that
, where P j,i+1 can be any shortest path from v j to v i+1 in G j−1 . We choose the path from v i+1 to v j in the tree T j . We can compute this path in time O(r) and thus all paths in time O(ri).
Furthermore, it is an immediate consequence of the proof of Corollary 4.6 that a winning strategy for Splitter in the ( , k · m, r)-splitter game on G • K k can be computed efficiently from a winning strategy of Splitter in the ( , m, r)-splitter game on a graph G.
INDEPENDENT SETS IN NOWHERE DENSE CLASSES OF GRAPHS
In this section, we use the splitter game to show that the DISTANCE INDEPENDENT SET problem, which is NP-complete in general (as a generalization of the INDEPENDENT SET problem), is fixed-parameter tractable on nowhere dense classes of graphs. This will be used later in the proof of our main theorem but is also of independent interest. Recall from Section 2 that for r ≥ 0, a set of vertices in a graph is r-independent if their mutual distance is greater than r. THEOREM 5.1. Let C be a nowhere dense class of graphs. There is a function f such that for every ε > 0, the following problem can be solved in time f (ε, r, k) · |V (G)| 1+ε .
Furthermore, if C is effectively nowhere dense, then f is computable.
We will show that we can solve a colored version of the problem, called the RAINBOW DISTANCE INDEPENDENT SET problem, and reduce the original DISTANCE INDEPENDENT SET problem to the RAINBOW DISTANCE INDEPENDENT SET problem. We first give a formal definition of rainbow sets.
is a rainbow set if all of its elements have distinct colors (and no vertex is uncolored).
The RAINBOW DISTANCE INDEPENDENT SET problem on a class C of graphs is the following problem.
Before we describe the algorithm for solving the RAINBOW DISTANCE INDEPENDENT SET problem, let us show how the plain DISTANCE INDEPENDENT SET problem can be reduced to the rainbow version.
LEMMA 5.3. There is an algorithm that, given a graph G, a set W ⊆ V (G), and
contains a r-independent subset of W of size k if and only if G contains a rainbow r-independent set, and (2) if Splitter wins the ( , m, r)-splitter game on G, then Splitter wins the
( , k · m, r)- splitter game on G .
Furthermore, the algorithm runs in time O(k · (|V (G)| + |E(G)|)).

PROOF. We recall the definition of the lexicographic product G • H of two graphs G and H where
Let K k be the complete graph on the vertex set {1, . . . , k}. Given G and a set W ⊆ V (G), we define a colored version G • K k of G • K k as follows: for every v ∈ W, we color the vertex (v, i) by the color i. All other vertices are uncolored.
Observe that the distance of any distinct pair u, v ∈ V (G) in G is the same as the distance between (u, i) and (v, j) in G • K k , for all pairs 1 ≤ i, j ≤ k. Now it is easy to see that a graph G has an r-independent set I ⊆ W of size k if and only if G • K k has a rainbow r-independent of size k as follows:
Item (2) follows from Corollary 4.6. It is easily seen that G • K k and the colors can be computed in the time as claimed in the statement of the lemma.
Using this reduction, Theorem 5.1 follows immediately from the following lemma.
LEMMA 5.4. Let C be a nowhere dense class of graphs. There is a function f such that for every ε > 0, the RAINBOW DISTANCE INDEPENDENT SET problem can be solved on an
PROOF. Let ε > 0, and let , m be chosen according to Theorem 4.2 such that Splitter has a winning strategy for the ( , m, 4k 2 r)-splitter game on every graph in C. Choose n 0 = n 0 (ε) according to Theorem 3.4 such that every graph G ∈ C of order n ≥ n 0 has at most n 1+ε many edges. Given the instance (G, C 1 , . . . , C t ), k, r, if n = |V (G)| ≤ n 0 , we test whether G contains a rainbow r-independent set of size k by brute force. In this case, the running time is bounded by a function of r, k and ε. Thus, let us assume that n ≥ n 0 .
Step 1. As a first step, we compute from the instance (G, C 1 , . . . , C t ), k, r a number k ≤ k and an induced subgraph G of G that has at most k 2 components such that G has a rainbow r-independent set of size ≤ k if and only if G contains a rainbow r-independent set of size ≤ k .
We construct the graph G and the number k as follows. Let G 1 := G. We compute an inclusion-wise maximal rainbow r-independent set I 1 = {x
we are done and return the independent set. Otherwise, we may assume without loss of generality that x j 1 has color j. Let X 1 := N r (I 1 ). Then all elements with colors k 1 + 1, . . . , t are contained in X 1 . Let Y 1 := N r (X 1 ). Then all paths of length at most r between elements of color
We continue by computing an inclusion-wise maximal rainbow r-independent set in G 2 . Denote this set by I 2 = {x 1 2 , . . . , x k 2 2 }. Note that all occurring colors are among 1, . . . , k 1 , and in particular we have k 2 ≤ k 1 because no other colors occur in G 1 \ Y 1 . Again we may assume without loss of generality that x i 2 has color i. Let X 2 := N r (I 2 ). Then we find all elements with colors k 2 + 1, . . . , t in X 1 ∪ X 2 . We let Y 2 := N r (X 2 ). Let
We repeat this construction until k s = k s+1 or until G s+1 = ∅. Note that s ≤ k, because k 1 < k. In the first case, we have constructed s + 1 sets 
In the other case (G s+1 = ∅), we also let
The only difference is that we have to solve the original problem with parameter k := k.
To complete step 1, observe that for all 1 ≤ i ≤ s, G [Y i ] has at most k connected components (at most one for each element of I i ).
Step 2. If G is not connected, let U 1 , . . . , U c ⊆ G be the components of G . For all possible partitions of the set C 1 , . . . , C t of colors into parts V 1 , . . . , V c , we proceed as follows. For all 1 ≤ i ≤ c, we delete all colors from U i not in V i , i.e., work in the colored graph (U i , V i ). We then solve the problem separately for all components (U i , V i ) and for each component determine the maximal value k ≤ k so that (U i , V i ) contains a rainbow r-independent set. We then simply check whether for some partition (V 1 , . . . , V c ) of the colors the maximal values for the individual components sum up to at least k .
Step 3. Hence, we can assume that G is connected. Then G has diameter at most 4k 2 · r. To see this, note that each I i contains at most k elements and there are at most k such sets. Hence, G consists of the at most k 2 elements in the independent sets surrounded by their 2r-neighborhoods that have diameter at most 4r. Hence, the radius of G is at also at most 4k 2 · r. Let v be a center vertex of G . We let v be Connector's choice in the ( , km, 4k 2 r)-splitter game and let M be Splitter's answer. Without loss of generality, we assume that M = {m 1 , . . . , m km } = ∅. We let G := G \ M and continue with a different coloring of G as follows. Let X ⊆ M be a rainbow r-independent set in G , possibly X = ∅ (we test for all possible sets X ⊆ M whether they are rainbow r-independent sets and recurse with every possible such set). We remove the colors occurring in X completely from the graph G , and furthermore we remove the color of vertices from N G r (X) in G . We now change the colors of G as follows. For every color C i , with 1 ≤ i ≤ t, and every distance vectord : 
We now check for all possible subcolorings Correctness. We claim that this procedure correctly decides whether G contains a rainbow r-independent set of size k . If there exists such a set Z, let X := M ∩ Z. Then X will be considered as one of the potential sets to be extended by the algorithm. No vertex from Z \ X may have a color of X, and hence we may remove these colors completely from the graph. Furthermore, Z ∩ N r (X) = X, and hence we may remove the colors from N r (X). In addition, if u ∈ Z with dist G (u, m) = r < r for some m ∈ M, then v ∈ Z for all v with dist G (v, m) ≤ r − r . Hence, we will find Z in the graph where all colors that state the distance to m is at most r − r are removed. Conversely, assume that the algorithm has chosen a rainbow r-independent set I in G of size k − |X| for some X ⊆ M and some valid subcoloring of a coloring that is consistent with X. By Condition (1) of valid subcolorings, I is also an r-independent set in G . By Condition (2) of valid subcolorings, I is also rainbow in G .
Analysis of the running time.
We now analyze the running time of the algorithm. First observe that in a recursive call, the parameters r and m are left unchanged and k can only decrease. Moreover, it follows from the definition of G that Splitter has a winning strategy for the ( − 1, km, 4k 2 r)-splitter game on G . Thus, in each recursive call, we can reduce the parameter by 1. Once we have reached = 0, the graph G will be empty and the algorithm terminates.
There is one more issue we need to attend to, and that is how we compute Splitter's winning strategy-that is, the sets M. We use Remark 4.7. This means that to compute M in some recursive call, we need the whole history of the game (in a sense, the whole call stack). In addition, we need a breadth-first search tree in all graphs that appeared in the game before. It is no problem to compute a breadth-first search tree once when we first need it and then store it with the graph; this only increases the running time by a constant factor.
Let us first describe the running time of the algorithm on level j of the recursion. The time for computing k maximal r-independent sets of size at most k and their 2r-neighborhoods can be bounded by time c 0 · n 1+ε . The factor n 1+ε stems from the breadth-first searches we have to perform to find the sets Y (i) and Splitter's strategy, and c 0 is a constant depending only on r, k, ε, and C.
As the initial number of colors was k and the number of colors in every recursive step increases by a factor depending only on r and m (which depends only on r, k, and C), the total number of colors depends only on r, k, and C. Hence, the number of rainbow r-independent subsets X of an occurring set M is bounded by a constant c 1 depending only on r, k, and C. The number of valid subcolorings in any recursive step is bounded by a constant c 2 depending only on r, k, and C.
Furthermore, for n ≤ n 0 , the running time can be bounded by a constant c 3 that only depends on k, r, ε, and C. For j = 0, the running time can be bounded by a constant c 4 depending only on k, r, ε, and C. We obtain the following recurrence for T :
We conclude that there is a constant c depending only on k, r, ε, and C such that T ( ) ≤ c · n 1+ε . This completes the proof of Lemma 5.4.
SPARSE NEIGHBORHOOD COVERS
Neighborhood covers of small radius and small size play a key role in the design of many data structures for distributed systems. Such covers will also form the basis of the data structure constructed in our first-order model-checking algorithm on nowhere dense classes of graphs. In this section, we show that nowhere dense classes of graphs admit sparse neighborhood covers of small radius and small size and present an fpt algorithm for computing such covers.
Definition 6.1. Let r ∈ N. An r-neighborhood cover X of a graph G is a mapping
The radius rad(X ) of a cover X is the maximum radius of any of its clusters.
The main result of this section is the following theorem.
THEOREM 6.2. Let C be a nowhere dense class of graphs. There is a function f such that for all r ∈ N and ε > 0 and all graphs G ∈ C with n ≥ f (r, ε) vertices, there exists an r-neighborhood cover of radius at most 2r and maximum degree at most n ε , and this cover can be computed in time f (r, ε) · n 1+ε . Furthermore, if C is effectively nowhere dense, then f is computable.
Before we prove the theorem, let us remark that in Grohe et al. [2015] a partial reverse was shown, i.e., it was proved that a class that is closed under subgraphs is nowhere dense if it has sparse neighborhood covers in the preceding sense.
To prove the theorem, we use the concept of generalized coloring numbers introduced by Kierstead and Yang [2003] . For a graph G, let (G) be the set of all linear orderings of V (G). For u, v ∈ V (G) and k ∈ N, we say that u is weakly k-accessible from v with respect to <∈ (G) if u < v and there is a u−v-path P of length at most k such that for all w ∈ V (P) we have u ≤ w. Let WReach k (G, <, v) be the set of vertices that are weakly k-accessible from v, and let WReach k [G, <, v] 
Zhu [2009] showed that general coloring numbers and densities of depth-r minors are strongly related. From this, Nešetřil and Ossona de Mendez conclude that the weak coloring number on nowhere dense classes is small. For our purpose, we need an efficient algorithm for ordering the vertices of G in an order witnessing wcol r (G) ≤ n ε . Dvořák [2013] conjectures that in general, computing wcol r (G) is NP-complete. We are able to prove his conjecture for all r ≥ 3 [Grohe et al. 2015] . He provides an approximation algorithm to solve the problem, but its running time is O(r · n 3 ), which is too expensive for our purpose. We propose a more efficient approximation algorithm, based on Nešetřil and Ossona de Mendez's transitive fraternal augmentation technique.
Definition 6.4. Let G be a directed graph. A tight 1-transitive fraternal augmentation of G is a directed graph H on the same vertex set such that for all distinct vertices u, v, w,
We write aug( G, 1) for any tight 1-transitive fraternal augmentation of G, and for r > 1 we write aug( G, r) for aug(aug( G, r − 1), 1). We call aug( G, r) a tight r-transitive fraternal augmentation of G. Instead of aug( G, r), we will often just write aug(G, r) and speak of an r-transitive fraternal augmentation of G. Nešetřil and Ossona de Mendez [2005] show how to efficiently compute tight transitive fraternal augmentations. They state the result in terms of average densities of depth-r minors; for our purpose, it suffices to state their result for nowhere dense classes. All functions f (r, ε) in the following lemmas are computable if C is effectively nowhere dense.
LEMMA 6.5 (COROLLARY 4.2 AND THEOREM 4.3 OF NEŠETŘIL AND OSSONA DE MENDEZ [2005] ). Let C be a nowhere dense class of graphs. There is a function f such that for all r ∈ N and ε > 0 and all graphs G ∈ C with n ≥ f (r, ε) vertices, there exists an r-transitive fraternal augmentation H = aug(G, r) of G such that
We will write aug(G, r, ε) for an augmentation H = aug(G, r) such that 
In fact, for the results in the previous lemma, it would suffice to apply roughly log 3/2 (r) augmentation steps. To see this, observe that in any orientation of a path of length three, an augmentation step will introduce at least one transitive or fraternal edge. Now partition P into subpaths of length three, and conclude that after an augmentation step we will find an orientation of a path Q of length roughly 2r/3 with endpoints u and v and V (Q) ⊆ V (P). By inductively repeating the argument for Q, we conclude that after roughly log 3/2 (r) augmentation steps, u and v are not directly connected if and only if there is a vertex v i ∈ V (P) such that (v i , v), (v i , w) are edges of the augmented path. Although this would make the construction more efficient, we refrain from doing so for ease of presentation.
We now show how to approximate wcol r (G) with the help of r-transitive fraternal augmentations.
LEMMA 6.7. Let G be a graph, and let r > 0. Let H = aug(G, r) be an r-transitive fraternal augmentation of G such that
PROOF. As − ( H) ≤ d, the underlying undirected graph H is 2d-degenerate and we can order the vertices of H such that each vertex has at most 2d smaller neighbors. Denote this order by <. For each vertex v ∈ V (G), we count the number of end vertices of paths of length at most r from v such that the end vertex is the smallest vertex of the path. This number bounds |WReach r [G, <, v) 
By Lemma 6.6, for each such path with end-vertex w, we either have an edge (v, w) or an edge (w, v) or there is u on the path and we have edges (u, v) , (u, w) in H. By construction of the order, there are at most 2d edges (v, w) or (w, v) such that w < v. Furthermore, we have at most d edges (u, v) , as v has indegree at most d and for each such u there are at most 2d edges (u, w) such that w < u by construction of the order. These are exactly the pairs of edges we have to consider, as no vertex on the path from v to w may be smaller than w. Hence, in total, we have |WReach r [G, <, v] 
COROLLARY 6.8. Let C be a nowhere dense class of graphs. There is a function f such that for all r ∈ N and ε > 0 and every G ∈ C with n ≥ f (r, ε) vertices, we can order the vertices of G in order < such that |WReach r [G, <, v] 
if C is effectively nowhere dense, then f is computable.
PROOF. Let δ := ε/4. We compute an r-transitive fraternal augmentation H = aug(G, r, δ) of G in time g(r, δ) · n 1+δ by Lemma 6.5, where g is the function from the lemma. We can order the vertices as in the proof of Lemma 6.7 by a simple greedy algorithm in time O(n 1+δ ) and obtain an order witnessing wcol r (G) ≤ 2(n δ + 1) 2 ≤ n ε .
In the next lemma, we use the weak coloring number to prove the existence of sparse neighborhood covers in nowhere dense classes of graphs.
Definition 6.9. Let G be a graph, let < be an ordering of V (G), and let r > 0. For a vertex v ∈ V (G), we define
LEMMA 6.10. Let G be a graph such that wcol 2r (G) ≤ s, and let < be an order witnessing this. For v ∈ V (G), let m(v) be the minimum of N r (v) with respect to <.
(v)] is an r-neighborhood cover of G with radius at most 2r and maximum degree at most s.
PROOF. Clearly, the radius of each cluster is at most 2r, because if v is weakly 2r-accessible from w, then w ∈ N 2r (v). Furthermore, for v ∈ V (G), we have N r (v) ⊆ X (v).
To see this, let m(v) be the minimum of N r (v) with respect to <. Then m(v) is weakly 2r-accessible from every w ∈ N r (v) \ {m(v)}, as there is a path from w to m(v) that uses only vertices of N r (v) and has length at most 2r and m(v) is the minimum element of
PROOF OF THEOREM 6.2. Let δ := ε/2. We order the vertices of G in order < (such that also the vertices in the adjacency list of every vertex are ordered accordingly) as in Corollary 6.8, where δ plays the role of ε in the corollary, such that WReach 2r [G, <, v] ≤ n δ for all v ∈ V (G) in time g(r, δ) · n 1+δ , where g is the function from the corollary. Now, to compute a set X 2r [G, <, v] , we perform a breadth-first search starting with v, where we read the adjacency list of every vertex in reverse order (and only up to the vertex with index v). Then we can compute X 2r [G, <, v] [G, <, v] ], even though its degree in this graph may be very small. For convenience, drop all constants from the following estimation. Then to compute all clusters, we get a total running time of
We remark that our construction also yields very good covers for other restricted classes of graphs, particularly for classes with excluded minors and classes of graphs of bounded expansion, where we can replace the maximum degree n ε of the neighborhood cover by a constant (for every fixed r). See Section 9 for further comments.
LOCALITY OF FIRST-ORDER LOGIC
In this section, we prove the rank-preserving version of Gaifman's locality theorem stated in Section 1.
Background on First-Order Logic
We start with a brief review of first-order logic. For background, we refer the reader to Ebbinghaus et al. [1994] . A (relational) vocabulary is a finite set of relation symbols, each with a prescribed arity. Throughout this article, we let σ be a vocabulary. A σ -structure A consist of a (not necessarily finite) set V (A), called the universe or vertex set of A, and for each k-ary relation symbol R ∈ σ a k-ary relation R(A) ⊆ V (A) k . A structure A is finite if its universe is.
For example, graphs may be viewed as {E}-structures, where E is a binary relation symbol.
Let A be a σ -structure. For a subset X ⊆ V (A), the induced substructure of A with universe X is the σ -structure
First-order formulas of vocabulary σ are formed from atomic formulas x = y and R(x 1 , . . . , x k ), where R ∈ σ is a k-ary relation symbol and x, y, x 1 , . . . , x k are variables (we assume that we have an infinite supply of variables) by the usual Boolean connectives ¬ (negation), ∧ (conjunction), and ∨ (disjunction) and existential and universal quantification ∃x, ∀x, respectively. The set of all first-order formulas of vocabulary σ is denoted by FO[σ ] , and the set of all first-order formulas by FO. The free variables of a formula are those not in the scope of a quantifier, and we write ϕ(x 1 , . . . , x k ) to indicate that the free variables of the formula ϕ are among x 1 , . . . , x k . A sentence is a formula without free variables. The quantifier rank qr(ϕ) of a formula ϕ is the nesting depth of quantifiers in ϕ, defined recursively in the obvious way. A formula without any quantifiers is called quantifier free.
To define the semantics, we inductively define a satisfaction relation |=, where for a σ -structure A, a formula ϕ(x 1 , . . . , x k ), and elements a 1 , . . . , a k ∈ V (A),
The meaning of the equality symbol, the Boolean connectives, and the quantifiers is the usual one.
For example, consider the formula ϕ(x 1 , x 2 ) = ∀y(
)) in the vocabulary {E} of graphs. For every graph G and vertices v 1 , v 2 ∈ V (G), we have G |= ϕ(v 1 , v 2 ) if any only if {v 1 , v 2 } is a dominating set of G. Thus, G satisfies the sentence ∃x 1 ∃x 2 ϕ(x 1 , x 2 ) if and only if it has a (nonempty) dominating set of size at most 2.
Whenever a σ -structure occurs as the input of an algorithm, we implicitly assume that it is finite and encoded in a suitable way. Similarly, we assume that formulas ϕ appearing as input are encoded suitably. By |ϕ|, we denote the length of the encoding of ϕ.
A Up to logical equivalence, for all k, q there are only finitely many FOformulas ϕ(x 1 , . . . , x k ) of quantifier-rank at most q. Indeed, by systematically renaming the bound variables, bringing Boolean combinations into conjunctive normal form, and deleting duplicate entries from the disjunctions and conjunctions, we can normalize FO-formulas in such a way that every formula can be effectively translated into an equivalent normalized formula of the same quantifier rank, and for all k, q the set (σ, k, q) of all normalized FO-formulas ϕ(x 1 , . . . , x k ) of quantifier rank at most q is finite and computable.
The Gaifman graph G A of a σ -structure A is the graph with vertex set V (A) and an edge between a 1 , a 2 ∈ V (A) if a 1 , a 2 appear together in some tuple of some relation in A. The distance dist 
A first-order formula ψ(x) is called r-local if its truth value at a tupleā of vertices in a structure A only depends on the r-neighborhood ofā in A-that is,
there is an FO-formula δ ≤d (x, y) stating that the distance between x and y is at most d. We write δ >d (x, y) instead of ¬δ ≤d (x, y). A basic local sentence is a first-order sentence of the form
where ψ is r-local.
THEOREM 7.1 (GAIFMAN'S LOCALITY THEOREM [GAIFMAN 1982]). Every first-order sentence is equivalent to a Boolean combination of basic local sentences.
The algorithm of Frick and Grohe [2001] for deciding first-order properties on graph classes of bounded local tree width relies on Gaifman's theorem. Unfortunately, we cannot use Gaifman's theorem here, at least not directly, because it does not give us sufficient control over the quantifier rank of the basic local sentences to which we translate a sentence. As we intend to apply the theorem repeatedly, such control is crucial. To get around these difficulties, we need a discounted rank measure, which does not charge the full quantifier rank to distance formulas, and a refined version of Gaifman's theorem.
The Logic FO
+
We define an extension FO + of first-order logic by adding new atomic formulas dist(x, y) ≤ d for all variables x, y and all d ∈ N. We call these formulas distance atoms. The meaning of the distance atoms is obvious. Note that every FO + -formula ϕ is equivalent to an FO-formula ϕ − obtained from ϕ by replacing each distance atom dist(x, y) ≤ d by the FO-formula δ ≤d (x, y). Thus, FO + is only a syntactic extension of FO. However, the quantifier rank of δ ≤d (x, y) ∈ FO is at least log d , whereas by definition the quantifier rank of the atomic FO + -formula dist(x, y) ≤ d is 0. With this definition as one of the base steps, we can define the quantifier rank qr(ϕ) for FO + -formulas ϕ recursively as for FO-formulas. We now define the discounted rank measure. Let q ∈ N. We say that ϕ has q-rank at most if ϕ has a quantifier rank at most and if each distance atom dist(x, y) ≤ d in the scope of i ≤ quantifiers satisfies d ≤ (4q) q+ −i .
For example, the sentence
has 3-rank 6, because for the distance atom dist(x, z) ≤ 12 6 in the scope of three quantifiers, we have 12 6 = (4 · 3) 3+6−3 . Note that the quantifier rank of this formula is 4, and hence ≤ = 6.
For convenience, we let
This is is the largest value of d that may occur in a distance atom dist(x, y) ≤ d of a formula of q-rank . The definition of the q-rank arises from the necessities of the proof of Theorem 7.5. Note that this rank measure makes it cheaper to define distances as in FO-formulas: with an FO + -formula of q-rank q, we can define distances up to (4q) 2q , which is much more than the distance 2 q that we can define with an FO-formula of quantifier rank q. In addition, note that defining distances becomes more expensive in the scope of quantifiers.
Up to logical equivalence, for all k, q, there are only finitely many FO + [σ ]-formulas ϕ(x 1 , . . . , x k ) of q-rank at most . As FO-formulas, we can normalize FO + formulas such that every formula can be effectively translated into an equivalent normalized formula of the same rank, and for all k, q, the set + (σ, k, q, ) of all normalized FO + -formulas ϕ(x 1 , . . . , x k ) of q-rank at most is finite and computable.
An Ehrenfeucht-Fraïssé Game for FO
+
For σ -structures A, B and tuplesā 
We generalize the well-known characterization of first-order equivalence by means of the Ehrenfeucht-Fraïssé (EF) game to the logic FO + parameterized by q-ranks. The EF method for first-order logic in its game-theoretic form was introduced by Ehrenfeucht [1961] and in its algebraic form by Fraïssé [1954] (see Ebbinghaus et al. [1994] 
for a modern treatment and more background). A partial d-isomorphism between two structures A, B is a mapping p with domain dom( p) ⊆ V (A) and range rg( p) ⊆ V (B) that is an isomorphism between the induced substructure A[dom( p)] and the induced substructure B[rg( p)], and in addition preserves distances up to
k , the following are equivalent:
(1) Duplicator has a winning strategy for the -round EF (B,b) . The proof of Theorem 7.3 requires some familiarity with logic. It is similar to the proof that equivalence in first-order logic is characterized by the standard EF game (see Ebbinghaus et al. [1994] ).
Note that we can easily write a quantifier-free FO + -formula of q-rank expressing dist(x, x) = q, d .
We can rephrase the existence of a winning strategy for Duplicator in the -round EF (1)ā andb satisfy the same distance formulas up to f q ( ), and (2) for every a ∈ V (A) there is a b ∈ V (B) such that Duplicator has a winning strategy for the − 1-round EF + q -game on ( A,āa) and (B,bb), and (3) for every b ∈ V (B) there is an a ∈ V (A) such that Duplicator has a winning strategy for the − 1-round EF + q -game on ( A,āa) and (B,bb). This description of winning strategies can be defined in FO + as follows. Let A and q ∈ N be given. Forā = (a 1 , . . . , a k 
Recall that (σ, k, 0) denotes the (finite) set of all quantifier-free normalized
If we remove repeated entries from the big conjunction and the big disjunction in the definition of ϕ q, ā (x), we obtain a well-defined finite formula even for infinite structures A. Moreover, it is easy to see that the q-rank of this formula is . The following lemma implies Theorem 7.3.
(1) Duplicator has a winning strategy for the -round EF + q game on (A,ā, B,b) .
PROOF. Assertion (3) implies assertion (2), as the q-rank of ϕ q, ā is and A |= ϕ q, ā (ā). Let q ∈ N. We prove the equivalence of (1) and (2) (A,ā, B,b) . Then the truth of atomic formulas and distances up to f q ( ) inā andb are preserved. Clearly, the set of formulas whose truth values are preserved is closed under negation and disjunction. Suppose that ϕ(x) = ∃yψ(x, y) and ϕ is of rank at most (q, ). Assume, for instance, that A |= ϕ(ā). Then there is a ∈ V (A) such that A |= ϕ(ā, a). By assumption, Duplicator has a winning strategy for the -round EF + q game starting in position (A,ā, B,b) , and thus there is b ∈ V (B) such that Duplicator has a winning strategy for the − 1-round EF + q game starting in position (A,āa, B,bb) . Since the q-rank of ψ is at most − 1, the induction hypothesis yields B |= ψ (b, b) , and hence B |= ϕ(b).
The Rank-Preserving Locality Theorem
We expand σ -structures A by adding definable information about neighborhoods to every vertex. Let X be an r-neighborhood cover of A. Recall that for every a ∈ V (G),
. For all q ∈ N, let σ q be the vocabulary obtained from σ by adding a fresh unary relation symbol P ϕ for each ϕ = ϕ(x) ∈ + (σ, 1, q, q). For a σ -structure A and an r-neighborhood cover X of A, let A X q be the σ q-expansion of A in which P ϕ is interpreted by the set of all a ∈ V (A) such that A[X (a)] |= ϕ(a). We let σ 0 q := σ and A
A (q, r)-independence sentence is a sentence of the form
for some q ≤ q, r ≤ r and a quantifier-free first-order formula ψ(x i ). Note that the independence sentences have the same form as the basic local sentences in Gaifman's theorem, except the formula ψ(x) is required to be quantifier free, which implies that it is s-local for every s ≥ 0. We denote the set of all (q, r)-independence sentences of vocabulary σ by (σ, q, r).
, which is a Boolean combination of (q + 1, r)-independence sentences and atomic formulas, such that for every σ -structure A, every r-neighborhood cover X of A, and every a ∈ V (A),
Even though we need the theorem in this general form, it may be worthwhile to state, as a corollary, a version that does not refer to any neighborhood cover. It is obtained by applying the theorem to the generic r-neighborhood cover X = {N r (v) | v ∈ V (G)}. We omit the index X in the -notation when we refer to this neighborhood cover. As a further simplification, we only state the corollary for sentences. COROLLARY 7.6. Let q ∈ N and r = f q (q). For every FO[σ ] -sentence ϕ of quantifier rank q, there is an FO + [σ q+1 q]-sentence ϕ, which is a Boolean combination of (q +1, r)-independence sentences, such that for every σ -structure A,
Furthermore, ϕ is computable from ϕ.
Remark 7.7. Let us comment on the sense in which our locality theorem is "rank preserving." Obviously, the quantifier rank q of the formula ϕ is not preserved: even if we regard the distance formulas in the (q + 1, r)-independence sentences in the formula ϕ as atomic, the quantifier rank of ϕ may still be q + 1. But this is is irrelevant here. What we care about is the rank of the local formulas ψ(x) appearing in the independence sentences. These sentences are even quantifier free, but of course this is only the case because we expand the vocabulary. The crucial point is that at any stage of the inductive definition of the vocabulary σ q+1 q, we only use formulas of q-rank at most q. This is where we "preserve the rank."
To prove the theorem, it will be convenient to introduce the language of types. The (q, )-type of a tupleā ∈ V (A) k in a σ -structure A is the set tp
We denote the set of all (q, )-types of k-tuples in σ -structures by T (σ, k, q, ) .
The (q, r)-independence type of a σ -structure A is the set itp We shall prove that Duplicator has a winning strategy for the q-round EF + q game on (A, a 0 , B, b 0 ) . We describe a winning strategy for Duplicator satisfying the following conditions for every position p = (A,ā, B,b), whereā = (a 0 , a 1 , . . . , a k ) andb =  (b 0 , b 1 , . . . , b k ) , of the game that can be reached if Duplicator plays according to this strategy. Let H p be the graph with vertex set V (H p ) = {0, . . . , k} and edge set
such that the following conditions are satisfied:
Note that this implies thatā →b is a partial
The proof is by induction on k. For the base step k = 0, note that the graph H := H p is the one-vertex graph, which is connected. We let This implies that atp
, and thus
We choose b k+1 as Duplicator's answer in the game on A, B. Thus, the new position is p := (A,āa k+1 , B,bb k+1 ).
because r k ≥ 2r k+1 , and 6) because (q, q − k − 1) + -equivalence preserves distances up to r k+1 . Let J H . Then there is a J H such that V (J ) ∩ {0, . . . , k} ⊆ V (J). To see this, just note that if j(k + 1) ∈ E(H ) and (k + 1) j ∈ E(H ), then j j ∈ E(H), because 2r k+1 ≤ r k . Thus, whenever there is a path between two vertices j, j ∈ {0, . . . , k} in H , there also is a path in H. We let A J ⊆ A k+1 be the restriction of A J ⊆ A k to σ k+1 and B J ⊆ B k+1 the restriction of B J ⊆ A k to σ k+1 . Then if J = I and hence k + 1 ∈ V (J ), (i) for p and A J , B J follows from (7.5) and (7.6), and (ii) follows from (7.3). If J = I, then (i) and (ii) for p and A J , B J are inherited from (i) and (ii) for p and A J , B J . 
To simplify the notation, let us assume that j(i) = i for all i ∈ {0, . . . ,
It also follows from (ii) that for all i ∈ {0, . . . , }, there is an a i * such that dist(a i * , a i ) ≤ r k+1 and atp 
Thus, there is a subset S ϕ ⊆ I × T such that for all σ -structures A, all r-neighborhood covers X of A, and all a ∈ V (A),
Recall that every (q + 1, r)-independence type η ∈ I is a subset of the finite set (σ I , q + 1, r), and for every σ I -structure A we have
We denote the sentence ψ∈η ψ ∧ ψ∈ (σ I ,q+1,r)\η ¬ψ by η and say that it defines the type η. But we can actually define η for every subset η ⊆ (σ I , q + 1, r). Then either η is unsatisfiable or there is some σ I -structure A such that itp + q+1,r (A) = η. Similarly, every atomic type θ ∈ T (σ T , 1, q, 0) is a subset of the finite set + (σ T , 1, q, 0), and for every σ T -structure A and every a ∈ V (A) we have
We denote the formula ζ (x)∈θ ζ (x) ∧ ζ (x)∈ (σ T ,1,q,0)\θ ¬ζ (x) by θ (x). Again, we can define θ (x) for every subset θ ⊆ + (σ T , 1, q, 0). Then either θ (x) is unsatisfiable or there is some σ T -structure A and a ∈ V (A) such that atp
It follows from (7.7) that for all σ -structures A, all r-neighborhood covers X of A, and all a ∈ V (A),
Here we use that the σ T -structure A q+1 X q is an expansion of the σ I -structure A q X q. We could let ϕ(x) = (η,θ)∈S ϕ ( η ∧ θ (x)). Clearly, this formula has the desired syntactic form and by (7.8) satisfies the assertion of the theorem. However, we want ϕ(x) to be computable from ϕ(x), and with this definition it is not, because the choice of S ϕ is not unique and, so far, arbitrary. However, we will prove that we can compute some set S ϕ satisfying (7.8).
We need to incorporate the r-neighborhood covers into the logical framework. Let R be a fresh binary relation symbol and σ R := σ ∪ {R}. For every σ -structure A and every mapping X : V (A) → 2 V (A) , we let A X be the σ ∪ {R}-expansion of A with
Recall that we view r-neighborhood covers of A as mappings X :
where N r (a) ⊆ X (a) for each a ∈ V (A). We let γ := ∀x∀y(dist(x, y) ≤ r −→ R(x, y)). Then X is an r-neighborhood cover of A if and only if A X |= γ . It is not hard to see that the structure A X q is definable within A X , which means that for every (unary) relation symbol P ∈ (σ q) \ σ, there is a σ ∪ {R}-formula χ P (x) such that P(A X q) = {a ∈ V (A) | A X |= χ P (a)}. By the so-called lemma on syntactical interpretations (see Ebbinghaus et al. [1994] ), this implies that for every σ q-formula
. Using this, we can inductively prove that A X q is definable within A X and that for every σ q-
In particular, for every η ⊆ (
. It follows from (7.8) that for all σ -structures A, all r-neighborhood covers X of A, and all a ∈ V (A),
As A X is an expansion of A, on the left-hand side of (7.9) we can replace A by A X and thus rewrite (7.9) as
Recalling that a σ R -structure A R equals A X for some r-neighborhood cover X of a σ -structure A if any only if A R |= γ , for all σ R -structures A R and all a ∈ V (A R ) we thus have
By (7.11), the formula α S ϕ (x) is valid. Note that so far we thought of α S (x) as an FO + -formula, but we can directly translate every FO + -formula into an equivalent FOformula by substituting appropriate distance formulas for the distance atoms. Note that at this point, it does not matter that the rank may increase. Thus, we view α S (x) as an FO[σ R ]-formula.
The set of all valid FO[σ R ]-formulas is recursively enumerable. We start an enumeration algorithm and wait for the first formula α S (x) it produces. This will happen eventually, because we know that α S ϕ (x) is valid. The set S ⊆ I × T of the first formula α S (x) returned by the enumeration algorithm is not necessarily the same as the set S ϕ we started with. However, by retracing our construction backward, it is easy to see that S satisfies (7.8)-that is, for all σ -structures A, all r-neighborhood covers X of A, and all a ∈ V (A),
We define ϕ(x) := (η,θ)∈S ( η ∧ θ (x)). As argued earlier, this formula satisfies the conditions of the theorem, and by construction, it is computable from ϕ(x).
Note that if, given a formula ϕ, we first compute an equivalent normalized formula ϕ and then apply the procedure above to ϕ , we can then can compute an upper bound for the running time.
THE MAIN ALGORITHM
We are now ready to prove our main result: Theorem 1.1. We actually prove a slightly more general theorem. A colored-graph vocabulary consists of the binary relation symbol E and possibly finitely many unary relation symbols. In particular, if σ is a coloredgraph vocabulary, then σ q (as defined in Section 7.4) is a colored-graph vocabulary. A σ -colored graph is a σ -structure whose {E}-restriction is a simple undirected graph. 
Clearly, this implies Theorem 1.1. We need one more lemma for the proof. It describes a standard reduction that allows us to remove a bounded number of elements from a structure in which we want to evaluate a formula. 
Furthermore, ϕ θ is computable from ϕ and θ , and G is computable from G and
PROOF. We use a game-theoretic argument similar to (but simpler than) the proof of the rank-preserving locality theorem.
For 1 ≤ i ≤ f q ( ) and 1 ≤ j ≤ m, we let Q ij be a fresh unary relation symbol, and we let σ be the union of σ with all of these Q ij . For every σ -colored graph G and all w 1 , . . . , w m ∈ V (G), we let G be the σ -expansion of G \ {w 1 , . . . , w m } with It remains to prove that we can compute such a set S ϕ,θ from ϕ and θ . We use an argument based on the recursive enumerability of the valid first-order sentences similar to the one in the proof of the rank-preserving locality theorem.
PROOF OF THEOREM 8.1. Let C be a nowhere dense class of graphs and ε > 0. Without loss of generality, we may assume that ε ≤ 1/2, which implies that ε 2 ≤ ε/2, and that C is closed under taking subgraphs.
The input to our algorithm is an ε ≤ 1/2, a σ -colored graph G whose {E}-restriction is in C and an FO + [σ ]-formula ϕ(x), for some colored-graph vocabulary σ . Our algorithm will compute the set of all v ∈ V (G) such that G |= ϕ(v) in time O(n 1+ε ). We start by fixing a few parameters. We choose q such that the q-rank of ϕ is at most q and let r = f q (q). By the rank-preserving locality theorem, we can find an FO + [σ q+1 q]-formula ϕ(x), which is a Boolean combination of (q + 1, r)-independence sentences and atomic formulas, such that for all σ -colored graphs G, all r-neighborhood covers X of G, and all v ∈ V (G), we have G |= ϕ(v) ⇐⇒ G q+1 X q |= ϕ(v). We choose , m according to Theorem 4.2 such that Splitter has a winning strategy for the ( , m, 2r)-splitter game on every graph in C. Note that q, r, , m, and ϕ only depend on ϕ and the class C, but not on ε or the input graph G. Now ε comes into play. Let δ = ε/(2 ). Choose n 0 = n 0 (δ, r) according to Theorem 6.2 such that every graph G ∈ C of order n ≥ n 0 has an r-neighborhood cover of radius at most 2r and maximum degree at most n δ . Choose n 1 ≥ n 0 such that n δ/2 1 ≥ 2 and that every graph G ∈ C of order n ≥ n 1 has at most n 1+δ edges. The existence of such an n 1 follows from Lemma 3.3. All parameters and the formula ϕ(x) can be computed from ϕ, ε and the nowhere-density parameters of C if C is effectively nowhere dense. Now consider the σ -colored input graph G. If n = |V (G)| < n 1 , we compute the set of all v ∈ V (G) such that G |= ϕ(v) by brute force; in this case, the running time can be bounded in terms of ϕ, ε, and C. Thus, let us assume that n ≥ n 1 . We compute an r-neighborhood cover X of G of radius 2r and maximum degree n δ . The main task of our algorithm will be to compute G q+1 X q. Before we describe how to do this, let us assume that we have computed G Let us now turn to computing G q+1 X q. We inductively compute G i X q for 0 ≤ i ≤ q+1. The base step i = 0 is trivial, because G 0 X q = G. As each G i X q is a σ -colored graph for some σ (to be precise, σ = σ i q), it suffices to show how to compute G X q from G. To do this, for each formula ξ (x) ∈ + (σ, 1, q, q), we need to compute the set P ξ (G X q) of all v ∈ V (G) such that G[X (v)] |= ξ (v). Let us fix a formula ξ (x) ∈ + (σ, 1, q, q). For every X ∈ X , let v X ∈ X be a "center" of G [X] -that is, a vertex with X ⊆ N 2r (v X ). Such a v X exists because the radius of G[X] is at most 2r. Let W X ⊆ N G 2r be Splitter's response if Connector chooses v X in the first round of the ( , m, 2r)-splitter game on G. Without loss of generality, we assume that W X = ∅. Let w 1 , . . . , w m be an enumeration of W X . We apply Lemma 8.2 with k = 1, = q, and m, q to the formulas ξ 0 (x 1 , y 1 . . . , y m ) = ξ (x 1 ) and ξ j (x 1 , y 1 . . . , y m ) = ξ (y j ) for j = 1, . . . , m. Let σ be the vocabulary obtained by Lemma 8.2 (1), and let G X be the graph obtained from G and w 1 , . . . , w m by Lemma 8.2 (3). (Neither σ nor G X depend on the formula.) For 0 ≤ j ≤ m, let ξ j (x 1 ) be the formula obtained from ξ j by Lemma 8.2 (2). We recursively evaluate the formulas ξ 0 , . . . , ξ 1 in G X . This gives us the set X of all v ∈ V (G) such that G X |= ξ (v). Doing this for all X ∈ X , we can compute the set
The crucial observation to ensure that the algorithm terminates is that in a recursive call with input G X , ξ j , the parameters q and hence r = f q (q) can be left unchanged. Moreover, it follows from the definition of G X that Splitter has a winning strategy for the ( − 1, m, 2r)-splitter game on G X . Thus, we can reduce the parameter by 1. Once we have reached = 0, the graph G X will be empty and the algorithm terminates.
There is one more issue we need to attend to, and that is how we compute Splitter's winning strategy-that is, the sets W X . We use Remark 4.7. This means that to compute W X in some recursive call, we need the whole history of the game (in a sense, the whole call stack). In addition, we need a breadth-first search tree in all graphs that appeared in the game before. It is no problem to compute a breadth-first search tree once when we first need it and then store it with the graph; this only increases the running time by a constant factor.
This completes the description of the algorithm. Let us analyze the running time. The crucial parameters are the order n of the input graph and the level j of the recursion. As argued earlier, we have j ≤ . We write the running time as a function T of j and n. We first observe that the time used by the algorithm without the recursive calls can be bounded by c 1 n 1+δ for a suitable constant c 1 depending on the input sentence ϕ, the parameter ε, and the class C, but not on n or j. Furthermore, for n < n 1 the running time can be bounded by a constant c 2 that again only depends on ϕ, ε, and C, and for j = 0 the running time can be bounded by c 3 . Furthermore, there is a c 4 such that for each X ∈ X , at most c 4 recursive calls are made to the graph G X . Let n X = |V (G X )| ≤ |X| and c = max{c 1 , c 2 , c 3 , c 4 }. We obtain the following recurrence for T :
for all j ≥ 1, n ≥ n 1 .
We claim that for all n ≥ 1 and 0 ≤ j ≤ , we have T ( j, n) ≤ c j n 1+2 jδ = c n 1+ε .
(8.1)
CONCLUSION
We prove that deciding first-order properties is fixed-parameter tractable on nowhere dense graph classes. This generalizes a long list of previous algorithmic metatheorems for first-order logic. Furthermore, it is optimal on classes of graphs closed under taking subgraphs. It remains open to find an optimal metatheorem for first-order properties on classes that are not closed under taking subgraphs, but only satisfy some weaker closure condition like being closed under taking induced subgraphs. Our theorem underlines that nowhere dense graph classes have very favorable algorithmic properties. As opposed to Robertson and Seymour's structure theory underlying most algorithms on graph classes with excluded minors, the graph theory behind our algorithms does not cause enormous hidden constants in the running time.
A particularly interesting property of nowhere dense classes and classes of bounded expansion that we uncover here for the first time is that they have simple sparse neighborhood covers with very good parameters. We have focused on the radius of the covering sets and have not tried to optimize the degree of the cover-that is, the number of covering sets in which a vertex may be contained. As the graph theory underlying our result is not very complicated, we believe that it is possible to obtain good degree bounds as well. However, this remains future work.
