is that proposed by Rosenblatt; denoting the estimate by f (x), we define n He note that all estimates of this form are themselves density functions for a given set of observations; that is, f (x) t 0, n /f (x)dx = 1 . ... n
Since the X 's are random variables, f (x) is a continuous j n parameter stochastic process, but it is clearly non-stationary.
The estimate f (x) can be shown to be locally biased n for any value of x under relatively mild conditions [4] .
Our object in this paper is to investigate a global measure of hov good f (x) is as an estimate of £ (x) .
The measure n was originally propospd by Bickel and Rosenblatt [2] and is given by as n --> "» , where w<*>(0) is the fourth convolution of w with itself. Thus, B (n) has an asymptotically normal distribution, regardless of the underlying density f(x). not distribution-free.
Further, its exact distribution for any finite value of n does not seen to be tnattienatically tractable.
He thus exuined some representative cases through simulation, hoping that ß (n) would be fairlv robust vith rapid convergence to the asymptotic distribution. It was also hoped that the simulations would cast light on these conjectures and perhaps suggest some unexpected results.
SIMULATION
The primary object of the Simulation was to investigate the distribution of the statistic 0(n): was used to evaluate f (x) in both cases. He found little n difference as far as ß(n) was concerned between the triangular and other "smoother" (e.g., guadratic) weight functions for our samples of from 100 to 1500 deviates.
A. UNIFORM RANDOM VARIABLES
In the case of uniform (0,1) random variables, we have
Thus, ß (n) becomes, .r
The limits of integration are from b(n) to 1 -b(n) Instead of from 0 to 1 to avoid the marked bias of f (x) n near 0 and 1. As long as b (n) < x < 1-b(n) , though, f ( The results were found to be satisfactory in the sense that the value did not change appreciably when a finer grid (up to 500 subintervals) was used.
In general, ve found that a larger sample size required a finer grid; apparently the value of f (x) changes
• n 
CAOCHY RANDOM VARIABLES
The Cauchy density function is
He used the same density estimator as in the uniform case: 
J-3 nxr
This range comprises SOX of the probability mass for this distribution. Again, Simpson's rule was used to approxiirate the integral; in this case a grid of 600 subintervals was selected after examining 100, 300, 600 and 900 subinterval grids.
The Cauchy distribution was chosen because for finite n f (x) has a bias component; this component usually decreases n with bandwidth for a fixed value of n, although the pointwise variance of f (x) increases with decreasing n Table  III .1 (means) and Table III. 
(variances).
Especially for small bandwidth the agreement between the asymptotic and simulated variances is very good even for small n (n = 100) . The same is true for expected value, although convergence is slower than for the variance and again slower for large bandwidth. 
U. GRAPHICAL RESOLTS AND GENERAL DISCUSSION
The graphs for the following experiments ha?e been reproduced from [3] because they give the greatest insight into the distribution of ß (n); these graphical results are ■ore informative than the tabulated means, variances and Gamma fits of the previous Section. (1 -/2/10) 10/2 = 12.1ii , which is a bit larger. It is interesting to note that the estimated (smoothed) density function of g(n) gives us greater insight apparently in all cases. Here we see the beginning of an approach to asymptotic normality though it is still suggested that a Samoa fit might be appropriate.
The next case (Figure a.3 ; nslSOO, b(n)=1//n r £=17.316) with 
