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Gravitational waves emitted during compact binary coalescences are a promising source for
gravitational-wave detector networks. The accuracy with which the location of the source on the sky
can be inferred from gravitational wave data is a limiting factor for several potential scientific goals
of gravitational-wave astronomy, including multi-messenger observations. Various methods have
been used to estimate the ability of a proposed network to localize sources. Here we compare two
techniques for predicting the uncertainty of sky localization – timing triangulation and the Fisher
information matrix approximations – with Bayesian inference on the full, coherent data set.
We find that timing triangulation alone tends to over-estimate the uncertainty in sky localization
by a median factor of 4 for a set of signals from non-spinning compact object binaries ranging up
to a total mass of 20M, and the over-estimation increases with the mass of the system. We find
that average predictions can be brought to better agreement by the inclusion of phase consistency
information in timing-triangulation techniques. However, even after corrections, these techniques
can yield significantly different results to the full analysis on specific mock signals. Thus, while
the approximate techniques may be useful in providing rapid, large scale estimates of network
localization capability, the fully coherent Bayesian analysis gives more robust results for individual
signals, particularly in the presence of detector noise.
PACS numbers: 04.80.Nn, 04.25.dg, 04.30.-w
I. INTRODUCTION
Neutron star (NS) and black hole (BH) binaries will
be an important source of gravitational waves (GWs) de-
tectable by advanced ground-based laser interferometers
that are expected to come online in 2015, the two LIGO
detectors in the US and the Virgo detector in Italy [1, 2].
These instruments are sensitive to the final minutes to
seconds of a binary coalescence and the detection rate is
anticipated to be between 0.4 yr−1 and 400 yr−1 at final
design sensitivity [3]. This new class of observations is
anticipated to provide us with new insights into the for-
mation and evolution of this class of relativistic objects
and their environments [e.g. 4–6].
An important element in any astronomical observation
is the ability to locate a source in the sky. Compact bi-
naries that are detected via GWs provide a radically new
sample of compact object binaries in a highly relativistic
regime, which is otherwise difficult to identify. If some
of the binding energy is released in the electromagnetic
band as a prompt burst of radiation during the merger or
as an afterglow, as is expected in the case of NS-NS and
NS-BH coalescences, signatures in the gamma-ray, X-ray,
optical, and radio spectra may be identified by telescopes,
and will provide a multi-wavelength view of these phe-
nomena [e.g. 7]. If, on the other hand, the merger is
electro-magnetically silent, as expected for a binary black
hole merger in vacuum, constraining the source location
in the sky may provide unprecedented clues about the
environments that harbor such exotic objects.
Locating a GW source as precisely, and rapidly, as
is technically possible is therefore an important element
of GW observations. GW laser interferometers are not
pointing telescopes, but the sky location can be recon-
structed through the time of arrival of GW radiation
at the different detector sites, i.e. timing triangulation,
as well as the relative amplitude and phase of the GWs
in different detectors, that carry additional information
about the source geometry. During the final observa-
tional run (S6/VSR2-3) of the LIGO and Virgo instru-
ments, in their so-called “initial” configuration, a rapid
sky localization algorithm based in part on timing trian-
gulation was implemented and used to provide alerts on
the time-scale of minutes to telescopes for follow-ups of
detection candidates (none of which represented a confi-
dent GW detection) [8]. In parallel, a Bayesian inference
analysis designed to provide accurate estimates of all the
source parameters, including location in the sky, was de-
ployed on a range of software and hardware injections,
including the “blind injection” [9]. Now that the instru-
ments are undergoing upgrades [1, 2] a major effort is
taking place to refine these sky localization techniques in
preparation for observations at advanced sensitivity, and
to estimate the pointing performance of the GW network
in order to put in place an electro-magnetic (EM) follow-
up observational strategy.
When computing the typical size of the error-box in
the sky, one needs to draw a careful distinction between
actual parameter estimation on noisy data from a detec-
tor network, and predictions of the expected parameter-
recovery accuracy in principle. Ultimately, one would like
to know the probability that the source is enclosed within
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2a given sky area in a real analysis. This information is
provided by the posterior probability density function of
the sky location given the data and all the assumptions of
the model. For a multi-dimensional and possibly multi-
modal parameter space, as is the case of models that
describe GWs from coalescing binaries, this function can
be efficiently obtained using a variety of stochastic sam-
pling techniques. Markov-chain Monte Carlo [10] and
nested sampling [11] have both been applied to inference
on GW data; in fact, a sophisticated software library
specifically developed for this goal is now in place and
actively developed [12]. Several assessments of the lo-
calization capability of the trans-continental network of
GW instruments in different observational scenarios have
recently been made using full, coherent parameter esti-
mation techniques [e.g. 13–15].
However, the exploration of a large-dimensional pa-
rameter space can be computationally intensive and
lengthy. Other methods have therefore been devised to
estimate theoretically the uncertainty of the sky location
recovery without going through the actual analysis pro-
cess.
One technique that has been used in countless stud-
ies is based on the evaluation of the Fisher information
matrix (FIM), whose inverse provides an estimate of the
covariance matrix on the parameter space [16]. However,
the FIM provides robust estimates only for a particu-
larly a sufficiently high signal-to-noise ratio to validate
the approximation of the likelihood as a Gaussian. It
is now clear that it is of limited use to describe the ac-
tual performance of the network of ground-based laser
interferometers in realistic conditions, see [17] and most
recently [18].
A different approach that has been considered specifi-
cally for predicting the sky localization error-box is based
on using time delays between the arrival of GWs at dif-
ferent detectors in the network and theoretical estimates
of time-of-arrival measurement uncertainty in individual
detectors [19, 20]. A predictive method using solely tim-
ing accuracy is therefore based on the assumption of in-
dependent rather than coherent analyses of data streams
from different detectors, and potentially misses out on
additional information from a coherent analysis, such as
the relative phase and amplitude of the GW strain be-
tween detectors, that could improve localization accu-
racy. This timing triangulation approach [21] was used
as the basis of the recent LIGO Scientific Collaboration
and Virgo Collaboration document on prospects for lo-
calization of GW transients with advanced observatories
[22].
The main question that we want to address in this pa-
per is the following: how accurate are the predictions
based solely on triangulation estimates with respect to
what could be actually achieved in a real coherent anal-
ysis of a stretch of data in which a GW candidate has
been identified? We answer this question by considering
a set of synthetic gravitational-wave signals from coalesc-
ing compact binaries added to Gaussian and stationary
noise representative of the sensitivity achieved in the last
LIGO – Virgo science run. We then examine and com-
pare the predicted sky localization uncertainty estimates
obtained with different techniques for this common set
of simulated sources. Our study measures the accuracy
of estimates from timing triangulation and Fisher infor-
mation matrix analyses relative to the optimal coherent
Bayesian inference, which defines what is achievable in
practice with a given data set and model.
The paper is organized as follows. Section II outlines
the methods used to calculate the sky areas. Section III
applies these methods to a set of simulated GW signals.
We compare the three methods in Section IV, and con-
clude with a discussion in Section V.
II. METHODS
The data, dj(t), from each GW detector j = 1, . . . , N ,
where N is the number of instruments, is a sum of the
noise nj(t) and any signal h(t;θ),
dj(t) = nj(t) + hj(t;θ) , (1)
where θ is a vector that describes the set of unknown
parameters that characterize the emitting source. The
waveforms for coalescing binary systems h(θ) used in this
study are discussed in Section III. The noise in each de-
tector is assumed to be a zero-mean, stationary, Gaussian
process characterized by a one-sided noise spectral den-
sity Snj (|f |). The signal, h(t;θ), from compact binary
coalescences (CBCs) with non-spinning components can
be described with a nine-dimensional parameter vector
θ: the two component masses m1 and m2 ( or, alterna-
tively, the symmetric mass ratio η = m1m2/(m1 +m2)
2
and the chirp mass Mc = η3/5 (m1 +m2) ), the distance
to the source D, the source location in the sky – right
ascension α and declination δ, the orientation of the bi-
nary – polarization ψ and inclination ι, and the reference
phase φ0 and time t0. It is useful to define the noise-
weighted inner product between two functions a and b
as
〈a|b〉 = 2
∫ ∞
0
df
a˜∗(f)b˜(f) + a˜(f)b˜∗(f)
Sn(f)
, (2)
where the integral is formally over all positive frequen-
cies, but in practice is restricted, through Sn(f), to the
finite bandwidth over which the instrument is sensitive.
A. Bayesian Parameter Estimation
The parameter-estimation pipeline of the LIGO –
Virgo collaboration uses a Bayesian framework to coher-
ently analyze data from all detectors in the network [9].
Bayes’ law gives the posterior probability density func-
tion p (θ | d) in terms of the likelihood p (d | θ) and prior
3p (θ):
p (θ | d) = p (θ) p (d | θ)
p (d)
, (3)
where the denominator p(d) is the evidence, which we
treat as a normalization factor. In stationary, Gaussian
noise, the likelihood is
p (d | θ) = exp
[
−1
2
〈d− h(θ) | d− h(θ)〉
]
, (4)
where 〈... | ...〉 denotes the inner product defined in
Eq. (2). This is simply extended to the detector net-
work analysis where the likelihood becomes a product of
the likelihoods in individual detectors.
The Bayesian pipeline maps out the posterior prob-
ability density function of the signal parameters given
the data and model, and thus directly provides the
statistical measurement uncertainty on parameter esti-
mates. The sampling algorithm used in this paper is
the LAL [12] implementation of MCMC [10], known as
LALinference mcmc. It explores the parameter space us-
ing a random walk based on Metropolis-Hastings sam-
pling methods [23]. The performance of this pipeline
has been demonstrated on a number of simulated events
[9], the sky localization performance investigated (on the
same set of simulated sources as here) in [24] and the sky
localization, among other parameters, investigated for bi-
nary neutron star sources at high signal-to-noise ratios
(SNRs) in [25]. The code returns samples from the pos-
terior which are binned using a kD-tree algorithm [26] to
compute the relevant two-dimensional probability inter-
vals on the sky marginalized over all other parameters.
For the comparisons reported below, we considered the
smallest area which encloses 50% of the total posterior
probability ABayes, also known as the 50% credible inter-
val.
B. Timing Triangulation Approximation
The Bayesian methods described above are computa-
tionally expensive; therefore, approximate techniques ca-
pable of analyzing a large set of synthetic GW sources
and predicting their localization accuracies are desirable.
In particular, a timing triangulation (TT) approxima-
tion, outlined in [19] and [21], has been used to predict
the sky localization ability of the upcoming advanced
LIGO-Virgo network [22]. TT assumes that the bulk
of information that allows for source localization on the
sky is contained in the relative time delays of the arrival
of the GW train at different detectors in the network,
and so uses estimates of time-of-arrival uncertainties in
individual detectors to predict the overall localization un-
certainty [19]. The timing uncertainty in each detector
σt is estimated to be:
σt =
1
2piρσf
, (5)
where ρ is the expectation value of the SNR in the detec-
tor ρ2 = 〈h | h〉 and the effective bandwidth of the signal
in the detector σf is
σ2f = f
2 − ( f )2 , (6)
where
fn =
1
ρ2
〈fnh | h〉 . (7)
The network localization accuracy, described by the
matrix M (whose inverse is the covariance matrix on the
sky), is a function of the timing uncertainty σti in each
detector and the pairwise separation vectors of the de-
tectors in the network Di,j = di − dj , where di is the
light travel time between detector i and the geocenter:
M =
1∑
k σ
−2
tk
∑
i,j
Di, jD
T
i, j
2σ2tiσ
2
tj
, (8)
where i, j, k label the detectors.
We use the sky area as defined for the three-detector
network in equation (33) of [19] to calculate the P = 50%
credible interval,
ATT(P ) = −2piσxσy ln(1− P )
cos γ
, (9)
where σx and σy are the inverse square roots of the two
non-zero eigenvalues of M and γ is the angle between
the direction to the source and the normal to the plane
containing the three detectors.
C. Fisher Information Matrix Approximation
The calculation of the timing uncertainty, Eq. (5), in
the TT method described above is in essence a two-
dimensional (time and phase) application of the Fisher
information Matrix (FIM) technique. The FIM is an
approximation with a long history of use in GW data
analysis [e.g., 16]. In the high SNR limit, the likelihood
over the desired credible region can be approximated as
a Gaussian centered on the true parameters:
p(d|θ) ∝ e− 12 〈ha|hb〉∆θa∆θb , (10)
where ∆θa = θa − θtruea , ha = ∂h∂θa and repeated indices
are summed over.
In this case the Fisher information matrix is
Γab ≡
〈
∂h
∂θa
∣∣∣∣ ∂h∂θb
〉
, (11)
where h is the gravitational-wave signal and the inner
product is defined in Eq. (2). The FIM for a multi-
detector network is a sum of individual-detector FIMs.
The FIM approximation has been found to be useful for
4large-scale investigations into sky localization of detec-
tor networks, although individual sky areas estimated via
FIM can be orders of magnitude different from full co-
herent analysis. [18]. Assuming flat priors the covariance
matrix is then,〈
∆θa∆θb
〉
= (Γ−1)ab ≡ Σab. (12)
We use the solid angle sky area as defined in equation
(43) of [27] to calculate the P = 50% credible interval,
AF(P ) = −2pi cos
(
δtrue
)
[ln (1− P )]
√
ΣααΣδδ − (Σαδ)2 ,
(13)
where α and δ label the right ascension and declination
respectively, δtrue is the declination of the source and here
indices are not summed over. Below, we describe two
different FIM analyses. In the first, the full 9-dimensional
parameter space described at the beginning of section II
is considered. The 9-dimensional FIM and its inverse, the
9-dimensional covariance matrix, are used to estimate the
area AF9 via Eq. (13).
As an interesting comparison we also include FIM re-
sults based on a reduced four-dimensional analysis in-
corporating only the two sky location parameters of the
source (the right ascension and declination) as well as the
reference phase and time of merger, with the remaining
parameters held fixed, i.e., assumed to be known per-
fectly. Such an analysis artificially restricts the parame-
ter space and assumes perfect knowledge of parameters
which are correlated with sky location. The 50% credi-
ble level sky localization areas computed from the four-
dimensional FIM approximation are reported as AF4.
III. DETECTOR NETWORK AND INJECTIONS
To compare the methods described in the previous sec-
tion we consider a set of mock observations made with
the LIGO – Virgo detector network. The network is com-
posed of three detectors located at the LIGO Hanford
(Washington state, USA) LIGO Livingston (Louisiana,
USA) and Virgo (near Pisa, Italy) sites. We model the
noise in each instrument as zero-mean, Gaussian and sta-
tionary with the same one-sided power spectral density
Snj = Sn(|f |) for each instrument, j = 1, 2, 3. We use
the noise power spectral density typical of the sensitiv-
ity achieved during the last science run (LIGO S6) [28];
Figure 1 shows the noise power spectral density.
The signal model h(t;θ) describes the inspiral phase
of a low-mass compact-object binary in circular orbit.
The waveform is generated in the time domain and is
modeled using the restricted post-Newtonian (pN) ap-
proximation, with amplitude at the leading Newtonian
order and phase at the 3.5 pN order. The compact ob-
jects are assumed to be non-spinning and the specific
waveform approximant used for injection and Bayesian
recovery is TaylorT4 [29]. The waveform used in the
FIG. 1. The one-sided noise power spectral density Sn(|f |)
as estimated from the mock data. The same noise spectral
density, which is representative of the noise during the LIGO
S6 operational period, was used to generate noise realizations
in each of the three instruments (LIGO Hanford, LIGO Liv-
ingston and Virgo) that make up the detector network used
in the study.
FIM analysis is the frequency-domain TaylorF2 approxi-
mant, which uses the restricted post-Newtonian approx-
imation with amplitude at the leading Newtonian order
and phase at the 2pN order [29]. Given the noise spec-
tral density adopted for this study, the waveforms are
generated from a starting frequency of 40 Hz and are
terminated at the usual condition for the these approxi-
mants, when the waveform reaches the innermost stable
circular orbit frequency, fISCO = 1/[6
3/2pi(m1 + m2)] .
In all cases, we neglect the merger and ringdown parts
of the waveform even though, for the higher mass sys-
tems, they would contribute to the signal power and to
the source localization.
The set of signals added to the Gaussian noise were
generated from parameters drawn randomly from the fol-
lowing population: the distance is distributed linearly in
log(D) in the range 10− 40 Mpc, the location and orien-
tation are isotropic on the respective two-spheres. The
component masses (m1,m2) are drawn uniformly from
1M ≤ m1, 2 ≤ 15M with an additional cut on the
total mass at m1 + m2 ≤ 20M. These injection distri-
butions are also used as the priors in the Bayesian anal-
ysis. A total of 200 injections were generated. However,
in this study we consider only 166 of the 200, based on
the following two cuts. We crudely emulate the detection
pipeline by considering only signals with ρ ≥ 5 in at least
two detectors. We also consider only signals whose sky
position was at least 5 degrees away from the plane de-
fined by the detector network in order to use the simple
TT approximation in Eq. (9). The combination of dis-
tance and masses of the sources selected for the analysis
leads to a distribution of chirp mass and total network
5SNR ρnetwork =
√∑
j ρ
2
j that is shown in Figure 2.
FIG. 2. The chirp mass and coherent network signal-to-noise
ratio of the set of sources being used to compare the sky
localization methods.
IV. COMPARISON OF METHODS
For each of the 166 signals described in the previous
section, we computed the associated sky area at the 50%
credible level (CL) using each of the four methods: co-
herent Bayesian analysis (ABayes), timing triangulation
(ATT), 9-dimensional Fisher information matrix (AF9)
and 4-dimensional Fisher information matrix (AF4), as
described in Section II. Figures 3(d)-3(a) and Table I
summarize the results.
Method Median Mean Standard Dev.
(sq. deg.) (sq. deg.) (sq. deg.)
ABayes 2.9 8.9 17.1
ATT 10.6 29.3 59.3
AF9 4.0 8.7 16.0
AF4 1.6 3.2 6.1
TABLE I. Average 50% credible-interval sky areas, in square
degrees, computed using the four methods in Section II.
A. Timing vs Coherent Bayesian
The comparison of the timing triangulation (TT) ap-
proximate sky areas and those from the full Bayesian
method provides an indication of the ability of the TT
approximation to predict the sky localization uncertainty
for GW transients with advanced networks. It was
expected that the extra information used in the full
Bayesian coherent analysis should provide better local-
ization and so smaller sky areas. However, prior to
this study the size of this improvement was unknown.
As seen in Table I, the sky areas are on average sig-
nificantly smaller when measured using the coherent
Bayesian method than when estimated with TT. When
comparing injections individually, the median of the ra-
tio ATT/ABayes is 4.1, see Figure 4(a). However, there
is a large scatter in individual results. The distribution
of the ratio ATT/ABayes is strongly skewed, but the dis-
tribution of the logarithm of the ratio appears relatively
Gaussian, so we use the standard deviation of the ratio
as a proxy for the scatter. The standard deviation of the
natural logarithm of this ratio is 0.7, meaning that indi-
vidual sky localization areas typically differ by a factor
of ∼ 2.
The Bayesian 50% credible interval for a typical mock
event is shown in Figure 5(a), along with timing triangu-
lation and FIM predictions for localization ellipses. This
event, at a network SNR of 23.6, has ATT/ABayes = 4.01.
The Bayesian posteriors are slightly offset from the true
value because of the impact of noise in the data, while the
predicted TT and FIM uncertainties that do not consider
the actual data realization are centered on the true value.
However, the qualitative shape of the Bayesian posterior
here is ellipsoidal and the orientation and eccentricity
of this ellipse match the analytical predictions, although
the size of the ellipses vary because of the omission of key
phase and amplitude information when constructing the
TT uncertainty region.
Meanwhile, Figure 5(b) shows the Bayesian credible in-
terval and the analytical localization predictions for the
outlier seen in Figure 4(a) at a network SNR of 11.2 and
ATT
ABayes
= 0.38. In this case, the partial degeneracy be-
tween multiple sky locations cannot be broken, and the
Bayesian 50% credible interval is composed of multiple
patches in the sky. The TT and FIM technique, which
assume that such degeneracies can always be broken us-
ing amplitude information, do not account for this degen-
eracy and significantly under-predict the sky localization
uncertainty.
As the TT and FIM approximations assume a Gaus-
sian posterior distribution, any deviations from this, as
seen in an extreme case in Figure 5(b), will affect the va-
lidity of these approximations. In order to investigate the
Gaussianity of the Bayesian posteriors we compare the
two-dimensional 30% credible intervals and 70% credible
intervals to those expected for a Gaussian posterior dis-
tribution scaled to match the Bayesian posterior at the
50% CL, Figure 6. The tails extending to lower ratios
of Bayesian to Gaussian ratios at the 30% credible in-
tervals and to higher ratios at the 70% credible intervals
CI indicate that some of the Bayesian posteriors are not
Gaussian, but have greater peakedness with long tails.
6(a) Full coherent bayesian (b)Timing triangulation approximation
(c) Fisher information matrix approximation 9D (d)Fisher information matrix approximation 4D
FIG. 3. Histograms of the estimated 50% credible-interval sky areas, in square degrees, calculated using the Bayesian coherent
analysis ABayes, timing triangulation ATT, 9-dimensional Fisher information matrix AF9 and 4-dimensional Fisher information
matrix, AF4.
B. Fisher Matrix vs Coherent Bayesian
The fractional difference in the sky location an-
gles, right ascension and declination, between FIM and
Bayesian for this set of simulated sources have been re-
ported in [18], where it was shown that the FIM tends
to overestimate the error in individual sky angles at low
SNRs and underestimate it at high SNRs. In Figure 4(b)
we show the ratio of sky areas for the FIM and TT ap-
proximations, while Figure 4(c) shows the ratio of FIM
sky areas to the coherent Bayesian 50% credible inter-
vals. With the cuts used in this study (see Section III),
the median of ratios AF9/ABayes is 1.6 with standard
deviation in the log of the ratio 0.6, while the median
of the ratio ATT /AF9 is 2.4 and standard deviation in
the log of the ratio of 0.5. The inclusion of the full 9-
dimensional parameter space in the FIM results provides
a closer estimation of the full coherent analysis than the
areas estimated via timing triangulation alone, but still
overestimates the sky areas. While the FIM does include
all the signal parameters, it is still limited to considering
the leading order, quadratic terms to determine localiza-
tion, and it makes no use of physically motivated priors
on the signal parameters. Both of these are included in
the Bayesian approach and are likely to explain the dif-
ference in results.
The restricted 4-dimensional FIM analysis over-
constrains the sky areas by artificially assuming perfect
knowledge of the remaining 5 parameters. The ratio of
4-dimensional FIM 50% confidence-interval sky areas to
7(a)Timing triangulation and full coherent Bayesian comparison (b) 9d Fisher information matrix and timing triangulation
comparison
(c) 9d Fisher information matrix and full coherent Bayesian
comparison
(d) 4d Fisher information matrix and full coherent Bayesian
comparison
FIG. 4. Comparisons of 50% credible-interval sky areas found using the timing triangulation approximation ATT, the 4d
Fisher information matrix approximation AF4, the 9d Fisher information matrix approximation AF9 and the coherent Bayesian
method ABayes, as a function of the network SNR of the signal.
corresponding areas from the coherent Bayesian analysis
AF4/ABayes, shown in Figure 4(d), have a median 0.68
with standard deviation in the log of the ratio 0.6. It
is not surprising that the 4-dimensional FIM gives the
smallest localization regions, as it is imposing physically
unrealistic restrictions on the parameters.
C. Timing Triangulation with Phase Correction
We have seen that signal parameters not considered
in basic timing triangulation still affect the sky localiza-
tion, yielding an area that is a factor of 2.7 larger than
predicted by the 9-dimensional FIM. Ignoring these pa-
rameters, particularly the phase consistency between de-
tectors, leads to pessimistic predictions of the ability of
a detector network to localize GW sources. We can at-
tempt to correct the predicted sky localization based on
timing triangulation alone [19, 21] to account for phase
information.
To understand the impact of this, we can consider a
simplified case where we ignore the polarization of the
waveform and keep the relative phase of the signal be-
tween detectors fixed. Generically, this is overly restric-
tive, although it would be appropriate for a face-on, cir-
cularly polarized binary.
Consider a waveform of the form h˜(f) =
A(f) exp [iφ0 + i2pift0 + iΨ(f)] where φ0 and t0
8(a)Typical posterior density function (b) “Patchy” posterior density function
FIG. 5. 50% credible intervals for the a typical injection (panel (a), ATT/AB = 4.01, AF4/A = 0.84, AF9/AB = 2.23,
ρHanford = 7.48, ρLivingston = 14.3, ρVirgo = 17.1 and ρNetwork = 23.6 ) and for a injection where the posterior density
function found via the Bayesian analysis is patchy (panel (b), ATT/ABayes = 0.38, AF4/ABayes = 0.09, AF9/ABayes = 0.22,
ρHanford = 6.62, ρLivingston = 4.54, ρVirgo = 7.77 and ρNetwork = 11.2).
(a) 30% Credible Interval (b) 70% Credible Interval
FIG. 6. Histograms of Bayesian sky areas at the 30% and 70% credible levels to the area of a Gaussian posterior at the same
credible level, scaled to match the Bayesian posterior at the 50% credible level.
9are the phase and time at a particular frequency (e.g., at
the fiducial moment of coalescence) and A(f) and Ψ(f)
are the amplitude and phase, respectively, which depend
on the other seven parameters of the signal. For a signal
of this form, it is possible to measure both φ0 and t0
from each detector’s data. The timing accuracy in each
detector σt, considered independently, can be obtained
by applying a 2-dimensional FIM calculation in {φ0, t0}
to each detector’s data set. This FIM is:
Γtt = 4pi
2ρ2f2 ,
Γtφ = 2piρ
2f¯ , (14)
Γφφ = ρ
2 ,
where f¯ and f2 are defined in Eq. (7). In the high SNR
limit, the covariance matrix can be approximated by the
inverse of the FIM, Eq. (12). The timing uncertainty
in an individual detector is given by σ2t =
(
Γ−1
)
tt
=[
4pi2ρ2(f2 − f¯2)
]−1
, in agreement with the expression for
σt given in Eq. (5).
This calculation, a variant of which was used for the
original TT prediction [19], ignores the requirement of
phase consistency between detectors. Although we dont
know the actual value of φ0 in the detectors, its value
must be the same for all detectors regardless of detector
location. Fixing the phase, rather than marginalizing
over it, corresponds to using a 1-dimensional FIM Γtt
in place of the two-dimensional matrix considered above.
Thus, with the phase consistency requirement, the timing
uncertainty in each detector is just the inverse of the tt
component of the 2-dimensional FIM, σ2t, new = (Γtt)
−1
.
We can use this timing uncertainty in place of σt in
Eq. (8) to compute a prediction for the sky localization
uncertainty with the phase consistency requirement.
If there is a correlation between φ0 and t0, the un-
certainty ellipse in time–phase space will be inclined. In
this case, the ellipse’s projection onto the time axis, mea-
sured by σt, which was the measure of localization used
in the original TT approach, can be much wider than the
width of the ellipse at a fixed value of phase. Thus, the
largest improvements from including phase constraints in
timing triangulation arise when there are large correla-
tions between time and phase measurements. For the
simple case of detectors with equal noise power spectral
densities, such as those considered in this study, sky lo-
calization area uncertainties will decrease by a factor of
σ2t, new
σ2t
=
f2 − f¯2
f2
. (15)
The precise value added depends on both the detector
bandwidth and the system masses, with larger contri-
butions for higher masses because of greater correlation
(see Figure 7). For instance, for a signal from a typi-
cal binary neutron star system observed by the network
considered here, we expect approximately a factor of 3
improvement in sky localization by including phasing in-
formation. However, for the most massive systems in the
set of injections considered above, the improvement could
be as large as a factor of 8.
Polarization is treated more carefully in [30]. The ad-
ditional freedom contained in the choice of polarization
lowers the phase consistency improvement to the sky lo-
calization area to only a square root of the value pre-
dicted above, i.e.,
σ2t, new
σ2t
=
√
f2 − f¯2
f2
. (16)
Heuristically, this can be understood by noting that the
GW has two free phases, while TT (with a three-site net-
work) assumes three and the derivation above restricted
to a single free phase. Thus, we should expect the actual
result to be midway between TT and fixed phase approx-
imations. Folding in phasing information in this way, the
improvement in predicted sky localization relative to TT
alone is a factor of 1.8 for a signal from a typical binary
neutron star system, and as much as a factor of three
for the signal from the most massive system in the set of
injections considered above. Note, however, that the ef-
fect will be less significant in advanced detectors as their
sensitive band starts at a lower frequency.
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FIG. 7. Fractional reduction in timing triangulation predic-
tion for the sky localization area after incorporating phase
consistency versus using only timing information; crosses
correspond to the single-free-phase approximation described
here, while circles correspond to the two-free-phase approxi-
mation from [30].
We see in Table II that the inclusion of phase infor-
mation improves the TT predictions and brings them
closer in-line with the observed sky localization ability
of coherent Bayesian analysis. In the case where we ig-
nore the freedom of choosing the polarization angle, we
effectively over-constrained the system with the phase
consistency requirement, which leads to predicted credi-
ble intervals that are smaller than what can be achieved
even with coherent Bayesian analysis. In fact, the median
50% credible-interval area for the TT prediction with this
phase constraint, 1.7 square degrees for our injection set
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Method Median Area Median Ratio
(square degrees) with ABayes
Bayesian 2.9 -
standard TT 10.6 4.1
TT + two phases from [30] 4.4 1.6
TT + one free phase 1.7 0.6
TABLE II. The median areas of 50% Bayesian credible inter-
vals for coherent Bayesian method, timing triangulation and
time-phase localization. Median ratios of the areas relative to
the coherent Bayesian method are also given.
(see Table II), matches with the 4-dimensional FIM me-
dian interval of 1.6 square degrees (see TableI). This is
to be expected as both methods effectively consider three
free angles: two sky angles and phase.
Predictions from the TT calculation with two free
phases are similar to the full 9-dimensional FIM, and, in-
deed, the median sky localization areas for the two meth-
ods are 4.4 and 3.9 square degrees, respectively. This
indicates that by requiring a coherent signal across the
detectors, we have incorporated the most significant ad-
ditional parameter after arrival time. However, the me-
dian area predicted with this method is more than a fac-
tor of two larger than the median Bayesian area, which
indicates that additional inputs can further improve sky
localization ability.
This importance of coherence, and particularly phase
consistency, is relevant for the development of actual
(rather than merely predictive) rapid methods to local-
ize sources based on TT, e.g., [8]. We expect these rapid
localization methods to benefit from including phase con-
sistency information along with timing triangulation. As
discussed above, the largest benefits accrue for more mas-
sive systems.
Although we see that the inclusion of phase informa-
tion brings average predictions of timing-triangulation
based estimates closer to the full coherent Bayesian local-
ization, there is very significant scatter in results on in-
dividual mock data sets when compared on an injection-
by-injection basis. The standard deviation of the natural
logarithm of the ratio of the 50% MCMC credible inter-
vals to 50% TT predicted areas is ∼ 0.7 both without
phase information and for both correction schemes.
V. DISCUSSION
We have compared the predicted accuracy of source lo-
calization with various techniques with the performance
obtained by a fully coherent Bayesian parameter estima-
tion method. In general, the full exploration of the pa-
rameter space yields the most accurate results, and also
the smallest confidence regions. For the systems consid-
ered here, the median areas are a factor of four smaller
than those obtained with the timing triangulation ap-
proximation. We have seen that requiring a consistent
phase between the sites can significantly improve the lo-
calization of sources. The agreement between this result
and the 9-dimensional FIM result suggests that this is
the most significant additional parameter to include. For
the set of simulations considered here, incorporating this
correlation reduces the median area by a factor of 2.5.
However, for low-mass signals the correction will be on
the order of 50%; the inclusion of merger and ringdown
waveform phases will similarly reduce the impact of phase
consistency for stellar-mass black hole binaries.
The best of the approximation methods still differ,
on average, by at least 50% from the full results and,
more significantly, there is a large variation in the re-
sults on an event-by-event basis. The difference between
the full analysis results and the best approximations in-
dicate that there are still significant factors which are
being overlooked in the approximation methods. These
include: correlations with other parameters such as the
binary’s component masses, priors on signal parameters,
particularly distance and inclination, and the specific
noise realization in the data set being analyzed. Fur-
thermore, all of the approximation techniques consider
only the leading-order effects. At low SNR, expected
for the first gravitational-wave detections, these approx-
imations are not sufficient and a full examination of the
parameter space is required to accurately extract the sig-
nal parameters. While the approximation methods can
be used to give a sense of the localization capabilities
of various detector networks, the fully coherent Bayesian
analysis gives the most accurate results both on a pop-
ulation of sources and, most significantly, on individual
events. It also provides a critical cross-check on the self-
consistency of purely predictive methods techniques for
parameter estimation.
In this study, we only analyzed the case of non-spinning
compact objects. The results should extend straightfor-
wardly to systems with aligned spins. However, for bi-
naries in which at least one of the components is a black
hole, and therefore could carry significant spin, preces-
sion of the orbital plane through spin-orbit and spin-spin
coupling carries information about the system location
and orientation parameters and therefore affects our abil-
ity to recover the sky location of the source. It is likely
that these effects will produce a systematic offset in a pa-
rameter estimation approach based on intermediate data
products from single-detector analyses. A fully coher-
ent Bayesian parameter recovery can straightforwardly
incorporate such effects. It would be interesting to inves-
tigate the effect of precession on source localization, but
we leave that for the future.
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