In this paper, we show how techniques from disjunctive logic programming and classical first-order theorem proving can be used for efficient (deductive) database updates. The key idea is to tranform the given database together with the update request into a disjunctive logic program and apply disjunctive techniques (such as minimal model reasoning) to solve the original update problem. We present two variants of our algorithm both of which are of polynomial space complexity. One variant, which is based on offline preprocessing, is of polynomial time complexity. We also show that both variants are rational in the sense that they satisfy certain rationality postulates stemming from philosophical works on belief dynamics.
Introduction
View update in databases is an important problem that has recently attracted attention of researchers from both deductive and relational fields [6, 10, 13, 17, 24, 9, 18, 19, for example] ( [1] provides a survey of works in this regard). One crucial aspect of an algorithm for view update is the satisfaction of rationality postulates stemming from philosophical works on rationality of change [11, 12, for example]. This aspect was studied in detail in [6, 4] , where an algorithm for database deletion that satisfies all rationality postulates was presented. However, a serious drawback of this and other known rational algorithms (such as the one from Tomasic [24] ) is that they are of exponential space and time complexity.
In this paper, we present a radically different approach to rational view updates in (definite datalog) databases, resulting in an algorithm of polynomial space complexity. We also show that, in a special case polynomial time complexity can be achieved. For the simplicity of presenting the main ideas, in this paper we restrict our attention to definite datalog programs (note that relational databases can be represented by definite programs) and view deletion only. The approach we present here is very closely related to our diagnosis setup presented in [7] , where hyper tableaux calculus [8] was used for efficiently solving model based diagnosis tasks.
This close relationship enables us to use our existing, efficient implementation for diagnosis applications for view updates as well.
The basic idea in [7] is to employ the model generation property of hyper tableaux to generate models and read off diagnosis from them. One specific feature of this diagnosis algorithm is the use of semantics (by transforming the system description and the observation using an "initial model" of the correctly working system) in guiding the search for a diagnosis. This semantical guidance by program transformation turns out to be useful for database updates as well. More specifically, we use a (least) Herbrand Model of the given database to transform it along with the update request into a disjunctive logic program in such a way that the models of this transformed program stand for possible updates. Thus known disjunctive logic programming and first-order theorem proving techniques are exploited for efficient and rational view updates.
We discuss two ways of transforming the given database together with the view deletion request into a disjunctive logic program, resulting in two variants of view deletion algorithm. In the first variant, a simple and straightforward transformation is employed. But unfortunately all models of the transformed program do not stand for rational deletions. In order to be rational, we show that a rationality axiom itself (strong relevance policy) could be used as a test to filter out models representing non-rational deletions. Interestingly, this test based on a rationality axiom turns out be equivalent to the groundedness test used by Ilkka Niemelä for generating minimal models of disjunctive logic programs [22] . These two concepts (strong relevance policy and groundedness test) come from two different fields (belief dynamics and minimal model reasoning resp.) and this equivalence provides more insights into the issue (minimization) common to both the fields. Further, this equivalence implies that all minimal models (minimal wrt the EDB atoms) of the transformed program stand for rational deletions. Not surprisingly, all deletions obtained through this algorithm result in minimal change.
The second variant of the algorithm uses the Least Herbrand Model of the given database for the transformation. In fact, what we referred to as offline preprocessing before is exactly this computation of the Least Herbrand Model. This variant is very meaningful in applications where views are materialized for efficient query answering. The advantage of using the Least Herbrand Model for the transformation is that all computed models of the transformed disjunctive logic program (not just the minimal ones) stand for rational deletions. No minimality test is required, and thus the runtime complexity is improved.
The rest of the paper is organized as follows: We first briefly recall the rationality of change and the hyper tableaux calculus in Section 2. We then present two variants of our rational and efficient algorithm for view deletion in Secion 3. The paper is concluded with some comments on our approach and indications for further work. Due to space limitation some technical details and proofs have been omitted. Interested readers are referred to the full version of this paper [5] for complete details.
Background

Rationality of change
Rationality of change has been studied at an abstract philosophical level by various researchers, resulting in well known AGM Postulates for revison [2, 11, 12, for example]. However, it is not clear how these rationality postulates can be applied in real world problems such as database updates and this issue has been studied in detail by works such as [6, 4] . In the sequel, we briefly recall the postulates and an algorithm for contraction based on abduction from [6, 4] .
Formally, a knowledge base KB is defined as a finite set of sentences from language L, and divided into two parts: an immutable theory KB I , which is the fixed part of the knowledge; and an updatable theory KB U . Because of the duality of revision and contraction, it is enough to consider one, and rationality postulates for contracting a sentence α from KB, written as KB-α is produced below. The general contraction algorithm of [6, 4] is reproduced here as Algorithm 1. The basic idea behind this algorithm is to generate all (locally minimal) explanations for the sentence to be contracted and determine a hitting set for these explanations. Since all (locally minimal) explanations are generated this algorithm is of exponential space and time complexity. DEFINITION 2.4 (HITTING SET) Let S be a set of sets. Then a set HS is a hitting set of S iff HS S S and for every non-empty element R of S, R \ HS is not empty.
Algorithm 1 General contraction algorithm
Input: A knowledge base KB = KB I KB U and a sentence α to be contracted.
Output: A new knowledge base KB 0 = KB I KB 0 U
1.
Construct a set S = {X j X is a KB-closed locally minimal abductive explanation for α wrt KB I }.
2.
Determine a hitting set σ(S).
3.
Produce KB' = KB I (KB U nσ(S)) as a result.
THEOREM 1 Let KB be a knowledge base and α a sentence.
1. If Algorithm 1 produces KB' as a result of contracting α from KB, then KB' satisfies all the rationality postulates (KB-1), (KB-2), (KB-3), (KB-4), (KB-5), (KB-6.3).
2. Suppose KB" statisfies all these rationality postulates for contracting α from KB, then KB" can be produced by Algorithm 1.
Hyper Tableaux Calculus
In [8] a variant of clausal normal form tableaux called "hyper tableaux" is introduced. Since the hyper tableaux calculus constitutes the basis for our view update algorithm, we will briefly recall it. It is sufficient to restrict to the ground version here. We assume that the reader is familiar with the basic concepts of propositional logic. Clauses, i.e. multisets of literals, are usually written as the disjunction
From now on D always denotes a finite ground clause set, also called database, and Σ denotes its signature, i.e. the set of all predicate symbols occurring in it. We consider finite ordered trees T where the nodes, except the root node, are labeled with literals. In the following we will represent a branch b in T by the sequence We say that a branch b is finished iff it is either closed, or else whenever C is applicable to b, then extension of b by C yields some irregular new branch.
The applicability condition of an extension expresses that all body literals have to be satisfied by the branch to be extended (like in hyper resolution) From now on we consider only regular hyper tableaux. This restriction guarantees that for finite clause sets no branch can be extended infinitely often. But for one variant of our algorithm we need a weaker notion of regularity referred to as strictness. A tableau is said to be strict if for each branch every rule is applied at most once. A refutational completeness result for hyper tableaux was given in [8] . For our purposes of computing database updates, however, we need a (stronger) model completeness result: THEOREM 2 (MODEL COMPLETENESS OF HYPER TABLEAUX [7] ) Let T be a hyper tableau for D such that every open branch is finished. Then, for every minimal
For example, since in the tableau in Example 2.6 every branch is finished, one of its branches contains a minimal model (the literals ft ; r; qg in the left branch constitute a minimal model).
The just presented calculus of hyper tableau has been adopted in [7] for model based diagnosis applications (cf. [23] ). This diagnosis approach can be successfully used for database updates also, and in the sequel we discuss this in detail. For more details on the relationship between our approaches to diagnosis and database updates, see the full version of this paper [5] .
An Algorithm for View Deletion
A definite deductive database DDB consists of two parts: an intensional database IDB, a set of definite program clauses; and an extensional database EDB, a set of ground facts. The intuitive meaning of DDB is provided by the Least Herbrand model semantics. The reader is referred to [20, and the references therein], for more information on definite programs, the least Herbrand model semantics, and SLD-derivations. All the predicates that are defined in IDB are referred to as view predicates and those defined in EDB are referred to as base predicates. Extending this notion, an atom with a view predicate is said to be a view atom, and similarly an atom with base predicate is a base atom. Further we assume that IDB does not contain any unit clauses and no predicate defined in a given DDB is both view and base. For the sake of simplicity we also assume that there are no integrity constraints associated with the given database.
Two kinds of view updates can be carried out on a DDB: An atom, that does not currently follow from DDB, can be inserted; or an atom, that currently follows from DDB, can be deleted. In this paper, we consider only deletion of an atom from a DDB. When an atom A is to be deleted, the view update problem is to delete only some relevant EDB facts, so that the modified EDB together with IDB will satisfy the deletion of A from DDB. View update problem, in the context of deductive and relational databases, has been studied by various authors and different algorithms have been proposed [6, 4, 10, 13, 17, 24, 9, 18, 19, for example].
Note that a DDB can be considered as a knowledge base to be revised. The IDB is the immutable part of the knowledge base, while the EDB forms the updatable part. In general, it is assumed that the language underlying a DDB is fixed and the semantics of DDB is the least Herbrand model over this fixed language. We assume that there are no function symbols impyling that the Herbrand Base is finite. Therefore, the IDB is practically a shorthand of its ground instantiation 1 , written as IDB G . In the sequel, technically we mean IDB G when we refer simply to IDB. Thus, a DDB represents a knowledge base where the immutable part is given by IDB G and updatable part is the EDB. Hence, the rationality postulates (KB-1), (KB-2), (KB-3), (KB-4), (KB-5), and (KB-6.3) provide an axiomatic characterization for deleting a view atom A from a definite database DDB.
An algorithm for view deletion, based on the general contraction algorithm (cf. Algorithm 1) was presented in [6, 4] . There, given a view atom to be deleted, set of all explanations for that atom has to be generated through a complete SLDtree and a hitting set of these explanations is then deleted from the EDB. It was shown that this algorithm is rational. A serious drawback of this algorithm is that all explanations for the view atom to be deleted have to be generated and kept in memory. This means that this algorithm is of exponential space complexity. The same analysis holds for other known rational algorithms such as that of Tomasic [24] .
In this paper, we present a radically different approach that runs on polynomial space. In contrast to our previous algorithm, this one directly computes a hitting set without explicitly generating all the explanations. Moreover the generation of hitting set is carried out through a hyper tableaux calculus that is focussed on the goal.
An approach based on minimality test
The key idea of the algorithm presented in this paper is to transform the given database along with the view deletion request into a disjunctive logic program and apply known disjunctive techniques to solve the original view deletion problem. The intuition behind transformation is to obtain a disjunctive logic program in such a way that each (minimal) model of this transformed program represent a way of deleting the given view atom. We present two variants of our algorithm. The one that is discussed in this section employs a trivial transformation procedure but has to look for minimal models. The other variant (discussed in the next section) perfoms a costly transformation, but dispenses with the requirement of computing the minimal models.
We start presenting our algorithm by first defining precisely how the given database is tranformed into a disjunctive logic program for view deletion purposes. DEFINITION 3.1 Given an IDB and a set of ground atoms S, the transformation of IDB wrt S is obtained by translating each clause C 2 IDB as follows: Every atom A in the body (resp. head) of C that is also in S is moved to the head (resp. body) as :A.
DEFINITION 3.2 (IDB TRANSFORMATION)
Let IDB EDB be a given database. Let S 0 = EDB fA j A is a ground IDB atomg. Then, IDB is defined as the transformation of IDB wrt S 0 . REMARKS 3.3 Note that IDB is in general a disjunctive logic program. The negative literals (:A) appearing in the clauses are intuitively interpreted as deletion of the corresponding atom (A) from the database. Technically, a literal :A is to be read as a positive atom, by taking the :-sign as part of the predicate symbol. Note that there are no facts in IDB . So when we add a delete request such as :A to this, the added request is the only fact and any bottom-up reasoning strategy is fully focused on the goal (here the delete request). Now, when we have a deletion request for a ground view atom A, represented as :A, the idea is to generate models of IDB f:Ag and read the base atoms to be deleted from them. We propose to use the hyper tableaux calculus for this, and we state precisely how this is done. As mentioned in the above remark, :A is the only fact and so the bottom-up hyper tableaux calculus for model generation is fully goal-oriented. REMARKS 3.5 The name "hitting set" is a misnomer here, but we use it in order to compare this approach with previous approaches that generate explanations and a hitting set of them. This new approach directly generates a "hitting set" without enumerating all the explanations. Also, what we call hitting set here, has been called -modulus some notation -diagnosis in [7] . EXAMPLE 3.6 Consider the following database: To filter out only the rational hitting sets, the postulate (KB-6.1) can be used as a test! That is, after constructing each branch, the minimality condition of (KB-6.1) is checked (which is a theorem proving task). The branch is closed if the corresponding hitting set does not satisfy this strong relevance postulate. EXAMPLE 3.10 Continuing with the same example, after constructing the branch corresponding to the hitting set ft ; rg, the strong minimality test is carried out as follows: It is checked if the resulting database with each member of hitting set implies the deleted atom p or not. For example, IDB EDBnft; rg ft g`p. But the same does not hold for r,i.e. IDB EDBnft; rg frg/ p, and hence this branch fails the strong minimality test.
Interestingly, this minimality test is equivalent to the groundedness test used by Ilkka Niemelä for generating minimal models of disjunctive logic programs [21, 22] . The key idea of the groundedness test is to check if the members in the model are implied by the program together with the negation of the atoms not present in the model. Interested readers are referred to [21, 22] for more information on this technique of generating minimal models. In our context, the groundedness test for generating minimal models can be stated as follows: Let T be an update tableau for IDB EDB and delete request :A. We say that open finished branch b in T satisfies the groundedness test iff 8s 2 HS(b) : IDB EDBnHS(b) f:Ag`:s. It is not difficult to see that this is equivalent to the minimality test. This means that every minimal model (minimal wrt the base atoms) of IDB f:Ag provides a minimal hitting set for deleting the ground view atom A. Now we are in a position to formally present our algorithm. Given a database and a view atom to be deleted, we first transform the database into a disjunctive logic program and use hyper tableaux calculus to generate models of this transformed program. Models that do not represent rational deletions are filtered out using the strong minimality test. This is formalized in Algorithm 2.
Algorithm 2 View deletion algorithm based on minimality test
Input: A database IDB EDB and a ground view atom A to be deleted. To show the rationality of this approach, we study how this is related to the previous approach presented in the last section, i.e. generating explanations and computing hitting sets of these explanations. To better understand the relationship it is imperative to study where the explanations are in the hyper tableau approach. We first define the notion of cut in this direction. The above lemma precisely characterizes what explanations are generated by an update tableau. It is obvious then that a branch cuts through all the explanations and constitutes a hitting set for all the generated explanations. This is formalized below.
LEMMA 4 ( [6, 4] ) Let S and S 0 be sets of sets s.t. S S 0 and every member of S 0 nS contains an element of S. Then, a set H is a minimal hitting set for S iff it is a minimal hitting set for S 0 . So, Algorithm 2 generates a minimal hitting set (in polynomial space) of all EDB-closed locally minimal abductive explanations of the view atom to be deleted. From the belief dynamics results recalled in section 2, it immediately follows that Algorithm 2 is rational. THEOREM 6 (MAIN THEOREM) Algorithm 2 is rational, in the sense that it satisfies all the rationality postulates (KB-1), (KB-2), (KB-3), (KB-4), (KB-5), and (KB-6.1).
A special case based on materialized view
In many situations, the view is materialized, i.e. the least Herbrand Model is computed and kept, for efficient query answering. When the given database is acyclic [3] and its view has been materialized, it is possible to compute the rational hitting sets without performing any minimality test. The idea is to transform the given IDB wrt the materialized view. In the sequel, whenever we refer to a database, we assume that it is acyclic. So, the algorithm works as follows: Given a database and a view deletion request, we first transform the database wrt its Least Herbrand Model (computation of the Least Herbrand Model can be done as a offline preprocessing step. Note that it serves as materialized view for efficient query answering). Then the hyper tableaux calculus is used to compute models of this transformed program. Each model represent a rational way of accomplishing the given view deletion request. This is formalized in Algorithm 3.
based on materialised view is as follows: THEOREM 10 (MAIN THEOREM) The above algorithm is rational, in the sense that it satisfies all the rationality postulates (KB-1), (KB-2), (KB-3), (KB-4), (KB-5), and (KB-6.3).
Concluding Remarks
We have presented two variants of an algorithm for deleting a view atom from a definite database. The key idea of this approach is to transform the given database into a disjunctive logic program in such a way that updates can be read off from the models of this transformed program. In contrast to the previous approaches, this algorithm is of polynomial space complexity. One variant based on materialized views is of polynomial time complexity. Moreover, we have also shown that this algorithm is rational in the sense that it satisfies the rationality postulates that are justified from philosophical angle.
As mentioned before, this algorithm is based on a diagnosis algorithm presented in [7] . An implementation exists for this diagnosis algorithm and has been tested extensively on real world examples. This implementation can be easily adopted for view updates as well and we are working on that now.
In the second variant, where materialized view is used for the transformation, after generating a hitting set and removing corresponding EDB atoms, how do we easily move to the new materialized view? An obvious way is to recompute the view from scratch using the new EDB (i.e. compute the Least Herbrand Model of the new updated database from scratch), but it is certainly interesting to look for more efficient methods. A reasonable answer for this question will greatly increase the significance of this approach. This is indeed the view maintenance problem studied by various researchers [14, for example].
Our approach works on the assumption that the EDB is available and the complete EDB is indeed used for the transformation. It is interesting to study whether this approach can be effectively used in situations where EDB is very huge or not completely known. It should not be difficult to work with only that part of the EDB upon which the current view update request depends on, but a formal study in this regard is necessary. We are also exploring how this approach can be extended for disjunctive databases, where there is generally no unique minimal model.
