We focus on a class of real-world domains, where gathering hierarchical knowledge is required to accomplish a task. Many problems can be represented in this manner, such as network penetration testing, targeted advertising or medical diagnosis. In our formalization, the task is to sequentially request pieces of information about a sample to build the knowledge hierarchy and terminate when suitable. Any of the learned pieces of information can be further analyzed, resulting in a complex and variable action space. We present a combination of techniques in which the knowledge hierarchy is explicitly represented and given to a deep reinforcement learning algorithm as its input. To process the hierarchical input, we employ Hierarchical Multiple-Instance Learning and to cope with the complex action space, we factor it with hierarchical softmax. Our end-to-end differentiable model is trained with A2C, a standard deep reinforcement learning algorithm. We demonstrate the method in a set of seven classification domains, where the task is to achieve the best accuracy with a set budget on the amount of information retrieved. Compared to baseline algorithms, our method achieves not only better results, but also better generalization.
INTRODUCTION
In many domains, information retrieval is the the core of the problem. Here, the task is to gather a structured knowledge about the current sample and decide what to do with it. Let's look at an example from the domain of penetration testing. In an attack onto a computer network, the agent may start with a horizontal scan of the network to identify active hosts. Afterward, the agent may further scan any of these hosts (note that the set of hosts is not known at the beginning). The result of this scan is a set of ports corresponding to the services running on the host. For any of the services, the agent may fingerprint the service to learn the exact software package implementing it. Next, it may query vulnerability databases to find known exploits for the software package and choose to execute an exploit, with the goal of penetrating the network. If it fails, it may decide to continue with a different exploit, service or host.
As another example, in advertising on social networks an agent may decide whether to show a specific user an ad for football shoes or ballroom dancing lessons. In order to do that, it looks at user's likes. If none of them seems relevant for either, it may acquire the The root node corresponds to a user; a number of attributes are available, along with the user's posts and badges. Each post has its own attributes, tags and comments. Only several nodes are expanded to illustrate the partial knowledge gathered by the algorithm so far. The goal is to predict the user's age category while minimizing the amount of required information.
list of friends and query their likes. Alternatively, it may query user's groups and the likes of the people in those groups. Each new query comes with new objects from the world and new actions that can be executed. After gathering enough information, the agent decides what ad to show.
All the examples share their structure and in all of them, the task is to sequentially collect structured information and then perform a final, terminal action (i.e., to terminate the attack or show one of the ads). Naively, it is possible to design an agent that sees the problem as its game world, which it interacts with through primitive actions (such as move-left, move-right and select). Instead, we offer another direction, exploiting the structure of the task. In our formalization, all the knowledge gathered so far is explicitly represented as a tree given to the agent through its input. At each step, the agent directly selects an unexpanded leaf for examination (i.e., to probe a port or query the user's friends) or terminates the episode. The objective can be task-related (to maximize the success of the network penetration), classification (targeted advertising) or classification with a budget, where each action has a defined cost. We show the hierarchical knowledge in another example in Figure 1 .
The introduction of variable state and action spaces raises several issues to overcome. First, we approach the variable tree-like input with Hierarchical Multiple-Instance Learning [22] . The result of the process is a fixed-length embedding of the whole tree. Second, the number of actions varies at each step -new actions are created when a node is expanded and performed actions cease to exist. To solve this issue, we employ a hierarchical policy decomposition inspired by methods used in natural language processing [18] . To train our agent, we use an A2C algorithm [16] , a standard policy gradient method used in deep reinforcement learning (deepRL). We demonstrate the method in several scenarios similar to those arXiv, 2020 Jaromír Janisch, Tomáš Pevný and Viliam Lisý mentioned. Particularly, we choose classification domain with a budget on the amount of retrieved information, the Classification with Costly Features framework [3, 11, 24] with relational data.
RELATED WORK
There are several contributions in our work that are related to several different domains. The first one is about knowledge representation. Even in model-free deep reinforcement learning, the knowledge about the world in usually represented in some form, mainly because the solved domains are scarcely markovian and a state aliasing occurs. The knowledge representation techniques include: Providing the agent with a history of recent states [17] , recurrent neural architectures that learn to internally model the environment [9, 14] or forms of external memory [6, 7] , that can be used to store knowledge. In our work, we decide to explicitly represent all the gathered knowledge in a form of an exact tree, that is given to the agent as an input. There are pros and cons to this approach. The main advantage of this approach is that the information is presented in its exact form and the agent can precisely choose actions without forgetting. On the other side, recurrent networks given the information sequentially can learn more concise representation.
Our work is also related to a general field of Relational Reinforcement Learning (RRL) [4, 25, 27] , where the world is described in a form of first-order logic -of objects, their relations and actions on those objects. We limit ourselves to domains with a specific structure, in which the objects relations form a hierarchy and the focus of actions is mainly on a retrieval of new knowledge. Zambaldi et al. [28] also focus on RRL with deep learning, but trains their models with image inputs. In our work, we focus on domains with explicitly representable knowledge.
Second contribution is related to the complex action space. In our work, an action is to analyze any unexpanded leaf in the current knowledge tree. For this we use a hierarchical softmax [5, 18] . There are several other existing techniques to factorize complex action spaces in deepRL, such as in in mutli-dimensional action spaces [26] , or when multiple simultaneous actions are required [1] . Metz et al. [15] decompose a high dimensional action space into separate actions for each dimension that are sequentially performed in a transformed MDP with the same solution.
Third, the method can be seen as an extension of the Classification with Costly Features (CwCF) approach [3, 11, 24] to work with relational data. Formerly, the algorithms were able to work only with fixed-length vectors. Ability to process hierarchical data provides a possibility to extend CwCF into many new domains.
Fourth, the problem is related to inference on graphs [30] . The classification task can be reformulated in the graph terminology as a classification of heterogeneous graphs with edge information, but in our case, we classify only the root node. Several methods were developed for graph classification, such as [8, 13, 20] . However, these methods are not as general, cannot optimize any objective and cannot work with a set budget.
BACKGROUND
In this work, we use several existing techniques described in this section. To create an embedding of the hierarchical input, we use . . .
Embedding of nested sets. Sets are recursively processed as in (a) and their embeddings are used as the feature values (b).
Figure 2: Hierarchical Multiple-Instance Learning
Hierarchical Multiple-Instance Learning (HMIL) [22] . To select the performed actions, we use hierarchical softmax [5, 18] . To train our agent, we use Advantage Actor Critic (A2C) [16] , a reinforcement learning algorithm from the policy gradient family. In experimental section, we use the Classification with Costly Features (CwCF) [11] framework to evaluate our algorithm.
Hierarchical Multiple-Instance Learning
Multiple-Instance Learning (MIL) [23] introduces a neural network architecture to create an embedding of an unordered set B, composed of m items x {1..m } ∈ R n (see Figure 2 ). The items are simultaneously processed with a parametrized function f θ B , where θ B are shared parameters for the set B. This creates their embedding
where σ is a non-linearity function (i.e., ReLu). All embeddings are finally processed with an aggregation function д, commonly defined as a mean or max operator. The whole process creates an embedding z B of the set, and is differentiable. Hierarchical MIL [22] works with hierarchies of sets. In this case, the nested sets (where different types of sets have different parameters θ B ) are recursively evaluated as in MIL, and their embeddings are used as feature values. The soundness of the hierarchical approach is theoretically studied by Pevný and Kovařík [21] . The whole algorithm is easily parallelizable across samples.
Hierarchical Softmax
This approach decomposes a probability p(y|x) into a tree, where each joint represents a decision point which branch to follow, itself being a proper probability distribution [5, 18] . The sampling from p can be then regarded as a sequence of stochastic decisions at Deep RL with Explicitly Represented Knowledge and Variable State and Action Spaces arXiv, 2020 each joint, starting from the root and continuing down the tree. If we label the probabilities encountered on the path from a root node to y with p 1 , . . . , p n , then p(y|x) = n i=1 p i . The complexity of sampling from p(y|x) can be brought down to O(log |Y |), as only the partial probabilities on the sampled path has to be computed.
A2C Algorithm
Advantage Actor Critic algorithm (A2C), a synchronous version of A3C [16] , is an on-policy, policy-gradient algorithm. It iteratively optimizes a policy π θ and a value estimate V θ with model parameters θ to achieve the best cumulative reward in a Markov Decision Process (MDP) (S, A, r, t), where S, A represent the state and action spaces, and r , t are reward and transition functions. Let's define a state-action value function Q(s, a) = E s ′ ∼t (s,a) [r (s, a, s ′ ) + γV θ (s ′ )] and advantage function A(s, a) = Q(s, a) −V θ (s). Then, the policy gradient is defined as:
The value function gradient is:
with Q(s, a) regarded as a constant. To prevent premature convergence, a regularization term in form of the average policy entropy is used:
The total gradient is then computed as
The algorithm iteratively gathers sample runs according to a current policy π θ , and the traces are used as samples for the above expectations. Then, an arbitrary gradient descent method is used with the gradient G. Commonly, multiple environments are run in parallel to create a better gradient estimate. Mnih et al. [16] use asynchronous gradient updates; in A2C the updates are made synchronously.
When the number of actions is high and the computation of their probabilities is expensive, the estimation of the policy entropy gradient can become a bottleneck. In these cases, it is beneficial to use an alternative entropy estimator [29] :
In this case, only the actually performed action can be used to sample the expectation. This works well in combination with the hierarchical softmax, because only that action's probability is easily available.
Classification with Costly Features
Classification with Costly Features (CwCF) [11] is a problem of optimizing accuracy, along with a cost of features used in the process. Let (y θ , f θ ) be a model where y θ returns the label and f θ the features used. Then the objective is:
In here, (x, y) is a data point with its label, ℓ is the classification loss function, c is the cost function returning the cost of the given features and the parameter λ is a trade-off factor between the accuracy and the cost. In the original framework, each data point x ∈ R n is a vector of n features, each of which has has a defined cost. Eq. (1) allows a construction of an MDP with an equivalent solution to the original goal. In this MDP, an agent classifies one data point (x, y) per episode. The state s represents the currently observed features. At each step, it can either choose to reveal a single feature f (and receiving a reward of −λc(f )) or to classify with a labelŷ, in which case the episode terminates and the agent receives a reward of −ℓ(ŷ, y). A common choice for the loss function ℓ is a binary loss (1 in case of mismatch, 0 otherwise).
It has been shown that solving this MDP is equivalent to the original objective and so the standard reinforcement learning (RL) techniques can be used. In a following work, Janisch et al. [10] shows that the λ parameter can be interpreted as a setting for an average budget. They also adapt the method to a setting with a strict hard budget and also to a directly specified average budget, removing the need for the parameter λ. In this work, we focus only on the average budget with a set λ, but the modifications are available, if needed.
By setting λ = 0, the algorithm solves a simple classification problem without any budget. The authors have shown that even in this case the algorithm learns to use only the features contributing to the objective. Hence, this setting can be useful if the costs are unavailable.
PROBLEM DEFINITION
The input to the algorithm is a distribution of samples (i.e., distinct computer networks), where each sample comes in a form of a tree of information, and a description of the samples' structure. There exist two distinct tasks that can be solved. In the first task, the goal for each sample is to sequentially create a partial sub-tree of the given sample, which contains a defined quality (i.e., a successfully penetrated computer network) and the overall goal of the algorithm is to optimize the task-related objective in expectation over all samples (i.e, maximize the network attack success rate). In the second task, labels for the samples are provided and the overall objective changes into classification. In both cases, the nodes can be valuated with a cost (defined in the dataset description) and a budget can be defined. In this case, the objective is constrained so that the total cost of all nodes in the created sub-tree does not exceed the budget, either on average or strictly for any sample. Moreover, we do not just want to solve the objective for the given training data -we want to create a model that generalizes well to unseen samples.
The tree structure of a sample is defined as follows. There are three types of nodes: items (a host in a network), their properties (an IP address) and sets of other items. Each item can possess several properties and sets. The properties have their values, either numerical, categorical or strings; sets are collections of same-typed items (all items in a set share their structure). The structure of a particular dataset is fixed and known (i.e., hosts have ports), but the number of items in sets can differ across samples (a set also can be empty).
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Jaromír Janisch, Tomáš Pevný and Viliam Lisý With a single sample, the algorithm starts only with a knowledge about the root node and its children, with their values hidden. Sequentially, it can select a previously unexplored leaf in its currently observed sub-tree. Selecting a property reveals its value, selecting a set reveals its list of items. Discovered items are automatically expanded, so that the knowledge about the existence of their properties and sets is available. To enable a broader set of problems to be represented, some nodes can only be selected after some precondition is met (defined in the description; i.e., a port can be attacked only after a corresponding exploit is discovered). To satisfy a precondition, an item with a defined property has to be present in the current sub-tree (i.e., an exploit applicable to port 80). After a sequence of selections, the algorithm can decide to terminate, and the provided sub-tree is evaluated. In the classification case, the algorithm also provides a label for the current sample.
The problem can be naturally represented as an Markov Decision Process (MDP) that process one sample in a single episode and in which the current sub-tree is a part of the state, the set of actions is composed of one terminal action and one action per an unselected leaf in the sub-tree. Let ℓ be the loss function to minimize (negative of the objective) with τ being either the final sub-tree or the returned label, depending on the task. Then the reward for the terminal action is ℓ(τ ). Let c be a cost function returning a cost of a selected node. Then the reward for action selecting a node n is −λc(n), where λ is a trade-off parameter between the main objective and cost. This exactly follows the formalism of CwCF (see Section 3.4), with the defined ℓ, c, λ and the main objective of the algorithm is to optimize the eq. (1). If λ = 0, the problem degrades into objective optimization without a budget. However, the algorithm can still learn to prune parts of the tree that do not contribute to the objective.
METHOD
In our work, the model is a differentiable function (a neural network) taking a partially observed sample as an input and outputting a probability distribution over all actions (unexplored properties and sets and the terminal action). The state consist of the sample itself, augmented with information about the missing parts. A single float value, called a mask, is added to each property in the currently observed tree, with value 1 if the property is revealed and 0 if not. Similarly, a single float value is added to each set in the tree, signalizing what portion of the corresponding branch is revealed, with a value between 0 and 1. Currently, we limit ourselves to samples with a limited depth, so the set mask can be recursively computed as an average of masks of properties and sets of all items the set. If a property of an item is not revealed, it's replaced with zeros.
The data types present in the samples have to be transformed into floats prior their processing by the model. For strings, we observed a good performance with a character tri-gram histograms [2] . This hashing mechanism is simple, fast and conserves similarities between strings. Categorical properties are translated into one-hot encoded array.
The prepared input is processed with HMIL (Section 3.1), resulting into embeddings of all present items and the embedding of the whole subtree z (see Figure 3 ). Separate linear functions with their own parameters are used to output: probabilities The class probability output is used only if the task is classification. When available, the p output can be used to initialize the first part of the network by sampling incomplete subtrees from the dataset, and training only the classification part.
The actions are to terminate or expand a single available unexpanded leaf. To obtain a probability distribution over all possible actions, we employ the hierarchical softmax (see Section 3.2). Starting at the root of the current sub-tree, a stochastic decision is made at each node to continue down the tree. An exception is with sets, where all items' properties and sets are considered at once (instead of choosing an item first and then continuing down; see Figure 4 ). Each type of set B share parameters ϕ B (different from HMIL set parameters θ B ). The root-level embedding z and previously computed embedding of each item z i = σ (f θ B (x i )) is used to compute pre-softmax energies for each property or set in the item, with f ϕ B (z, z i ). All action energies across all items in the set are then fed through the softmax function to obtain the final probability matrix. Already revealed properties, or completely explored branches (easily checked for their mask to be 1) are excluded from the softmax.
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For convenient and efficient implementation, their pre-softmax energies can simply be replaced with −∞. At the root level, the terminal action a t is added to the softmax.
The actual performed action is sampled with the hierarchical softmax -through a sequence of stochastic decisions at each level. By taking a product of the partial probabilities of the path from the root to a leaf, the process retrieves a differentiable probability π (a|s), a piece of the policy π , for the sampled action a in a state s. The model is trained with the A2C algorithm (Section 3.3), by using random samples from a training distribution.
EXPERIMENTS
To demonstrate our method, we make experiments on a set of seven datasets from multiple domains (see Table 1 ). The demonstrated task is the budgeted classification, because we obtained only classification datasets. All datasets are taken from publicly available sources and most of them are originally relational databases. For each dataset, a description of its structure is available to the algorithm. The carcinogenesis, hepatitis, mutagenesis, sap and stats are relational datasets retrieved from [19] . For our purposes, we transformed them into trees by fixing the root and unfolding into the defined depth by following the links. Numerical values were normalized. The ingredients dataset comes from Kaggle 1 . The web dataset was retrieved by querying ThreatCrowd 2 service with a list of benign and malicious domains, recursively into a defined depth. The costs of various properties in the datasets were manually defined, based on our intuition. The preconditions of nodes, as defined in Section 4, are not used. Strings were processed with the tri-gram histogram method [2] , with simple modulo 13 index hashing. The datasets were split into training, validation and testing sets. For each dataset, two hyperparameters exist: eplen, controlling an epoch length and some other parameters and bsize, the batch size. All other hyperparameters are shared.
We refer to the method described in this paper as rl. We choose two baseline algorithms to compare to. First, we use HMIL trained with complete data (referred to as hmil), that should give the upper bound on the accuracy for the given dataset (as discussed later, this is often not the case, as the algorithm is often surpassed by the RL method). Second, we train HMIL with randomly constructed partial subtrees, that have some defined cost (referred to as rw, as for random-walk). With different costs, we train different models. This approach serves as the lower bound, because it does not make informed decisions what features to include. This method is inspired by Hamilton et al. [8] , a method to create embeddings of general graphs, but constrained to always start in the root node and to a set budget.
Implementation
The model's parameters are initialized according to the provided dataset description. Parameters θ B , ϕ B are created for each set B. We use a fixed embedding size of 64 (the output of f θ B ), across all sets and datasets. ReLu is used as the σ activation function. The learning weight of the A2C algorithms were initialized as α v = 0.5, α h = 0.05, where the policy entropy controlling weight (α h ) exponentially decays by a factor 0.5 every eplen steps. We use Adam optimizer [12] , with L2 regularization 10 −4 . The gradients are clipped to a norm of 0.1. The network is initialized by pre-training the classifier with randomly generated subtrees from the dataset, with cross-entropy loss, learning rate 3 × 10 −3 and early stopping. The learning rate of the main training exponentially decays from 3 × 10 −3 by a factor of 0.5 every 10 × eplen steps. During the main training, the classifier is trained only in states where the agent decides to terminate. For each dataset, we run the algorithm for 100 × eplen steps, and select the best performing iteration based on its validation performance (reward). The source code will be released on github.
Results
For each dataset, we run the algorithm with three different seeds for each of six different trade-off values λ. We make comparable number of runs with the baseline methods. We evaluate the resulting models in the testing sets and plot them in the cost-accuracy plane, as seen in Figure 5 . To better visualize the best performance of the algorithms, we also plot the pareto frontier of the results. Note that in the cost-accuracy plane, the whole range of costs has to be taken into account when comparing the algorithms.
Based on the clustering of the result points and the pareto frontier, it can be said that the rl method achieves a better performance than rw on all but ingredients dataset. This is expected, as the rw method is uninformed and the rl method uses it for its initialization (in the classifier pretraining phase). Surprisingly, the baseline hmil method, which should give the top performance, does not work as well as expected. Although it receives the complete sample, it performs much worse than rl and often even than rw with only a fraction of the information in all but ingredients and sap datasets. This indicates that the full information is often not only unnecessary, but also harmful in the training. We analyzed the performance of the algorithms and found that the hmil model often overfits arXiv, 2020 Jaromír Janisch, Tomáš Pevný and Viliam Lisý Figure 5 : The performance in the CwCF task, classification with an average budget, with testing data. The line shows the pareto frontier; all points on x axis are equally important; higher is better. The described reinforcement-learning algorithm (rl), random-walk algorithm with random partial subtrees (rw) and HMIL trained on complete samples (hmil) are shown. Each point displays a result of a single model trained with a specific budget and a random seed.
the training data, leading to a poor generalization. The rl method achieved worse performance during training, but the gap between training and testing data was lower. Similar results were observed by Janisch et al. [10] with fixed-length vectors, indicating that the RL model generalizes better because it solves a much harder task (with missing data).
In the terms of the computation needed by the rl method, the datasets with shorter eplen parameter (carcinogenesis, hepatitis, mutagenesis, stats and web) need about 1 hour to train. The other datasets (ingredients and sap) take about 24 hours to train. The hmil method usually finished in terms of minutes and rw method in tens of minutes.
CONCLUSION
We described that many real-world domains can be represented as a hierarchical information retrieval problem, possibly budgeted. Combining several techniques, we created a deep reinforcement learning method that takes an explicit knowledge tree as its input and sequentially decides which part of this tree to expand, what more information it needs to accomplish a defined task. The task can take a form of a general objective optimization or classification; each setting can incorporate a budget on the amount of acquired information. We demonstrated the method in seven datasets from real-world budgeted classification domains. According to our expectations, the method outperformed a simple baseline that is learned with randomly selected information. However, the method's performance also surpassed an algorithm trained with complete data, without the budget cap. The results also indicate strong generalization to unseen instances.
