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1. INI-R~DUCT~~N 
In this paper we study existence of solutions to nonlinear equations of the 
form Lx = Nx where L is not necessarily invertible. We use coincidence 
degree results to obtain solutions in a prescribed wedge, cone, or convex set. 
Some applications will be discussed in Section 4. 
In Section 2 we state a theorem of Gaines and Santanilla [3 I, and obtain 
as a corollary a generalization of the Schauder’s fixed point theorem when 
Ker L is not necessarily trivial. 
In Section 3 we establish coincidence degree results of compression 
type generalizing some theorems of Leggett and Williams 181 and 
Krasnosel’skii [ 7 1. 
Section 4 is devoted to illustrating some of our results. We shall obtain 
solutions to the following problems: 
$1) =f(t. x(t)) 
x(0)=x(l) 
X(l) > 0, x&O 
and 
-z?(l) =f (I, X(f)) 
x(0)=x(1)=0 
x(t) > 0. 
2. A COINCIDENCE THEOREM OF SCHAUDER’S TYPE 
We start by introducing some basic notation relative to coincidence degree 
(see (2, 91). Let X and Z bc real Banach spaces. We shall consider a linear 
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mapping L: dom L c X + 2 and a not necessarily linear mapping N: X + Z 
with the following properties: 
(i) L is a Fredholm operator of index zero, i.e., dim (Ker L) = 
codim(Im L) < co and Im L = L(dom L) is closed. It follows now from 
basic results of linear functional analysis that there exist continuous 
projectors P: X+X and Q: Z + Z such that Im P = Ker L and Ker 
Q = Im L. Since dim(Im Q) = codim(Im L) there is an isomorphism 
J: Im Q + Ker L. Further, the restriction L, of L to dom L f7 Ker P is one- 
to-one and onto Im L, so that its (algebraic) inverse K,: Im L + 
dom L f7 Ker P is defined. It is well known that Lx = 1Nx is equivalent to 
x = Px + JQNx + &(I - Q) Nx 
for all 1 E (0, 11. 
(ii) N is L-completely continuous, i.e., the mappings QN and 
K,(I - Q) N: X -+ X are completely continuous on every bounded subset 
of x. 
Let C be a nonempty closed convex subset of X. y: X + C will denote a 
continuous retraction, i.e., ylc = 1, and R will denote a nonempty open 
bounded subset of X. We assume that y maps subsets of fi into bounded 
subsets. Finally, we define M = P + JQN + K,(I - Q) N and it? = M 0 y. 
The following result gives conditions under which the equation Lx = Nx 
has a solution in the convex set C. 
THEOREM 2.1 [3]. Let the following conditions be satisfied: 
(A) (P + JQN) y(aR) c C and G(6) c C; 
(B) LxfllNxforeveryxECnaandomL andAE(0, 1); 
(C) dB[ [I - (P t JQN)y]I.,,, , Ker L n Q, 0 ] # 0 (Brouwer degree). 
Then Lx = Nx has a solution x E C (7 0. 
COROLLARY 2.2. Suppose the following: 
(i) NJ@) E L(C); 
(ii) Lx # ANx for every x E C n aR n dom L and A E (0, 1); 
(iii) 0 E a n C; 
(iv) Ker L = {O}. 
Then Lx = Nx has a solution in C n fi. 
ProoJ From assumption (iv) it follows that P = 0 and Q = 0. Since 
0 E C, condition (A) is satisfied. Further, we note that 
d,P-V’+JQN)yl,,,,, KerLnB,O]=d,[l,{O},O]=l#O. 
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Observation. If J2 is convex, by taking C = fi in Corollary 2.2 we have 
condition (ii) automatically and we obtain a theorem of Schauder’s type 
when the Ker L is trivial. In particular, when X = Z and L = I, this result 
reduces to the Schauder’s fixed point theorem for a convex closed set with 
nonempty interior. The theorem of Schauder’s type when the Ker L is trivial 
also follows from Corollary IV. 11 in [9). For Ker L not necessarily trivial 
we have the following 
COROLLARY 2.3. Let f2 be convex. Assume that the following conditions 
are satisfied: 
(i) (P t .IQN)(afi) c R and M(R) c fin; 
(ii) dRIJQNIKerL, Ker L n R, 0 1 # 0. 
Then Lx = Nx has a solution in 6. 
ProoJ Let us take C = fi in Theorem 2.1. Suppose Lx = ANx for some 
1E (0, 1) and xE8RndomL. We have 
x=(P+.IQN)x+lK,(I-Q)Nx 
= (1 - 1)(P t JQN) x t Mx, 
hence x E R. This contradiction implies that hypothesis (B) in Theorem 2.1 
is satisfied, and the result follows. 
Remark 1. If X = Z, L = I and 0 E R, Corollary 2.3 is the Schauder’s 
fixed point theorem. A different generalization of this theorem when 
Ker L f (01 may be obtained from Corollary 3.2 in [ 10 1. 
Remark 2. The original proof of Theorem 2.1 was given with 
(P t JQN)r (fi) c C in hypothesis (A) instead of (P t JQN)y (Z2) c C. The 
modification is trivial. 
3. COINCIDENCE THEOREMS OF COMPRESSION TYPE 
In many mathematical models, such as population and epidemic 
equations, it is important to have results assuring nonnegative solutions. This 
can be accomplished by reducing the model to an operator equation having 
“nonnegative” solutions, i.e., solutions in some wedge or cone. In this section 
we shall establish coincidence results of compression type for solutions in a 
wedge or cone. Expansion theorems are obtained in a similar fashion. 
A map N: K -+ K of the cone K of an ordered Banach space is said to be a 
compression of K if N(0) = 0 and if there exist numbers R > r > 0 such that 
x-Nx6? K if xEK, llxjl<r,andx#O (3.1) 
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and, for all t: B 0, 
Nx-(1 +E)XCzK if xEKand]]x]]>R. (3.2) 
Krasnosel’skii [ 7, p. 137) has shown that if N is a compression of the cone K 
and is completely continuous on K, then N has at least one fixed point x in 
K with r < ]]x]] <R. Further, it can be shown (see [ 12, pp. 16-171) that 
Krasnosel’skii’s compression theorem remains valid if (3.1) and (3.2) are 
replaced by the weaker conditions 
and 
x-Nx6ZK if x E K and ]]x]] = r (3.1’) 
xEK,lixll=R,x=iNx*l> I. (3.2’) 
In a recent paper, Leggett and Williams ]8] have improved the 
compression theorem by replacing (3.1’) with the less restrictive condition 
x-NxGK if x E K(u) and ]]x]] = r, (3.3’) 
where u is fixed element of K\{ 0 } and 
K(u) = (x E K : ax - u E K for some positive number a}. 
To illustrate the advantage in restricting attention to a set of the form K(u), 
Leggett and Williams applied their theorem to the nonlinear equation 
x(t) = J *’ f(s, x(s)) ds, 1-7 
improving results in [ 1, 13, 11, 14 ]. 
The following theorem, for solutions in a wedge W c X, generalizes the 
result of Leggett and Williams [S, Theorem 2] and Theorem 4.6 in [ 121. 
Using the notation of the previous section with y being a retraction of W, we 
have 
THEOREM 3.1. Let R, be a nonempty open bounded subset of X and 
assume that the following conditions hold: 
(i) LxfANxforeoery (x,A)E(Wn~R,ndomL)x(O, I]; 
(ii) d,[(l-(P+JQN)y]J,,,,, KerLnQ,,OlfO; 
(iii) there exists a nonempty open set R, 
SOMECOINCIDENCETHEOREMS 361 
with fi,cR, cX, and uE w\(O} such that x-Mx4 W for all 
XE W(u)na2,; 
(iv) (P + JQN) ~(80,) c W and fi(fi,\I2,) c W. 
Then Lx = Nx has a solution in Wn (0,\f2,). 
ProoJ This is based on the property of invariance under homotopy of 
the Leray-Schauder degree. Let 
ti(x, A) = (P + JQN) yx + AK,(Z - Q) Nyx 
for (x, A) E a, x (0, 11. We first show that x # fi(x, A) for (x, A) E 
80, x (0, 11. If this is not the case, x = (1 - %)(P + JQN) yx + Afix E W. 
Thus x = Px + JQNx + AK&I - Q) Nx. Since this equation is equivalent to 
Lx = ANx we reach a contradiction with hypothesis (i). From the implicit 
assumption that in (ii) the Brouwer degree is well defined, it follows that 
x # A(x, 0) for every x E CM,. Hence, by the property of invariance under 
homotopy, 
d[l-A?(., l),n,,Ol=d[l-~(.,O),R,,O] 
=d[l-(P+JQN)y,R,,O] 
=d,[[Z-(P+JQN)y](,,,,,KerLnG,,O]#O. 
Next we assert that d(l - A?( ., l), R,, 0] = 0. Let p be chosen such that p 
Ilull > sup,,& lb -fib 1)ll and consider the family of mappings 
Z-a(., 1)-A& for AE 10, 11. We may assume that A?(., 1) has no fixed 
points in 80, (otherwise the proof of the theorem is complete). This in 
conjunction with assumption (iii) implies that x # A?(x, 1) t vu for every 
(x, A) E iS2, x [0, 11. Hence, d(l-A?(., l), f2,,O]=dll-A$, 1)-pu, 
R,, 01 = 0. 
Thus, 
d[l-ti(., l),fl,\&O] 
+I-&, l),n,,O] -d[l-A&, l),fl,,O] f0. 
Finally, from the second part of hypothesis (iv) we conclude that A4 has a 
fixed point in Wn (fi,\fi,) and the proof is now complete. 
Remark 3.2. When u E Ker L in Theorem 3.1, we obtain a similar 
result. Indeed, the conclusion of this theorem still holds if (iii) is replaced by 
(iii’) There exists u E (w\(O)) n Ker L such that 
Lx+QNx#Nx for all x E W(u) n ~32, n dom L. 
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The proof of this statement is very similar to that of Theorem 3.1. It is 
obvious that condition (iii’) is not satisfied if Ker L = (0). To allow a trivial 
kernel and obtain another generalization to the result of Leggett and 
Williams quoted above, we require u E Ker P. In fact. the conclusion of 
Thereom 3.1 holds if (iii) is replaced by 
(iii”) There exists u E (w\{O I) n Ker P such that 
Lx-Nx@ L(WnKerP) for all x E W(U) n ZR2 n dom L. 
The use of hypothesis (iii’) will be illustrated in the next section. 
In proving our next theorem we shall need the following: 
LEMMA 3.3. Let H be a compact subset of a cone KC X with 0 @ H. 
Then 0 does not belong to the closed convex hull of H. 
ProoJ See [ 12, p. 9 ]. 
THEOREM 3.4. Let R, ,I2, be nonempty open bounded subsets of X with 
fi, c f2,, and let K be a cone in X. ‘Let us assume that conditions (i), (ii) and 
(iv) oJ Theorem 3.1 hold with W replaced by K. Further suppose that 
(a) 1x # Mx for every (x, i) E (122, f’ K) x (0, 1): 
(b) infXEiinZ ]]J?Y]] > 0. 
Then Lx = Nx has a solution in K n (Q,\f2,). 
ProoJ As in the proof of Theorem 3.1, conditions (i), (ii) and (iv) imply 
that d[l - &?( ., l), R, , 0] # 0. We will use conditions (a) and (b) to show 
that d(l-fi(., l), f2,.0]=0. 
Let 
M,: X + Conv d(aQ?) 
be a completely continuous operator satisfying M,x = Mx on 20,. By 
assumption (b), 0 66 H = fi(%J,), which together with Lemma 3.3 implies 
that 0 is not in the closed convex hull of H. Hence infxex ]IM2x’] = a > 0. 
Now let us take k > max( 1, r/a) where r > 0 is such that ]]x]] < r for every 
x E fi,, and consider the family of mappings 
(1 -L)fix+AkM,x 
for (x, A) E fin, x (0, 11. Assuming that I%? has no fixed points in aR, and 
using condition (a) we conclude that 
x#(l -@x+AkM,x 
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for every (x, A) E (an,) x 10, 1 I. Therefore 
d[Z-A?(., I), R,,O]=d[l-kM,,R*,OI=O, 
and the proof is complete. 
Let 0, = (x E X: llxll < R}, R, = (x E X: llxll < T} and D = K n (fi,\f2,) 
where r and R are real numbers with 0 < r < R. Let N: D + K, L = I and 
X= 2, then Theorem 3.4 reduces to Theorem 1.2 in 141 attributed to 
Krasnosel’skii by [ 5 1. Smith [ 131 h as recently shown that several of the 
known compression theorems are consequences of Theorem 1.2 in [ 4 ] where 
some related results are established. 
Degree theory has been used in [ 12 1 to show compression and expansion 
fixed point theorems. The arguments we employed in proving that 
d(l-A?(., l), f2,,0]=0 are in the spirit of 1121. 
4. APPLICATIONS 
We first consider the problem 
i(t) =f(h X(l)) (4.1) 
x(0)=x(l) (4.2) 
where f: [O, 11 x IF?” + 9” is continuous and f (0: -) =f (1, a). We seek 
nonzero solutions satisfying x(r) > 0 on [O, 11. 
In order to apply Theorem 3.1 we define appropriate operators associated 
with (4.1 t(4.2). Let 
X = (x: 10, 1 ] + IR”; x is continuous and x(0) =x(l)} 
Z = Xwith II-4 = ,,s;P,, IWll 
L:domL-+Z, x k-+ 1, where dom L = (x E X: 1 is continuous} 
N:X-+Z, x ++f ( *. x( . )). 
We note that 
Ker L = (x E dom L: x(t) = c E RR for all I E [0, 11) 
and 
1 1 
I 
Im L= zEZ: z(s) ds = 0 (Im L is closed) 
0 I 
dim Ker L = codim Im L. 
409:105!2-5 
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Thus L is linear and Fredholm of index zero. We define 
P: X- KerL. x- 
i’ 
x(s) ds 
0 
and 
Q:Z+Z, z+ ‘z(s)ds. 
I 0 
It is easily seen that P and Q induce the structure described in the beginning 
of Section 2. In particular, for z E Im L, 
(K,z)(Q = j’ G(s, 1) z(s) ds 
0 
where 
We make the following assumptions concerning) 
(H,) There exist R > 0 and a with 0 ,< a < i such that f(t, x) > --(xx 
for x > 0 and ]]x]] < R. 
(H,) x .f(t, x) < 0 for all x > 0 with ]]x]( = R. 
(H,) There exists a nonnegative Lebesgue integrable function a(t) 
such that for each k E (0, 2) there exists r > 0 sufficiently small satisfying 
j-0, x) > ka(t) x 
for all t E [O, 1 ] and all x 2 0 with ]]x]] < r. 
We are now prepared to establish the existence of nonnegative solutions to 
problem (4.1)-(4.2). 
THEOREM 4.1. Let (H,)-(H,) be satisJed and suppose rhut there exisrs a 
finite collection {I,, I, ,..., I,1 of intervals oJ 10, 1 ] such that 
.5 
j-i j,,a(r)ds > 1, (4.3) 
then (4.1)-(4.2) has a nonzero solution satisfying x > 0 and II x1( < R. 
Proof. To apply Theorem 3.1 we first show that conditions (i), (ii) and 
(iv) are satisfied. We refer the reader to the proof of Theorem 3.1 in (3 ] for 
details. 
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Let R, = (XC X: ]]x]] ( R}. We define 
W= (xEX:x(t)>O on 10, l]} 
and y:X--+ W by 
(Xl(~)9 m,..., x,(t)) k+ (Ix,(t)l, Ix*(t)l,..., 1x&)1). 
For convenience we will use the notation (7x)(f) = y,(t). 
If J is the identity mapping, we have 
(fix)(t) =j’ Y,(S) ds+ jh y,(s)) ds 
0 0 
+ f(s, Y,(S)) - j’Sh ~(7)) drj ds 
0 
and hence 
(112x)(r) = j ’ y,(s) ds + j’ H(s, t>f(s, ‘/x(s)) ds 
0 0 
where 
H(s, t) = 
i 
; - (f - s), O<s<t 
; + (s - t), t<S< 1. 
This, together with (H,), implies that condition (iv) is satisfied. 
Let 4: F?“nR,+ I?” be defined by 
d(c) = c - Y(C) - j'f(s, y(c)) ds. 
It follows from (H,) that d,[#, S?“nR,,O] = 1 and hence condition (ii) is 
satisfied. Condition (i) also follows from (H,). 
To establish (iii) we proceed as in the proof of Theorem 3 in 181. Let 
u(t) is (1, l,..., l), and choose k E (0,2) such that 
(q s j LI' ,,a(s)ds > la 
Choose r > 0 sufficiently small such that R > r and 
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for t E (0, 1 ] and all x > 0 with ]‘xI( < r. Suppose that. for some x E W(U) 
with 1(x1] = r, x - Mx E W where 
Then 
H(s, t)f(s, x(s)) ds 
Hence 
I ‘, dOx(Odt> (;)” (,$,,u(s)ds)(j,,u(f)x(f)df). 
Since (k/2)” (Hi”=. , J’,, u(s) ds) > 1 and j,, u(t) x(t) df > 0, we have reached 
a contradiction. Thus all the assumptions of Theorem 3.1 are satisfied and 
the proof is complete. 
We note that Theorem 4.1 allows f(t, x) to be zero for all x > 0 with 
]]x]] = r < R and t in some subintervals of (0, I]. This is not the case in a 
similar result contained in the remark following Theorem 3.2 in [3]. In fact, 
in that result it is assumed that x .f(t, x) > 0 for t E [0, 1 ] and all x > 0 
with ]]x]] = r. 
To end our discussion on problem (4.1~(4.2), we state a version of 
Theorem 3.2 in 131. 
THEOREM 4.2. Let 0 c r < R and ussume that 
(i) f(t, x) . x < Ofir all x > 0 with jlxll = R: 
(ii) there exists u,, E C;“\(O) with u,, >O such that is llxll= r and 
6x > un for some 6 > 0, x .f(t, x) < 0; 
(iii) f(t, x) > g(t)& x > 0 and r < llx)l <R where g: IO, 1 ] --t 1’” is u 
Lebesgue integrable function and 
(2+‘g(s)ds+(l -t)j’g(s)ds)O 
n I 
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for f E 10, 11. Then (4.1 j-(4.2) has a solution x satisfying r < I!xII < R and 
x > 0. 
Proof This is based on Remark 3.2. Conditions (i), (ii) and (iv) of 
Theorem 3.1 are satisfied as in the proof of Theorem 3.2 in [ 3 1. Let W, y and 
R, as in Theorem 4.1. Let R, be the open ball in X with center at the origin 
and radius r. Suppose Lx + QNx = Nx for some x E W(u,) with jIx!I = r and 
x E dom L. We would have 
Choose iE [0, 1 ] such that max,,,,.,, Ilx(r)1/* = Ilx(flll’= r’. Then 
o = d II-WI2 ’ 
dt 
= 2x(i). (i) 
t-i 
= 2x(i) e 
I 
j-6 x(i)> -ff(s, x(s)) ds] 
0 
< 240 . 
L 
f(l: x(i)> - j ;  g(s) ds] 
< 2x(1’ .f(i. x(i)) 
< 0. 
This contradiction implies that (iii’) in Remark 3.2 is satisfied. 
Obsemation. Suppose that conditions (i) and (iii) of Theorem 4.2 are 
satisfied, and (ii) is replaced by 
(ii’) .Y .f(t, x) > 0 for all x > 0 with (1x1( = r. 
Then, from the remark following Therem 3.2 in [3], it is known that 
(4.1)-(4.2) has a solution x satisfying r < //XII < R and x > 0. 
It is easy to see that in Theorems 4.1 and 4.2, a condition can be omitted 
if we only seek nonnegative solutions (possibly zero). For example, if we 
omit condition (ii) in Theorem 4.2, we obtain a solution x satisfying jlxll < R 
and x > 0. For a different approach to existence of nonnegative solutions to 
problem (4.1)-(4.2), see Section 7.3 in [ 7 1. 
Finally, we shall discuss existence of nonnegative solutions to the problem 
-X(r) =f(t, x(t)) (4.4) 
x(0)=x(1)=0 (4.5) 
where f: [ 0, 1 ] x F7 ” -+ I?” is continuous. If we define X = {x: 10, 1 ] + IR”; x 
is continuous and x(0) = x( 1) = 0 1 with the usual norm. 
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Z = (x: [O, 1 ) + :(‘; x is continuous I 
dom L = (x E X: .f is continuous I 
L:domL+Z.x--,-f 
and 
N:X+Z, -y++f(*, x(. )) 
then the Picard problem may be written as Lx = Nx. 
In establishing existence of nonnegative solutions to problem (4.4k(4.5), 
we shall use the next three propositions. 
P~o~osrrto~ 4.3. Let x: 10, 11 --t IFi” be continuously differentiable with 
x(0)=x(1)=0. Then ~~x!~~<~~~~~~. 
PROPOSITION 4.4. Let x E dom L. Then 
[i(t)]’ = -$ [i(t) * x(t)] -i(t) . x(t). 
PROPOSITION 4.5. Let x as in Proposition 4.3. Then llxll < Iliilz. 
Let g: IO, 1 1 + R; + be a Lebesgue integrable function and a E (0, 1). Let 
P = (1 - 6’ II gll, and 
R >p. 
We have 
THEOREM 4.6. Assume that the following conditions hold: 
(i) there exist a E (0, 1), and g: (0, 114 Ri + a Lebesgue integrable 
function such that x .f(t, x) < a llx112 + g(t)llxll for all x > 0; 
(ii) f(t,x)>-axforallx>O with llxll<R. 
Then (4.4)-(4.5) has a nonnegative solution. 
Proof Consider the family of problems 
-f(t) = -( 1 - A) ax(t) + If (1, x(l)) 
x(0)=x(1)=0 
for i E (0, 1). 
(4.6) 
(4.7) 
Equations (4.6)-(4.7) are equivalent to ix = ntix where i = L - A, 
15 = N-A and Ax = -ax. We shall apply Corollary 2.2 to the abstract 
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equation ix=flx. We first show that any possible solution x of (4.6)-(4.7) 
with 1 E (0, 1) and x(t) > 0 is a priori bounded. We have 
-x(l) . Z(t) = -(l - A) a \jx(t)\\* + lx(t) .f(t, X(f)) 
< x(t) *.I-@. x(l)) 
< a 11-~(~)112 + gONx(~)ll . 
Integrating over 10, 11, using Proposition 4.4 and the boundary conditions, 
IldXa IIxIIi + II Al, IId. 
From Propositions 4.3 and 4.5 it follows that 
llxll < (1 -a> ’ II gli,. 
(In addition, we note that 
Ii-W < i II.04 xO))ll + (1 - A) a IIxU>ll 
< ,s;p,, Ilfk XIII + ah 
‘.dGp 
and hence using Rolle’s theorem we obtain 
l~~ll < ,yy, Ilf(h XIII + ad. 
IXllGP 
Let 
and 
R = (x E X: 1Ix.I < R} 
c = (x E x: x(t) > 0). 
It follows that ix # Afix for all x E C n 2R n dom i and 1 E (0, 1). 
Now we show that condition (i) of Corollary 2.2 is satisfied. Since 
Ker i = {O} and i is onto, 
where y is defined as before. Solving the problem -Z(t) + ax(f)= z(t), 
x(0)=x(1)=0 with zEZ, we have 
x(t) = 
I 
’ G(s, I) L(S) ds 
0 
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where 
(fix)(~) =j’ Gb, Wsy W) + ar,(s)l 0 
> 0. 
This completes the proof. 
Condition (i) has been used by Mawhin in 19, Corollary v.5 1 to establish 
existence of solutions (not necessarily nonnegative) to the problem 
(4.4)-(4.5). Several authors have also obtained nonnegative solutions for this 
problem [ 4, 6, 7. 12 1. However, they requiref(f, X) > 0 for x > 0. 
ACKNOWLEDGMENTS 
A version of theorems 3.1 and 4.6 was obtained in the author’s Ph.D. thesis written under 
the direction of Professor R. E. Gaines at Colorado State University. The author gratefully 
acknowledges the suggestions of Professor Gaines as well as the comments by the referee. 
REFERENCES 
I. K. COOKE ASD J. KAPLAS., A periodicity threshold theorem for epidemics and population 
growth, Mmh. Biosci. 31 (1976), 87-104. 
2. R. E. GAINES AND J. MAWHIN. Coincidence degree and nonlinear differential equations, 
in “Lecture Notes in Mathematics No. 568,” Springer-Verlag, Berlin/New York, 1977. 
3. R. E. GAINES AND J. SANTANILLA, A coincidence theorem in convex sets with 
applications to periodic solutions of ordinary differential equations, Rocky Mounfain J. 
Math. 12 (lY82). 669-678. 
4. J. A. GATICA AND H. L. SMITH, Fixed point techniques in a cone with applications, J. 
Math. Anal. Appl. 61 (1977). 58-7 1. 
5. G. B. GUSTAFSON AND K. SCHMITI, Methods of nonlinear analysis in the theory of 
differential equations, Lecture Notes, University of Utah. 
6. G. B. GUSTAFSON AND K. SCHMITT, Nonzero solutions of boundary value problems for 
second order ordinary and delay-differential equations, J. Math. Anal. Appl. 12 (1972). 
129-147. 
7. M. KRASNOSEL’SKII, “Positive Solutions of Operator Equations,” Noordhoff, Groningen, 
1964. 
8. R. LEGGEI-~ AND L. WILLIAMS, A lixed point theorem with applications to an infectious 
disease model, J. Math. Anal. Appl. 76 (1980), 91-97. 
SOME COINCIDENCE THEOREMS 371 
9. J. MAWHIN, “Topological Degree Methods in Nonlinear Boundary Value Problems.” 
Regional Conf. Series in Math., No. 40, Amer. Math. Sot., Providence, R.I., 1979. 
10. J. MAWHIN AND K. SCHMIIT, Rothe and Altman type coincidence theorems and 
applications to differential equations, Nonlinear Anal. Theory Methods Appl. I (1977), 
151-160. 
1 I. R. NUSSRAUM, A periodicity threshold theorem for some nonlinear integral equations, 
SIAM J. Ma!h. Anal. 9 (1978). 356-376. 
12. K. SCHMITT. Fixed point and coincidence theorems with applications to nonlinear 
differential and integral equations, Univ. Cath. de Louvain, Rapport seminaire de 
mathematique appliquee et Mecanique No. 97, Vander. Louvain, 1976. 
13. H. L. SMITH. “On Periodic Solutions of Delay-Integral Equations.” Ph. D. thesis, 
University of Iowa. 1976. 
14. H. L. SMITH. On periodic solutions of a delay-integral equation modeling epidemics, J. 
Math. Biol. 4 (IY77). 69-80. 
