ABSTRACT Large amounts of sensor data are frequently generated and streamed from sensors deployed on various buildings, in forests or in other application areas. In many of these areas, one difficulty is managing the velocity and volume of the big sensor data while still providing low time latency support for data analysis. Data aggregation can reduce the volume of big sensor data. However, data aggregation is a fundamental yet time-consuming operation in wireless sensor networks (WSNs), particularly in highdensity WSNs. Therefore, researchers have started focusing on minimizing the latency of data aggregation, which has been proven to be an NP-hard problem. This paper proposes a cluster-based distributed data aggregation scheduling algorithm, distributed multi-power and multi-channel (DMPMC), that can minimize the data aggregation latency in multi-channel and multi-power WSNs. To save energy, low transmission power is used for packet transmissions inside a cluster, and high power is used for packet transmissions among clusters. Simulations are conducted to compare DMPMC with the best centralized algorithm in a single channel, named E-PAS, the best distributed algorithm in a single channel, named CLU-DDAS, and the best algorithm in multi-channels, named multi-channel. The results show that the DMPMC algorithm proposed in this paper achieves the lowest average latency.
I. INTRODUCTION
Large amounts of sensor data are frequently generated and streamed from sensors deployed on various buildings, in forests or in other application areas. In many of these areas, one difficulty is managing the velocity and volume of the big sensor data while still providing low time latency support for data analysis. Most researchers have focused on how to reduce the volume of big sensor data rather than low time latency. For example, some researchers have proposed the concepts of e-dominant data set [1] and kernel data set [2] , which are only small data sets and can represent the vast information carried by big sensor data with a low information loss rate. Data aggregation is another approach that can reduce the volume of big sensor data [3] . In WSNs, data aggregation is a significant operation that is widely used by various applications, such as a special aggregation named curve query that was first proposed by [4] . Data aggregation is a time-consuming operation, and minimum latency aggregation scheduling (MLAS) has become an important research issue [5] - [11] . The algorithms proposed in [5] - [11] use optimized data aggregation scheduling to solve the MLAS problem. In a WSN, this scheduling approach assumes that each node has data that need to be aggregated. Data aggregation scheduling consists of l disjoint scheduling sets. All sensor nodes in the same scheduling set can transmit data concurrently without conflicts. If T is the time duration for transmitting a packet, then T × l is needed for processing one data aggregation in the entire network. Since T is a constant for a specific network, reducing the number of scheduling sets, l, is the key issue for MLAS.
Data aggregation scheduling has recently became a popular research topic. A. Kesselman et al. proposed a stochastic distributed data aggregation algorithm with a delay of O(log n), where n is the number of sensor nodes [12] . This algorithm assumes that the transmission radius of sensor nodes can be adjusted without any restrictions. However, this assumption is not suitable for WSNs. H. Lee et al. proposed a scheduling algorithm that considers energy consumption and reliability as the optimization goals [13] . A balanced energy consumption scheduling algorithm was proposed by Liu et al. [14] . However, [13] , [14] did not consider the issue of minimizing latency. X. Chen et al. were the first to address the MLAS issue in [10] , and they proposed an algorithm with an upper-bound latency ( − 1)R, where is the maximum neighbor degree of sensor nodes and R is the maximum number of hops among the shortest paths from any sensor node to the sink. S.C.-H. Huang et al. proposed an algorithm that has 23R + − 18 latency [9] . P.-J. Wan et al. proposed an algorithm named E-PAS [5] with the lowest latency, (1 + O(log R/ 3 √ R))R + . The algorithms proposed in [5] and [8] use a centralized processing approach. Since distributed processing is more suitable for wireless sensor networks, researchers proposed distributed algorithms in [6] - [8] to solve the MLAS issue. The best distributed algorithm to date, named CLU-DDAS with latency 4R + 2 − 2 (where R is the inferior network radius, which is smaller than R), was proposed by Li et al. [8] . The aforementioned algorithms have several common features, such as fixed transmission radius and a single channel that bounds the minimum latency of data aggregation. P.-J. Wan et al. proposed a multi-channel transmission algorithm in [11] that can reduce communication conflicts among neighboring nodes by using different transmission channels, thereby efficiently reducing the latency of data aggregation.
Currently, many sensor nodes support multi-channel transmission, and the transmission radius is adjustable. For instance, Mica2 nodes have more than 50 transmission channels. A fixed transmission radius and single channel can easily cause transmission conflicts among neighboring nodes. However, until now, there has been no algorithm that uses both multi-channels and an adjustable transmission radius to reduce the latency of data aggregation. Moreover, most existing algorithms utilize centralized processing. Centralized algorithms consume considerably more energy compared to distributed algorithms since collecting the entire network information and disseminating scheduling information to each sensor node need to be repeated for generating a new schedule once the network topology is changed. Therefore, centralized algorithms cannot achieve a long lifetime, which is a very significant criterion of algorithms in WSNs.
This paper proposes a novel Distributed Multi-Power and Multi-Channel (DMPMC) algorithm, which is a better solution for reducing the latency of data aggregation through adjusting the transmission radius of sensor nodes and using multiple channels for communication. DMPMC is compared with the algorithms proposed in [5] , [8] , and [11] . The results show that the algorithm proposed in this paper achieves the lowest latency of data aggregation.
The remainder of this paper is organized as follows. Section II briefly introduces the MLAS issue. In Section III, the DMPMC algorithm is presented in detail. Section V presents the simulation results, and Section VI concludes this paper.
II. PROBLEM DEFINITION
This paper considers a wireless sensor network composed of n sensor nodes and one sink. Due to reasons such as sleeping, failure, or other surrounding factors, the network topology might change as time passes. We assume that each sensor node in the network has a time synchronization function and that the transmission radius can be changed by adjusting the transmission power. After assigning the transmission radius and channel, the network topology can be represented by a graph, G(V , E), where V is the set of all sensor nodes in the network and E is the set of edges. (u, v) ∈ E if and only if sensor node v is within sensor node u's transmission range.
Definition 1 (Transmission Schedule): (u → v, w, c) is a transmission schedule, which means that sensor node u as a sender sends data to v, the receiver, with transmission power w and channel c.
Definition 2 (Sender Set): S is a set of transmission schedules, that is,
This paper assumes that sensor nodes use a single radio for transmission, that is, a sensor node cannot send and receive simultaneously. A sensor node can send a message to any node that is directly within its transmission radius. Sensor nodes within a sensor node's transmission range are considered to be its neighbors. When a sensor node u sends a message to its neighbor v, all of u's neighbors can receive this message. If two messages reach a sensor node v at the same time, then v cannot successfully receive either message. This phenomenon is called conflict.
Definition 3 (Conflict): (u → v, w u , c u ) and (x → y, w x , c x ) have conflicts if and only if (((u, y) ∈ E or (x, v) ∈ E) and (c u = c x )) or ((v = y) and (c u = c x )), where E is the edge set of G(V , E).
In Figure 1a , (u → v, w u , c u ) and (x → v, w x , c x ) are scheduled at the same time by using different channels, that is, c u = c x . Thus, v cannot receive data from u and x simultaneously, which causes a conflict. In Figure 1b , (u → v, w u , c u ) and (x → y, w x , c x ) occur concurrently, and c u = c x . Since v is the neighbor of x, when x sends a message to y, v can also receive the message from x. Therefore, v cannot receive the messages from u and x at the same time since the two signals from u and x interfere with each other.
Definition 4 (Data Aggregation Scheduling): A series of transmission scheduling sets, M = {S 1 , S 2 , · · ·, S l }, is a data aggregation schedule. S i (i = 1, 2, · · ·, l) is a set of transmission schedules, and it satisfies the following requirements.
1) Any two schedules in S i
is the sender set of S i . 3)
Sender(S i ) = V − {s}, where s is the sink and l is the number of scheduling sets. Minimum latency aggregation scheduling (MLAS) is defined as follows: for a sensor network G = (V , E) and the sink s, find a data aggregation schedule S 1 , S 2 , · · ·, S l that minimizes l.
III. DMPMC ALGORITHM
In WSNs, if sensor nodes are equipped with one radio, then the order of transmission schedules among sensor nodes is significant for avoiding conflicts, particularly for high-density networks. For achieving efficient sensor node transmission schedules, a clustering algorithm based on transmission power is used to divide the network into clusters. Each cluster head is responsible for data aggregation inside its cluster, thereby reducing the latency of data aggregation. Moreover, neighboring clusters use different radio channels for intra-cluster communication; therefore, neighboring clusters can transmit messages concurrently to avoid communication conflicts among clusters.
All existing solutions to MLAS use a fixed transmission radius, that is, a fixed transmission power. However, in high-density networks, a fixed transmission radius restricts the network topology. If the transmission radius is large, then it easily causes more conflicts. If the transmission range is set to a small value, then the network connectivity is clearly reduced. In this paper, we use two transmission power levels to solve this contradiction. According to the conflict models, conflicts only occur among two-hop neighboring sensor nodes [6] , [7] . Therefore, we assume that the first transmission power level is 3 times the second transmission power level. If a sensor node uses transmission power w 1 for communication, then the transmission radius is R, and if a sensor node uses w 2 as the transmission power, then the transmission radius is r. w 1 > w 2 , R > r, and r = R/3; then, w 1 is called the first transmission power level, and w 2 is the second transmission power level.
We need to introduce the following definitions to make Distributed Multi-Power and Multi-Channel (DMPMC) easy to understand.
Definition 5 (Neighboring Clusters): For any two clusters U i and U j , if there exists a sensor node in U i that can directly communicate with a sensor node in U j by using a second transmission power level, then w 2 , U i and U j are neighboring clusters to each other.
Definition 6 (Dominating Set (DS)):
For a given graph G(V , E), where V is the set of sensor nodes and E is the set of edges, if there exists a subset P of V , P = {u 1 , u 2 , ···, u m }, for any v j ∈ V − P, then there exists (u i , v j ) ∈ E where u i ∈ P, and for any u k , u l ∈ P, (u k , u l ) / ∈ E, P is a dominating set of G.
Definition 7 (Maximal Independent Set (MIS)): For a given graph G(V , E), P is a dominating set of G. If the number of hops between any two nodes in V is greater than 1, then P is a maximal independent set of G.
The DMPMC algorithm has three stages: (1) distributed establishing of clusters and assigning channels, (2) inner data aggregation scheduling in clusters, and (3) inter-cluster data aggregation scheduling among clusters.
A. DISTRIBUTED ESTABLISHING OF CLUSTERS AND ASSIGNING CHANNELS
This stage consists of three steps: (1) finding cluster heads, (2) assigning channels, and (3) clustering.
1) FINDING CLUSTER HEADS
The basic idea of finding cluster heads is to calculate MIS according to the current network topology. Sensor nodes in MIS are marked as black, and other nodes are marked as white. All black sensor nodes are chosen to be cluster heads. A mature distributed algorithm (for short, CMIS) for calculating MIS was proposed in [15] . CMIS has two steps: (1) building root spanning tree (BRST) and (2) generating MIS. After CMIS is complete, every white node has a black neighboring node as its parent. Moreover, every sensor node v maintains the following information: (a) neighboring node list of v, neighborlist; (b) the minimal hops from v to the sink, named as the level of node v; and (c) the list of child nodes, childrenlist.
Initially, all sensor nodes and the sink use a common channel cc to communicate. The CMIS algorithm is run on the entire network with the second transmission power level, w 2 . All black sensor nodes marked by CMIS are chosen to be cluster heads. The cluster head node id is used as the cluster id.
For instance, Figure 2a shows an initial network topology, where the dashed line means that nodes use power w 2 to communicate. After choosing cluster heads, the network structure is as shown in Figure 2b . The black nodes in this figure are dominating nodes as well as cluster heads.
2) ASSIGNING CHANNELS
Once MIS is successfully found, the sink node switches to the first transmission power level, w 1 , and calls the BRST algorithm to build a tree, named cluster tree, which contains all cluster heads and the sink as the root. After the tree is generated, each cluster head v has a parent node P(v) in the tree. A cluster head v maintains two tables, Cluster_neighbor and Clu_Childrenlist. The Cluster_neighbor of a cluster head is used to record all its neighboring cluster heads, and the Clu_Childrenlist of a cluster head includes all its child nodes VOLUME 5, 2017 in the tree. Figure 3a shows the communication link topology of cluster heads using the first transmission power w 1 after BRST. The cluster tree is shown in Figure 3b .
A list is created for each cluster head to store the neighboring cluster heads without assigning channels, and initially,
Set channel is used to save the set of channels that are already assigned to its neighboring cluster heads, and initially, channel = ∅.
(1) If a cluster head id is smaller than any id in the list, a channel cl is found that is the smallest available channel not in the channel, and cl is assigned to the cluster to which the current cluster head belongs. Then, the current cluster head sends a NOTICE(id, cl) to all cluster heads in the Cluster_neighbor to inform that channel cl is occupied. (2) Upon receiving a NOTICE from v, a cluster head u removes v from the list and adds v.cl into u.channel; then, step 1 is repeated. For any cluster head, it will be assigned a channel after all its neighboring cluster heads with smaller ids are assigned channels. Eventually, each cluster head will be assigned a channel. Figure 4a shows the assigning of channels for cluster heads in the cluster tree shown in Figure 3b .
We now analyze the number of occupied channels in the network. Groemer proposed the following formula in [16] : For any r > 0, on a round disk with radius r, there are at most α r points that satisfy that the distance between any two points is greater than 1.
Lemma 8:
The assigning channel algorithm assigns at most 43 channels to clusters.
Proof 1: For a cluster head, the transmission range for the first power level is a disk with radius R = 3r, and for the second power level, the radius is r. According to the algorithm that generates cluster heads, the distance between any two cluster heads must be greater than r. If we apply Equation 1, α 3 ≤ 43, that is, the disk with radius 3r has at most 43 points, which makes the distance among them greater than r. Therefore, for each cluster head, there are at most 42 cluster heads within its first level transmission range; in other words, a cluster head has at most 42 neighboring cluster heads. Since we have to assign neighboring cluster heads with different channels to avoid conflicts, at most 43 channels are assigned.
3) CLUSTERING
The clusters are one-hop clusters, that is, the cluster head can reach all nodes in its cluster in one hop. We assume that each sensor node in the network has a unique id. The member nodes of a cluster are those children of the cluster head in its childrenlist.
For each cluster, after the cluster head sends the notice packet, in other words, assigning of a channel for the current cluster has been completed, the cluster head switches to the second transmission power level, w 2 ; then, the cluster head sends a broadcasting message SET(cl) to all members in its childrenlist to inform cluster members to switch to channel cl for further communications, where cl is the channel that is assigned to the cluster head. If there are n cluster members in the current cluster, then the cluster head sends a ready message one by one to all n members in ascending order by id. When a sensor node v receives a ready message, it sends an info message that includes neighborlist back to its parent p (v) , that is, the cluster head. When the cluster head receives an info message, it subtracts a counter with an initial value n by 1, and then it sends a ready message to the next member. This process is repeated until the counter reaches 0. Then, the cluster head switches back to the first transmission power level w 1 and waits for receiving COMPLETE messages from all cluster heads in its Clu_childrenlist. After the cluster head receives all messages from every cluster head in its Clu_childrenlist, it sends a COMPLETE message to its parent in the cluster tree. When the sink receives COMPLETE messages from all its children in the cluster tree, the clustering is completed. Figure 4b shows the assigned channels for cluster members in each cluster. When a cluster head communicates with its cluster members, the cluster head and its members use the same channel. When a cluster head communicates with its parent in the cluster tree, the cluster head uses its parent's channel.
After clusters are constructed in a distributed manner, a cluster head can generate a network topology in its cluster by using the information from the info messages sent by its members; then, the inner cluster scheduling algorithm discussed in Section III-B can be invoked to generate inner cluster data aggregation schedules. Two important properties of clusters are given as follows. Data aggregation scheduling depends on these two properties.
Proposition 9: Any two clusters with the same channel are not neighbors to each other.
Proof 2: Suppose that U i and U j are any two clusters, and u i and u j are the cluster heads of U i and U j , respectively. According to the cluster constructing algorithm, only if u i and u j cannot directly communicate with each other with the first transmission power level w 1 can U i and U j be assigned the same channel; therefore, D(u i , u j ) > R, where D is the distance between u i and u j . Moreover, the distance between any member node in U i and u i is less than r, the distance between any member node in U j and u j is less than r, and R = 3r; consequently, the distance between any node in U i and any node in U j is greater than R − 2r = r. Therefore, according to definition 5, U i and U j are not neighbors to each other.
Proposition 10: If two clusters are not neighbors to each other, then the inner cluster communications of these two clusters do not conflict with each other.
Proof 3: The inner cluster communications use the second transmission power level w 2 , which has transmission radius r. Since the distance between any two nodes that belong to two non-neighboring clusters is greater than r, a node cannot receive any signal from a non-neighboring cluster. Therefore, there are no conflicts between two nonneighboring clusters.
B. INNER DATA AGGREGATION SCHEDULING
As mentioned above, the cluster head can generate the cluster topology according to the info messages from its members. Moreover, Propositions 9 and 10 indicate that when neighboring clusters use different channels, there are no conflicts among clusters. Therefore, inner cluster communication can be scheduled as an independent network. The objective of inner cluster scheduling is to process data aggregation with low latency. We use the example in Figure 5 to explain the inner cluster scheduling scheme. If an edge exists between two nodes, it means that these nodes can communicate directly. Node 1 in the figure is the cluster head, and the other nodes are members. All members need to send data to the cluster head. Suppose that c 1 is node 1's assigned channel. If we schedule all these packets from members to the cluster head in a linear manner, the scheduling set should be 1, w2, c 1 ) }, S6 = {(7 → 1, w2, c 1 )}, and the latency is 6t, where t is the time duration for sending one message. However, the optimal scheduling is S 1 = {(2 → 3, w2, c 1 ), (4 → 5, w2, c 1 ), (6 → 7, w2, c 1 )}, S 2 = {(3 → 1, w2, c 1 )}, S 3 = {(5 → 1, w2, c 1 )}, S 4 = {(7 → 1, w2, c 1 )}, and the latency is 4t.
The minimizing data aggregation latency problem is NP hard, which is proven in [10] . Even in a one-hop network, minimizing data aggregation latency is still an NP-hard problem; thus, inner cluster data aggregation scheduling is NP hard. We propose an approximate greedy algorithm that makes the number of scheduling sets close to the optimal value.
Definition 11 (Interference Degree): In a given graph
The greedy idea is that a schedule with a smaller interference degree is considered with a higher priority. First, undirected graph G is converted to a directed graph by giving each undirected edge a direction, which makes the node with a smaller id point to the node with a larger id. With the exception of the cluster head, all members point to the cluster head. Then, the interference degree for each edge is calculated, and the edges are sorted in ascending order by the interference degree. For the example in Figure 5 , the order of sorted interference degrees of edges is {I (2 → 3) = 3, I (4 → 5) = 3, I (6 → 7) = 3, I (2 → 1) = 7, I (3 → 1) = 7, I (4 → 1) = 7, I (5 → 1) = 7, I (6 → 1) = 7, and I (7 → 1) = 7}. The schedules that satisfy the following VOLUME 5, 2017 two conditions are selected to add into S 1 : (1) with minimal interference degree among unchosen schedules and (2) without conflicts with the existing schedules in S 1 . The first transmission scheduling set, S 1 = {(2 → 3, w2, c 1 ), (4 → 5, w2, c 1 ), (6 → 7, w2, c 1 )}, is generated; then, all senders in S 1 , nodes 2, 4, and 6, are removed from the graph G. The interference degrees are updated to generate {I (3 → 1) = 3, I (5 → 1) = 3, I (7 → 1) = 3}. Then, scheduling sets are continued to be generated similar to generating S 1 until only the cluster head remains in the graph G. For example, in Figure 5 , S 2 = { (3 → 1, w2, c 1 ) }, S 3 = { (5 → 1, w2, c 1 ) }, and S 4 = {(7 → 1, w2, c 1 )} are produced. The final result is the same as the optimal scheduling sets for this example. After inner cluster data aggregation scheduling sets are generated, the cluster head produces Time_slot, which indicates the time duration for finishing one cycle of inner cluster data aggregation. Time_slot = ns × t, where ns is the number of schedule sets.
For example, for Figure 4b , the inner data aggregation scheduling is S 1 = {(3 → 1, w2, 1), (10 → 2, w2, 2), (7 → 6, w2, 2), (12 → 11, w2, 3), (20 → 19, w2, 1), (21 → 16, w2, 3)}; S 2 = {(4 → 1, w2, 1), (9 → 2, w2, 2), (13 → 6, w2, 2), (17 → 11, w2, 3), (22 → 19, w2, 1)}; S 3 = {(5 → 1, w2, 1), (8 → 2, w2, 2), (14 → 6, w2, 2), (18 → 11, w2, 3), (23 → 19, w2, 1)}; S 4 = {(15 → 6, w2, 2), (24 → 19, w2, 1)}. Time_slot = 4t.
C. INTER-CLUSTER DATA AGGREGATION SCHEDULING
After inner cluster scheduling, a cluster head switches to the first transmission power level w 1 and sends the information to the sink along the cluster tree. The sink summarizes all information from cluster heads and runs the inter-cluster scheduling algorithm to generate schedules and disseminate to cluster heads. The inter-clustering scheduling algorithm includes 3 steps: (1) summarizing the information of cluster heads, (2) generating inter-cluster schedules, and (3) disseminating the schedules.
1) SUMMARIZING THE INFORMATION OF CLUSTER HEADS
Each cluster is assigned a channel during the clustering process. For any cluster head v, let list = Clu_Childrenlist. 
(u).cl, sends an INFORMATION message to p(u),
and also forwards all INFORMATION messages that it received. When the sink receives INFORMATION messages from all cluster heads, the summarizing of information is completed. After sending an INFORMATION message, a cluster head switches to the common channel cc to wait to receive scheduling sets.
2) GENERATING INTER-CLUSTER SCHEDULES
Inter-cluster communication refers to the communication among cluster heads and the sink. The first transmission power level w 1 is used for inter-cluster communication.
In addition, a cluster head needs to switch to its parent's channel for sending messages to its parent. Inter-cluster communication might cause conflicts when a sender's neighboring nodes also use the channel of the sender's parent. To avoid conflicts, the sink node follows the following 3 steps to generate inter-cluster schedule sets.
Step 1: we need to construct a cluster data aggregation tree T that only includes cluster heads and the sink based on the cluster tree generated by DMPMC. Except for the root and children of the root, each node in the cluster tree needs to reselect a parent node. For a node v, it will choose a node among its neighbors, which is also either its parent or a sibling of its parent in the cluster tree, with the smallest Time_slot as its parent. After every node reselects its parent, T is generated.
Step 2: construct data aggregation tree, DAT, based on T generated in Step 1. 
Definition 12 (RANK):
If v is a leaf node in T , v.rank is 0; if there exists a unique max{u.value|u ∈ C(v)}, v.rank = u.rank; otherwise, u has the maximum rank value but at least one additional node exists that also has the same maximum value, v.rank = u.rank + 1.
During the process of constructing DAT, the rank value is also calculated for each node. DAT can guarantee that nodes that are in the same layer and have the same rank value can send messages simultaneously without conflicts. Algorithm 1 is used to construct DAT.
Step 3: after DAT has been generated, each node switches to its parent's channel. The inter-cluster schedule is generated according to the priorities of nodes. The priority rules are defined as follows:
(I) Nodes are divided into two categories: type a and type b. Type a node v satisfies v.rank = p(v).rank, and type b node u holds u.rank = p(u).rank. (II) The smaller the rank value is, the higher the priority of the node. (III) For nodes with the same rank value, type a nodes have higher priority than type b nodes. (IV) For nodes with the same rank value and same type, the node with a larger layer value has higher priority.
Algorithm 2 generates schedules according to node priorities. The Time_slot of v is the time duration for inner cluster data aggregation, and it is used to initialize the earliest potential sending time t. If a schedule (v → p(v), w 1 , v.cl) is added to S t , it means that node v sends the message to p(v) at time t using channel v.cl with power w 1 . According to the priority rules, for each node, the earliest schedule of sending Algorithm 1 CDAT Input: Cluster Tree T Output: DAT 1: for l = R to 1 (where R is the maximum layer of T ) do 2: for each node v in the layer l do 3: if v is a leaf node then 4: set v.rank to 0 5:
if max{u.rank|u ∈ C(v)} is unique then 7: set v.rank = u.rank 8: else 9: set v.rank = max{u.rank|u ∈ C(v)} + 1 10: end if 11: end if 12: end for 13: for r = 0 to R − l do 14: construct set Single = {(v, p(v))|v is in layer l, v.rank = r, and v is the child node with the unique maximum rank value among children of p(v)} 15: for data to its parent without conflicts with the current schedule set is added to the schedule set. Figure 6 shows that for each cluster head, the earliest schedule of sending data to its parent is displayed in the data aggregation tree.
3) DISSEMINATING THE SCHEDULES
The sink needs to send scheduling sets to cluster heads using the common channel cc. Rather than sending a schedule to each cluster head separately, the sink node sends a subtree to each child. This subtree is rooted by its child and contains all schedules of nodes in this subtree. When a cluster head receives a subtree from its parent, it will forward the corresponding subtrees to its children. Thus, the schedules are disseminated from the top to the bottom of the tree T . Since a cluster head does not need to forward the schedule Algorithm 2 Priority Scheduling Algorithm Input: DAT, Cluster_neighbors and Time_slot of each cluster head Output: Transmission schedule sets, S t 1 , S t 2 , · · ·, S t k 1: for r = 0 to S.rank, where S is the sink node do 2: for l = R to 1 (R is the maximum layer of DAT) do 3: for each node v in the layer l do 4: if v.rank = r and v.rank = p(v).rank then 
end if 14: end for 15: end for 16: for l = R to 1 (R is the maximum layer of DAT) do 17: for each node v in the layer l do end for 30: end for for each descendant node in the tree, the energy consumption of dissemination is low.
IV. THEORETICAL ANALYSIS
The complexity of the DMPMC algorithm includes two parts: time complexity and communication complexity. Constructing clusters and assigning channels are completed via the communication of nodes, and the communication complexity is O(n) according to [15] , where n is the number sensor nodes in the network.
The greedy algorithm is used for inner-cluster scheduling, and the time complexity is O( 2 ), where is the maximum neighbor degree of sensor nodes. CDAT is used to generate inter-cluster schedules. Analyzing the worst case, the time complexity is
, where R is the network radius under transmission power level w 1 .
The time complexity of the PSA algorithm is
Therefore, the time complexity of DMPMC is O(
The optimal goal of the scheduling algorithm is to shorten the transmission delay of data aggregation. The transmission delay of the DMPMC algorithm includes two parts: inner-cluster data aggregation delay and inter-cluster data aggregation delay. According to the algorithm description, the upper bound of inner-cluster data aggregation delay is . The remainder of this section analyzes the inter-cluster data aggregation delay.
Proposition 13: For a network, if the radius of the first transmission power is 3r, the radius of the second transmission power is r, and R is the first transmission power network radius, then the number of cluster heads generated by the DMPMC algorithm is not greater than
The physical radius of the network is not greater than 3R * r since the network radius is R under the first transmission power level and the first power level transmission radius is 3r. According to the DMPMC algorithm, the distance between any two cluster heads is greater than r; therefore, the maximum number of cluster heads is determined by finding the maximum number of points that satisfy that the distance between any two points is greater than 1 on a round disk with radius 3R. Therefore, according to Formula 1, α 3R ≤ 2π √ 3 9R 2 + 3π R + 1. Proposition 14: For a node with transmission range radius r, there are at most 5 nodes within its transmission range, which satisfy that the distance between any two nodes is greater than r.
Proof 5: This can be calculated via applying Formula 1 using r equal to 1.
Let RANK be the rank value of the sink node and LAYER be the maximum layer of the DAT tree. Assume that AT (i, j) is the earliest schedule time for nodes with rank value i and in layer j; LT (i, j) is the latest schedule time for nodes with rank value i and in layer j. Clearly, for the sink node, LT (RANK , 0) = AT (RANK , 0). Thus, the maximum delay is AT (RANK , 0) − 1.
The PSA priority-based scheduling algorithm has two types of nodes; parents of type a nodes have a unique maximum rank value child. Type a nodes with the same rank value and in the same layer can be scheduled simultaneously without conflicts. Let LT a and AT a indicate the latest and earliest scheduling times, respectively, for type a nodes; let 
According to the logic of calculating rank values, the rank value is increased by one only when a parent has more than one child with the same rank value. Therefore, if the sink node (also the root of the DAT tree) has rank value RANK , then the number of cluster heads is ≥ 2 RANK . Based on Proposition 13, the maximum number of cluster heads is
T conflict is the maximum number of nodes that conflict with a type b node. According to the definition of conflicts, nodes that have conflicts with a type b node include 1) sibling nodes and 2) nodes within transmission range of other clusters that use the same channel as its parent node. Based on Lemma 8, the number of sibling nodes is less than or equal to 41. Proposition 14 shows that there are at most 4 cluster heads within the transmission range and that have the same channel as its parent. Each cluster head has at most 42 children nodes. Therefore, T conflict ≤ 41 + 4 × 42 = 209.
Thus, the conclusion of the inter-cluster data aggregation delay is
Therefore, the upper bound of the inter-cluster data aggregation delay is R + O(log(R)). The upper bound of the inner-cluster data aggregation delay is ; thus, the overall data aggregation delay of the DMPMC algorithm is R + O(log(R)) + .
V. EXPERIMENTS
We use various simulations to evaluate the proposed DMPMC algorithm. The simulations primarily evaluate the following three metrics:
1) The number of occupied channels of DMPMC with various network topologies.
2) The latency of data aggregation. We will compare with the best existing centralized algorithm E-PAS (for short, single-channel) [5] , the newest multichannel algorithm [11] , and the newest distributed algorithm (CLU_DDAS) [8] in various network topologies. These algorithms are evaluated on a network with various numbers of nodes, network radii, and node degrees. We use the number of schedule sets as the criterion of aggregation latency. The smaller the number of schedule sets is, the shorter the latency is. Figure 7 shows the average number of occupied channels in various network densities. Sensor nodes are deployed in a 200 m×200 m area. The radius of the first transmission power level, R, is set to 60 m, and the radius of the second level, r, is 20 m. The sink locates at the top-left corner. The results shown in this figure are the average of 30 runs. As shown in this figure, the number of channels does not clearly increase as the number of nodes increases. When the number of nodes increases from 200 to 1900, the number of channels is in the range 6 to 9. The number of occupied channels is considerably smaller than 43, which is proven in Lemma 8. Consequently, the assigning channel algorithm is efficient. The latency of data aggregation is shown in Figures 8 and 9 . Figure 8 shows the average data aggregation time with various numbers of nodes on a fixed 200 m×200 m area, with r = 20 m and R = 60 m. Each result in this figure is the average of 10 runs. The results show that DMPMC always achieves a shorter data aggregation time compared to the other algorithms. Moreover, DMPMC increases slower than the other algorithms when the number of nodes increases. Figure 9 shows the data aggregation latency with various network radii. If we want to increase the network radius without changing the node degrees, then the number of nodes and the area of the deployed region have to be changed. vs. aggregation latency. For guaranteeing a fixed node degree of random deployment, we proposed two formulas to represent the relations among network radius R N , node degree D, transmission radius r, area of deployed region S, and the number of sensor nodes n as follows: S = R 2 N r 2 2 , n = DS πr 2 . According to these two formulas, we evaluate the algorithm on the network topologies with D = 22, r=20 m, R=60 m, and the network radius increasing from 10 m to 80 m. This figure shows that DMPMC always performs better than the other algorithms, and the latency of DMPMC increases slower than that of the other algorithms when the network radius increases.
In summary, DMPMC achieves the shortest data aggregation latency compared to existing algorithms.
VI. CONCLUSION
The minimum-latency data aggregation scheduling issue has become increasingly more popular since data aggregation is a significant operation for wireless sensor networks and because applications require low latency, which is the optimal goal of designing algorithms. Minimum latency data aggregation scheduling is an NP-hard problem. We proposed an approximate algorithm, DMPMC, that divides the network into clusters and uses low transmission power for inner cluster communications and high transmission power for communications among cluster heads. Moreover, multichannels are used to avoid conflicts, thereby reducing the data aggregation latency. Theoretical analysis shows that at most 43 channels are needed; however, the simulation results show that the number of channels is clearly less than the theoretical value. The results of simulations show that DMPMC is effective and efficient. Compared to [5] , [8] , and [11] , DMPMC performs better in terms of data aggregation latency. WENBIN FAN received the master's degree from Heilongjiang University. His current research interests include wireless sensor networks, mobile computing, and big data.
