We show that the L 2 discrepancy of the explicitly constructed infinite sequences of points (x 0 , x 1 , x 2 , . . .) over 
Introduction and statement of the main results
We study equidistribution properties of point sets in the s-dimensional unitcube [0, 1) s measured by their L 2 discrepancy (see [2, 15, 17, 25, 30] ). For a finite set P N,s = {x 0 , . . . , x N −1 } of points in the s-dimensional unit-cube [0, 1) s the local discrepancy function is defined as
where t = (t 1 , . . . , t s ) ∈ [0, 1] s and A N ([0, t), P N,s ) denotes the number of indices n with x n ∈ [0, t 1 ) × · · · × [0, t s ) =: [0, t). The discrepancy function measures the difference of the portion of points in an axis parallel box containing the origin and the volume of this box. Hence it is a measure of the irregularity of distribution of a point set in [0, 1) s . The L 2 discrepancy of P N,s is defined as 
For an infinite sequence S s = (x 0 , x 1 , . . .) in [0, 1) s the L 2 discrepancy L 2,N (S s ) is the L 2 discrepancy of the first N elements of S s .
It is well known that a sequence is uniformly distributed modulo one if and only if its L 2 discrepancy tends to zero for growing N. Furthermore, the L 2 discrepancy can also be linked to the integration error of a quasi-Monte Carlo rule, see, e.g. [15, 31, 44] for the error in the worst-case setting and [50] for the average case setting.
A lower bound on the L 2 discrepancy of finite point sets has been shown by Roth [38] which states that for any s ∈ N (the set of positive integers) there exists a number c s > 0 depending only on s, such that for every point set P N,s in [0, 1) s consisting of N ≥ 2 points we have
This lower bound is best possible in the order of magnitude in N as shown first by Davenport [10] for s = 2 and then by Roth [39, 40] for arbitrary dimensions s ∈ N. Other constructions of point sets with optimal L 2 discrepancy were found by Chen [4, 5] , Dobrovolskiǐ [16] , Frolov [22] and Skriganov [41, 42] . Davenport used point sets consisting of the 2N elements ({±nα}, n/N) for 1 ≤ n ≤ N, where N ∈ N and α has a continued fraction expansion with bounded partial quotients. Further examples of twodimensional point sets with best possible order of L 2 discrepancy can be found in [18, 19, 20, 24, 26, 36] . On the other hand, Roth's [40] proof for dimensions s ≥ 2 is a pure existence result obtained by averaging arguments as are the constructions in [4, 5, 16, 22, 41, 42] . Explicit constructions of point sets achieving the best possible order of convergence have been a longstanding open problem. Finally, a solution was given by Chen and Skriganov [7] who, for every integer N ≥ 2 and every dimension s ∈ N, gave for the first time explicit constructions of finite point sets consisting of N points in [0, 1) s whose L 2 discrepancy achieves an order of convergence of (log N) (s−1)/2 /N. Their construction uses a finite field F p of order p with p ≥ 2s 2 . We also refer to [8] where the arguments from [7] are considerably simplified and to the overview in [15, Chapter 16] . The result in [7] was extended to the L p discrepancy for 1 ≤ p < ∞ by Skriganov [43] .
On the other hand, it was shown by Proinov [35] that for an infinite sequence S s of points in [0, 1) s there is a constant c ′ s > 0 such that
N for infinitely many values of N. This lower bound is known to be best possible in dimension s = 1. One-dimensional infinite sequences whose L 2 discrepancy satisfies a bound of order √ log N/N for every N ≥ 2 were given in, e.g. [3, 23, 26, 35, 37] . These constructions are mainly based on the symmetrization of sequences (also called reflection principle). On the other hand, although it was widely believed that Proinov's lower bound is also best possible for arbitrary dimensions s, so far there was no proof for this assertion.
The main results
In this paper we prove two main results: We provide for the first time explicit constructions of infinite sequences in [0, 1) s for which the first N ≥ 2 points achieve a L 2 discrepancy of order (log N) s/2 /N for arbitrary s ∈ N. This result is best possible by the lower bound of Proinov [35] .
Furthermore, for any integer N ≥ 2 and any dimension s ∈ N, we give an explicit construction of a finite point set of N elements in the s-dimensional unit cube with the optimal rate of convergence for the L 2 discrepancy in the sense of the lower bound of Roth. Our construction is completely different from the construction of Chen and Skriganov [7] . In contrast to [7] where the construction uses a finite field F p with p ≥ 2s 2 our method is, independent of the dimension s, based on the finite field F 2 of order two. Furthermore, our result does not use the Davenport reflection principle [10] and also does not use the 'self-averaging' property from [7] . Instead it is based on higher order digital nets and sequences from [11, 12] .
In our proofs we do not keep track of constants which depend only on the dimension s since they are significantly larger than the constants obtained in [14] . Therefore, in the following, we write A(N, s) ≪ s B(N, s) if there is a constant c s > 0 which depends only on s (and not on N or m through N = 2 m ) such that A(N, s) ≤ c s B(N, s).
Theorem 1 For any s ∈ N one can explicitly construct an infinite sequence S s of points in [0, 1) s such that for all N ≥ 2 we have
where S(N) is the sum-of-digits function of N in base 2 representation, i.e. if N = 2
Remark 1 It follows from [27, Corollary 3] that for any ε > 0 we have
Hence the density of N ∈ N for which S(N) is at least of order log N is equal to one. More precise results on the distribution of the sum-of-digits function can be obtained, e.g., from [1, 29] .
The above construction can also be used to obtain the following result for finite point sets, which was first shown in [7] by a different construction.
Corollary 1 For any s ∈ N and any integer N ≥ 2 one can explicitly construct a point set P N,s consisting of N elements in [0, 1) s such that
N .
Explicit constructions of sequences and point sets
We now present explicit constructions of sequences and point sets satisfying Theorem 1 and Corollary 1.
The construction of sequences S s = (x 0 , x 1 , . . .) in [0, 1) s satisfying Theorem 1 was introduced in [11, 12] and is based on linear algebra over the finite field F 2 of order 2 (we identify F 2 with the set {0, 1} equipped with the arithmetic operations modulo 2).
First we need to recall the definition of digital nets according to Niederreiter [32, 33] : For m, p ∈ N with p ≥ m let C 1 , . . . , C s ∈ F p×m 2 be p×m matrices over F 2 . For n ∈ {0, . . . , 2 m − 1} with binary expansion n = n 0 + n 1 2 + · · · + n m−1 2 m−1 we define the binary digit vector n as n = (n 0 , n 1 , . . . , n m−1 )
(the symbol ⊤ means the transpose of a vector or a matrix). Then compute
where the matrix vector product is evaluated over F 2 , and put
The nth point x n of the net P 2 m ,s is given by x n = (x 1,n , . . . , x s,n ). A net P 2 m ,s constructed this way is called a digital net (over F 2 ) with generating matrices C 1 , . . . , C s . Note that a digital net consists of 2 m elements in Q(2 p ) s . We also recall the definition of digital sequences according to Niederreiter [32, 33] , which are infinite versions of digital nets. Let C 1 , . . . , C s ∈ F N×N 2 be N × N matrices over F 2 . For C j = (c j,k,ℓ ) k,ℓ∈N we assume that for each ℓ ∈ N there exists a K(ℓ) ∈ N such that c j,k,ℓ = 0 for all k > K(ℓ). For n ∈ N 0 , where N 0 = N ∪ {0}, with binary expansion n = n 0 + n 1 2 + · · · + n m−1 2 m−1 ∈ N 0 , we define the infinite dyadic digit vector of n by n = (n 0 , n 1 , . . . , n m−1 , 0, 0, . . .) ⊤ ∈ F N 2 . Then compute C j n =: (x j,n,1 , x j,n,2 , . . .)
The nth point x n of the sequence S s is given by x n = (x 1,n , . . . , x s,n ). A sequence S s constructed this way is called a digital sequence (over F 2 ) with generating matrices C 1 , . . . , C s . Note that since c j,k,ℓ = 0 for all k large enough, the numbers x j,n are always dyadic rationals. (We call x ∈ [0, 1) a dyadic rational if it can be written in a finite base 2 expansion.) Explicit constructions of suitable generating matrices C 1 , . . . , C s over F 2 were obtained by Sobol' [45] , Niederreiter [32, 33] , Niederreiter-Xing [34] and others (see [15, Chapter 8] for an overview). Any of these constructions is sufficient for our purpose, however, for completeness, we briefly describe a special case of Tezuka's construction [47] , which is a generalization of Sobol's construction [45] and Niederreiter's construction [32] of the generating matrices.
We explain how to construct the entries c j,k,ℓ ∈ F 2 of the generator matrices C j = (c j,k,ℓ ) k,ℓ≥1 for j = 1, 2, . . . , s. To this end choose the polynomials p 1 = x and p j ∈ F 2 [x] for j = 2, . . . , s to be the (j − 1)th primitive polynomial in a list of primitive polynomials over F 2 that is sorted in increasing order according to their degree e j = deg(p j ), that is, e 2 ≤ e 3 ≤ · · · ≤ e s−1 (the ordering of polynomials with the same degree is irrelevant). We also put e 1 = deg(x) = 1. (We point out that Niederreiter [32] uses irreducible polynomials instead of primitive polynomials.)
Let j ∈ {1, . . . , s} and k ∈ N. Take i−1 and z to be respectively the main term and remainder when we divide k − 1 by e j , so that k − 1 = (i − 1)e j + z, with 0 ≤ z < e j . Now consider the Laurent series expansion
Every digital sequence with generating matrices C j = (c j,k,ℓ ) k,ℓ≥1 for j = 1, 2, . . . , s found in this way is a special instance of a Sobol' sequence which in turn is a special instance of so-called generalized Niederreiter sequences (see [47, Eq. (3) ]). Note that in the construction above we always have c j,k,ℓ = 0 for all k > ℓ. 
See [47, Lemma 4] for details.
To obtain a sequence which satisfies Theorem 1 we need the following definition.
Definition 1 For α ∈ N the digit interlacing composition (with interlacing factor α) is defined by
where x r ∈ [0, 1) has dyadic expansion of the form x r = ξ r,1 2 −1 + ξ r,2 2 −2 + · · · for 1 ≤ r ≤ α. We also define this function for vectors by setting
s and for sequences S αs = (x 0 , x 1 , . . .) with x n ∈ [0, 1) αs by setting
We comment here that the interlacing can also be applied to the generating matrices C 1 , . . . , C αs directly as described in [12, Section 4.4] . This is done in the following way. Let C 1 , . . . , C αs be generating matrices of a digital net or sequence and let c j,k denote the kth row of C j . We define matrices E 1 , . . . , E s , where the kth row of E j is given by e j,k , in the following way. For all 1 ≤ j ≤ s, u ≥ 0 and 1 ≤ v ≤ α let e j,uα+v = c (j−1)α+v,u+1
If C 1 , . . . , C αs are the generating matrices of a digital net P N,αs or digital sequence Sαs respectively, then the matrices E 1 , . . . , E s defined above, are the generating matrices of D s α (P N,αs ) or D s α (S αs ) respectively. Thus one can also obtain generating matrices E 1 , . . . , E s ∈ F N×N 2 which generate a digital sequence satisfying Theorem 1.
Above we assumed that c j,k,ℓ = 0 for all k > K(ℓ). Let E j = (e j,k,ℓ ) k,ℓ∈N . Then the interlacing construction yields that e j,k,ℓ = 0 for all k > αK(ℓ), where α is the interlacing factor.
We shall show that the sequence D s 5 (S 5s ), where S 5s is a digital sequence in dimension 5s constructed, for example, according to Sobol' as presented above, satisfies the bounds in Theorem 1.
To construct finite point sets for any integer N ≥ 2 we proceed in the following way. Let m ∈ N be such that 2 m−1 < N ≤ 2 m and let
3s−1 be the first 2 m points from the Sobol' or Niederreiter sequence in dimension 3s−1 as introduced above with p 1 = x and p 2 = 1 + x. Let x n = (x 1,n , . . . , x 3s−1,n ) and define y n = (n2
To obtain a point set consisting of N points we use a propagation rule introduced in [7] (see also [15, p. 512] ): The subset
contains exactly N points. Then we define the point set
We will show that P N,s satisfies the bound in Corollary 1. We remark that Chen and Skriganov [7] applied the same propagation rule but to a different point set.
The general construction principle
Our approach is based on higher order digital nets and sequences constructed explicitly in [11, 12] . We state here simplified versions of their definitions that are sufficient for our purpose. For p ∈ N let Q(2 p ) := 0,
. The distribution quality of digital nets and sequences depends on the choice of the respective generating matrices. In the following definitions we put some restrictions on C 1 , . . . , C s with the aim to quantify the quality of equidistribution of the digital net or sequence.
Definition 2 Let m, p, α ∈ N with p ≥ αm and let t be an integer such that
is the ith row vector of the matrix
are linearly independent over F 2 , then the digital net with generating matrices
Next we consider digital sequences for which the initial segments are order α digital (t, m, s)-nets over F 2 :
Definition 3 Let α ∈ N and let t ≥ 0 be an integer. Let C 1 , . . . , C s ∈ F N×N 2 and let C j,αm×m denote the left upper αm×m submatrix of C j . If for all m > t/α the matrices C 1,αm×m , . . . , C s,αm×m generate an order α digital (t, m, s)-net over F 2 , then the digital sequence with generating matrices C 1 , . . . , C s is called an order α digital (t, s)-sequence over F 2 .
From Definition 2 it is clear the if P 2 m ,s is an order α digital (t, m, s)-net, then for any t ≤ t ′ ≤ αm, P 2 m ,s is also an order α digital (t ′ , m, s)-net. An analogue result also applies to higher order digital sequences.
From [11, Theorem 4.11 and Theorem 4.12] (where we set α = d) we obtain the following result:
For the construction based on Sobol's and Niederreiter's sequence introduced above we have (4) and therefore we obtain explicit constructions of order α digital (t, s)-sequences with
Note that for the construction introduced above we have c j,k,ℓ = 0 for all k > ℓ. Using the interlacing construction we obtain generating matrices E 1 , . . . , E s with E j = (e j,k,ℓ ) k,ℓ∈N and e j,k,ℓ = 0 for all k > αℓ. Let E j,N×m denote the first m columns of E j . Then we obtain that the kth row of E j,N×m is the zero-vector for all k > αm. This implies that the first 2 m points of the digital sequence with generating matrices E 1 , . . . , E s are the same as the points of the digital net with generating matrices E 1,αm×m , . . . , E s,αm×m . In particular this implies that all coordinates of all points are dyadic rationals. (For more general constructions of digital (t, s)-sequences a similar result holds, however we do not use this fact here.)
Note that a digital net can be an order α digital (t, m, s)-net over F 2 and at the same time an order
This means that the quality parameter t may depend on α. If necessary we write t(α) instead of t for the quality parameter of an order α digital (t(α), m, s)-net. The same holds for digital sequences. In particular [12, Theorem 4.10] implies that an order α digital (t, m, s)-net is an order
The same result applies to order α digital (t, s)-sequences which are also order 1 ≤ α ′ ≤ α digital (t ′ , s)-sequences with t ′ as above. In other words,
More information can be found in [15, Chapter 15] .
We will show that every order α digital (t, s)-sequence over F 2 with α ≥ 5 satisfies the requirements of Theorem 1.
Geometric properties of (higher order) digital nets
We give a geometric interpretation of the digital nets introduced above. For α = 1 they go back to Niederreiter [32, 33] . The condition in Definition 2 says that so-called dyadic elementary boxes of the form
t points of the net, which is the fair portion of points of the net with respect to the volume of the box. Thus smaller values of the so-called quality parameter t imply stronger equidistribution properties of a net. For more information see [33, Theorem 4.28] The more general definition for α > 1 goes back to Dick [11, 12] . Rather than considering boxes containing the right portion of points as for the case α = 1, here one considers unions of such boxes. To give the geometric interpretation, we define for ν ∈ N 0 , a 1 > a 2 > · · · > a ν ≥ −ν + 1 and κ 1 , κ 2 , . . . , κ ν ∈ {0, 1} the union of intervals
where we set J = [0, 1) for ν = 0, where a i ∈ {−ν + 1, −ν + 2, . . . , 0} does not yield any restriction and where we always use the finite expansion of x for dyadic rationals. For instance we have
denote the indicator function of a set J (which is 1 for x ∈ J and 0 otherwise). Then an order α digital (t, m, s)-net satisfies Thus higher order digital nets do not only contain the correct proportion of points for elementary dyadic intervals, but also for certain unions of disjoint dyadic intervals. Thus higher order digital nets have an additional structure which classical digital nets do not necessarily have.
2 Walsh series representation of the squared L 2 discrepancy
As an important tool in our analysis we use a Walsh series representation of the L 2 discrepancy. This representation will be deduced within this chapter.
Walsh functions
We introduce Walsh functions in base 2 (see [9, 21, 48] ), which will be the main tool in our analysis of the L 2 discrepancy. We recall that N 0 = N ∪ {0}. 
with κ i ∈ {0, 1}, and let x ∈ [0, 1) have base 2 representation
with ξ i ∈ {0, 1} (unique in the sense that infinitely many of the ξ i must be zero), then wal k (x) := (−1)
s we write
A summary of properties of Walsh functions can also be found in [15, Appendix A] . See also [6] for Walsh functions in the context of discrepancy theory, [28] for Walsh functions in the related context of numerical integration in [28] , or [46] in the related context of pseudo random number generation.
We report on a relation between Walsh functions and digital nets over F 2 which will be useful for our analysis. Before we do so we need to introduce some further notation. By ⊕ we denote the digit-wise addition modulo 2, i.e., for real numbers x, y ≥ 0 with dyadic expansion x = ∞ i=w ξ i 2 i and y = ∞ i=w η i 2 i with w ∈ Z and ξ i = 1 for infinitely many i and η j = 1 for infinitely many j, we put
. Thus x ⊕ y is a dyadic rational which is not defined via its finite expansion. However, in this paper, we only use ⊕ in conjunction with dyadic rationals x and y for which we assume that x and y are given by their finite expansion. Therefore, in this paper, x ⊕ y will always be a dyadic rational defined via its finite expansion.
It can be shown (see [15, Lemma 4 .72]) that any digital net P 2 m ,s is a subgroup of ([0, 1) s , ⊕). Since for any x h , x j ∈ P 2 m ,s and any
it follows that wal k is a character of the group (P 2 m ,s , ⊕). Hence, for any digital net P 2 m ,s with generating matrices C 1 , . . . , C s ∈ F p×m 2 and any k = (k 1 , . . . , k s ) ∈ N s 0 it follows that
where for k j ∈ N 0 with dyadic expansion
For a proof of this fact we refer to [13, Lemma 4 .75] (therein only p = m was considered, but only minor modifications are required to obtain a proof of 7). We will call this relation the character property of digital nets.
The Walsh series expansion of the L 2 discrepancy
The squared L 2 discrepancy of a point set P N,s = {x 0 , . . . , x N −1 } can be viewed as a function of {x 0 , . . . , x N −1 }, i.e. a function of Ns variables:
To obtain its Walsh series expansion, we use the following well known formula of Warnock [49] (see also [15, Proposition 2.15] ).
where x n,j is the jth component of the point x n .
We need the Walsh series expansion of the indicator function 1 [0,t) (x) (which is 1 for 0 ≤ x < t and 0 otherwise), which was first given by Fine [21] and which is nowadays well known. To state this expansion we need a weight function µ defined for non-negative integers. Put µ(0) = 0 and for k ∈ N with base 2 representation
Then for x ∈ [0, 1] the Walsh series expansion of 1 [0,t) (x) is given as
Using Parseval's identity we therefore obtain
Using the fact that
Combining the last two equations we obtain
The Walsh series representation of (1−x n,j )(1−x m,j ) can easily be found. For example it was shown in [15, Lemma A.22 ] that
Using (8) together with the last equality we obtain the Walsh series repre-
dt. Using again (9) and Proposition 2 we can now obtain the Walsh series expansion of the squared L 2 discrepancy, which is given by
.
The following lemma can now be obtained upon comparing coefficients. Proof. As already mentioned, the result follows from (10) upon comparing coefficients. For instance we have
in all other cases.
The result follows by checking all cases. ✷
We can simplify the above formula further. But first we recall what we mean by a digitally shifted digital net: ) s . Then we call the point set P 2 m ,s (σ) = {x 0 ⊕ σ, . . . , x 2 m −1 ⊕ σ} a digitally shifted digital net over F 2 .
In this paper we will only consider digital shifts which are dyadic rationals. Since the points of a digital net are also dyadic rationals, the operation ⊕ is well defined.
Lemma 2 We have:
• The squared L 2 discrepancy of a point set P N,s = {x 0 , . . . ,
where the coefficients r(k, l) are given as in Lemma 1.
• If P 2 m ,s is a digital net over F 2 with generating matrices
where D * = D \ {0} and where D is the so-called dual net given by
where for k ∈ N s 0 with base 2 expansion
⊤ .
•
where D * denotes the dual net excluding 0.
Proof. From r(0, 0) = 3 −s and from the symmetry relation r(k, l) = r(l, k) we obtain
which proves the first part. The second part follows immediately from the first part and the character property (7) of digital nets. The third part follows in the same manner as the second part using the additional equality wal k (x ⊕ σ) = wal k (x)wal k (σ). ✷
The proof of Theorem 1
We give the proof of our main result. Throughout this proof we assume that α ≥ 3 unless stated otherwise. We consider the construction of digital sequences S αs based on (3) in dimension αs and apply the digit interlacing function D = 3. Let C 1 , . . . , C s denote the generating matrices of the digital sequence S s . Let C j,N×m denote the first m columns of C j . As explained in Subsection 1.3, only the first αm rows of C j,N×m can be nonzero and hence C j is of the form
where 0 N×m denotes the N × m zero matrix. Note that the entries of each column of the matrix F j,N×N become eventually zero. We use the first part of Lemma 2 to obtain
Let N = 2 m 1 + 2 m 2 + · · · + 2 mr with m 1 > m 2 > · · · > m r ≥ 0 (hence r = S(N)). We consider the point sets 
For the point set P i under consideration, the vector
is constant and its components become eventually zero (i.e., only a finite number of components is nonzero). Furthermore, C j,αm i ×m i a for a = 0, 1, . . . , 2 m i − 1 and j = 1, . . . , s generate an order α digital (t, m i , s)-net over F 2 (which is also an order α ′ digital (t, m i , s)-net over F 2 for 1 ≤ α ′ ≤ α). This means that the point set P i is a digitally shifted order α digital (t, m i , s)-net over F 2 and the generating matrices
of this digital net are the left upper αm i × m i submatrices of the generating matrices C 1 , . . . , C s of the digital sequence. We denote the digital shift, which is given by (12) , by σ i . Note that all the coordinates of the digital shift are dyadic rationals since the components of σ i,j become eventually zero. Let D i denote the dual net corresponding to the digital net with generating matrices (13), i.e.,
where for k ∈ N 0 with base 2 expansion
We now obtain a bound on the L 2 discrepancy using the dual nets D i . 
and
Then we have
Proof. By the character property (7) we have
where again for i = 1 we set 2 m 1 + · · · + 2 m i−1 = 0, and hence
Inserting this into (11) and interchanging the order of summation we obtain
since |wal k (x)| = 1 for any x.
, where, as already defined earlier, the function µ : N 0 → N 0 is defined by µ(0) = 0 and for k = κ 0 + κ 1 2 + · · · + κ a−2 2 a−2 + 2 a−1 with κ j ∈ {0, 1} by µ(k) = a. According to the definition of r(k, l) in Lemma 1 for (k, l) ∈ J i,i ′ we have
Thus we obtain from (17)
Now we re-order the sum over all (k, l) ∈ J i,i ′ according to the value of µ(k) + µ(l).
a j −2 + 2 a j −1 with a j = µ(k j ) for j = 1, . . . , s. Let further c j,u denote the uth row vector of the matrix C j,αm i ×m i . Then
Hence it follows from the linear independence property for the row vectors of generating matrices of digital nets in Definition 2 that
In the same way l ∈ D *
Thus for the innermost sum in (18) we have
By substituting this result into (18) the result follows. ✷
To obtain a bound on the right-hand side of (16), we first obtain a bound on the number of elements in the set J i,i ′ (z). We do this in the next six lemmas.
Lemma 4 Using the notation from above, we have
Proof. We have
We already showed in the proof of Lemma 3 that k ∈ D * i implies that µ(k) > m i − t and l ∈ D * i ′ implies that µ(l) > m i ′ −t. Thus we only need to consider the case where z 1 > m i −t and z − z 1 > m i ′ − t and hence the result follows. ✷ Lemma 5 Using the notation from above, we have
Proof. Each summand in (19) can be estimated on the one hand by
and on the other hand by
Hence the result follows. ✷
To prove the following results we introduce some notation. Let k j , l j ∈ N 0 . In the following we simultaneously use two different notations for the binary expansion of k j and l j . First let
with a j,1 > · · · > a j, v j > 0 and
Thus v j denotes the number of nonzero digits of k j and w j denotes the number of nonzero digits of l j . For k j = 0 we use the convention that v j = 0 and a j,1 = 0. Further we set a j, v j +i = b j, w j +i = 0 for i > 0. We also use the notation
with binary digits k j,i ∈ {0, 1}. Thus
Analogously we write
with binary digits l j,i ∈ {0, 1}. Thus
We now study the factors appearing in the bound in Lemma 4 separately in two steps.
Proof. It suffices to show the first estimate, the second estimate is a direct consequence of the first bound. The number of k = (k 1 , . . . , k s ) ∈ D * i with µ(k) = z 1 has been studied in [14] . Assume first that k j > 0 for 1 ≤ j ≤ s. The case where one or more of the k j 's are zero follows by the same arguments. Let Σ(v 1 , v 2 , . . . , v s ) denote the number of such c 1,1 , . . . , c 1,v 1 , . . . , c s,1 , . . . , c s,vs are linearly independent as long as v 1 + · · · + v s ≤ m i − t, we must have .
Then the linear system of equations (20) can be written as
and hence
By the definition of the matrix A and since C 1,αm i ×m i , . . . , C s,αm i ×m i are the generating matrices of an (order 1) digital (t, m i , s)-net over F 2 we have
Let L denote the linear space of solutions of the homogeneous system A k = 0 and let dim(L) denote the dimension of L. Then it follows that
In the following let n k denote the binomial coefficient, where we set
In general, for ∅ = u ⊆ {1, . . . , s} we have |{k ∈ D * i : k j > 0 for j ∈ u, k j = 0 otherwise, and µ(k) = z 1 }|
Thus, in general, for z 1 ≥ m i − t + 1 we have
and for l ∈ D * i ′ we have
Proof. Again it suffices to show the first estimate, the second estimate follows by the same arguments. For the proof of this result we first need to analyze for which (k, l) ∈ D i × D i ′ the factors r(k, l) = 0. To do so we need to consider a number of cases.
Recall that r(k, l) = s j=1 r(k j , l j ). For r(k j , l j ) = 0 it follows that in some sense k j and l j cannot be too different. Let us elaborate in more detail: Assume that r(k j , l j ) = 0. Now Lemma 1 implies that in order for r(k j , l j ) not to be 0 we must have 0 ≤ | v j − w j | ≤ 2. Further we must have:
we define the following sets for −2 ≤ τ ≤ 2:
Note that α τ ∩ α τ ′ = ∅ for τ = τ ′ and 2 τ =−2 α τ = {1, . . . , s} by Lemma 1. Then we have 1. For j ∈ α 2 we have l j,i = k j,i for 0 ≤ i < a j,2 − 1; 2. For j ∈ α 1 we have l j = 0 and k j = 2 a j,1 −1 ;
4. For j ∈ α −1 we have l j = 2 b j,1 −1 and k j = 0;
Thus in all cases we have k j,i = l j,i for 0 ≤ i < min{a j,2 − 1, b j,2 − 1}. We set now
and for u j = min{a j,2 − 1, b j,2 − 1} we set
if u j > 0 and h j = 0 otherwise. Thus we only need to consider the cases where
We now prove a bound on |R 
where the vector c ⊤ is fixed by k, since the h i,j and b j,1 , b j,2 are fixed by k
Since h j is fixed by k j for 1 ≤ j ≤ s, it follows that for each given vector (b j,i ) 1≤i≤2,1≤j≤s , where b j,1 > b j,2 and where b 1,1 + · · · + b s,1 = z 2 , at most one such solution exists. Thus |R (1) i,i ′ (k, z 2 )| is bounded by the number of possible choices of (b j,i ) 1≤i≤2,1≤j≤s , for which we prove a bound in the following.
The order 2 and order 1 digital (t, m i , s)-net property and l ∈ D * i ′ imply that
Thus we have
Let b j,1 = δ j + b j,2 , thus δ j ≥ 0 (where δ j = 0 if l j = 0). Then we have
and therefore . . , δ s , which itself is bounded from above by
Now consider the number of possible choices of (b j,2 ) 1≤j≤s . If j ∈ 2 τ =−1 α τ , then b j,2 is fixed since k j is fixed and if j ∈ α −2 , then b j,1 > b j,2 > b j,3 = a j,1 . Note that b j,3 is fixed since k j is fixed for all 1 ≤ j ≤ s . By the order 3, order 2 and order 1 digital net property and l ∈ D * i ′ we have 
Since the number of possible choices of (b j,i ) 1≤i≤2,1≤j≤s is bounded by the product of the number of possible choices of b 1,1 , b 2,1 , . . . , b s,1 and the number of possible choices of b 1,2 , b 2,2 , . . . , b s,2 , we deduce
Thus the statement of the lemma follows. ✷
Before we combine Lemmas 6 and 7 to obtain a bound on |J i,i ′ (z)| we show that for 'small' z the set J i,i ′ (z) is empty in the next lemma. In the proof of this lemma we need to assume that α ≥ 5.
Proof. We use the notation from the proof of Lemma 7. Assume that (k, l) ∈ J i,i ′ (z). Consider again the five cases from the proof of Lemma 7. The following holds:
1. For j ∈ α 2 we have a j,i+2 = b j,i for i = 1, . . . , w j and w j = v j − 2; 2. For j ∈ α 1 we have a j,i+1 = b j,i = 0 for i = 1, . . . , w j and w j = v j − 1; 3. For j ∈ α 0 we have a j,i+1 = b j,i+1 for i = 1, . . . , w j and w j = v j ; 4. For j ∈ α −1 we have a j,i = b j,i+1 = 0 for i = 1, . . . , v j and v j = w j − 1; 5. For j ∈ α −2 we have a j,i = b j,i+2 for i = 1, . . . , v j and v j = w j − 2.
Since a j,i > a j,i+1 we therefore have b j,3 ≥ a j,5 for 1 ≤ j ≤ s. By the order 5 digital (t, m, s)-net property we have
Thus and since b j,i > b j,i+1 we obtain
From the proof of Lemma 4 we have that
Analogously we have
Thus we have
. ✷
In the following we also obtain a bound on |J i,i ′ (z)| for z ≥ m i +m i ′ −2t+2. In Lemma 8 we considered z < 1 4
. At the beginning of this section we showed that t ≥ 3. Since
≥ m i + m i ′ − 2t + 2 for t ≥ 3, Lemma 8 and Lemma 9 yield a bound on |J i,i ′ (z)| for all z ≥ 0.
Lemma 9 For all κ ≥ 0 we have
Proof. Combining Lemmas 5, 6 and 7 we obtain
To simplify this bound further we first use the change of variable z = m i + m i ′ − 2t + 2 + κ for κ ≥ 0. Then we have
Then we obtain
✷
The following lemma now implies Theorem 1. Since the proof makes use of Lemma 8 we need to assume that α ≥ 5.
. Now we use Lemma 9 to obtain for the innermost sum in Lemma 3 that
Since t depends only on the dimension s but not on m i , m i ′ , we can simplify the above expression to obtain
We estimate the binomial coefficients using 0 ≤ z
Inserting this bound into Lemma 3 we obtain
Using the fact that for i ≤ i ′ we have m i ≥ m i ′ we obtain for any fixed
Thus we obtain
where r = S(N) denotes the number of nonzero digits in the binary expansion of N. ✷
The proof of Corollary 1
To prove Corollary 1 we first prove a bound on the L 2 discrepancy of order 3 digital nets.
4.1 A bound on the L 2 discrepancy of order 3 digital nets
Proof. The proof of Theorem 2 can be obtained by specializing the proof of Theorem 1 to the case where r = 1. In the following we describe the necessary changes in the proof of Theorem 1 to obtain the result. The reason for requiring only α = 3 instead of α ≥ 5 is that we do not make use of Lemma 8 in this proof. Let C 1 , . . . , C s ∈ F 
From Lemma 9, we obtain for z = 2m − 2t + 2 + κ for κ ≥ 0 that
Inserting this result into (24) we obtain Since the sum over κ is now from 0 to ∞, we do not need to use Lemma 8. Thus also the assumption that α ≥ 5 is not needed and α = 3 is sufficient.
Using the fact that t depends only on the dimension s, we therefore obtain Thus the result follows by taking the square root. ✷
The proof of Corollary 1 uses Theorem 2 and an idea of [7] .
Proof. For an integer N ≥ 2 we choose m ∈ N such that 2 m−1 < N ≤ 2 m . Let P 2 m ,s be an order 3 digital (t, m, s)-net over F 2 with the property that the first component of P 2 m ,s is a (0, m, 1)-net over F 2 . Note that such nets exist for every m and can be obtained in the following way: Take the digital sequence introduced in Section 1.2 in dimension 3s−1. Concatenate to the nth element the component n2 −m for n = 0, 1, . . . , 2 m −1, so that the new points are of the form (n2 −m , y n,1 , y n,2 , . . . , y n,3s−1 ), where (y n,1 , . . . , y n,3s−1 ) is the nth point of the sequence. Then the set consisting of the points (n2 −m , y n,1 , y n,2 ) for 0 ≤ n < 2 m is a digital (0, m, 3)-net. Apply the digit interlacing composition to the point set {(n2 −m , y n,1 , y n,2 , . . . , y n,3s−1 ) : n = 0, 1, . . . , 2 m − 1}.
We can now use [13, Proposition 1], which states the following: Let C 1 , . . . , C αs be the generating matrices of a digital (t, m, s)-net. Let C We now proceed as in [7] . According to Theorem 2 we have 
As shown above, the first component of P 2 m ,s is a digital (0, m, 1)-net over Taking the square root and dividing by N we finally obtain 
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