We present observational details and first results of a near-infrared (JHK s ) synoptic survey of the central region of the Large Magellanic Cloud using the CPAPIR camera at the CTIO 1.5-m telescope. We covered 18 sq. deg. to a depth of K s ∼ 16.5 mag and obtained an average of 16 epochs in each band at any given location. Our catalog contains more than 3.5 × 10 6 sources, including 1417 Cepheid variables previously studied at optical wavelengths by the OGLE survey. Our sample of fundamental-mode pulsators represents a 9-fold increase in the number of these variables with timeresolved, multi-band near-infrared photometry. We combine our large Cepheid sample and a recent precise determination of the distance to the LMC to derive a robust absolute calibration of the nearinfrared Leavitt Law for fundamental-mode and first-overtone Cepheids with 10× better constraints on the slopes relative to previous work. We also obtain calibrations for the Tip of the Red Giant Branch and the Red Clump based on our ensemble photometry which are in good agreement with previous determinations.
INTRODUCTION
The Cepheid Period-Luminosity relation (hereafter "The Leavitt Law", Leavitt & Pickering 1912 ) is one of the cornerstones of the Extragalactic Distance Scale. It has been widely used over the past century, from Hubble's proof of the extragalactic nature of "spiral nebulae" (Hubble 1925) to the most accurate and precise local determination of the Hubble constant (H 0 ) to date (Riess et al. 2011) . Increasingly more precise and accurate determinations of H 0 provide needed additional constraints on the equation of state of dark energy and other important cosmological parameters (Weinberg et al. 2013) . In order to achieve these goals, further improvements in the characterization of the Leavitt Law are required. These include a more robust zeropoint calibration, better constraints on variations of zeropoint and slope as a function of metallicity, and stronger limits on non-linearity.
The first generation of microlensing surveys directed towards the Large Magellanic Cloud resulted in the discovery of thousands of Cepheid variables (Alcock et al. 1999; Udalski et al. 1999 , from the MACHO & OGLE surveys respectively). At optical wavelengths, many studies have been carried out using the Cepheid photometry obtained by the OGLE survey, which provides excellent phase coverage in the standard BV I bands (e.g., Ngeow & Kanbur 2005; Bono et al. 2010) . At near-infrared wavelengths, the observational material available to date is more limited. Both 2MASS (Skrutskie et al. 2006 ) and the IRSF Magellanic Clouds Point Source Catalog (Kato et al. 2007 ) provide complete coverage of the galaxy in JHK s but are limited to a single epoch, requiring corrections to mean light (Nikolaev et al. 2004; Soszyński et al. 2005) . Synoptic observations are either limited to a single band (K s for the VMC, Cioni et al. 2011) or to a relatively small number of variables compared to the optical samples (N = 92, Persson et al. 2004, hereafter P04) .
Recently, Pietrzyński et al. (2013) obtained a very accurate and precise determination of the distance to the Large Magellanic Cloud through the discovery and analysis of detached eclipsing binary systems, D = 49.97 ± 2% kpc (equivalent to a distance modulus of µ 0 = 18.493 ± 0.048 mag). Such a robust distance estimate makes the LMC a very important component in the "first rung" of the Extragalactic Distance Scale by enabling absolute calibrations of many distance indicators, such as Cepheids.
Motivated by the above, we carried out a synoptic multi-wavelength near-infrared survey of the central region of the LMC that has yielded well-sampled light curves for 1417 Cepheids and an additional ∼ 3.5 × 10 6 sources. This paper, the first in a series, presents details of the observations, data reduction and photometry ( §2) and the resulting Cepheid light curves and Leavitt Law ( §3). Future work will include a Fourier analysis of Cepheid light curve structure (Bhardwaj et al. 2014 ), a study of non-linearity in the Leavitt Law and P-L relations of long-period variables, among other topics.
OBSERVATIONS, DATA REDUCTION, PHOTOMETRY & CALIBRATION

Observations and data reduction
Images were acquired using the CPAPIR camera (Artigau et al. 2004 ) at the 1.5-m telescope of the Cerro Tololo Interamerican Observatory, operated by the SMARTS consortium. CPAPIR uses a 2048 × 2048 Hawaii-2 infrared array detector and delivers an effective plate scale at this telescope of 0.
′′ 983/pix, or a field of view of 0.
• 559 on a side. We requested observations centered on 49 different positions, with extensive overlap among neighboring fields to enable a robust photometric cross-calibration. Fig. 1 shows the area covered by the observations, which amounts to slightly over 18 sq. deg.
Observations were obtained in queue mode on 32 separate nights during three distinct time periods: 2006 November (7 nights), 2007 January (6 nights) and 2007 November (19 nights). Individual fields were targeted on 7 − 11 nights, often twice on each night, so that every location within our survey area was observed on 14 − 20 distinct epochs. Given the significant overlap between fields, many locations within our survey area were imaged on 2 − 4× as many epochs (see Fig. 2 ). Each unit of imaging consisted of a 6-point dither (2 × 3 in R.A. & Dec., respectively) with commanded steps of 10 ′′ in each direction. A single 10s exposure was obtained at each dither point for the J and H sequences, while a 2 × 5s coadd was executed for the K s sequence. Calibration images (darks and dome flats in J and H) were obtained nightly.
Images were processed using the IRAF 5 packages XDIMSUM and CCDRED. The reduction steps consisted of bad-pixel masking (based on the median dark frame), dark current subtraction, and flat-fielding. We used dome flats for J and H and sky flats for K s . The latter were generated by median-combining all the science images obtained on a given night, after masking all > 3σ sources present on each image. This step was performed using the xslm routine and was repeated twice to ensure all the significant sources were masked, using the first-pass masked images for the second iteration. The reduced data set consists of 19,604 scientifically-useful images, which are available upon request.
PSF photometry and relative calibration
We performed time-series photometry of the reduced images using DAOPHOT/ALLSTAR (Stetson 1987) and ALLFRAME (Stetson 1994) , as well as supporting programs kindly provided by P. Stetson. We performed the steps described below for each combination of field and filter (i.e., 49 × 3 separate reductions).
We first identified all > 5σ sources present in each image and obtained aperture photometry with a radius of 5 pixels, with a sky annulus extending from 5 to 8 pixels. We then selected up to 200 bright and isolated stars in each image to determine its point-spread function, which was modeled as a Gaussian or a Moffat profile with no spatial variation, and performed PSF photometry of all the sources detected in the first step. We used this photometry to derive accurate frame-to-frame coordinate transformations using DAOMATCH and DAOMASTER (Stetson 1993) . We found the typical displacement of the initial central position at each epoch to be comparable to the dither pattern (i.e, 20 − 30 ′′ or ∼ 1% of the field width).
Next, we used Stetson's MONTAGE program to select the 50 highest-quality images (using a metric based on the FWHM of the PSF and the flux level of each image) and median-combined them into a higher SNR reference frame. We repeated the steps described in the previous paragraph for the reference frame and used the resulting star list as input for the ALLFRAME PSF photometry run. Once this was completed, we determined a positiondependent magnitude correction for each image, relative to the photometry of the frame with the highest value of the quality metric, as follows. We used ∼ 1000 bright stars distributed throughout the field to calculate the mean magnitude offset as a function of position, carrying out the calculation every 45 pix in x & y based on stars within ±180 pix, and fit a thin-plate spline to the resulting values. We applied the magnitude correction by evaluating the spline fit at the position of each star. This procedure was very effective at removing low-frequency spatial variations in the photometric zeropoint, specially near the edges of the field where the optical distortion of the camera is more pronounced. As an example, the J-band images of field 1 typically exhibited zeropoint variations of 0.08 & 0.22 mag (50% and 90% widths of the distribution, respectively) before the correction and 0.02 & 0.06 mag after the correction. Next, we used Stetson's TRIAL program to extract light curves and to calculate mean instrumental magnitudes and variability indices (J Stet , Stetson 1996) . Fig. 3 shows our internal photometric precision as a function of magnitude in each of the three bands, for stars without any discernible intrinsic variability.
Calibration to the 2MASS system
Once the preceding steps were completed, we matched and merged the final J, H and K s star catalogs of each field using DAOMATCH and DAOMASTER and carried out the final astrometric and photometric calibrations using the 2MASS Point Source Catalog (Cutri et al. 2003a ) as reference. The calibrations were derived and applied separately for each of the 49 fields. Regions in common between neighboring fields were later used to test the quality of these calibration procedures.
We performed the astrometric calibration using WCSTools (Mink 2002) , based on 600 − 900 bright stars in common between 2MASS and the star catalog of a given field. Once a solution was determined and applied for a given field, we matched its full photometric catalog against 2MASS with a radial tolerance of 1 ′′ and found 6 − 14 × 10 3 stars in common. Based on the distribution of the residuals, we determined an astrometric uncertainty of 0.15 ′′ (all uncertainties quoted in this work are 1σ values).
The absolute photometric calibration was carried out using the same type of spline-fitting procedure described in §2.2. While that procedure only corrected the spatial variations in the zeropoint of a given frame to the instrumental system of its reference frame, this step corrected the ensemble photometry of each field/filter combination for the spatial variations in the zeropoint of its reference frame. We used 2 − 8 × 10 3 stars (depending on field and filter) for this correction, limiting the sample to objects with 2MASS magnitudes fainter than 11 (to avoid non-linearities) and 2MASS photometric uncertainties below 0.1 mag, equivalent to J ∼ 16.1, H ∼ 15.2 and K s ∼ 14.6 mag (as shown in Fig. 3 , the CPAPIR internal photometric uncertainties were 5 − 15× smaller). As in the previous case, the use of a spline-fitting tech- nique was very helpful in decreasing the dispersion in the photometric solution, achieving reductions of a factor of ∼ 1.5 in J and H and ∼ 2 in K s .
We quantified the accuracy of our absolute photometric calibration by identifying objects in common between overlapping fields and calculating the uncertainty in ∆mag for stars with the highest internal precision (J ≤ 15, H ≤ 14.5, K s ≤ 14) as a function of radius from the field center. The results of this comparison are plotted in Fig. 4 , with the lack of stars at radii below 400 pix due to the fact that even the most overlapping fields were offset by at least 1/4 of the detector size. It can be seen that our total photometric calibration uncertainty near the center of the detector is only 11, 18 and 14 mmag in JHK s , respectively, degrading rapidly for stars located at radii beyond the width of the detector. This position-dependent uncertainty has been fully propagated.
As part of our photometric calibration procedure, we also solved for color terms such as
where J and K s are the fully-calibrated magnitudes in the 2MASS system, J ′ is the CPAPIR magnitude partially calibrated into the 2MASS system (zeropointcorrected but not color-term corrected), and ξ J JKs is the color term for J based on the J − K s color. This was, in fact, the only statistically significant color term that we determined, with a value of +0.018 ± 0.002.
Crowding corrections
Even though our fields do not have a very high density of resolved point sources (6×10 −3 to 4×10 −2 stars/pixel) we carried out a full suite of simulations to characterize any photometric biases due to crowding. We used the ADDSTAR routine in DAOPHOT to randomly place artificial stars in all master images using their corresponding PSFs, subject to the following constraints: (i) the number of artificial stars added was only 5% of the number of actual point sources (so as to not excessively increase the stellar density of each field); (ii) the magnitudes of the artificial stars were obtained by randomly sampling the observed luminosity function; (iii) no artificial star was allowed to fall within 2.5 pixels of any other object (real or artificial) to avoid blends; (iv) the positions of the artificial stars were restricted to the innermost 80% of the detector in x&y, to avoid the PSF distortion near the edges of the field; (v) 20 realizations of each master frame were produced, to increase the statistics.
We carried out photometry of the fake master images using ALLSTAR in the same manner as when we analyzed the original master images, matched the input and output star lists and derived offsets as a function of magnitude shown in the left panels of Fig. 5 . The spread in crowding bias at the faint end for a given magnitude is well correlated with the total number of stars present in each field, as seen on the right panels of that Figure. We determined crowding corrections for every star in our catalog by fitting the bias-magnitude relation for its given field and filter over the magnitude range −1 < m < 0.15 with a fourth-degree polynomial. We removed from our catalog magnitude measurements that would have required a crowding correction exceeding 0.25 mag, as the uncertainties for larger corrections cannot be reliably determined. The crowding bias is negligible for our field standards and only amounts to a few mmag for the overwhelming majority of the Cepheids (see §3.2). , H (open circles) and Ks (stars) bands. The lack of measurements at radial distances below 400 pix is due to the fact that even the most overlapping fields were offset by at least 1/4 of the detector width. Note the rapid degradation of photometric accuracy towards the corners of the detector. 
RESULTS
Ensemble photometry
While the primary goal of this survey was to obtain well-sampled light curves of Cepheid variables, the ensemble photometry obtained as a byproduct can be used to characterize other distance indicators. The coordinates, fully-calibrated mean magnitudes and variability indices of stars with photometry in at least two bands are listed in Appendix Table A1 . The color-magnitude/Hess diagrams plotted in Fig. 6 show that stars in the Red Giant Branch (RGB) constitute the majority of the objects in our photometric catalog. The luminosity functions of all stars in our catalog with Fig. 7 , indicating a clear detection of the Tip of the RGB (TRGB) at all wavelengths and the red clump (RC) in J and H.
We determined the TRGB magnitudes by selecting stars over a narrower color range (0.75 < J − H < 1.0 for the J & H LFs, and 0.95 < J − K s < 1.3 for the K s LF), calculating Gaussian-smoothed luminosity functions as defined in Equation A1 of Sakai et al. (1996) (setting a minimum value of σ i = 0.01 mag) and applying the modified Sobel edge-detection filter as implemented in Equation 4 of Méndez et al. (2002) (with σ m = 0.025 mag). The parameter choices were motivated by the very small (few mmag) internal measurement uncertainties for stars near the TRGB. We identified the local maximum of the edge-detection function in the vicinity (±0.3 mag) of the TRGB and fit it with a spline to determine its peak value. We characterized the uncertainty in our measurements by carrying out 400 bootstrap realizations of this procedure, in which the magnitudes were perturbed by their errors. We obtained TRGB magnitudes of J = 13.23 ± 0.03, H = 12.35 ± 0.02 and K s = 12.11 ± 0.01 mag.
We determined the RC magnitudes by fitting the LFs of stars with 0.4 < J − H < 1.0 mag using the following function:
, where a and c are normalization factors, b is the slope of the RGB LF, m RC and σ RC are the mean magnitude and Gaussian width of the red clump, respectively. I(m) models the photometric incompleteness as a function of magnitude, 
where m I is the magnitude at which the incompleteness reaches 50% and ξ I gives the scale length of the incompleteness cutoff. Fig. 8 shows a typical fit to the luminosity functions for one of our fields, and 3.2. Cepheid sample and light curves Our Cepheid sample is based on the catalogs produced by the OGLE-III project (Soszynski et al. 2008; Ulaczyk et al. 2013) , which provide very high-quality uniform optical photometry, mode classification and light curve parameters such as period and time of maximum light in I (hereafter T I,max ). We identified 866 fundamental-mode (hereafter, FU) and 551 first-overtone (hereafter, FO) variables within our survey area, covering the period range of 1.14 < P < 52.9 d for FU and 0.27 < P < 5.91 d for FO. The fully-calibrated light curve data for all Cepheids (including photometric zeropoints, color terms and crowding corrections) is provided in Table 2 . The crowding corrections for the FU variables were no larger than 7 mmag in J and H, and only greater than 10 mmag for 3% of the objects in K s . The corrections were slightly more significant for the fainter FO variables, exceeding 10 mmag for 4%, 0.5% and 9% of the variables in J, H and K s , respectively.
We phased the Cepheid magnitudes using the periods and T I,max from the aforementioned OGLE-III catalogs and fit the light curves using the templates of Soszyński et al. (2005) for FU variables and sinusoidal templates for the FO variables. Figs. 9 & 10 show representative light curves and their corresponding template fits for FU and FO variables, respectively. We independently solved for the light curve amplitude in each band and we solved for a common phase offset between maximum light in JHK s and I (hereafter,∆φ(I, JHK s )). We calculated mean magnitudes through numerical integration of the best-fit templates and estimated the magnitude uncertainties from the rms of the light curve data about the template. Table 3 lists the Cepheid properties, along with individual reddening values (obtained from the extinction map of Haschke et al. 2011 ), a quality flag, and a flag to identify variables that were used in our final Leavitt Law fits (see §3.3 for details). We classified our light curves into several quality bins, listed in Table 4 to later investigate any possible influence in our fits. Fig. 11 highlights the variation in ∆φ(I, JHK s ) versus log P for the highest-quality variables in the FU and FO samples. We observe a mild dependence of this parameter with period for FU variables with P < 8 d, and the gap due the Hertzsrpung progression is nicely detected. This topic is further explored in Bhardwaj et al. (2014) .
As an external check of our procedures for photometric calibration and determination of mean magnitudes, we compared the values obtained for 23 Cepheids in common with P04. We transformed their magnitudes using the relations between the LCO and the 2MASS systems given in §VI.4.b of Cutri et al. (2003b) :
where the "2" and "L" subscripts refer to 2MASS and LCO magnitudes, respectively. We found offsets (P04−this work) of −10 ± 9, 8 ± 8 and 3 ± 6 mmag in JHK s , respectively. 
Leavitt Laws
We corrected the mean magnitudes listed in Table 3 for the effects of interstellar dust using individual reddening values derived from the map of Haschke et al. (2011) and the extinction law of Fitzpatrick (1999) applicable to the LMC. We adopted R V = 3.1, which for this extinction law yields ratios of total-to-selective absorption of A J = 1.0881, A H = 0.6917 & A Ks = 0.4505 per mag of E VI .
We increased the period range of the sample by adding 66 fundamental-mode variables with P < 100 d from P04 that were not already in common with our catalog. Their magnitudes were transformed into the 2MASS system using the aforementioned relations and corrected for extinction using the same procedure as above. For those variables lying outside of the extinction map of Haschke et al. (2011) , we used the E(B −V ) values tabulated in P04. For completeness, the properties of these variables are listed in Table 5 .
We solved for Leavitt Laws and Period-LuminosityColor relations of the form
following two basic assumptions: (i) the relations obey a single slope b over the period range being considered; (ii) the residuals of any given Cepheid about the bestfit Leavitt Law should exhibit a strong correlation arising as a consequence of (a) uncorrected extinction or line-of-sight depth effects and/or (b) the intrinsic width in temperature of the instability strip and the resulting variation in luminosity as a function of temperature for a fixed period (for a comprehensive review, see Madore & Freedman 1991) . We started the fits using all variables except those with quality flag G, which are objects without three-band photometry or lying below the minimum period limits (hereafter, P min ) of 0.7 & 2. The results of the fits are summarized in Table 6 . We estimated the statistical uncertainties in all the derived parameters by performing 10 4 realizations of the fitting procedure in which the magnitudes were randomly altered according to their measurement errors. In order to preserve the physical correlations of the residuals, the magnitudes of a given Cepheid in all three bands were shifted using the same randomly-drawn scale factor. Figs. 16 & 17 show the result of this exercise for the FU & FO samples, respectively. The much stronger correlation between parameters for the FO Leavitt Laws, relative to the FU ones, is expected given the much smaller range in period spanned by the former. There is also a significant, but less strong, correlation between P-L-C parameters for both classes. Our results are in good agreement with those derived by Persson et al. (2004) but provide considerably stronger constraints on the slopes. Transforming the latter into the 2MASS system, we find zeropoint differences (this work-P04) of 0.018 ± 0.067, −0.016 ± 0.058, 0.000 ± 0.054 mag in JHK s , respectively. The slopes we determined are somewhat shallower but statistically consistent given the larger uncertainties of the previous work, with differences of 0.013 ± 0.053, 0.065 ± 0.042, 0.053 ± 0.040 mag/dex in JHK s , respectively.
There is also very good agreement with recent theoretical calculations of the average slope over the entire period range of fundamental-mode pulsators (hereafter, b all ). Following Bono et al. (2010) , we calculated "LMC average" values at J and K s by combining the results for log(Z/X) = −2.27 and −1.97 in their Table 2 , and similarly at H based on Table 1 from Fiorentino et al. (2013) . We found b all = −3.15, −3.19, −3.24 ± 0.05 mag/dex in JHK s , respectively, which differ by less than 0.02 from the values listed in Table 6 .
We explored the sensitivity of the derived Leavitt Law parameters to the subsample of FU Cepheids being considered, by imposing cuts based on light curve quality (Table 4) and P min . While we found no statistically significant variation with light curve quality, there is a clear trend in the parameters with respect to the minimum period as shown in Fig. 18 . The theoretical expectation (Bono et al. 2010; Fiorentino et al. 2013 ) is for the slopes to become shallower for P min > 10 d, as recently de- tected in the metal-rich Cepheids of M31 (Kodric et al. 2014 ). However we see the opposite behavior for the LMC Cepheids, with a significant increase in the slope for P min ≥ 8 d. We plan further work in a companion paper to investigate this issue. The large and somewhat noisy variation in the derived values for larger P min emphasizes the importance of obtaining large Cepheid samples to obtain robust parameters for the Leavitt Law.
Absolute calibration of the distance indicators
We derived absolute calibrations for the TRGB, red clump and the Leavitt Law using the distance to the LMC determined by Pietrzyński et al. (2013) using eight long-period, late-type eclipsing binary systems: D = 49.97 ± 2% kpc (equivalent to µ 0 = 18.493 ± 0.048 mag). We prefer this distance estimate over other contemporaneous results with slightly smaller uncertainties (such as Laney et al. 2012, 18 .475 ± 0.021 mag) because the method does not depend on stellar population corrections.
We corrected the TRGB magnitudes determined in §3.1 for extinction using the same extinction law and total-to-selective extinction values listed above, and adopted the median reddening value in our fields from Haschke et al. (2011) , E V I = 0.08 mag. Using the aforementioned distance modulus, we obtained M TRGB = −5.35 ± 0.06, −6.20 ± 0.05, −6.41 ± 0.05 mag in JHK s , respectively. These values are in excellent agreement with recent empirical calibrations (see (2012) based on Hipparcos parallaxes, of −0.984 ± 0.014 & −1.490 ± 0.015 mag. Alternatively, using the crowding-and extinction-corrected RC magnitudes and the Laney et al. (2012) absolute calibration we obtain an error-weighted mean LMC distance modulus of 18.46 ± 0.08 mag, which is consistent with the more precise determination by Pietrzyński et al. (2013) .
Lastly, using the values listed in Table 6 we find the following absolute calibration of the NIR Leavitt Laws in the LMC for fundamental-mode pulsators:
J : −5.308 ± 0.051 − 3.140 ± 0.004 (log P − 1) (6) H : −5.674 ± 0.053 − 3.169 ± 0.004 (log P − 1) (7) K s : −5.736 ± 0.051 − 3.228 ± 0.004 (log P − 1), (8) which includes fully-propagated uncertainties in the zero-point due to intrinsic dispersion, photometric calibration and distance modulus.
SUMMARY
We have presented the details of a near-infrared (JHK s ) synoptic survey of the central region of the Large Magellanic Cloud, with the primary goal of providing the largest sample to date of multi-wavelength, time-resolved observations of Cepheid variables in this region of the electromagnetic spectrum. Our sample is derived from optical observations by the OGLE project (Soszynski et al. 2008) and also benefits from an extension to longer periods by Persson et al. (2004) . The combined sample increases by a factor of 9 the number of available light curves with this type of data for fundamental-mode pulsators, yielding a significant increase in the accuracy with which the Leavitt Law slopes are determined. We find slopes in excellent agreement with theoretical predictions for the full period range, but we observe an unexpected steepening at long periods. We have taken advantage of the precise and accurate determination of the LMC distance using eclipsing binaries to update the absolute calibration of the Leavitt Law at these wavelengths. Furthermore, we have used our photometric database to obtain a robust absolute calibration of the Tip of the Red Giant Branch and to detect the red clump.
We plan further work based on our catalog to carry out a Fourier analysis of Cepheid light curve structure (Bhardwaj et al. 2014 ), a study of non-linearity in the Leavitt Law and P-L relations of long-period variables, among other topics. This publication has made use of the following resources:
• observations obtained at the 1.5-m telescope of the Cerro Tololo Interamerican Observatory, operated by the SMARTS Consortium. CTIO is part of the National Optical Astronomy Observatory, which is operated by the Association of Universities for Research in Astronomy under contract with the National Science Foundation.
• data products from the Optical Gravitational Lensing Experiment, conducted by the Astronomical Institute of the University of Warsaw at Las Campanas Observatory, operated by the Carnegie Institution for Science.
• data products from the Two Micron All Sky Survey, which is a joint project of the University of Massachusetts and the Infrared Processing and Analysis Center at the California Institute of Technology, funded by the National Aeronautics and Space Administration and the National Science Foundation.
• the Digitized Sky Surveys, produced at the Space Telescope Science Institute under U.S. Government grant NAG W-2166. The images of these surveys are based on photographic data obtained using the Oschin Schmidt Telescope on Palomar Mountain and the UK Schmidt Telescope.
• NASA's Astrophysics Data System at the HarvardSmithsonian Center for Astrophysics.
• The SIMBAD database and the VizieR catalogue access tool, operated at CDS, Strasbourg, France.
• Note.
-IDs are from the OGLE-III catalog (Soszynski et al. 2008 ); * : JD-2450000; † : based on P and T I,max from the OGLE catalogs (Soszynski et al. 2008; Ulaczyk et al. 2013) . Only the first five lines of the Table are presented here; the rest can be found in the online supplemental material. (Soszynski et al. 2008; Ulaczyk et al. 2013 ). Magnitudes are corrected for crowding but not for extinction. E VI values are taken from Haschke et al. (2011) . Magnitude uncertainties, light curve amplitudes and reddenings are expressed in mmag. Cl: class (FUndamental or First Overtone); QF: quality flag (see Table 4 ); UF: flag to indicate if the variable was used in the final P-L fits. Only the first five lines of the Table are presented here; the rest can be found in the online supplemental material. Note. -IDs, periods and VI magnitudes are from the OGLE catalogs (Soszynski et al. 2008; Ulaczyk et al. 2013; Soszyński 2014 , abbreviated as S08, U13 & S14, respectively) when available or otherwise from the literature (Martin et al. 1979; Freedman et al. 1985; Barnes et al. 1999; Tanvir & Boyle 1999; Sebo et al. 2002; Ngeow & Kanbur 2006, abbreviated as M79, F85, B99, T99, S02 & N06, respectively) . Tabulated magnitudes are not corrected for extinction. JHKs magnitudes have been transformed into the 2MASS system. E VI values are taken from Haschke et al. (2011) , when available. Magnitude uncertainties and reddenings are expressed in mmag. UF: flag to indicate if the variable was used in the final P-L fits. Only the first five lines of the Table are presented here; the rest can be found in the online supplemental material. 
