ABSTRACT: Scaled and Studentized statistics are encountered frequently, and they often play a decisive role in statistical inference and testing. For instance, taking the sample mean vectorX = N j=1 X j /N and the sample covariance matrix S =
briefly, elliptical distribution) which has a probability density function (pdf) of the form
where µ ∈ R p , Λ is a positive definite matrix of order p, g is a real valued function, and K p is a normalizing constant (see, for example, [8, Section 2.6.5], [12, Section 1.5] ). Consequently, the characteristic function (cf) of X can be expressed as
If they exist, E[X] = µ and Σ = Cov[X] = −2ψ ′ (0))Λ ≡ cΛ > 0.
be an iid random sample, and let the sample mean vector and the sample covariance matrix beX
respectively.
Mardia [13] has proposed measures of multivariate skewness and kurtosis, which are defined by
These can be used to test whether N observations X j are drawn from a normal population, and many authors (see, for example, [17] ) have discussed applications of (5) and (6) to test for sphericity and elliptical symmetry. Characteristic of the statistics (5) and (6) and many similar quantities is that both of them consist of transformed samples called the scaled residuals (see [16] ) or the Studentized residuals (see [15] ),
where S −1/2 denotes the inverse of a symmetric square root matrix of S (hereafter, we denote a symmetric square root of a p×p matrix A by A 1/2 ). As Fang and Liang [7] and Batsidis and Zografos [2] have mentioned, the transformed samples W j , j = 1, . . . , N , are not independent, and W j 's distribution does not coincide with one of Σ −1/2 (X j − µ). However, if we would be able to obtain the exact joint distribution of W j , j = 1, . . . N , we could obtain a useful and powerful tool for testing not only elliptical symmetry but also various other statistical hypotheses.
Let {X j } N j=1 be iid sample drawn from EC p (0, I p ), a spherical distribution. Recently, Iwashita et al. [10] have considered the sampling distribution of Student's t-type statistics
where
the Studentized sample mean vector, and they have obtained the asymptotic expansion of the distribution
which holds uniformly over all Borel subsets B of R, where t p−1 (x) denotes the density of the t-distribution with p − 1 degrees of freedom. In addition, they have conducted some numerical experiments for typical EC p (0, I p ) to investigate the accuracy of (10), and affirmed that the asymptotic expansion yields a high degree of precision.
It is a well-known fact that if X ∼ EC p (0, I p ), then
has a t p−1 distribution (see [8, In this paper, we aim to show that the distribution of the p × N random matrix W
has a left-spherical distribution, i.e., for every p × p orthogonal matrix H, HW has the same distribution of
are independently drawn from EC p (0, Λ) with pdf having the form (1) , and that the Studentized sample mean vector (9) is exactly distributed as EC p (0, I p ).
In what follows, we write X ∼ EC p (µ, Λ), when a random vector X has an elliptical distribution.
Also, if we write X ∼ LS p×N (φ X ), then a p × N random matrix X has a left-spherical distribution with characteristic function φ X (T ′ T ), where T is a p×N matrix (see [8, for convenience, we use "p × N -random matrices" instead.
In Section 2, we introduce an important proposition, and apply it to obtain a basic property of spherical distributions which is crucial in the sequel. In Section 3, we show that the Studentized sample mean vector Z has an EC p (0, I p ) distribution, and the random matrix W is LS p×N (φ W ), by making use of the result in Section 2 and with the help of theory concerned with properties of random matrices which are distributed over O(p), the set of orthogonal p × p matrices. In the last section, we comment on an application of our results obtained in the previous sections.
Preliminaries
Let
be independent random copies of X ∼ EC p (0, I p ) with density (1) and characteristic function (2) , and letX and S be the sample mean vector and the sample covariance matrix defined by (3) and (4), respectively.
In this section, we show that the statistic Z defined by (9) is exactly distributed as EC p (0, I p ). First of all, we introduce the following proposition in Balakrishnan et al. [1] . Proposition 1. Denote by S the sample covariance (4) and by S 1/2 its square root. In order to guarantee that S is non singular and all its eigenvalues are different, we assume that the X j are absolutely continuous with respect to Lebesgue measure (see [5] , [14] ). Let M be a non singular p × p matrix, then
Assuming the existence of the pdf of EC p (0, I p ), and by making use of the proposition above, we immediately obtain the following result.
,X, S are the sample mean vector and the sample covariance matrix defined by (3) and (4), respectively, and S −1/2 denotes a symmetric square root of S −1 . Then rewriting W as
where LS(φ W ) denotes a left-spherical distribution of its characteristic function φ W . Moreover, the Studen-
Consequently, the statistic
Proof. Since X 1 , X 2 , . . . , X N are iid random sample drawn form EC p (0, I p ), HX 1 , HX 2 , . . . , HX N are independently EC p (0, I p ) for all H ∈ O(p). Therefore,
and we have
On the other hand, according to Proposition 1,
Hence, combining (17) and (18) yields
and therefore, W is distributed as LS p×N (φ W ).
This, together with the representation of Z in (15), leads to HZ is drawn from the standard normal distribution, then Z is distributed as t N −1 .
Exact distributions of
Then the sample covariance matrices defined by (4) are rewritten as
Consider the random p-vectors
where a is a constant N -vector with ||a|| = 1. If we take a = (1/ √ N )j N , then (20) coincides with the Studentized mean vector Z defined by (9) , and, by Theorem 1, Z j , j = 1, 2 are independently distributed as EC p (0, I p ).
Recalling Proposition 1, for a p × p symmetric matrix Λ > 0, define
Then, H j ∈ O(p) and
and {Y j } 2N j=1 are independently distributed as EC p (0, Λ). Here we note that, at a first glance, the desired result If H j Z j , j = 1, 2 are independent having distributions EC p (0, I p ) with Pr [||Z j || = 0] = 0, then
are independently uniformly distributed on the unit sphere S in R p (see [7] ). Accordingly, we try to show the uniformity of U (Hj ;j) , j = 1, 2. To start the proof, we present the following result due to Brown et al. [3] for uniformity of random variables.
Lemma 1. Suppose X and Y are independent and that P X , the distribution of X, has support D. If
Consider a uniform random vector V on S which is independent of U (Hj ;j) , j = 1, 2. According to Lemma 1, it is sufficient for the uniformity of U (Hj ;j) to prove the independence between V and τ (V , U (Hj ;j) ) =
To this end, we need the next result concerning τ .
Lemma 2. Let V be a uniform random vector on the unit sphere S in R p which is independent of U (Hj ;j) ,
and τ (V , U (Ip;j) ), j = 1, 2, are mutually independent.
Proof. Under the assumption, the characteristic function of V has the form ζ(t ′ t), t ∈ R p . By making use of Fubini's theorem, we obtain
On the other hand,
Since V and U (Ip;j) (j = 1, 2) are mutually independent and are uniformly distributed on S, they have a common characteristic function of the form ζ(t ′ t), t ∈ R p .
Let the joint characteristic function of τ (V , U (Ip;1) ) and τ (V , U (Ip;2) ) be Φ(s, t), s, t ∈ R. Then,
which means τ (V , U (Ip;1) ) is independent of τ (V , U (Ip;2) ), and the proof is complete.
Using Lemma 2, we can now start proving the independence between V and τ (V , U (Hj ;j) ), j = 1, 2. For fixed r ∈ R, |r| ≤ 1, consider the variance of the conditional probability
Consulting with the proof of Theorem 2 due to Brown et al. [3] , under the condition V = v, Lemma 2 gives
and
Combining (25) and (26) yields
Var Pr(|τ (V , U (H1;1) )| ≤ r|V ) = 0, which shows that τ (V , U (H1;1) ) (and likewise τ (V , U (H2;2) )) is independent of V . Hence, by Lemma 1, U (Hj ;j) , j = 1, 2, have independent uniform distributions on S. In view of Theorem 1 in Section 2, we
Corollary 1]). Summarizing the above leads to the desired result.
be independent random copies of X ∼ EC p (0, Λ) and X = [X 1 , . . . , X N ] be the observation matrix.
Then the statistic
is exactly distributed as a spherical distribution EC p (0, I p ), where S is the sample covariance matrix defined by (4) . Taking To condense Theorems 1 and 2, it holds
for all a ∈ R N , ||a|| = 1, where S X , S Y are the sample covariance matrices based on the respective samples. Then the random p × N matrix
is exactly distributed as a left-spherical distribution, that is,
whereX and S are the sample mean vector and the sample covariance matrix defined by (3) and (4), respectively.
Application
In this section, we suggest a test procedure based on probability plots for elliptical symmetry as discussed in Li et al. [11] as an application of our results and make small scale numerical experiments.
be an iid sample composed of p-dimensional random vectors. Partition the sample {X j } N j=1
into K groups, each having size N k (≥ p + 1), k = 1, . . . , K, that is,
Now, consider the statistic, for each N k -sample,
where S (k) denotes the sample covariance matrix defined by (4) based on {X
According to the results in Section 3, if the iid sample {X j } N j=1 is drawn from EC p (µ, Λ), then R 1 , . . . , R K are independently distributed as EC p (0, I p ). Therefore, for instance, the statistics
where T α (·) is defined by (11) , are mutually independent and distributed as t p−1 .
Hence, by utilizing the testing procedures discussed in Li et al. [11] , we are able to assess elliptical symmetry based on R k (or T α (R k )) without large sample approximation.
In practice, by making use of T α (R k ), we present some plots for simulated data sets which are generated, by Monte Carlo methods, with employing the following 2 distributions;
(1) p-variate symmetric Kotz type distribution with density function In judging the Q-Q plots for the t 2 -distribution (left hand side in Figures 1 and 2) , one has to be aware of the rather large variability of the smallest and largest order statistics. Hence, we additionally show P-P plots (right hand side in Figures 1 and 2) . The plots for the Kotz distribution cling to the 45
• through the origin, whereas the plots under skew-normality show some deviations from this line.
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