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ABSTRACT
Computational studies of biological systems have evolved significantly, to
the point where we can combine quantitative information on the expression
of thousands of proteins and RNAs in large models of metabolism or gene
expression. We can recover and explain fluctuations observed in single-cell
experiments, and connect them to physiological behavior. In order to advance
the field, it is necessary to employ state-of-the-art computational tools, and
integrate even more complex biological contexts into the models and model-
ing tools themselves.
In order to enhance our description of physiological variability in metabolic
phenotypes of yeast, we improved the Population FBA method to dynami-
cally constrain a genome-wide metabolic reconstruction of S. cerevisiae using
comprehensive proteomics and microarray data sets. Moreover, a genetic al-
gorithm approach was used to explore the variability of observed metabolic
phenotypes, identifying a surprising robustness in overall growth rate distri-
bution.
Within cell-wide metabolic or gene expression networks, key regulatory
checkpoints are modulated by specific molecular interactions. They are es-
sential for the formation of multi-protein complexes, for the binding of ligands
in active sites, and for allosteric activation of enzymes. In order to iden-
tify essential residues for communication pathways and signaling elements
in biomolecular complexes, we developed an evolution of the dynamical net-
work analysis framework. The new implementation was applied to the leucine
tRNA synthetase complexed with its cognate tRNA and adenylate, revealing
experimentally verified identity elements throughout the tRNA:protein inter-
face, as well as essential catalytic residues in the active site. This enhanced
and updated methodology will provide the community with an intuitive and
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interactive interface, that can be easily applied to large macro-molecular
complexes.
Beyond the study of protein:ligand interactions, in order to analyze spe-
cific enzymatic reactions, one needs to combine quantum mechanics (QM)
and molecular mechanics (MM) methods to secure sub-atomic resolution
within relevant biological time and length scales. Despite recent advances
QM calculations, the computational cost of studying nanosecond-long dy-
namics of entire systems relying solely on QM methodologies is prohibitive.
To circumvent this cost barrier, it is possible to confine the QM formalism
to a subregion of a system and to include the effects of the surrounding
system through MM simulations, leading to hybrid “QM/MM” simulations.
Unfortunately, a majority of the available QM/MM implementations lack a
comprehensive set of features that could make these calculations even more
attractive. In this work, we chose NAMD to be the center of a comprehen-
sive QM/MM suite that provides easy setup, visualization and analysis of
QM/MM simulations, while supporting the simulation of many independent
QM regions, and a smooth integration with a collection of state-of-the-art
free energy and enhanced sampling methods.
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In 1965, Jacques Monod won the Nobel Prize in Physiology or Medicine
(shared with François Jacob and André Lwoff) “for their discoveries con-
cerning genetic control of enzyme and virus synthesis”. He then took the
opportunity to lecture on the “Enzymatic Adaption to Allosteric Transi-
tions”.
Similarly (and, at first, entirely coincidently), the scientific investigations
presented in this report followed a similar path to Monod’s work. Initially,
cellular behavior was studied from a “large scale” perspective, combining a
whole-cell metabolic reconstruction for yeast, and single-cell gene expression
data for hundreds of genes. The stochasticity in gene expression revealed a
range of phenotypes, and allowed for bottlenecks in the metabolic network
to be identified. Moreover, a random sampling of constraints placed on the
metabolic network revealed the robustness of the observed phenotypes [1].
A natural next step would be to study, in detail, the relevant metabolic
enzymes, their dynamics and regulatory mechanisms. To that effect, the
work transitioned from wide to narrow lenses, from whole-cell to all-atom
resolution, and resulted in the creation of a quantum-mechanical/molecular-
mechanical (QM/MM) interface in NAMD. The flexible interface allows for
experienced researchers to fine tune their simulations and combine them to
enhanced sampling and free energy calculation tools available in NAMD,
while the graphical interface in VMD provides inexperienced users an easy
first step to the world of QM/MM simulations. The QM/MM interface was
then used to probe the reaction mechanism used by Glutamyl-tRNA Syn-
thetase while setting the genetic code [2].
In order to bridge the gap between the two very different scales examined
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in the aforementioned works, the focus shifted away from deciphering the
mechanics of a particular chemical reaction in an active site, and concen-
trated on examining multiple replicas of MD simulations of macromolecular
complexes, elucidating key elements for protein-tRNA interaction, and al-
losteric communication. Using network analysis, the dynamics of the inter-
face between molecules can be examined, identifying contacts important for
protein-tRNA recognition, and also residues in the catalytic site responsible
for ligand recognition and stabilization.
Throughout the work presented here, the main methodological focus was
to either adapt or develop advanced computational techniques that allowed
large volumes of data to be probed and analyzed, as well as making efficient
use of extensive computational resources. Such methods allow researchers to
ask elaborated scientific questions that would be impractical (or impossible)
to be answered using only human resources, manual examination and/or ex-
perimental techniques.
1.1 Simulating whole cell metabolism
1.1.1 Heterogeneity in populations of isogenic cells
A cell’s phenotype (its set of distinguishing observable traits) can be as much
an emergent property of the cell’s environment and gene expression state as
it is a result of the cell’s genotype. While some observables, like an or-
ganism’s response to Gram staining, can be immutable and tied to specific
genes, others can be more fluid, varying from cell-to-cell with the random
fluctuations in each cell’s molecular makeup [3, 4]. A cell might by chance
over- or under-express the enzymes involved in a given biosynthetic pathway,
in which case the over- or underproduction of that pathway’s end product
might signify a naturally occurring phenotype. Understanding this type of
phenotypic variability requires models capable of connecting comprehensive
gene expression profiles with cellular function.
Cell-to-cell variability is experimentally observed in many types of organ-
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isms, as was shown in over 4000 GFP labeling experiments in yeast [5],
and over 1000 quantitative mass-spectrometry experiments for proteins in
E. coli [6]. However, the underlying source of most of the fluctuations can
be traced to essential elements in the gene expression process that exist
in low numbers, such as messenger-RNAs and transcription factors them-
selves [7, 8, 9]. The probabilistic nature of biochemical reactions leads to
what is called the intrinsic noise, which affects protein expression in the same
way across a cell population. However, other factors influence gene expres-
sion, such as the number of active copies of a gene, existence and abundance
of regulatory and effector proteins, and their activity levels. These represent
the extrinsic sources of noise, and they vary from cell to cell in a population.
The multiple sources of noise in gene expression systems and biochemical
systems have been studied from mathematical and computational perspec-
tives [10, 4, 11, 12], leading to models that help us understand the mecha-
nisms through which cells produce phenotypic variability. For instance, the
explicit representation of the gene expression process, accounting for each
individual reaction, has been used to reproduce experimental observations
of stochastic gene expression [11], and highlight the effect of intrinsic noise.
Another recent experimental and modeling approach made use of a strong
promoter and global cellular features (such as cell size and age) to measure
the extrinsic noise influence over gene expression [12]. While intrinsic noise
tends to be dominant in prokaryotes, the regulatory burden in eukaryotes
can make the extrinsic noise the dominant component in their gene expres-
sion [13, 14].
The diversity in phenotypes discussed above has been directly tied to bi-
ological functions, allowing cells to make decisions that favor their survival.
One commonly studied example is a community’s resistance to dangerous
environmental changes, and experiments have confirmed that noise in gene
expression can help cell populations under severe stress, for example, op-
timizing resource uptake under starvation, or guaranteeing survival when
facing specific environmental fluctuations [15, 16]. Even though the outcome
for individual cells is unknown at the time a fluctuation occurs, the overall
result for the population is favorable and assures “some” cells will always
survive to repopulate and migrate.
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In the current work, we take direct experimental measurements of vari-
ability in protein expression among an isogenic cell population in order to
simulate stochasticity in gene expression. Instead of explicitly simulating the
entire gene expression process, we sample directly from probability density
functions derived from experimental observations. The advantage is that all
underlying regulatory information is already present in the end result, since
the final product - the GFP-tagged protein - is being observed.
1.1.2 Flux balance analysis
Constraint-based methods like flux balance analysis (FBA) have proven to
be among the more successful approaches to modeling complex enzyme-
mediated biochemistry at the cell scale [17, 18]. In its simplest form, FBA
seeks the flux distribution through a biochemical network that maximize the
production of some specific objective, like biomass, while requiring that the
concentrations of all other metabolites remain fixed (i.e. the flux into and
out of each metabolite is balanced). Parsimonious FBA (pFBA) improves
on the predicted flux distribution [19] by minimizing the total flux through
all reactions while maintaining optimal objective function. Minimizing total
flux reduces the number of feasible flux distributions and represents efficient
enzyme usage by the cell. By imposing constraints on the flux allowable
through certain reactions (such as substrate uptake reactions, or reactions
catalyzed by mutated, knocked-out, or low-copy number enzymes), different
environments, genetic perturbations, or gene expression states can be mod-
eled. The use of FBA and related techniques has grown to include a large
user-base that actively contributes to the development of both methods and
models.
The underlying framework on which FBA is more commonly applied are
the metabolic reconstructions, models encompassing all metabolic reactions
known to exist in a cell. The description of each reaction includes its re-
actants, products, stoichiometry, and genes responsible for producing the
associated enzyme(s), if known. Building such models is an extremely time
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consuming task, as it requires an exhaustive review of all literature related
to the model organism’s metabolism, combining information, selecting the
most reliable sources, and resolving conflicting reports. New models are usu-
ally built by large collaborations or consortia, and so far have resulted in
models for a variety of model organisms ranging from bacteria up through
humans [20, 21].
The computational approach for solving an FBA problem is based on max-
imizing a linear objective function, given linear constraints. This process is
called linear optimization, and in metabolic models, our objective function
is (or involves) a “biomass” reaction. This is a fictional reaction created to
approximate the overall growth of a cell by consuming amino acids, carbo-
hydrates, lipids, vitamins, and other molecules, as new biomass is generated.
The reaction is parameterized for a specific organism, using experimental
data for composition of the average cell, and energy expenditure, to repro-
duce a given growth rate.
The linear problem is given by representing all reaction in the metabolic
reconstruction in a single stoichiometry matrix S, which also includes the
biomass reaction and “exchange” reactions used to simulate the availability
of different nutrients, from glucose to oxygen. This matrix has one row for
each metabolite in the system, and one column for each metabolic or ex-
change reactions, and biomass reaction. At steady state, the vector for the
fluxes in every reaction (~v) satisfies the equation S~v = 0, that is, the sum of
all reaction fluxes will not lead to a net change in any metabolite’s concen-
tration.
Using biochemical information, we can define ranges for the possible flux
through several reactions, for example, keeping reverse flux from being as-
signed to an irreversible reaction. We then use linear programming to find
a flux distribution in the network that both obeys the desired constraints,
and maximizes the biomass production. Since this process will hardly ever
give a unique solution, we apply the extra process of minimizing all reactions
fluxes while keeping the maximum obtainable biomass flux. This is known
as Parsimonious FBA, and is essentially the application of regular FBA on
all reactions from the metabolic reconstruction after an initial biomass op-
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timization has occurred. Linear programming is the used to minimize each
reaction flux given an extra constraint: keeping the biomass reaction at its
maximum value.
1.1.3 Population FBA
Focusing on cell-to-cell variability within an isogenic population, the Popu-
lation FBA methodology (Fig. 1.1) was previously developed and applied
to produce an independently sampled population of Escherichia coli cells
[22]. The results showed that by sampling enzyme copy numbers from ex-
perimentally determined distributions in a correlated fashion and using them
as constraints on a genome-scale model of E. coli ’s metabolism, cells exhibit
a broad distribution of growth rates and several behavioral phenotypes (e.g.
some cells secrete acetate while others do not). Intriguingly, growth rate dis-
tributions reported in yeast [15] bear a striking resemblance to that predicted
for E. coli. In particular, both show a broad “shoulder” of slow-growing cells
and a distinctive peak of fast-growers (Fig. 3.3).
1.1.4 Evolutionary algorithms for global optimization
Unlike the Flux Balance Analysis problem presented above, some problems
cannot be solved deterministically in a feasible amount of time. For op-
timizations of complex objective functions that live in rough fitness land-
scapes, random search methods tend to be more efficient and practical to
use. In particular, evolutionary algorithms [23] have been extensively ap-
plied to global optimization problems, counting on multiple evaluations of
the objective function by independent walkers, and cross-communication be-
tween the walkers, as to optimize their exploration of the fitness landscape.
Over multiple iterations, the walkers progressively converge on global mini-
mum/minima.
The Genetic Algorithm (GA) is one kind of evolutionary algorithm, in-
spired on the process of natural selection described by Darwin. In each GA
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Figure 1.1: Population FBA methodology with correlated protein sampling.
An isogenic population of yeast is created by correlated sampling of distributions of
metabolic proteins obtained from fluorescence microscopy experiments. p(x, y) represents
Pearson correlation coefficient between the proteins x and y. Assuming
Michaelis-Menten kinetics whereby vmax = Ncopy ∗ kcat (where Ncopy is the protein copy
number and kcat is the turnover number of the protein) the sampled enzyme copy
numbers are used to impose upper bounds (Vmax) for the possible flux through their
associated reactions. The correlations are obtained from microarray expression data. For
two representative cells, the black hollow bars represent vmax values imposed on the
reactions of an idealized network, while the solid color lines represent the actual flux that
would be predicted to flow through the network. In each case, certain reactions, marked
with red stars, constrain the flux through the network. Parsimonious Flux Balance
Analysis (pFBA) is used to calculate growth rate and flux distributions for each of the
member of the population. (adapted from [1]).
iteration, multiple evaluations of the objective function (or fitness function)
are made across the fitness landscape, based on a population of “genomes”.
For each field of research, the genomes will represent different characteristics,
but essentially they group parameters used to evaluate the fitness function,
and the resulting fitness values are associated with their respective genomes.
The next step involves randomly selecting a fraction of the population using
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their fitness values as weights, and several mechanisms have been proposed
to do that, including creating a bias to always keep the best n members
of the population. Following the selection step, the fraction of surviving
genomes are used to re-populate, creating new genomes (or sets of param-
eters). Two operations are typically applied: a combination of fractions of
existing genomes (the cross-over operation), and random modification of the
new genomes (the mutation operation). After the population has been re-
plenished, a new iteration of fitness evaluations takes place, and the selection
process starts again.
The GA was modified to be more efficiently applied to problems where
the fitness function is particularly expensive to evaluate [24]. In this case,
the process of evolution is abbreviated, and the populations are smaller, as
to save computational time while guaranteeing a broad exploration of the
fitness landscape (see more details in the Methods section).
In order to predict and characterize emergent metabolic phenotypes within
yeast populations, the Population FBA approach developed in [22] was ex-
tended employing the yeast 7.6 metabolic reconstruction [25]. Comprehensive
proteomics [5] and microarray [26] data sets were used to construct realistic
populations of independent S. cerevisiae cells in silico, and a genetic algo-
rithm approach was used to explore the robustness of observed metabolic
phenotypes [1].
1.2 QM/MM simulations of biomolecules
1.2.1 Molecular dynamics
With 145 thousand structures in total, and nearly 10 thousand deposited
this year alone, the Protein Data Bank [27] now accumulates an extensive
(and growing) source of information for molecular dynamics (MD) simula-
tions. Advanced modeling methodologies multiply this resource by making
structure prediction a fast and accessible source of structures not determined
experimentally [28], taking advantage of the dozens of millions of protein se-
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quences available in databases such as UniProtKB/TrEMBL [29].
Armed with the all-atom representation of a biomolecular system, MD
tools employ force fields to describe the evolution of the molecules over time.
The force field is, in essence, a middle ground between accuracy and computa-
tional efficiency. We will focus on the implementation in NAMD [30], which
has a common potential energy function that covers bonded, non-bonded,
angle, dihedral, van der Waals, and Coulomb contributions (Eq. 1.1).














































The first four terms in the potential (Eq. 1.2, 1.3, 1.4 and 1.5) cover
the bonded interactions, and depend on the topology of the molecules in the
system, which will not change during the simulation. The last two terms
(Eq. 1.6 and 1.7) describe non-bonded interactions between all atoms of
the system which are either not connected, or connected but more than three
bonds distant from each other. They approximate van der Waals interactions
through the Lennard-Jones potential, and the Coulomb interactions.
Both non-bonded interactions are (by default) truncated to values around
10 to 12 angstroms, in order to keep the efficiency of the calculations. The
van der Waals interactions have a short effective range, but electrostatic
interactions can have long range effects. To avoid artifacts from the trun-
cation of direct Coulomb potentials, NAMD provides a particle-mesh Ewald
(PME) [31] implementation that efficiently computes long range electrostatic
effects across the entire system.
The time evolution of the system is achieved through the numerical integra-
tion of Newton’s equations of motion. The integrator of choice is a variation
of the velocity-Verlet method, which only needs one evaluation of the right-
hand-side of the ODE system (in this case, the derivative of Eq. 1.1), but
is still sufficiently precise for biomolecular simulations [30].
Since each term in Eq. 1.1 is completely independent from the others,
and calculations of bonded terms only depend on a local neighbourhood
of connected atoms (even non-bonded terms are largely local due to cutoff
approximations), NAMD’s implementation made use of the advanced load
balancing programming system Charm++ [32] to decompose the all process-
ing in asynchronous units that can be efficiently distributed across computer
clusters. This gives NAMD a unique advantage when dealing with very large
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systems of dozens to hundreds of millions of atoms.
Irrespective of the choice of force field, every MD package relies on exten-
sive collection of fitted parameters to describe the interactions between atoms
in the system. The main assumption made while parameterizing the force
fields is that atomic parameters are local, and can be transferred to different
chemical environments while maintaining overall accuracy of the calculation.
For example, in the case of CHARMM [33], force field parameters are op-
timized to reproduce quantum mechanically calculated interactions between
selected molecules and water, while reproducing geometrical properties mea-
sured experimentally. The resulting set of values relates to atoms of few
different types, given by local chemical contexts, but are not associated with
specific amino acids, nucleotides or lipids, for example. The parameters are
not perfect, and are continuously being updated due to new or more exten-
sive experimental data to fit to, or inaccuracies and biases that have been
reported [34].
1.2.2 Hybrid simulations
In order to study the chemistry of complex biological systems, in particular
using molecular dynamics simulations, one needs to combine quantum me-
chanics (QM) and molecular mechanics (MM) methods to secure sub-atomic
resolution within relevant time and length scales. Though MM force-fields
are based on quantum mechanical calculations and experimental observa-
tions, only explicit quantum mechanical calculations enable a complete and
accurate understanding of many biochemical processes, in particular those
involving chemical reactions or charge redistribution [35]. One common ex-
ample are reactions involving halogen bonds [36], which demand orientation-
dependent non-bonded interactions, something most classical forcefields are
not prepared to simulate.
Recent advances in implementations of QM calculations and hardware im-
provements are continuously improving our capacity to expand the complex-
ity and comprehensiveness of QM results [37], nevertheless, even with the
11
advanced hardware technology available today, the computational cost of
studying nanosecond-long dynamics of entire systems relying solely on QM
methodologies is usually prohibitive. A common route to circumvent this
cost barrier is to confine the QM formalism to a subregion of a system and
to include the effects of the surrounding system through MM simulations,
leading to hybrid “QM/MM” simulations [38]. QM/MM calculations are
now used broadly in enzymology [39], drug discovery [40], and bioenergetic
systems [41]. To deliver accurate results, these QM/MM studies require a
carefully selected quantum region [41, 42].
Unfortunately, a majority of the available QM/MM implementations lack
a comprehensive set of features that could make these calculations even more
attractive to chemists, structural biologists, and material engineers. There
are two main issues that different groups tried to focus on and provide so-
lutions for: the availability of QM methods and QM/MM integration tools;
and an easy and intuitive interface to run QM/MM calculations.
The first issue stems from the fact that the current available QM/MM
packages are limited in terms of available quantum chemistry calculations
(more specifically, in availability of theory levels, basis sets), enhanced sam-
pling, and free energy calculation methods. The solution found by some
groups was to create an independent program whose only task is to com-
bine the execution of independently developed MM and QM codes. Dy-
namo [43, 44], for example, allows one to use OPLS, Amber or CHARMM
as the MM module, while providing internal and external QM implementa-
tions (such as ORCA). Despite providing more options for its QM and MM
calculations after its move from a Frotran library to a Python package, there
is still little flexibility to add or modify the available classical tools (for en-
hanced sampling, for example) or quantum mechanical tools (such as using
a new QM package). This approach usually leads to a loss in the second
issue mentioned above: the interface is complex, and the learning curve is
uninviting for new user and researchers.
Other groups chose to combine the classical and quantum mechanical code
in a single software, hoping to provide their existing user base (and future
users) with a complete package. In some cases, this means writing QM code
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directly into the same software, in others, creating a static (or “hard-coded”)
interface to an external package, or even a mixture of the two. Examples of
packages which have tried both direct coding and interfacing with exter-
nal QM codes in the past are are Amber [45, 46], GROMACS [47], and
CHARMM [48]. This avoids the creation of a new interface that needs to be
introduced and explained to new and existing users, while trying to tackle
the accessibility issue mentioned above. However, it constrains the available
MM, QM, and interface methods to what was chosen by that particular de-
velopment team.
In this work, we chose a modular approach, which allows researchers to ap-
ply quantum chemistry packages that use PM3 [49, 50], HF-3C [51] or DFT
methods, depending on the specific needs and goals of each project. Adding
a new method from any other package only depends on writing a simple
Python wrapper code, instead of diving into extensive and complex source
code, which other QM/MM implementations require. Moreover, the flexible
interface available here also allows for user-defined interfacing methodologies,
that deal with the interaction between QM and MM atoms, either bonded
or non-bonded.
The interactions between QM and MM atoms will be described in detail
in the Methods section, but we may mention important topics that have
resulted in extensive research in the past. Even though forces and charge dis-
tributions of QM atoms will be calculated by the chosen quantum chemistry
protocol, that may be done in the presence or absence of partial charges
from the surrounding classical atoms. The approaches are called “electro-
static embedding” or “mechanical embedding”, respectively, and both have
been defended as providing better results in QM/MM simulations [52, 53, 35].
Another important aspect of QM/MM interactions is the treatment of
bonds between QM and MM atoms. They may occur when a QM region
is selected which includes just some residues of a protein, for example, such
as in an active or binding site. This will invariably lead to bonds linking
classically- and quantum mechanically-treated atoms. As mentioned above,
the details of our implementation will be described in the Methods section,
but here I will briefly mention two main alternatives which have generated
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debate. The mos widely used method to treat QM/MM bonds (and the one
used in this work) is the “link atom” approach, which creates a link atom
(usually a hydrogen) in the QM region, to cap the bonds made to MM atoms.
This assures the QM calculation will not have open bonds, and the forces cal-
culated on the link atom are redistributed to the QM and MM atom involved
in the original bond [54], also assuring conservation of energy. Another alter-
native is the “frozen orbital” method [55], which alters the quantum chemical
calculation in order to create the “appearance” of a chemical bond to another
atom. This method tends to improve the accuracy of the force calculations
and charge distributions, however, it was not explored here for the simple
reason that such methods rely entirely on their availability and implementa-
tion in the chosen QM package, directly opposing our approach of creating a
self contained and comprehensive QM/MM implementation in NAMD. The
link atom method depends only on the classical side of the QM/MM sim-
ulation, therefore it can be used with any QM package the researcher may
choose.
NAMD [30] is one of the most widely used software packages for molecu-
lar dynamics (MD) simulations, particularly for large biomolecular systems
on supercomputers. NAMD’s scalability and large array of enhanced sam-
pling and free energy methods [56], as well as a seamless integration with
VMD [57], which provides extended setup, visualization and analysis capa-
bilities, makes it an invaluable tool for exploring complex biological systems.
For the aforementioned reasons, NAMD was chosen to be the center of a com-
prehensive QM/MM suite, providing easy setup, visualization and analysis
of QM/MM simulations through the graphical user interface QwikMD [58]
as well as a broad range of QM methods. The QM/MM interface in NAMD
supports the simulation of many independent QM regions, and smooth in-
tegration with a collection of enhanced sampling and alchemical methods,
including the combination of QM/MM approaches with state-of-the-art free
energy methods [2].
In our implementation of hybrid QM/MM simulations, NAMD offloads
part of its standard force and energy calculations to a QM program, either
through native interfaces to MOPAC [59] or ORCA [60], or through a flexible
generic interface. Importantly, when file input/output is done in RAM, very
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little time is lost during communication between NAMD and the QM pro-
gram. Multiple QM/MM coupling schemes have been implemented, which
allows both mechanically and electrostatically embedded QM regions to be
used. Input files are the same as those used for classical MD, with addi-
tional options in the configuration file, making the interface accessible for
current MD users. Typically, QM and MM atoms that are covalently bound
are treated by redistribution of the MM atom’s charge over its nearest MM
neighbors and by capping of the QM atom with a hydrogen atom, using the
link atom method, as shown in Fig. 1.2 for a calculation using the NAMD-
ORCA interface.
Figure 1.2: Hybrid QM/MM NAMD. Schematic of NAMD-ORCA interconnection.
The contribution of MM charges beyond rmax are calculated by NAMD (via PME), while
ORCA calculates direct electrostatics. The contribution of MM charges beyond rmax are
calculated by NAMD (via PME), while ORCA calculates direct electrostatics. Forces
acting on a link atom are redistributed to its QM and MM atoms. In the representation,
we assume the “charge shift” redistribution scheme, where the partial charge of the
linking MM atom is shifted to its nearest MM neighbors. (adapted from [2]).
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1.2.3 Enhanced Sampling and Free energy Calculations
Despite the technological advances that lead to a broad application of molec-
ular dynamics, its reach is still limited by insufficient sampling, a result of
the rough energy landscape that dominates biomolecular motion [61]. The
amount of time a small peptide needs to change conformations can range in
the microsecond scale, while large motions in a macromolecular complex can
take milliseconds to take place. Therefore, the computational study of these
transformations needs auxiliary tools to speed up the sampling and “induce”
the simulated system to take the desired path.
In order to study a transformation that occurs in a biomolecular system,
from a chemical reaction to a large conformational change, one can define
collective variables such as distances between atoms or centers of mass of
groups of atoms, angles between subdomains of a molecular structure, di-
hedrals, RMSDs, among many others. The collective variables (“colvars for
short) are used to track the changes in the system as it undergoes the trans-
formation being studied, and can be used to define a reaction coordinate. In
reality, the reaction coordinate would need a full description of the system,
but for practical and computational reasons, we chose a small number of
features to represent the overall transformation.
Once representative measures of the system are chosen, multiple techniques
can be used to accelerate the sampling along the desired dimensions. A
common example is replica exchange molecular dynamics (REMD), where
the system is simulated in multiple independent replicas (traditionally) at
different temperatures [62, 63], and simulations are exchanged between tem-
perature conditions depending on their colvar differences and temperature
differences. This method has been extensively modified and adapted over
the years to better treat problems beyond “simple” structural sampling and
folding, such as exchanging protonation states [64], Hamiltonians [65], and
extending the number of replicas per state [66]. REMD has been connected to
free energy calculation, taking advantage of its sampling efficiency to achieve
better estimates for free energy changes between and states and along a reac-
tion coordinate [67]. Probably the most common is the Umbrella Sampling
scheme [68, 69], where a reaction coordinate is discretized into bins (defined
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by static constraints) that bias multiple parallel simulations.
In this study, a combination of the string method and the enhanced-ABF
was used, and they are described in more detail below.
The string method with swarms of trajectories [70] is an iterative process
that optimizes a reaction coordinate in order to find the most probable tran-
sition path (MPTP) from the initial to the final state of the transformation
(Fig. 1.3). The method uses a discretized representation of the reaction
coordinate composed of “images”, where each image is a copy of the entire
simulated system at different stages of the transformation. At each iteration,
multiple independent and unbiased MD simulations are initiated from each
image (called a “swarm” of trajectories), allowing the systems to explore
their energy surface and drift toward local minima. Then, average values for
the colvars drifts are determined, and biases are applied to keep consecutive
images approximately equidistant in colvars space, and to smooth the reac-
tion coordinate. The iterations proceed until consecutive calculations do not
produce significant changes in the mean colvar values, indicating convergence
of the method.
Two components guide the evolution of the string towards the MPTP.
The first component depends on the unbiased swarms of trajectories, and
progressively moves images towards their local minima. The second compo-
nent uses the updated positions of the images and modifies them in order to
create evenly spaced images in the colvar space along a smooth string. More
explicitly, the first component simply averages the final values of all colvars
over all trajectories initiated from each image, called the “drift”. This leads
to a new position of the image in colvar space. The unbiased MD simulations
tend to be very short, on the order of 5 to 20 MD steps, making this step
very fast. The second component takes into account the norms of the vectors
connecting consecutive images along the string in colvar space. The average
norm is calculated, and the “expected” position of each image is determined
by assuming equal distances between all pairs of images. If image i + 1 is
more distant from image i than the average norm, its position is brought
closer to image i + 1 using a simple linear interpolation. In order to help
with the “smoothing” of the string, a second process of linear interpolation
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Figure 1.3: Overview of Protocol for String Method and eABF. a) The
example depicts a 2D energy surface governed by two collective variables, where the
orange-to-white gradient indicates a high-to-low energy landscape. The solid purple
circles (which we call “images”) connected by a long-dashed lines indicate different states
along a transformation. The simplified example has, from left to right, an initial, an
intermediate and a final states. b) During the string optimization, multiple independent
MD simulations are initiated from each image (indicated by the groups of five solid
lines), and after a small number of steps the average values of the collective variables
(“colvars”) are calculated and used to update the position of the image (indicated by the
overlapping open red circle). The iterative process begins again from the new centers
and creates new updated images (represented by the red solid lines stemming from the
red circles, culminating on the black open circles), and is repeated until no significant
change is produced in image positions. c) The converged calculation guides the images
towards energy minima. d) For eABF, the optimized images are then used to define a
path using path collective variables, which constrain MD simulations to follow a
“tunnel” in colvar space. Groups of independent biased MD simulations are initialized
along the path and sample the path optimized by the string method. e) After several
rounds of simulations, the sampling generates a Potential of Mean Force that shows the
free energy change along the path.
is used to make the string more linear. For this, the position between images
i− 1 and i+ 1 is calculated, and the position of image i is brought closer to
that interpolated position.
After the drift has been calculated and smoothed (the two previous steps),
a constrained equilibration step is performed in order to bring all systems
towards their new image position. This equilibration is also not long since
the movement made during the “drift” is very small. This completes one
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full round of string optimization. The steps are repeated until a negligible
movement of images in observed, indicating a stable path has been found.
Once the string has been optimized, the images are used to define a contin-
uous path that defines the transformation, and extended-Adaptive Biasing
Force (eABF) [71] is used to calculate free energy changes. More specifically,
the methodology not only allows one to calculate the potential of mean force
(PMF) between the end-states, but also the free energy barrier that separates
them. Using the images that were optimized through the string method, new
collective variables called path collective variables S and Z are created, which
constrain the dynamics of the system so it follows the chosen reaction co-
ordinate. The S variable indicates progression along the path, while the Z
variable indicates a perpendicular distance to the path. The path collective



























is defined as a mean squared displace-
ment, based on an RMSD calculation between the system and the image k
used to define the path. During the ABF simulation, the system is contin-
uously compared to all other images as to determine its position along the
optimized string, and biases are applied in order to keep the dynamics of the
system close to the optimal path.
In the extended-ABF variation of the method (used in this work), the
adaptive biasing force is not applied directly on atoms of the system in order
to maintain its dynamics close to a desired path. Instead, a virtual parti-
cle is created in the two dimensional (S and Z) space, and the particle is
connected to the atoms of the system through a stiff spring. This way, the
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adaptive biasing force can be used to provide an estimate for the free energy
change in more complex systems, whose changes are defined by more complex
collective variables, which can be coupled to either each other or to geomet-
ric restraints or holonomic constraints. The slight increase in computational
cost due to the extra force calculations and the posterior analysis of results
are more than justified.
In the current work, we combined the new QM/MM capabilities of the
NAMD/MOPAC interface with existing tools for enhanced sampling and
free energy calculations, and investigated the aminoacylation reaction mech-
anism of Thermus thermophilus glutamyl-tRNA synthetase (GluRS) and its
interactions with its cognate tRNA (tRNAGlu) [2].
1.3 Dynamic network analysis applied to LeuRS
The analysis of networks and their properties has a long history, with appli-
cations in diverse fields such as engineering, and social networks, but their
approach to modeling molecular systems is particularly fruitful, and has gen-
erated a rich field of research. Using MD simulations to extract dynamical
features from biomolecules, from simple proteins to complexes, one can con-
vert the atomic representation of the system into a “nodes-and-edges” repre-
sentation that can then be analyzed much like any other graph. A key issue
involving networks within biololecules is the allosteric control of reactions and
conformational changes in proteins [72, 73]. This computational approach to
the problem has been target of research for over a decade [74, 75, 76], and
lead to the creation of tools that identify information pathways that take
signal to target [77, 78, 79].
Once a network of connected nodes has been created to represent a molec-
ular system, multiple computational methods have been applied to calculate
the path(s) that bridge allosteric site to target site, such as Dijkstra’s or Floyd
Warshall’s algorithm [80, 81]. Another source of information is the partition-
ing of the network in subgroups (or communities) using algorithms such as
Girvan—Newman’s [82], providing information on cooperative motion within
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a protein’s subdomains, or on residues that mediate communication between
communities. Both are computationally challenging tasks, and can become
very expensive as the size of the network grows.
Since allosteric regulation of a protein’s functions does not necessarily de-
pend on large conformation shifts [83], advances in network analysis tech-
niques applied to MD simulations have stayed away from locating high mobil-
ity elements, and focused on sub-optimal path calculations [79], to identify re-
dundant communication networks within molecular complexes, and on iden-
tifying residues central to communication pathways [84, 85]. These applica-
tions evolved from depending on contacts between residues close in space [84],
to utilize correlations between the motions of neighboring residues [75].
1.3.1 Correlation calculations
Pearson correlation coefficients have been widely used in the analysis of MD
simulation data. Despite being cheaper to calculate, Pearson correlation does
not account for non-linear contributions to correlations, and fails to asses
correlations in perpendicular motion of atoms [86]. To avoid said pitfalls,
generalized correlation coefficients have been employed in multiple areas of
research [87], including MD simulations [76], by combining the classic VMD
interface [78] with a dedicated software that produces an all-to-all general-
ized correlation matrix [88].
The generalized correlation coefficient is derived from a mutual information
estimate I(i, j), calculated using the positions of a pair of nodes, i and j. I’s
estimation, in turn, is based on an information theoretical approximation of
Shanon’s entropy, as described in [86]. Briefly, the method takes two nodes
i and j, and determines I(i, j) based on the number of simulation frames in
which the nodes’ position vary less than a dynamic cutoff value given by a
parameter k (Eq 1.10).
I(i, j) = ψ(k)− 1/k− < ψ(ni) + ψ(nj) > +ψ(N), (1.10)
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Here N is the total number of simulation frames, ψ(x) = Γ(x)−1dΓ(x)/dx
is the digamma function, and ni and nj are the number of frames in which
the positions of nodes i and j are close to the one in a reference, and they
are averaged by varying the reference frame over all simulation. The mutual
information estimate is then transformed in a generalized correlation coef-
ficient, by applying Eq 1.11, where d = 3 for the (x, y, z) dimensions that
describe each node.
rMI = (1− e−2I/d)−1/2, (1.11)
The calculation can be described more specifically as follows. Given a pair
of nodes i and j, and a reference simulations frame f0, the position of each
node is compared with their positions in all other simulation frames. For
each frame, the highest of the variations in x, y and z dimensions is selected
to represent the node’s “distance” from its position in frame f0 (note that
the maximum variation among all dimensions is used, not the Cartesian
distance). Therefore, the distance between the position of node i in the














Analogously, djf0,f1 is defined for the same frame f1. For each frame in the
simulation, the largest of the distances for i or j is defined as the “frame dis-






Taking the k nearest neighbours in “frame distance” space, meaning the
k frames in which the positions of nodes i and j vary the least compared to
frame f0, we can determine the maximum variation among the x, y, and z
dimensions for each node, i and j, individually, giving di and dj. The two
distances are used as cutoffs to select the frames where nodes i and j are
closer than di and dj, with respect to their respective positions in frame f0.
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ni and nj are the number of simulation frames that meet these criteria. The
same calculation is performed varying f0 from the first to the last frame,
giving the values to the mean calculated in Eq 1.10.
1.3.2 Aminoacylation in E. coli Leucine tRNA synthetase
In order to decode genetic information, cells employ aminoacyl-tRNA syn-
thetases (aaRSs) to bind amino acid residues to tRNA molecules. This
process is divided in two steps: an activation step, where the amino acid
(or a precursor) reacts with an ATP molecule in the active site to form
an aminoacyl-adenylate (aa-AMP); and a “charging” step, where the aaRS
transfers the amino acid from the newly formed aminoacyl-AMP ligand to
the adenine 76 base of its cognate tRNA. This is the essential process that
assures the translation of genetic information into proteins. For each of the
20 naturally occurring amino acids, there is one aaRS tasked with charging
it to its cognate tRNA [89, 90].
Transfer-RNAs show great diversity in sequence while maintaining a com-
mon cloverleaf-like secondary structure (Fig. 1.4), which ends in the ac-
ceptor stem’s CCA trinucleotide. The final adenine is charged at the 2’or
3’ hydroxyl group, commonly assigned as A76 in the standard numbering
system for the cannonical 76 nucleotide tRNA [91]. The other thee arms
of the cloverleaf are the dihydrouridine (D) stemloop, anticodon stemloop,
and TψC stemloop, where ψ represents pseudouridine. As indicated by the
naming of the tRNA canonical structure, among its sequences (for different
amino acids and in different organisms), multiple nucleotides present base
modifications. In fact, the variability has been cataloged in online databases
such as tRNAdb [92] and MODOMICS [93], and multiple modifications have
been observed to be conserved and important for proper function, such as
binding to aaRSs, to EF-Tu, and to the ribosome. In humans, 13 different
sites have been associated with diseases resulting from the absence of base
modification [94].
Aminoacyl-tRNA synthetases catalize essentially the same reaction, but
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are divided in two classes (class I and II) due to their accentuated struc-
tural differences. Each class is further divided in three subclasses (a, b, and
c), related to specific folds of subdomains [90, 95, 89]. The main difference
between the 10 enzymes in class I from the 10 enzymes in class II is the
active site domain: class I synthetases present a Rossmann fold, whereas the
active site of class II enzymes present an antiparallel β-fold. The division in
structure of the active site seems to translate directly to the aminoacylation
activity: class I synthetases aminoacylate on the 2’ hydroxyl group, whereas
class II enzymes charge the 3’ group. Class I are also largely monomeric in
their activity, while class II enzymes form multimeric complexes.
Class I synthetases present two conserved motifs, the HIGH motif, the first
one identified and subsequently shown not to be strictly conserved, and the
KMSKS motif, located in the active site. The three subclasses of class I show
an interesting grouping of target amino acids: subclass a contains aaRSs that
charge hydrophobic and sulfur-containing residues. Subclass b targets aro-
matic tyrosine and tryptophan residues, and subclass c is responsible for
charged residues arginine, glutamic acid and glutaminyl. Little sequence
conservation is seen in class II enzymes, with different motifs being identified
and associated with dimerization and enzymatic activity. Its subclass a con-
tains aaRSs for glycine, histidine, proline, threonine and serine; subclass b
targets asparagine, aspartate and lysine; and c covers alanine, phenylalanine,
and glycine. As the last subclass suggests, exceptions to the norm are found
in almost all aspects. The classification for LysRS is ambiguous since it has
been found in both classes (class Ia as well as IIb), and GlyRS exists in two
different structures, classified under IIa and IIc [90].
The E. coli leucine tRNA synthetase ecLeuRS is a class Ia synthetase,
and its structure displays distinct sub-domains that have been studied ex-
tensively [96]. The E. coli variant, along with many other LeuRSs, has a
leucine specific domain (LS), inserted upstream from the conserved Class I
KMSKS motif [97]. The LS domain is not particularly conserved in sequence
or length, but was shown to be essential for proper aminoacylation activity in
the E. coli variant. ecLeuRS also presents an editing domain in the form of
a 190 residue insert that stems from the classic catalytic domain (called the
connective polypeptide 1, or CP1), along with a short zinc binding domain
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(ZN1). Two other domains follow the aforementioned ones in the primary
sequence, the anticodon domain, and the C-terminal domain. Both interact
with the tRNA in order to select and stabilize its binding, but neither di-
rectly bind the anticodon bases in the RNA.
Due to the lack of direct anticodon binding, it has been shown that the
protein identifies the correct tRNAs using other identity elements. Indeed,
several have been studied in the literature [98, 99, 100, 101], highlighting a
series of elements shared by the six different isoacceptors charged by LeuRS
(Fig. 1.4). Adenine 73 was observed to be an essential discriminator base
for leucylation in multiple organisms, even leading to mischarging when a non
cognate tRNA with a mutated A73 base was presented to LeuRS. Most strik-
ingly, it was shown that a minimal RNA that had only its D-arm and T-arm
intact (and its anticodon and variable loops deleted), could still be charged
with leucine, indicating that those regions concentrated identifying informa-
tion. Indeed, bases G18 and G19 in the D-loop were found to be required
for both recognition and aminoacylation. When G18:U55 and G19:C56 were
experimentally mutated to maintain structural stability while exhibiting a
different base pair, the aminoacylation activity was lost. Base A14, in the
same D-loop, lead to a 100-fold reduction in aminoacylation when mutated,
and its neighbour A15 caused a drop in activity when mutated. For the
tRNAleu(UAA) isoacceptor, U16 was shown to be important for aminoa-
cylation [96], and only a pyrimidine mutation (C16) kept “reasonable” to
native-like activity [99], however for the tRNAleu(CAG) form, the base was
not essential for aminoacylation.
The fidelity of the information contained in messenger-RNAs is assured
by only binding amino acids to tRNAs containing their corresponding an-
ticodons. Even though the genetic code displays considerable degeneracy -
leucine itself, for example, as well as serine and arginine, can all be bound to
tRNAs with 6 different anticodons in humans - it is imperative to keep the
association of anticodon and amino acid. Multiple mechanisms guarantee the
correct translation of genetic information, including specialized domains of
synthetases that proofread the incorporation of amino acids to tRNAs[103].
In particular, the editing domain in E. coli LeuRS (ecLeuRS) was suggested
to have evolved to prevent the misincorporation of norvaline (not isoleucine),
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Figure 1.4: Identity elements along tRNAleu primary structure. The classic
cloverleaf organization of a tRNA sequence is marked with identity elements (in red)
which influence both recognition by LeuRS, and activation of its aminoacylation activity.
(adapted from [102]).
abundant in low oxygen conditions [104], indicating that the selective mech-
anism that distinguishes leucine from isoleucine is in the active site, possibly
in the amino acid activation step.
It is worth it to mention that, as in most biological contexts, exceptions do
exist, and mischarging of tRNAs can be important for a cell’s proper func-
tion. One example is the human fungal pathogen Candida albicans ’ ability to
charge serine amino acids to a tRNALeu/CUG molecule [105]. Another is the
natural occurrence of mutations in the editing domain of Mycoplasma spp.,
leading to misincorporation of residues in tRNAs [106]. Interestingly, both
mechanisms seem to have evolved in order to enhance the ability of parasites
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to evade the immune system.
1.3.3 Computational studies of protein:tRNA complexes
Computational studies have covered many aspects of tRNA molecules and
aaRS:tRNA complexes, including their flexible nature, the importance of
modified bases, and multiple elements of their essential contribution to the
translation process: from amino acid activation, to charging of tRNA, the
exit from the active site, and the editing mechanism (for synthetases which
conduct this extra fidelity assurance step) [107, 108]. In particular, Li, et.
al. [108] discuss over 30 different publications that focused on MD simulations
of aminoacyl:tRNA complexes, listing which system variants were studied,
which PDB structures were used as starting points, and how long were the
simulations.
The network analysis protocol is particularly interesting for this type of
system, since it focuses on identifying long range communication within
biomolecular complexes. It was applied to the bacterial GluRS:tRNA and the
archeal LeuRS:tRNA complexes [77], revealing that residues that compose
most of the essential communication pathways are conserved. In the GluRS
system, the suboptimal paths between the anticodon binding site and the
active site were analyzed, while in the LeuRS system, pathways between
identity elements in the variable arm and the active site were analyzed, since
the anticodon loop does not interact with the protein.
The same GluRS:tRNA complex was also studied from the post aminoacy-
lation perspective, identifying essential mechanisms for the exit of the charged
tRNA from the active site [109]. This step was identified as being the rate
limiting step for the overall process of charging a tRNA in multiple class
I aaRSs. The study indicated that the charging step is accompanied by a
protonation of the AMP molecule, which subsequently donates its proton to
the water, destabilizing the local protein:tRNA interface. Deprotonation of
the α-ammonium group of the charged amino acid residue also accelerates
the release process.
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For the LeuRS system, QM/MM work was done to study both its aminoa-
cylation [110] and editing reactions [111]. The aminocaylation study is partic-
ularly relevant for the current work since we use pre-transfer structure in all
simulations. In their study, Aleksandrov et. al. have simulated five distinct
charging mechanisms for LeuRS, and concluded that the charging mecha-
nisms involves an initial deprotonation of the amino group in the leucine-
adenylate, which in turn deprotonates the 2’ OH group of A76. The O2’
then attacks the carbon of the adenylate, causing the transfer of the amino
acid group to the tRNA. Glutamate 532 was not involved in this mechanisms,
even though it was included in QM calculations.
The high level of QM theory used in Aleksandrov’s study (all calculations
were done using ORCA’s DFT implementation through pDynamo), only 36
atoms were included in QM region. They covered part of the adenylate (the
amino acid backbone), parts of the adenine 76 and the aspartate 80, as well
as one water molecule and a Mg+2 ion. Upon optimization of the reaction
coordinate and calculation of a transition state, multiple free energy barri-
ers could be calculated, indicating that the lowest barrier, and therefore the
most likely mechanism, also involved a Mg+2 in the active site.
In summary, the current work focused on extending the applicability of the
network analysis methodology through a new interface and implementation,
analyzing the reproducibility of results using replicas of targeted systems, and
ultimately improving our ability to interpret results from the vast amounts
of raw data gathered from MD simulations. The package described in this
work allows users to analyze MD results in popular trajectory formats, such
as DCD, TRR or CRD, with no pre-processing. The methodology presented
here is entirely contained in a Jupyter notebook and few auxiliary files, mak-
ing it easy and practical to apply the techniques, and recreate analysis and




2.1 Constraint-based simulations of cellular
metabolism
2.1.1 Population FBA
The consensus yeast metabolic model version 7.6 [25] was chosen to describe
the metabolic pathways in our simulations. All FBA calculations were per-
formed using the COBRA toolbox for MATLAB or Python [112, 113]. For
every cell in our modeled populations we sampled fluorescence values out of
535 experimentally determined distributions and converted them to enzyme
copy number using Eq. 2.1. Each sampled enzyme copy number was paired
with a turnover rate corresponding to that enzyme’s kcat, and the product of
these and a conversion factor yielded the upper bounds for the fluxes through
the reactions catalyzed by each enzyme in each cell. The conversion factor
used was 3.0 ∗ 10−7 s cell−1 mmol gDwt−1 hr−1, given by the number of sec-
onds in an hour (3,600) divided by the average dry mass of a haploid yeast
cell (2.0 ∗ 10−11 g [114]) and the number of particles in a mmol (6.02 ∗ 1020).
In cases where multiple enzymes catalyze a given reaction, Gene-Protein-
Reaction (GPR, part of the metabolic model) rules were used to determine
the effective upper bound for the reaction from the upper bounds calculated
for the individual enzymes. In cases involving “AND relationships (i.e. an
enzyme is made up of two subunits and both need to be present), the min-
imum of the individual upper bounds was used, whereas in cases involving
“OR relationships (i.e. different proteins can catalyze the same reaction),
the sum of the individual upper bounds was used. If a count was missing for
one of the enzymes involved in an “OR relationship, the upper bound was
left at the default value of 1, 000 mmol gDwt−1 hr−1. After setting all avail-
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able protein-associated constraints, parsimonious FBA [19] was performed in
order to predict the internal fluxes of each modeled cell.
The metabolic network was further constrained by setting identical nutri-
ent uptake limits to all cells, simulating growth in standard defined (SD) or
13C media (where glucose was the only carbon source). The SD media in-
cluded glucose, 19 amino acids, uracil, citrate, vitamins, and minerals. The
upper bounds for the amino acids, uracil, citrate and the vitamins were es-
timated based on experimental data [115] (when no data was available the
maximum experimental uptake was set), and those for oxygen and the miner-
als were unconstrained. The 13C media included only glucose, some vitamins,
and minerals. As in the SD media, vitamin uptake upper bounds were set
based on experimental data [115], and the oxygen and minerals were uncon-
strained.
The studies that determined the growth rate distribution [15] and pro-
teomics [5] measurements were both conducted using SD media, and the
BY4741 strain. This strain contained several gene deletions, including his3∆1,
leu2∆0, met15∆0, and ura3∆0. To account for this, the genes YCL018W,
YLR303W, YEL021W were inactivated, leading to zero flux being allowed
through five reactions: 3-isopropylmalate dehydrogenase (r 0061), cysteine
synthase (r 0312), O-acetylhomoserine (thiol)-lyase (r 0812, and r 0813) and
orotidine-5-phosphate decarboxylase (r 0821). The histidine biosynthesis
knockout is recovered when GFP is tagged to any protein, so the gene
YOR202W was kept active. The strain used in the 13C media, FY4 Mat
a, is a wild-type strain, so no modifications were done to original yeast 7.6
model to simulate this.
2.1.2 Analysis and utilization of protein expression data
Protein abundances were obtained from single cell fluorescence measurements
on yeast strain BY4741 grown on glucose SD medium [5]. For each GFP-
labeled protein,the authors deconvoluted the single cell fluorescence signal
from the autofluorescence signal, and fitted the results to gamma distribu-
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tions, providing shape and scale parameters for 4,159 proteins measured at
40 time points, taken 20 minutes apart (totaling 166,360 fluorescence distri-
butions). Since the experimental study aimed at observing changes in the
proteome in response to stress, only 18 of the 40 time steps could be used
for each protein (the ones before the induction of stress factors). Of the
74,862 remaining distributions, several displayed significant abnormalities,
most likely resultant from the automated deconvolution procedure used to
separate weak GFP fluorescence signals from the cell’s autofluorescence. The
abnormal fluorescence distributions are referred to as ”spikes“ (since they re-
sembled peaks rather than the classic gamma distribution shapes). Examples
can be seen in Fig. 2.1b-c.
Figure 2.1: Fluorescence abundance distributions and conversion to protein
counts. a) Linear fit between log-transformed values of mean protein counts and mean
observed fluorescence abundance. (b and c) Two examples of fluorescence abundance
distributions for different proteins, the first set exhibit severe deconvolution problems
and were removed from the data set, the second set exhibit fluorescence abundances with
smooth distributions. (adapted from [1]).
A multi-step procedure was developed to automate the processing of the
almost 75 thousand fluorescence distributions, and when appropriate, cen-
soring of “spikey” distributions. Only proteins that had data for all 18 time
points were subjected to this process, which led to the removal of 59 proteins.
First, a conservative lower bound of 0.1 was placed on standard deviations to
remove the most obvious spikes, leading to the removal of all 18 time points
for 7 proteins and a total of 2948 total fluorescence distributions being dis-
carded across all proteins. Then, for each protein, the remaining distributions
were used to determine a central reliable region for means and standard de-
viations, which were defined as the range from 1.5 times their IQR (inter
quartile range) below the 25% quantile to 1.5 times the IQR above the 75%
quantile. If a fluorescence distribution had either its mean or standard devia-
tion outside this range, the distribution was discarded, leading to the removal
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of another 4175 distributions. After this step, only proteins that had 3 or
more fluorescence distributions out of the original 18 were kept, which lead to
the removal of another 3 proteins. Finally, the third step calculated the co-
efficient of variation (CV, defied as standard deviation over the mean) of the
means and the CV of the standard deviation of the remaining distributions for
all proteins. Only proteins whose distributions had both means and standard
deviations with CVs lower than an upper bound of 0.5 were kept, removing
201 additional proteins. Proteins with mean fluorescence less than 7.98 A.U.
were also removed because Denervaud et al. [5] considered them unreliable.
The final set of reliable fluorescence distributions represented a total of 3,647
proteins (approximately 88% of the original dataset), which covered diverse
cellular processes and compartments. Of these, 535 proteins were associated
to reactions in the metabolic reconstruction. The fluorescence distributions
were then converted to absolute protein copy distributions. We used single
cell quantification of 10 proteins from mass spectrometry (MS) in order to
relate fluorescence values to single cell copy numbers.
The fluorescence distributions which were found to be reliable were then
converted to absolute protein copy distributions. We used single cell quan-
tification of 10 proteins from mass spectrometry (MS) [116] in order to relate
fluorescence values to single cell copy numbers. The quantitative protein
abundance from the MS study were determined using the same yeast strain
as used in Denervaud et al., but were grown on complex media. In order to
estimate protein counts for synthetic defined (SD) media, we used expres-
sion ratios observed in a single cell proteomics study [117], where protein
abundances were measured in both complex and synthetic defined media.
Finally, a linear fit between log values for protein counts and fluorescence
(Fig. 2.1a) was used to obtain the Eq. 2.1 for converting fluorescence into
protein counts:
p = 2.87 · f 1.5577 . (2.1)
where p represents the single cell protein copy number, and f represents the
fluorescence value. During sampling, we ensured a lower bound of 2.87 for
all enzymes (if a copy number was sampled lower, it was replaced with 2.87).
This was because we expect fluorescence values less than 1 to be unreliable.
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2.1.3 Constraint selection: sequential relaxation and genetic
algorithm
Without internal constraints, the metabolic model for yeast returns a higher
growth rate for a given glucose uptake rate than is experimentally observed.
However, as previously reported in the population studies on E. coli [22],
imposing all of the possible constraints from the measured protein distribu-
tions and turnover rates results in the opposite problem, not allowing the
population cells to achieve biological growth rates. The problem lies with ei-
ther some of the protein counts or some of the turnover rates. Since protein
distributions were thoroughly filtered, we focused on handling problematic
kcat’s, which were chosen by iteratively simulating populations of 400 cells
and identifying the reaction whose flux most often reached its imposed upper
bound. The kcat for the enzyme associated with that reaction would then
be doubled, and the process would start over until the mean growth rate of
the sampled population reached 0.35hr−1, the bulk growth rate measured in
both the proteomics [5] and single cell experiments [15].
In our study, a new procedure for filtering overly-constraining turnover
rates based on the Micro Genetic Algorithm (GA) formalism was devel-
oped [24]. This method utilizes an entire growth distribution as a target
for optimizing the selection of experimental constraints, instead of focusing
only on the mean growth rate of population of cells. The Micro Genetic
Algorithm was chosen instead of a “regular” Genetic Algorithm solely for
computational cost concerns, since it was developed to optimize particularly
costly functions. In our attempt to reduce the size of search space we have
restricted GA variables to binary values representing weather to use a par-
ticular kcat or 38,000 s
−1 (the maximum kcat in BRENDA for a metabolic
reaction in yeast). Briefly, a population of 10 “genomes” was simulated,
each one composed of a list of “genes” that indicated if a protein’s kcat would
be kept at its BRENDA value, or if it would be raised to 38,000 s−1. The
genomes were allowed to evolve by exchanging information, and each new
generation was created by a random selection of solutions biased by their
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fitness, while always taking the best solution to the next generation. The
fitness of each genome was determined by simulating a cell population based
in its kcat selection, and then calculating the goodness-of-fit between the re-
sulting growth rate distribution and the observed distribution [15].
2.2 Hybrid molecular dynamics simulations
Hybrid QM/MM simulations in NAMD divide the system into “MM” and
“QM” regions, using a classical force field to treat the classical atoms (or
“MM atoms”), and passing the information that describes the quantum
atoms in the system (or “QM atoms”) to a quantum chemistry package,
which is expected to calculate forces for all QM atoms, as well as the to-
tal energy of the QM region (and optionally partial charges). All bonded
and non-bonded interactions among MM atoms are handled by NAMD’s
CHARMM force field, whereas all interactions among QM atoms are han-
dled by the quantum chemistry package in its chosen theory level.
The non-bonded interactions between QM and MM atoms can be modified
and regulated by the user. Lennard-Jones interactions are always calculated
by NAMD, and specific parameters can be provided for QM atoms. QM-
specific modifications have been proposed in order to compensate for over-
polarization that these atoms may exhibit in hybrid QM/MM simulations,
though the importance of such modifications has been disputed [118]. In
all simulations presented in this work, the standard CHARMM36 Lennard-
Jones parameters were used for all MM and QM atoms.
2.2.1 Mechanical and electrostatic embedding
It is long known that electrostatics, particularly polarization, plays a key role
in many biochemical processes [52]. Electrostatic interactions between QM
and MM atoms deserve a more detailed discussion due to the abundance and
diversity of available alternatives. In the “mechanical embedding” scheme,
no electrostatic influences from MM atoms are accounted for while the QM
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package computes forces, charge distribution and energy in the QM region.
Only positions and elements of atoms in the QM region are passed on to
the QM package, and QM and MM atoms interact only through NAMD-
calculated Lennard-Jones and electrostatic potentials (see below for special
treatment of QM/MM bonds).
In the “electrostatic embedding” scheme, on the other hand, the partial
charges of MM atoms surrounding all QM atoms are used to approximate
the electrostatic environment of the QM atoms. The selection of classical
point charges can be done automatically by NAMD, in which case the “cut-
off” value is used to effectively create a shell of point charges around the QM
region. This type of embedding is the most frequently used in biomolecular
simulations [35].
Classical point charges handed over to the QM program to be utilized in
electrostatic embedding can be altered by NAMD in a variety of ways (Fig.
2.2). First by applying a smoothing function that avoids abrupt changes
in electrostatic forces due to the cutoff used in the selection of surrounding
point charges. Second, partial charges can be further modified so that their
sum is a whole number or so that it amounts to a complementary charge to
that of the QM region, in which case the sum of charges from QM atoms
and classical partial charges add to zero. In the latter, the user is also able
to select, atom-by-atom, which classical partial charges should be used when
building the electrostatic embedding, providing further flexibility to the ap-
plication.
Irrespective of the chosen embedding method, the calculated charge distri-
bution for QM atoms can be used by NAMD to update the partial charges of
QM atoms for the calculation of short and long range electrostatic interac-
tions. In particular, if particle-mesh Ewald (PME) [31] is being used, NAMD
can apply the newly determined charges for QM atoms to the calculation of
long range electrostatics in both QM and MM regions of the system. In
this case, the necessary corrections are calculated as to subtract from the
PME forces all interactions already calculated by the QM package between
QM-QM atom pairs, and by NAMD’s QM module between QM-point charge
pairs.
35
Figure 2.2: Electrostatic embedding options. The diagram indicates the available
options for adjusting the classical point charges presented to the QM region in an
electrostatic embedding scheme. All options are shown, along with their dependence
tree, their default values, and their effects of the classical partial charges.
PME forces and energy calculations in NAMD are carried out using clas-
sical charges for all classical atoms and the user’s choice between classical
charges or updated charges for QM atoms. The forces and energy derived
from PME interactions between QM atoms, and between QM atoms and the
surrounding point charges are re-calculated within the QM module and sub-
tracted from the direct electrostatic calculations, to avoid double counting
these contributions.
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2.2.2 Treatment of covalent bonds involving QM and MM
atoms
Hybrid QM/MM simulations of biomolecular systems often present situations
where only a part of a molecule should be treated quantum mechanically Fig.
2.3a-b), usually to save computational resources since the cost of simulating
QM regions rises rapidly with the number of atoms. In order to deal with
chemical bonds that have one atom in the quantum mechanical (QM) region
and another in the classical (MM) region (from here on called “QM/MM
bonds”), NAMD offers several methods that can be combined to alter the
molecular system in order to bridge differences in simulation type (QM vs
MM), and minimize errors involved in the QM/MM division of the system.
Irrespective of the selected methods to treat the QM/MM bond, the bonded
term (between MM1 and QM1 atoms, see Fig. 2.3c) will still be calculated
by NAMD, along with all proper and improper dihedral terms and angle
terms that cross the QM/MM barrier but still involve at least one classical
atom.
Link atoms The most widely used method to cap the QM regions con-
taining QM/MM bonds is the “link atom” approach [54], where an atom
(usually a hydrogen atom) is placed along the bond between the QM atom
and the MM atom (see Fig. 2.3c), and does not exist in the classical sim-
ulation. The user can fine-tune this process by choosing the element and
which method of link atom placement will be used: either fixed (the default)
or variable. The former depends on a user-defined distance, which will be
used throughout the simulation as dL−QM (see Fig. 2.3c). For the latter,
a user-defined fraction is used to define CL (see Eq. 2.3), and this fixed
value is used by NAMD to calculate dL−QM at every step as a function of
dMM−QM , which in turn varies over the course of the simulation due to bond
vibration.
In order to conserve force and energy, the total force acting on the link
atom (~FL), as calculated by the QM code, is redistributed by NAMD over
the QM1 and MM1 atoms[45], and added to the total forces calculated on
those atoms by the QM code and NAMD, respectively. Eq. 2.2 and 2.4
37
Figure 2.3: System Used to Compare QM/MM Bond Treatments. a) The
QM region in the tri-alanine (TriAla) system is highlighted, indicating which
carbon-carbon bonds are being treated with the link atom method. Carbon atoms are in
gray, nitrogen atoms in blue, oxygen atoms in red and hydrogen atoms in white. We
avoid “breaking” the peptide bond with QM/MM bonds, and instead break along the
C-alpha carboxylic-carbon bonds (in green), as to maintain CHARMM’s charge groups
intact. b) Depiction of the QM region with hydrogen atoms capping the QM/MM
bonds. Hydrogen 1 and 2 are indicated, as they are used in Link Atom charge analysis
(Fig. 3.6a and b). c) Link atom placement with respect to QM1 and MM1 atoms.
Distances between Link atom and QM1 atom (dL-QM), and between QM1 and MM1
atoms (dMM-QM) are indicated in the figure.
describe the calculation of the x component of the redistributed force applied
on the QM1 and MM1 atoms, respectively. Analogous equations are used
for the other two axis. Here, îx is the unit vector on the x axis, r̂MM−QM is
the unit vector in the QM/MM bond direction, and xMM and xQM are the


























The link atom is not the only proposed method to handle QM/MM bonds,
but it is the only one that relies entirely on the classical side of a QM/MM
simulation, over which we have complete control. Therefore, irrespective of
which QM package is chosen to carry out the QM calculations of the simu-
lation, NAMD’s QM/MM interface always guarantees the creation of proper
conditions to simulate QM/MM bonds, which grants its great flexibility. A
secondary benefit from the approach, as defined in NAMD, is that link atoms
do not add to the degrees of freedom in the system, and do not require any
classical parameters to be defined.
Point charge alteration and redistribution In any system containing
a QM/MM bond, the link atom will invariably be placed very near the MM1
atom, which would create very strong electrostatic repulsion forces (or at-
tractions) in case the MM1 partial charge was sent to the QM package for
its calculations. Under the “mechanical embedding” scheme, the QM pack-
age only receives the atoms in the QM region and the link atoms created
to approximate QM/MM bonds, so no manipulation of partial charges is re-
quired. On the other hand, the more usual “electrostatic embedding” scheme
requires special treatment of nearby classical partial charges.
Several methods have been proposed to handle the conditioning of classi-
cal partial charges surrounding a QM/MM bond, and the QM/MM interface
developed here offers the most widely accepted ones (see Fig. 2.4). In all
methods implemented here, the classical atom participating in the QM/MM
bond (MM1 atom) does not have its partial charge passed on to the QM pack-
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age, since this would create excessive repulsion (or attraction) on the Link
atom. This is, in fact, the entirety of the “Z1” method: ignoring the par-
tial charge of the MM1 atom[53]. Analogously, Z2 ignores the MM1 partial
charge and all partial charges of atoms bound to MM1, called “MM2 atoms”,
and Z3 extends the approach by ignoring all partial charges of atoms bound
to MM2 atoms, called “MM3 atoms” (see Fig. 2.4b-d).
Figure 2.4: QM/MM Bonds and Charge Redistribution Schemes.
a) Illustration of all atoms in the vicinity of the QM/MM bond (dashed line). In blue,
the region treated quantum mechanically. In red, the region treated classically. b)
Atoms marked as “MM2” are directly bonded to the “MM1” atom, and atoms marked
“MM3” are directly bonded to “MM2” atoms. The green sphere represents the Link
atom, while the dashed circle indicates the position of MM1. This figure depicts the
“Z1” scheme, where we simply ignore the partial charge of the MM1 atom. c) “Z2”
method, where partial charges of MM2 atom are also ignored. d) “Z3” method, where
partial charges up to MM3 atoms are ignored. e) CS method. Virtual point charges, are
represented in purple spheres. Distances between the virtual charge and MM1 (dM1−Q)
and between MM1 and MM2 (dM1−M2) are indicated in the figure. Charges placed along
the MM1-MM2 bond are also indicated (see text). f) RCD method.
40
The Charge Shifting (CS) method[119] (see Fig. 2.4e) is more elabo-
rate, as it rearranges the partial charge of the MM1 atom (indicated here
as qM1) so that the total charge of the region is maintained, while approxi-
mating the dipole moments of the bonds between MM1 and MM2 atoms.
This is done by creating “virtual” point charges that are passed to the
QM package as if they represented partial charges of classical atoms. In
this case, the MM1 partial charge is equally distributed across the MM2
atoms, as indicated in the figure with the placement of the charge q1 at
the position of MM2 atoms (where q1 = qM1/2), and the coefficient used in
Eq. 2.5 and 2.6 to redistribute the force on this virtual charge is given
by C1 = dM1−Q1/dM1−M2 = 1.0. Moreover, two virtual point charges are
placed along the direction of the MM1-MM2 bond, one before the MM2
atom (q+ = q0) and one after (q− = −1 × q0). In our implementation,
C+ = dM1−Q+/dM1−M2 = 0.94, while C− = dM1−Q−/dM1−M2 = 1.06 (see
Fig. 2.4e). This method will keep the total charge of the region constant
while trying to preserve the local dipoles formed by all MM1-MM2 bonds.
The Redistributed Charge and Dipole (RCD) method [53] (see Fig. 2.4f)
follows a similar arrangement. A virtual point charge is created in the mid-
dle of all MM1-MM2 bonds (C2 = dM1−Q2/dM1−M2 = 0.5) with a charge
q2 = 2 × qM1/2, and a charge q1 = −1 × qM1/2 is placed in the positions of
all MM2 atoms (C1 = 1). This arrangement still maintains the total charge
of the region constant, while attempting to mimic local dipoles.
In all cases where a virtual charge is created, a force is calculated on it
as to balance its electrostatic interactions with QM atoms. Similarly to the
Link atom, the total force acting on, e.g., the virtual point charge “q+” (~Fq+)
is redistributed over the MM1 and MM2 atoms that were used to define it.
The fraction of the total force that is applied on the MM1 and MM2 atoms
is defined, respectively, by
~FMM1 = (1− C+) · ~Fq+ (2.5)
and
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~FMM2 = C+ · ~Fq+ . (2.6)
It is important to remember that QM/MM bonds do not need to be de-
fined, in which case NAMD will not create a link atom along that bond.
This allows advanced users to create their own treatment of QM/MM bonds
through the “custom” interface for the quantum chemistry package of their
choice. The script would then handle the capping of the open bond in the QM
region, and the charge redistribution process among the neighboring classical
partial charges (if an electrostatic embedding approach is being used).
2.2.3 Charge groups and consequences for choice of QM/MM
bonds
When defining a QM region that includes only a fraction of a connected struc-
ture (a common example being an arbitrary selection of amino acid residues
in an enzyme’s active site), one needs to define QM/MM bonds, as discussed
above. The QM/MM bond will split the system and lead to a classical re-
gion with total charge CMM , and a quantum mechanical region with charge
CQM . It is essential that both CMM and CQM are integers since no quan-
tum chemical calculation will ever return a fractional charge distribution over
QM atoms. If they are not integers, after the first simulations step, the total
charge of the system (CMM + C
′
QM , where C
′
QM is now an integer value), will
be fractional, which would interfere with long range electrostatic calculations
involving PME. The process of selecting the position of QM/MM bonds is
complicated by the charge distribution along residues, since the cost/benefit
of adding atoms to the QM region must also consider the total sum of QM
charges.
The CHARMM force field parameters distribute charge over residues by
“charge groups”, that is, sub-groups of atoms that have an integer total
charge. Usually that total charge in each sub-group is zero, but in side
chains of charged amino acid residues, for example, we find positive or nega-
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tive total charges (Fig. 2.5a-b). When using the CHARMM parameter sets,
QM/MM bonds should be defined along bonds that separate charge groups,
as exemplified in Fig. 2.5c. For protein structures, the backbone bonds be-
tween carboxylic carbon and alpha carbon, and between carboxylic carbon
and nitrogen of the peptide bond, both define separations of charge groups,
and should be preffered whe defining QM/MM bonds. Since the peptide
bond displays a semi-planar structure due to its resonant nature, we suggest
that the bond be fully included (or excluded) from the QM region. This is the
process used in all simulations performed here, and is the default behavior of
QwikMD when assigning a QM region. The result is that when a residue is
added to a QM region, the carbonyl group of the adjacent residue is added
to the region, while the carbonyl group of the selected amino acid is removed
from the QM region, effectively “shifting” the selection of atoms in the back-
bone as to keep the peptide bonds entirely inside (or outside) the QM region.
In other implementations, in particular the one presented in Amber, the
default behavior is to calculate the fractional charge “left-over” from a QM
region selection, and distribute the opposite charge fraction along the classi-
cal and quantum mechanical portions of the system, creating a total charge
of zero in the entire MM + QM system.
2.2.4 Implementation and interaction with quantum
chemistry packages
The implementation of the QM/MM module in NAMD was done entirely
in C/C++, making use of Charm++ message-driven load balancing tools so
that simulations can be run in parallel over one or several computer nodes.
All quantum mechanical calculations are offloaded to a QM package, either
through hard-coded interfaces to ORCA [60] or MOPAC [59, 120], or through
a standardized interface that utilizes Python scripts (or any other tool) to
wrap and convert input and output formats between NAMD and any other
arbitrary QM package. A standardized interface was created for data I/O
so that external wrapper scripts can be called, providing a translation layer
for input and output files from any other QM package. We provide Python
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Figure 2.5: Charge groups in molecular dynamics parameterizations. The
figure depicts the consequences of choosing different bonds as the QM/MM bond given
the charge distribution over an amino acid residue. a) Illustration of Aspartate and the
distribution of charge over its atoms as in CHARMM36 force field parameters. Circles in
red indicate oxygen atoms, blue indicate nitrogen atoms, cyan for carbon atoms, and
white for hydrogen atoms. ”Bond 1” indicates the peptide bond,”Bond 2” indicates the
one between the alpha carbon and the peptide bond nitrogen, and ”Bond 3” the bond
between the alpha carbon and the peptide bond carbon. b) Charge groups are indicated
with dashed squares, along with their total charges. c) Depiction of the atoms in the
QM region if Bonds 1 and 3 are used to separate it from the MM region. The total
charge of QM region is -1. d) Depiction of QM region if the same is defined by Bonds 2
and 3. In this case, the total charge of QM region is -1.16.
scripts that wrap Gaussian [121], TeraChem [122], and Q-CHEM [123], which
also serve as templates for the development of new wrapper scripts.
In general, positions and elements of QM atoms are passed on the QM
package along with positions and magnitudes of partial charges representing
the local MM environment. In return, NAMD expects forces, total energy,
and partial charges for QM atoms, and possibly forces acting on MM partial
charges due to electrostatic interactions. The exchange of information be-
tween NAMD and quantum chemistry packages is preferably done through
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files written to RAM, which take an insignificant amount of time (millisec-
onds) when compared to the time scale of QM calculations (seconds or more).
By not embedding the QM code directly into NAMD, we allow users to choose
their preferred quantum chemistry package and level of theory.
Additionally, NAMD takes advantage of the current advanced state of
quantum chemistry packages, which are prepared to be sequentially called
by an external software, such as in a QM/MM context. After an SCF calcu-
lation on a given set of atoms, a “state-files” containing the result of the SCF
procedure is saved. A much faster convergence is achieved in the following
SCF calculation when the QM package is re-initialized using the saved state-
files, as it is already initialized with a very close “guess” of what the SCF
solution should be. This occurs because atom positions vary only slightly
between consecutive calculations.
Multiple QM regions can be simulated through simultaneous and indepen-
dent executions of the chosen QM package, one per independent QM region
defined in the biomolecular system.
2.2.5 MD simulations of test systems and ttGluRS
Structures for the test systems and for ttGluRS were prepared for classical
and QM/MM MD simulations employing VMD’s [57] QwikMD [58] graphical
interface. While QwikMD assists users in selecting QM regions residue-by-
residue through a point-and-click interface, other methods have been devel-
oped to provide automated QM region selection [124]. The structure of the
pre-transfer complex ttGluRS:tRNAGlu:Glu-AMP had been previously solved
by means of X-ray crystallography at 2.1 Å resolution and is available at the
protein data bank (PDB:1N78) [125], with the replacement of the inert ana-
log for the active Glu-AMP [109]. The simulations in the present study were
performed employing the NAMD molecular dynamics package [30], MOPAC
2016 [59, 120], using PM7 [126], and ORCA 4.0 [60]. The CHARMM36 force
field [127] along with the TIP3P water model, for solvated tests, was used to
describe all systems. All calculations involving the ttGluRS:tRNAGlu:Glu-
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AMP system, were done in the NpT ensemble.
2.2.6 QM/MM simulations
To study the reaction mechanism of the ttGluRS:tRNAGlu:Glu-AMP sys-
tem, first a 200 ps QM/MM simulation was performed with 2 fs time step,
followed by a 50 ps QM/MM simulation with 0.5 fs time step. These two
simulations were used to equillibrate the system in a conformation that was
favorable for the reaction mechanism to be investigated. Four mechanisms
were tested by inducing the reaction steps to occur (Fig. 3.9). The four
biased simulations were performed with 0.5 fs time step for 20 to 100 ps. All
simulations were carried out using the Charge Shift method to treat Link
Atoms, and a “Shift” function was applied to surrounding classical partial
charges in the electrostatic embedding scheme.
2.2.7 String Method and extended-Adaptive Biasing Force
In order to initiate a string optimization, one usually performs a biased MD
simulation, such as using Steered-MD (when a system receives a harmonic
potential that is updated over time) or Targeted-MD (guiding a system to-
wards a predefined 3D structure using its RMSD) [128]. In this work, all
strings were initialized by performing a variation of steered molecular dy-
namics that forced a chemical reaction to take place. The simulations used
the hybrid QM/MM interface, and atoms within the QM region were biased
so that they would be attracted to their targets, inducing the breaking or
formation of covalent bonds.
This variation of SMD was called conditional-SMD, and was created specif-
ically to apply SMD biases to QM atoms in order to steer the simulation
within the QM region, while avoiding bringing atoms too close together and
destabilizing the molecules. c-SMD works like regular SMD, but with pairs
of atoms. The first atom is pulled by a string connected to a virtual particle,
and the direction of motion of the virtual particle is updated to follow a
second atom. The force on the first atom will stop being applied when they
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come closer than a cutoff value.
All eABF and string method calculations were carried out using TCL
scripts provided the respective packages, as well as code already integrated
into NAMD. Multiple simulations were done to re-parameterize string method
constants that were optimized for classical MD simulations. Since the trans-
formations analyzed here involved strong forces to break chemical bonds,
the image constraints had to be increased. On the other hand, since the
simulation ran with 0.5 fs timesteps (due to QM calculations) and the trans-
formations were small (atoms moving just a few angstroms between images),
the drift and equilibration phases were also modified to allow for longer un-
biased runs, and shorter biased runs.
Taking advantage of NAMD’s outstanding scalability and NCSA’s Blue
Waters super-computer, we used a parallel strategy that initiates multiple
walkers from the different images, we could conduct extensive sampling over
the defined path.
2.3 Dynamic network analysis
2.3.1 Molecular dynamics simulations
The structure for the ternary complex LeuRS : tRNAleu : Leu -AMP was
taken from the crystal structure deposited under PDB ID 4AQ7 [96]. Chains
A and B were used to create the ternary complex, and 8 unresolved nu-
cleotides in two sets of 6 and 2 residues were modelled using RNA com-
poser [129]. Magnesium ions were used to neutralize the system, and mag-
nesium chloride was added in the simulation box to replicate experimental
conditions. One nonstandard nucleotide was used in the tRNA. Uridine 16
was shown to be linked to catalytic activity, and was mutated to dihydrouri-
dine in order to more closely model the system in its biological state.
All MD simulations were ran using NAMD [30], and the CHARMM36 force
field parameters. For the ternary complex LeuRS : tRNAleu:adenylate, four
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system variants were simulated: two containing the cognate leucine adenylate
(Leu -AMP ) (one with and one without a Mg+2 ion in the active site), one
containing the isoleucyl adenylate (Ile -AMP ), and one with the norvaline
adenylate (Nor -AMP ). For the simulations of the Leu -AMP complex with
the Mg+2, the ion was placed in the active site as suggested in [110]. Each
variant was independently equilibrated for 50 ns in 50 independent replicas,
and from their respective equilibrated structures, another 50 ns of simulation
was used for analysis, totalling 200 independent MD simulations of 100 ns
each.
2.3.2 Generalized correlation coefficients
In this work, the calculation of a generalized correlation coefficient for a pair
of atoms (or “nodes”), defined by their 3D positions over a series of MD
simulation frames, was implemented in Python using elements of NumPy
and Numba [130].
The calculation of mutual information estimate between a pair of nodes
can be described more specifically as follows. Given a pair of nodes i and j,
and a reference simulations frame f0, the position of each node is compared
with their positions in all other simulation frames. For each frame, the
highest of the variations in x, y and z dimensions is selected to represent
the node’s “distance” from its position in frame f0 (note that the maximum
variation among all dimensions is used, not the Cartesian distance). For
each frame in the simulation, the highest of the distances for i or j is then
selected, and used to sort all frames. Taking the k nearest neighbours in
“simulation frame” space, meaning the k frames in which the positions of
nodes i and j vary the least compared to frame f0, we can determine the
maximum variation among the x, y, and z dimensions for each node, i and j,
individually, giving di and dj. The two distances are used as cutoffs to select
the frames where nodes i and j are closer than di and dj, with respect to
their respective positions in frame f0. ni and nj are the number of simulation
frames that meet these criteria. The same calculation is performed varying
f0 from the first to the last frame, giving the values to the mean calculated in
Eq 1.10. The generalized correlation coefficient is the achieved by applying
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the mutual information estimate in Eq 1.11.
2.3.3 Dynamical network analysis
In dynamic network analysis, each residue of the biomolecular system being
studied is represented by a “node”. Amino acid residues are represented
by one node located in their alpha-carbons, and nucleotides by two nodes,
one in the backbone phosphate, and one in the nitrogenous base (Fig. 2.6).
Water molecules have one node in their oxygen atom, and ions are trivially
represented by one node. Adenylate residues are represented by three nodes,
as they are the union of a nucleic base and an amino acid.
Figure 2.6: Network representation of amino acid and nucleic residues A) two
consecutive alanine residues in a peptide chain. B) Uridine monophosphate (hydrogen
atoms removed for clarity). C) Same residues represented in (A). Alpha-carbons (in
gray) and are the nodes representing the amino acids (colored purple and green for
clarity). D: Same nucleotide as in (B). The phosphate in orange and the nitrogen in blue
are the two nodes representing parts of the same residue. Atom coloring and dashed lines
indicate the set of heavy atoms represented by each node.
To determine which nodes are in contact, she shortest distance between
heavy atoms (all atoms excluding hydrogen atoms) represented by two nodes
is calculated. If the distance is shorter than 4.5Å in a simulation frame, the
pair of nodes is said to be in contact in that frame. If a pair of nodes is
in contact in more than 75% of a simulation, they are considered to be in
contact for the purposes of network analysis (Fig. 2.6 and 2.7).
The software package developed in this work uses MDAnalysis [131, 132] to
load and access atom position data from all MD simulations into the Jupyter
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Figure 2.7: Contact determination The uridine monophosphate residue is show (as
in Fig 2.6), and the shortest distances indicate that the phosphate node is in contact
with the water node, but not the nitrogen node.
notebook. Any popular trajectory format can be read, such as DCD, TRR
or CRD, and no pre-processing is necessary. In order to obtain the best per-
formance for contact detection and correlation calculations, parts of the code
were optimized using Cython [133] and Numba [130]. Network statistics and
determination of optimal paths were carried out using the Floyd-Warshall
algorithm, provided by the NetworkX package [134]. For Floyd-Warshall
calculations, the “distance” between nodes was defined as d = −log(rMI),
consistent with previous applications of this method [77]. Community as-
signment was performed using the “Multilevel” algorithm [135], using the
generalized correlation coefficients as edge weights.
All files necessary for automatically determining solvent and ion residues
relevant for the analysis, calculating contact matrices, calculating generalized
correlation coefficients in parallel for pairs of nodes in contact, and deter-
mining network properties like betweenness, clusters and shortest paths are
available in the same Jupyter notebook. The concise nature of the notebook
allows for a simple and yet rich interface.
2.3.4 Benchmarks
For the scaling of the calculation of generalized correlation coefficients for the
entire system (Fig. 3.14), either the tRNA, the protein, or the tRNA:protein
complex was used, totalling 174, 860 and 1034 nodes respectively. The num-
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ber of unique node pairs in contact was 444, 3850 and 4816, respectively.
For the calculation using the method described in [88], since no contact de-
termination is necessary, progressively larger number of nodes were used for
the benchmark disregarding the spacial distribution of said nodes. Groups of
250, 500, 750 and 1000 nodes were used, and all pairwise generalized correla-
tion coefficients were calculated, totalling 31125, 124750, 280875, and 499500




3.1 Population FBA predicts metabolic phenotypes in
yeast
Detailed measurements of intracellular metabolic fluxes are relatively scarce
in the literature, owing in part to the cost and difficulty of such experi-
ments. Nevertheless, a recent study used 13C-labeled glucose to characterize
eight fluxes involved in the central-metabolism of seven species of yeast [136].
These fluxes included glucose uptake, phospho-gluconate dehydrogenase (in
the pentose phosphate pathway), fructose bisphosphate aldolase (FBA), cit-
rate synthase (CS), malate dehydrogenase (MDH) and the production of
glycerol, ethanol, and acetate. The authors in the experimental study found
that S. cerevisiae (a “Crabtree-positive” yeast) respired little even under
highly aerobic conditions.
Using the yeast 7.6 metabolic reconstruction in media conditions matching
that used for 13C experiments, we applied our Population FBA methodol-
ogy to construct a population of 1,000 simulated cells, and compared the
central metabolic fluxes to experimental values. We showed that Population
FBA imposes internal flux constraints in a manner that recovers the experi-
mentally observed Crabtree effect, and yields mean network fluxes that agree
with experiment (with the exception of some underestimation of flux into the
pentose phosphate pathway, and glycerol and acetate formation pathways),
as indicated in Fig. 3.1.
One reaction in particular proved absolutely essential for prediction of
significant fermentation in presence of oxygen and high glucose concentra-
tion or Crabtree effect. The mean upper bound imposed on the ferricy-
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Figure 3.1: Depiction of yeast central metabolism covering glycolysis, TCA
cycle and electron transport chain. Values next to reactions in the plot represent
fluxes through those reactions. Values between parenthesis are derived from our
simulations using yeast 7.6 model with (red) and without (black) constraints on acetate
(Ac) and glycerol (Gly) secretion, whereas values between brackets (green) were taken
from experimental 13C measurements. Constraint on ubiquinole-ferricytochrome c
reductase reaction causes the Crabtree effect and is marked by red star. (adapted from
[1])
tochrome c reductase reaction, based on proteomics and kinetics data, was
1.20 mmol gDwt−1 hr−1. This is a key reaction in the electron transport
chain within the mitochondria, and as a result of the low expression level
of one of the proteins involved in catalyzing it (Subunit 8 of CoenzymeQ-
cytochrome c reductase, with approximately 97 copies per cell) the simu-
lations predicted a predominantly fermentative metabolism. Several other
mitochondrial proteins were expressed in small numbers and had similarly
limiting effects on oxidative phosphorylation, including PDX1 (expressed
at approximately 232 per cell) which catalyzes the pyruvate dehydrogenase
(PDH) reaction, and CIT3 (approximately 356 per cell) which catalyzes the
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Figure 3.2: Comparison of metabolic fluxes from doubling procedure and
independent GA optimizations. The Fig. shows a comparison between mean
simulated flux through central metabolism after doubling procedure (blue), and the
mean flux obtained across 10 GA optimizations (black). All simulations were done using
Yeast 7.6 model in SD media conditions. (adapted from [1])
citrate synthase (CS) reaction.
While simulating a population of yeast cells in a synthetic defined (SD)
medium, where many amino acids are available as carbon sources, a distinc-
tive bimodality was observed in the uptake of several amino. This was es-
pecially prominent in the utilization of threonine by the slower-growing cells
(those with growth rates less than 0.4 hr−1). These cells were found to take
up threonine at either its maximum allowable rate of 0.78mmol gDwt−1 hr−1,
or at a basal rate of about 0.04 mmol gDwt−1 hr−1, but very rarely (1% or
less of slow growing cells) would threonine be taken up at rates in between.
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We found that whether or not threonine was being heavily utilized corre-
lated strongly with whether or not the protein-associated glyceraldehyde-3-
phosphate dehydrogenase (GAPDH) or pyruvate decarboxylase (PDC) reac-
tion bound was constraining glycolytic flux. When it was not constraining,
the cells engaged in as much glycolysis as was needed to serve their energy re-
quirements (NAD+ reduction and ADP phosphorylation) and threonine was
utilized at its basal rate in order to cover protein synthesis. Conversely, when
the GAPDH or PDC reaction bound was constraining glycolysis threonine
uptake was high. We found that much of this threonine was used by the cells
to form glycine (via the threonine aldolase reaction) which in turn was used
to fuel the glycine cleavage system. This enabled the cells to make up some
of the capacity for NAD+ reduction and ADP phosphorylation that was lost
due to their limited glycolytic flux. Because of the relatively small amount
of threonine uptake allowed, its use was essentially always at its maximum
when the cells engaged in this behavior.
Figure 3.3: Growth rate distributions after GA optimizations. The plots show
a comparison between the observed growth rate distribution [15] (black bars) and the
distributions obtained after 10 GA optimizations (colored lines) using the Yeast 7.6
model in SD media conditions. (adapted from [1])
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Our initial attempt for raising overly-constraining kcat values focused on
identifying constraints that most strongly limited cellular growth rate, min-
imizing modifications to experimental parameters. However, that raised the
question of whether the set of turnover rates that were doubled was the only
set that would lead to a mean growth rate similar to the experimentally mea-
sured one. Similarly, are all of the turnover rates that are kept intact after the
doubling procedure actually necessary? In order to address these questions,
we implemented an Evolutionary Algorithm based approach for finding con-
straint sets that yield growth rate distributions that approximately recover
the one seen experimentally. We performed 10 independent GA runs us-
ing the modeled SD media, and each resulted in a different set of turnover
rates being lifted. In each case the resulting growth rate distribution closely
matched the experimental one, as seen in Fig. 3.3.
In general roughly twice as many turnover rates were lifted in each GA
set as were affected by our main doubling method. This was because the
GA associated no cost with filtering a value that did not impact the growth
of the modeled cells. If, for example, a kcat constrained a reaction involved
in metabolizing a sugar like galactose that was not available in the media,
the main doubling method would never lift it because it would not constrain
the growth rate, but the GA, being fundamentally a random search method,
might lift it simply by chance. Across all GA runs, only 51 turnover rates
were consistently raised. Out of these 51, 49 were also affected by doublings
during our main doubling method, meaning that they represent a core set
of problematic kcat values whose removal was necessary to achieve realistic
growth. This core set was not by itself sufficient, however. In every GA run,
between 150 and 181 additional turn-over rates were also lifted. These ex-
tra kcat values showed little overlap among the 10 sets, which indicates that
beyond the core 51, the choice of which turnover rates to lift became highly
degenerate. Despite this degeneracy, every set of turnover rate parameters
found by the GA showed the same Crabtree effect and shift between fermen-
tation and respiration yielded by our main doubling methodology, and the
average reaction fluxes across all 10 GA runs was very similar to that found
by the doubling procedure (Fig. 3.2). As shown in Fig. 3.4, all 10 popu-
lations show usage of the serine-glycine cycle by fast growing cells similar to
that obtained by doubling methodology.
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Figure 3.4: Analysis of serine glycine cycle usage. Upon sampling ten thousand
cells from each of the 10 GA replicates shown in Fig. 3.3, the fluxes through reactions in
the serine glycine cycle occur only in fast growing members of the population. Legend
containing color code for the GA replicas can be found in the top left panel. (adapted
from [1])
Interestingly, the GAPDH-associated turnover rate that drove the bimodal
amino acid utilization noted previously was lifted in some but not all of our
GA runs. By comparing threonine usage across GA runs we found that when
the GAPDH-associated kcat was raised the bimodality among slow-growing
cells essentially disappeared; instead, at growth rates lower than about 0.3
hr−1, the modeled cells all took up threonine at its basal rate and none were
found to utilize the glycine cleavage system. This finding further supports
the notion that it is the GAPDH constraint that gives rise to bimodal amino
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acid utilization we observed. Among faster-growing cells, the glycine cleavage
system, and the related uptake and catabolization of amino acids occurred
regardless of which constraints were raised by the GAs. This is because gly-
colysis in the fast-growing cells is not constrained by enzyme copy-numbers,
it is constrained by the glucose uptake rate itself; almost every cell growing
faster that approximately 0.3 hr−1 experiences this limitation, and they en-
gage in amino acid catabolism as a response.
With the development of single cell and micro-colony imaging experiments,
instead of measuring a single growth rate (via optical density, for example)
for an entire population, we can now observe a distribution of the growth
rates of individual cells. To understand or interpret the general form of
the growth rate distribution, we have to dig into the metabolic behavior of
the underlying subpopulations. Recent systematic genome-wide fluorescence
labeling studies have provided libraries of approximately 1,000 “strains of
labeled E. coli and 4,000 “strains of labeled yeast. Examination of these
strains has shown that proteins are not expressed at a specific number across
a population. Due to the well-established innate stochasticity in essentially
every cellular processes (transcription, translation, DNA replication, cell di-
vision, etc.), these studies have shown that proteins are expressed in varying
numbers from cell to cell. In order to understand how any given cells protein
expression state effects its behavior, and how that behavior relates to the
overall behavior at the population level, these protein distributions must be
sampled and realistic subpopulations of individual cells must be modeled.
Our Population FBA approach provides such a method; allowing us to carry
out the generation of realistic populations of cells and subsequent analysis of
their intracellular fluxes and exchanges with the environment.
Simulations of the steady-state growth rates attainable by the cells in our
modeled populations gives rise to a distribution that is in excellent agree-
ment with the experimentally observed growth rate distribution [15]. In
particular both show the same broad shoulder of slow growing cells (ranging
in growth rates from nearly 0.0 to approximately 0.3 hr−1), and a domi-
nant peak of fast-growing cells (ranging between approximately 0.3 and 0.7
hr−1). We show that substrate availability is the main cause of this peak,
and we believe this can be verified experimentally; in particular we suggest
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micro-colony experiments similar to that of [5] under growth conditions with
varying levels of substrate availability or with substrate transporters placed
under the control of inducible regulatory elements. Moreover, we find excel-
lent agreement between experimental fluxomics data [136] and the computed
intracellular fluxes predicted by our methodology, both within and between
the cytosol and the mitochondria. These results underscore both the rigor
of the Population FBA methodology as well as the high quality of the Yeast
7.6 metabolic model.
The simulations presented here also allowed us to make quantitative pre-
dictions about the effects of growth in media where the main difference was
the presence or absence of amino acids. The 13C experiments on wild-type
yeast contained no amino acids in the media; our simulations showed that
cells under these conditions depended on ammonium, sulfate, and phosphate
salts taken up from the media. The gene knockouts that differentiated the
the strains used in the 13C and SD experiments required the addition of
uracil, leucine and histidine to the SD media. The SD media also contained
an additional 17 amino acids, several of which were taken up and catabolized
as a energy source. Despite the differences, both simulated populations dis-
played very similar growth rate distributions.
We have employed our Population FBA methodology to study metabolic
heterogeneity in S. cerevisiae. One of the most important result of this study
is that it underscores the need for imposing biologically realistic internal con-
straints in flux balance models. Without the types of constraints Population
FBA imposes, the yeast 7.6 model gave fluxes, growth rates, and metabolic
byproducts that were qualitatively and quantitatively inconsistent with the
results of a 13C fluxomics study. Our study has shown that yeast populations
exhibit the same types of cell-to-cell diversity in behavior that is coming to
be recognized across the microbial world, and that although the particular
sets of constraints that are necessary to recover the experimental growth rate
distribution are not unique, any set that does recover the growth rate dis-
tribution also recovers the main metabolic behaviors we observed, including
the Crabtree effect and the noted shift toward respiration seen among our
fast-growing cells.
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3.2 NAMD goes quantum
3.2.1 Implementation and interface
The final result of extensive discussions and collaborations is a hybrid inter-
face deeply integrated into NAMD, which makes use of the main advances of
Charm++ in modularity and asynchronous execution, as well as automatic
load balancing for optimal resource utilization. QM forces are calculated just
like any other standard force from the chosen force field, or extra force for
constrains or biased simulations. A range of systems and conditions were
tested to assure that information was reliably being sent and received, and
that the electrostatic integration between classical NAMD calculation and
quantum chemical ORCA calculations was as precise as possible, resulting
in energy drifts as low or lower than in competing software [2].
One key aspect of implementing a new interface inside a complex body
of code such as NAMD is not compromising the efficient architectures that
allow it to be fast and scalable. Multiple tests were made to assure that the
classical implementation did not suffer any penalty from the addition of the
hybrid interface, and all QM code was successfully “separated” so that its
extra cost was only incurred when running a hybrid simulation. The extra
cost is inevitable when running a QM/MM simulation, due to the fact that
at least two text files need to be written and read at every step. They are
the input file(s) for the QM software being called, and the software’s output
with the QM calculation, respectively. The internal calculations are unde-
tectable when compared to the cost of I/O operations. The cost of running
the QM calculation itself, however, at every step, is far greater than the
highly efficient I/O routines, the communication between cores running the
same NAMD simulation, and still greater than the communication between
replicas using collective variables.
It is hard to determine the scaling of a calculation in an objective way when
dealing with complex systems. Most benchmarks involve trivial targets and
minimal simulations. In order to go beyond the trivial and determine the
scaling in a “real life” scenario, a full simulation of the GluRS multiple-walker
eABF calculation was parallelized in the NCSA/Blue Waters Supercomputer,
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totaling 263,577 atoms, with 226 atoms treated using the semiempirical PM7
method. The points in Fig. 3.5 indicate diffrent numbers of simulated repli-
cas, ranging from 15 (one replica per image) to 1500 replicas (one hundred
replicas per image), and a linear scaling was observed for a large range of
processors. This scaling shows that in “real life”, complex applications, the
implementation is efficient and practical.
Figure 3.5: QM/MM eABF
Performance Using NAMD/MOPAC.
We performed parallel scaling benchmark
calculations of NAMD on NCSA/Blue
Waters Supercomputer. Perfect scaling is
indicated by the red line. The simulation is
the same used to investigate the reaction
mechanisms for charging of the tRNA.
Adapted from [2].
In order to assure a highly flexi-
ble interface, this work focused on
providing a broad range of fea-
tures found in the literature and
in other hybrid QM/MM implemen-
tations. The possibility of choos-
ing different QM codes is high-
lighted by the readily available
python scripts that wrap Gaus-
sian [121], TeraChem [122], and Q-
CHEM [123], all available in the
software’s website. Moreover, the
“custom” interface allows one to
quickly write new scripts in any
language to wrap a new or modi-
fied version of a quantum chemistry
code.
A direct consequence of providing a variety of options for the treatment of
classical charges in electrostatic embedding, and link atom charge redistribu-
tion methods, is the task of choosing the best set of options. The first step
is providing information covering what are the available options and how to
use them. To that end, an extensive documentation, as well as a basic and
an advanced tutorials (Appendix A and B) were developed and openly
distributed. The second step is to determine what is the effect (if any) of
each particular set of choices. Among many types of calculations, we focused
on the electrostatic component, as charge redistribution is one of, if not the
most influential factor that classical MD is incapable of simulating. Using a
system of three alanine residues, the central residue was kept in a QM region,
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and the surrounding residues in the classic region, leading to two the addition
of two link atoms, as illustrated in Fig. 2.3. We then paired all link atom
charge redistribution treatments (Fig. 2.4) with all electrostatic embedding
treatments (Fig. 2.2), and ran simulations for 2.5ps, with a 0.5 fs timestep,
totalling 5000 timesteps for each of the 35 different combinations of point
charge treatment and link atom treatment. All calculations were done using
ORCA, so that both the Mulliken charge and the ChelpG charge could be
calculated for all QM atoms. In Fig. 3.6 we report the distributions (with
violin plots) and the mean charges for both link atoms in the QM system.
More details on the effects of each keyword can be found in Section 2.2,
but in short, the “Original” option indicates that no alteration are made on
the surrounding classical partial charges; “Shift” indicates the electrostatic
smoothing function is applied to the partial charges; “Switch” indicates only
the partial charges beyond the ”switch distance” are scaled down. The total
sum of partial charges can be rounded to the nearest integer (indicated by
“Shift + Round” or “Switch + Round”), or it can be rounded to match the
charge of the QM region, so their sum is zero (indicated by “Shift + Zero”
or “Switch + Zero”).
Another important aspect of QM/MM simulations is the integration of
long range electrostatic representations between the classical and the quan-
tum chemical portions of the calculation. In some implementations, the QM
calculation is integrated directly into classical MD codes, and have access to
the entirety of the classical system. One example is Amber’s hybrid calcu-
lations that use its own internal semi-empirical. However, the software does
not allow the user to easily switch methods and fine tune its execution, some-
thing most researchers who use quantum chemistry calculations tend to do.
In other cases, the long range electrostatic integration is ignored completely,
and only local Coulomb interactions are calculated. In the implementation
discussed in this work,several options are directly available to researchers,
and other are easily achieved with custom modifications. Not only is the
mechanical embedding available, where no electrostatic interaction is calcu-
lated at all between QM and MM regions, direct Coulomb interactions are
available with electrostatic embedding, and if chosen, the classical PME cal-
culation can be informed by updated charge distributions in the QM region
at every step, allowing direct integration of long range electrostatics in the
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Figure 3.6: Variations in Atomic Partial Charges Calculated with Different
Charge Redistribution Schemes. The figure depicts all possible combinations of link
atom treatments currently available in NAMD (see Fig. 2.4). The vertical axis shows
the variation in the calculated charge for hydrogen atoms 1 and 2 (see Fig. 2.3). The
violins indicate the variation of charge in a mirrored vertical density plot, while the dots
indicate the mean value over the simulation. a) The HF-3C method was used for the
QM portion of the simulation, and Mulliken charges were calculated for each atom. All
charges were normalized by subtracting from their value the mean charge calculated
using the CS charge redistribution and the “Original” scheme. b) The B3LYP functional
and 6-31G** basis set was used for the QM portion of the simulation, and ChelpG
charges were calculated for each atom. The charges of hydrogen atoms 1 and 2 were not
normalized. Adapted from [2].
classical region. For the same to be possible in the QM region, the quantum
chemistry package would have to allow external information to be used to
inform its own long range electrostatic calculations, something that not all
QM packages support. Still, custom selections of classical point charges can
be passed on to the QM package, allowing even the full MM system to be
shown as an electrostatic embedding, approximating a long range effect. This
flexibility provided by NAMD’s QM/MM hybrid implementation generated
very positive feedback, and lead NAMD to be quickly adopted in several re-
search groups focused on quantum chemistry.
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The extensive work of building this hybrid QM/MM interface in NAMD,
documenting it, testing it, and combining it with enhanced sampling and free
energy calculations available in NAMD would be lost if the average researcher
had to spend extensive amounts of time to apply these methodologies in his
or her research. That is why the QwikMD interface in VMD is a key element
of this work.
QwikMD was previously designed to provide a quick and easy way of set-
ting up MD simulations [58]. In this work, the most widely employed fea-
tures of hybrid QM/MM codes were added to VMD’s QwikMD, leading to
a comprehensive QM/MM work-flow (Fig. 3.7a). QwikMD automates the
creation of input and configuration files while checking for common mistakes,
and ensures reproducibility of the result. Moreover, QwikMD allows drugs,
metabolites and other molecules lacking MM parameters to be easily added
to a QM region. Once prepared, QM/MM simulations can be directly per-
formed either by calling NAMD using local computer resources or a super-
computing center. Results quantum chemistry calculations, either in hybrid
or pure-QM simulations, can also be visualized in VMD, making it possible
to analyze and communicate the results (Fig. 3.7b-d).
Figure 3.7: Hybrid QM/MM VMD features. a) QwikMD provides a graphical
user interface (GUI) in VMD for performing QM/MM simulations. The image shows the
workflow to prepare, run, analyze, and visualize a hybrid QM/MM molecular dynamics
simulation. b) Highest occupied molecular orbital of an alanine molecule in vacuum. c)
Alanine’s highest occupied molecular orbital in a solvated QM/MM tri-alanine. d)
Trp-Cage protein highest occupied molecular orbital in water solution. Adapted from [2].
As mentioned in Section 2.2, hybrid simulations that rely on QM/MM
bonds need special care since the bond cannot lead to a QM region with
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fractional total charge. This situation would lead to a noon-integer total
system charge, which would hamper NAMD’s ability to calculate long range
electrostatic interaction through PME. To avoid this issue, dedicated scripts
were written to automatically select the atom groups from amino acid and
nucleotide residues as to keep whole charges in QM regions, avoiding pro-
cedural mistakes made when making arbitrary selections, such as residues
around a binding site of a protein. These scripts are available in the main
website for the hybrid interface, and were also integrated into QwikMD so
that beginners and advanced user of MD simulation tools can easily make
QM region selections without worrying about charge group boundaries in
every selected residue. Usual targets for QM/MM simulations are molecules
with no parameterization, or unreliable parameters. Halogen atoms, for ex-
ample, are a common source of problems in classical simulations due to the
directional dependence of their interactions [36]. For the special cases of
QM/MM bonds within non-standard residues and novel molecules, manual
examination of charge distribution is necessary, as well as a specific selection
of atoms for all QM/MM bonds.
3.2.2 GluRS aminoacylation reaction
There are many applications where understanding the reaction mechanisms
of a given enzyme is essential. Within drug development, for example, an
inhibitor was recently designed based on the mechanism of action of a gut-
microbe enzyme, reducing the production of a deleterious molecule linked to
thrombosis [137]. With more detailed information on protein activity and
active site features, such therapies could be made more precise and effective.
In the current work, we combined the new QM/MM capabilities of the
NAMD/MOPAC interface with existing tools for enhanced sampling and
free energy calculations, and investigated the aminoacylation reaction mech-
anism of Thermus thermophilus glutamyl-tRNA synthetase (GluRS) and its
interactions with its cognate tRNA (tRNAGlu). To establish the genetic code,
GluRS reads the tRNA’s anticodon region and uses this information to rear-
range its catalytic site, facilitating the transfer of an AMP-bound glutamyl to
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the 3’ end of the tRNA. A study of the allosteric information processing and
transduction was previously conducted using classical MD [77]. However, be-
cause the anticodon binding domain and catalytic site of GluRS are over 50
angstroms apart, the treatment of the entire pathway, with approximately
5,000 atoms, using QM accuracy would be unfeasible. Using QwikMD to
prepare a system with two independent QM regions, we were able to inves-
tigate the allosteric signaling pathway of the GluRS:tRNAGlu complex with
an accurate QM treatment of the two most critical regions of the system (see
Fig. 3.8a).
The communication pathways that lead to coordinated motion between
functionally important QM regions were analyzed using cross-correlation
based network analysis [77], and found to be significantly degenerate, as
previously observed using classical MD [77] (Fig. 3.8a). The QM/MM treat-
ment of critical regions lead to increased correlations between residues in the
active site and anticodon binding site. Suboptimal communication pathways
are based on the correlation of atom motion during the simulation and have
been employed to calculate allosteric signaling. Tightly correlated groups
of atoms are clustered into communities, indicating functional domains of
biomolecules and important interfaces between multi-molecule complexes.
The presence of multiple communities within a QM region and the occur-
rence of communities that cover both classical and quantum atoms, highlight
the seamless integration of QM and MM regions (Fig. 3.8b).
The aminoacylation reaction mechanism was for the first time investigated
to distinguish between four possible mechanisms (Fig. 3.9), all based on a
previously proposed concerted exchange where the 3’ or the 2’-OH oxygen
attacks the carbonyl carbon of Glu-AMP while the proton shifts to the phos-
phate’s oxygen [109]. In addition, the reaction was investigated while the
amine group of the adenylate was protonated or deprotonated.
QM/MM steered molecular dynamics (SMD) simulations were performed
to induce the possible reaction mechanisms, and intermediate states were
selected from the SMD trajectories to initiate a String Method optimiza-
tion. Ideally, the intermediate states should represent a gradual and smooth
change of values for the collective variable that describe the desired transfor-
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Figure 3.8: Mechanism of glutamyl-tRNA synthetase. a) Representation of the
glutamyl-tRNA synthetase allosteric pathway (red). Two independent QM regions are
highlighted, indicating the active site (blue) and the anticodon binding region (green).
b) Community analysis showing multiple communities involved in the active site. c)
Reaction mechanism of glutamyl-tRNA synthetase. d) Intermediate state of the
glutamyl-tRNA synthetase reaction showing the highest occupied molecular orbital. e)
Free energy profile of the glutamyl-tRNA synthetase reaction mechanism, calcuated
using eABF after a string method path optimization. Both eABF and the string method
were performed using QM/MM MD simulations with NAMD/MOPAC and PM7. f)
Free energy profile of the distancing and solvation of AMP calculated using ABF and
classical MD simulations. g) Snapshot of the minimum energy state during the release of
the AMP, showing the solvation of the phosphate group. The eABF free energy profile in
e corresponds to the most favorable mechanism (d). The final state of the reaction
revealed that the AMP-H phosphate was very close to the glutamyl-tRNA, keeping water
from entering the active site. As the AMP-H moves away from the charged tRNA, water
hydrates the AMP-H, as shown in f and g. Since in the final state of the eABF
calculation the distance between Glu-AMP:Carb-C and Glu-AMP:P-O was of 3 Å, we
used this distance as the connecting point (see red dashed line between e and f) between
the free energy profiles calculated with eABF and ABF. Adapted from [2].
mation. Since the steered QM/MM simulation will naturally over-represent
the initial and end states, and under-represent the unstable transition be-
tween substrates and products, special care must be taken when selecting
frames from the trajectory in order to initialize the string optimization.
This laborious task was made easy using a Jupyter notebook with special-
ized code that reads the SMD results and calculates the evolution of colvar
values along the trajectory. The tool automatically suggests a set of frames
67
Figure 3.9: Investigated Reaction Mechanisms for Charging of the tRNA.
Illustration of investigated concerted reaction mechanism for binding at a) 2’-OH group
of tRNA or b) 3’-OH group of tRNA (see text). The mechanism is based on concerted
proton transfer and attack on carbonyl carbon of Glu-AMP (red dashed lines).
Simulations were performed with either a protonated or deprotonated amino group of
Glu-AMP (in green), leading to four possible mechanisms. Adapted from [2].
that will evenly sample the colvar changes along the entire SMD simulation,
and can be used to achieve a user-defined maximum consecutive variation of
colvar values between images. This notebook is part of the advanced tutorial
(Appendix B), created to support this work and provide training for the
community.
The string method utilizes groups of unbiased MD simulations to find
the most probable transition path that describes the chemical reaction. As
described in the Methods, multiple iterations of the string optimization
progressively “smooth” the string and evenly distribute the images along the
overall transformation Fig. 3.11a-b, d-e, while the images themselves move
closer to the optimal path. The convergence of the process can be measured
by tracking how much change each collective variable presents at each iter-
ation. Fig. 3.11c and f shows that after 20 to 30 iterations, the strings
for the 2’ and the 3’ mechanisms were stabilized, displaying less than 0.1
Åaverage variation of colvar values.
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Figure 3.10: Jupyter notebook tool for preparing string optimization. Screen
shot of the interactive tool created to help automate and accelerate the process of setting
up a string method optimization. The image shows, in the foreground, multiple colored
lines that track the changing values of all collective variables. To the right, the second
plot indicates the highest variation in colvar value between consecutive images. Multiple
dashed vertical lines indicate the frames used as images to initialize the string. Red
dashed lines indicate the initial selection of frames evenly spaced along the SMD
simulation. Blue dashed lines indicate frames automatically selected to lower the
maximum colvar variation to the user-selected threshold.
Once optimized strings were achieved for all four possible reactions, the
paths were used to perform parallel extended-Adaptive Biasing Force (eABF)
calculations and determine the free energy transformation of each mechanism
(Fig. 3.12). In every case, multiple simulations were initiated from the im-
ages that define the string, accelerating the sampling process. The reaction
charging the 3’-hydroxyl group, with the amine group of the adenylate being
deprotonated, was observed to be the most favorable route with a barrier of
≈20 kcal/mol and final state at ≈8 kcal/mol (Fig. 3.8c-e).
Initially, all possible reaction mechanisms tested were observed to be en-
dergonic. However, closer examination of the final states revealed that the
AMP’s phosphate was only 3 Å away from the charged tRNA. Dissocia-
tion of the AMP-H from the charged tRNA opens space for hydration of its
phosphate group(Fig. 3.13), and was investigated using ABF and classical
MD simulations. As the products move apart and water enters the active
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site, hydrating the phosphate group of AMP-H, we observed a ≈22 kcal/mol
drop in free energy, making the entire reaction-solvation process exergonic,
with a ≈ −15 kcal/mol free energy variation between reactants and products
(Fig. 3.8e-g). It is worth noting that appending QM/MM eABF and MM
ABF results leads to a small imprecision in the connection between free en-
ergy values (red dashed line in Fig. 3.8e-f).
3.2.3 Conclusion
In this work, the string method was applied in combination with eABF in
order to determine an optimal transition between reactants and products,
and calculate the free energy change along that path. Their integration with
NAMD and parallelization capabilities with the QM/MM interface made the
work practical and efficient. However, the string method does suffer from a
limitation in that collective variables must be defined a priori, which may
leave important, yet counterintuitive, information outside the optimization
procedure, resulting in bad convergence and/or sub-optimal results. Unlike
other methods, the string optimization does not incur in extra cost if more
dimensions are explored, that is, if more colvars are used to define the tran-
sition.
In order to enhance the precision of calculation of rates from QM-MM sim-
ulations, and optimize the selection key states for a given chemical reaction,
methods for Transition Path Sampling were developed and applied over the
past several years [138, 139, 140, 141, 70]. Most applications tend to focus
on identifying a transition state for the system, but can be used to identify
the best descriptors for the transformation itself. Therefore, in future work,
the string method could be combined with parts of other implementations
that attempt to automatically determine the best set of collective variables
to describe a chemical transformation. This could be particularly useful for
enzymatic reactions that may involve a number of precise side chain orien-
tations, solvent distances, and tertiary structure realignments.
An important aspect of this work is the creation of a clear, direct, and
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Figure 3.11: String Convergence. String optimization of 7 collective variables that
controlled atom distances for key atoms involved in the different reaction mechanisms.
See caption and Fig. 3.9. All colvars are measured in Ångstroms. Figures a) and d)
represent the initial (pre-optimization) values of the collective variables for all images
along the strings for the 2’ reaction and 3’reaction, respectively. Figures b) and e)
represent the final optimized values of the colavrs for the 2’ reaction and 3’reaction,
respectively. Figures c) and f) show the mean deviation of the colvars along the iterative
string optimization. The deviation for a colvar was defined as the difference between the
average colvar value across all 15 walkers at each iteration and the average value at the
last iteration. String optimizations were run until average deviations were below 0.2
Å for at least 10 iterations. The same colors were used to identify the different colvars
across all images, and the legend indicates the pairs of atoms that are used to measure
the distance in each colvar. Adapted from [2].
open explanation of all steps involved in hybrid QM/MM simulations, while
providing extensive (and well documented) tests for energy conservation, and
the impact of the choices made by a researcher when configuring a hybrid
simulation with QM/MM bonds. The study that shows the existence and the
extent of the charge fluctuation in ChelPG calculations due to electrostatic
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Figure 3.12: Free Energy Profiles of the Analyzed Reaction Mechanisms for
Charging of the tRNA. The GluRS:tRNAGlu:Glu-AMP complex comprised 263,577
atoms, and 226 atoms were treated using the semiempirical PM7 method for the active
site. Free energy profiles were calculated from collective variables optimized by the
String Method, and the string images were used to define Path Collective Variables for
the eABF calculation. a) Free energy profile for the 2’ reaction with deprotonated amino
group. b) Free energy profile for the 2’ reaction with protonated amino group. c) Free
energy profile for the 3’ reaction with deprotonated amino group. d) Free energy profile
for the 3’ reaction with protonated amino group. For all systems, the free energy for the
products is higher then the one for the reactants. This is due to the complex exit
strategy of AMP, which involves solvating its PO4 group. This process was investigated
using classical MD ABF calculations (see Fig. 3.13). Adapted from [2].
effects shown in Fig. 3.6 is enlightening (and possibly frightening), and
should be a standard in all hybrid simulation codes. During the course of
this work, it became clear that the field is rich in problems yet to be conclu-
sively solved, and in proposed solutions yet to be systematically compared.
It is possible that both the technical challenges in creating the necessary
tools, as well as the computational efforts needed to test and compare said
tools, are hindering the progress in the field. Hopefully, the practical and
flexible aspects of the interface presented here, and the evolution of hardware
and software for the quantum chemistry community, will help the field move
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Figure 3.13: Mechanism of AMP-H exit. The free energy of solvation of the
AMP-H, was investigated using adaptive biasing force (ABF). The free energy profile
over the distance between Glu-AMP:Carb-C and Glu-AMP:P-O (see Fig. 3.11) was
used to investigate this mechanism of solvation. Solvation of AMP-H is a first step in the
exit strategy of this ligand. a) Free energy profile for the products of the 2’ reaction. b)
Free energy profile for the products of the 3’ reaction. Only products with an uncharged
amino group were investigated, as the exit mechanism is known to be facilitated by NH2.
Adapted from [2].
forward at an increasingly faster pace.
The flexible and modular approach taken here also create an improved plat-
form for future developments in the field of QM/MM simulations. Through
NAMD’s TCL interface and simple scripts, one can, for example, modulate
the treatment of the QM region during the simulation, and even change the
selection of atoms in it, as long as the region remains the same size. A future
development could include methods to vary the actual selection of the QM
region, expanding or reducing it as necessary. Similar research is currently
being performed [142], allowing solvent molecules to dynamically enter or
leave the QM region as a small solute diffuses through a box. This was not
made a priority here since the classical biomolecular application for QM/MM
calculations involves reactions taking place in enzymes’ active sites, which
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usually do not demand dynamic repartitioning of the simulated system.
Hybrid QM/MM protocols have been applied to a wide range of investiga-
tions, however, a comprehensive, customizable, easy-to-use, and freely avail-
able suite was not yet available to the broader computational biology and
material sciences communities. Building upon the synergy between NAMD
and VMD, a robust and user-friendly QM/MM suite was developed to pre-
pare, perform, and analyze QM/MM simulations. The test case study of
the GluRS:tRNAGlu:Glu-AMP complex revealed sub-atomic details of the
reaction mechanism for an essential step in establishing the genetic code,
and created the opportunity for the first combination of the string method,
parallel eABF, and QM/MM simulations. Moreover, the Network Analy-
sis results for the full complex also showed that the integration of classical
and quantum mechanical calculations permitted information exchange be-
tween the two simulation regimes. In summary, the ease of access through
QwikMD and modularity in NAMD will permit this suite to be used in a
variety of applications and contexts, including as a teaching tool, a research
interface, a platform for mixing-and-matching QM/MM with free-energy and
enhanced sampling methods, and even as a sandbox for the development of
new QM tools and QM/MM interactions schemes.
3.3 Dynamic network analysis applied to leucine tRNA
synthetase
3.3.1 Performance of the new implementation
Using the LeuRS : tRNAleu : Leu -AMP complex as an example, 100 inde-
pendent replicas of the system were simulated with classical molecular dy-
namics (50 with an Mg+2 ion in the active site, 50 without), each generating
50 ns of MD trajectories that were analyzed for node contacts. Approxi-
mately 1150 nodes were studied per replica (the exact number varies since
different amounts of water and ions were stably bound to the complex), and
it was found that among all simulations, of the (n ∗ (n− 1)/2) possible pairs
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of nodes in direct contact, only between 0.68% and 0.72% of the pairs were
actually in contact. By constraining the expensive calculation of the gener-
alized correlation coefficient to those pairs of nodes in direct contact, it was
possible to avoid ˜99.3% of the computational effort.
More importantly, since determining the pairs of nodes in contact is an
essential step in all dynamic network analysis studies, we can use the contact
matrix to reduce the complexity of the calculation of generalized correlation
coefficients from ∼ O(N2) to ∼ O(N) (Fig. 3.14 and Fig. 3.17). Consid-
ering an average number of contacts per node c, each node will participate in
c ∗ (c− 1)/2 contact calculations (one calculation per unique pair of nodes),
where c depends on the rules for determining a contact between nodes (see
Materials and methods), not on the total number of nodes of the system.
Figure 3.14: Scaling for the calculation of generalized correlation coefficients
for all pairs of nodes in contact. In red, the cost of calculating generalized
correlation coefficients from the binary system LeuRS : tRNAleu using the
implementation described in [88]. The scaling is proportional to the square of the total
number of nodes in the system. In blue, the linear scaling in the current implementation,
which only calculates generalized correlation coefficients between nodes in contact.
Analyzing the 100 independent replicas of the ternary complex, it was
found that nodes had approximately 8.25 direct contacts over the whole sys-
tem. Table 3.1 lists the average number of contacts per node, considering
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the different types of residues they represent.
Table 3.1: Average number of contacts per node type.
Type of Node < contacts > Number of nodes
All 8.25 1167




Leu -AMP 10.3 3
Contacts from nucleotide nodes are averaged between phosphate backbone and
nitrogenous base nodes. Average contacts were calculated averaging the number of
contacts of all nodes of the same type in one MD simulation. The average contacts for
adenylate nodes were averaged across the 50 replicas since only one Leu -AMP molecule
exists per replica.
With the accelerated generalized correlation calculation, the main time
constraint to applying dynamic network analysis becomes calculating the
contact matrix for the system in question. We see a slight drop in per-
formance when comparing the current implementation (based in MDAnaly-
sis and Cython optimized functions) with the original implementation [77]
(Fig.3.15), but simple mitigation strategies can be adopted to avoid a sig-
nificant drop in performance for large systems, as discussed below.
Estimating mutual information using the Kraskov et.al. [86] method de-
pends on re-ordering simulation frames, therefore sorting strategies will have
a large impact on the efficiency of the method as larger simulations are used
to calculate correlations. Fig. 3.16 shows the scaling of the current and the
Lange [88] implementations when calculating generalized correlation coeffi-
cients for the LeuRS : tRNAleu : Leu -AMP ternary complex. It is clear
from the curve fits that the elaborate sorting strategy chosen in [88] scales
better with respect to number of frames, but since it still relies on correla-
tion calculations between all nodes, the cost is much higher than that of the
current implementation. The current implementation also allows for paral-
lelization (Fig. 3.18).
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Figure 3.15: Scaling for the calculation of the contact matrix. In red, the cost
of calculating the contact matrix from the binary system LeuRS : tRNAleu using the
implementation described in [77]. In blue, the linear scaling in the current
implementation.
3.3.2 Method validation
The ternary complex LeuRS : tRNAleu : Leu -AMP was studied in 100
independent MD simulations, 50 with and 50 without a Mg+2 ion in the ac-
tive site, and the results were used to validate the updated dynamic network
analysis methodology. Our method could identify residues in the active site
that are essential for the aminoacylation reaction, and identity elements in
the protein:tRNA interface that guarantee the correct binding of the protein
to its cognate tRNA (Fig. 3.19 and 3.20).
Several experimentally verified identity elements show similar binding pat-
ters in simulations with and without Mg+2 in the active site, such as the pairs
Arg719-D16, Pro651-G13 and -A14, Leu854-G19, Asn856-G19, Trp223-A73,
and connections between Lys619 and Met620 to the adenylate molecule.
Arg719 is part of the conserved K/DD/RR motif, and makes contacts with
the modified base dihydrouridine 16, as well as neighboring bases A15 and
C17. Both G19-C56 and A14-U48 are known base pairs shown to be impor-
tant for both recognition and aminoacylation, while Trp223, which in our
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Figure 3.16: Scaling for the calculation of the generalized correlation
coefficients with respect to sampled simulation frames. In red, the cost of
calculating the generalized correlation coefficients for the LeuRS : tRNAleu : Leu -AMP
ternary complex using the Lange et.al. implementation [88]. In blue, the scaling for the
current implementation. The system has a total of 1167 nodes and 4816 pairs of nodes in
contact.
analysis has a high correlation contact with A73, is essential to identify the
discriminator base A73 for the selection of the correct tRNA molecule [99,
98, 143, 100]. Lys619 and Met620 are part of the conserved 619-KMSKS loop
in the catalytic site, and make direct contacts with the ligand [96].
Other contacts are also prominent in both systems, although no experimen-
tal evidence could be found to suggest a biochemical rationale for their role
in complex stabilization. Examples are the Ala727-A22 and -C23 contacts,
Asn734-C23 and -A24, Gly665-A24 and -C25 contacts, and Phe648-G12, -
C23, and -A24 contacts. Bases C23 and A24 compose the core region of the
tRNA, making them essential in keeping the overall structure of the tRNA.
Also, Arg668 interacts with bases C25, A26, A38 and U39, making stabiliz-
ing contacts for the anticodon arm.
The Ser618-G69 and -G70 contacts were only prominent in simulations
without the ion in the active site. Since Ser618 is next to the conserved 619-
KMSKS loop in the catalytic site, this could indicate a partial destabilization
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Figure 3.17: Scaling for the calculation of the generalized correlation
coefficients with respect to number of node pairs in contact. A total of 500
frames from the simulation of the ternary complex LeuRS : tRNAleu : Leu -AMP were
used. The system has a total of 1167 nodes and 4816 pairs of nodes in contact. The list
of node pairs was used to sample progressively more pairs for the benchmark, and was
re-used to simulate larger systems with more node pairs.
of the community motion in the region. On the other hand, some contacts
were strong only in simulations with the ion in the active site. Gln190, a part
of the conserved ZN-binding region, binds to C74, next to the discriminator
base A73. Glu731 coordinates a Mg+2 and binds to A22 and C23, which
are also targets of high correlation contacts by other amino acids. Met654
binds strongly to G6, and Val803 binds strongly to U20, another residue of
the D-arm that is consistently mutated to a dihydrouridine in UAAtRNAs.
3.3.3 Active site destabilization by Mg+2 ion
While an important component of protein:tRNA complexes, the role of mag-
nesium ions in binding and aminoacylation reactions of tRNA-synthetases
appears to vary between target amino acids [144, 96]. For example, the
structure for the pre-transfer state of T. thermophilus glutamyl-tRNA syn-
thetate (ttGluRS) was solved by means of X-ray crystallography [125], show-
ing no Mg+2 ion in the active site. Subsequent QM/MM simulations of the
aminoacylation reaction (without the ion in the active site) resulted in an
79
Figure 3.18: Scaling for the calculation of the generalized correlation
coefficients with respect to number of cores used to parallelize the
calculations. A total of 500 frames from the simulation of the ternary complex
LeuRS : tRNAleu : Leu -AMP were used. A total of 1, 5, 10 and 15 cores were used in
this benchmark. As with Fig. 3.17, the list of 4816 pairs of nodes in contact was used to
sample progressively more pairs for the benchmark, and was re-used to simulate larger
systems with more node pairs.
activation barrier similar the barriers previously determined for other sys-
tems [2, 96, 110]. Differently, for LeuRS, even though the pre-transfer crystal
did not show a Mg+2 ion in the active site [96], QM/MM simulations sug-
gested that only with the ion could the reaction display an activation barrier
close to what was experimentally determined [110].
In order to study the impact of the Mg+2 ion in LeuRS’s active site, 50
independent MD simulations of the LeuRS : tRNAleu : Leu -AMP ternary
complex were conducted with and without a Mg+2 ion in its active site.
The first significant difference was a shift in the orientation pattern between
Adenine 76 and the adenylate target (Fig. 3.21). The ion causes the nitroge-
nous base and ribose ring to shift between two conformations, one bringing
the O2’ oxygen closer to the carboxylic carbon of the adenylate, the other
bringing the O3’ oxygen closer. Without the Mg+2 ion, all 50 independent
simulations show a single orientation favoring the O2’ oxygen to receive the
amino acid residue. Since LeuRS has been shown to charge the tRNA in the
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Figure 3.19: Mean generalized correlation coefficients for contacts along the
LeuRS : tRNAleu : Leu -AMP interface without Mg+2. The figure shows pairs of
nodes along the protein:tRNA interface. The x axis is labeled by amino acid residue, and
the y axis indicates average generalized correlation coefficient (vertical black bars
indicate standard error of the mean). Labels indicate the second node in the interacting
pair, circle size indicates the average Cartesian distance, and colors discriminate the type
of residue (LAMP is the Leucyl-AMP adenylate, and H2U is the modified dihydrouridine
16). We show amino acid residues which have at least one connection with a mean
correlation higher than 0.3. All data presented in this figure refers to replicas ran without
the Mg+2 ion in the active site. The system with the Mg+2 ion showed similar results
for overall interface connectivity Fig. 3.20 .
O2’ oxygen, this would indicate that the ion actually disturbs the catalytic
process.
We can also compare changes in Cartesian and network distances and as-
sess the response of the active site to the presence of the Mg+2 ion (Fig.
3.28). We observe that residues Asp80, Leu41, and its neighbours Met40
and Pro42, have significant decreases in network distances, indicating tighter
correlation with the adenylate, when the ion is present in the active site. The
rest of the residues are largely unaffected by the presence of the ion, show-
ing similar network distances towards the adenylate. Small changes in mean
Cartesian distances were observed, but due to the very dynamic nature of
the residues, they presented comparatively large standard errors, and very
similar mean values, making it impossible to identify any significant changes.
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Figure 3.20: Mean generalized correlation coefficients for contacts along the
LeuRS : tRNAleu : Leu -AMP interface with Mg+2. Similar to Fig. 3.19. The
figure shows pairs of nodes along the protein:tRNA interface. The x axis is labeled by
amino acid residue, and the y axis indicates average generalized correlation coefficient
(vertical black bars indicate standard error of the mean). Labels indicate the second
node in the interacting pair, circle size indicates the average Cartesian distance, and
colors discriminate the type of residue (LAMP is the Leucyl-AMP adenylate, and H2U is
the modified dihydrouridine 16). We show amino acid residues which have at least one
connection with a mean correlation higher than 0.3. All data presented in this figure
refers to replicas ran with the Mg+2 ion in the active site.
In this work, dynamical network analysis was extended to use the “Mul-
tilevel” clustering algorithm [135], resulting in community assignments for
200 independent MD simulations. This allows us to highlight regions of
the LeuRS : tRNAleu : Leu -AMP complex which consistently display con-
certed dynamics. We observe a significant difference in the community struc-
ture of the active site when the Mg+2 is present (Fig. 3.22 inset). With
respect to the adenylate, its three nodes are clustered together in 26.0% of
replicas when the Mg+2 ion is present, but only 10% of the replicas with no
ion. An assignment of nodes from an adenylate to different clusters has been
reported in GluRS, and is believed to be necessary for the charging of the
tRNA [77]. Regarding the surrounding residues in the active site, we can
observe that important catalytic residues are more frequently clustered with
the adenylate’s amino acid node when the simulation does not contain the
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Mg+2 ion (Fig. 3.22 and 3.23).
Figure 3.21: Distribution of distances
between Adenine 76 O2’ and O3’
oxygen atoms and adenylate
carboxylic carbon. The peak of the
distribution of distances between the O2’
oxygen of Adenine 76 and the adenylate’s
carboxylic carbon is 4.24 Angstroms with
Mg+2, and 4.65 without the Mg+2 in the
active site.
The cluster assignment for residues
in the active site was much more sta-
ble when the Mg+2 was not present
(Fig. 3.23). In particular, we ob-
serve that most active site residues
increase their clustering with the
adenylate when the ion not present.
For example, Asp80 is in the same
community with the carbon node of
Leu -AMP in 46% of the simula-
tions with the Mg+2, and goes up to
72% of community persistence with-
out the ion. The same pattern was
followed by other residues that face
the amino acid portion of the adeny-
late. A significant increase in com-
munity persistence was also shown
in every connection between residues
that face the phosphate and nitroge-
nous base nodes of Leu -AMP (Fig.
3.23). Residues Leu41, Pro42 and
Tyr43 cluster consistently with the
carbon node of LAMP. They form a group with residues Gly51, Hsd52,
Asn55, and Tyr56, as well as Asp80, that are biased to cluster together
when there is no Mg+2 in the active site. Under the same condition, residues
Gly530, Ile531, Glu532 more consistently cluster with the nitrogen and phos-
phate nodes of LAMP. They form a patch of nodes that consistently group
together, extending to residues Gln566, Gly567, Met568, Val569, Lys619,
Met620, and to a lesser extent, nodes Tyr527, Gly529, Hsd533 and Hsd537.
For the explicit cluster assignments covering all above contacts, see Fig.
3.24 and 3.25 for simulations without and with the Mg+2 in the active site,
respectively.
As expected, the overall clustering of nodes across the entire protein:tRNA
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system did not change considerably with the presence of the Mg+2 ion in the
active site (Fig. 3.26 and 3.27).
Essentially, the data suggests that the fluctuations in geometry seen in
Fig. 3.21 are not directly captured by mean Cartesian distances between
residues (Fig. 3.28), but can be identified in network distances, and are
clear when analyzing clustering assignments. This highlights the importance
of correlation-based measurements when analyzing and extracting informa-
tion from MD simulations.
Figure 3.22: Distribution of community persistence between all nodes
making direct contact to the adenylate. All nodes that make direct contacts with
the adenylate are used to create a pairwise heat-map of community persistence. The
lower triangular matrix indicates the difference in community persistence between
LeuRS : tRNAleu : Leu -AMP simulations without VS with the ion. The inset
highlights the community persistence between nodes of the adenylate. The percentage of
simulation replicas in which the pair of nodes was assigned to the same community was
based on clustering results shown in Fig. 3.23.
3.3.4 Contact differences between adenylates
Beyond the differences between Leu -AMP systems, we also analyzed the
active site interactions for the LeuRS : tRNAleu : Nor -AMP and LeuRS :
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Figure 3.23: Distribution of community persistence between all nodes
making direct contact to the adenylate. All pairs of nodes that make direct
contacts with the adenylate are used to create a pairwise heat-map of community
persistence, that is, the percentage of simulations in which the pair of nodes was assigned
to the same community.
Figure 3.24: Community assignment for all contacts in active site without
Mg+2. All pairs of nodes that make direct contacts with the adenylate are selected to
create community map. The x axis indicates the node, the y axis indicates simulations
windows. Communities are color coded.
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Figure 3.25: Community assignment for all contacts in active site with Mg+2.
All pairs of nodes that make direct contacts with the adenylate are selected to create
community map. The x axis indicates the node, the y axis indicates simulations
windows. Communities are color coded.
Figure 3.26: Community assignment for all nodes in the system without the
Mg+2 ion in the active site. This community map is composed of all nodes in the
system. The x axis indicates the node, and is ordered so that nodes in the same
community are grouped together. The y axis indicates simulations windows.
Communities are color coded.
tRNAleu : Ile -AMP complexes. For most residues, a significant difference
was observed in network distance towards the adenylate, favoring the asso-
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Figure 3.27: Community assignment for all nodes in the system with the
Mg+2 ion in the active site. This community map is composed of all nodes in the
system. The x axis indicates the node, and is ordered so that nodes in the same
community are grouped together. The y axis indicates simulations windows.
Communities are color coded.
ciation with Ile -AMP or Nor -AMP , instead of the cognate Leu -AMP
(Fig. 3.28). Moreover, methionine 40, glycine 51, serine 496, histidines 533
and 537, and glutamine 566 showed stronger correlations to the isoleucine-
adenylate when compared to Nor -AMP and Leu -AMP . The only ex-
ceptions were lysine 619 and methionine 620, the first two residues of the
KMSKS motif. Both showed more correlation with Leu -AMP than with
Ile -AMP or Nor -AMP . Inspecting the simulations, it was clear that the
contacts leading to the strong correlation were primarily between the back-
bone peptide bond shared by the two residues, and the nitrogenous base of
the adenylate. Therefore, neither the side chain of the amino acids, nor the
amino acid moiety of the adenylate were directly involved in the robust and
selective contacts.
3.3.5 Discussion
With the improvement in performance for calculation of correlation coef-
ficients, the network analysis framework becomes constrained in an earlier
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Figure 3.28: Cartesian and network distances in LeuRS active site. Mean
distances for Cartesian or Network measurements between residues in the active site and
the adenylate (system indicated by color scale). Only residues with mean Cartesian
distance shorter than 4.5 Åare shown, indicating residues that would be in contact with
the adenylate with our network analysis methodology. The network distance shown for
any given residue is the shortest of all (non-zero) network distances between that
residue’s node and the three nodes of the adenylate.
stage: the determination of a contact matrix. As the contact matrix de-
scribes which nodes are connected to which other nodes in the system, it will
invariably depend on a ”all-to-all” distance calculations (an O(N2) process),
in order to determine which residues are closer than a cutoff distance from
a reference residue. This calculation becomes very expensive very quickly,
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and a large amount of frames (many hundreds to thousands) from an MD
simulation must be sample as to create a good contact matrix.
One approach that could help mitigate this issue would be to perform the
contact detection in multiple stages. In an initial stage, in order to estimate
the nearest neighbours of a reference residue, a larger cutoff distance is used,
and a smaller number of sampled frames is scanned. In a following stage, the
distance cutoff is lowered, and more frames are used to detect contacts, but
only distances between the reference residue and its neighbours from the pre-
vious stage are calculated. At each stage, the list of neighbours is trimmed,
and number of distance calculations will be smaller. The sub-sampling of
frames from the MD trajectory would need to be done carefully, as to avoid
missing contacts.
Since the limitation created by the contact matrix creation is considerably
smaller than that of the calculation of generalized correlation coefficients, the
problem was not tackled in this work. However, the mitigation strategy pro-
posed above would be trivial to implement in case contact detection became
a limiting factor.
As for the cost of re-ordering simulation frames while estimating the mu-
tual information between tow nodes, there are several fast sorting strategies
available in widely used software packages. Here, the “quicksort” method
implemented in NumPy was chosen for its ease of use and good performance.
It is worth mentioning that,as simulations grow longer, it will be more in-
formative to cut large trajectories into windows and analyze the system’s
progression over different states, instead of “averaging” large conformational
changes into one contact matrix and correlation network. Therefore, even for
long MD simulations, the number of frames in each window would be rela-
tively small, keeping this factor from hindering the calculation of correlations.
The trade-off between keeping “large enough” windows that will reliably
capture system’s state, and “small enough” windows that will not average
out important fluctuations, is not something we believe to be system inde-
pendent, and requires careful case-by-case examination.
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The Multilevel algorithm was chosen because it outperforms all other com-
monly used methods when accounting for speed and accuracy [145], in par-
ticular within the range of network sizes one tends to encounter in network
analysis of macromolecular complexes (hundreds to thousands of nodes).
Studying the active site of LeuRS, we could see that the orientation be-
tween Adenine 76 and the adenylate is heavily affected by the presence of
the Mg+2 ion. Beyond simple topological shifts, our methodology could
show that the community structure of the active site changed significantly.
When compared to previous results from dynamical network analysis of the
pre-transfer state of GluRS [77], we see that the amino acid node of the
adenylate belonged to a different community in 90% of the replicas without
the Mg+2 ion, much like the amino acid node in the GluRS system. This
could indicate a dynamic behavior conducive to the charging of the tRNA.
With the ion in the active site, however, that rate drops to 74%.
Our results also indicate that the active site of LeuRS is not optimized
for stabilizing a leucine adenylate for transfer of its amino acid group to the
bound tRNA molecule, but rather an isoleucine or norvaline adenylate. Pre-
vious studies with LeuRS have suggested that its editing capabilities evolved
to focus on correcting norvaline mischarging, rather than isoleucine [104].
That is because the discrimination against isoleucine occurs at the activa-
tion step, preventing the formation of the Ile -AMP ligand in the active site.
Indeed, Fig. 3.28 suggests that both Ile -AMP and Nor -AMP are more
strongly coordinated in the active site than the cognate Leu -AMP , but also
suggests that the cognate ligand can be preferentially stabilized by the first
two residues of the conserved KMSKS motif.
The conserved 619-KMSKS loop in the catalytic site shows great simi-
larity to other conserved sequences found in ATP binding proteins, such as
ATPsynthases, helicases and active transport pumps, and was postulated to
help the activation of the amino acid by coordinating the γ-phosphate of
ATP [146, 147, 148, 149]. In this study, the initial states of the LeuRS :
tRNAleu : Leu -AMP , LeuRS : tRNAleu : Nor -AMP and LeuRS :
tRNAleu : Ile -AMP complexes had an activated amino acid (Leu -AMP ,
Nor -AMP or Ile -AMP , respectively) in their active site. Therefore, the
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previously observed activation-related function of the 619-KMSKS motif was
not relevant for the simulations carried out in the present study. Still, we
observed a significant difference in correlation measurements of the two first
residues of the loop, having associated more strongly with the nitrogenous
base of Leu -AMP than with the same moiety of Ile -AMP or Nor -AMP
(Fig. 3.28). Interestingly, even though the whole KMSKS motif is con-
served, previous studies that highlighted its importance for the activation of
the amino acid focused on the -SKS end of the loop. The first lysine was
shown to be essential and highly conserved, but the second lysine showed
strong interactions with the pre-activation ATP substrate. Here, the initial
two resides Lys619 and Met620 were selective for the cognate amino acid,
suggesting a role in stabilizing the correct adenylate for the aminoacylation
reaction.
As for information transfer, the residue Leu570 has been shown to be
essential for aminoacylation and binding [150], however Leu570 makes no
direct contacts with the adenylate. It is located just upstream of the LS
domain, which has also been shown to be essential for proper charging of the
tRNA. Using the clustering information gathered from the multiple replicas
ran on the system. we can observe that the neighbouring residue Val569 is
consistently clustered with the nitrogen node of LAMP, due to a backbone
interaction with the nitrogenous base. This suggests Val569 may be Leu570’s
information relay towards the active site and the enzymatic activity, although
it does not explain the source of Leu570’s influence over the reaction.
Although much information can be gathered from the conservation of the
amino acids in specific positions of the molecule, their influence over the
canonical activities of the enzyme (activation of an amino acid residue, and
subsequent charging of a tRNA molecule, with possible editing activities)
can be complicated by non-canonical activities of the same protein. In a
similar fashion, it is possible that certain global behaviors observed through
community analysis of the system may relate to non-canonical activities of
the protein, or the protein:tRNA complex. This factor should be consid-
ered in future studies and analysis as to avoid connecting phenomena which
are actually not connected in the cellular context. For example, the yeast
LeuRS has been shown to mediate the nutrient signaling to the cell growth
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regulator TORC1 [151], although LeuRS’s activity is halted by its associa-
tion with mischarged tRNA. One could imagine that community analysis of
the LeuRS : tRNAleu complex would highlight a stabilization effect of the
tRNA over the protein as to avoid the signal or association with TORC1, in
a biological activity not associated with the aminoacylation reaction.
3.3.6 Conclusion
We have shown that network analysis can recover essential contacts in the
protein:tRNA interface of the LeuRS : tRNAleu : Leu -AMP complex, as
well as key catalytic residues in its active site. Another compelling reason to
favor analysis based on generalized correlation coefficients instead of relative
Cartesian distances between residues, comes from the dynamic and flexible
nature of protein structures and amino acid side chains. The precision with
which we can assign correlation coefficients is far better than the precision
obtained from distance measurements (Fig. 3.28). Community persistence
analysis extends the power of generalized correlation coefficients by analyz-
ing reproducibility of cluster assignments, revealing features that cannot be
obtained from simple geometrical and topological examination.
From the study of LeuRS’s active site, dynamical network analysis revealed
that the residues that stabilize the ligand and catalyze the reaction have a
markedly different dynamics when an Mg+2 ion is present, leveraging the
vast amounts of information MD simulations accumulate to create analysis
that go far beyond simple topological features and vague correlation matri-
ces. Moreover, the updated implementation and interface make use of latest
technologies to provide fast analysis and informative results, as well as an
interactive environment that allows the exploration of features particular to
each individual system. In particular, the linear scalability in correlation cal-
culation afforded by the current implementation allows for large systems to
be tackled, without compromising precision of correlation values or coverage
of the macro-molecular system.
Almost all active site residues that make contact with the adenylates tend
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to correlate more with the isoleucine- and norvaline-AMP ligands than with
the leucine-AMP molecule (with or without the Mg+2 in the active site). The
only two exceptions are lysine 619 and methionine 620, which present shorter
network distances towards Leu -AMP . Interestingly, the two residues are on
the opposite side of the adenylate molecule form the amino acid group, co-
ordinating the nucleic base. Comparing the community persistence plots,
we note that the Lys619 and Met620 are clustered together in 100% of the
simulations, along with Val569 (neighbour residue of the essential Leu570
discussed above). The three residues cluster together with the nitrogen
node of the adenylates upwards of 90% of the time (94% for Leu -AMP
and Ile -AMP , and 98% for Nor -AMP ), indicating an important cooper-
ative unit that stabilizes the nucleic base in the active site.
3.4 Exploring biological variability in multiple scales
To this day, many simple classical MD simulations (200k atoms, 20ns long)
are still ran with few replicas, or even no replicates. One can cite recent
costly simulations of very large systems (many hundreds of millions of atoms
or more), but those are not the most common type of simulations ran today,
mainly because most researcher in the field do not have access to the massive
amounts of computer time required for such large scale simulations.
In the LeuRS work, taking for example the Leu -AMP simulations, we
can see large variability in distances between important catalytic residues
and the ligand both when there is a magnesium ion in the active site, and
when there is no ion in the active site. We could rely on solid results since
50 simulations were ran per system, but if only one or two simulation were
ran with and without the ion, and by chance we observed similar results of
each case, no conclusion would be drawn. Worst would be the case where
the two simulations gave different results. If, by chance, the two simulations
with the ion in the active site showed the longest distances between active
site residues and ligand, and by chance the two simulations without the ion
resulted in shorter distances, that would give us a false sense of security
in results that are clearly not representative of the average behavior of the
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system. this point is further exemplified by the work on adhesive proteins,
and on the classic biotin:streptavidin interaction. Both works showed how
variable can simulations results be, and how important is the sampling for
computational studies of biological systems [152, 153].
The issue of sampling in MD simulations is currently being tackled by
technological advances in the form of high density computer clusters, as well
as in new parallel implementations for enhanced sampling and free energy
calculations. Both hardware and software advances allow us to achieve the
very important sampling demands while speeding up individual simulations.
In particular, for QM/MM simulations that can be very computationally de-
manding and time consuming, both the classical and quantum mechanical
portions can be parallelized, even using different hardware. NAMD can use
multiple cores of the same computer node (or multiple nodes) while outsourc-
ing the QM calculation to different cores, or different nodes.
In a similar observation, our cell-scale simulations of the metabolic network
of yeast also showed how essential is the sampling in order to capture biolog-
ical behavior. Thousands of cells needed to be simulated in order to achieve
a stable growth rate distribution and consistent results regarding metabolic
variability. Our ability to complete large amounts of simulations within min-
utes to hours also opened the possibility to explore the metabolic network’s
dependence on specific reaction rates, and identify the impact of individual
reaction on the global behavior. The genetic algorithm approach used here
provided a unique opportunity to explore the yeast metabolic network, from
a perspective only feasible through computational biology.
Proper sampling in computational simulations was, therefore, an important
aspect throughout the work done in this thesis. Despite being a seemingly
simple concept, its consequences seem to be under explored in the molecular
dynamics universe, as well as within systems biology. Single cell sampling
and single molecule measurements are growing fields, and will hopefully fuel
a new era of enhanced sampling and even more detailed modeling.
Future work on metabolic models now includes the integration of ODE
models and FBA models, and will probably become the next standard [154,
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155, 156, 157, 158, 159]. Despite the extensive coverage of FBA models,
their “growth optimization”-oriented philosophy constrains their application
when studying reactions that are not essential for cell growth. Moreover, it
ignores metabolite-level regulation as small fluctuations in metabolite con-
centration are not modelled. ODE models allow the integration of regulatory
information, when available, and provide time resolved data that can also be
compared to experimental observations. A combined model provides the cov-
erage and simplicity of FBA and the regulatory control of ODE.
The study of more complex organisms using the detailed approaches within
systems biology is now a possibility, and a growing field of study. The main
constraint - lack of reliable and detailed experimental data - is being lifted:
a increasing number of studies provide detailed quantitative information at
single-cell level for hundreds to thousands of genes, transcripts, and pro-




Over the course of my PhD, a significant amount of time was dedicated to
creating and perfecting teaching tools, so that students and researchers could
benefit the most from the work developed here.
4.1 QM/MM tutorials and workshop
Given the extent and advanced nature of the QM/MM work, two tutorial
were designed to meet the needs of future users of the hybrid QM/MM
interface in NAMD and VMD. The first, a basic tutorial using QwikMD
(Appendix A), the second, an advanced tutorial using an interactive Jupyter
notebook (Appendix B).
The basic tutorial covers the steps in order to set up a system for hy-
brid QM/MM simulations. It focuses on researchers who have never used
the QM/MM interface before, and who have limited knowledge of scripting
interfaces, and MD simulations. Even an initial tutorial will still cover ad-
vanced material, since QM/MM is a complex mixture of currently-developing
technologies, therefore the researcher will need to familiarize her/himself with
the basic functionality of NAMD, VMD and MOPAC or ORCA.
The tools covered by the basic tutorial “hide” the file preparation and
configuration options behind a simple interface in QwikMD. In short, one
simple modification must be made to the input PDB file: the atoms which
will be treated quantum mechanically must be identified by changing the
value in their ”beta” (or ”occupancy”) column to a positive integer. The
chosen column must be identified in the configuration file using the “qm-
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Column” keyword (the column will be referred to as the “QM Column”).
Different independent QM regions can be identified in the same PDB file by
using different identifiers in the QM Column, that is, all atoms in QM region
“1” should have the number one (1) in their QM Column fields, all atoms in
QM region “2” should have the number two (2) in their QM Column fields,
and so forth.
One extra atom identifier is needed when only part of a molecule is to be
treated by quantum mechanics. If a covalent bond has one atom in the MM
region and another in the QM region, both should have a non-zero value in
their Bond Column (the column not used as QM Column, either “beta” or
“occupancy”). In this case, the Bond Column must also be identified with
the keyword “qmBondColumn” in the configuration file, otherwise its data
will be ignored and no QM/MM bonds will be identified. An important con-
sideration when deciding which bond(s) will separate the QM from the MM
region is the distribution of charge in across the molecule, as discussed in the
Methods section of this thesis.
We also prepared and distributed an example with a small system and
a TCL script that prepares it for QM/MM simulations. This is an inter-
mediate step between the basic tutorial discussed above and the advanced
tutorial that will follow. It introduces the scripting and file modifications
explicitly, but still includes a TCL script can automatically detect and pre-
pare QM/MM bonds, contingent on the QM region being defined by simple
selections of residues. The script is capable of handling protein and nucleic
acid sequences, and can serve as a template for more complex systems. This
simple example also provides a minimal configuration file for a simulation
with one QM region and a standard selection of parameters. The example
file indicates the selection of keywords that must be added to NAMD’s con-
figuration file in order to activate QM/MM and pass the proper data to the
chosen quantum chemistry software.
The advanced tutorial was aimed at advanced users of hybrid MD sim-
ulations, and makes use of a Jupyter notebook to prepare and execute all
steps needed to simulate a chemical reaction in NAMD. It was important to
provide a complete example that could be used as a basis for future projects,
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instead of a small tutorial that focuses only on one aspect of the work. We
could raise the fact that the topic is complex by nature, but also, key ele-
ments of the preparation of the system, and the analysis of results, are poorly
explored in tutorials and documentations of other available tools.
Our advanced tutorial starts by covering the creation of a new molecule,
atom-by-atom, in an enzyme’s active site using VMD. The same process
could be used to simulate a new drug, for example. Next, we cover the cre-
ation and simulation of a classical MD run, to equillilbrate the new system.
The jupyter notebook also helps selecting and preparing a QM region for fur-
ther equillibration, but this time using hybrid QM/MM simulations. We also
select a reaction coordinate, prepare, and run a “steered” MD simulations
to create an initial guess of the chemical reaction. This particular steered
MD guides an atom towards another atoms until a cutoff distance is reached,
and can be used either to keep atoms close together with a fixed distance
being defined, or to induce the formation of bonds without bringing atoms
too close. The following step is the preparation and execution of a “String
Method” procedure to optimize the reaction coordinate. The jupyter note-
book assists the process by analyzing the progressive change of all collective
variables along the steered MD, and suggesting a selection of frames that
evenly describe their change. Tihs provides a good initial guess for the string
calculations. Finally, after analyzing the results of several iterations of the
string optimization, and observing a stabilization of the reaction coordinate,
an extended-ABF simulation is prepared and ran to calculate free energy
changes along the optimized reaction coordinate.
The advanced tutorial was prepared for the broad public, but was also the
last piece of the workshop held at the Beckman institute in April, 2018. All
material was provided to students, but to facilitate their use of the software,
and to minimize time spent installing and preparing the necessary tools, and
Aamazon Cloud image was prepared and also made available to all students.
The use of Amazon Elastic Cloud Computing also enabled all students to use
the necessary hardware for the more demanding steps that regular laptops
would not be able to accomplish.
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4.2 Whole cell simulation workshop
In order to develop state-of-the-art tools for whole-cell simulations, it is nec-
essary to use the most advanced tools available in computer science. The
core of Lattice Microbes [163, 164], for example, is designed using CUDA, a
specialized extension of C++ that allows one to make use of graphical pro-
cessing units for general purpose computing. For the newest interfaces and
cell-building tools, the Python language, along with several of its advanced
scientific libraries, were employed. This presents a challenge when it comes
to teaching this new tool to researchers who are new (and some times not
so new) to the field, since having a sufficient understanding of Python itself
becomes an initial barrier.
For the “Hands-on” workshop on cell scale simulations, hosted at the NIH
center the Beckmann Institute, an initial teaching material had to be designed
as to balance a good coverage of Python and its advanced libraries, while not
taking the focus from the main topic of the workshop, which was whole cell
simulations. The result was an “Introduction to Python” (Appendix C)
that took form as a Jupyter notebook, providing an interactive and extensive
tutorial that covered a broad range of subjects. From the basics of the Python
scripting language, to visualization and advanced scientific packages, com-
bining texts, explanations and interactive exercises, this tutorial was broadly
distributed and highly praised during the workshop.
4.3 Computational biophysics
While a Teaching Assistant in the Computational Biophysics class, taught
by my adviser, my included preparing and grading homework, and helping
student complete their assignments. During that process, we found that most
students lacked basic operational knowledge of current tools for analyzing
data. One of the basic processes they had troubles with was fitting observed
data, and producing plots from the fits. Most students resorted to manual
estimations, and few used computational tools. In order to help cover the
fitting and plotting process, two notebooks were created with the homework
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The file named “BasicQMMM.zip” contains a tutorial for beginners, explor-
ing the easy-to-use QwikMD interface in VMD. This is based on a PDF with




The file named “AdvancedQMMM.zip” contains a tutorial for advanced users
of hybrid MD simulations, making use of a Jupyter notebook to prepare and
execute all steps needed to simulate a chemical reaction in NAMD. The tu-
torial covers the creation of a new molecule, atom-by-atom, in an enzyme’s
active site (to simulate a new drug, for example), the creation and simulation
of a classical MD run, the selection and preparation of a QM region, equilli-
bration using hybrid QM/MM simulations, definition of a reaction coordinate
and “steered” MD simulations to create an initial guess of the chemical re-
action, the preparation and execution of a “String Method” procedure to
optimize the reaction coordinate, and finally an extended-ABF simulation to




The file named “PythonIntro.zip” contains an interactive introduction to
Python3, from basic Python to advanced scientific modules. When fully
executed, the material amounts to approximately 80 pages of text, code, and




The file named “BasicFunctionFitting.zip” contains two notebooks, one in
Python as a Jupyter Notebook, and one R notebook. Both have basic ex-
amples showing how notebooks can be used to manage simple data and how
language-specific packages (or libraries) can be used to fit an arbitrary func-
tion to the data finding optimized parameters.
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