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The big picture: phrasal
movement in morphology
1.1 A fixed order of suffixes
Consider the following suffixes in Kı̂ı̂tharaka (SVO; Bantu, E54; Kenyan):
COERCE, a causative morpheme expressing coercive causation,ABLE a mor-
pheme that triggers passivization and expresses a middle-like “easy” reading,
ERRATIC an affix that conveys an event occurs at irregular intervals,HABITUAL
a suffix that conveys a situation occurs/holds over an extended period of time,
andPERFECT, a morpheme conveying that an eventuality that started in the past
extends/ is relevant to the present.
These morphemes come in the fixed order in (1) (≺=preceeds).1
(1) root≺ COERCE≺ ABLE≺ ERRATIC≺ HABITUAL≺ PERFECT
The ordering of the suffixes in (1) raises at least three issues (i) how the suf-
fixes relate to one another (ii) why the suffixes come in the fixed order they
do (iii) how the relations between the suffixes and the fixed order they come
in are mediated.
Morphemes carry meaning and therefore they relate with other morphemes
in terms of scope. Syntax has a technology that expresses scopes - asymmetric
c-command. The scope relations are such that the scoping morpheme asym-
metrically c-commands the out-scoped morpheme. We can understand asym-
1We should note here that theHABITUAL and thePERFECT, when they occur on the same
root produce a very marginal result. The ordering of theHABITUAL andPERFECThowever
is easy to establish by transitivity. Thus theHABITUAL precedes the applicative, while the
PERFECTfollows it.
1
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metric c-command as in (Kayne 1994:pg. 4): X asymmetricallyc-command
Y iff X c-commands Y and Y does not c-command X.
Once we establish the relative scopes for all the suffixes, weget the base
or hierarchical order. The base order opens a way for understanding (part of
the question) why morphemes come in the fixed order that they do: once mor-
phemes have been combined by the syntactic operation merge,the hierarchy
established by this first step of merge usually called external merge can be dis-
rupted by movement also called internal merge (Chomsky (2001), Chomsky
(2004)). Syntactic research over the last few years has succeeded in showing
that movement of syntactic constituents occurs in a restrictive way. We will
show in this chapter that the movements that disrupt the baseorder in the verb
are restricted in a manner strikingly similar to the movements that disrupt the
base order in the noun phrase (cf. Cinque (2005)). So both Universal 20 (the
range of permissible disruptions in the NP) and affix ordering in Kı̂ı̂tharaka
fall under the same generalization.
Morphemes therefore relate to each other scopally, the scope give the
hierarchical order and a restricted movement mechanism gives the surface
order. The scopes and surface order are mediated by movement.
1.2 Scopes
Since scopes are crucial for determining the base order and consequently the
movement mechanisms that alter the base order, we will spendquite some
time determining pairwise scopes of the affixes in (1). For cla ity, the relevant
morpheme is always put in bold. The morpheme scoping over theot r in
addition is underlined, while the out-scoped morpheme is italic zed.2
Let us start with the first pair -COERCEandABLE. Assuming that syntactic
merge works bottom-up (Chomsky (1995)), and in a pairwise manner, there
are two readings we expect depending on the order in which thetwo mor-
phemes are combined with a subtree containing the root. These readings are
2In all the examples, a numeral on the gloss of a noun indicatesnoun class. Where the
marker of noun class is clear, we separate the numeral indicating noun class, and the noun
gloss by a dash (-). When it is not clear what the marker of nounclass is, we separate the
numeral marking noun class, and the noun gloss with a period (.). For details on Kı̂ı̂tharaka
noun classes see Lindblom (1914), wa Mberia (1993). A numeral on subject agreement, a
pronoun or a nominal modifier gloss indicates agreement witha noun of a particular class. ˆ
on vowels indicates tense vowels, not tone. Thusû is used for phonetico, andı̂ for phonetic
e. This is the orthographic style used in the Kı̂ı̂tharaka bible and will be used here. The
judgments reported in this thesis are mainly those of the author who is a native speaker of




(2) a. [X coerce [Z to be easy to V ]]
b. [Y easy [to coerce to V Z ]]
In (2a),ABLE is added first triggering passivization and giving rise to an“easy”
reading: Z was easy to V. This first stage of the derivation is actually possible









‘The goat was easy to kill.’ (It wasn’t strong.)
Then we can addCOERCE, and introduce the matrix subject, getting the
reading: X coerced Z to be easy to V. The subject of the sentence is interpreted
as a coercer.
If the order of merge ofCOERCEandABLE is as in (2b), the causative con-













‘John coerced Maria to kill the goat.’ (Maria is an animal rights ac-
tivist and will not kill the goat on casual instructions.)
ABLE which triggers passivization and an easy reading is added, and the em-
bedded external argument is moved to the subject position being higher than
the direct object, and given a restriction to attract the closest of “similar
things” (Relativized Minimality (Rizzi 1990), attract closest (Chomsky 1995)).
In this scenario, the argument promoted to the subject position is interpreted
as the causee(the one who is coerced). Furthermore in this second scenario,
it is coercion which is expected to be easy to achieve, not thecoerced event.
3The reader should not be confused by the causative morphemei which accompanies
COERCEand which I gloss asIC for INNER CAUSATIVE. This morpheme is usually used to
transitivize monotransitive verbs. A verb likeûraga ‘kill’ however is already transitive with-
out i. In a simple transitive sentence therefore,ûragawould occur withouti. WhenCOERCE
(ith) is added tôuraga however,i shows up even though it is not semantically significant.
While one might be tempted to guess thatCOERCEis a complex morpheme (ith-i), it would
be mysterious why a single morpheme would allow splitting byanother morpheme, e.g. the
perfective, (4). Crucially however, whenCOERCEandABLE co-occur (5),i cannot appear,
and we cannot account for the absence ofi based on the phonology. The sentence withABLE
andCOERCEprovides direct evidence thatith andi must be treated as different morphemes.
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Let us turn to what the facts tell us. (5) shows that the subject is interpreted













a. *Maria coerced the goat to be easy to kill. (by tying its legs to-
gether)
b. XMaria was easy to coerce to kill the goat but the killing of the
goat was not easy as the he goat was quite strong.
(5b) also shows that the it is coercion that is easy to achieve, not the co-
erced event.ABLE therefore scopes overCOERCE. Given our assumption that
scopes translate into c-command,ABLE asymmetrically c-commandsCOERCE
in the base hierarchy.
Note that there is nothing odd with the meaning in (5a) whereABLE scopes
belowCOERCE. In fact this meaning can be expressed by an English-like ana-

















‘John made the goat easy to kill.’ (by tying its legs together)
The impossibility ofABLE to scope belowCOERCE is a consequence of the
order in which the two morphemes must merge:ABLE over COERCE. This is
a result one would expect under the mirror principle seeingCOERCE, which is
closer to the root, scopes belowABLE, which is further from the root.
Proceeding inside out, let us examine the next pairCOERCE and ERRATIC.
Again there are two orders in which the two morphemes could combine giving
rise to the scopes in (7). In (7a), theERRATIC is added beforeCOERCEand there-
fore modifies the coerced event. In (7b), theERRATIC is added afterCOERCE is
added and therefore modifies coercion.
(7) a. [Z coerce [Y to irregularly V X ]]
b. [Z irregularly coerce [Y to V X ]]
Let us establish the facts step by step. In (7a), a clause withthe ERRATIC
morpheme is built first giving the reading that Y carried out an event irregu-
larly. This derivation is possible, (8). (In this example, an optional glidej can












‘Maria drank the medicine at 7.00 am, 7.50 am, 9.00 am, 11.00 am.’
The causative construction would then be built giving rise to the reading
that Z coerced Maria to take medicine, and Maria took the medicine at irreg-
ular intervals: at 7.00 am, 7.50 am, 9.00 am, 11.00 am.
In the second scenario, (7b), the causative construction isbuilt first. The
ERRATIC is added and this time it modifies coercion. The available reading tells















a. XAt 7.00 am, 7.50 am, 9.00 am, 11.00 am, the nurse coerced
Maria to take medicine, and she finally took the medicine. (Maria
belongs to a sect that does not accept taking medicine.)
b. *Once, the nurse coerced Maria to take medicine at 7.00 am,7.50
am, 9.00 am, 11.00 am. (Taking this drug so often could be harm-
ful to health.)
This is another result which is expected under the mirror principle sinceER-
RATIC follows COERCEin the linear sequence of affixes. TheERRATIC morpheme
therefore merges aboveCOERCEin the base hierarchy of affixes.
Let us turn to the third pair,ABLE andERRATIC. Given the meaning of the
two morphemes, two scopes are possible depending on the order in which
the morphemes are combined. These scopes are given in (10a) and (10b). In
(10a)ERRATIC is added beforeABLE and therefore modifies the event. In (10b),
ERRATIC is added afterABLE and thus scopes over the “easiness”.
(10) a. [Y easy [to V irregularly ]]
b. [irregularly [easy Y to be V-ed ]]
Let us turn to the data. In (10a), a sentence with theERRATIC is built first.
(11) gives an example of such a sentence, with the event occurring at irregular
4TheERRATIC morpheme in addition to conveying that an event occurs irregularly may
convey two other readings: that an event occurs quickly, usually with bad results, and a
comparative reading. These readings do not behave exactly like the irregular reading on an
event. We touch on these other readings in chapter 2 section 2.2, and chapter 3 section 3.3.2.












‘Maria crossed the river at 7.00 am, 7.30 am, 7.45 am.’
ABLE is then added triggering passivization and an “easy” reading: The
river was easy to cross at 7.00 am, 7.30 am, 7.45 am.
In the second situation, (10b),ABLE is added triggering a passive transfor-










‘The river was easy to cross.’
The ERRATIC morpheme is finally added modifying the easiness: Only at
irregular times (at 7.am, 7.30 am, 7.45 am) was it easy to cross the river. The
facts tell us that what is irregular is the event, not the easiness, (13).ABLE
therefore scopes overERRATIC even though it is closer to the root than the











a. XThe river was easy to cross at 7.am, 7.30 am, 7.45 am - the
river was not flooded, so I could always walk across.
b. *Only at 7.am, 7.30 am, 7.45 am was the river easy to cross -
other times, the temporary bridge was removed an one had to
walk across the strong currents of the flooded river.
Given the scopes,ABLE must merge over theERRATIC given our initial as-
sumption that scopes translate into asymmetric c-command.The kind of data
in (13) is crucial since it determines the movement mechanism that derives
the surface order. We will come back to this movement mechanism in section
1.3.
Let us summarize the results we have so far. We have encountered a case
of mixture of directionality of scope. BothABLE andERRATIC scope overCO-
ERCE, showing a right to left scope. On the other handABLE scopes overER-
1.2. SCOPES 7
RATIC showing a left to right scope. We can illustrate this mixturein scope di-
rectionality by puttingABLE andERRATIC in a box as one chunk which scopes
overCOERCE, but showing that internal to the box, the scopes go in the oppo-
site direction, (14).
(14) root< COERCE< ABLE> ERRATIC (Narrow edge of> indicates scope
direction)
Let us turn to the morpheme immediately following theERRATIC - theHA-
BITUAL . The HABITUAL scopes over all the suffixes to its left in line with the
mirror principle. Consider firstHABITUAL and the innermost suffix in (1),CO-
ERCE. The two morphemes could combine in two ways, as schematizedin
(15).
(15) a. [X once coerce [Y to V Z habitually ]]
b. [X habitually coerce [Y to V Z ]]
In (15a), theHABITUAL would be added first. This derivation is exemplified
in the transitive sentence in (16), where theHABITUAL triggers a stative reading











‘John is a smoker.’
COERCEwould then be added triggering the reading X coerced Y to be a
smoker. In contrast to (15a), theHABITUAL would be added afterCOERCEhas
been merged in (15b), triggering a reading where coercion ishabitual. The















a. XMaria habitually coerces John to smoke. (but John never smokes)
b. *Maria once coerced John to be a smoker.
As before, I take the impossibility of the stative reading in(17b) to be a
result of the order of merge of the two morphemes:HABITUAL over COERCE.
Note that the absence of the stative reading in (17b) cannot be ruled out by a
general requirement thatCOERCEcannot embed states. This is possible, (18).













‘The children made the mother to have an headache.’ (by playing and
shouting loudly in the sitting room, where the mother was)
Note also that one cannot claim that theHABITUAL scopes over both the co-
ercing and the coerced event. Sometimes we might get this illusion. However
this is an illusion that comes from the fact that when coercion is successful,
the coerced event also takes place. We see the proper scopes when coercion
does not succeed. Only the coercing event then can be understood as habitual
(see (17a) above).
Let us turn to the next pair,HABITUAL andABLE. To make the scopes clear,
let us use our usual bracketting. We expect two scopes depending on the order
of merge of the two morphemes, (19a), whereABLE scopes overHABITUAL and
(19b) whereHABITUAL scopes overABLE.
(19) a. [Y easy [to V repeatedly ]]
b. [Y usually [easy to V ]]











‘Maria takes medicine habitually.’ (e.g every day)
ABLE is then added triggering passivization and an easy reading:this medicine
is easy to take repeatedly. In (19b),ABLE is added first, giving rise to the read-
ing: the medicine was easy to take. TheHABITUAL is then added modifying
the easiness: the medicine is usually easy to take. This latter ordering of













a. XThis medicine is usually easy to take: On most occasions it
comes with a sugar coating.
b. *This medicine is easy to take repeatedly: It doesn’t cause bad
side effects in the body after long usage.
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We take the data in (21) to indicate thatHABITUAL merges higher thanABLE in
the hierarchy of the clause.
Consider the third pair,HABITUAL and ERRATIC. The HABITUAL could be
added first, and then theERRATIC, giving rise to a reading where an irregular
event occurs repeatedly, (22a). Alternatively, theHABITUAL could be added
after theERRATIC giving us an interpretation where a habitual event occurs
unpredictably, (22b).
(22) a. [irregularly [occur repeatedly ]]
b. [usually [occur irregularly ]]
The data confirm thatHABITUAL is added afterERRATIC since the available read-











Literal: it rains erratically.
a. It rains every week, but unpredictably.
b. *It rains every other week, but on each of the days of the week.
HABITUAL therefore scopes overERRATIC in the base hierarchy.
Let us summarize our findings again. We have seen that bothABLE and
ERRATIC scope overCOERCE. We also also seen thatABLE closer to the root
scopes overERRATIC, which follows it. Finally, we have shown thatHABITUAL
scopes overCOERCE, ABLE andERRATIC, a result that augers well for the mirror
generalization sinceHABITUAL follows the three morphemes. These scopes are
summed up in (24).
(24) root< COERCE< ABLE> ERRATIC < HABITUAL
Let us turn to the two outmost suffixes:HABITUAL and PERFECT. The HA-
BITUAL and thePERFECT when they occur on the same verb produce a very
marginal sentence. It can be shown from transitivity however that HABITUAL
precedesPERFECT: the applicative intervenes betweenHABITUAL andPERFECT
- HABITUAL≺ APL ≺PERFECT (see chapter 2 for details). Given the marginal
status of this construction, the scopes are hard to tell.
We are fortunate however because there exists an auxiliary construction
where theHABITUAL andPERFECTcan co-occur (see chapter 2 for details on this
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construction). TheHABITUAL occurs on AUX and thePERFECTon the following






























The auxiliary construction provides us with a scenario where we can de-
duce the scopes directly from the syntax:HABITUAL scopesPERFECT, seeing
that it attaches to the BE auxiliary, not to V. This conclusion s based on the
following argumentation: Verbs in the same functional sequence merge in
some hierarchy. An auxiliary naturally will merge above themain verb. The
suffixes themselves merge in some hierarchy. Suffixes have another property:
they are verb attractors. This is why they end up as suffixes after ll. At-
traction, as we know is subject to a locality restriction, relativized minimality,
(Rizzi (1990)) or attract closest, (Chomsky (1995)). The suffixes therefore at-
tract the closest verbal element from their c-command domain. If this is true,
then the hierarchy of merge of the four elementsHABITUAL , AUX, PERFECTand
V must be as in (26). HenceHABITUAL is higher thatPERFECT.
(26) HABITUAL > AUX> PERFECT> V
(We should note here that the view of attraction above assumethat being a
suffix and being a verb is different - suffixes and verbs are diff rent categories.
This is a view than one independently would need in a relativized account of
locality - things that block others to move across them must be similar to
some degree. One way to capture the similarity is to say closer things of the
category X block movement of other things of the category X across them.)
Let us finally consider the scopes of thePERFECT(the outermost suffix) and
the other suffixes. We will first need to understand some elementary meaning
of the PERFECT though. On the classic view (Comrie (1976)), thePERFECT
expresses that a situation that started in the past continues/ s r levant to the
present. In (27), for example, the mechanic has been repairing the bicycle
from morning to the present.
5The BE auxiliary appears to have a vowelu whose semantics is not clear. This vowel
occurs immediately before the final vowel. I have labelled itVR for root vowel, to signify
















‘The mechanic has repaired the bicycle from morning.’
Let us move on to the scopes betweenPERFECTand the other suffixes that
precede it. ThePERFECT scopes over all morphemes that precede it in (1),
except theHABITUAL . Let us repeat the order of suffixes in (1) here for conve-
nience.
(28) root≺ COERCE≺ ABLE≺ ERRATIC≺ HABITUAL≺ PERFECT
Consider first thePERFECT and the innermost suffix,COERCE. If PERFECT is
added beforeCOERCE, we get a reading where coercion possibly is punctual,
but the coerced event has been going on from some time in the past to the
present, (29a). IfPERFECTis added after coercion on the other hand, we get a
reading where coercion has been continuous, without necessarily the coerced
event having been continuous, (29b).
(29) a. [X once coerce [Y to be V-ing from past to present ]]
b. [X from past to present coerce [Y to V ]]



















Literal: John has been coercing the mechanic to repair the bicycle
since morning.
a. *John once shouted at the mechanic, and she has been repairing
the bicycle since morning.
b. XJohn has been pushing the mechanic to repair the bicycle sinc
morning and she hasn’t started working on the bicycle yet.
What has to have started in the past, and to be continuing in the present
is coercion, (30b) not the coerced event, (30a). Sometimes we might get the
illusion that PERFECT scopes over both the coercing and the coerced event.
However this depends on the success of coercion. When coercion is unsuc-
cessful, only the coercing event can be understood to have strt d in the past,
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and continuing in the present, as shown in (30a) above.
Consider the next pairPERFECT and ERRATIC. The PERFECT scopes over
















‘From morning untill now, John has read many times.’
ThePERFECTalso scopes overABLE since within the whole span ofPERFECT,

















‘From morning untill now, this book has been easy to read.’
Let us summarize the whole result. We have seen that the morpheme
closest to the root,COERCE is out-scoped by all the morphemes that follow
it. We have however illustrated that the morphemes following COERCEdo not
always show right to left scope as expected under the mirror pinci le: ABLE
and ERRATIC, although scoping overCOERCE internally portray a left to right
scope;HABITUAL andPERFECTalthough scoping overERRATIC, ABLE andCOERCE
internally show a left to right scope. This result is summarized in (33).
(33) root< COERCE< ABLE> ERRATIC < HABITUAL > PERFECT
1.3 The derivation
We claimed that morphemes relate to each other in terms of scope. We have
done this assignment and established the scopes in (33), which e repeat in
(34) for convenience.
(34) root< COERCE< ABLE> ERRATIC < HABITUAL > PERFECT
We also claimed that scopes translate into asymmetric c-command, and that
with all the scopes, we get the base hierarchical order. We can unpack the
scopes in (34), into the syntactic tree in (35), and get our base order.








The third claim was that when we have established the base order, we
get a way of understanding the movement mechanism that derives the surface
order. As one might already see, given the hierarchy in (35),the PF form
derives by phrasal movement (for related analyses see Cinque (2005), Abels
and Neeleman (2006) for (re)oderings in the NP; Buell and Sy (2005) for
affix ordering in Wolof; Koopman (2005) for affix ordering in Korean (and
Japanese); Koopman and Szabolcsi (2000) for verbal clustering and Aboh
(2004) for reoderings with adverbs in Malagasy).
Let us show how the surface order derives in Kı̂ı̂tharaka by phrasal move-
ment. First, the root moves aboveCOERCE, (36). (Here and henceforth, I will
for convenience label the projection hosting a moved item, with the label of
the item in the specifier. Thus if the root is the specifier, I will label the pro-





Second,ABLE andERRATIC are merged above the structure in (36), and the
whole chunk in (36) moves Spec-to-Spec pastERRATIC and ABLE landing in
[Spec, root3] as shown in (37). Note that the movement pastERRATIC andABLE
does not invert the order of these two morphemes. This movement cr ates a
mirror principle violation as nowABLE appears linearly closer to the root than
ERRATIC, yet ABLE scopes overERRATIC.










Note that there is another option for moving the root+COERCE past ER-
RATIC andABLE - root+COERCEcan move in one step and land directly above
ABLE, without the intermediate step of movement betweenERRATIC andABLE,









Nothing immediately rules out this option given that root+COERCEare un-
dergoing phrasal movement. Perhaps this movement is ruled out by a re-
quirement that whenever possible, suffixes in the projection line of a verb
be licensed by being immediately c-commanded by a subtree containing the
verb. Immediate c-command is defined as follows (Richards 2001:pg. 217):
A immediately c-commands B, iff the lowest node dominating Adominates
dominates B, and there is no C such that A asymmetrically c-commands C,
and C asymmetrically c-commands B.
Let us turn to the final step of movement. ThePERFECTandHABITUAL are
merged on top of root3 (cf. (37), (39)) and then the whole of root3 moves
Spec-to-Spec past thePERFECT and theHABITUAL , finally landing in [Spec,
root5]. Note again that movement pastHABITUAL andPERFECTdoes not alter
the linear order of the two morphemes. This movement gives rise to a mirror
principle violation since theHABITUAL is closer to the root in the surface string
thanPERFECT.















The derivation in (39) gives us the right PF form: root-COERCE-ABLE-
ERRATIC-HABITUAL -PERFECT.6
We have now derived the surface order from the base we established in
(35) by phrasal movement. But as one might have noticed, these phrasal
movements are not randomly done: whatever moves has an overtc py of the
verb. This restriction on movement sounds familiar from work n Universal
20.
1.4 Universal 20
The type of movements used to derive the surface order of suffixes in Kı̂ı̂tharaka
curiously resemble those that Cinque (2005) uses to derive Gre neberg’s uni-
versal 20. Greenberg’s universal 20 is a generalization concerning the order-
ing of modifiers in the extended projection of the noun (cf. Greenberg (1966)).
The original formulation of U20 by Greenberg (1966:pg. 87) goes: “When
any or all of the items (demonstrative, numeral and descriptive adjective) pre-
cede the noun, they are always found in that order. If they follow, the order
is either the same or the exact opposite.” The first part of of Greenberg’s for-
mulation, that pre-nominally, the order of modifiers is Dem>Num>Adj>N
still holds (see e.g. Hawkins (1983), Cinque (2005)). However, the second
6Abels and Neeleman (2006), Abels and Neeleman (2007) would have a slightly different
implementation. Thus sequences showing right to left scopee.g the root andCOERCEdo not
require movement for linearization, the PF form of the two items can be read off before
movement in a left branching subpart of a tree. But forms showing left to right scope like the
two zones portraying mirror principle violations would require movements similar to those
in (37) and (39).
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part of the formulation regarding the ordering of the post-nominal modifiers
has been shown to the too restrictive and permissive at the sam time (see
Hawkins (1983), Cinque (2005) for details). Based on comparative work,
Cinque shows that from a combination of four elements, Dem, Num, Adj N,
only 14 orders are attested, out of a possible 24 orders.
So how does Cinque derive the attested orders in the NP? To derive only
these orders, Cinque (2005) makes the following assumptions (among others
concerning markedness of movement which I will not go into here):
• The hierarchical order in the NP is Dem> Num> A> NP (> for c-
command). Dem, Num and A are introduced as specifiers of heads.
• Neither head movement nor movement of a phrase not containig the
(overt) NP is possible (except perhaps for focus-related move ents of
phrases to a DP initial position).
• All relevant movements are to a c-commanding position.
• All projections are modeled in a way such that specifiers preced heads,
which in turn precede complements (following work by Kayne (Kayne
(1994)))
The last two assumptions combine to ensure that movement is to the left
(cf. also Kayne (1994)).
To see how the above assumptions derive the ordering of some of the
attested orders in the NP, let us consider the ordering of nominal odifiers in
English, (40a), Kı̂ı̂tharaka, (40b), Aghem, (40c), and Yoruba, (40d).
(40) a. Dem Num Adj N (English)
b. N Dem Num Adj (Kı̂ı̂tharaka)
c. N Adj Dem Num (Aghem; Hyman 1979)
d. N Adj Num Dem (Yoruba; Hawkins 1983:pg. 119)
The base order gives for free the English order, (41).7
7The structures we present below are a simplification of Cinque’s original structures (for
the detailed structure see (Cinque 2005:pg. 317)). We have left out the many agreement
projections and we have not merged the modifiers as specifiersof some heads since we can
demonstrate the logic of his theory with a simpler structure, as actually shown in Abels and
Neeleman (2007).





Cyclic Spec-to-Spec movement of the NP to the inital position of the DP








In Aghem, the NP moves to an XP immediately above the adjectiv, and








In Yoruba, the NP moves to the Spec of an XP above the Adj, then tis
XP moves to the spec of a YP above Num, then YP moves moves to theSpec
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These latter movements involving (successive) pied-piping of specifiers
are called roll-up or snowballing movements.
A quick check on the Kı̂ı̂tharaka derivation confirms that itstrikingly re-
sembles the derivations in the noun phrase. In particular, the derivation resem-
bles that in Aghem, with an initial step of roll-up followed by cyclic move-
ment. The syntax of free modifiers of a head and that of affixes th refore
could be argued to be similar: it is governed by U20 type movements. In rest
of the thesis, I refer to Cinque’s technology asdragging movements: when the
head of a phrase is not moving alone, it is dragging stuff along.
Let us now briefly show how the above assumptions rule out someof the
unattested orders. We give two unattested orders in (45).
(45) a. *Dem Adj Num N
b. *N Num Dem Adj
Consider (45a). Because the noun inin situ, the modifiers must be in the base
order since disruptions in DP are sanctioned by moving a sub-tree containing
the NP. In (45a) however, Adj has moved above Num, without NP.Hence
(45a) is ruled out.
Lets us turn to (45b). In oder to derive this order in a way consistent with
Cinque’s technology, the NP must move above the Adj. This gives us the






We expect then Num and NP to move above Dem, stranding Adj behind.
This is however impossible given the syntax in (46) because there is no subtree
made up Num+NP, at the exclusion of Adj.
The other way the order in (45b) above would derive is by head move ent.
N moves and adjoins to Adj. N excorporates and adjoins to Num,and then
N+Num incorporates to Dem. This derivation is shown in (47).








This derivation is however also impossible by Cinque’s assumptions: no head
movement. Hence the order in (46b) cannot be generated.
1.5 The mirror principle
To put the current work in context, we will show below that themirror prin-
ciple is too restrictive to account for scopes in Kı̂ı̂tharaka.8 To derive the
effect that morphology reflects the order of merge in the syntax such that a
morpheme closer to the root is merged before a morpheme that follows (cf.
Baker (1985), Baker (1988a)), the mirror principle minimally requires that
(i) morphemes are added in some hierarchy, one morpheme at a time (ii) for
the suffixes, that successive head-movement of the root or root+s me suffixes
occurs without excorporation, and (iii) that head movementis subject to the
head movement constraint (Travis (1984), Baker (1988a)).
If morphemes are not added in some hierarchy one at a time, we couldn’t
begin to draw a parallelism between the order of morphemes, and the syntactic
structure to begin with.
Furthermore, if we allowed for excorporating head movementthen we
couldn’t state the mirror principle as originally stated where a suffix closer
to the root is added in structure before a following suffix. Excorporation will
create a scenario where, a suffix Y, merged before Z, appears further from
the root than Z. We illustrate this in (48): the root first incorp rates to Y, then
excorporates and moves to Z, creating a configuration where Ym rged earlier
than Z appears further from the root than Z in the linear sting.
8Hyman (2003b) has already shown the mirror principle to be too restrictive (See also
Alsina (1999), Williams (2002)). To loosen the mirror system, Hyman goes for an approach
where suffix ordering in Bantu is governed by an OT-syle ranking of two constraints:tem-
plate- a requirement that suffixes conform to a template inheritedfrom a proto-language and
mirror - a requirement for suffix ordering to be compositional. The current approach using
less restrictivedragging movementsbuilds on Hyman’s intuition: that of loosening the mir-
ror principle. Furthermore, the current approach which is asuperset of the mirror principle
accounts for the facts that Hyman examined.







We couldn’t also conclude that a morpheme closer to the root is merged
earlier than a following morpheme if we allowed heads to moveskipping
other heads. Such movements again would give a scenario where Y, merged







Below we show that if we stick with mirror principle consisten assumptions
such as local head-movement and no excoporation, we cannot derive the cor-
rect surface order in Kı̂ı̂tharaka. Consider again the baseord r we established








Given the this base, successive head movement without excorporation
would lead to the wrong surface string since the morphemes inthe two zones
showing mirror principle violations would be reversed, (51a). The right sur-
face string should be as in (51b).
(51) a. *root≺COERCE≺ ERRATIC≺ABLE ≺ PERFECT≺HABITUAL
b. Xroot≺COERCE≺ ABLE≺ERRATIC ≺ HABITUAL≺PERFECT
We provide the derivation leading to the illicit order in Kı̂ı̂tharaka in (52): the
root adjoins cyclically to the heads merged above it.

















Note that even if we relaxed the mirror system and allowed forexcorpo-
ration, that still wouldn’t derive the surface order. To show this consider the
following derivations:









We mergeABLE, and then we excorporateCOERCEfrom ERRATIC and adjoin










So far so good: we get the right surface order: root-COERCE-ABLE-ERRATIC.
In the next step we mergePERFECT, as shown in (55).











All the morphemes in (55) precede thePERFECT, so we want to move all of
them acrossPERFECT. The way to make all these morphemes precedePERFECT
is to move the constituent that contains all the suffixes, X, and djoin it to
PERFECT. This is however impossible given that X is a phrasal category: X is
on the main projection line and therefore cannot be an X0 category by X-bar
theory (Chomsky (1970), Jackendoff (1977)). Furthermore,phrases cannot
adjoin to heads (see e.g. Kayne (1994)).
There is no way therefore to derive the surface order of the five suffixes in
Kı̂ı̂tharaka through mirror consistent head movement.
Note that a combination of excorporating head movement and phrasal
movement can derive the right surface string. Thus for the lower part of the
structure, we can adjoin the root toCOERCE, then root+COERCEadjoins toER-
RATIC, and then root+COERCEexcorporates fromERRATIC and adjoins toABLE
strandingERRATIC, as already shown in (54). After this, we can do phrasal
movement of this whole structure acrossPERFECT. This will give the right
result. We dis-prefer this combination of head movement andphrasal move-
ment because of parsimony. In fact head movement mimics the very effects
of dragging movements: head movement isdragging movementsin disguise.
1.6 Dragging movements
We have have shown in this chapter that the right surface order of suffixes
in Kı̂ı̂tharka, derives from a base order established usingcope by moving a
subtree containing the root leftwards. The root therefore must be in the moved
chunk - dragging along the other suffixes in the moved chunk.
1.7 Appendix I: The derivation with AUX
Consider the scopes in a context with an auxiliary and a main verb, (56).
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(56) root< COERCE< ABLE> ERRATIC < HABITUAL > AUX>PERFECT
The base hierarchy would be as in (58). (The auxiliary must merge immedi-
ately belowHABITUAL given that (i)HABITUAL can attract it (ii)PERFECTcannot
attract it - it cannot since AUX is merged abovePERFECT. Attraction of AUX
by PERFECTwould be a case of downward movement, movements which are
not allowed by the system that accounts for word order variation in the noun









Ignoring details about the merge of prefixes, and assuming a bottom-
up model of phrase structure building (Chomsky (1995)), thesurface or-
der derives in the following stages. First the root moves past COERCE and











ThePERFECTis then merged, and root3 moves above it, (59).




























Finally AUX moves aboveHABITUAL . (We will revise this derivation a bit
in Appendix A.)
















The derivation containing the auxiliary also conforms to Cinque’s tech-
nology since what is moved is always a verbal element, or a constituent con-
taining a verbal element.
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Chapter 2
Expanding the habitual perfect
zone
2.1 Non-mirror surprises
We discovered two surprising facts in the last chapter. One of them is that
ABLE scopes overERRATIC and the other is thatHABITUAL scopes overPERFECT.
These pairs of suffixes have left to right scope, contrary to (some of) the other
suffixes and contrary to what is usual in morphology (where further from
root is higher in scope, a fact sometimes described as part ofthe “mirror
principle”). TheHABITUAL >PERFECTpair is particularly interesting to us, as it
will have important consequences for the analysis of other morphemes. We
will explore these consequences in this chapter. First we will confirm that
HABITUAL scopes overPERFECT, then we will explore the consequences for the
morphemes linearly betweenHABITUAL andPERFECT, and finally we will look
at the consequences for the morphemes occuring linearly after PERFECT.
2.2 Confirming habitual>perfect
The evidence for the scope ofHABITUAL over PERFECTin chapter 1 was based
on the BE auxiliary construction. In this construction,HABITUAL occurs on
BE, andPERFECTon the Verb. But one might think that the BE auxiliary con-
struction is not a single functional sequence (hence forth fseq) and therefore
does not tell us about the hierarchy of suffixes within an fseq. We will show
that the AUX constructions do in fact reveal the behaviour ofa single fseq, by
contrasting them with the apparently similar TEMA causative constructions.
First we show that TEMA allows freedom in the placement of suffixes: either
on TEMA, or on the verb. AUX on the other hand allows these suffixes only
27
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on V. Second, we show that the same suffixes can be repeated on TEMA and
on the verb in the same linear order, confirming that TEMA gives rise to a
bi-clausal situation. AUX on the other hand never allows thesame suffixes
to be repeated on the auxiliary and V and therefore the structure is mono-
clausal. Finally we show that the same morpheme can appear twice on TEMA
causative (on TEMA light verb, and on V) with different interpretations. AUX
on the other hand never allows such suffixes to occur on both BEand V. This is
because BE does not introduce another clause, and thereforethere is no other
position for such an affix within BE. On the other hand, TEMA introduces
another clause and hence another position for an affix. AUX constructions
are therefore mono-clausal, while TEMA constructions are bi-clausal.
At first sight, TEMA and AUX look similar. Both take verbal comple-
























‘The teacher has made the children play.’
AUX and TEMA constructions also look similar with respect tothe suf-
fixes they take on the V in their complement position. Take thetwo suffixes
APPLICATIVE andERRATIC which occur in the linear orderERRATIC-APPLICATIVE













‘The children have played at irregular intervals in the field.’















‘The children will have played at irregular intervals in thefi ld.’

















‘The teacher has made the children play at irregular intervals in the
field.’
On closer investigation however AUX and TEMA contrast sharply with re-
spect to the freedom of placement of suffixes. The TEMA causative llows
the two suffixesERRATIC andAPPLICATIVE to switch positions between the high







































‘The teacher at irregular intervals has made the children play in
the filed.’
In the BE auxiliary construction, the two suffixes can only occur in V as in
(4) above. Switching of the two morphemes between BE and V is impossible,
(7).
1The vowel of theAPPLICATIVE harmonizes with an immediately preceding vowel: it
is -er (phoneticallyE) when the preceding vowel isE, or O, andı̂r, phoneticallye otherwise.
Furthermore when theAPPLICATIVE (ı̂r/er) and thePERFECTIVE (ir ) co-occur two things
happen (i) the vowel of theAPPLICATIVE triggers harmony on the perfective suffix (ii) the
r of the applicative deletes if the immediately preceding segm nt is consonant final. For
example, ifAPPLICATIVE er which precedes perfective triggers harmony on the perfectiv ir
causing it to change toer, the surface form is noter-er, but e- er. The same pattern holds
for the other allomorph of theAPPLICATIVE, ı̂r. If APPLICATIVE ı̂r triggers harmony on
the perfective changing it tôır, the surface sequence of the two morphemes is notı̂r-ı̂r, but
ı̂- ı̂r. We know it is the applicative that is triggering harmony since if it was the perfect,
we would expect the applicative to show up asir , which never is the case. The initialr of
the APPLICATIVE does not delete when the applicative immediately precedes avowel final
segment. The fusion of theAPPLICATIVE and PERFECTIVEabove is subsumed under the
term imbrication, following Bastin (1983).

































The TEMA causative also allows the two suffixes to appear on TEMA,


































The fact that TEMA allowsERRATIC andAPPLICATIVE to appear upstairs on
TEMA light verb, or downstairs on V, while AUX only allows thetwo suffixes
to appear downstairs on V suggests that TEMA causative is made up of two
fseqs while AUX is made up of only one.
The 1 fseq versus 2 fseq conclusion is confirmed by the limitations on the
TEMA construction. Upstairs on TEMA light verb, the two suffixesERRATIC


















Similarly, if the two suffixes appear downstairs on V, they must respect

















When one suffix is on TEMA and the other is on V, the order becomes
free: TEMA-APPLICATIVE V-ERRATIC vs. TEMA-ERRATIC V-APPLICATIVE (cf.
(6a) and (6b) above).
This is exactly what we expect if TEMA is bi-clausal, that is involves two
fseqs. Within the fseq introduced by TEMA, the light verb, the order is rigid:
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ERRATIC-APPLICATIVE. Within the fseq introduced by its V complement the
order is also rigid:ERRATIC-APPLICATIVE. But across the two fseqs, the order is
free: TEMA-APPLICATIVE V-ERRATIC vs. TEMA-ERRATIC V-APPLICATIVE. The
differences between TEMA and BE follow from the fact that TEMA is bi-
clausal (two fseqs) whereas BE is monoclausal (it involves only ne fseq).
This set of facts thus strongly suggests that BE constructions involve a single
fseq, and hence further support that inside a single f-seq,HABITUAL scopes
overPERFECTas demonstrated by the auxiliary construction.
Let us turn to another source of evidence that AUX is mono-clausal while
TEMA is bi-clausal. This evidence is based on occurrence of the same mor-
pheme twice with different interpretation. Consider first the ERRATIC mor-
pheme when it occurs on a single verb. In addition to conveying that an event
occurs at irregular intervals, (12a), theERRATIC morpheme may also convey









Literal: The children played erratically
a. XThe children played at 7.00 am, 7. 30 am, 7.45 am and 9.00
am.
b. XThe children played for a short time, e.g five minutes.
The ERRATIC morpheme can occur twice in the TEMA causative construc-
tion, oneERRATIC on the light verb and the other on V. Each of the erratic
morphemes contributes a different nuance of theERRATIC. Thus in (13), the
ERRATIC on TEMA conveys the ‘within a short time’ reading, and the one

















‘The teacher within a short time made the students play at irregular
intervals.’
In contrast, there can only be oneERRATIC on AUX, which must occur on V.
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Consider also theAPPLICATIVE morpheme. In Kı̂ı̂tharaka as in other Bantu lan-
guages (see e.g. Marantz (1984), Baker (1988b), Mchombo (1993), Ngonyani
(1996)), anAPPLICATIVE can introduce an XP which indicates, among other



























‘John has washed clothes in the basin.’
As with theERRATIC, theAPPLICATIVE can occur on the light verb, or the verb in
complement position in TEMA causative, each of the applicatives introduc-
ing a different XP. In (16), the applicative on TEMA introduces a temporal
























‘It is on the phone that Maria has made John wash clothes for the
children.’
On the other hand, the BE auxiliary construction does not allw simultaneous
occurrence ofAPPLICATIVE on both BE and V, (17). TheAPPLICATIVE can only





















The pattern above again is what we expect if TEMA involves twofunc-
tional sequences and AUX one. Since there are two functionalsequences
on TEMA causatives, a differentERRATIC or APPLICATIVE can occur on either
the high functional sequence (light verb) or the lower functional sequence (V
in complement of TEMA). The BE auxiliary on the other hand is aingle
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functional. We therefore don’t expect the auxiliary to be able to introduce a
differentERRATIC or APPLICATIVE.
Given the freedom on the occurrence ofERRATIC andAPPLICATIVE on TEMA,
we expect 15 combinations of the two suffixes all which are attsted. Be-
low we list only 9 of these combinations, combinations that involve the two
morphemesERRATIC andAPPLICATIVE occurring in the TEMA construction si-
multaneously. The cases we ignore involve eitherAPPLICATIVE or ERRATIC oc-
curring in the TEMA construction (not the two of them simultaneously). We
ignore them because the two fseq nature of TEMA is better demonstrated
when the two different suffixes co-occur. In the table below,we give the num-
ber of the example illustrating the combination at the end ofthe schema for
each combination.
Possible combinations of ERRATIC and APPL on TEMA































‘It is on the phone the teacher has made the children play at ir-
regular intervals in the field.’





















‘The teacher within a short time has made the children play at























‘It is while on the phone that the teacher within a short time has made























‘It is while on the phone that the teacher within a short time has made

























‘It is while on the phone that the teacher within a short time has made
the children play at irregular intervals in the filed.’
Note however that not all the combinations are possible. In particular, com-
binations that do not conform to rigidity within the fseq in tha they have
APPLICATIVE precedingERRATIC are ruled out. These are illustrated below:
Impossible combinations of ERRATIC and APPL on TEMA
*TEMA- APL-ERR V (10)
TEMA V- APL-ERR (11)
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The various combinations of morphemes within TEMA and its V there-
fore conform to the pattern we have seen before: within the fseq introduced
by V, the ordering of the suffixes is rigid, within the fseq introduced by the
light verb, the ordering is also rigid, but across fseqs, there is no rigidity.
Exactly the 9 combinations attested for theERRATIC andAPPLICATIVE mor-
phemes are attested for the two morphemes that triggered this discussion:
the HABITUAL andPERFECT. In TEMA constructions, they can occur upstairs,
downstairs or both, with all the same freedoms and limitations. To test the
various combinations, we have to keep in mind two complications. The first
from chapter 1 is thatHABITUAL andPERFECTcannot cooccur on the same ver-






























‘Maria usually has read mail.’
The second is that TEMA cannot take a bare verbal complement with the

































‘Maria has made John have read mail.’
With the two complications stated, we can go over the 9 combinatio s
attested by theHABITUAL and PERFECT morphemes on the TEMA causative.
As with ERRATIC andAPPLICATIVE, the two suffixes can occur downstairs in the
complement of TEMA, (24).





















‘Maria has made John usually have read mail (e.g. before seven
o’clock)’
HABITUAL andPERFECTcan also switch positions on TEMA, the light verb, and








































‘Maria has made John be reading mail.’






















‘Maria usually has made John read mail.’
Note an important point with the ordering ofHABITUAL andPERFECTon TEMA.
When the two morphemes appear in the complement of TEMA, theyconform
to the orderHABITUAL over PERFECT, (24). When they appear upstairs, they
also conform to the orderHABITUAL over PERFECT, (26). The order attested
upstairs or downstairs on TEMA is the only order attested on the BE auxil-
iary construction, (22b). This is additional confirmation that TEMA is made
up of two fseqs and AUX of only one. This is also further confirmation that
HABITUAL scopes overPERFECT: HABITUAL scopes over thePERFECTon both the
fseq introduced by the light verb, and the fseq introduced inthe complement
of the light verb. In fact the orderingHABITUAL over PERFECT conforms to
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a wider cross-linguistic pattern whereHABITUAL scopes overPERFECT(Cinque
1999:pg. 106). When one morpheme occurs on TEMA, and the other n V the
ordering is free, (25). The ordering of suffixes is thereforefre across fseqs
(TEMA), and rigid in a single f-seq. Since AUX never allows this switch-
ing, then it is a mono-clausal situation, again confirming that in the auxiliary
construction,HABITUAL is scoping overPERFECTwithin a single fseq.
Below we list 9 of the 15 orders attested in TEMA. These ordersinvolve
HABITUAL and PERFECT occurring simultaneously in the TEMA clause. We
ignore orders where eitherHABITUAL or PERFECToccurs in the TEMA clause
at a time since the two fseq nature of TEMA is better demonstrated when the
two different suffixes co-occur. In the table below the number of the example
illustrating a particular combination is given after the schema showing the
ordering.
Possible combinations of HAB and PERF on TEMA
TEMA BE-HAB V-PFC (24)
TEMA-HAB BE V-PFC (25a)
TEMA-PFC V- HAB (25b)
BE-HAB TEM-PFC V (26)
TEMA-PFC BE-HAB V-PFC (27)
TEMA-HAB BE-HAB V-PFC (28)
BE-HAB TEMA-PFC BE V-PFC (29)
BE-HAB TEMA-PFC V- HAB (30)

























‘Maria has made John usually have read mail.’














































































































‘Maria usually has made John usually have read mail.’
One might expect from the 9 of the 15 combinations above that everything
goes. However orders that violate the fseq in havingPERFECTover HABITUAL
are ungrammatical. I illustrate with two cases. In the first case,PERFECT is
higher thanHABITUAL in the lower clause. In second situation,PERFECT is
higher thanHABITUAL in the higher clause.
Impossible combinations of HAB and PERF on TEMA
*TEMA BE- PFC V-HAB (32)
*BE-PFC TEMA-HAB V (33)











































This data again confirm that within a single fseq, the morphemes have
to be ordered in a rigid manner. Crucially, the data confirm that within an
fseq, HABITUAL must merge abovePERFECT. HABITUAL therefore is higher in
the clausal structure thanPERFECT.
We can now generalise this point: in TEMA constructions, the4 mor-
phemesERRATIC, APPLICATIVE, HABITUAL andPERFECT, can freely occur down-
stairs or upstairs. We have demonstrated this point in the examples where
the two morpheme switch positions in the upper or lower clause in TEMA
causative construction (cf. (6) for theERRATIC and APPLICATIVE and (25) for
HABITUAL and PERFECT). Each of the four morphemes morphemes can also
freely occur twice, once upstairs, once downstairs. We havedemonstrated
this for theERRATIC and theAPPLICATIVE (cf. (13) and (16)) and we can repro-






































‘The doctor has made the patients have taken medicine.’
A total of the four morphemes can occur on the lower clause, (36), or on the
higher clause, (37).



























‘The woman has made the house help have washed the clothes for



























‘It is in the kitchen that the woman usually at irregular intervals has
made the house help wash clothes.’
Four morphemes on the lower clause can co-occur with four morphemes on











































‘It is in the kitchen that the woman usually at irregular intervals has
made the house help wash clothes for the children within a short
time.’
All the other numerous combinations of the four morphemes arpossible on
TEMA, as long they observe the rigid ordering of morphemes with an fseq:
within the higher fseq, the ordering of the morphemes will berigid: BE-
HABITUAL V-ERRATIC-APPLICATIVE-PERFECT, (37). The same ordering must be
observed within the lower fseq, (36). Any sub-set of the fourmorphemes on
the lower or the higher verb, will always produce a grammatical sentence on
the TEMA causative as long as rigidity within an fseq is observed.
In sharp contrast, the BE construction allows only one orderof the four
morphemes: BE-HABITUAL V-ERRATIC-APPLICATIVE-PERFECT.























‘Maria usually has read mail at irregular intervals on the table.’
The numerous combinations of the four suffixes on TEMA in contrast to only
one combination in AUX is further confirmation that the BE auxiliary con-
struction is mono-clausal: In a bi-clausal context, there are several options
for a morpheme; in mono-clausal AUX, the options are severely limited. The
construction with the four morphemes again showsHABITUAL is higher than
PERFECT. Within the lower fseq,HABITUAL appear on an AUX that precedes
V hosting PERFECT, (36). Within the higher fseq,HABITUAL occurs on AUX
which precedes the light V hostingPERFECT, (37). TheHABITUAL therefore
always scopes overPERFECTwithin an fseq.
Summarizing, we have provided evidence in this section thatthe BE auxil-
iary construction is mono-clausal and therefore is relevant for determining the
hierarchy of heads in a single functional sequence. By confirming the mono-
clausal status of BE, we have confirmed thatHABITUAL is higher thanPERFECT
sinceHABITUAL occurs on BE andPERFECTon V. As we will see shortly this
confirmation of the scope ofHABITUAL overPERFECTis going to have important
consequences for the analysis of morphemes linearly between HABITUAL and
PERFECTand morphemes linearly followingPERFECT. Let us first consider the
consequences for the morphemes betweenHABITUAL andPERFECT.
2.3 Between habitual and perfect
Two morphemes are sandwiched betweenHABITUAL andPERFECT: APPLICATIVE
and ABLE2. These morphemes come in the linear orderAPPLICATIVE-ABLE2.
ABLE2 is a double of theABLE we encountered in chapter 1 (more details be-
low).
We saw in chapter 1, and we have confirmed in this chapter thatHABIT-
UAL is higher thanPERFECT. Since transitivity using the applicative showed
HABITUAL is closer to the root thanPERFECT(see below for more details), we
concluded that in order to get the word order right from (i) a base where the
HABITUAL scopes overPERFECT(ii) a theory where movement targets the root
or a constituent containing the root, the root+suffixes lower thanPERFECTmust
move pastPERFECTandHABITUAL cyclically (i.e. without pied-piping thePER-
FECT). This sub-part of the derivation is repeated in (40).









The analysis of theHABITUAL and PERFECT in (40) has important conse-
quence for the analysis of the two morphemes betweenHABITUAL andPERFECT
- APPLICATIVE ansABLE2. Given the theory where movement targets the root or
a constituent containing the root, there are at least three merge options forAP-
PLICATIVE andABLE2 that will result in their being linearized correctly between
HABITUAL andPERFECT. One, the two morphemes could be base-generated be-
tweenHABITUAL andPERFECTin the hierarchical orderAPPLICATIVE overABLE2.
The right surface would order would then arise from the root+lower suffixes















The two morphemes could also be base-generated immediatelybelowPER-
FECT in the base orderAPPLICATIVE overABLE2, (42).







The correct surface order would then arise as follows. Firstthe root and
low suffixes in the complement ofABLE2 would pied-pipe bothAPPLICATIVE
and ABLE2 to the position betweenHABITUAL and PERFECT, (43). (There is
an option where the root and lower suffixes first cycles acrossABLE2 andAP-
PLICATIVE and then pied-pipesAPPLICATIVE andABLE2 to the position between
HABITUAL andPERFECT. I do not consider this option as it yields the same result










Second, root1 containing just the root+low-suffixes is sub-extracted and
moved pastHABITUAL . This gives the desired surface order: root-low suffixes-
HABITUAL -APPLICATIVE-ABLE2-PERFECT, (44).












There is a third alternative that will also give the right order. EitherAP-
PLICATIVE or ABLE2 can be base-generated immediately belowPERFECTand the
other morpheme betweenHABITUAL and PERFECT. Let us illustrate the op-
tion whereABLE2 merges belowPERFECTand APPLICATIVE betweenHABITUAL
and PERFECT. To get the surface order, the root+low suffixes may pied-pipe
ABLE2 while in the complement, or in the specifier position ofABLE2. Then the
root+low suffixes would strandABLE2 belowPERFECTand move to the position
aboveHABITUAL . Let us illustrate in (45), the case where the root+low suffixes
first moves to the Spec ofABLE2 pied-pipingABLE2 as a specifier. This again














The last two derivations involving stranding of morphemes btweenHA-
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BITUAL and PERFECTwould resemble the derivation of the order N Dem Adj
Num in the NP, which Cinque takes to be rare, perhaps spurious(see however
Abels and Neeleman (2006), Abels and Neeleman (2007), for more discus-
sion of this word order in the NP, and for the conclusion that te order is not
spurious). This order exists as the unmarked order in Pitjantjatjara, Bowe
(1990), Eckert and Hudson (1988), and Nkore-Kiga, Taylor (1985), and as
an alternative order in Noni, Hyman (1981), and Kı̂ı̂tharak. Consider now
how this order would derive from the order which Cinque takesto be the base
order in the noun phrase: Dem Num Adj N. The noun will have to strand the
adjective between Dem and Num in the course of the derivation. This is illus-
trated in (46). (Here I have illustrated the derivation where before stranding,
the noun drags the Adj after moving to a position above the adjctive. There
is another possibility where the noun drags the Adj when in the complement







This is similar to our stranding derivation forAPPLICATIVE andABLE2 above.
Let us turn now to structures that will not derive the surfaceorder given
the restrictive theory of moving the root or a constituent containing the root.
There are several such cases, and we will only discuss a few ofthem. For
example, the two morphemes could not be base-generated betweenHABITUAL





If the root moves cyclically past the four morphemes, this results in the
wrong surface order, (48a). The right surface order is as in (48b). (The po-
sition of APPLICATIVE andABLE2 would be switched if the root moved all the
way up cyclically).
(48) a. *root≺ HABITUAL≺ABLE2≺APPLICATIVE≺PERFECT
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b. Xroot≺ HABITUAL≺APPLICATIVE≺ABLE2≺PERFECT
To get the right surface order given the structure in (47), wewant a sce-
nario where the root can strand theAPPLICATIVE aboveABLE2 and at the same
time ensure thatPERFECTfollows all the four morphemes. No derivation will
achieve this because any subtree containing theAPPLICATIVE will also contain
thePERFECT. To illustrate just one impossible scenario, consider a case where
the root in the complement ofPERFECTpied-pipes the constituent immediately







We can strandAPPLICATIVE in the structure in (49) but thePERFECTwill be
in the wrong position - it has to follow all the four suffixes and there is no
derivation that will achieve this.
Another alternative that cannot generate the proper surface string is merg-
ing the two morphemes belowPERFECT but below a suffix that will end up
closer to the root thanAPPLICATIVE andABLE2. To illustrate this, consider the
scenario where some suffix Y intervenes betweenPERFECTon the one hand,







With this structure, it is impossible to linearizeAPPLICATIVE and ABLE2
betweenHABITUAL andPERFECT. Consider first a derivation where the root first
moves pastABLE2 andAPPLICATIVE creating the order root-APPLICATIVE-ABLE2,
and then root-APPLICATIVE-ABLE2 moves past Y creating the order root-APL-
ABLE2-Y, as shown in (51). (We have ignored the intermmediate landing site
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We can then mergeHABITUAL andPERFECTon top of the tree in (51), and
then move the whole subtree in (51) to a position betweenHABITUAL andPER-











Given the syntax in (52), it is not possible for the root to strandAPPLICATIVE
andABLE2 betweenHABITUAL andPERFECTand move to precede theHABITUAL
without also stranding Y: there is no constituent that contains root and Y, at
the exclusion ofAPPLICATIVE and ABLE2. We will never reach a stage of the
derivation where the root+Y precedesHABITUAL . The problematic stage of the
derivation is shown in (52): root and Y are not a constituent.
The same problematic stage of the derivation arises if the root in the com-
plement ofABLE2 pied-pipes the whole constituent containing Y to the posi-
tion betweenHABITUAL andPERFECT, (53): there is no way for root and Y to
48 CHAPTER 2. EXPANDING THE HABITUAL PERFECT ZONE










There is a third option that will not result in the right surface string: base-
generating bothAPPLICATIVE andABLE2 aboveHABITUAL . Let us consider the







No derivation observing the requirement that only the root or part contain-
ing the root moves can lead to the right surface order. Let us illustrate with a
few derivations. If the root moves cyclically all through without pied-piping




If the root first moves pastHABITUAL and PERFECT cyclically (in a non-
roll up fashion), there is still no way to strandPERFECTbehind and allow the
root+HABITUAL to move to the top: there is no subtree made up of only the
root andHABITUAL at the exclusion ofPERFECT. If the root moves pastPERFECT,
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and then the root-PERFECTmoves pastHABITUAL (roll up movement) we create
a constuent with root-PERFECT. This can strandHABITUAL , but we don’t want
HABITUAL down, we want it all the way at the top. What we want is a scenario
where we can strandPERFECT down, and move with theHABITUAL , but the
theory will not allow this. All the options therefore fail togenerate the surface
order from the base in (55).
Let us make a summary of what our theory expects so far concerni g
the merge of the two morphemes appearing linearly betweenHABITUAL and
PERFECT- APPLICATIVE andABLE2. There are three options that will yield the
correct result. The two morphemes can merge betweenHABITUAL andPERFECT
in the orderAPPLICATIVE>ABLE2. The two morphemes can also merge below
PERFECTas long as there is no suffix Y merged immediately below thePER-
FECT that will end closer to the root than theHABITUAL , APPLICATIVE andABLE.
Either theAPPLICATIVE or ABLE2 can merge belowPERFECTand the other mor-
pheme between theHABITUAL and thePERFECTas long as there is no suffix Y
merged immediately below thePERFECT that will end closer to the root than
the HABITUAL and the suffix which merges below thePERFECT(APPLICATIVE or
ABLE2).
So which of these alternatives work? Let us turn to the facts and establish
the derivation for theAPPLICATIVE andABLE2.
Consider first theAPPLICATIVE. (56) shows that theAPPLICATIVE follows



























‘Maria is scared because of sickness.’
Let us turn to the scopes with theAPPLICATIVE in order to establish its
height in the hierarchy of the clause. We will consider the scopes between the
HABITUAL and theAPPLICATIVE when it introduces a phrase of the reason type,
since this is the scope that is a bit easy to establish. We expect two readings
depending on the order of merge of the two morphemes. If theAPPLICATIVE,
merges beforeHABITUAL we expect a reading where a causing event occurs
habitually since theHABITUAL will scope over theAPPLICATIVE, (58a). On the
other hand, if theAPPLICATIVE merges after theHABITUAL , we expect a reading
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where a specific reason causes an habit, (58b).
(58) a. A causing event occurs habitually
b. A specific reason causes some habit
In this light, consider the example in (56): Maria usually gets scared because
of sickness. IfHABITUAL scopes over the reason argument, we expect a read-
ing where the cause for getting scared is repeated: wheneverMaria is sick,
she gets scared. On the other hand, if the reason argument is above theHA-
BITUAL , we expect a reading where one event of causation leads to an habit:
Maria once was sick with malaria, and she has been scared since then. The
latter reading is impossible. Only the reading where causation is repeated is
possible. This means that the reason argument scopes belowHABITUAL . Since
the reason argument is introduced by an applicative morpheme, we can also
conclude that the applicative morpheme merges below theHABITUAL .
The above fact that theAPPLICATIVE scopes belowHABITUAL is surprising
given thatAPPLICATIVE appears further from the root than theHABITUAL . This
is unexpected under the mirror principle. Note however, this is the result
predicted by our theoretical choice. If theHABITUAL scopes overPERFECT,
and theAPPLICATIVE occurs linearly betweenHABITUAL andPERFECT, then the
APPLICATIVE must merge lower thanHABITUAL . The structure would otherwise
be impossible to linearize, if movement is leftwards, and ifmovement targets
a subtree containing the verb.
There is actually additional independent evidence for the low position of
theAPPLICATIVE with respect to theHABITUAL based on word order facts: in the
BE auxiliary construction, a mono-clausal context,HABITUAL occurs on BE,
andAPPLICATIVE on the V, whether it introduces a benefactive (the children), a



























‘Maria usually has cooked for children/ because of hunger/ in the
kitchen.’
Given our argumentation in chapter 1, that both verbs and suffixes merge in
some hierarchy, and that suffixes are attractors that attract he closest verbal
element, then theHABITUAL must merge above AUX whileAPPLICATIVE and
PERFECTmerge above V.HABITUAL then attracts AUX, and theAPPLICATIVE and
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thePERFECTattract V.
We have an important argument therefore that theAPPLICATIVE is not higher
thanHABITUAL : it scopes belowHABITUAL and it occurs on V in the auxiliary
construction. To complete the argumentation that the applicative is part of the
habitual-perfect zone, we need to show theAPPLICATIVE is not so low in the
clausal hierarchy. By a zone, we mean a group of suffixes wherea sub-tree
containing the root moves in a systematic style of movement:ither cyclic
Spec-to-Spec movement, or cyclic roll-up movement. ThusABLE andERRATIC
form a zone because a subtree containing the root moves past these two mor-
pheme Spec-to-Spec (without pied-ping theERRATIC). HABITUAL andPERFECT
also form a zone because a subtree containing the root moves past these two
suffixes Spec-to-Spec in a non roll-up mannner.
To show that theAPPLICATIVE is part of the habitual-perfect zone, we need
to show that it scopes above the morphemes belowPERFECT. Let us remind
ourselves about the facts from chapter 1. We saw in this chapter that there are
three morphemes belowPERFECT: COERCE, ERRATIC andABLE, and these merge






In order to show satisfactorily thanAPPLICATIVE is part of the habitual-
perfect zone, one would need to show that theAPPLICATIVE scopes over the all
these morphemes.
Let us examine at least one of the scopes that is easy to establish - that
between theAPPLICATIVE andCOERCE. At first sight, the data seem to be neu-
tral. TheAPPLICATIVE may scope aboveCOERCE. Thus in (61), the argument

















‘The doctor while on the phone has coerced the patient to takemedicine.’
The applicative may also introduce an argument that indicates the location of
the coerced event, (62).



















‘The woman coerced the house help to wash the child in a small
basin.’
We therefore have a scope ambiguity between theAPPLICATIVE and theCOERCE.
How could one argue that theAPPLICATIVE is part of the habitual-perfect
zone in the face of this ambiguity?2 Let us first explore how one could go
about accounting for this ambiguity. There is at least one promising approach:
assuming that either of the two morphemes has two positions within an fseq.
ThusCOERCEcould be in two positions in the clausal hierarchy, (63a), orAP-
PLICATIVE could be in two positions in the clausal hierarchy, (63b).
(63) a. COERCE> APPLICATIVE> COERCE
b. APPLICATIVE> COERCE> APPLICATIVE
Suppose it is coerce that has two positions in the hierarchy of the clause.
And suppose we merge the other manifestation ofCOERCEaboveHABITUAL , so
that it can scope overAPPLICATIVE. Then we would expectCOERCE to scope
over the other morphemes between the highest and lowestCOERCE, for exam-
ple ABLE andERRATIC. This kind of scope is however impossible. We saw in













a. *Maria coerced the goat to be easy to kill. (by tying its legs
together)
b. XMaria was easy to coerce to kill the goat.
We also saw thatERRATIC, on the irregular reading on an event always
scopes overCOERCE, (65).
2Other Bantu languages show the type of ambiguity exhibited in Kı̂ı̂tharaka. Thus al-
though the applicative follows the causative in Chichewa (Hyman (2003b)) and Chimwi:ini
(Abasheikh (1978)), the applicative can license a PP indicating the location of the caused
event, or an instrument PP signaling the means of causation.A single applicative therefore
shows low and high scope with respect to the causative, or altern ively, a single causative
shows low or high scope with respect to the applicative.















a. XAt 7am, 7.50 am, 9.00 am, 11. am, the nurse coerced the
children to take medicine, and they finally took the medicine.
b. *Once, the nurse coerced the children to take medicine at 7.00
am, 7.50 am, 9.00 am, 11. am.
These facts on the scope ofABLE andERRATIC overCOERCEwould be mysteri-
ous if COERCEhad two positions in an fseq: one immediately belowERRATIC,
and another aboveHABITUAL .
Let us turn to the option where it is theAPPLICATIVE that has two positions
in the hierarchy of the clause, one below and the other aboveCOERCE. This
approach does not face the scope problem faced with assumingthat there
are two positions forCOERCE. The scope over the coerced event is because
the applicative has a position belowCOERCE, and the scope over the coercing
event is because there is a position for theAPPLICATIVE aboveCOERCE, which
is immediately below theHABITUAL . There is also morphological evidence
that theAPPLICATIVE has two positions in fseq: the applicative can double.
Since contexts that trigger doubling are complicated, we will not introduce
the doubling facts here (see chapter 6 for details). We will take it therefore
that it isAPPLICATIVE that has two positions in the clause, notCOERCE.
The presence of the two positions for the applicative in the clausal hierar-
chy complicates things a bit in that whenever there is a scopal effect, we need
some way to tell whether it is due to the low or the high applicative, to use the
terminology of Pylkkanen (2002). We will see below that passivization with
the eventive passive enables us to establish that at least the applicative that
introduces reasons merges higher than the passive.3 The facts are therefore
consistent with theAPPLICATIVE merging betweenHABITUAL andPERFECT.
Let us turn to the second morpheme that appears betweenHABITUAL and
PERFECT: ABLE2. ABLE2 is a double ofABLE (non-doubling) (cf. chapter 1).
Thus wheneverABLE2 occurs,ABLE (the non-doubling) must also occur.


















‘The river is usually easy to cross on the bridge.’
3We cannot test scopes betweenABLE and theAPPLICATIVE in sentences with reason
applicatives because such sentences for some unknown reason c nnot be passivized with
ABLE.















‘The river was easy to cross at irregular intervals.’
ABLE2 is inert for semantic scope. Thus there is no noticeable semantic differ-
ence between a sentence withABLE andERRATIC, (68), and with twoABLE, and
ERRATIC, (69). In both cases,ABLE scopes overERRATIC since what is irregular











a. XThe river was easy to cross at 7.00 am, 7.30 am, 7.45 am - the
river was not flooded, so I could always walk across.
b. *Only at 7.00 am, 7.30 am, 7.45 am was the river easy to cross
- other times, the temporary bridge was removed an one had to













a. XThe river was easy to cross at 7.00 am, 7.30 am, 7.45 am - the
river was not flooded, so I could always walk across.
b. *Only at 7.00 am, 7.30 am, 7.45 am was the river easy to cross
- other times, the temporary bridge was removed an one had to
walk across the strong currents of the flooded river.
Semantic scopes will therefore not tell us about the relative height of the
ABLE2. There is however confirmation from word order facts thatABLE2 is
lower thanHABITUAL . In the BE auxiliary construction,HABITUAL occurs on



















‘The river usually has been easy to cross many times.’
This means thatHABITUAL is higher thanABLE2. Note that this is what is ex-
pected given our theoretical machinery: IfHABITUAL scopes overPERFECT, and
2.4. AFTER PERFECT 55
ABLE2 appears betweenHABITUAL andPERFECT, thenABLE2 must merge below
HABITUAL . The structure would be impossible to linearize if the mergesitua-
tion was otherwise.
To summarize, there is no serious impediment so far against integrating
APPLICATIVE andABLE2 into the habitual-perfect zone: the theory favours this
integration, and the empirical facts, when they can be establi hed, go in this
direction.
(71) HABITUAL > APPLICATIVE> ABL2> PERFECT
The right derivation for integratingAPPLICATIVE andABLE2 is therefore the















After PERFECTthere are four suffixes. These suffixes come in the orderINNER















‘The children were woken up you guys.’
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Given that these morphemes immediately followPERFECT, the lowest mem-
ber so far of the highest cyclic zone, there are at least threelogical options
on the merge of these four suffixes. First the four morphemes could merge
immediately belowPERFECTcontinuing the highest cyclic zone: the habitual-
perfect zone. To derive the surface order, the root would move past an ex-
panded habitual-perfect zone, in a cyclic manner (without pied- iping any of
the morphemes of the habitual-perfect zone). This derivation is illustrated in















Second, the four morphemes could merge aboveHABITUAL in their left
to right scopal order, or in the mirror order. Let us considerthe non-mirror
structure. To derive the surface order, the root+HABITUAL ...PERFECTwould have
to move cyclically past the zone containingPLURAL ADDRESSEE, FINAL VOWEL ,
PASSIVE andINNER CAUSATIVE. This derivation is schematized in (75).


















Third, two morphemes (INNER CAUSATIVE andPASSIVE) could merge below
PERFECT in a left to right scopal order and two (FINAL VOWEL andPLURAL AD-
DRESSEE) aboveHABITUAL . The two morphemes aboveHABITUAL could merge
in the mirror or non-mirror order. Let us consider the mirrorsyntax. To derive
the surface order, the root first cycles across thePASSIVE, the INNER CAUSATIVE,
the PERFECTand theHABITUAL giving us the constituent root4 in (76). Then
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The third derivation, (76), seems to the right one. Here we will only con-
centrate on thePASSIVE and theINNER CAUSATIVE and leave discussion of the
FINAL VOWEL and thePLURAL ADDRESSEE for chapter 4. First we consider the
PASSIVE and show that the scope facts are consistent with its being part of the
habitual-perfect zone. Then we look at theINNER CAUSATIVE and show that
it has a double life: behaving as both high and low in the hierarchy of the
clause. We will adopt the version thatINNER CAUSATIVE is high, and postpone
discussion of its low life to another section (section 6.7, chapter 6).
Let us turn to thePASSIVE morpheme: w.w is the eventivePASSIVE mor-
pheme (It allows agentive by-phrases, control into agent-oriented purpose
clauses e.t.c).
The PASSIVE morpheme usually triggers the demotion of the subject and












‘The boat was sunk by the army.’
Let us turn to the position of thePASSIVE in the hierarchy of the clause. In the
auxiliary construction,HABITUAL occurs on BE, andPASSIVE on V, (78). This












‘The children usually have been woken up.’ (e.g. by seven o’clock)
To complete the argument thatPASSIVEcould be part of the habitual-perfect
zone, we need to show that is also reasonably high in the clausal hierarchy, at





The evidence is compatible withPASSIVEmerging above these morphemes.
Consider first the interaction betweenPASSIVE and COERCE. If COERCE
scopes overPASSIVE, we expect the subject of the sentence to be interpreted as
the coercer. If on the other passive scopes aboveCOERCEwe expect the matrix
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subject to be interpreted as the causee (the one who is coerced). The facts















a. *The army coerced the boat to sink by bombing it.
b. The army was coerced to sink the boat e.g. by the army com-
mander.
PASSIVE therefore scopes overCOERCEand hence is higher in the clausal hier-
archy thanCOERCE.
It would be nice if we could show thatPASSIVE also scopes over mor-
phemes immediately aboveCOERCE - ABLE and ERRATIC. For the ERRATIC,
scopes are untestable since theERRATIC is not a morpheme that introduces
arguments and therefore does not interact withPASSIVE scopally. ABLE and
PASSIVE do not co-occur. There is no clear way to tell how much higher tan
COERCE PASSIVEis. But there is no knock-down argument against its being
aboveABLE andERRATIC.
ThePASSIVE morpheme also seems to be lower than the morpheme imme-
diately belowHABITUAL , the APPLICATIVE. The evidence thatPASSIVE is lower
thanAPPLICATIVE comes from passivization facts in reason applicatives. In rea-































‘Because of sorrow was drunk beer.’
If it is true that for a DP to move to subject under passivization it must be
under the c-command ofPASSIVE, then we understand why a reason applicative
cannot move to subject: theAPPLICATIVE is higher thanPASSIVE, and hence the
argument it introduces is also higher.4
4Non-reason applicatives e.g. benefactives and locatives allow passivization of both ar-
guments. This might due to the fact that these applied arguments are introduced by anAP-
PLICATIVE suffix lower thanPASSIVE, specifically the one that allows scope belowCOERCE.
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Note that it is generally not the case that DPs such as ‘sorrow’ are banned
from appearing in subject position under passivization. Such DPs are fine in
other contexts (cf. (82a) (active) and (82b) (PASSIVE), we are not implying


























‘Being in a sorrowful mood is hated by many people.’
Although there might be other factors responsible for the contrast between
(81b) and (82b) (e.g the differences in the interpretation of the DPs in subject
position), it is also plausible that the differences are dueto one DP being in
the domain ofPASSIVE, (82b) and the other being without, (81b).5
This concludes the argumentation thatPASSIVEcould be part of the habitual-
perfect zone.
Let us turn finally to theINNER CAUSATIVE. A principle use of theINNER
CAUSATIVE is to enable an intransitive verb to take an external argument (cf.
















‘John has woken up the child.’
The INNER CAUSATIVE is sandwiched betweenPERFECT and PASSIVE, two
morphemes we have confirmed are in zone where the root cycles through.
Given its position between these two morphemes then theINNER CAUSATIVE
also has to be part of this zone by the logic of our theory. It can be part of this
5We should note here that nothing really hinges on the successof this argument. Given
that theAPPLICATIVE merges immediately belowHABITUAL , our theoretical machinery
would never allowPASSIVE to be base-generated betweenHABITUAL andAPPLICATIVE in a
position higher thanPERFECT. This structure would never be linearized since no restrictive
derivation could bringPASSIVE to follow PERFECT.
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zone in two ways: either it is base-generated betweenPERFECT and PASSIVE
and cyclic Spec-to-Spec movement of the root pastPASSIVE, INNER CAUSATIVE,












The INNER CAUSATIVE could also merge immediately belowPASSIVE, and
to get the right surface order, the root would strands it betwe nPERFECTand












Let us turn to the empirical side. In order to show that theINNER CAUSATIVE
is part of the habitual-perfect zone, we need to show that it is not higher than
HABITUAL the highest morpheme of this zone, and we need to show that the
INNER CAUSATIVE is not very low in the hierarchy of the clause.
We have already seen thatINNER CAUSATIVE is not higher than theHABITUAL :
it appears on V in the BE auxiliary construction, (86).

















‘John usually has woken up the children.’
Let us turn to the issue of how much lower thanHABITUAL the INNER CAUSATIVE
is. The situation appears to be paradoxical at best. First the INNER CAUSATIVE
appears to be high, given the logic of the theory we are adopting: INNER
CAUSATIVE is sandwiched between suffixes where the root moves cyclically
Spec-to-Spec, (i.e.PERFECTand PASSIVE) so INNER CAUSATIVE must also con-
form to this pattern. On the other hand, there is some evidence that INNER
CAUSATIVE is quite low in the hierarchy of the clause. The first evidencefor
the low status ofINNER CAUSATIVE comes from its interaction with the rever-
sive morpheme, the second evidence comes from idiom formation nd the
third argument from scope betweenINNER CAUSATIVE andPASSIVE.
Let us start with with the evidence arising from the interaction of INNER
CAUSATIVE with the reversive morpheme. Consider first the pair of sentences

















‘Maria has bent the hoe.’
The reversive morphemes can be added to the sentences in (87). The rever-
sive in Kı̂ı̂tharaka which has roughly the meaning of English un comes in
two forms: a form which is purely reversive (ûk) and a form which is both
transitive and reversive (ûr). (details in chapter 5)
In (88), we provide a sentence with the reversive morpheme: ‘the hole’









‘The hoe has unbent (straightened).’
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In (89), the reversive morpheme which also encodes transitivity is added.














‘Maria has straightened the hoe.’
One cannot rule out the co-occurence of these two morphemes based on the
phonology.
This kind of data suggests that the reversive can take over the t ansitivizing
duty carried out byi causative. Now it can be shown that the reversive scopes















a. Maria has coerced John to unbend (straighten) the hoe.
b. *Maria coerced then un-coerced (begged) John to bend the hoe.
If the reversive (which sometimes also transitivizes) is lower thanCOERCE,
as shown by the scopes, then it isn’t unnatural to hypothesisthat theINNER
CAUSATIVE, which also carries out a transitivizing function is belowCOERCE.
It is natural if morphemes serving the same functions occupyand therefore
compete for the same syntactic position.6
The second evidence for the low placement ofINNER CAUSATIVE in the hier-
archy of suffixes has to do with idiom formation. TheINNER CAUSATIVE forms
idiosyncratic meanings in combination with roots, (91), (92), (93). These id-
iosyncratic meanings are very rare withCOERCE. In fact the only one I am
aware of is when read+COERCEmeans to teach.
(91) a. ûka ‘wake up’
b. ukja ‘get an errection’ (a sexual reading)
6There is a complication here in that thei causative and the reversive are not in com-
plementary distribution, (90), which is expected if they serve the same function. In order
maintain thati and ûr occupy the same position generally, we have to say that one ofthe
morphemes is a syntactic copy of the other in (90).
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(92) a. itha ‘hide’
b. ithja ‘keep livestock with a friend’
(93) a. raara ‘spend the night’
b. raarja ‘keep watch at night’
Since the root andINNER CAUSATIVE can form an idiom, it must that the root
and theINNER CAUSATIVE form a constituent at the exclusion of other suffixes.
To form this constituent, theINNER CAUSATIVE must merge very low in the
clause, next to the root. Hence theINNER CAUSATIVE must start very low in the
hierarchy of the clause.
The third and last evidence for the low status ofi causative comes from
scope interaction with thePASSIVE. Kı̂ı̂tharaka can form impersonalPASSIVEs








Let us turn to the scopal interaction betweenPASSIVEand theINNER CAUSATIVE.
We expect two readings depending on the order of merge ofPASSIVE and IN-
NER CAUSATIVE. If passivization precedes causativization, we expect a read-
ing where X caused someone to laugh, (95a). If passivizationoccurs after
causativization, we expect a reading where X was caused to laugh, (95b).
(95) a. [X caused [someone to laugh ]]
b. [X was caused [to laugh ]]
Let us turn to the data. The available reading, (96b), suggests that the latter












a. *The children caused someone to laugh.
b. The children were caused to laugh.
If it is true that scope relations are captured by c-command,the data in (96)
suggests thatINNER CAUSATIVE must be lower thanPASSIVE at some point in the
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derivation.
There is empirical evidence therefore thatINNER CAUSATIVE is lower than
COERCE. There is also contrasting evidence that-i is quite high in the structure:
it appears very far right in the ordering of suffixes. The double behavior of
INNER CAUSATIVE - appearing both low and high is a known paradox in Bantu
scholarship (cf. e.g Hyman (2003b), Good (2005)). In this chapter we will
merely go with the theory and assume thatINNER CAUSATIVE is higher than
COERCE and is sandwiched betweenPERFECTand PASSIVE. We will however
dedicate a whole section to resolving theINNER CAUSATIVE paradox (section
6.7).
Summarizing, we have added four morphemes to the habitual-perfect zone.
All these morphemes merge betweenHABITUAL andPERFECT, (98).
(97) HABITUAL > APPLICATIVE> ABLE2> PERFECT> IC> PASSIVE
2.5 Cyclicity in a whole zone
As before, scopes translate into c-command. We can thereforunpack the
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Ignoring the presence of suffixes lower thanPASSIVE, the surface order
derives from the base order in (98) by cyclic Spec-to-Spec move ent of the















To sum up, this chapter presents further evidence that the phrasal move-
ments typical of syntax are also present in morphology, and that these move-
ments may span over quite a large chunk of structure. The chapter therefore
hints at the need to do morphology in syntax in fact as is suggested in Koop-
man and Szabolcsi (2000).
2.6 Appendix II: hab>perf zone and restructur-
ing
Above, we have shown that morphemes of the habitual-perfectzone portray a
left to right scope. We provide additional evidence in this section for the left to
right scope of (some of) the suffixes of this zone using the distribution of the
suffixes of this zone in restructuring contexts. First we show that passivization
is a good test for restructuring - it is only possible within asingle fseq. Then
we show that the ordering of suffixes on a sequence of verbs in arestructuring
context provides direct evidence for the left to right scopef (some of ) the
suffixes of the habitual-perfect zone.
We have seen clear contrasts between a mono-clausal context(AUX) and
a bi-clausal context (TEMA) in section 2.2. One of these contrasts which we
concentrate on here is that a mono-clausal context allows certain morphemes
to occur only once, while a bi-clausal context allows such morphemes to ap-
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pear twice with different interpretations. One morpheme that shows this con-
trast is theERRATIC morpheme. The TEMA causative, a bi-clausal context can

















‘The teacher within a short time made the children to play at irreg-
ular intervals .’
In contrast, there can only be oneERRATIC in the BE auxiliary construction,
















‘The children will have played at irregular intervals.’
A single fseq therefore has oneERRATIC, while two fseqs can have two.
Lets now turn to the interaction with passive. Consider the single-verb



















‘The children played the ball at irregular intervals.’














‘The ball was played at irregular intervals.’
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Passivization is therefore possible across a single verb whether there isER-
RATIC or not.
Let us turn to multi-verb contexts. Consider the two active sentences be-
low, with the two verbs ‘begin’, and ‘play’ occurring in the same sentence.

























‘Maria has begun to play the piano at irregular intervals.’
























‘The piano has begun to be played at irregular intervals.’
The sentences with the two verbs ‘begin’ and ‘play’ behave lik a single verb.
They are transparent to passivization. Furthermore, the sent nce withERRATIC
on the lower verb still behaves like a single verb, which alsoll ws passiviza-
tion in the presence of theERRATIC. ERRATIC itself therefore does not block
passivization.
In (106a), we have an active sentence withERRATIC on ‘begin’. As (106b)
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This pattern is surprising given our conclusion above thatERRATIC does not
block passivization. The pattern is expected however in light of our discussion
on TEMA causatives and the BE auxiliary construction: whenERRATIC occurs
on a higher verbal element (TEMA), it is telling us we are outside a single
clause domain. Passivization therefore is only possible within an fseq. In a
fseq, there is only oneERRATIC, and thisERRATIC occurs on the low (main)
verb, as we saw in the AUX construction above.
As one might expect, passivization is also impossible when tre isER-
RATIC on ‘begin’ and ‘play’, (107a). The sentence is ungrammatical because


































‘Maria within a short time has begun to play the piano at irreg-
ular intervals.’
We can therefore conclude the following: whenever a verb preceding the main
verb allows passivization across it, that verb does not introduce another fseq.
Following the tradition, we will refer to those verbs as restuc uring verbs (cf.
Rizzi (1978), Cinque (2000), Cinque (2006)). ‘begin’ is therefore a restruc-
turing verb. Note however that ‘begin’ is not always restructuring. It occurs
in a bi-clausal structure that does not allow passive. Belowwe show that there
are other verbs that behave like ‘begin’ above: they allowERRATIC to occur on
the light verb and the main verb in the active sentences, but with passivization,
ERRATIC can only occur on the main verb.
Consider first the verb ‘finish’. It behaves like ‘begin’ above. With pas-
sivization, theERRATIC can only occur on the lower V, (108a). It cannot occur













































The ERRATIC however has no problem occurring on ‘play’, on ‘finish’, or











































‘Maria within a short time short has finished playing the piano
irregularly.’
The conclusion is that ‘finish’ is a restructuring verb, but it is not always
restructuring.7
Let us examine another verb that behaves like ‘begin’ and ‘finish’ above -














‘The piano has forgotten to be played irregularly.’ - someone































7There are two verbsrı̂ı̂kania naandthirania nawhich mean ‘to be done with’. Although
these verbs have a meaning very close to ‘finish’, they do not allow passivization of the object
across them. They are probably not restructuring verbs.
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As with other verbs,ERRATIC can occur on V, on the light verb ‘forget’, or











































‘Maria within a short time has forgotten to play the piano ir-
regularly.’
The verbs ‘begin’, ‘forget’, ‘finish’, are therefore restruct ring when passive
has occurred across them.
Let us turn to the combinatorics. Is it is possible to have allthese three
verbs in one sentence that has undergone passivization? Indeed this possible,
but there is a condition - these verbs have to be ordered in a rigid manner. Of
the expected six combinations of the three restructuring verbs, only one order
is possible, (112a).
(112) a. BEGIN FORGET FINISH [ PLAY-PASS ]
b. *BEGIN FINISH FORGET [ PLAY-PASS ]
c. *FORGET FINISH BEGIN [PLAY-PASS ]
d. *FINISH FORGET BEGIN [ PLAY-PASS ]
e. *FORGET BEGIN FINISH [ PLAY-PASS ]
f. *FINISH BEGIN FORGET [ PLAY PASS ]
This is additional evidence for these verbs being restructuing: restructuring
verbs identify the contents of heads in the fseq (Cinque (2006)). Since the
functional heads themselves are rigidly ordered, restructu ing verbs also must
be rigidly ordered.8
8When there is no passivization, ‘begin’ and ‘forget’ can be reordered: One can forget
to begin to write a paper. No other re-orderings are possiblehowever. Thus ‘finish’ cannot
precede forget, or ‘begin’. There are two ways one could viewthis data. One, is that in the
72 CHAPTER 2. EXPANDING THE HABITUAL PERFECT ZONE















‘The piano has begun to be forgotten to be finished to be played.’ -
someone has began to forget to finish to play the piano.
The ordering of some of the restructuring verbs conforms to the order
in other languages. Cinque (2001) has shown that inceptive asp ct, which
‘begin’ spells out is above completive aspect which can be spelled out by
‘finish’, (114). (It is not clear where ‘forget’ would fall inthe hierarchy,
Kı̂ı̂tharaka suggests it is between inceptive and completive aspect. It is also
not clear what functional head, it would be spelling out.)
(114) inceptive (begin)> completive (finish).
Let us turn to the patterns of passivization. Do the sentences with three re-
structuring verbs behave like the sentences with one restructuring verb with
respect to passivation? They do. Passivization of the object is only possible

















‘The piano has begun to be forgotten to be finished to be playedir-
regularly.’ - someone has began to forget to finish to play thepiano
irregularly.
absence of morphemes that force a bi-clausal structure e.g.ERRATIC and others, these verbs
are also restructuring even when passivization has not occurred (cf. Cinque (2006) for this
strong view on restructuring verbs). One would then have to say that either ‘begin’ has two
positions in fseq (lexicalizing inceptive aspect 1 and inceptiv aspect 2), or that ‘forget’ has
two positions lexicalizing two properties in an fseq, whatever these properties are). The other
alternative would be that without passivization, the threev rbs are not restructuring. We think
the first view is more appropriate. The is no simple answer forthe rigidity in the ordering of
‘finish’ and other verbs even without passivization for the second view, but the first view has a
simple answer: these verbs in the non-passive sentence alsoare restructuring, they lexicalize
functional heads rigidly ordered and therefore must be rigidly ordered too. There is a residue
issue to be addressed on the second view however: why there isonly one inceptive head with
passivization, but two when passivization has not occurred. We do not have an enlightening
answer for this problem.
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To sum up, the sentences with multi-verbs above behave like asingle fseq,
because they allow passivization only when theERRATIC is on the main verb.
These verbs also behave like a single fseq in conforming to a rigid ordering,
when passivization has occurred across them.
To complete the argument that passivization is a good test for ingle fseqs,
we need to show that passivization impossible across TEMA, whether there is
ERRATIC or not. This is expected since TEMA always is a bi-clausal situat on.
At first site, this prediction seems not to be borne because pasivization is











‘Maria made herself be kissed.’
In fact passivization is also possible when there isERRATIC, on the light verb,
(118a), or on both the verb and TEMA.
































‘Maria within a short time made herself to kissed for a longer
time than before.’
Does this mean passivization is possible across clause boundaries? Not quite.
Although superficially similar to the clauses with restructuring verbs, the
clauses with TEMA in (117) and (118) differ substantially from those with
restructuring verbs in that TEMA clauses can allow a DP distinct from the
matrix DP in the subject of the embedded clause. None of the restructuring
contexts we have looked at allow DPs in the position intermediat between
the verbs. Thus instead of co-reference between the matrix and the embedded
subjects in (117) and (118), the matrix and the embedded subject DPs could
be disjoint in reference. The sentences in (117) and (118) can therefore get
different readings:Maria made someone to be kissed, (117),Maria within a
short time made someone to be kissed, (118a), andMaria within a short time
made someone to be kissed for a longer period of time than before, (118b).
From this data, we can conclude that what appears to be movement of the ob-
ject across TEMA is not really movement: it is an illusion arising form Maria
being co-indexed with a null element in the subject positionof the embedded
clause. Passivization therefore is bound to the embedded clause, and hence
passivization is only possible within a single clause as before.
Now that we are sure passivization is telling us the sentences with certain
sequences of verbs are a mono-clausal context, we can check on what verbs
the suffixes of the habitual-perfect zone cliticize on when there is a sequence
of such verbs. Let us start with theHABITUAL and thePERFECTmorphemes.
If we have PERFECT but no HABITUAL in a sentence with a sequence of
restructuring light Vs, the generalization is thatPERFECTgoes on the first verb
in a sequence except BE. We schematize this pattern in (119).(take V1 to
precede V2 in (119).)




These first two patterns are illustrated in (120). In (120a),PERFECToccurs on
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the first verb. ‘begin’. This form is grammatical. (120b) is ungrammatical be-
causePERFECToccurs on the second verb (excluding BE). In (120b), we have
added the BE auxiliary in order to be able to introduce subject agreement fea-
tures on the verb wherePERFECToccurs. ThePERFECTnever occurs on a verb
with infinitive morphology. So to give the sentence a chance,we have fulfilled




































Let us turn to theHABITUAL . TheHABITUAL always attaches to the first verb
in a sequence, (122).
(122) a. V1-hab V2
b. V1 V2-*hab
We illustrate the patterns in (122) in (123). The contrast betwe n (123a) and

































‘The ball usually has been played.’
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Let us turn now to the combinatorics. When theHABITUAL and thePERFECT
co-occur in a restructuring context, the distribution is very striking. HABITUAL
attaches to the highest available verb, and thePERFECT to the second avail-
able verb excluding BE. These patterns are summarized below(recall that
whenHABITUAL andPERFECTco-occur, BE insertion is required. Read the ta-
ble below as follows:HABITUAL andPERFECTare suffixes to the verb on their
immediate right. bgn=begin, fgt=forget, fin=finish, pl=play.) Thus in the first
row, HABITUAL is a suffix on BE, andPERFECTa suffix on ‘begin’.
hab be perf bgn fgt fin pl-pass
hab bgn be perf fgt fin pl-pass
hab bgn be perf fin pl-pass
hab bgn be perf pl-pass
hab fgt be perf fin pl-pass
hab fgt be perf pl-pass
hab fin be perf pl-pass
hab be perf pl-pass
We will try to provide an account of the pattern above in Appendix A.
Let us provide one example to illustrate the grammatical pattern. In (125),
HABITUAL is a suffix on ‘begin’, andPERFECTa suffix on ‘forget.’ Recall that in

























‘(After 20 minutes into piano playing) someone usually begins to
forget to finish playing it.’
Switching the pattern above results in ungrammaticality, (126). In (126),HA-
BITUAL appears on ‘forget’, andPERFECTon ‘begin’. PERFECTcannot appear on
a verb more leftmost in a sequence of restructuring verbs than t e verb that
containsHABITUAL . (All other sentences that violate this requirement will be
























If we assume that the ordering of the restructuring verbs represents a left
to right scopal hierarchy, then we arrive at the conclusion that HABITUAL is
higher thanPERFECT. This is so becauseHABITUAL always attaches to a verb
leftmost (and therefore higher) that the verb on which thePERFECTattaches.
We can also get confirmation for the ordering of two other morphemes of
theHABITUAL perfect zone -INNER CAUSATIVE andPASSIVE. Recall that in terms
of scope, these morpheme are below thePERFECT. This scope is reflected in the
restructuring context. In (127),PERFECToccurs on the first verb and thePASSIVE
and theINNER CAUSATIVE must always occur on the main verb. If it is true that
restructuring contexts have the verbs showing a left to right hierarchy, then



















‘Someone has forgotten to finish to wash the clothes.’
The distribution of theHABITUAL , the PERFECT, the INNER CAUSATIVE and the
PASSIVE in restructuring contexts leads us to the hierarchy of thesesuffixes in
(128), which is the very hierarchy we established in section2.5.
(128) HABITUAL > PERFECT> INNER CAUSATIVE> PASSIVE
Let us turn to the other two suffixes that occur betweenHABITUAL and PER-
FECT. These are theAPPLICATIVE andABLE2. Recall that on a single verb these
suffixes appear betweenHABITUAL andPERFECTby transitivity.
(129) Verb-HABITUAL -APPLICATIVE-ABLE2-HABITUAL
In order to conclude that these morphemes are betweenHABITUAL andPER-
FECT in a restructuring context, there are at least three ways thee suffixes
could distribute on the verbs containingHABITUAL and PERFECT. First, AP-
PLICATIVE andABLE2 could suffix after theHABITUAL in the order V-HABITUAL -
APPLICATIVE-ABLE2 (the first row in the table below). Alternatively, the two
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suffixes can be on the verb withPERFECT, and suffixed before thePERFECT in
the orderAPPLICATIVE, ABLE2 (the second row). Finally,APPLICATIVE can be a





We find none of these scenarios in a restructuring context. TheAPPLICATIVE
occurs deeply on the main verb, and the main verb can be separat d f om






























‘(After 20 minutes into piano playing) someone usually has begun
to forget to finish playing it in class.’
The scenario forABLE2 is similar to that of theAPPLICATIVE: ABLE2 occurs
deeply embedded on the main verb, and the main verb can be separated from


























‘Someone usually has begun to forget to finish playing the piano
irregularly.’
It appears likeAPPLICATIVE andABLE2 get trapped on the lowest verb in a
restructuring context. This might suggest at least some applicative (e.g. the
low applicative), andABLE2 get to the habitual-perfect zone by movement. We
examine movement of theAPPLICATIVE in chapter 6, and touch on the trapping
of APPLICATIVE andABLE2 on the lowest verb in Appendix A.
Chapter 3
The verbal prefixes
In this chapter we continue our description and analysis of clausal architecture
in Kı̂ı̂tharaka by looking at the verbal prefixes. We will show that the relative
positioning of the prefixes viz-à-viz the suffixes can stillbe nicely captured
by our theoretical machinery - that of moving a sub-tree containing the verb.
The chapter is organized as follows. First we look at the distribution of
the prefixes. Then we examine the theoretical options available for the merge
of the prefixes. Finally, we make the choices based on empirical evidence.
3.1 Distribution
The prefixes come in a fixed order. Consider first theFOCUS MARKER which
has two allomorphs:n pre-vocalically andi pre-consonantally (for details on
the Kı̂ı̂tharakaFOCUS MARKER, see Muriungi (2003), Muriungi (2005), Abels
and Muriungi (2006), Abels and Muriungi (2008)). Both allomrphs of the















1The focus marker also precedes subject agreement in Bantu laguages related to
Kı̂ı̂tharaka, for example Kikuyu, (see e.g. Barlow (1960),Bergvall (1987), Mungane (1997)),
Kiembu, Mbeere, Kamba and Tigania (based on my fieldwork).
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(2) FOCUS MARKER-SUBJECT AGREEMENT
(It is possible for one to take what I label asSUBJECT AGREEMENTas the third
person nominative pronouns ‘s/he’ and ‘it’ for (2a) and (2b)respectively.
Since however these are the forms that would occur even when an overt noun
of the relevant class is present, I will continue to call themSUBJECT AGREEMENT.
In the absence of an overt noun, it might thatSUBJECT AGREEMENTagrees with
a silent pronominal element.)
Consider nextNEGATION. The Kı̂ı̂tharaka negative marker has two allo-
morphs: ti and ta. The exact range of conditions governing the allomorphy
are not very clear at the moment. One condition that does govern th allomor-
phy however, for some tenses, and in root clauses is clause type: whether the
clause is a declarative sentence or awh-construction. Thus for thekû tense


















‘The men are not cooking meat.’
In contrast, in clauses that havekû and that have undergonewh-movement
for examplewh-questions, (4a), focus constructions (4b), and relative clauses















































‘The meat which the old men didn’t cook.’
2Topicalization would take theti allomorph in this context and therefore does not count as
wh-movement. Topicalization also differs fromwh-movement in allowing resumption when
there is no syntactic island.Wh-movement allows resumption only when there is a a syntactic
island.
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This allomorphy is also found in yes/no questions, but the conditions govern-
ing it seem to be different from those above (at least we don’tsee a way to
unify all of them now). If the yes/no question does not have the focus marker,
the negative allormorph isti, (5a). If there is a focus marker, the negative






































‘Is it the case the men aren’t cooking meat?’
Let us turn to the linear position ofNEGATION. Both allomorphs occur
betweenSUBJECT AGREEMENTand the tense markerkû. All other tense markers
in Kı̂ı̂tharaka would occur in the same position on the verb:the tense markers
therefore are in complementary distribution. We can therefore summarize the
ordering of the prefixes so far as in (6).
(6) FOCUS MARKER- SUBJECT AGREEMENT- NEGATION- TENSE
The order in (6) is transparently reflected in (5b) above. We should note
here that not all Bantu languages have a fixed position for negation as we
see in Kı̂ı̂tharaka. In some languages e.g. Chichewa (Hyman(2003b) and
references cited therein), negation precedes subject agreement in root clauses
but follows subject agreement in embedded clauses. In otherBantu languages
e.g. Swahili, negation can be both prefixal and suffixal (Ngonyani (2006)).
Let us move on to the other two prefixes, theOBJECT MARKER and theRE-
FLEXIVE. First we consider theOBJECT MARKER.
Although called theOBJECT MARKERin Bantu literature, theOBJECT MARKER










The OBJECT MARKER can also “saturate” a benefactive theta role, (8a), or a
causee theta role, a theta role usually associated with the emb dded external
argument in coerce causatives, (8b).






























‘They coerced him/her to cook maize.’
In line with the tradition, we will still continue to call thes morphemes object
markers.
(Note that in (7) and (8), that the object markers differ withnoun class.
Arguably therefore the object markers encode (some of) the features of nouns
e.g. number, and noun class. Object markers also encode firstand second
person - the 3 person singular behaves like class 1 nouns, andthe 3rd person
plural like the plurals of class 1, which is class 2.)
There are some restrictions with object marking in Kı̂ı̂tharak . The first
is that there can only be oneOBJECT MARKER on a verb. Kı̂ı̂tharaka therefore
differs from other Bantu languages such as Sambaa (Riedel (2007), where
three object markers can occur preverbally. Riedel claims that in a context
with three post-verbal XPs, the linear order of object markers mirrors that of
the post-verbal XPs they are co-indexed with, as shown in (9).
(9) a. indirect object≺ direct object≺ locative adjunct
b. OMlocative≺ OMdirect object≺ OMindirect object≺ V
Let us turn to a second restriction. This restriction concers cases where both
the object marker, and the DPs it is co-indexed with co-occur. In this scenario,
the DPs have to be dislocated to the left, or to the right of thesentence, with a


















‘They sent it, the child.’
(When there is more than one post-verbal object, the right dislocated DP has
to be phonologically heavy, resembling in some sense the heavy NP shift
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construction in languages like English.)
Another restriction shows up when there are three post-verbal a guments,
namely an applied argument, a causee (the embedded externalargument), and
a direct object. In this context, theOBJECT MARKER can only “saturate” the











‘They coerced Maria to wash the house for it (e.g the cat).’
(12a) and (12a) show respectively, that theOBJECT MARKER cannot “saturate”






















‘They coerced Maria to wash it for the cat.’
The restriction that theOBJECT MARKER “saturates” only the applied argument
does not apply when there are two post-verbal arguments, as in the ditransi-
tive applicative construction. Both the direct object, (13a), and the applied






















‘Maria has sent him/her a letter.’
The restriction on object marking only one argument is also suspended on the
productive reading of theCOERCEcausative - the coercive reading. Here both
the direct object, (14a), and the causee, (14b), can be co-indexed.3
3The coerce causative has two other unproductive readings, aadversative and an assis-
tive reading. These behave differently in that it is only theDP that is assisted or adversely
affected that can be expressed as anOBJECT MARKER.























‘The policeman has coerced him/her to take the poison.’
The contrast in object marking between cases with three post-verbal ar-
guments and cases with only two arguments needs to be accounted for. Why
is the freedom in object marking the post-verbal arguments suddenly con-
strained with three arguments? Since the resolution of thisissue is not central
to the core argumentation of this chapter, I will just explore here the begin-
nings of a solution to the contrast. It might be that object marking is always
possible for the highest non-subject argument. The claim then would be that
in cases with two post-verbal arguments, there is a dual structure, and each of
the arguments can be the highest argument in one of the structures. For the
cases with three arguments, the hypothesis would be that a bipartite structure
is impossible - only a single hierarchical structure exists. Another plausi-
ble alternative would be that in contexts where both arguments can be object
marked, one object in the relevant construction lacks the properties relevant
for object marking, and therefore does not act as a competitor for bject mark-
ing. All the objects would have that property in cases with three post-verbal
arguments.
Let us turn to the position of theOBJECT MARKER in the sequence of pre-
fixes. It follows the tense markerkû, (14), allowing us to extend our ordering
of prefixes to (15).
(15) FOCUS MARKER- SUBJECT AGREEMENT- NEGATION- TENSE- OBJECT MARKER
Let us finally look at theREFLEXIVE. TheREFLEXIVE differs from the object
marker in that it occurs in the same form across noun classes -it is alwaysı̂.
The reflexive however is like the object marker in that is not tied o a particular
theta role. It can “saturate” a direct object theta role, (16a), an applied theta


































‘They coerced themselves to step on the snake.’
Let us turn to the restrictions on the distribution of the reflexive. There
are at least two of them. The first is that there can be maximally on y one
reflexive pre-verbally in Kı̂ı̂tharaka. Thus even in a context where one could
imagine that two reflexives could be licensed e.g. a sentencewith the English
glossing:They coerced the player to injure himself for themselves, two reflex-
ives are still impossible. One would need to use a paraphrasewith the analytic
TEMA causative to convey this meaning:They made the player injure himself
because of them.
The other restriction has to do with what co-indexations arepossible when
there are more than two arguments in the sentence. Let us start with the case
when there are three arguments, one pre-verbal (the subject) and two post-
verbal (the applied and the direct object). Here only two co-indexations are
possible: between the subject and the direct object, and between the subject




























‘Hei killed himselfi for his friends.’
The direct object and the applied argument cannot be co-indexed, (18a). Note
that this sentence is grammatical on the reading where the subj ct and the
applied argument are co-indexed, (18b).















a. *The teacher caned the childreni for themselvesi. (so that they do
well in school)
b. XThe teacher caned the children for himself.
The freedom observed with co-indexation in the applicativeconstruction is
severely restricted when there is a coercer argument in the structure. Thus in
contexts with three arguments, where the preverbal argument is the coercer,
and the post-verbal arguments the causee and the direct obje, co-indexation













‘They coerced themselves to step on the snake.’
The coercer and the direct object cannot be co-indexed, (20a). Note that this
















a. *John coerced Maria to hit himself. (so that he could get a rlieve
from the choking experience)
b. XJohn coerced himself to hit Maria.
And neither can the causee and the direct object be co-indexed, (21a). Again
















a. *The policeman coerced the thiefi to hit himselfi.
b. XThe policeman coerced himself to the thief.
We see the limitation on co-indexation even in a clause with four argu-
ments: one pre-verablly (the coercer) and three post-verbally (applied, causee,
direct object). In this scenario, the only possible co-indexation is between the
coercer and the applied argument, (22a). The coercer cannotbe co-indexed
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a. Theyi coerced the workers to tie firewood for themselvesi.
b. *Theyi coerced themselvesi to tie firewood for the workers.
And neither can the coercer be co-indexed with the direct object, (23a). Note


















a. *Theyi coerced the doctor to inject themselvesi for the children.
b. XTheyi coerced the doctor to inject children for themselvesi.
Other co-indexations are also impossible. The causee and the applied argu-



















*‘They coerced the workersi to tie firewood for themselvesi.’
The causee and the direct object also cannot be co-indexed, (25a). This sen-
























a. *The doctor coerced Johni to wash himselfi for the benefit of
other patients.
b. XThe doctori coerced John to wash the other patients for himselfi.
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Finally co-indexation is impossible between the direct object and the applied
argument, (26a), although the very same sentence allows co-indexation be-

















a. *They coerced the children to tie the puppiesi for themselvesi (so
that the puppies are not bitten by the others).
b. Theyi coerced the children to tie the puppies for themselvesi.
To summarize the binding patterns, when there are three arguments - the ex-
ternal argument, the applied argument, and the direct object, only two co-
indexations are possible: external argument and applied argument, and exter-
nal argument and direct object.
(27) applied external-argument direct-object
When there is a coercer and no applied argument in a sentence,o ly the
coercer and the external argument (causee) can be co-indexed.
(28) coercer external-argument direct-object
When there is a coercer and an applied argument in a sentence,only the co-
ercer and the applied argument can be co-indexed.
(29) coercer applied external-argument direct-object
These data present a puzzle. Why is co-indexation severely constrained when
there is a coercer argument in the structure? We can resolve this puzzle if:
• We make some assumption about the hierarchy of merge of arguments
• We make some assumption about the lexical requirements of the RE-
FLEXIVE
• We assume that binding is subject to relativized minimality (Rizzi (1990))
Let us make the first and the second assumptions precise. Suppose the hi-
erarchy of merge of the arguments is as in (30): the applied argument merges
higher than the external argument which in turn merges higher than the direct
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object. (We will argue in detail for this hierarchy of merge in chapter 6 when





Suppose also that theREFLEXIVE is a subject oriented anaphor: it must be
bound from a subject position. Then we get the binding facts in applicatives
without COERCE. The external argument can bind the direct object via its trace
when it has moved to the subject position, (31) or the external argument can











Consider next the case with four arguments. Let us assume that the co-
ercer is the highest argument, as in (33) (Again we will arguein detail for this
hierarchy of merge in chapter 6 when we look at binding facts wi h the recip-
rocal morpheme). In contexts with the coercer, it is the coerer that moves to
the subject position. The causee therefore never becomes a subject and thus
will never be a binder by our assumptions.







If we combine our hierarchical hypothesis and the two other assumptions
above - that theREFLEXIVE must be bound to a subject and that binding is
subject to relativized minimality we capture the fact that (i) in contexts with
coerce but no applicative, co-indexation is only possible between the coercer
and the causee (ii) that with three post-verbal arguments (applied, causee,
direct object), the only co-indexation possible is betweenthe coercer and the
applied argument.
Let us turn to the linear position of theREFLEXIVE in the sequence of pre-
fixes. In the example in (34), theREFLEXIVE follows the tense markerra, just









‘It stepped on itself.’
This brings us to the following ordering of prefixes, (35).
(35) FOCUS MARKER- SUBJECT AGREEMENT- NEGATION- TENSE- {OBJECT MARKER
| REFLEXIVE}
But what about theREFLEXIVE and OBJECT MARKER? What is the relative
ordering of the two morphemes? TheOBJECT MARKER and REFLEXIVE only
very rarely co-occur in Kı̂ı̂tharaka. There seems to be onlye construction
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The ordering of theOBJECT MARKERand theREFLEXIVE above is not unique
to Kı̂ı̂tharaka. My own fieldwork on Kikuyu, Kiembu, Kamba and Tigania,
Bantu languages related to Kı̂ı̂tharaka revealed the same ptt rn: theOBJECT
MARKER precedesREFLEXIVE. In fact this might be part of a larger cross-Bantu
pattern. Buell (2005:pg. 41) attributes to Thilo Schadeberg the observation
that in Bantu languages allowing co-occurence ofOBJECT MARKERandREFLEX-
IVE, it is the reflexive that appears closer to the root. We can therefore expand
our ordering of prefixes as in (37).
(37) FOCUS MARKER- SUBJECT AGREEMENT- NEGATION- TENSE- OBJECT MARKER-
REFLEXIVE-V
The order with the six prefixes in (37) can actually be produceon a single



















‘Is it the case that Maria was not proud to the detriment of them?’
(The first person singular object prefix which is made up of only a conso-
nant appears closer to the root thanREFLEXIVE. This suggests that we might
actually want to refine our order of prefixes above to (39).
(39) FOCUS MARKER- SUBJECT AGREEMENT- NEGATION- TENSE- OBJECT MARKER-
REFLEXIVE-OM (first person)-V.
In this chapter, I will concentrate on the order in (35) sinceth system I de-
velop can easily encompass the case with one pronoun appearing after the
REFLEXIVE.)
In the next section, we turn to the theoretical options availble for the
merge of the prefixes.
3.2 The position of prefixes: the theoretical op-
tions
The six prefixes above precede the root, which in turn precedes all the suffixes,
(40).
(40) FOCUS MARKER- SUBJECT AGREEMENT- NEGATION- TENSE- OBJECT MARKER-
REFLEXIVE- verb root- suffixes
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Given their position immediately preceding the root, and given our theory
where movements target a sub-tree containing the verb, it mus be the case
that whenever, and wherever the prefixes merge, they merge inthe left to
right scopal order- if the prefixes merged in any other order,the correct sur-
face order would be impossible to achieve since any disruption of the scopal
order is sanctioned only if the root has moved past the affixes. In light of
this observation, lets us first consider the options that will generate the right
surface form given our theoretical constraint.
First given their position immediately preceding the root and ll the suf-
fixes, it is tempting to think that once the root has moved above the highest
suffix, so far theHABITUAL , the prefixes are merged on top of the constituent
containing the root and the suffixes in their left to right order, the prefix clos-
est to the root (theREFLEXIVE) being the lowest, and the prefix furthest from
the root (theFOCUS MARKER) being the highest. Going this way is particularly
tempting because part of the ordering of the prefixes conforms to the left to
right hierarchy of functional projections familiar from other languages: the fo-
cus projection occurs in the left periphery as it is in Italian (cf. Rizzi (1997)),
Ngungbe (Aboh (2004)), Kikuyu (Clements (1984), Schwarz (2003)); the or-
dering subj AGR> NEG> tense>obj AGR is similar to the ordering estab-
lished by (Belletti 1990:p.g 35) updating an earlier version of Pollock (1989).
To illustrate a derivation, let us consider a scenario with just two of the
suffixes of the highest cyclic zone, theHABITUAL , and thePASSIVE. The root
would cycle across the two suffixes, and the prefixes would merge in their left
to right scopal order, (41). Let us call this optionall prefixes high option.













The pattern in (41), with all the prefixes higher than the verbroot would
resemble the scenario in the noun phrase when all the nominalodifiers pre-
cede the noun. In the neutral order, these modifiers come in the order Dem-
Num-Adj-N. Cinque (2005) takes this order to the base order,and the modifier






Note however that nothing in our theoretical system forces th derivation
in (41). Our theoretical apparatus still allows the option where the prefixes
merge in their left to right scopal order in a position lower than the suffixes
immediately above the root, and the root, in the complement of the lowest
prefix (REFLEXIVE), pied-pipes the prefixes to the position above the highest
suffix, so far theHABITUAL . Let us call this option theall prefixes low option.
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To illustrate this option, let us consider a scenario where there are just two











To get the surface order, the constituent containing all theprefixes (focus)
would be pied-pipiped by the root to the position above theHABITUAL . This














This type of derivation would resemble the “picture of whom”type of
pied-piping: thewh-phrase pied-pipes other material while in the comple-
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ment position. ‘Picture of whom’ pied-piping is more restricted, (45a), in
contrast to the derivation where thewh-phrase pied-pipes material while in
the specifier position, (45b).
(45) a. A picture of whom did you see on the wall?
b. Whose picture did you see on the wall?
Let us examine a third alternative. It is possible to generate some of the
prefixes very low, next to the root, and the other prefixes highin t e clause,
above theHABITUAL . There are several combinations of this two way split
one could imagine here. One prefix could merge above theHABITUAL , and 5
below theHABITUAL close the root, and vice versa (1 below theHABITUAL and
5 above) (=2 combinations). Two prefixes could merge above the HABITUAL ,
and four below and vice versa (=2). Three prefixes could mergeabove the
HABITUAL and three below (=1). This gives a total of 5 combinations. Let
us illustrate the option where four prefixes are above theHABITUAL and two
of them below theHABITUAL as it this will be relevant later. We baptize this
option4 over 2 option.
To show precisely how this option will work, let us consider ascenario
with just two of the morphemes of the highest cyclic zone - theHABITUAL and
thePASSIVE. This base order is illustrated in (46). TheOBJECT MARKERand the
REFLEXIVE merge below thePASSIVE, and the other prefixes merge above the











To get the surface order, the root would pied-pipe theOBJECT MARKERand
the REFLEXIVE while in the complement position ofREFLEXIVE to the position
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above theHABITUAL , then the other four prefixes would merge in their left to














There is also a slight variant of the above alternative that will generate the
right surface order: interspersing the prefixes that merge low with a zone of
suffixes where the root undergoes roll-up movement. The two lo prefixes
therefore don’t have to merge immediately above the root. Let us call this
option the spreading option. To illustrate, consider a case where there are
four suffixes: HABITUAL , PASSIVE, ABLE and COERCE. Recall that the scopal
order of the four suffixes is as in (48a), but the surface orderis as shown in
(48b). The surface order arises the rolling up the root pastCOERCEandABLE,
and root+COERCE+ABLE cycling acrossPASSIVE andHABITUAL .
(48) a. HABITUAL > PASSIVE> ABLE> COERCE
b. COERCE≺ ABLE≺ HABITUAL≺ PASSIVE
ABLE andCOERCE therefore form a roll-up juncture in the derivation: the root
plusCOERCEmoves aroundABLE to give the order root-COERCE-ABLE.
The following merge scenario is now imaginable: theFOCUS MARKER, SUB-
JECT AGREEMENT, NEGATION, andTENSE merge above theHABITUAL , theOBJECT
MARKER merges aboveABLE, and theREFLEXIVE aboveCOERCE, as shown in
(49).

















The surface order would then arise in the following steps.
• The root moves immediately aboveCOERCE. This gives the order:REFLEXIVE-
root-COERCE.
• The constituent immediately dominating theREFLEXIVE moves immedi-
ately aboveABLE giving the orderOBJECT MARKER-REFLEXIVE-root-COERCE-
ABLE.
• The constituent immediately dominatingOBJECT MARKER moves cycli-
cally pastPASSIVEandHABITUAL : OBJECT MARKER-REFLEXIVE-root-COERCE-
ABLE-HABITUAL -PERFECT.
• The four prefixes are merged aboveHABITUAL in their left to right sco-
pal order: FOCUS MARKER-SUBJECT AGREEMENT-NEGATION-TENSE-OBJECT
MARKER-REFLEXIVE-root-COERCE-ABLE-HABITUAL -PASSIVE
This structure is given in (50).

















Since this and the preceding derivation share the property that theOBJECT
MARKER and theREFLEXIVE start their life lower than theHABITUAL , I will sub-
sume both of them under the4 over 2 option. This concludes the discussion
on a sample of the alternatives doable within our current theory.
Let us drift a bit from our restrictive theory and imagine howthe world
would look like if we allowed at least some of the prefixes to move indepen-
dent of the root. We will only look at one scenario here because this might
have some consequence for the analysis of facts regarding a class of prefixes.
This scenario that we examine is like the4 over 2 option: four prefixes
(the FOCUS MARKER, SUBJECT AGREEMENT, NEGATION and TENSE) merge above
theHABITUAL , and the other two (theREFLEXIVE and theOBJECT MARKER) below
the HABITUAL immediately above the root. The difference with the previous
scenario however is that instead of moving the two low prefixes with the root,
we allow them to move alone. The highest prefixes are therefore c nstrained
as before: if they can move, they can only do so in the company of the root.
Let us call this option the2 low unconstrained option.
To illustrate the plausibility of this alternative, I will demonstrate that the
OBJECT MARKER, and by extension theREFLEXIVE behave like clitics and there-
fore have the potential to undergo clitic dislocation. I will compare the prop-
erties of these two clitic-like elements withSUBJECT AGREEMENTwhich seems
to behave like an agreement marker.
TheOBJECT MARKERandSUBJECT AGREEMENTdiffer from one another in one
trivial way - their obligatoriness in certain constructions. SUBJECT AGREEMENT
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is obligatory in every sentence that is tensed and has a subject while theOBJECT
MARKER is not obligatory in all tensed clauses that have an object. This is
the first indication thatSUBJECT AGREEMENTand theOBJECT MARKERcannot be
reduced to one thing.
There is a second context whereOBJECT MARKER andSUBJECT AGREEMENT
differ: in the auxiliary construction. In this construction, there must be two















‘Maria usually has combed hair.’






























‘Maria usually has combed herself.’
The above contrast between subject agreement on the one hand, and theOB-
JECT MARKERand theREFLEXIVE on the other is another indication that the three
morphemes cannot be reduced to the same thing.
Let us turn to a third context whereSUBJECT AGREEMENTand theOBJECT
MARKER differ - dislocation. Object DPs in Kı̂ı̂tharaka can undergo dislocation
to the beginning of the sentence or to the far right of the sentence, with a
pause separating the dislocated DP and the following or preceding constituent.



















‘They sent it, the child.’
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In contrast to the DPs above, negative objects quantifiers cannot be co-
indexed with anOBJECT MARKER in dislocation contexts, (54). (The negative


























‘Anybody, they didn’t send him/her.’
The sentences with negative quantifiers improve if theOBJECT MARKER is left



















‘Anybody, they didn’t send him/her.’
The subject agreement maker in striking contrast shows no problem with co-
indexation with a negative subject quantifier, (56), again co firming thatSUB-











‘Nobody bought a book.’
Across languages clitics resist being co-indexed with (bare) negative quan-
tifiers (cf. Cinque (1990)). The pattern above therefore suggests that Kı̂ı̂tharaka
object markers could be clitics, while subject agreement markers are not.
If the OBJECT MARKER and plausibly theREFLEXIVE are clitics, then this
might have an important consequence for the analysis of the nature of move-
ments that derive the right surface form. Since clitics can be shown to undergo
dislocation in Romance without requiring accompaniment byhe verb, then
it is plausible that theOBJECT MARKER undergoes this kind of displacement
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in Kı̂ı̂tharaka.4 The OBJECT MARKER (and by extension theREFLEXIVE) could
therefore be outside the domain of universal 20 - a domain where only extrac-
tions containing the head are possible.
Let us summarize the theoretical options doable within our cur ent theo-
retical dispensation. The theory allows base-generating all the prefixes above
the HABITUAL , the highest suffix so far, in their left to right scopal order(all
prefixes high option). The theory also allows base-generating all the prefixes
low in the structure in a position immediately above the root, in their left
to right scopal order (all prefixes low option). Third, four suffixes (FOCUS
MARKER, SUBJECT AGREEMENT, NEGATION andTENSE) can be merged above the
HABITUAL in their left to right scopal order, and the other two (OBJECT MARKER,
REFLEXIVE) immediately above the root (4 over 2 option). Finally, four suf-
fixes (FOCUS MARKER, SUBJECT AGREEMENT, NEGATION andTENSE) can be merged
aboveHABITUAL in their left to right scopal order, and the other two (OBJECT
MARKER, REFLEXIVE) interspersed with a zone of suffixes where the root moves
in a roll-up fashion (thespreading option). We suggested to subsume the last
two options under4 over 2 option.
In the following section, we turn to empirical facts in orderto see which
alternative works. We will show that the option allowing allthe prefixes to
merge below the suffixes fails to capture scope facts and verbal reduplica-
tion patterns. We will also show that the option that generates ll the prefixes
aboveHABITUAL fails to account for some of the low clausal properties of the
OBJECT MARKERand theREFLEXIVE, and the distribution of prefixes in the aux-
iliary construction. We will therefore argue that the option allowing merging
TENSE and the prefixes that precede it aboveHABITUAL , while merging theOB-
JECT MARKER and theREFLEXIVE below (some) suffixes (the4 over 2 option)
might be the right one.
3.3 The empirical side
3.3.1 The scopes
In order to establish the position of some of the prefixes withrespect to the
suffixes, we will first consider the scopes betweenNEGATION and some of the
suffixes, the only scope that seems to be testable. Here we will only consider
the scopes betweenNEGATION and a sample of the suffixes, whose hierarchical
4In spanish for example, a direct object clitic associated with the main verb can be found
preceding a restructuring verb, far away from the main verb (see the data in Aissen and
Perlmutter (1983)). The direct object clitic arguably moves without the main verb.
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Consider firstNEGATION and theCOERCEcausative. If negation scopes be-
low COERCE, we expect it to negate the coerced event (58a). If on the other
handNEGATION scopes overCOERCE, it is the coercing event that is negated,
(58b).
(58) a. [X coerce [Y not to V ]]
b. [X not coerce [Y to V ]]


















a. XJohn did not coerce the parents to clap their hands: they did
so at their own will.
b. *John coerced the parents not to clap their hands (the parents
have a bad habit of clapping for every Tom Dick and Harry).
Since scopes translate into c-command, the facts in (59) suggest thatNEGA-
TION merges in a position aboveCOERCE. This fact already rules out theall
prefixes low option, an option that takes all the suffixes to merge very low in
the structure, in a position immediately above the root.
Consider nextNEGATION and ABLE. If NEGATION merges lower thanABLE,
we expect a reading where it is easy not to carry out an event, (60a). In
contrast, ifNEGATION scopes overABLE we expect there to be some difficulty
to carry out some event, (60b).
(60) a. [it is easy [not to V ]]
b. [not easy [to V ]]
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Let us turn to the facts. They show that negation scopes overABLE, (61a), not













a. XThe rent is not easy to pay: It is too much I couldn’t pay; I
payed but used up all the money I had.
b. *It is easy not to pay rent (if you don’t have a reminder letter).
NEGATION also scopes over theAPPLICATIVE. Let us first consider the in-
teraction betweenNEGATION and an applied argument of the reason type. If
NEGATION scopes below the applicative, we expect it to negate the event and
get a reading where someone didn’t do some event because of some reason,
(62a). On the the other hand, ifNEGATION scopes over the reason applicative,
the reading is that someone carried out an event, but not becaus of some
reason, (62b).
(62) a. [because of some reason [X not V ]]
b. [not because of some reason [X V-ed ]]
As the data shows,NEGATION scopes overAPPLICATIVE, (63), confirming

















a. XMaria drunk beer but not because she was sorrowful (she drinks
beer when she is happy)
b. *Maria didn’t drink beer and the reason was that she was sorrow-
ful.
The same point can be demonstrated with a benefactive applictive. If
NEGATION scopes below theAPPLICATIVE, it negates the event, and we get the
reading where for X’s benefit, an event was not carried out, (64a). On the
other hand, if the scope ofNEGATION is over the applied argument, the reading
is that it is not to X’s benefit that an event was carried out, (64b).
(64) a. [for X’s benefit [not V ]]
b. [not for X’s benefit [ V ]]
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a. XMaria cooked meat but not for Björn.
b. *Maria didn’t cook meat for the benefit of Björn: Björn isa veg-
etarian.
Let us consider the highest suffix: theHABITUAL . If NEGATION scopes below
theHABITUAL , the expected reading is someone has a habit of not carrying out
some event, (66a). If on the other handNEGATION scopes overHABITUAL , the
reading is that someone has no habit of carrying out some event, (66b).
(66) a. [X has a habit [of not V-ing ]]
b. [X has no habit [of V-ing ]]
The scopes are not clear here, partly because its hard to define what forms
an habit. Both the translation in (67a), where negation scopes over theHA-














a. John has no habit of shaving.
b. John has a habit of not shaving.
Note however that the facts are consistent withNEGATION merging above the
HABITUAL . Note furthermore, that our theory would never allowNEGATION to
merge between theHABITUAL and APPLICATIVE: Since the root moves cycli-
cally pastAPPLICATIVE andHABITUAL (chapter 2), there would be no way to get
NEGATION to precede the habitual and be prefixal. The final derivation wuld
haveNEGATION betweenHABITUAL andAPPLICATIVE. We will take it therefore
that NEGATION merges above theHABITUAL : the data facts are consistent with
this choice, and the theory favours this option (see howeverAppendix A for
some complications with prefix doubling).
This finding thatNEGATION scopes over all the suffixes below and including
theHABITUAL has important consequences for the analysis of the other prefixes
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precedingNEGATION - theFOCUS MARKERandSUBJECT AGREEMENT. SinceNEGA-
TION merges above theHABITUAL the two prefixes precedingNEGATION must
also merge aboveNEGATION in their left to right order by the mechanics of the
theory: given that affixes are disallowed to move independent of the root, the
two affixes would be impossible to linearize if they merged below NEGATION
in whatever order, or aboveNEGATION in their mirror order. The two prefixes
must therefore merge aboveNEGATION in their left to right scopal order.
There is actually independent evidence from word order which confirms
that theFOCUS MARKER is higher thanNEGATION. TheFOCUS MARKERandNEGA-
TION do not co-occur on the same verb in a declarative sentence. However the
two prefixes can co-occur in a declarative sentence in the BE auxili ry con-
struction, a mono-clausal context, and here theFOCUS MARKER must appear



























By our reasoning that whatever affixes on AUX is higher than whatever affixes
on V, theFOCUS MARKERmust be higher thanNEGATION.
Summarizing so far, it seems very plausible that the three highest prefixes:
FOCUS MARKER, SUBJECT AGREEMENTand NEGATION merge aboveHABITUAL in
their left to right scopal order.
Let us now turn to the prefix immediately followingNEGATION - TENSE.
Where is it merged? It is a cross-lingustic pattern (see Cinque (1999) for
a survey) that most tenses are higher than aspect. In line with this cross-
linguistic evidence, we will assume thatTENSE is merged aboveHABITUAL .
This now leaves us with the two prefixes - theOBJECT MARKERand theRE-
FLEXIVE. Do these merge above theHABITUAL like the other prefixes or do they
merge below theHABITUAL ? There are two pieces of data that suggest that the
OBJECT MARKER and theREFLEXIVE could start low in the structure. The first
which I have already shown is that theOBJECT MARKERand theREFLEXIVE “sat-
urate” particular theta roles. They can “saturate” a patient theta role usually
associated with direct objects, they can also “saturate” a benefactive role, or
a causee theta role. Since direct objects, applied objects and c usees merge
in different positions in the syntax and in a theta domain, a domain which is
usually considered to be the lowest in the clause, it also highly plausible that
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theOBJECT MARKERand theREFLEXIVE start in this low domain.
The second evidence comes from the auxiliary construction.Consider
the sentences in (69), which contain theHABITUAL and theREFLEXIVE. On a
single verb, theREFLEXIVE precedes theHABITUAL , (69a), but in the auxiliary




























‘Maria usually has combed herself.’
We see the same pattern with theOBJECT MARKER. On a single verb, the
OBJECT MARKERprecedes theHABITUAL , (70a), but in AUX, theOBJECT MARKER




























‘Maria usually has combed them.’
The fact that theOBJECT MARKERand theREFLEXIVE occur on V in the aux-
iliary construction must mean they are low, given our prior argumentation that
whatever affix appears on V is lower than whatever appears on AUX. The ap-
pearance of these two prefixes low on V is again what we expect given they
merge low in the clause to begin with (see Appendix A for details).
To sum up, it seems plausible that there is a split in the prefixes. Four of
them (FOCUS MARKER, SUBJECT AGREEMENT, NEGATION andTENSE) merge above
theHABITUAL in a left to right scopal fashion, while two of them merge below
theHABITUAL in a left to right scopal order. This is the4 over 2 option.
In the next section we turn to verbal reduplication. We will show that ver-
bal reduplication also rules out the option where all the prefixes merge below
the HABITUAL . In addition, we will demonstrate that the verbal reduplication
patterns suggest that theOBJECT MARKER and theREFLEXIVE merge below the
HABITUAL making theall prefixes high optionan unlikely alternative for the
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merge of prefixes.
3.3.2 Verbal reduplication
Verbal reduplications in Kı̂ı̂tharaka convey the readingstypically conveyed
by theERRATIC morpheme: an irregular reading, a quick reading and a com-
parative reading.
The example in (71) has theERRATIC suffix. This sentence can have the
three readings stated above, an irregular reading, (71a), aquick reading with









a. Maria swept at 7.am, 7.45 am and at 9.am.
b. Maria swept within a short time and with a bad result (the swep-
ing was not done well).
c. Maria swept for a longer period of time than before.
We get exactly the three readings above in a context with verbal reduplication,









a. Maria swept at 7.am, 7.45 am and at 9.am.
b. Maria swept within a short time and with a bad result (the swep-
ing was not done well).
c. Maria swept for a longer period of time than before.
TheERRATIC is suffixal while the verbal reduplicant is prefixal. This makes
is seductive to think of verbal reduplication as a copy ofERRATIC or vice versa,
but I will not go into these details here.
Let us turn to the properties of the verbal reduplication construction. The
verbal reduplication construction in Kı̂ı̂tharaka is subject to two main restric-
tions (i) the reduplicated part, which is prefixal has to be bi-syllabic (ii) the
root has to be fully exploited first to meet the bi-syllabic requirement before
other resources e.g. suffixation are drawn on (maximize rootin OT parlance).
To illustrate these restrictions, consider the verbthûnĝutha, ‘to jump’.
Because this verb is clearly not bi-syllabic, it must be trimmed before it can
be reduplicated. The reduplicated part is shown in (73a) in bold. We will call
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this part the reduplicant in line with the tradition (see e.g. Hyman et al. (to
appear), Odden (1996)). (73b) with the full form of the verb is ungrammatical.



















In (74), the final vowela is used instead of the root internalu vowel of the











Because of the bi-syllabic requirement, and the requirement to utilize the
root fully before using other resources, we will require roots that are mono-
syllabic to check which suffixes can go on the reduplicant. There are a few of
these. The results are the following:
• Suffixes belowPERFECToccur in the reduplicant.
• Suffixes fromPERFECTand above only marginally occur on the redupli-
cant.
• TheFOCUS MARKER, SUBJECT AGREEMENT, NEGATION andTENSEcannot oc-
cur in reduplicant.
• The OBJECT MARKER and theREFLEXIVE can occur in the reduplicant iff
the root is made up of only a consonant.
Let us illustrate the patterns above starting with the suffixes. We consider
only a few suffixes below (and including) theHABITUAL , namelyCOERCE, ABLE
ERRATIC, andPERFECT. Recall that the scopal order of these suffixes is as in
(75).
(75) HABITUAL > PERFECT> ABLE> ERRATIC> COERCE
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The three lowest suffixesCOERCE, ERRATIC andABLE duplicate with no hitch
as shown in (76a), (76b) and (76c) respectively.
(76) a. ta-itha ta-ithia ‘coerce to fetch water quickly’
b. ta-anga ta-anga ‘fetch water quickly’
c. ta-̂ıka ta-ı̂ka ‘easy to fetch quickly’
ThePERFECT, (77a) and theHABITUAL , (77b), when they occur in the redu-
plicant produce a marked sentence, (77).
(77) a. ?rı̂-̂ıte rı̂-ı̂te ‘has paid irregularly’
b. ?rı̂-aga rı̂-aga ‘be paying quickly’
Let us turn to reduplication with the prefixes.TENSE, and all the prefixes
that precede it cannot be reduplicated. Thus the tense marker kû (and all the











‘They have given quickly.’











‘They woun’t give quickly.’










Reduplication of the focus marker is also impossible, (81).We should note
however a complication with testing forFOCUS MARKER in the reduplicant. We
need to insertSUBJECT AGREEMENTas well in the test context since the verb ad-
jacent focus marker occurs only in contexts precedingSUBJECT AGREEMENT.
Note however the addition ofSUBJECT AGREEMENT to our test prefix is not
likely to influence the result: since reduplication with only the prefix irrel-
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evant to our test prefix (i.e.SUBJECT AGREEMENT) is already ungrammatical,











Consider finally the two prefixes closest to the root: theOBJECT MARKER
and theREFLEXIVE. These prefixes can occur in the reduplicant if the root is
made up of only a consonant, as it is with the rootp-a ‘give’ in (82).
(82) a. ı̂- pa ı̂- pe ‘give yourself quickly’
b. mû- pa mû- pe ‘give him/her quickly’
This restriction that only roots that are consonantal allowreduplication
of theOBJECT MARKERand theREFLEXIVE has also been observed in Ndebele, a
Southern Bantu language (Hyman et al. (to appear), Galen Sibanda (pc)). This
restriction notwithstanding, there is still a contrast with the other four prefixes
above: they cannot occur in the reduplicant even with this consonantal root,
(81).
If the restriction on what can duplicate is structural, thenthe generalization
seems to be that reduplication is never possible above theHABITUAL . This
nicely captures the two way split in the six prefixes - four of them (FOCUS
MARKER, SUBJECT AGREEMENT, NEGATION andTENSE) merge above theHABITUAL ,
and two of them (OBJECT MARKERandREFLEXIVE) below theHABITUAL .5
Let us summarize this section. The verbal reduplication patterns also sug-
gest that there is a split in the prefixes, with four of them merging above the
HABITUAL and two of them below theHABITUAL - the hierarchy of merge there-
fore is4 over 2.
In the next section we turn to the auxiliary construction foranother po-
tential argument for the left to right scope of prefixes and for n n-contiguous
merge positions for the prefixes.
3.3.3 Distribution of prefixes on multi-verbs
The auxiliary construction provides some additional evidence for the left to
right scope of the prefixes as well as for the merge of the prefixes in a non-
5There is an obvious question why theOBJECT MARKER and theREFLEXIVE cannot
duplicate on roots that are not consonantal. We do not have ananswer for this at the moment.
3.3. THE EMPIRICAL SIDE 111
contiguous fashion.
Consider first the distribution of theFOCUS MARKER the OBJECT MARKER
and theREFLEXIVE in the auxiliary construction: theOBJECT MARKER and the
REFLEXIVE must occur on V, and the focus marker on AUX, (83a). These
































This is evidence that the focus marker is higher than both theOBJECT
MARKER and theREFLEXIVE by our reasoning that whatever affixes on AUX
is higher than whatever affixes on V.
The high position of theFOCUS MARKERcan also be established by restruc-
turing contexts, contexts which allow long passivization.As with the auxiliary
















‘The ball usually has been began to be played.’
Again thinking of (84) derivationally, affixation on the verbs following the BE
auxiliary must occur before affixation on AUX. Hence the focus marker must
be higher than whatever affixes occur on the verbs following AUX.
The above facts transparently give us the hierarchy in (85),which is a left
to right scopal order.
(85) FOCUS MARKER>OBJECT MARKER>REFLEXIVE
6Unfortunately, the position of theOBJECT MARKERandREFLEXIVE cannot be directly
established in a restructuring context because passive morphol gy does co-occur with either
the OBJECT MARKER or the REFLEXIVE (cf. Harford (1992)). However the fact that co-
occurence is impossible might itself suggest thatOBJECT MARKERandREFLEXIVE want to
be on the verb wherePASSIVE is found, which is the lowest verb.
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There are certain complications with other prefixes i.e.SUBJECT AGREEMENT,
TENSEandNEGATION in that they can double in the auxiliary construction some-
times under some conditions. We discuss these complications in Appendix A.
3.4 4 over 2
We have argued in this chapter that only one derivation operating within our
theory will account for the facts with the prefixes: the derivation allowing four
prefixes (FOCUS MARKER, SUBJECT AGREEMENT, NEGATION andTENSE) to merge
above theHABITUAL in their left to right scopal order, and two others (OBJECT
MARKER and REFLEXIVE) low in the clause below theHABITUAL but above the
root in their left to right scopal order. The surface order ona single verb then
arises when the root in the complement of the lowest prefix theREFLEXIVE
pied-pipes the two prefixes to the position above theHABITUAL . The highest
four prefixes are then merged in their left to right scopal order. There is the
also the possibility that the the two low suffixes move alone,being clitics (two
low unconstrained option), but we will go with the restrictive version moving
the two prefixes above theHABITUAL with the root.
Chapter 4
The FV and PA
In this chapter we turn to the final vowel and the plural addresse . We start
with a discussion of the distribution of these two suffixes, then we move on
to where they are merged in the clausal hierarchy before finally showing that
their surface positioning in the clausal hierarchy falls under the very mecha-
nism that disrupts the base order in the noun phrase - the dragging movements
that always have the head of the phrase in the moved chunk of syntactic struc-
ture.
We will start with a description of the final vowel and then move on to the
plural addressee.
4.1 The distribution of the final vowel
4.1.1 Final vowels only in verbal contexts
Final vowels show up only in verbal contexts. These verbal contexts include
verbs themselves, nominalized verbs and deverbal adjectives. Most other ele-
ments have a root internal vowel, not a final vowel in the technical sense.
We can distinguish final vowels and root internal vowels in two ays: (i)
Final vowels are sensitive to particular syntactic properties, while root internal
vowels are not (ii) Final vowels are separable from the root by some suffixes,
but root internal vowels are not.
Let us illustrate how we identify the final vowel in deverbal adjectives
using the above criteria. Deverbal adjectives systematically hange the final
vowel depending on whether the verb is transitive or not. Thus in (1), where
the verb is intransitive, the final vowel must beu.
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‘The door is bent.’
In (2), where the verb has been transitivized with theINNER CAUSATIVE, the












‘The door is bent.’
The form of the final vowel is therefore determined by the syntactic feature
[transitive] perhaps even more features, but we will not go int much detail.
(We know that the forms in (1), and (2) are adjectives becauseof two reasons:
(i) They take a complex agreement morpheme made up two bits: afir t bit that
sometimes resembles the verbal agreement, and a second bit that resembles
the class prefix. Underived adjectives take exactly the samegr ement. (ii)
They do not take tense directly, they require the copula to doso. Underived
adjectives, e.g. colour adjectives also require the copulabefore tense can be
added.)
Let us examine the second type of evidence for the final vowel nature of
u ande: we can find material intervening between the root and these vowels.












‘The rope is untied (by self)’
In (5), the reversive which also in addition encodes transitivity intervenes












‘The rope is untied (by someone)’
u andeare therefore final vowels.
Consider in this light, the situation with underived adjectives. There are
around 12 of them, and I list them below (Note that for these forms to be used
in any construction, they would require agreement prefixes.What I give in
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Although these adjectives are a fairly small class, and plausibly all in-
transitive, they have five vowels (a, e, i, û, ı̂) out of the seven vowels that
Kı̂tharaka has (a, e, i, o, u, û, ı̂). This is the first pointerthat the vowels found
in these adjectives are not of the type found in deverbal adjectives - it is hard
to see which syntactic properly each of the final vowels wouldbe sensitive
to. Crucially no other suffix can intervene between the last vowel of the 12
adjectives and the preceding material. They therefore cannot be final vowels
by definition.
Let us mention briefly the distribution of final vowels in deverbal nouns.
The patterns are complicated, and we will mention just two patterns here. The















‘the writing’ (the result of writing)
The presence ofi is therefore triggered by the syntactic feature [agent] (per-
haps more features) and that ofo by the syntactic feature [result] (perhaps
more features).
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The two final vowels above can be separated from the root. In (7), o is
separated from the root byAN, a morpheme usually used as a reciprocal, and


















In contrast to the pattern with these deverbal nouns, any vowel can appear in
the final position of underived nouns. For examplei ando can appear even
when there is no agentive or result semantics, (9a), (9b). The remaining five















Deverbal nouns, like deverbal adjectives do not therefore have a final
vowel.
In the rest of this chapter we will concentrate on the distribu ion of final
vowels in contexts that are neither derived adjectives nor nomi alized verbs -
the verb contexts.
4.1.2 FVs in verbs
Final vowels in verbs have the following distribution: the dfault final vowel
is a, except (i) when there is thePERFECTor PERFECTIVE, (ii) when there is a
prefix which is not consonantal and not an expletive in imperatives, (iii) in the
subjunctive. In these cases the final vowel must bee. We demonstrate these
contexts in turn below.
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(There are two irregular verbs that are an apparent counter-example to the
above pattern. We will discuss them after we have gone througthe three
contexts.)
Perfect and perfective
In all declarative sentences without thePERFECT and PERFECTIVE, the final
vowel must bea. This is irrespective of whether the sentences are in the


















‘Maria is not reading.’































‘The water boiled.’ (perfective)
It is usual in Bantu, to take thePERFECTand thePERFECTIVEsuffixes to be
complex -ı̂ı̂te and ire respectively (see e.g. Thwala (1996:pg. 142), Odden
(1996:pg.139), Downing (2005:pg. 125). The final vowele is therefore taken
to be part of these morphemes. We find it hard to maintain thate is part
of the PERFECTand PERFECTIVE in Kı̂ı̂tharaka because two suffixes theINNER
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‘The milk was boiled.’
Because of this intervention, we will continue to treat the two bits as indepen-
dent morphemes (see also Hyman et al. (to appear:footnote 2)for a similar
conclusion).
The word order facts show thatPERFECTandPERFECTIVEoccupy the same
position in the linear sequence of suffixes: both are sandwiched between the
APPLICATIVE and INNER CAUSATIVE. We show this sandwiching for thePERFEC-


































‘Maria has boiled milk for the child.’
In addition, thePERFECT and PERFECTIVE are in complementary distribution,
suggesting that they compete for the same position. SincePERFECTandPER-
FECTIVE occupy the same position, we can generalize that whenever this posi-
tion is overtly filled, the final vowel must be.
Imperatives
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Suffixes, or post-verbal DPs do not trigger any change in the final vowel. Thus
in (17) where there is theCOERCEand theINNER CAUSATIVE suffixes, and two











‘coerce John to hit the wall!’
The final vowel must also bea in imperatives with only a consonantal object
prefix. There is only one consonantal prefix in Kı̂ı̂tharaka,the first person










Verbs such astemain (18), form un-prefixed imperatives with the final vowel
a, tema!. Since no change occurs when the consonantal prefix is added,It
must be the case that this prefix does not have any property that would trigger
change of the final vowel.
There is another prefix that has no effects on the form of final vowel
determined by an un-prefixed imperative. This is the prefixı̂, which is ho-
mophonous with theREFLEXIVE. This morpheme can be prefixed to any imper-
ative without another object prefix, and triggers no change ithe final vowel









Because of lack of a term for this morpheme, we will gloss it simply as ı̂.
Since this morpheme appears to be semantically vacuous, we will r fer to it
as expletivêı. Since expletivêı does not change the final vowel that occurs
in un-prefixed imperatives (the final vowela), it must be that it also lacks any
property that can induce change, just like the consonantal first person object
prefix.
We demonstrate in (20) that expletiveı̂ cannot be added when there is an
object prefix.











Let us turn to contexts with other object prefixes. In contexts where the
OBJECT MARKER is not a consonant, and theOBJECT MARKER is non-expletive,
the FINAL VOWEL must bee. (21a) and (21b) demonstrate the final vowele in















(22a) and (22b) illustrate that theFINAL VOWEL must bee in the context of
















(It is not very clear here whetherka is the future or some other morpheme-
it has a rough meaning of ‘go and do something’.)
When we have a prefix that is a vowel, and that is not an expletive, and
when we have a prefix made up of a consonant plus a vowel, the final vowel
in imperatives with a single verb must bee. In contrast, when the prefix is an
expletive vowel, or a consonant, the final vowel remainsa in imperatives in
single verbs.
The distribution of the final vowels in the imperatives aboveraises an ob-
vious question of what is responsible for the contrast betwen the prefixes
which trigger the change of the final vowel toe, and the expletivêı and the
consonantal first person prefix which do not change the form determined by
an un-prefixed root. There are various solutions one could think of, most of
which can be shown not to work. One solution that has been entertain d is
that the relevant property that triggers change of the final vowel toe is syllab-
icity (Buell (2005) attributes this solution to a paper by Juvenal Ndayiragije’s
which I haven’t seen). Put precisely, the change to, ccurs when the ob-
ject prefix is syllabic. Since the first person singular is a nasal consonant that
assimilates to the initial consonant of the following root,perhaps forming a
complex onset, then it will not trigger change toe - it doesn’t introduce an ex-
tra syllable. This solution, however appealing will not carry over to Kı̂ı̂tharaka
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- the ı̂ of the reflexive which triggers the change toe, is as good a syllable as
the expletivêı which does not trigger any change.
One might also think that the property that triggers change to is being
singular- singular prefixes will trigger the change toe while plural prefixes
will not. This will also not work because the first person singular object prefix
does not trigger change toe, (23a) but the third person singular object prefix



















The relevant property triggering change cannot be first person either, such that
first person would trigger the change while other persons would not. The first
person singularOBJECT MARKERdoes not trigger the change of the final vowel


















The trigger also cannot be being a consonant vs being a vowel plus an op-
tional consonant such that consonants will not trigger the change toe, while
a prefix made up of a vowel or a vowel+consonant will trigger thc ange to
e. Expletiveı̂ does not trigger the change toeeven though it is a vowel.
There is another approach one might want to pursue however - that the first
person singular and expletiveı̂ are in a different syntactic position from the
other object markers and theREFLEXIVE, and that at this syntactic height, the
change toe cannot be triggered. Unlikely as this approach might look, there
is actually evidence that the first person singular object prefix is in a position
different from the other object prefixes and theREFLEXIVE. Recall from chapter
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3 that object prefixes merge further from the root than theREFLEXIVE. We
repeat the relevant example from chapter 3 in (25): theREFLEXIVE i is closer













‘S/he has been proud to the detriment of them.’
Quite surprisingly, when theREFLEXIVE and the first person object marker co-
occur, they occur in the reverse order: the first person singular object pronoun




























‘S/he has been proud to the detriment of me.’
This data provides straightforward support for the analysis taking the factors
determining the change of the final vowel toe to be structural - the change is
only triggered by prefixes from theREFLEXIVE and above.1
We should note that we cannot test where the expletiveı̂ merges with
respect to theREFLEXIVE since (i) this suffix only occurs in imperatives and
(ii) ı̂ cannot be added to another prefix in imperatives. From the similar ty in
behavior with the first person object pronoun however, we canassume that
ı̂ merges lower than the bulk of the other prefixes, andREFLEXIVE - either
immediately above the first person object pronoun, in the same position as the
first person object pronoun, or below the first person object pronoun. Which
1The structural analysis above creates a tension with our earlier conclusion that theOB-
JECT MARKER and theREFLEXIVE start low in the clause, and then move high. If this is
true, then these two low prefixes do not form a structural continuum with the high prefixes,
(TENSE, SUBJECT AGREEMENT) which do trigger the change too. What one would have
to say here perhaps is that what counts for triggering the change of the final vowel toe is
the final landing site of the low prefixes. When theOBJECT MARKER (non-expletive, non-
consonantal) andREFLEXIVE have moved above theHABITUAL , they trigger the change,
together with the other prefixes, since they form a structural continuum which can be defined
by height. If this is the right way to view things, we would expct that when theOBJECT
MARKER andREFLEXIVE remain low on the verb in the auxiliary construction, theFV does
not change toe. This is the case.
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of these positions is the right one is difficult to tell.
To summarize the result so far, the distribution of final vowels on single
verbs, conforms to the pattern thata is the default withe being inserted in
some specific environments (i) when there isPERFECTand thePERFECTIVE, and
(ii) when there are prefixes higher than (and including) reflexive in the clausal
hierarchy in imperatives.
Subjunctives
In subjunctive contexts, theFINAL VOWEL must bee. I illustrate with two sub-



























This brings us to the end of the contexts that do not take the default final
vowela. Let us turn to the irregular verbs.
Irregular verbs
Let us begin by summarizing the result from the preceding section: a is the
default vowel and occurs everywhere except in (i) sentenceswith thePERFECT
and PERFECTIVE (ii) imperatives with prefixes merging fromREFLEXIVE and
above (iii) subjunctives. In this section, we discuss the problems presented by
two irregular verbs,thi, ‘go’, and ij ı̂, ‘know’ in light of these generalizations.
Let us start with the verb ‘go’. This verb behaves strangely in that in some
contexts where other verbs need a final vowel, ‘go’ appears init bare form -
thi. We show this strange behaviour ofthi by contrasting it with another verb,
‘return’.
In (29), a declarative sentence, ‘go’ appears without the final vowel a,


















In the negative declarative sentence in (30), ‘go’ occurs withouta. In contrast,























‘Maria is not returning.’
Furthermore, in an imperative without a prefix, ‘go’ appearsin its bare form,
thi! without any final vowel. The verb ‘return’ must havea - cook-*(a)!
Note that the above cases cannot be accounted for by assumingthat the
final vowela has undergone deletion dues to some phonological restrictions,
e.g. hiatus:i-a sequences are totally fine in Kı̂ı̂tharaka, as seen in the impra-
tive ki-a ‘grind!’.
Observe also that in subjunctives without any other suffix, ‘go’ appears





















Again note that the absence ofecannot be motivated on phonological grounds:
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The verb ‘go’ cancels both of the generalizations we have spent some time
defending - thata is the default, ande the form for specific environments, e.g.
the subjunctive. How is one to confront this exception?
There are two ways we could account for the pattern with this verb. We
could say that the last voweli is the final vowel for these verbs, and lose our
generalization that thea is the elsewhere case, ande the specific form. We
could also say thati, is not the final vowel, then face the daunting task of
explaining whya ande cannot occur. Let us examine both accounts, and see
which one wins, and whether the winning candidate forces us to throw our
generalizations through the window.
We can easily show that the first account cannot work. There isno other
suffix that can intervene between the finali of ‘go’ and the preceding material.
Thus when other suffixes are added on ‘go’, they are added after i vowel. (We
provide these kinds of examples below.) This is evidence that i is part of the
root, it is not the final vowel.i is a root internal vowel.
We are now left with the second alternative - thati is not the final vowel,
and some mechanism of grammar is responsible for this absence. What is the
nature of this mechanism?
First, it seems desirable to maintain the generalization that all verbal con-
texts have a final vowel. An attractive way to maintain this generalization is
to assume that ‘go’ above actually appears in a syntactic configuration with
a final vowel projection, but this projection, instead of getting spelled out by
the FINAL VOWEL is spelled out by the root itself. In effect, therefore, we ar
saying that ‘go’ can spell out what the root spells out, plus an additional thing,
the FV projection. We schematize this structure in (33), where
√
refers to the
root, a notation emanating from Pesetsky (1995).
(33) fv √
go
We don’t see theFINAL VOWEL in contexts with the verb ‘go’ therefore
because the verb itself spells out this projection. If it is true that ‘go’ spells
out the FV projection, then the root ‘go’ and the FV projection should be
idiomatic. If root and FV projection are idiomatic, then they are a constituent.
Nodes can be spelled out by the same morpheme if they are a constitue t
(Starke class lectures).
The success of the hypothesis above, that ‘go’ spells out theroot as well as
the FV projection depends on a number of assumptions. (We will give more
details about these assumptions in chapter 5.) The first is that a single item
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can spell out more than one terminal node - in other words, thespell out of ter-
minals, as well as phrases by a single morpheme is allowed (se(McCawley
(1968), Weerman and Evers-Vermeul (2002), Neeleman and Szendröi (2007),
Abels and Muriungi (2008))). A single lexical item can therefor span several
nodes in the syntax (under some conditions, which we come to in chapter 5).
The second assumption we need is late lexical insertion - that the replace-
ment of syntactic features with phonology happens late (Halle and Marantz
(1993). Thus syntax takes features for example root, final vowel features, and
combines them, by the usual operations of merge, and move. Itis only after
the syntactic operations that replacement of syntactic nodes with actual lex-
ical items happens. We need this assumption because of the following. We
know that the FV projection can be spelled out by final vowels themselves.
But we also know that the FV projection can be spelled out by roots e.g. ‘go’.
There must therefore be a competition based system, where insome contexts,
the final vowels are spelled out by the final vowels themselves, and in other
contexts, the final vowels are spelled out by the root. One wayto capture this
competition is to say that once the syntax is finished with itsjob, lexical items
are inserted into the syntactic nodes by the usual elsewherecondition that a
more specific form wins over a less specific form (cf. Kiparsky(1973)). In
our context, we would have to say, that the idiomatic form ‘go’, an aggregate
of root and FV, wins over insertion of root, and a separate FV if the root and
the FV are a constituent in the lexicon. I argue for such a spell out principle
in chapter 5. This competition is difficult to capture in a system where syntax
immediately manipulates items with phonological content.2
Suppose the above is true, that insertion of phonological content into the
syntactic nodes happens late and that spell out by the same morpheme is only
possible for constituents (under some competition principle). The we have an
expectation regarding the contexts with the verb ‘go’ above: if suffixes can
be inserted between the root and the final vowel projection, we should see the
FINAL VOWEL show up. This is because the root and the FV projection in the
syntax are no longer a constituent, and therefore cannot be spelled out by a
single item from the lexicon (e.g. ‘go’ in (33)).
There is actually evidence that this expectation is met. When suffixes
such as theHABITUAL appear on ‘go’, we get thea final vowel in a declarative
2Late insertion is also motivated in Distributed morphologyfrom the fact that lexical
items inserted into terminal nodes can be under-specified (contain less features) than the
node where they are inserted. This mismatch between the features in the lexical item, and
the syntactic node is nicely captured from first doing syntax, and then inserting lexical items
afterwards using the best available candidate for the featur s in the syntax, even though that
candidate might not have all the features in the syntax (see Halle and Marantz (1993) and
subsequent work in distributed morphology for more discussion.
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‘Maria must go to school habitually.’
The magical appearance of the two final vowels in (34) and (35)is due to the
fact that theHABITUAL is inserted between the root and the projection of the
final vowel, breaking the idiom. The final vowel therefore hasto how up in
order to spell out its projection, since the root cannot reach that projection
acrossHABITUAL - spell out of two parts by the same element is only possible
for constituents (Starke class lectures). We demonstrate the spell out patterns
below. (36) is ungrammatical because root and FV are spelledout by the same
morpheme acrossHABITUAL . In (37), where the three projections are spelled






Note also that when thePERFECTand thePERFECTIVE appear on ‘go’, we
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The reason why the final vowel suddenly pops up is as before.PERFECTand
PERFECTIVEare inserted below the FV projection, the root cannot spell out the
FV projection because constituency is broken, and the regular syntax has to
apply - leading to the insertion of the final vowels. We demonstrate the illicit
structure in (39), where the root also spells out FV acrossPERFECT, and the









Let us consider briefly the other irregular verbsı̂j ı̂, ‘know’. In contexts
where we find the defaulta, for example a declarative sentence without the






‘know’ like ‘go’ is therefore an irregular verb.
This verb behaves much more radically than ‘go’ - it does not accept any
suffix (except thePLURAL ADDRESSEEand only marginally).
To capture the radical absence of suffixes other than thePLURAL ADDRESSEE
on ‘know’, we have to say that ‘know’ is idiomatic with most ofthe projec-
tions associated with the suffixes. Thus it can spell out all these projections.
That is the phonology of these projections in the context of ‘know’ is just
‘know’.
To illustrate this reasoning, consider theHABITUAL . To know a person
(with the verbij ı̂ in Kı̂ı̂tharaka), is to know that person all the time. ‘know’is
therefore habitual in some sense. It is very plausible therefore ‘know’ spells
out the three projections root,HABITUAL andFINAL VOWEL as shown in (42).




It appears therefore like we can maintain our generalization that all verbal
contexts have final vowels. The difference that we need to note is that the FV
projection is sometimes lexicalized by the final vowels thems lves, or by the
root.
Having shown that we can maintain our generalization in the fac of the
irregular verbs, lets us turn to the syntactic distributionof the final vowels.
4.1.3 The syntactic distribution of the FVs
Let us start with the distribution of final vowels on a single verb. In a single
verb, all the final vowels immediately follow the passive. (43) shows the final







‘Let them be sent!’
The final vowel also follows thePASSIVE in a sentence with thePERFECTIVE,


























‘The water was boiled.’















‘They would want that the books be read well.’
Let us turn to the distribution of final vowels in restructuring contexts - con-
texts that can have several verbs in a row. In restructuring co texts with many
130 CHAPTER 4. THE FINAL VOWEL AND PLURAL ADDRESSEE
verbs, there are as many final vowels as there are verbs. Thus in (46) with















‘Someone began to finish to read books.’
If we have four verbs, we would have four final vowels, and if wehave five
verbs, we would have five final vowels.
We have shown in the appendix to chapter 2 that restructuringco texts
are a single fseq. For example, certain affixes that occur only ce on a sin-
gle verb e.g.ERRATIC also occur once in a restructuring context. Given that
restructuring contexts are a single fseq, we have to conclude from (46), that
there can be several final vowel projections in an fseq.
We have seen that final vowels are sensitive to three properties: imperative
force, subjunctive andPERFECTIVE/ PERFECT aspects. We investigate below
where these properties are expressed in a restructuring context.
Let us start with the imperative. Imperative force is encoded on the first
verb. Thus in (47), the final vowelwhich is sensitive to prefixes higher than

















‘Let the books begin to be read to completion!’
Sensitivity to the subjunctive is also encoded on the highest verb, as shown in






















‘The books must begin to be finished to be read.’
3If we had an active sentence, and a prefix that usually trigerschange of the final vowel
to e on the lower verb, the final vowel couldn’t change toe - this is direct confirmation that
imperative sensitivity is not encoded on the lower verb - we ne d a non-passive sentence
because passive and object marking do not co-occur in Kı̂ı̂tharaka.
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The final vowel sensitive toPERFECTis realized on whatever verb that has
the PERFECT. If there is PERFECT alone, this is the first verb other than BE.
When thePERFECTco-occurs with theHABITUAL , PERFECToccurs on the second
verb except BE. (see the appendix to chapter 2 for details on wherePERFECT
occurs.)
When thePERFECTand the imperative co-occur, the imperative is encoded
on the first verb, and thePERFECTon the second verb other than BE. Consider
(49). The highest verb must havee, since we have an imperative, and the




























‘Usually let (you guys) begin to finish to read the books.’
We get the same pattern with subjunctive contexts with ‘must’. The first
verb must havee, to show that we have a subjunctive context, and the verb
























‘The books must be began to be finished to be read.’
We cannot test where the three properties are encoded on one construction
since imperative and subjunctive cannot co-occur, perhapsbecause both are [-
realis]. It tempting however to think that because imperative and subjunctive
are [-realis], they share a syntactic position.
To summarize, on a single verb, the final vowels occurs consistently after
the passive morpheme. In multi-verb constructions, there are as many final
vowels as there are verbs. Imperative and subjunctive sensitivity s encoded
on the first verb, and sensitivity toPERFECTandPERFECTIVEon a second verb
that is not BE. There are several projections for final vowelsin a single func-
tional sequence. We take up the issue of how these many final vowels are
licensed in a single fseq in Appendix A.
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With the description of the final vowels in place, let us turn to the plural
addressee.
4.2 Distribution of the plural addressee
In this section we turn to the distribution of the plural. We start with the
contexts where the plural addressee is used, then move on to its syntactic
distribution.
4.2.1 Contexts for plural addressee
The plural addressee is used in two contexts. First, the plural addressee is
used to denote an addressee with a plurality of individuals.
We can confirm that thePLURAL ADDRESSEEdenotes a plural addressee by
the sentence in (51) with a second person singular object pronoun. This sen-
tence is ungrammatical because thePLURAL ADDRESSEEappears in a construc-










A sentence with a second person plural object pronoun is however gram-
matical when there is thePLURAL ADDRESSEE, because we have an addressee










‘They invited you guys.’
Note that thePLURAL ADDRESSEEdoesn’t need to be grammatically encoded in
the sentence, as shown in the context in (53), where there is no pronominal in
the sentence signaling the addressee. What is crucial is that the ddressee be







a. XFood is cooked - a mother addressing her three children.
b. *Food is cooked - a mother addressing her only son.
There is a second context where the plural addressee can be used. It can
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be used to denote an addressee respected by the speaker, regardless of the
plurality. The sentence in (54) is ungrammatical given the context in (54a)
because the respected person is not an addressee. When the respected person







a. * She sat here: a husband telling his wife that his mother-in-law
(whom he respects) sat there.
b. XShe sat here: father telling his mother-in-law where his daugh-
ter sat.
The plural addressee therefore denotes two things - an addressee that is
plural, or an addressee that is respected by the speaker. Both uses of the
PLURAL ADDRESSEEshare the addressee component of meaning.
4.2.2 The syntactic distribution of the plural addressee
The syntactic distribution of thePLURAL ADDRESSEE seems to be complex.
What follows is a first approximation of its distribution. The PLURAL AD-
DRESSEEoccurs on the topmost verb or on the last verb of the main projecti n
line. ThePLURAL ADDRESSEEalways follows theFINAL VOWEL .
To illustrate this, consider the sentence in (55), with the factive verb ‘re-
gret’, and where this verb embeds two clauses with the verbs ‘announce’ and
‘arrest’. In this sentence, the addressee, who is the secondperson plural ob-
ject pronoun (bû) occurs on the most embedded verb ‘arrest’. ThePLURAL
ADDRESSEEcan occur on the topmost verb ‘regret’, even though this is not the




















‘He regrets the boss announced that they will arrest you.’
ThePLURAL ADDRESSEEcan also occur on the last verb, (56).




















‘He regrets the boss announced that they will arrest you.’






















‘He regrets the boss announced that they will arrest you.’





















ThePLURAL ADDRESSEEtherefore occurs on the topmost or the last verb in
the main projection line.
We can demonstrate the same pattern with relative clause cont xts below.
In this context, the addressee, a second person plural subject pronoun (bû) is
embedded deep in the subject, in an adjunct clause on the verb‘go’. Notwith-






















‘The person who fell asleep before you guys left decided to begin to
play.’
ThePLURAL ADDRESSEEcan also occur on the last verb ‘play’, (60).






















‘The person who fell asleep before you guys left decided to begin to
play.’

























‘The person who fell asleep before you guys left decided to begin to
play.’
ThePLURAL ADDRESSEEhowever cannot occur on the medial verb ‘begin’ even






















ThePLURAL ADDRESSEEtherefore occurs on the topmost or the last verb in the
main projection line.
The plural addressee is optional in the above cases, and in imperatives of













‘Let you guys begin to finish to read books.’
The plural addressee is however obligatory in imperatives where the ad-
dressee is plural, whether we have a single verb, (64), or a multi-verb con-
struction, (65).
(64) ring- *(ni) ‘hit’ - addressed to two or more people









‘begin to forget to beg!’ - addressed to two or more people.
Furthermore in imperatives in multi-verb constructions, thePLURAL ADDRESSEE









The PLURAL ADDRESSEEcannot occur on the last verb, (67a), or double on the



















Quasi imperatives of the let type resemble imperatives in this way. The











‘Let the books begin to be finished to be read!’
The PLURAL ADDRESSEEcannot occur on the medial verb, (69a), or on the last

































Let imperatives portray a dual behaviour. Like declaratives, thePLURAL
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ADDRESSEEis optional. Like imperatives, thePLURAL ADDRESSEEmust occur on
the topmost verb. This dual behaviour might suggest that letimperatives are
intermediate between a declarative and imperative.
Let us summarize the result. The plural addressee is the lastsuffix on a
single verb. In multi-verbs that are not imperatives, the plural addressee can
occur on the topmost or the last verb, or double on the topmostand last verb
in the main projection line. In imperatives, thePLURAL ADDRESSEEcan only
occur on the topmost verb.
How could one account for these patterns? Here is a sketch. Tocapture the
syntactic distribution of thePLURAL ADDRESSEEwe would have to say that (i)
ThePLURAL ADDRESSEEoccupies a high position in the hierarchy of the clause,
(ii) that thePLURAL ADDRESSEEalways merges in the root clause, (iii) The dif-
ferences in the position of thePLURAL ADDRESSEEfollow from differences in
the movements triggered byPLURAL ADDRESSEE.
Let us see how this would capture the patterns. Consider the structure in
(70) where the complement of thePLURAL ADDRESSEEhas three verbs. When
PLURAL ADDRESSEEattracts the topmost verb, we get thePLURAL ADDRESSEEas






We would have to stipulate for now that this is the only derivation possible for
imperatives. This derivation however is generally available for declaratives.
WhenPLURAL ADDRESSEEattracts its whole complement, we get thePLURAL





We have to stipulate that this derivation is unavailable forimperatives, but
always available for declaratives.4
4We should acknowledge here some data that we currently do notknow how an analysis
for them would look like. The judgements are not very clear, but it appears like thePLURAL
ADDRESSEEcan occur on the last verb of a subject relative in object position, even when this
subject relative clause has an object DP. This cannot be treated under this analysis since one
would expect thePLURAL ADDRESSEEto show up on the object DP in the relative clause
when thePLURAL ADDRESSEEattracts the whole complement given that Kı̂ı̂tharaka is an
SVO language. ThePLURAL ADDRESSEEhowever appears on the verb, not the object. To
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Although easily statable, the two movements involving attracting the high-
est verb, or the whole complement require an intricate set ofassumptions. We
will therefore postpone discussion of suffixation ofPLURAL ADDRESSEE(in fact
also final vowels) in multi-verb constructions to Appendix A. In this appendix,
we will speculate on how one could get the doubling of thePLURAL ADDRESSEE
in declaratives. In the remainder of the chapter we concentrate on the deriva-
tion involving theFINAL VOWEL and PLURAL ADDRESSEEattaching to a single
verb.
4.3 FV and PA on a single verb: the derivation
We have seen that on a single V, theFINAL VOWEL and thePLURAL ADDRESSEE













‘The children were woken up you people.’
Recall from chapter 2, that passive is the lowest member of the habitual-
perfect zone, a zone where the root moves cyclically. We repeat this derivation
from chapter 2 in (73).
get thePLURAL ADDRESSEEto be on the verb, we would have to topicalize an object out
of a relative clause, and this is impossible in Kı̂ı̂tharaka(see Abels and Muriungi (2008)).
The second complication is seen in coordination structureswhere thePLURAL ADDRESSEE
can occur only on the first conjunct. While we could analyze the presence of thePLURAL
ADDRESSEEon the first conjunct by attraction of the highest verb (the first conjunct is higher
than the second conjunct e.g. by binding facts), it is not clear why the whole complement
couldn’t be attracted leading to thePLURAL ADDRESSEEto be on the last verb in the second
conjuct. We will leave these complications for future research.














Recall also that above theHABITUAL , the prefixes are merged in their left to
right scopal order (with theOBJECT MARKERand theREFLEXIVE merging lower









Given these two structures from the previous chapters, there are several
options for the merge ofFINAL VOWEL andPLURAL ADDRESSEEin the hierarchy
of the clause that one could imagine. There is empirical evidence however
which allows us to reduce the number of derivations under consideration.
Let us first start with facts from thePLURAL ADDRESSEE in order to limit
the number of derivations. The plural addressee never participa es in verbal
reduplication, (75a), whilePASSIVE the lowest suffix of the habitual-perfect
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zone reduplicates without a problem, (75b).
(75) *rı̂ani rı̂âni ‘pay quickly’
(76) rı̂wa rı̂wa ‘be payed quickly’
If the restriction on what can duplicate is structural, thenthe PLURAL AD-
DRESSEE, cannot merge below thePASSIVE, as the passive participates in redu-
plication without a problem, (78). ThePLURAL ADDRESSEEtherefore minimally
must merge above theHABITUAL given that theHABITUAL also participates in
reduplication albeit marginally.
We can also tell that thePLURAL ADDRESSEE is above theFINAL VOWEL by
spell out patterns with the irregular verbs. We argued, whenw looked at
irregular verbs such as ‘go’, that the reason we don’t see thefinal vowel when
we normally see it with other verbs is because the root spellsout the syntax
up to the final vowel, (77).
(77) fv √
go
In this very context where final vowels are impossible, prefixes and the





‘let him go you guys.’
The very fact that thePLURAL ADDRESSEEand the prefixes can occur in (78),
when there is noFV provides evidence that both thePLURAL ADDRESSEEand the
prefixes are above theFINAL VOWEL in two ways. First since the sentence is
grammatical, it must be that both thePLURAL ADDRESSEEand the prefixes are
outside of the idiomatic constituent. Since the root is the lowest element in the
clause structure, then thePLURAL ADDRESSEEand the prefixes must be higher
than theFV - they cannot be lower than root. Second, since the sentencesare
grammatical without anyFINAL VOWEL , it must be that thePLURAL ADDRESSEE
and the prefixes do not merge between the root and the final vowel proj ction.
If they did, we would expect the final to show up since the root cannot spell
it out anymore - spell out is only possible for constituents.If this reasoning is
right, then both the PA and the prefixes must merge above theFINAL VOWEL .
4.3. FV AND PA ON A SINGLE VERB: THE DERIVATION 141
There is another crucial property we know about thePLURAL ADDRESSEE
which can help us know where it is merged: thePLURAL ADDRESSEEis severed
from the other affixes (from theFOCUS MARKER up to theFINAL VOWEL), by a
small pause intonation. We will take this to be an indicationhat thePLURAL
ADDRESSEEis merged outside the constituent containing focus and all the o her
affixes. ThePLURAL ADDRESSEEtherefore plausibly merges in the left periphery
of the clause above theFOCUS MARKERas shown in (79).
(79)
pa foc
This now leaves us with the final vowels. Where are they merged? The
spell out patterns with irregular verbs help us locate the position of the final
vowels. Consider the spell out patterns with the irregular verb ‘go’. We have






‘Maria has gone somewhere.’
When theHABITUAL is in the sentence however, theFINAL VOWEL has to show












We can also show the same for the final vowele in a subjunctive context.











‘Maria must go to school.’















‘Maria must go to school habitually.’
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We have claimed that the final vowel doesn’t show up sometimesbecause the
root can spell out the final vowel projection, when the root and the final vowel
projection are a constituent. The final vowels however show up when this
constituency is broken. Since theHABITUAL forces the appearance ofa as well
ase, as shown above, it must be that thatHABITUAL merges between the root
and the final vowels projection breaking the constituency ofro t+FV. Hence
both thea and thee final vowels must merge aboveHABITUAL , as shown in




To sum up so far, we have shown that thePLURAL ADDRESSEEmerges above
the prefixes in the clausal hierarchy. We have also shown thattheFINAL VOWEL
merges immediately above theHABITUAL , but below the prefixes. This gives






The surface order would arise in the following steps:
• The root moves past hab
• root+hab moves past theFINAL VOWEL
• prefixes are merged
• ThePLURAL ADDRESSEEis merged
• The constituent containing the prefixes is moved above thePLURAL AD-
DRESSEE
The derivation is illustrated in (86).









To summarize, we have shown in this chapter that the final vowels m rge
betweenHABITUAL and the prefixes, and thePLURAL ADDRESSEEabove theFO-
CUS MARKER, the highest prefix. This derivation for incorporating theFINAL
VOWEL andPLURAL ADDRESSEEstill conforms to our dragging movement tech-
nology.




In this chapter, we look at suffixes that are quite low in the clausal structure.
These suffixes are low because of one main reason: they are idiomatic with
the root and therefore must be stored as a constituent with the root in the
lexicon. We also get confirmation from scope facts that thesemorphemes are
low in the clausal hierarchy - they scope below morphemes that are not very
high in the clause, for exampleCOERCE.
This chapter is organized as follows. First we establish therange and prop-
erties of the low suffixes. Then we account for the distributional properties
of these suffixes. Third, we document that the low suffixes areind ed low in
the clause - they take scope very low in the clause. Having looked at the low-
est zone in the hierarchy of the clause, we end the chapter by reminding the
reader how the whole derivation from prefixes to suffixes unfolds n a single
verb in Kı̂ı̂tharaka.
5.2 The plugs
Plugs are suffixes that certain roots require before they canbe used in any
construction. Such roots therefore cannot exist without one f these plugs.
The plug suffixes come in two main groups - the substitutable plugs, and the
non-substitutable plugs.
Substitutable plugs can replace each other on the same root.T illustrate
this, take an abstract root,ton, and three substitutable suffixes X, Y Z. This
root can only exist if there is, X, Y, or Z, as shown in (1a)-(1c). It cannot exist
when a member of the group is absent, (1d), (1e).
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The other plug suffixes, the non-substitutable plugs, are always required by
certain root. To illustrate, take an abstract roottan, and a suffix P.tan will
always require P.
We will first examine the properties of the substitutable plugs, and then
move on to the non-substitutable plugs.
5.2.1 The substitutable plugs
The substitutable plugs, the suffixes that can replace each other n the same
root, come in two classes. The first class has three members, while the second
class has two members.
Let us start with the three member class. This class has threesuffixes
ı̂k, ûr and ûk. ı̂k marks transitivity,̂ur transitivity and reversiveness,ûk just
reversiveness. This distribution is illustrated in (2). (2a) has the morphemeı̂k
which encodes transitivity, (2b) the morphemeûr which encodes transitivity
and reversiveness, and (2b) the morphemeûk which conveys reversiveness.
(2) a. kun-̂ık-a ‘X covers Y’
b. kun-̂ur -a ‘X uncovers Y’
c. kun-̂uk-a ‘Y gets uncovered’
Note that there is no base verbkûna, (3), from which we could say the three
forms in (2) have been derived from.
(3) *kûn-a
Note furthermore, that we cannot stack these morphemes. Forexample, we
couldn’t combinêık andûk in whatever order (4a)-(4b) to get a meaning that
was transitive and reversive (X uncovers Y).
(4) a. *kun-̂ık-ûk-a
b. *kûn-ûk-ı̂k-a
We cannot also stack̂ı andûr in whatever order, (5a)-(5b), to get a meaning
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that is both transitive and reversive (X uncovers Y).
(5) a. *kun-̂ık-ûr -a
b. *kûn-ûr -ı̂k-a
Finally ûk andûr cannot also be stacked in whatever order, (6).
(6) a. *kun-̂ur -ûk-a
b. *kûn-ûk-ûr -a
The three suffixes therefore substitute each other.
The verb ‘cover’ is not the only one that shows this three way substitution
pattern. We list the other verbs that show this alternation below. (This is an
(almost) complete list of these verbs.)
(7) a. kûnd-̂ık-a ‘X ties a knot’
b. kund-̂ur -a ‘X unties knot’
c. kund-̂uk-a ‘knot gets undone’
(8) a. tand-̂ık-a ‘X spreads Y e.g. a bed-sheet’
b. tand-̂ur -a ‘X takes Y from a spread state’
c. tand-̂uk-a ‘Y gets un-spread’
(9) a. an-̂ık-a ‘X spreads Y in the sun in order for Y to dry’
b. an-̂ur -a ‘X takes away Y from a drying location’
c. an-̂uk-a ‘Y gets from a drying location’
(10) a. tha-̂ık-a ‘X ties Y, Y an animate thing’
b. thar-̂ur -a ‘X unties Y, Y an animate thing’
c. thar-̂uk-a ‘Y gets untied’1
(11) a. kaand-ı̂k-a ‘X fastens Y’
b. kaand-̂ur -a ‘X unfastens Y’
c. kaand-̂uk-a ‘Y comes loose’
1There is an -r insertion between the root and plug suffix in the[b] and [c] examples.
This -r optionally can be left out.
148 CHAPTER 5. THE LOWEST SUFFIXES
(12) a. umb-̂ık-a ‘X covers Y e.g. in soil/warm ash’
b. umb-̂ur -a ‘X uncovers Y’
c. umb-̂uk-a ‘Y gets uncovered’
Let us turn to the second class of substitutable plug suffixes. This class
consists of verbs that are like the three member class above,exc pt that the
positive member (the one containingı̂k) is missing. We illustrate this class
with the verb ‘open’ in (13). (13a) has theûr suffix, and (13b) thêuk suffix.
(13) a. rug-̂ur -a ‘X opens Y’
b. rug-̂uk-a ‘Y opens’
It is not clear whether verbs in this class are reversive. Perhaps these verbs are
reversive, but their reversiveness is made less prominent because in contrast
to the verbs showing the three way alternation, these verbs lack the positive
transitive member.
We should note that there is no base verbruga from which the two forms
in (13) could be said to be derived from, (14).
(14) *ruga
Furthermore no combination ofûr and ûk is licit on ‘open’. The forms are
ungrammatical whether̂ur precedeŝuk, (15a), orûk precedeŝur, (15b).
(15) a. *rug-̂ur -ûk-a
b. *rug-ûk-ûr -a
The two suffixes therefore must substitute each other.
There are other verbs that behave like ‘open’ above in that (i) They show
the two way substitution pattern, (ii) They have a less prominent reversive se-
mantics, and (iii) They cannot be stacked. We list these verbs below, showing
only the form withûr andûk without demonstrating the lack of stacking.2
(16) a. at-̂u-ra ‘X splits Y’
b. at-̂uk-a ‘Y splits’
2The morphemeŝur andûk have a phonological allormorph: they appear asor andok,
when the vowel that immediately precedes them iso or e.
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(17) a. bı̂nd-̂ur -a ‘X turns Y’
b. bı̂nd-̂uk-a ‘Y turns’
(18) a. tûûm-̂ur -a ‘X bursts Y’
b. tûûm-̂uk-a ‘Y bursts’
(19) a. kû-̂ur -a ‘X uproots Y’
b. kû-ûk-a ‘Y gets uprooted’
(20) a. ak-̂ur -a ‘X gathers Y’
b. ak-̂uk-a ‘Y (e.g cereals) gets gathered’
(21) a. tû-̂ur -a ‘X pours Y’
b. tû-ûk-a ‘Y pours’
(22) a. om-or-a ‘X dismantles Y e.g a wall’
b. om-ok-a ‘Y crumbles down’
(23) a. can-̂ur -a ‘X combs Y’
b. can-̂uk-a ‘Y gets combed’
(24) a. cumb-̂ur -a ‘X disturbs Y’
b. cumb-̂uk-a ‘Y struggles’
(25) a. en-̂ur -a ‘X turns Y inside out/inside in (e.g. a pullover)
b. en-̂uk-a ‘Y turns inside out/inside in’ (e.g. a pullover)
The substitutable plugs raise at least two issues. First, why is a member of
the class always required by certain roots and second, why are these suffixes
substitutable. We will address these questions below, but before that, lets learn
something about the non-substitutable plugs.
5.2.2 Non-substitutable plug
Unlike the substitutable plugs, the non-substitutable plug s ffixes do not have
a member to substitute them. Consider the verb ‘open’ again.The suffixeŝur
andûk can substitute each other on this verb, (26).
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(26) a. rug-̂ur -a ‘X opens Y’
b. rug-̂uk-a ‘Y opens’
In contrast to the verb ‘open’ above, with the verb ngony-ar-a, ‘crease’, there
is no member to replacear, (27).
(27) a. ngony-ar-a ‘X creases e.g a shirt’
b. *ngony-X-a
ar is un-substitutable. Roots that havear will always requirear.
The fact that suffixes likear always occur with the root (are un-substitutable)
raises a non-trivial question. How do we know they are suffixes? There are
two sources of evidence for these bits being suffixes. First these bits occur in
verbs that show a clustering of properties. We will examine these properties
in a short while. Second, there exist one or two forms where these suffixes
can be said to occur in independently occurring verbs. We cantherefore be
confident that they are suffixes.
Let us now turn to properties of non-substitutable plug suffixes. We start
with thear suffix. ar occurs in intransitive verbs that have a meaning of being
in a particular physical position or state. All these verbs are intransitive, and
they are listed in (28).3
(28) a. tig-ar-a ‘remain’
b. kind-ar-a ’to place a bare bottom on the soil’
c. kom-ar-a ‘squat’
d. rig-ar-a ‘be surprised’
e. manya-ar-a ‘to be trouble-ridden’
f. amba-ar-a ‘to stoop’
g. ngeny-ar-a ‘to have a frowned face due to some unpleasant feel-
ing’
h. ngony-ar-a ‘to be creased, e.g. a shirt’
3The ar suffix occurs on two verbs which are transitive, but whenAR is added they
become intransitive. Both verbs mean ‘to fold’:
(i) a. kûtha ‘X folds Y’
b. kûth-ar-a ‘Y gets folded’
(ii) a. kûnja ‘X folds Y’
b. kûnj-ar-a ‘Y gets folded’
ar is therefore a bonafide suffix.
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The verbs withar above share two additional properties. First, they all form
transitives with thei causative morpheme. We illustrate this pattern with the
verb ‘to crease’.
(29) a. ngony-ar-a ‘Y (e.g a shirt) creases by itself’
b. nyony-ar-i-a ‘X creases Y’
Second, verbs withar rarely form the reversive, but when they do, they do so
with a combination of the transitive morphemei, and the reversive morpheme
ûk.
(30) ngony-ar-̂uk-i-a ‘X uncreases Y’
These verbs cannot use a single morphemeûr, which we saw encodes both
transitivity and reversiveness.
(31) *ngony-ar-̂ur -a ‘X uncreases Y’
As with other verbs, just reversive is encoded byûk.
(32) ngony-ar-ûk-a ‘Y uncreases (by itself)’
There are two intransitives verbs ‘hang’ and ‘tire’ which behave like ‘crease’,
although they do not have thear plug suffix. Like verbs withar, these verbs
causativize withi. Thus in (33), ‘hang’, causativizes withi, and so does ‘tire’,
(34).
(33) a. cuura ‘Y (e.g. clothes) hang (e.g. on the cloth-line)’
b. cuur-i-a ‘X hangs Y’
(34) a. noga ‘be tired’
b. nog-i-a ‘X e.g. work tires Y’
Like verbs withar, these verbs form the reversive transitive withûk+i, not
with ûr. We illustrate this pattern of formation of the transitive reversive for
‘hang’ in (35), and for ‘tire’ in (36).
(35) a. cuur-̂uk-i-a ‘X takes Y from a hanging location’
b. *cuur-ûr -a
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(36) a. nog-ok-i-a ‘X does work to rest Y’
b. *cuur-ûr -a
We need to explain why verbs withar, and the two intransitive verbs above
form the reversive transitive with a separate form for reversiv (̂uk) and a
separate morpheme for transitive (i). Why can’t these these verbs use a single
morpheme,̂ur, which also is transitive and reversive?
We will address this issue below, but let us first examine two other non-
substitutable plugs -amandat. We start witham.
am like ar, occurs in verbs that express a meaning of being in a particular
position or state. As withar, all the verbs withamare intransitive. I list them
in (37).4
(37) a. kua-am-a ‘bend’
b. ma-am-a ‘sleep’
c. rûûng-am-a ‘stand’
d. ı̂nd-am-a ‘go down’
e. thend-am-a ‘bend on one side’, e.g a vehicle
The verbs withamabove cannot have a life withoutam- amis a non-substitutable
plug.
The verbs witham resemble those withar in another respect - all tran-
sitivize with thei-causative morpheme. We demonstrate this for one of the
verbs, ‘bend’.
(38) a. kua-am-a ‘Y bends (by himself)’
b. ku-am-i-a ‘X bends Y’
Furthermore,amverbs are likear verbs in that they form the simple reversive
with ûk, (39).
(39) ku-am-̂uk-a ‘Y unbends (by himself)’
4amcan occur in an independently existing form:
(i) a. tiira ’X (e.g. a pole) supports Y (e.g. a house)’
b. tiir-am-a ‘X stops at the edge of something’
This confirmsam is a suffix.
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These verbs however differ from verbs withar in one crucial respect - they
form the reversive transitive witĥur, (40a), not with a combination of the
reversiveûk and the transitivei, (40b).
(40) a. ku-am-̂ur -a ‘X unbends Y’
b. *ku-am-̂uk-i-a
This pattern of formation of the transitive reversive withûr for verbs witham
is puzzling. One would have hoped to provide a simple accountthat verbs that
transitivize withi form the transitive reversive compositionally by additionof
the reversive (̂uk), and transitive (i). This is however not the case as the verbs
with amshow. It appears there is a deeper reason that rules outûk+i in this
context witham. We will try to provide this reason below.
Let us turn to the final morpheme -at. Roughly, this morpheme occurs
in roots that have a meaning of contact. In fact it is sometimes labeled the
contactive in Bantu (see. e.g Schadeberg (2003)). Furthermor , all the verbs
with at are transitive, (41).
(41) a. kumbata ‘embrace/get a handful of something’
b. guata ‘hold’
c. kamata ‘carry’
d. atata ‘feel something by moving the hands’
e. ambata ‘to go up’ (a ladder for example)
f. thingata ‘follow’
This makes it very plausible that encodes transitivity.5
Let us examine the other properties of theat suffix. Like thear andam
morphemes, the morphemeat also has the property that certain roots cannot
exist without it. All the roots in (41) therefore would’nt occur withoutat - at
is non-subsitutable in its contexts.
How about the formation of the reversive transitive? Do these verbs with
at pattern with verbs withar (which useûk+i), or do they pattern with verbs
with am (which useûr)? They pattern witham verbs. We demonstrate this
for the verb ‘hold’ in (42).
5at can occur in an independenty existing verb form confirming itis a suffix:
(i) a. rûma ‘X bites Y’
b. rûm-at-a ‘X gets a severe pain in the stomach’
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(42) a. gu-at-ûr -a ‘X makes Y un-hold - lose grip’
b. *gu-at-ûk- i-a
Verbs withat would also form the reversive in the usual way, withûk, (43).
(43) gu-at-ûk-a ‘Ygets un-held - grip on Y is lost’
We need to account for the pattern of reversive transitive formation withat
verbs above.
Transitive verbs that have no plug and are compatible with a reversive
semantics e.g. ‘button’, (44a) behave like the verbs with the at plug above.
They form the reversive witĥuk, (44b), and the reversive transitive withûr,
(44c).
(44) a. buung-a ‘X buttons Y’
b. buung-̂uk-a ‘Y gets unbuttoned’
c. buung-̂ur -a ‘X unbuttons Y’
The reversive transitive cannot be formed with a combinatioof the reversive
ûk and the transitive morphemei, (45).
(45) *buung-̂uk-i-a ‘X unbuttons Y’
As in previous contexts,̂ur andûk cannot be stacked on ‘button’ in what-
ever order, (46).
(46) a. *buung-̂ur -ûk-a
b. *buung-̂uk-ûr -a
There are other transitive verbs that behave like ‘button’ above in that they
form the reversive witĥuk and the reversive-transitive witĥur. We list some
of them below.
(47) a. ara ‘X spreads Y e.g. mat’
b. ar-̂ur -a ‘X gets Y from a spread state’
c. ar-̂uk-a ‘Y gets from a spread state’
(48) a. amba ‘X sets Y e.g a fishing net’
b. amb-̂ur -a ‘X unsets Y’
c. amb-̂uk-a ‘Y gets unset’
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(49) a. tega ‘X sets Y e.g a trap’
b. teg-̂ur -a ‘X unsets Y’
c. teg-̂uk-a ‘Y gets unset’
(50) a. oga ‘X ties Y’
b. og-or-a X unties Y’
c. og-ok-a ‘Y gets untied’
(51) a. tuma ‘X stitches Y’
b. tum-̂ur -a ‘X unstitches Y’
c. tum-̂uk-a ‘Y gets unstitched’
(52) a. baanga ‘X arranges Y’
b. baang-̂ur -a ‘X disarranges Y’
c. bang-̂uk-a ‘Y gets disarranged’
(53) a. ı̂nda ‘X plaits Y e.g hair’
b. ı̂nd-̂ur -a ‘X undoes plaited hair’
c. ı̂nd-̂uk-a ‘Y gets from a plaited state’
(54) a. imba ‘X thatches Y’
b. imb-ûr -a ‘X takes thatch from Y’
c. imb-ûk-a ‘Y gets from a thatched state’
We need to account for the similarity between a transitive verb with a plug
(at), and a transitive verb without a plug (button). Both verb forms form the
reversive transitive witĥur, not a combination of̂uk+i. We address this issue,
and the other issues we have mentioned before in the next section.
5.3 Analysis
5.3.1 The issues
The core issues that we need to address are the following:
• that certain roots cannot exist without specific suffixes
• that some of these suffixes are substitutable while others ar not
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• that the suffix determines the nature of the transitive reversi
We address these issues below.
5.3.2 Syntax and lexical insertion in K̂ıı̂tharaka
Consider firstar, the non-substitutable suffix occurring in verbs such as ‘crease’.
Since so far we have taken every suffix to be in its own functional projection,




Since we have also used movement of a constituent containingthe root to
reorder base orders, we can re-order the base order of root and ar above by





Consider now another related fact: that syntactic nodes carry syntactic
features. For example we have seen that there is a syntactic node that encodes
the featuresCOERCE. We have indicated that the syntactic featureCOERCE is
realized overtly by the morphemeith. Put in another language, the morpheme
ith, spells out the features of the syntactic nodeCOERCE, the morphemeith is
the phonological exponent of the nodeCOERCEin syntax.
We can extend the same reasoning toar. ar is the spell out of the features
of some node in the syntax. But what are these features, and what is this
node? We have seen already thatar is a plug suffix - a suffix that certain roots
will always require. We can therefore say thatar spells out this plug feature
in the syntax. For lack of a term, let us call the plug featureα. ar therefore is
the phonological exponent of the plug featureα. The plug is a low position in
the clausal hierarchy. It is immediately above the root.
Let us now turn to the two things we need to explain with verbs that have
ar. One is that these verbs always requirea . The other thing is that these
verbs form the reversive transitive with a combination of the reversive,̂uk,
and the transitive morphemei.
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Lets us start with the first issue: why some verbs always needar. One
way to capture the fact that certain lexical items almost always need others,
is to say that the requiring item, and the one that is requiredform an idiom.
To illustrate this, consider the famous ‘kick the bucket’ idiom. The transitive
verb ‘kick’, in its regular transparent meaning, can take almost any object,
‘kick John’, ‘kick the basin’ ‘kick the bucket’, e.t.c. In the idiomatic sense
of ‘pass away’ however, ‘kick’ cannot take ‘basin’ as its complement even
though ‘basin’ has a spatial configuration similar to that of‘bucket’. ‘kick’
requires ‘bucket’ in this nuance - they are an idiom. We can say the same for
the cases withar in Kı̂ı̂tharaka - certain roots requirear because such roots
andar are idioms. To be idiomatic, two elements need to be a constituent.
Hence ‘kick’ and ‘bucket’ are a constituent, and root andr are a constituent.
Let us turn to the second task. Why do to verbs withar form the reversive
transitive withûk+i? In order to address this issue, we need to make some
assumptions. The first assumption regards the syntax-phonology interface.
We will assume assume late lexical insertion - that the replacement of syntac-
tic features with phonological content occurs after syntax(McCawley (1968),
Halle and Marantz (1993)). On this view, syntax manipulatesonly features,
e.g. tense, transitive, by the usual operations of merge andmove, and replace-
ment of these features with some phonology happens after allsyntax. This is
a core assumption that now underlies much work in Distributed Morphology
(Halle and Marantz (1993), Marantz (1997a), Marantz (1997b), Harley and
Noyer (1999)). To illustrate this view, let us consider a context with two mor-
phemes, a tense morpheme, and a transitive morpheme. Let us ass me the
phonology of the tense morpheme iskû, and that of transitive isi. Let us also
assume that tense merges higher than transitive. Then (57a), involving merge
of tense and transitive features is syntax, but (57), where the phonological ex-







It is only after syntax is done with its job therefore that thelexicon the
store for the phonological exponents of syntactic featuresis visited to look
for a good form to spell out the features in the syntax. (We make precise how
the choice of the form is made below.)
The second assumption we need to make is that features of the items in the
lexicon are arranged into a feature tree with a hierarchicalstructure, and that
this hierarchical structure matches that of the features inthe syntax (Starke
class lectures). The trees in the lexicon differ from those in the syntax in that
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the trees in the lexicon have some phonology. To illustrate this abstractly,
consider a tree with three abstract features X, Y, Z, and assume that this tree
can be pronounced asbla. The syntax will have the tree as in (58a), and in the








The third assumption is that lexical insertion is just a matter of matching
trees in the syntax with trees in lexicon under some restrictions, which we
will come to below. Thus when we match (58a) with (58b), in an operation
called spell out, we getbla. If this kind of matching is allowed (as I show
below), then it leads to another assumption. That spell out is possible for both
terminal nodes, and non-terminals (McCawley (1968), Weerman and Evers-
Vermeul (2002), Neeleman and Szendröi (2007), Abels and Muriungi (2008)).
In (58), a tree with three phrasal projections is matched with a ree in syntax
with three matching projections - this is phrasal spell out.
Idioms will be stored as constituents in the lexicon with some hierarchical
structure, that can match the hierarchy of projections in the syntax.
Let us show how these assumptions account for the patterns ofi ertion
with verbs withar. Consider first a simple case with the root andar. In the
initial step, we will deal with the syntax: we merge theroot+ α. Then we
visit the lexicon to see whether there is a lexical item that mchesroot+α.
For the roots that always havear, we will find these roots+ar pre-bundled in
the lexicon (since they are idiomatic and stored as a constituent), and we can
insert the whole thing in syntax. We do lexical insertion by matching the tree
in the syntax, with the sub-tree in the lexicon, and this gives us the phonology.
Let us turn to the other issue raised by verbs withar? How come these
verbs form the transitive reversive with a combination of reversiveûk, and
transitivei? Before we can tackle this question, we need to know the hierarchy
of reversive and transitive in the syntax. We can establish this by looking at
the scopes. If transitive scopes over reversive, we expect areading where
an action by X undoes a state. If on the other hand, reversive scope over
transitive, we expect a reading where an action is done and then undone. The












a. XMaria did an event that lead the shirt to be in an unbuttoned
state (the shirt was made by the machine buttoned)
b. *Maria buttoned the shirt and then unbuttoned it.
We therefore have the hierarchy of functional projections in (60): transitive






What we need to capture for thear verbs is the following - that the three
projections are spelled by different morphemes -α by ar, reversive bŷukand
transitive byi. How exactly do we do this?
Supposeroot+ar+ ûkare also idiomatic, that is they are stored in the lexi-
con as a constituent. Then once we have built our syntax up to the reversive,
and we visit the lexicon, we will find already a tree pre-bundled with the three
items (root+ar+ ûk), and we can insert it - we match the tree in the lexicon,
with the one in the syntax.
Suppose now we introduce the transitive projection, and visit the lexicon
again to find items to spell-out the whole tree. This time we will not get
any tree corresponding to the whole chunk since root+ar+ûk+transitive do
not form an idiom. Transitive therefore has to be spelled outby a different
morpheme, (61). By the elsewhere principle (see e.g. Kiparsky (1973) and
subsequent work),i-causative will be inserted - it is the most specific form.
This is how we get thêuk+i reversive transitive pattern in verbs withar. The
final derivation is a complete roll-up derivation with the three headsα, rever-
sive and transitive getting a separate pronunciation.









Consider now the two intransitive verbs ‘hang’, and ‘tire’,which behave
exactly like verbs withar except that they missar. Recall that likear verbs,
these verbs from the reversive transitive withûk+i. We repeat the two exam-
ples here, (62) for ‘hang’, and (63) for ‘tire’.
(62) a. cuur-̂uk-i-a ‘X hangs Y’
b. *cuur-ûr -a
(63) a. nog-ok-i-a ‘X does work to rest Y’
b. *nog-or-a
How do we capture this similarity between these two verbs andverbs with
ar. Consider first the irregular verb ‘went’ in English. Since this verb also
encodes past tense, a natural way to treat this verb is to say that it spells out
both the features of the root, and past, as schematized in (64).
(64) past √
went
We can extend the same reasoning to the verbs ‘tire’ and ‘hang’. These








If the above analysis of ‘tire’ and ‘hang’ is correct, we needto make
two additional points to capture the pattern of reversive transive formation
for these verbs. The first is that like verbs withar, these two verbs are id-
iomatic with the reversive - they are a constituent with the reve sive in the
lexicon. The second point is that the two verbs are not idiomatic with the
transitive. Since these verbs are not idiomatic with transitive, then transitive
has to be spelled out by a different morpheme which will bei, the most spe-
cific form. We demonstrate in (67), a structure with reversive and transitive






This completes our analysis of the issues raised by verbs with ar, and
verbs behaving as though they have a silentar, he verbs ‘hang’ and ‘tired’.
Let us now turn to the verbs witham. Recall that although these verbs
transitivize withi, they form the transitive reversive witĥur, not with ûk+i,
(68). Why is this so?
(68) a. ku-am-̂ur -a ‘X unbends Y’
b. *ku-am-̂uk-i-a
Let us go step by step. First because these verbs always come with am,
we have to assume that these verbs are idiomatic witham. The initial step of




But what about the derivation across reversive and transitive? There are two
derivations we can imagine here, both of which are allowed bythe theory we
have been pursuing in this thesis, the theory allowing only movements that
contain the head, the verb in our context. One is a roll-up derivation: the root
moves aboveam, root+am moves above reversive, and root+am+rev moves










The second derivation, might involve cycling across part ofthe structure.
Thus the root could move aboveam and then root+am moves spec-to-spec
past reversive and transitive, without pied-piping the reve sive, as shown in









Suppose we have a roll up derivation for the verbs witham, and suppose
that only constituents can be spelled out by the same morpheme. Then we
get the wrong result for verbs witham. We would expect the rerversive tran-
sitive to beûk+i with reversive and transitive being spelled out by different
morphemes - reversive bŷuk, and transitive byi.
Suppose the right derivation for verbs witham is the cyclic derivation -
root+am cycle across reversive and transitive. Then this opens another pos-
sibility. Since the constituency of reversive and transitive is left undisturbed,







This would give the right result -root+am+ûr.
But there are two other issues we need to address both of them perhaps
related: (i) Why is it the cyclic derivation wins over the roll-up derivation?
(ii) Why does insertion of̂ur win over insertion of̂uk+i in the non-idomatic
contexts?
Perhaps the cyclic derivation wins over the roll-up derivation because
the cyclic derivation involves moving a smaller constituent than the roll-up
derivation. The cyclic derivation moves just root+am, but the moved con-
stituent in a roll-up structure increases in size with each step of movement.
Let us turn to the second issue - why does insertion ofûr, a morpheme
that is both transitive and reversive win over/block insertion of a separate
morpheme for reversive (ûk), and a separate morpheme for transitive (). The
answer to this might lie with a spell out principle, which I will call the union
principle:6
Spell out of contiguous heads with a single morpheme wins over
spell-out of such heads by individual morphemes if there exists a
single morpheme in the lexicon with a superset of the features of
the contiguous heads.
The morphemêur has the features transitive and reversive, which are a
superset of the feature transitive thati causative has, and the feature reversive
which ûk has. Insertion of̂ur therefore blocks insertion of̂uk+i.
Consider finally when we have just reversive. Thenûk will be inserted,
being a more specific form, by the elsewhere principle, (73).
(73) ku-am-̂uk–a ‘unbend by self’
This bring us to the end of the discussion on the issues raisedby am verbs.
Let us turn to the verbs withat.
Recall thatat is a plug suffix that cannot be substituted. Recall also that
at occurs in verbs that are transitive, e.g.gûata ‘hold’. A natural hypothesis
here is thatat is a complex morpheme that spells out bothα and transitive. If
this feature content ofat is the right one, then one would have to say that the
root, moves pastα and transitive cyclically leaving a constituent that can be
spelled out by the same morpheme,at. This derivation is given in (74). We
also show transitive andα being spelled out byat.
6This principle has its its antecedent a long debate on blocking effects in grammar for
which see e.g. Aronoff (1976), Kiparsky (1973), Poser (1992), and more recently Embick
and Marantz (2008).






This derivation involving cyclic movement would win over the roll-up
derivation because of theunion principle.
Let us turn to the pattern of reversive formation with verbs with at. These
verbs form the reversive witĥuk, (75a), but the reversive transitive withûr,
(75b), notûk+i, (75c). at verbs therefore parallel the pattern of reversive
formation found with the verbs witham.
(75) a. gu-at-ûk-a ‘Y gets unheld - grip on Y is lost’
b. gu-at-ûr -a ‘X makes Y unhold - lose grip’
c. *gu-at-ûk- i-a
Let us account for these patterns. Let us start with simple rev rsive, (75a).
This construction already raises a complication. How comeat now occurs in a
construction where a transitive reading is not available? Where has transitivity
gone? What we need to say here is that a complex lexical item doesn’t need
to realize it full potential in all syntactic contexts. Following Starke’s class
lectures, let us call the reduction in the potential of a suffix (or even a root)
shrinking. But what does shrinking derive from? Shrinking derives from the
nature of a spell out principlethe superset principle(see Starke class lectures,
for some implementation see Caha (2007), Abels and Muriungi(2008)):
Insert a tree in the lexicon for a (sub) tree in the syntax, if the
features of the tree in the lexicon are a superset of the features
of the (sub) tree in the syntax. When lexical items compete for
insertion, insert the minimal consistent superset from thelexicon.
Applied to our current context, this principle will allowat to be inserted
in the syntax when there is bothα and transitive, (76a), or when there is just







The insertion ofat in the context ofα alone gives the effect called shrink-
ing.
But shrinking has a funny character, as one might already have noticed.
Why couldn’tat shrink just to transitive, leavingα to be spelled out, for exam-
ple by the root? This again follows from the way spell-out works. As already
stated, a complex morpheme in the lexicon (recallbla) will have an hierar-
chical structure, similar to that in the syntax. Otherwise put, lexical items are
just chopped chunks of the functional sequence, except thatin the lexicon,





Now spell out works in a way such that the lexical item in (77) can be
inserted only when the lowest member is present in the syntax. Thusat can
be inserted when there is when there isα+transitive, or justα, (78b), but not
when there is just transitive in the syntax. Let us call this requirement for
lexical insertionthe bottommost requirement- he spell out domain must be









This condition is motivated by a case study in Abels and Muriung (2008).
Abels and Muriungi (2008) study the focus marker in detail and show that this
morpheme has three uses: it marks non-exhaustive focus, successive cyclic
movement and exhaustivity. These authors show that the threus s of the fo-
cus marker show an inclusion relation such that the marker ofnon-exhaustive
focus is the least complex, the marker of cyclic movement is abit more com-
plex, and the marker of exhaustive focus the most complex, asschematized
in (79). (F1 is the head associated with exhaustive focus, F2with successive
cyclic movement, and F3 with non-exhaustive focus.)
(79) [ F1 [ F2 [ F3 ] ] ]
To capture the systematic increase in the complexity of the focus marker,
Abels and Muriungi (2008) who work in a late insertion model make several
assumptions. The first is that the focus marker is a complex morpheme that
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spells out at least three contiguous heads in the left periphry of the clause,




Foc3 . . .
Abels and Muriungi assume that the tree of the focus marker inthe lexicon is
similar to the tree in the syntax. (80) would therefore be thetre in the lexicon,
and the syntax, but the tree in the lexicon would have some phonology, sayn.
The third assumption which Abels and Muriungi make, and which we
have already seen is that lexical insertion is governed by the superset principle
(following Starke class lectures).
The fourth crucial assumption the two authors make is that the spell out
domain must be linked to the lowest member, that is a lexical item such as the
focus marker can only be inserted if the low member Foc3 above is present in
the syntax. Thus the focus marker can be inserted for Foc3, Foc2 and Foc3,
Foc1 Foc2 Foc3, but not anywhere else. This enables them to capture the inclu-
sion relations between the various uses of the focus marker.Since this condi-
tion is motivated empirically elsewhere, we will assume it here (see however
Abels and Muriungi (2008) for details).
Having laid some theoretical ground, let us get back to the patterns of
insertion withat verbs.at can shrink to justα, by the superset principle, and
by a condition that allows shrinking only in the bottom-warddirection.
After the shrinking ofat to just α, then insertion of the reversives will
proceed in the usual way. When there is just reversive,ûk will be inserted
being the more specific form. For the transitive reversive, wwill run both
the roll-up and cyclic derivations across reversive and transitive. The cyclic
derivation will win being consistent withthe union principle, hence we get
ûr not ûk+i.. We also need to assume that verbs witha are not idiomatic
with the reversive projection. If they were, we would expectthere to be an
idiom in the lexicon with root-at-ûk. Transitive would then be spelled out by
a different head,i, the specific form. This form is however ungrammatical:
*root-at-ûk-i-a.
The analysis of AT verbs above will also extend to directly totransitive
verbs that lackat, e.g ‘button’. Recall ‘button’ (and other transitive verbs
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compatible with a reversive semantics) form the reversive with ûk, (81b) and
the reversive transitive witĥur, (81c). The reversive transitive cannot be
formed withûk+i, (81d).
(81) a. buunga ‘X buttons Y’
b. buung-̂uk-a ‘Y gets unbuttoned’
c. buung-̂ur -a ‘X unbuttons Y’
d. *buung-̂uk-i-a ‘X unbuttons Y’
Let us account for the patterns in (81). First we need to assume that like verbs
with at, transitive verbs like ‘button’ also spell outα, the lowest projection.
Since these verbs are transitive, they also spell out the transi ive projection.








The other assumption we need to make is that likeat, the transitive verb
can shrink to justα - it doesn’t need to realize its potential in all context:
Thus button can as well lexicalize just root andα, (83) (due to the superset




Given that ‘button’ has shrunk to justα in (83), then the patterns of in-
sertion of the reversives will continue as we saw for transitive verbs withat.
With just reversive,̂uk will be inserted being the more specific form.
When there is reversive and transitive,ûr will win over ûk+i being con-
sistent withthe union principle, and given an assumption that ‘button’ is not
idiomatic with reversive.7
7There is an issue here of why the transitive verb ‘button’ cannot shrink in the absence
of reversive or some other morpheme. In fact there is a more gen ral issue. Since shrinking
will generally be allowed, given the superset principle, why can’t transitive verbs generally
be used as intransitives? We do not have an answer for this problem.
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Let us now come to the substitutable cases. First we start with the verbs
showing the three way alternation. Let us illustrate this class with the cover
example. Recall that these verbs have three morphemes that substitute each
other: ı̂k which is transitive, (84a),̂ur which is transitive and reversive, (84b),
andûk which reversive, (84c).
(84) a. kun-̂ık-a ‘X covers Y’
b. kun-̂ur -a ‘X uncovers Y’
c. kun-̂uk-a ‘Y gets uncovered’
How does insertion work for these cases? In order to capture the pattern
of reversive formation for verbs such as ‘cover’ above, we ned to assume that
roots such as ‘kun’ above spell out at least the root, as well as theα projection,




If the above structure is the right one for these roots, then tspell out
patterns for the reversive follow the pattern we have already seen. When there
is reversive alone,̂ukwill be inserted, being the more specific form, and when
there is reversive and transitive,ûr will be inserted, bythe union principle.
Let us turn to the insertion of the transitiveı̂k. Here we have a problem
because there are at least two other morphemes that encode transitivity, the
i causative, andat. These morphemes potentially are in competition withı̂k
for spell out of the transitive projection. How do we captureth fact that in
the context of roots such askun above,̂ık blocks insertion of the two other
morphemes that can convey transitivity,andat? In order to capture the fact
than insertion of̂ık wins over other potential candidates in contexts with roots
like kun, we need to say that insertion of one stored lexical item overrid s
insertion of lexical items by bits into the syntactic nodes.In other words, an
idiomatic form will block a compositional form being already stored as a unit
in the lexicon. This condition has the flavour of theunion principle.
To concretize the claim above, roots such askunwill select the transitive
projection idiosyncratically, that is, there will be a stored form in the lexicon






This form will override all other possible insertions of just transitivity in the
context ofkun.
Finally, let us examine the verbs showing a two way alternation. We repeat
one verb here.
(87) a. rug-̂ur -a ‘X opens Y’
b. rug-̂uk-a ‘Y opens’
These verbs raise a problem because they do not have a clear rev rsiv se-
mantics. This makes it tempting for one to think that in thesecontextsûr is
spelling out just transitive, and̂uksomething else, e.g. [-transitive] if we work
with an equipollent feature system. This account will however face an obvi-
ous problem. Since the feature hierarchy ofûr andûk, in this case would be as
in (88), and (89), with [±transitive] above reversive, we would be saying that







It seems we don’t want to go this way.
One way to handle this class of verbs is to say that they are actually rever-
sive, and that the fact that they do not have the positive member akes their
reversive meaning less prominent. This way of viewing things is supported
by the fact that these can never be reversed by adding anotherreversive mor-
pheme - this is because they are already reversive. If this reasoning is fine,
then we can extend the analysis of the verbs showing the threeway alternation
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When there is just reversivêuk is inserted being the most specific form
andûr when there is both reversive and transitive, bythe union principle.
This brings us to the end of the discussion on how the various suffixes
determine the nature of the reversives.
Let us now address the last issue - the difference between substitutable
suffixes and the non-substitutable suffixes.
The easiest way to capture the difference in two classes is just to say
these forms are idiomatic. Let us first see how this will capture the non-
substitutability withar, amandat. Since certain roots will be idiomatic with
these suffixes, and that all these suffixes are as low asα then it follows that
no root will take more than one of these suffixes- the roots idiosyncratically
select theα projection.
Let us turn to the substitutable suffixes. Recall that there are three suffixes
that substitute each other: transitiveı̂k, reversive+transitivêur and reversive
ûk.
Consider first how the statement thatı̂k is idiomatic with the root ensures
that that̂ık is substitutable with botĥur, the reversive transitive and̂uk, the
reversive. The roots that haveı̂k for transitive, will already be stored in the
lexicon as a constituent with the root. Such roots will therefor be inserted in
the syntax only when root+transitive are a constituent. Since the reversive pro-
jection is lower than transitive, whenever this low projection is occupied, then
root+̂ık cannot be inserted in the syntax, because there will be no constituent
that matches just this lexical item - a constituent with justtransitive+root.
Let us turn to the reversivêuk and the reversive transitivêur. We have
a difficulty here in accounting for the substitution of the two suffixes based
on the idiom story. The difficulty comes because of the following. We want
roots with the two suffixes to be idiomatic, and still maintaisome level of
compositionality. If we allowroot+ûk to be purely idiomatic, we would face
a problem of accounting for why we cannot have reversive transitives of the
form root+ûk+i, for the verbs showing the two way and three way substitution.
Since the root is idiomatic witĥuk, we expect a derivation like the one we saw
for verbs withar, where transitive, which is not part of the idiom, is spelled












We want to rule this derivation for the substitutable suffixes.
It is clear what we need to do here. We need to ensure that the root+reversive
is an idiom, yet an idiom that is a bit transparent to the effects of the union
principle. We need the union principle to be operative in theidioms so that we
have thêur pattern for the reversive transitive, notûk+i. One way to achieve
the effect we want is just to state that although root+ûk forms for the verbs
showing the three way alternation are idiomatic, they are not fully frozen id-
ioms. Theunion principlecan therefore have effects in them.8
To summarize, we have argued in this section that certain roots require
certain suffixes because they are idiomatic with them. We havthen gone to
show that the way the transitive reversive gets spelled out depends on an inter-
play of factors. The first is how big the idiomatic chunks are.If the idiomatic
chunk is as big as the reversive, then we get theûk+i pattern - this gives us the
pattern of insertion for verbs withar and two intransitive verbs (hang, tired).
If the idiomatic constituent is as big asα, then we get another factor influenc-
ing the output,the union principlewhich prefers phrasal spell out. We then
get ûr in these cases -this is the insertion pattern for all transitive verbs, and
the intransitives witham. Finally we have captured the difference between
substitutable and non-substitutable suffixes by claiming that this follows from
the idiomatic nature of certain roots and these suffixes.
Before we can turn to showing how this low zone fits into the overall
clausal structure of Kı̂ı̂tharaka, we confirm below that these suffixes are in-
deed low in the clause by showing that they take scope very lowin the clause.
8In fact idioms are not always frozen. Thus (Harley 1995:pg. 74) shows that ‘kill’ in
the idiomatic sense of ‘finish’ can take variable objects: one can kill milk, peanuts or baked
Alaska.
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5.4 Scope below coerce
The suffixes we have looked take scope very low in the clausal hierarchy.
Just to give some illustration, consider the scopes betweenthe reversive and
COERCE, a morpheme that is also relatively low in the clausal hierarchy. If the
reversive scopes belowCOERCEwe expect a reading where a state embedded
underCOERCEis undone. Alternatively, if the reversive scopes overCOERCE, we
expect a reading where coerceion is undone. The facts show that the reversive

















a. The chief coerced the police to unbend the prisoners
b. *The chief coerced and then uncoerced (=begged) the police to
bend the prisoners
By transitivity, COERCEalso scopes overα, by spell-out principles (spell out
by the same morpheme only possible for constituents, transiivity must be
below COERCE - transitive and reversive an be spelled out byûr. (I discuss
these scopes in more detail in the next chapter (chapter 6).)
5.5 The whole derivation at a glance
Let us summarize this chapter by considering how the whole derivation un-
folds, now that that we have looked at the lowest suffixes. Before we can
get to the derivation however, let us remind ourselves of thehierarchy of the
affixes. This hierarchy is summarized in (93). I have demarcated the various
zones we have looked at with boxes, for convenience. These zon s can also
be identified by different capital letter subscripts.
(93) Gpa> F pref > Efv > Dhab...> Cabl>err > Bcrc> Atrans>rev>α>R
This is the surface order:
(94) F(prefixes)+root+A+B+C+D+E+G(plural addressee)
Let us remind the reader about these zones briefly:
• A is the zone with the lowest suffixes (this chapter). Their hierarchy:
TRANSITIVE>rev>α
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• B is a zone with justCOERCE.
• C is the zone containingABLE andERRATIC, morphemes that show a left
to right scope.
• D is the highest cyclic zone withHAB>APPLICATIVE>ABLE2>PERFECT>INNER
CAUSATIVE>PASSIVE. These morphemes show left to right scope.
• E is a zone containing the final vowel - the final vowel merges btween
the prefixes and the habitual.
• F is the zone with the prefixes (for simplicity, I ignore the fact the two
prefixes theOBJECT MARKERand theREFLEXIVE merge lower thanHABIT-
UAL)
• G is the highest zone, with just thePLURAL ADDRESSEE
The surface order then derives in the steps below:
• The root (R) rolls or cycles across A. The cyclic derivationoccurs when
the reversive and transitive are spelled out by the same morpheme (̂ur),
or when transitive andα are spelled out by the same morpheme (at), by
the union principle.
• Root+A rolls across B
• root+A+B cycles across C
• root+A+B+C cycles across D
• root+A+B+C+D rolls across E (containing the final vowel)
• (some) prefixes are merged: F+root+A+B+C+D+E
• F+root+A+B+C+D+E moves across G: F+root+A+B+C+D+E+F+G
The important discovery thus far is that the root does not always move in
a roll-up fashion. In Zone C and D, the root undergoes cyclic movement. In
zone A, the root may undergo cyclic movement when reversive and transitive,
or transitive andα are spelled out by the same morpheme. These facts with
root moving cyclically are the ones that have lead us to the conclusion that
the principles governing the ordering of affixes on the verb are similar to
those that govern the ordering of modifiers in the NP- the surface order arises
from the scopal order through movements that contain the head of the phrase,
the verb in our case. The whole derivation thus far has been shown to be
174 CHAPTER 5. THE LOWEST SUFFIXES
doable within this machinery strongly suggesting the syntax of free standing
modifiers of a head (Dem Num Adj), and that of phonologically deficient
heads (e.g.FOCUS MARKER, HABITUAL , COERCE) are very similar.
Chapter 6
The argument zone
We haven’t discussed in any detail a few morphemes between the reversive
and the cyclic zone containingABLE andERRATIC. These morphemes areith,
the external causative morpheme,AN a morpheme ambiguous between a re-
ciprocal and a human unspecific indefinite (someone), and APPL-D, an op-
tional double of the applicative. We give further details about these mor-
phemes in this chapter.
We demonstrate in this chapter that we need to allow some morphemes
that are arguments, or argument introducing to move independent of the root
- this is a weakening of our dragging movement theory.
6.1 ith- causative
ith is the external causative morpheme. It expresses coercive causation. We
can demonstrate the coercive behavior ofith by the sentence in (1). This
sentence is felicitous in a context where the doctor threatens he children,














Literal: the doctor coerced the children to swallow/take medicine.
a. XThe doctor threatened the children with a whip, and they took
the medicine.
b. *The doctor casually asked the children to take the medicine and
they took the medicine.
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Let us turn to the position ofith in the hierarchy of the clause. Its position
is easy to establish. We know from chapter 1 thatith scopes belowERRATIC, on
the irregular reading of this morpheme, (2).ith must therefore merge below















a. XAt 7am, 7.50 am, 9.00 am, 11. am, the nurse coerced Maria to
take medicine, and she finally took the medicine. (Maria belongs
to a sect that does not accept taking medicine.)
b. *Once, the nurse coerced Maria to take medicine at 7am, 7.50 am,
9.00 am, 11. am. (taking this drug so often could be harmful to
health.)
We also know thatith scopes above theREVERSIVE (chapter 5). In (3), it is
the embedded state that is reversed, not coercion.ith therefore merges above















a. XThe chief coerced the police to unbend the prisoners.
b. *The chief coerced and then uncoerced (=begged) the police to
bend the prisoners.
We also have evidence thatith scopes overTRANSITIVE- ith coerces a tran-
sitive action whenever it embeds a transitive verb. Thus in (2), what is coerced
is a transitive action of the children taking the medicine. We therefore also
want ith to be aboveTRANSITIVE.1
Since we know the scopes, (3), and we also know the surface order, (4),
then we know the derivation of the part aroundith. (Let us consider here a
case where transitive and reversive are expressed by a single morpheme (̂ur),
and let us pretend that transitive and reversive are a singlehead (see however
chapter 5).
1We currently have two positions forTRANSITIVE in the clause. One low in the clause,
below ith, and another aboveith in the habitual-perfect zone (the position realized byi
causative). The way to account for this double (sometimes triple) positioning of transitivity
is a problem that confronts anybody who ventures into transitivity in Bantu (see e.g. Hyman
(1994), Hyman (2003b), Hyman (2003a), Good (2005)). We willprovide a novel account of
this double positioning in section 6.7.
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(4) a. ERRATIC> COERCE> TRANSITIVE/REVERSIVE> root
b. root≺ TRANSITIVE/REVERSIVE≺ COERCE≺ ERRATIC
The to get the surface order, root-REVERSIVE/TRANSITIVE-COERCE-ERRATIC, we











While the derivation withCOERCE is easy to establish, things are more prob-
lematic withAN and APPL-D. But first, we need to distinguish the twoANs.
AN has two positions in the sequence of suffixes. One beforeCOERCE, (6a),









































‘The policeman coerced the prisoner to wash someone.’
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In order to understand these two positions ofAN, it is important to understand
their scopes. The two positions correspond to different scopes.














a. XThe policeman coerced the prisoners to wash someone.
b. *The policeman coerced someone to wash the prisoners.
AN, when it occurs beforeCOERCE, must also be an object in a context
with three arguments namely an applied argument, the embedded external ar-
gument, and the direct object. I will will refer to these three arguments as
non-subject arguments. In order to show this behaviour ofAN, we need to get
one argument out of the post-verbal position for example bywh-movement.
This is because three full DPs are not allowed post-verballyin Kı̂ı̂tharaka. Al-
thoughAN does not count for the ‘no three DP post-verbally restriction’, the
presence of two other arguments post-verbally in the presence of AN makes
it slightly difficult to establish the readings. We will thereforewh-move one
argument, and have only two arguments post-verbally. (We should empha-
size here that this movement does not change the patterns, itju t makes the
judgements easy to establish.)
The sentence in (8) showsAN precedingith can be an object even with the













‘For whom did he coerce the visitor to wash someone?’
(9) shows thatAN precedingith cannot be the external argument, (9a) or













a. cannot mean: what did he coerce someone to wash for the visitor?
b. cannot mean: what did he coerce the guest to wash for someone?
Let us turn to the readings whenAN follows ith. In this positionAN can
be an object, the external argument, or the applied argument. Consider first a
simple case with justCOERCE. HereAN can be the object, (10), or the external
argument, (11).


























‘The teacher coerced someone to wash the wall.’
Let us turn to contexts with three non-subject arguments. Inthese contexts,













‘For whom did he coerce the guest to wash someone?’














a. What did he coerce someone to wash for the guest?
b. What did he coerce the guest to wash for someone?
We can make the following conclusion:AN precedingith is always low (it
can only be an object), butAN following ith can be low or high (all the three
post-verbal arguments). I will refer to theAN precedingith asAN1, and theAN
following ith asAN2. To refer toAN when it has the high reading (non-object),
I will use highAN.
What about the position of highAN in the clausal hierarchy? Where does it
merge? We have a problem because there are three derivationsfor the surface
position of highAN. High AN could merge in three different places. To show
this, consider the three suffixesABLE, ERRATIC, COERCE. The scopal order of
these morphemes is as in (14a), and the linear order as in (14b).
(14) a. ABLE> ERRATIC> COERCE>root
b. root≺COERCE≺ABLE≺ERRATIC
Linearly, AN2 appears betweenCOERCEandABLE, (15).
(15) root-COERCE≺AN≺ABLE≺ERRATIC
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Considering the three suffixes, and given the linear position of AN, AN could








To get the surface order (root-COERCE-AN-ABLE-ERRATIC), the root would
cycle pastAN andCOERCE, root-COERCE-AN would then cycle pastERRATIC and












High AN could also merge in another position: immediately aboveCOERCE,
(18).







To get the surface order, the root would roll pastCOERCEandAN, and then
root-COERCE-AN would cycle acrossERRATIC and ABLE. This would give the


















To get the surface order, the root would move aboveCOERCE, and root-
coerce would move cyclically pastERRATIC, ABLE and AN. This is shown in
(21).










So how do we know which of these derivations is the right one? Where
does highAN merge?
There is a preliminary hint that the derivation taking highAN to merge
belowCOERCEis the right one.AN can never be the coercer. We will resolve the
issue of the merge of highAN by a new methodology - binding generalizations.
But first let us look at the APPL-D since we will use the same methodology
to resolve the issue of where it is merged.
6.3 APPL-D
The applicative double (APPL-D) is always found as a second occurrence - it
is dependent on another applicative. The applicative double is found in very
specific contexts - it is triggered only in the presence ofAN2 or ABLE. Let us
illustrate these two requirements on APPL-D. Consider firsta entence with
the APPLICATIVE that linearly follows theHABITUAL , (22). This APPLICATIVE













‘Maria usually ties firewood for Jane.’
In contrast, when the APPL-D occurs, theAPPLICATIVE after theHABITUAL must
also occur, (23). This example shows the doubling of the applicative being
triggered in the context ofAN2.















‘The policeman usually ties someone for the chief.’















‘Maria was easy to sew a dress for.’
There is no meaning difference detectable between a sentence with APPL-D
and one with a single occurrence of the applicative. Whatever meaning exists
in the doubling case, also exists when there is no doubling.
Also, we cannot test the scope of the applicative double withith, because

















So if scope does not tell us where APPL-D merges, how are we going t
locate APPL-D in the hierarchy of the clause. The binding generalization will
enable us establish the base position for theAPPLICATIVE. We establish this
generalization in the next section.
6.4 The binding generalization
In order to establish the binding generalization, we examine the patterns of
co-indexation withAN in its other reading - the reciprocal meaning.
Consider first the binding pattern withAN1. In a sentence with justCO-
ERCE, the only co-indexation possible is between the external argument and













‘The policeman coerced the prisoners to wash each other.’
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The coercer and the external argument cannot be co-indexed,(27a), and













a. Cannot mean: the policemen coerced each other to wash the the
prisoner.
b. Cannot mean: the policemen coerced the prisoner to wash each
other.
The same pattern is maintained in a context with three post-verbal argu-
ments - an applied argument, the external argument and the direct object.
Only the external argument and the direct object can be co-indexed. (28)
















‘For which woman did he coerce the children to wash each other?’













Cannot mean: What did they coerce the prisoner to wash for each
other?















Cannot mean: For which boss did they coerce each other to washthe
office?’
Co-indexation is impossible between the applied and the extrnal argu-
ment, (31a). Note that (31), is grammatical on the reading in(31b), where the
external argument and the direct object are co-indexed.













a. * What did he coerce the prisoners to wash for each other?
b. XFor the benefit of what did he coerce the prisoners to wash
each other?















Cannot mean: For which friend did they coerce Maria to inviteeach
other? (They didn’t want the friend to be bored.)
The applied argument and the direct object cannot be co-indexed ither, (33a).
Note that (33) is grammatical on the reading where the external argument and















a. * Which nurse did he coerce to wash the children for each other?
b. XFor the benefit of which nurse did she coerce the children to
wash each other?
AN1 therefore allows co-indexation of just one pair: externalargument and
direct object.
Consider next the patterns of co-indexations withAN2. Let us start with a
sentence with justCOERCE. Here two co-indexations are possible. The external













‘The policeman coerced the prisoners to wash each other.’
The coercer and the external argument can also be co-indexed, (35a), but the
coercer and the direct object cannot, (35b).













a. XThe policemen coerced each other to wash the the prisoner.
b. *The policemen coerced the prisoner to wash each other.
Let us turn to the binding facts when there isAN2, and when there are three
non-subject arguments. Here binding is possible for all andonly the following
pairs: coercer and applied argument, applied argument and external argument,
and external argument and direct object. No other co-indexations are possible.
Let us demonstrate these patterns.














‘What did they coerce the prisoner to wash for each other?’














‘What did he coerce the prisoners to wash for each other?’
The external argument and the direct object can also be co-indexed, (38),















‘For which woman did he coerce the children to wash each other?’
The coercer and the external argument cannot be co-indexed,(39a). This
is noteworthy since in the absence of the applied argument, this co-indexation
is possible. It appears like the presence of the applied argument blocks co-
indexation of the coercer and the external argument. Note that the sentence is
grammatical on the reading where the coercer and the appliedargument are
co-indexed, (39b).















a. * For which boss did they coerce each other to wash the office?
b. XWhich boss did they coerce to wash the office for each other?















*‘For which friend did they coerce Maria to invite each other?’ (They
didn’t want the friend to be bored.)
The applied argument and direct object cannot be co-indexedither, (41a).
Note that this sentence is grammatical on the co-indexationof the external















a. * Which nurse did he coerce to wash the children for each other?
(so that the children don’t mess the others)
b. For which nurse did she coerce the children to wash each other?
To summarize, the binding patterns are such that only the following pairs
can be co-indexed, (42).
(42) a. coercer and applied argument
b. applied argument and external argument
c. external argument and direct object
d. nothing else can be co-indexed
As one might see the pair restriction on binding has a relativized minimality
flavour. So we can state our binding generalization as follows:
The binding generalization: Co-index the closest two arguments
If this is the right way to state the binding generalization,then the hierar-
chy of merge of arguments must be as in (43).
(43) coercer> applied argument (benefactive)> external argument> di-
rect object.
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Let us now derive the binding generalization for the applicative and the
AN morphemes.
6.5 Deriving the binding generalization for APPL
Let us start with the APPL-D. Recall that APPL-D does not co-ocur with
ith, so we don’t know where it starts. Furthermore the singleAPPLICATIVE is
aboveith, in the habitual-perfect zone. So how do we capture the fact th t the
APPLICATIVE scopes belowith, as suggested by the binding generalization, yet
appears high in the clause?
One way to capture the scope of theAPPLICATIVE belowith is to say that the
APPLICATIVE is generated belowith, but being related to an argument, it moves
to a high position. This would explain why there is doubling -the double is a
spell out of the trace of the movedAPPLICATIVE. This would also explain why
the APPLICATIVE is high, but scopes low. TheAPPLICATIVE starts its life low in
the clause. If this way of viewing things is correct, then theAPPL-D has to
be base-generated belowith.
If the APPL-D is base-generated belowith, then we know what the syn-
tactic derivation looks likes: the surface order is also thescopal order so we
have a cyclic derivation. This derivation is given in (45).






Let us turn to another issue: how do we implement that theAPPLICATIVE
is interpreted low, but appears high? An attractive hypothesis is that the ap-
plicative suffix is generated low belowCOERCEwhere it introduces the applied
argument possibly as a complement given that theAPPLICATIVE is preposition-
like. If this way of viewing things is right, it gives us threenice results. The
first is that the applicative head can be moved as a phrasal remnant after the
applied argument has been evacuated. Second it enables us toget the right
figure- ground semantics. The external argument is the figure, and the PP the
“ground” on which the external argument caries out an event,for which the
external argument carries out an event e.t.c (Gillian Ramchand, p.c, see also
Svenonius (2004) and subsequent work). Third, this enablesus to provide an
account of thei causative paradox in Bantu (section 6.7).
Let us now illustrate how this derivation would work in a context with
two other morphemes,COERCE, HABITUAL andPASSIVE. Recall thatPASSIVEand
HABITUAL are part of the highest cyclic zone, the habitual-perfect zone. The
hierarchy of merge of the three morphemes together with theAPPLICATIVE will








The core of the proposal is that we continue doing our restrictive move-
ment of constituents containing the root, for the suffixes ofthe non-argument
type, but then evacuate arguments and some argument introducing morphemes
alone (without the root), to get them in the right surface position. We can
phrase the proposal therefore as argument movement within the restrictive
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dragging system.
This is how we carry out the restrictive movement, and move the DPs and
the applicative suffix given the base in (46):



















In the next step,PASSIVE is merged, and root2 moves abovePASSIVE.
























root2 moves above the remnant containing theAPPLICATIVE, (51).




























The last step of movement gives us the right surface order: root-COERCE-
APL(double)-HABITUAL -APPLICATIVE-PASSIVE-DP.
We have derived therefore that theAPPLICATIVE starts low, according to
the binding generalization, and that theAPPLICATIVE may appear high, in the
habitual-perfect zone. It may appear high by NP-type movement, movement
that occurs without the obligatory requirement of pied-piping by the root.
6.6 Deriving the binding generalization for AN
We have seen both from the ‘someone’ reading ofAN, and the binding patterns
that AN may have different theta roles. For exampleAN can be a benefactive,
a causee (the one coerced), and whatever theta role an animate DP can get in
object position.AN therefore cannot have a single position in the fseq. It is a
complement of different things.
If AN merges as a complement of different things, thenAN, has to move.
Take for exampleAN2 when it has the low reading - the direct object reading.
It has to start its life in the very position ofAN1 - AN2 therefore has to move.
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But where doesAN2 move to?
The landing site ofAN2 is hard to determine. This is because binding of
AN is sensitive to the base position, not to the surface position. Consider for
instance whenAN2 has a low reading.AN here has started its life in the object
position. But althoughAN has moved, it cannot feed binding -AN2 (when an
object) cannot be co-indexed with the applied argument or the coercer. This
would be expected to be possible if movement ofAN eeds binding.
There is another source of evidence that binding ofAN is sensitive to base






cannot mean: they saw each other being praised, e.g. on TV.
So AN moves, but this movement does not create new interpretational possi-
bilities. How do we know the landing position ofAN2, given that its derived
position does not result in new binding possibilities?
Consider now this fact: the position whereAN2 lands can be reached by
evacuating theAPPLICATIVE. The landing site ofAN therefore minimally must
be above the base position of theAPPLICATIVE.
To show the available possibilities for the movement ofAN2, let us con-
sider a scenario with four suffixes whose hierarchy is as in (54).
(54) ABLE> ERRATIC> COERCE> APPL-D
Given this hierarchy, we want a derivation that will enablesus to have APPL
immediately followingCOERCEandAN2 immediately following APPL-D. We
know this is the order because even though APPL-D, andCOERCEdo not co-
occur, there is a sharp contrast between the structure whereAPPL-D follows
AN2, (55a), and the structure where APPL-D immediately followsCOERCE,
(55b). APPL-D therefore prefers to immediately followCOERCE.
(55) a. **COERCE-AN2-APPL-D
b. *?COERCE-APPL-D-AN
ABLE andERRATIC follow AN2: root-COERCE-APPLD-AN2-ABLE-ERRATIC. Let us
now explore the derivations that will give us the right surface string.
One,AN2 can move belowCOERCE, (56).







This is how we get the correct surface string. The root pied-pipes ApplP
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This gives us the right surface form: root-COERCE-APPL-D-AN-ABLE-ERRATIC.
There are two other derivations that will give the right surface form. One,
AN2 could land immediately aboveith. We would then get the right surface
order in the following steps:
• The root cycle across APPL-D andCOERCE
• root+COERCE+APPL-D moves aroundAN
• root+COERCE+APPL-D+AN cycles acrossERRATIC andABLE, giving the
right surface form: root-COERCE-APPL-D-AN-ABLE-ERRATIC.













The other derivation would involveAN moving aboveABLE. The surface
order would then derive as follows:
• The root cycle across APPL-D andCOERCE
• root+COERCE+APPL-D cycles acrossERRATIC, ABLE, andAN: giving the
right surface form: root-COERCE-APPL-D-AN-ABLE-ERRATIC.
We give this derivation in (60).













Given that the three derivations produce the desired result, how do we
choose among these derivations? There is an aesthetic reason for preferring
the derivation havingAN2 aboveABLE: we get the two morphemes that trigger
applicative doubling (ABLE andAN2) in the same zone. We will however leave
it open whereAN moves to, since there is no conclusive evidence.
This concludes our account of binding generalizations for both theAP-
PLICATIVE andAN2.
6.7 Resolving thei-causative paradox in Bantu
The i-causative (which we also refer to as theINNER CAUSATIVE) presents a
paradox in Bantu: it behaves low, but at the same time appearshigh in the
clause. How do we capture this fact? First let us establish the facts.
The i-causative portrays a clustering of properties which show it is low
in the clause. First thei-causative forms idiomatic meanings with the root,
to a degree not possible for example with the other causativemorpheme,ith,
the coerce causative. We list the idiomatic examples withi (which sometimes
palatalizes toj) below. The [a] example gives the base verb. Where a com-
positional form is available, this form is given before the idiomatic form is
presented.
(61) a. ûka ‘Y wakes up’
b. ûk-j -a ‘X wakes Y up’
c. uk-j -a ‘Y gets an erection’
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(62) a. raara ‘spend the night somewhere’
b. raar-j -a ‘X makes Y spend the night somewhere’
c. raar-j -a ‘keep watch at night’
(63) a. kı̂ra ‘X goes over Y, e.g a fence’
b. kı̂r-j -a ‘X assists Y go over a fence’
c. kı̂r-j -a ‘X takes a woman secretly for marriage’
(64) a. itha ‘hide’
b. ith-j -a ‘keep livestock with a friend’
(65) a. tema ‘X cuts Y’
b. tem-j -a ‘X derides Y’
(66) a. rı̂ma ‘X cultivates Y, a garden’
b. rı̂m-j -a ‘X works in order to get a pay’
In contrast to the many idioms above with, there is only one idiomatic form
with COERCE, (67b).
(67) a. thoma ‘X reads Y’
b. thom-ith -j-a ‘X teaches Y’ *‘X coerces Y to read’.
For the root and theINNER CAUSATIVE to be idiomatic, they must be a con-
stituent at the exclusion of other suffixes. For this to be possible, theINNER
CAUSATIVE has to merge very low in the clause in fact lower thanCOERCE.
Hencei must merge low in the clausal hierarchy.
The low status ofi can also be seen from the fact that it interacts with the
reversive in a very tight manner. Sometimes the reversive and transitive can
be bundled in the same morpheme, as seen in the majority of verbs, that form
the reversive transitive with justûr, not a combination of̂uk, the reversive, and
the INNER CAUSATIVE (i). We repeat an example with verbs with theamplug





When bundling of transitive and reversive is impossible, weget a combination
of reversive (̂uk), and transitive (i). We saw in chapter 5 that this was the case
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for verbs with thear plug, (69).
(69) a. nyony-ar-a ‘Y creases’
b. ngony-ar-ûk-i-a ‘X uncreases Y’
c. *noony-ar-ûr -a
We can summarize these two facts as follows:ûr, andûk+i, are in comple-
mentary distribution. Complementarity in distribution insyntax is usually
taken to be due to competition for insertion in the same syntactic positions.
Since we know from scope the competitor ofûk+i, that isûr, scopes below
COERCE, thenûk+i must be belowCOERCE. Hencei must be belowCOERCE.2
The third evidence for the low status ofi is scopal. SinceCOERCE, when-
ever it embeds a transitive sentence coerces a transitive event, it must be that
transitive is added before coercion. Hencei which introduces transitivity has
to be added beforeCOERCEis introduced.
Despite these low properties,i occurs in a very high position in the hier-
archy of the clause, a position between the perfect and the eventive passive,





How do we harmonize the low scope, as well as the high occurrence of i?
The treatment of the applicative presents a simple solution, but unfortu-
nately one that is not within the dragging movement machinery we have been
pursuing.i is moved as a phrasal remnant after the argument it introduces as a
complement has been evacuated. We have again another instance of argument
movement within the restrictive dragging movement theory.
To illustrate a derivation withi, let us consider a context with three other
morphemesCOERCE, PERFECTandPASSIVE. The hierarchy of merge of the four
morphemes will be as in (71).
2There is a complication here in that theINNER CAUSATIVE can co-occur witĥur when
COERCE embedsûr. One way to capture the co-occurence of the two morphemes which
are supposed to be in complementary distribution is to say tht the two morphemes can be
syntactic copies of each other (see also chapter 2).


























The passive is merged, (74).





















Finally, thePERFECT is merged, and root2 is moved abovePERFECT, (76).
(We ignore the intermediate steps of movement of root2 in (76).)













This last stage of the derivation gives us the right surface string: root-
COERCE-PERFECT-INNER CAUSATIVE-PASSIVE-DP.
The fact thati causative can be moved alone independent of the root might
also explain phonological effects by thei causative on several parts of the
syntactic template. To illustrate this effect, consider the following example
from Jita, due to ((Downing 2005:pg. 130), Downing p.c). We have the root
gur ‘buy’, the applicative morphemeir , and the reciprocal morphemean.
When thei causative is added, we see its effects in three positions: ittriggers
spirantization of ther final consonant of the root to -s, spirantization of the
consonantr of the applicative to -s, and the causative itself (y) occurs afteran.
(77) a. gur-ir-an-a
b. gus-is-an-y-a
We can account for this pattern by claiming that the remnant co aining
the INNER CAUSATIVE can be moved to several places in the syntactic template.
While in these positionsi will trigger spirantization of the respective conso-
nants under some locality after spell out.
6.8 Weakening dragging theory
We have accounted for the double properties ofAN, APPLICATIVE andi-causative
- scoping low, yet appearing high in the clause by demonstrating that (i) AN
is an argument, and like arguments, undergoes movement indepe nt of the
root, (ii) APPLICATIVE and INNER CAUSATIVE move as phrasal remnants, after
the DPs they introduce as complements are evacuated. This chapter therefore
hints to the idea that (some of the) morphemes that are arguments, or argu-
ment introducing are without the domain of the dragging movement technol-
ogy. We therefore have to weaken our theory in order to be ableto linearize
these argument and argument introducing morphemes.




In this appendix we present the analytical challenges present d by four re-
structuring verbŝıgua ‘be’, amb̂ıria, ‘begin’, rigan̂ıria ‘forget’, and thira
‘finish’. We start with the challenges presented by the internal make-up of
(some of) these verbs themselves, then we move on to the problems created
by these verbs for the lower part of the fseq, and climb up the fseq presenting
the other challenges. After presenting the problems, we speculate on how one
could go about solving these problems. We should acknowledge here that the
results of this appendix are very tentative and require further investigation.
A.1 The light verbs are complex
The light verbs themselves are complex. Consider first ‘begin’. ‘begin’ has










‘forget’ is also complex. It has theAN morpheme that we saw denotes a
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The suffixes in boxes above are obligatory on the relevant verb. It is not clear
what semantics, if any, these morphemes convey when they suffix on these
verbs.
One could easily dismiss these morphemes as frozen, and therefore in-
visible to syntactic process. This cannot be the case though. Alt ough these
suffixes appear frozen, they have the regular syntax. For example when the
ERRATIC morpheme is added to ‘begin’ and ‘forget’, it severs theAPPLICATIVE
and theINNER CAUSATIVE from the root, (4). TheERRATIC therefore appears
in the position preceding theINNER CAUSATIVE and theAPPLICATIVE, the usual
































These verbs therefore have a complex structure. But what does this struc-
ture look like?
Consider first ‘begin’, which has theAPPLICATIVE and theINNER CAUSATIVE.
We have seen in chapter 2 and chapter 6 that theAPPLICATIVE merges higher
than INNER CAUSATIVE in the hierarchy of the clause. In chapter 6 for exam-
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ple we have seen that theAPPLICATIVE must merge above theINNER CAUSATIVE
if we are to capture the binding generalization. The major motivation for
this hierarchy of merge is the following: in the absence of anapplied argu-
ment, the coercer (the highest argument) and the external argument can be
co-indexed. When there is an applied argument and the external argument at
the same time however, the coercer and the external argumentcan ot be co-
indexed anymore. The reason for lack of co-indexation betwen the coercer
and the external argument in the presence of the applied argument is that the
applied argument is closer to the coercer than the external aguement. Since
the applied argument is introduced by theAPPLICATIVE, and the external ar-
gument can be introduced by theINNER CAUSATIVE, then the applied argument
introducer must also be closer to the coercer than the external a gument intro-
ducer. Hence theAPPLICATIVE is higher than theINNER CAUSATIVE in the clausal
hierarchy.
Since we already know the hierarchy of theAPPLICATIVE and theINNER
CAUSATIVE from binding, we will assume this hierarchy here. The hierarchy





Since we know the hierarchy of the suffixes (6), and we know thesurface
order, then we also know how ‘begin’ attaches to its suffixes:‘begin’ cycles







Consider next ‘forget’. This verb has three morphemes: anAPPLICATIVE,
INNER CAUSATIVE, andAN. We already know the hierarchy of merge of theAP-
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PLICATIVE and theINNER CAUSATIVE from the binding generalization:APPLICA-
TIVE over INNER CAUSATIVE. How aboutAN? We saw in the previous chapter
that AN is merged as a complement of different things, e.g. theAPPLICATIVE
and theINNER CAUSATIVE. Thus, there are two morphemes here thatAN could
be a complement of. It could be a complement of theAPPLICATIVE or the IN-
NER CAUSATIVE. In fact AN could also be the complement of the root. It is not
easy to tell from the semantics whatAN is a complement of. But at least we
know from the syntax that we are dealing with theAN that appears closer to
the root and that in transparent contexts has an object reading. Thus although
‘forget’ cannot be causatived withCOERCE, the structure withAN preceding














We will take the contrast in (8) to be evidence that we are dealing with AN
that is an object and which therefore merges as a complement of the root. The





To get the surface order, forget+an would move cyclically across theINNER
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Finally for BE, which comes with some vowelu, the syntax would be as





Let us turn to a different issue: the merge of several restructu ing verbs.
Recall from chapter 2 that the restructuring verbs other than BE come in a
rigid order, (12).
(12) BEGIN≺ FORGET≺ FINISH≺ MAIN VERB
How does one combine the restructuring verbs in a rigid orderin fseq, and at
the same time ensure that they have their relevant suffixes? There are at least
two ways one could do this. One is to have each restructuring verb combine
with its suffixes in a separate work space (i.e. fseq), and afterwards, the fully-
formed restructuring verb is glued into the main functionalsequence. We








The other alternative is that all the suffixes found on the restructuring verb
are merged on the main projection line, (14), and the relevant erbs move to
attach to these suffixes. Assume in the tree below that Z will end up as a suffix
on verb 3, Y on verb 2, and X on verb 1.








Which of the two options is the best one? We will go for the firstal-
ternative since it is more consistent with the theory we havepursued in this
thesis, the dragging movement theory where movements are restrict d. If we
went for the second alternative, we would require a series ofvery complex
movements, some of them completely unrestricted, and unmotivated. The un-
restricted movements would come about because verbs do not attach to their
suffixes by head movement, but by phrasal movement (cf. chapter 1). For V2
to attach to Y in (14) for example, we will require to evacuateth constituent
containing V3 and its suffix, Z. We do not need this movement onhe first
alternative.
Let us now illustrate how the structure with four restructuring verbs ‘BE’,
‘begin’, ‘forget’, ‘finish’, and the main verb, ‘play’ wouldlook like. Recall
that the hierarchy of merge of these verbs is as (15). (Let us assume that BE
merges above ‘begin’. We suggest this might be case below.)
(15) BE> BEGIN> FORGET> FINISH> PLAY
‘play’ and ‘finish’ do not have suffixes they are idiomatic with, so we will
just insert them as simplex. The five verbs are pre-assembledin their own fseq
(a separate fseq for each verb), and then grafted onto the main fseq in separate
left branches as schematized in (16). We assume that these verbs m rge in the
main fseq in a left to right scopal order: BE over ‘begin’ over‘forget’ over
‘finish’ over ‘play’.






















A.2 Complications with perfect and habitual
We saw in the appendix to chapter 2 that when there is a sequence of several
restructuring verbs, theHABITUAL attaches to the first verb in the sequence,
andPERFECTattaches to the second verb excluding BE (first and second verb
here should be understood as first and second given the available restructur-
ing verbs in the sentence). There are at least two issues we need to address
here: (i) What mechanisms ensure thatHABITUAL attaches to the first verb and
PERFECTto the second? (ii) Why is it generallyPERFECTcannot occur on BE?
First let us get the facts.
Let us summarize these patterns in the table below. The tableshows the
HABITUAL attaching to the first verb, and thePERFECTto the second verb. Read
the table as follows:HABITUAL , andPERFECTare suffixes to the verb on their
immediate right. In the first row for example,HABITUAL is a suffix on BE, and
thePERFECTa suffix on ‘begin’. In the second row, theHABITUAL is a suffix on
‘begin’, andPERFECTa suffix on ‘forget’.
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hab be perf bgn fgt fin pl-pass
hab bgn be perf fgt fin pl-pass
hab bgn be perf fin pl-pass
hab bgn be perf pl-pass
hab fgt be perf fin pl-pass
hab fgt be perf pl-pass
hab fin be perf pl-pass
hab be perf pl-pass
Let us provide two pieces of data here to illustrate some of the patterns
above. (17) is a sentence with the five verbs.HABITUAL attaches to BE, and





















‘Someone usually has begun to forget to finish to play the piano.’
In (18), HABITUAL attaches to ‘begin’, andPERFECTattaches to ‘forget’. This is





















‘Someone usually has begun to forget to finish to play the piano.’
The cases shown in the table below are ungrammatical becausethe PER-
FECT does not attach to the second verb. In the first row, thePERFECTattaches
to the third verb, ‘finish’. In the second row, thePERFECTattaches to the fourth
verb (the main verb). ThePERFECT therefore must attach to the second verb
A.2. COMPLICATIONS WITH PERFECT AND HABITUAL 211
that is available in a sequence of restructuring verbs, a second verb other than
BE.
*hab bgn fgt be perf fin pl-pass
*hab bgn fgt fin be perf pl-pass
*hab bgn fin be perf pl-pass
*hab fgt fin be perf pl-pass
We illustrate the ungrammatical cases in the table above with one exam-
ple, wherePERFECT attaches to ‘finish’ across ‘forget’ - this example is un-






















The cases whereHABITUAL would attach to a verb lower than the verb at-
taching toPERFECT, are also ungrammatical. Thus in (20) where theHABITUAL
which precedes thePERFECTattaches to ‘forget’ and thePERFECT to ‘begin’,



















The sentence is ungrammatical because the hierarchy of the verbs must be
maintained: ‘begin’ over ‘forget’.
Finally PERFECTcannot occur on a higher verb, andHABITUAL on a lower
verb. ThusPERFECTcannot occur on ‘begin’, andHABITUAL on ‘forget’, (21).
The hierarchy ofHABITUAL andPERFECTmust also be respected:HABITUAL over
PERFECT.



















The data above present two challenges: first we have a double Bo aljik kind of
paradox (Bobaljik (1999), Svenonius (2002)): the restructuring verbs (putting
aside BE for a moment) and the main verb are rigidly ordered, (22a), and the
HABITUAL andPERFECTare also rigidly ordered, (22b).
(22) a. BEGIN> FORGET> FINISH> PLAY
b. HABITUAL > PERFECT
Given the rigidity in the ordering of the verbs, and the aspectual markers, it is
not clear how to get the interleaving of the verbs and the suffixes.
The other paradox regards the ordering of the suffixes themselves. Both
‘begin’ and ‘forget’ require obligatorily theINNER CAUSATIVE and theAPPLICA-
TIVE. These suffixes are rigidly ordered on both ‘begin’ and ‘forget’, (23).
(23) APPLICATIVE> INNER CAUSATIVE.




























‘Someone usually has begun to forget to finish to play the piano.’
There is also a structural problem:HABITUAL andPERFECTdo not occur as
the last suffixes on the restructuring verbs. Rather they getinfixed between
morphemes that the restructuring verbs require obligatorily. In (24), HABITUAL
is infixed between the root ‘begin’ and theAPPLICATIVE, yet ‘begin’ obligato-
rily requires theAPPLICATIVE. We schematize this pattern of infixation in (25).
(25) begin-HABITUAL -APPLICATIVE
Thus even when theHABITUAL occurs on a restructuring verb, it occupies
the usual position in the sequence of suffixes - a position immediately preced-
ing the non-doubling applicative. We need to capture the parallelism between
the position of theHABITUAL (in fact also thePERFECT) in restructuring con-
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texts, and single verbs.
We also see the infixing of thePERFECT in (24). ThePERFECT is infixed
between the forget+an+APPLICATIVE and theINNER CAUSATIVE, yet APPLICATIVE
andINNER CAUSATIVE are suffixes that ‘forget’ cannot occur without: it requires
them obligatorily. We schematize the infixation in (26).
(26) forget-AN-APPLICATIVE- PERFECT-INNER CAUSATIVE
How do we account for the Bobaljik paradox, and the infixing problem?
Her is a tentative solution. We could assume that the restructuring verbs
are base-generated in their own fseq, and then are grafted into the main fseq.
Furthermore, we could assume that theHABITUAL and thePERFECT(and in fact
all the affixes that occur on the restructuring verbs) are also generated in the
fseqs of the (restructuring) verbs, and then these verbs move to license pro-
jections withPERFECTand theHABITUAL in the main fseq.
This approach if right, already gives us one nice result: since the suffixes
are generated in the fseq of the restructuring verbs, they will also be rigidly
ordered. Suffixes in an fseq are rigidly ordered. Hence whenAPPLICATIVE and
the INNER CAUSATIVE merge on ‘begin’ and ‘forget’, they will appear in the
rigid order. This might account for the paradox created by the suffixes that
appear on both ‘begin’ and ‘forget’ obligatorily.
Let us demonstrate in steps how such an account would be implement d
for theHABITUAL and thePERFECTsuffixes. Consider first the structures in (27).
The HABITUAL is generated in the fseq of ‘begin’. TheHABITUAL is generated








In the structure in (28), thePERFECTis base-generated in the fseq of ‘for-
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These two structures are then grafted onto the main fseq. ‘forget’ merges
in a position with ‘forget’, to license whatever aspect/property ‘forget’ con-
veys in fseq, and ‘begin’ merges in a projection with ‘begin’, to license the
inceptive aspect head. Assuming structures are built bottom up (Chomsky
(1995)), we have to conclude that a verb that licenses a head lower in fseq
merges or even moves before a head that licenses higher headsin fseq. We
illustrate this stage of the derivation, where ‘forget’ and‘begin’ are merged in





















In the next stage of the derivation ‘forget’, which hasPERFECTmoves to
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the projection withPERFECTto license thePERFECTaspect and ‘begin’, which
hasHABITUAL moves to a projection withHABITUAL to licenseHABITUAL aspect.
We illustrate this in (30). (Note that theHABITUAL and PERFECT that will be
























The general logic of this approach therefore is that whatever affixes that
appear on the verbs in a restructuring context are generatedin he fseqs of the
various verbs. These verbs then merge and move to license (atleast the non-
obligatory affixes) in the main fseq. Let us call this approach the matching
approach- suffixes on the restructuring verbs are matched with projecti ns in
the main fseq in order to license the projections in the main fseq.1
Note that this this account maintains the good aspect of our dragging
movement theory: the suffixes, when they move move with the root.
Let us turn to another issue. How do we account for the ordering paradox
presented by theHABITUAL and thePERFECTon the one hand, and the restruc-
turing verbs on the other? How we do capture the fact that the verbs must be
1For this account to succeed, we have to assume that the suffix on the restructuring verb
that licenses the projection in the main fseq doest not need to be he highest in the projection
line of the restructuring verb. Thus in (30), although theHABITUAL and thePERFECTon
‘begin’ and ‘forget’ respectively are the licensors forHABITUAL andPERFECTin the main
fseq, they are embedded in the left branches. Licensing willwork therefore if it is sufficient
that the verb that moves to the specifier of a projection to be licensed has the relevant suffix,
however embedded. Alternatively, it could be that all the features of the suffixes on a verb,
are visible at the highest node, via some projection mechanism. Then we would maintain that
the licensor can abstractly be the highest item in the left branch. We will leave both options
open for now.
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rigidly ordered, and the fact thatHABITUAL andPERFECTmust also be rigidly
ordered. Let us repeat the patterns we need to account for in the table below:
HABITUAL attaches to the first verb, andPERFECTthe second verb excluding BE.
hab be perf bgn fgt fin pl-pass
hab bgn be perf fgt fin pl-pass
hab bgn be perf fin pl-pass
hab bgn be perf pl-pass
hab fgt be perf fin pl-pass
hab fgt be perf pl-pass
hab fin be perf pl-pass
hab be perf pl-pass
To capture the above patterns, we need to make the following assump-
tions:
1. The hierarchy of merge of the verbs and the suffixes isHABITUAL > BE>
PERFECT> begin> forget> finish> play/main verb
2. PERFECTattracts one of the lowest verbs
3. BE optionally attracts one of the restructuring verbs
4. Attraction by BE andPERFECTmust be order preserving
5. HABITUAL attracts the highest verb
6. Projections in the main fseq must be licensed by a relevantsuffix or
verb
7. Verbs are generated in multiple versions outside the mainfseq: all the
versions contain the obligatory suffixes, but these versions only option-
ally haveHABITUAL and PERFECT and the other affixes.HABITUAL and
PERFECTcannot be merged on the same verb.2
2Thus there could be three versions of ‘begin’ one withAPPLICATIVE and INNER
CAUSATIVE (the obligatory suffixes), one with obligatory suffixes plusPERFECT, and the
other with obligatory suffixes plusHABITUAL . The same would hold for other verbs.
A.2. COMPLICATIONS WITH PERFECT AND HABITUAL 217
To illustrate how these assumptions will account for the facts, onsider
the first cell in the table above.PERFECT is a suffix on ‘begin’. This means
that PERFECT is base-merged in the fseq of ‘begin’. ‘begin’ then merges in
the main fseq in [Spec, begin], and then moves to [Spec, PERF]to license
PERFECTaspect. The merge of the begin version withPERFECTwill filter all
other versions of ‘begin’ that are generated outside the main fseq because
there is only a single position for inceptive aspect in fseq.The other versions
of verb other than begin, generated withPERFECT will be ruled out by the
fact there is only one position forPERFECT in fseq, and by order preserving
movement: A verb lower than ‘begin’, even though generated with PERFECT,
cannot move to a position withPERFECT in fseq, across ‘begin’ as this will
reverse the order of ‘begin’ and that verb: attraction byPERFECTmust be order
preserving (assumption 4).
On the first row in the table, we also see thatHABITUAL is a suffix on
BE. This means that BE merges in the main fseq, in the specifierof a BE
projection. Recall that by our assumptions BE merges higherthan PERFECT
(assumption 1). In this context, BE does not attract any verb, and therefore
is attracted by theHABITUAL being the highest verb:HABITUAL attracts the
highest verb (assumption 5). The fact that BE is attracted bythe HABITUAL
means thatHABITUAL is originally merged in the fseq of BE. The attraction of
the BE version with HAB filters the other versions of BE generat d without
HABITUAL since there is only one position for BE in fseq, therefore only one
version of BE can be used. If BE is merged in the main fseq without HABITUAL ,
HABITUAL would still attract it, sinceHABITUAL attracts the highest verb. But
then the projection withHABITUAL in fseq would not be licensed, and hence
the sentence would be ruled out (assumption 6).
The pattern of suffixation on the last row in the table above, whereHA-
BITUAL attaches to BE, andPERFECTto the main verb can be accounted for in
a similar fashion.PERFECTin the main functional sequence attracts the main
verb, BE merges and is attracted byHABITUAL . ThePERFECTis born in the fseq
of the main verb, andHABITUAL in the fseq of BE.
Consider next the second roll in the table wherePERFECT is a suffix on
‘forget’, and HABITUAL a suffix on ‘begin’. HerePERFECT attracts one low
verb, ‘forget’ and BE attracts one of the low verbs ‘begin’. Since both BE and
PERFECTare attracting, we get an order preserving movement: ‘begin’ must
appear higher than ‘forget’. When ‘begin’ is attracted by BE, it becomes the
highest verb, and thus is attracted by theHABITUAL . As before, we have to
assume that the versions of verbs that are attracted are the ones that have the
relevant suffixes and that conform to the condition that movement be order
preserving.
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The other patterns of suffixation on the 3rd to the 6th row thatinvolve BE
attracting one of the lowest verbs can be accounted for in a similar fashion.
Note that the success of this account depends on suffixes and the verbs be-
longing to some relevant category, such that some categories attracts others,
while others are attractees, and that the attraction is subject to some locality
(see Abels (2008) for a similar treatment of cross serial dependencies.)
There are a few other issues we need to explain here. First what deter-
mines the optionality in the attraction of BE. Second, why doPERFECTand BE
have to attract the verbs in an order preserving way?
We do not have an account for the difference between attracting and non-
attracting BE.
The other issue why attraction by both thePERFECT, and BE have to be
order preserving might follow from relativized minimality. Since both move-
ments involve attraction of light verbs, then they are the same movement. To
avoid a locality violation, the verbs are moved in order prese ving way, so that
at the end of the derivation, the hierarchy of the verbs is thesame - whether
there is a relativized minimality violation or not is computed at the output
(Starke (2001)). Since at the output, the light verbs are ordred in the order
they were in the base, we don’t get a violation.
Let us move to another separate issue: Why is itPERFECTcan never be a
suffix on BE. Two reasons.PERFECT looks down and attracts a verb, but BE
is merged abovePERFECT. Attraction of BE byPERFECTwould be a case of
lowering movement of the affix hopping type (Chomsky (1957)), movements
that are outside the dragging theory we entertained in this the is where all
movement is leftward to a c-commanding position. If BE attractedPERFECT,
this would be a case of an affix moving independently of the verb, but this is
not allowed at least for suffixes of the non-argument type (cf. chapter 6). We
can actually derive the fact that BE only attracts verbs fromthis restriction on
movement.
The matching approachsounds like a promising approach for accounting
for the Bolbajik paradox and the structural problem of infixation. It has some
problems however which we should mention.
First on this approach, we have to generate several versionsof of the same
verb. These verbs are then filtered by various conditions, e.g. order preserving
movement, and that there is only one projection in fseq for each restructuring
verb. It appears like the generation of several versions of the same verb which
then have to be filtered complicates the system a lot.
Second, since the verbs are assembled outside the main fseq before the
attraction by BE,PERFECTandHABITUAL which are on the main projection line
there is no way to immediately force the relevant verbs to have the relevant
A.3. DOUBLING PREFIXES 219
suffixes. We have to try merging in the main fseq as many versions of verbs
as possible until we get a converging derivation. There willbe many deriva-
tions therefore that will eventually be filtered out. This again sounds like a
complication: there has to be many trials before one can landon the right
derivation.
We will leave investigation of the consequences ofthe matching approach
for restructuring verbs, and other contexts showing interleaving of fseqs for
future research. We will however continue to useth matching approachto
suggest tentative solutions to other problems raised by thesuffixes and verbs
in restructuring contexts, despite poorly understanding the range and gravity
of its consequences.
A.3 Doubling prefixes
The prefixes present three challenges. First there are prefixes that must remain
on the lowest verb. Second is a prefix that must occur on the highest verb, and
third, there are prefixes that can double. How could we account for these
facts? As usual, let us establish the facts first.
Let us start with the prefixes that must be low on V. These are the RE-
FLEXIVE and theOBJECT MARKER. Thus although these prefixes precede the
HABITUAL on a single verb, the order is reversed in the BE auxiliary construc-
tion. We illustrate this reversal of positioning for theREFLEXIVE andHABITUAL

























































‘Maria usually has combed them.’
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In contrast to theOBJECT MARKER and theREFLEXIVE above, theFOCUS
















Let us turn to the prefixes that double. One of the prefixes thatdoubles is
the infinitive markerkû. kû must occur on any verb in a sequence on restruc-
turing verbs except (i) the highest verb or (ii) the verb immediately following
BE. We illustrate this pattern in (34). (Thekû on the last verb appear asgû
because the following segment is voiceless. This is Dahl’s law at work in















‘Someone usually has begun to forget to finish to play the piano.’
The other categories of prefixes that double areSUBJECT AGREEMENT, NEGA-
TION and TENSE. These suffixes double on the highest verb, or on the verb
immediately following BE. In other words, these suffixes arein complemen-
tary distribution withkû. Put in a more precise way, infinitiveku, and regular
SUBJECT AGREEMENTare in complementary distribution. SinceNEGATION, and
TENSEwhen they occur on verbs, occur in only those that haveSUBJECT AGREE-
MENT (for some unknown reason), they will also show complementarity with
kû.
Since these suffixes double on the highest verb, and the complement of
BE, we will simplify the constructions here and illustrate the pattens with
contexts where BE is the highest verb, and the main verb its complement.
We discuss these doublings below in some detail, since the doubling of some
morphemes e.g. the tenses seems to occur in very specific environments.
Consider firstSUBJECT AGREEMENT. SUBJECT AGREEMENTis obligatory on
both BE and V.













‘Maria usually has read mail.’
This means that agreement has two positions in an fseq.
Consider nextNEGATION. We already saw in chapter 3 that forNEGATION
and FOCUS MARKER to co-occur in a declarative sentence, theFOCUS MARKER


























This seems to suggest thatNEGATION has an independent position lower in the
clause. In fact this conjecture is corroborated by the fact that anotherNEGATION















‘It is not the case that Maria will not have read.’
Negation therefore has two positions in fseq.
Note that if the complication with the prefixes was only due toagree-
ment and negation (assuming that infinitivekû also falls under agreement),
we could brush off the issue with some consolation - agreement and negation
tends to appear in several places in an fseq even in other languages (Cinque
(1999)). The issue is however a bit more complicated since the tenses also ap-
pear in AUX and V, although there are some intricate restrictions governing
their distribution.
Kı̂ı̂tharaka has a complicated tense system, the tense systm in eracting
with focus in ways poorly understood at the moment. Let us start with thekû
tense prefix.
Thiskû differs form infinitivekû in that it can co-occur with subject agree-
ment. When in the scope of theFOCUS MARKER or NEGATION, this marker is
interpreted as present progressive. This includes cases with a verb adjacent
focus marker, (38b), or where the focus marker is on a left moved focus, e.g.
a wh-phrase, (38b). (38c) demonstrates an example withNEGATION.







































‘Maria is not reading mail.’
This tense has an allomorphrı̂ which occurs when there is a focusin situ,












‘What is Maria reading?’
The fact that the tense markerkû interacts with focus and negation in this
way might suggest that the focus maker and negation are higher than kû -
kû is only present progressive in the c-command domain of focus, or focus
sensitive negation.
kû on the present progressive reading cannot double in the affirm tive






















‘It is not the case that Maria isn’t reading mail.’
Note interestingly that when the prefixes double on AUX and V ((40)),
they still observe the rigidity observed when there is no doubling - the order-
ing must be as in (41) on both AUX and V.
(41) SUBJECT AGREEMENT-NEGATION-TENSE
Let us turn to the other life ofkû. When not in the scope of focus, the
reading ofkû is a perfect one, (42).











‘The donkey has (just) broken a branch (e.g. of a tree).’
This tense has another allomorph -a. This form occurs in the context of
wh-in situ, (43a), orwh-related movement for examplewh-movement, (43b),
focus movement, (43c), or relativization, (43d).kû would lead to ungrammat-
icality in the examples in (43), anda would lead to ungrammaticality in (42)






















‘What has the donkey broken?’























The branch which the donkey has broken’
The present perfect marker can appear on V, if there isHABITUAL , (44), or
future, (45) on AUX. (For some unknown reason thea allomorph is not good


































‘The donkey will have broken a branch.’
This tense can also appear high on AUX alone, (46).















‘The donkey has broken a branch.’

















‘The donkey has broken a branch.’
Perfectkû therefore can appear on V and AUX, albeit with some licensing.
Consider next the future tense markera. Like perfectkû, this tense can

















‘The donkey usually will break a branch.’
The future however can occur high on AUX, without any specificcondi-















‘The donkey will have broken a branch.’

















‘The donkey will break a branch.’
Again despite the specifics of the licensing, a copy of the future marker
can be on V and AUX.
Let us turn to the past tenses. There is a tense markerra which marks that













‘The donkey usually had broken a branch - after every 5 minutes,
yesterday.’
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‘The donkey usually had broken a branch - after every 5 minutes,
yesterday.’
Finally, let us look at the remote past tense markera. It behaves like the













‘The donkey usually had broken a branch.’






























‘The donkey usually had broken a branch.’
Although we poorly understand the deeper conditions governing the dou-
bling of the tenses, it fair to state that the tense suffixes can double in an fseq.
But why is the doubling of prefixes possible to begin with?
The most plausible hypothesis seems to be that prefixes have adual func-
tion one of which forces them to be low in fseq and the other oneof which
forces them to be high. Let us pursue this option by checking whether the pre-
fixes can have a dual function. We start with the prefix immediat ly following
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FOCUS MARKER i.e. SUBJECT AGREEMENT, moving outwards.
For SUBJECT AGREEMENT, it is hard to see what the dual function would be.
However there is morphological evidence that subject agreement markers on
V and AUX are not the always the same. The auxiliary construction is a rais-
ing context (it allows idiom chunks and expletive subjects). What is striking
in the AUX construction is that whileSUBJECT AGREEMENTon the verb must
always be class specific, the agreement marker on AUX can default to û (w)
before vowels, whatever the class of the noun which occurs asthe ubject of
AUX. Thus in (57a), ‘crocodile’, a class 7 noun must take the subject agree-






















‘The crocodile usually has killed the cow.’
Similarly, in (58), a class 9 noun ‘lion’, must take the agreem nt marker of its



















‘The lion usually has killed the cow.’
The above facts are perhaps a pointer of the yet to be discovered dual life of
theSUBJECT AGREEMENT.
Consider nextNEGATION. The two positions are independently justified
by the scopes: two negations produce a double negation reading. There are
therefore two positions forNEGATION in an fseq.
Let us turn to the tenses. What could be the dual function be? For some of
the tenses, it can be shown that they have a dual function. Consider first the
markerkû. It is both aspectual (perfect, progressive) and temporal (p esent).
It is plausible that the progressive and perfect bits force the prefixes to be low
while the tense bit forces it to be high. Actually in the hierarchy proposed in
Cinque (1999) progressive and perfect are low in the clause,belowHABITUAL .
We can actually also establish a dual function for the futureense mor-
phemeka too. This prefix has a modality reading (ability), in addition to the
usual tense function, (59).









‘John can repair it (Peter wasn’t able to repair it).’
Given that ability modality is lower than theHABITUAL (cf. Cinque (2001)),
but future tense is aboveHABITUAL , (Cinque (1999)), we can claim that the
two positions of theka prefix in the auxiliary construction are a consequence
of this dual function.
A dual function for the past tenses seems difficult to motivate at the present.
But I think it is plausible to generalize that the prefixes have dual function,
one of which forces them to be low, and the other to be high.
Now that we have the facts, let us speculate how one would try to ac-
count for the issues. These issues are that (i) some suffixes are trapped low on
V (OBJECT MARKER, REFLEXIVE), (ii) infinitive kû doubles, (iii)SUBJECT AGREE-
MENT, NEGATION andTENSE can double, (iv) theFOCUS MARKERonly occurs on
the highest V.
Lets us start with trapping. The derivation in chapter 3, the4 over 2deriva-
tion provides us with a way to account of trapping. Recall that in chapter 3
the six prefixes merged in a discontinuous fashion withFOCUS MARKER, SUB-
JECT AGREEMENT NEGATION, and TENSE merging aboveHABITUAL in their left
to right scopal order (FOCUS MARKER over SUBJECT AGREEMENTover NEGATION
over TENSE), and the theOBJECT MARKER and theREFLEXIVE merging low in
the clause in their left to right order (OBJECT MARKER over REFLEXIVE). The
OBJECT MARKER and theREFLEXIVE are therefore low in the clausal structure.
We repeat the hierarchy of merge of the six prefixes in (60), where theOBJECT
MARKER andREFLEXIVE merge lower than thePASSIVE, the lowest morpheme of
the habitual-perfect zone.











The conclusion from the structure in (60) is that theOBJECT MARKER and
the REFLEXIVE are low in the clausal hierarchy. Thus even when they precede
the HABITUAL , the OBJECT MARKER and theREFLEXIVE are still lower than the
HABITUAL hierarchically. It is not surprising therefore that theOBJECT MARKER
and theREFLEXIVE remain low when there is a sequence of many verbs. They
are always hierarchically low to begin with.
(Note that we can use the same reasoning to account for the trapping of the
APPLICATIVE andABLE2 in restructuring contexts. Recall the facts from chapter
2: In a single verb, the linear order of the four elementsHABITUAL APPLICATIVE ,
ABLE2 andPERFECTby transitivity is as shown in (61):APPLICATIVE andABLE2
are betweenHABITUAL andPERFECT.
(61) HABITUAL - APPLICATIVE - ABLE2 -PERFECT.
In restructuring contexts however, the suffixes are split.HABITUAL occurs on
the highest verb,PERFECTon the second highest verb excluding BE, andABLE2
andAPPLICATIVE on the lowest verb (the main verb). We schematize this pat-
tern in (62).
(62) V-HABITUAL V-PERFECTV Main verb- APPLICATIVE - ABLE2
The distribution pattern in (62), suggests that theAPPLICATIVE starts low in
the clause. In fact we have already shown that this has to be the case if we are
to capture the binding generalization. To capture this generalization, we saw
that the applicative has to start belowCOERCE, (63).




ABLE2 is a double ofABLE. We saw in chapter 1, thatABLE merges above





A natural way to treat doubling is to take the double to be an overt copy of
the trace or landing site of a moved item (cf. Chomsky (1995) for the copy
theory of movement). Since the source of the double - theABLE that does not
double is lower thanPERFECT, (64), the double must also be low in the clause,
it starts at the position ofABLE in (64).
We can conclude therefore that bothAPPLICATIVE and ABLE2 are actually






Since APPLICATIVE and ABLE2 are low in the clausal hierarchy, it is not
surprising they get trapped on V in restructuring contexts:they are always
low after all.)
Let us move to the doubling with infinitivekû. The generalization regard-
ing the distribution of infinitivekû is that it appears everywhere, except where
regular subject agreement occurs (the highest verb or the verb complement of
BE). I will assume thatkû is the default verbal agreement that can be gener-
ated anywhere where regular agreement cannot occur.
How then do we capture the doubling withkû, and the complementarity
with SUBJECT AGREEMENT?
The solution we pursued for thePERFECTand HABITUAL can be extended
here. We assume that verbs are generated outside the main feqin multiple
versions, withSUBJECT AGREEMENTor kû, and a condition such as (66), filters
the illformed verbs, whatever this condition might follow from.
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(66) In the main fseq haveSUBJECT AGREEMENTon the highest verb, or
complement of BE, otherwise havekû.
To illustrate this, consider a context with our five verbs, in(67).
(67) BE> BEGIN> FORGET> FINISH> PLAY
The condition in (67) would lead to ‘forget’, ‘finish’ and ‘play’ to havekû, and
‘be’ and ‘begin’ to haveSUBJECT AGREEMENTif not attraction by BE occurs. We















‘Someone usually has begun to forget to finish to play the piano.’
















How could one capture this pattern of doubling? Pursuing thesolution
along the lines developed for theHABITUAL and PERFECT, we would have to
say thatkû is generated on several verbs in the fseqs of these verbs. These
verbs then merge in the main fseq to license some property conveyed by the
verbs, and then the verbs move to license the projections withkû, which merge
immediately above the projection where the verb is merged. Since several of
the verbs are generated withkû this would amount to saying that there are
severalkû projections in the main fseq. This is not that strange given that
kû is agreement, as seen from the complementarity withSUBJECT AGREEMENT.
Agreement is known to be in several places in fseq (Cinque (1999)).
Let us illustrate the form of this solution with two verbs, ‘forget’ and
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‘finish’.
Since derivations occur bottom up, we will first merge ‘finish’ in the spec-
ifier of ‘finish1 in the main fseq. Then we move ‘finish’ to the specifier of kû1







In the second step, ‘forget’ merges in [Spec fgt1], and then moves to [Spec,












Let us turn to the three other prefixes that double -SUBJECT AGREEMENT,
NEGATION and TENSE. These prefixes double on the highest verb, or on the
verb complement of BE. These prefixes therefore occur in contexts where the
infinitive kû is not found. We can account for the doubling of these prefixes
by saying there are two projections for each of these prefixesin the main fseq.
Since these prefixes occur on the highest verb, or on the verb immediately
following BE, it is plausible that one series of projectionsfor these prefixes is









We can extend the account of doubling ofkû above to these prefixes. The
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verbs are generated randomly with the prefixes, and a conditisuch as the
prefixes occur on the verb that ends as the highest, or as the complement of BE
filters the verbs that can license these projections. This conditi n will interact
with the requirement that movement of the verbs be order to preserving, to
filter the range of verbs that can license the prefixes in the main projection
line.
To illustrate a possible derivation, consider a scenario where the prefixes
double on BE, and ‘begin’. First ‘begin’ will merge in [Spec,bgn1] in the
main fseq. Then it will move cyclically past [Spec, tense], [Spec, neg], and











In the second step, we merge BE which has the second set of prefixes in
[Spec, BE], and BE then moves cyclically past [Spec, tense],[Spec, neg ]and
[Spec, sa ], to license these prefixes which are merged initially in the fseq of
BE. This structure is shown in (74).




















The structure above gives us the doubling of prefixes on the highest verb,
and the verb following BE.
Consider finally theFOCUS MARKER, the prefix that does not double and
which occurs on the highest verb. This prefix has to be merged on the verb that
will end up as the highest in the functional sequence. This means that several
verbs will be generated with theFOCUS MARKER, and the verb that ends high,
and conforms to all the conditions that we postulated, e.g. that movement be
order preserving, thatHABITUAL attracts the highest verb e.t.c will satisfy the
highest verb requirement for theFOCUS MARKER and lead to filtering of other
verbs. In the context in (74), theFOCUS MARKER would be merged in the fseq
of BE, and the verb containing BE would have one extra step of move ent to
license theFOCUS MARKER. We schematize this structure in (75), just for the
part with BE.













A.4 The final vowels
We saw in chapter 4 (and we can easily confirm with the examplesin this
chapter), that there as many final vowels as there are verbs when e have
a sequence of restructuring verbs. We argued in this chapterthat the final




Since we have no reason to think that the final vowels merge in ad fferent
position when there are many verbs, then we can assume that final vowels
merge between the prefixes and theHABITUAL in restructuring contexts.
Extending the now familiar solution to the final vowels, we will assume
that several final vowel projections are merged in the main projection line
between the prefixes and theHABITUAL . Second, we will assume that verbs are
generated in their fseqs with the final vowels, and these must license the
projections with final vowels in the main fseq.
To illustrate how this solution will work, let us imagine a context with five
verbs: ‘be’, ‘begin’, ‘forget’, ‘finish’, ‘play’. Each of these verb will have
a final vowel generated in their fseq. Since the verbs merge low r than the
FINAL VOWEL in their fseq, these verbs will move within their fseq to precede
the FINAL VOWEL . These verbs will then be merged in the main fseq. By our
assumptions (see section A.2, all the verbs will merge belowHABITUAL ). We
show this structure in (77), where the final vowels on the verbs are put in
boxes.























The five projections with the final vowels are them merged on top of the
structure in (77). To illustrate the derivation, lets us simplify the structure
in the left branches, and have just the verb plus the final vowel. In order to
get the verbs license the final vowel projections, and at the same time get the
verbs in the right hierarchical order, we have to require that t e verbs move in
an order preserving way. Thus ‘play’, the lowest verb will move to license the
lowest FV projection, fv5 in (78), and ‘be’ will move to license the highest fv
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We need to assume here that the fact that theFINAL VOWEL attracts the
verbs in an order preserving way is due to locality. Movements of the VPs
will therefore count as the same movement, although it is notvery clear to us
what this same movement would be.
A.5 The plural addressee
There are at least two issues that we need to capture with the PA. The first is
that the PA occurs on the topmost or the lowest verb in the mainprojection
line. The second is that PA can double on the topmost and the low st verb
in the main projection line. We repeat two examples here to demonstrate the
pattern. The first example shows the PA occurring on the first verb in an





















‘They began to forget to beg (you guys)’
How could we capture these facts? Recall that in chapter 4, weargued




We have no reason to think that it merges in a different position n multi-verb
constructions.
Let us turn to the first issue. How is it the PA ends on the topmost or
lowest verb in the main projection line?
Pursuing again the form of our solution we would have to say, that all
the verbs are generated with a plural addressee, and some mechanism ensures
that thePLURAL ADDRESSEEoccurs only on the highest or the last verb. To show
how this solution might work, let us assume that there are twoprojections for
thePLURAL ADDRESSEEin the hierarchy of the clause, as shown in (82). Let us
also assume that there are three verbs below thePLURAL ADDRESSEE.





Then we can can get thePLURAL ADDRESSEEon the highest verb by moving V1






When V1 moves cyclically past [Spec, pa2] and [Spec, pa1], itlicenses these
projections.
To get thePLURAL ADDRESSEEon the lowest verb, we move the whole com-








When VP1 moves cyclically past [Spec, pa2] and [Spec, pa2], it licenses these
projections.
We capture distribution of thePLURAL ADDRESSEE(on the highest or lowest
verb in the main projection line) from the two movements thatlicense the
PLURAL ADDRESSEE- attraction of the highest verb, or the whole complement.
To capture the doubling of thePLURAL ADDRESSEEon the lowest and the
highest verb, we would first move the complement of pa2 to the Spec of pa2,
then we would sub-extract the highest verb and move it to [Spec, a1].3
3The success of this account relies on the possibility of extraction from specifiers, con-
trary to Koopman and Szabolcsi (2000).







A.6 The matching approach
We have shown in this appendix that it is possible to account for the various
positioning of a number of suffixes, namely, theHABITUAL , the PERFECT, the
final vowels andPLURAL ADDRESSEEon the (restructuring) verbs by assuming
that these suffixes are first merged in the fseq of the (restructuring) verbs.
These verbs then merge and move in the main fseq under locality restrictions
to license projections with theHABITUAL , the PERFECT, the FINAL VOWEL , and
the PLURAL ADDRESSEEin the main fseq. The projections in the main fseq are
licensed by a matching suffix in the (restructuring) verb.
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