This paper investigates the proper synchronization of sketch data and cognitive states in a multi-modal CAD interface. In a series of experiments, 5 subjects were instructed to watch and then explain 6 mechanical mechanisms by sketching them on a touch based screen. Simultaneously, subject's brain waves were recorded in terms of electroencephalogram (EEG) signals from 9 locations on the scalp. EEG signals were analyzed and translated into mental workload and cognitive state. A dynamic time window was then constructed to align these features with sketch features such that the combination of two modalities maximizes the classification of gesture from non-gesture strokes. Quadratic Discriminant Analysis (QDA) was used as classification method. Our experimental results show that the best temporal alignment for workload and sketch analysis starts from 30% time lag with previous stroke and ends before 30% time lag with next stroke.
INTRODUCTION
In design interactions, sketch is the most common tool used by engineers to represent their thoughts, respond on their actions, and convey design ideas. There are two categories of sketch that are often used in collaborative CAD environment: 1-Non-gesture Strokes that represent structure of a device or mechanism and 2-Gesture Strokes that are used to explain the functionality of a device. Therefore, the first step in implementing a natural intelligent interface for design system is to distinguish between these two categories of sketches.
In natural human-human interactions, we often use a combination of speech, gesture and sketch to communicate and explain an idea mostly because multi-modal interaction is usually associated with less cognitive load and leads to a fluent and faster communication [1] . Therefore, naturel collaborative environments should not rely only on one communication channel.
The main challenge in using multimodal system is the synchronization of multiple modalities that have different dynamics. With proper synchronizations, information diffusion of various modalities will increase the overall information about the system and/or minimize the uncertainty [2] .
Speech and sketch are the primary modalities in most multi-modal CAD interfaces. In such systems, sketch is used as the main design interface while speech is used as an alternative source of information [3, 4] . Davis et al [3] studied how designers use natural free-form sketching and speaking to describe a mechanical device. They considered a time window spanning from 3 second before the stroke starts to second after stroke ends. Then they aligned each stroke with the words that at least partially overlap with the defined time window.
Herold and Stahovich [4] developed an improved alignment technique for sketch-speech analysis. Their approach was based on explicit speech segmentation and a segmentstroke alignment process using supervised classifier which resulted in a more accurate alignment than the 3-sec method.
Using speech as a natural interface has some challenges which cause it not to be robust enough for real-time classification. It is always accompanied by misclassification in speech processing and other errors in natural language processing which arise from grammatical or vocabulary error and pause words such as "ah", "um" [4] .
Design process can also be seen as a cognitive process which starts with information retrieval about imagined design concepts [5] . Here we hypothesized that when a subject is describing the functionality of a part the level of information 2 Copyright © 2014 by ASME retrieval (and therefore cognitive workload) is different comparing to situations that he is sketching the structure of a shape. Hence, we consider brain activity as a complimentary modality that can provide information not available through other modalities such as sketch and speech.
In this study we develop a multi-modal CAD system that uses a combination of sketch and brain activity to distinguish between gestural and non-gestural sketches. The first challenge in such a system is the synchronization of two modalities. The synchronization problem can be seen as the temporal alignment of the two modalities that improve the accuracy of system in discriminating gestures from non-gesture pen strokes.
The organization of this paper is as follow: The background behind brain computer interfaces in CAD systems and the synchronization of multimodal systems is provided in the next section. It is followed by detailed experimental methods and analysis for detecting the best temporal alignment variables. Finally, the experimental results and conclusions are presented in the final sections. [6] . This categorizing is based on information-gathering, visual scanning and sustained attention processes [6, 7] .
BCI has recently been implemented as a direct communication channel for creating and manipulating objects in Design environment [8] [9] [10] [11] . It has also been used to reduce the uncertainty in other modalities such as touch based system [12] Esfahani and Sundararajan [8] used BCI to distinguish between primitive shapes imagined by a user. They collected brain activity of subjects while imaging the shape of different geometrical shapes. By applying Independent Component Analysis (ICA) and Hilbert-Huang Transform (HHT) analyses on recorded signals, they could discriminate between five primitive objects with the average accuracy of 44.6% over 10 subjects. Based on their results, they concluded that the BCI is promising in creating geometrical shapes in CAD systems [8] .
Nguyen et al. [13] , recorded EEG from 6 channels on the scalp of subject during working on a design task to analyze the workload during different steps of design solutions. They calculated Power Spectral Density (PSD) for each EEG band (delta, theta, alpha, and beta). By PSD analyses they could show that in solving a design problem subjects spend more effort in visual thinking than in evaluation step.
MULTI-MODAL SYNCHRONIZATION
The temporal synchronization between different modalities in human-computer interaction is analyzed by many researchers. Oviatt et al. [14] , conducted a simulation experiment in which subjects could combine speech and pen-based inputs as two modalities while completing various tasks by using a dynamic map. They found that there is a typical lag between these two modalities such that speech follows sketch within an average of 1.4 seconds, and always began within 4 seconds of pen input.
Herold and Stahovich, [4] developed a classifier to discriminate gesture from non-gesture strokes. Their classifier works with the combination of features from sketches and aligned speech. They also developed a new alignment technique to find the synchronization time window for this multi-modal system that increases their classification accuracy in discriminating drawn objects.
In another study, Goel [15] studied different variations of sketches that subject used during design process. He found that designers tend to use unstructured and ambiguous sketch at the beginning, but structured and precise sketches when they are close to the end of process. He also identified two types of operations happening between successive sketches:
 Lateral Transformation where subjects move from describing one idea/item to another.  Vertical Transformation that new sketches are describing detailed information related to the previous idea. Determination of the type of movement for strokes in each design process can have important effect on output of the system.
EXPERIMENTAL SETUP
Our experiment included 5 graduate students in Mechanical Engineering at University at Buffalo, SUNY with the ages range from 26 to 30. Each subject was instructed to watch a video clip demonstrating the functionality of a specific mechanism. He/she was then asked to describe that mechanism to another subject who hasn't seen that video clip by drawing on a touch base tablet. Each subject repeats this experiment with 6 different mechanisms with different level of complexity. Fig.1 Shows a sample mechanism used in this study and the represented sketch drawn by one of the subjects. This study append by the bond of human subject study at State University of New York at Buffalo.
During the experiment, subjects' brain activity was recorded using a wireless B-Alert X10 [16] at 9 electrodes placed on the scalp at a sampling rate of 256 Hz. EEG signals were recorded at Fz, F3, F4, Cz, C3, C4, POz, P3, P4 in 10/20 3 Copyright © 2014 by ASME international system and the reference electrode was placed on the mastoid bones. Simultaneously spatial and temporal parameters of drawn strokes were recorded using a code developed in C++. 
DATA ANALSIS
In our experimental study, subjects use gesture and nongesture strokes to draw and explain a given mechanism. Here we hypothesized that when a subject use gesture strokes to describe the functionality of a part, the level of information retrieval (and therefore cognitive workload) is different comparing to situations that he is using non-gesture strokes to sketch the structure of a shape. Hence, we use the performance of a discrimination function (classifier) in separating gestures from non-gesture strokes as a cost function to optimize the synchronization parameters.
The classifier diffuses the information of both modalities and therefore there are many sketch parameters such as complexity, length and type of stroke (gesture or non-gesture) that may affect the synchronization. Here we assume that all strokes (regardless of their complexity and type) follow the same time alignment rule.
Temporal alignment of sketch and cognitive state can be considered in two possible scenarios:
1. The two processes perform in series and therefore there is no temporal overlap in their extracted information.
2. The two modalities are in parallel and their features are overlapped with a time lag. The first scenario can be easily ruled out as sketching of specific objects requires direct attention/intention of subject while he is accessing his short term memory which will result in a change in workload and mental state.
For the later scenario, there are two characteristics that need to be studied to understand the temporal relationships of the two modalities: 'temporal duration' and 'temporal overlap'. In our experiment, temporal durations of cognitive state (extracted from EEG data) as well as 'temporal overlap' of the two modalities are unknown. Therefore, we use the temporal information of sketch data to represent all other variables as shown in Fig . To find the best temporal duration and overlap, we use the percentile temporal threshold approach. Similar to temporal threshold [17] , we use a brief time window before and after each stroke S i . Features extracted from this time window are considered to be aligned with feature of that stroke (Si). The duration of this time window is a representation of both 'temporal duration' of brain activity as well as 'temporal overlap' of two modalities. If the time window is too short, related features may be treated separately by the multimodal system, while if it is too long, unrelated inputs might be diffused resulting in lower classification rate. Therefore optimizing this time window will optimize the synchronization parameters.
In our analysis the start of time window can be as early as the ending of previous stroke (T i -t i-1 ) while the ending can last up to the start of next stroke (T i + t i ). We consider the starting window as the 'warm up' and the ending window as 'checking time'. Where in the warm up time, the subject will try to visualize the part of structure (or description) before he starts drawing, where as in 'checking time' he validate his own work to see if he could deliver the description with his sketch.
Since both 'warm up' and 'checking time' can have variable duration we optimize the percentage of their contribution in the time window. In the next sections extracted features and classification method used as a cost function are presented.
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FEATURE EXTRACTION
For each modality we extract related feature set. For sketch features, we use dynamic and static features proposed by Herold and Stahovich [4] . These features are listed in Table.1 Brain signal features considered in this study are extracted using combination of Power Spectral Density (PSD) of different sensors and band frequencies, which is discussed by Stikic et al., [6] and Taylor et al. [7] . The most important EEG features are Workload and Cognitive State.
Finally we extract another feature based on 2/3rd power law which is a kinematic relation between tangential velocity and the curvature of movement [18] , Eqn. (1).
Where, k is a constant number and is the coefficient of power law.
Central nervous system controls the hand motion by using a trajectory that minimizes movement cost function [18] . This minimization results in a power law relationship between velocity and curvature, named 2/3 power law. This name comes from the original relation between angular velocity and curvature, which the angular velocity is proportional to the 2/3 power of the curvature. This coefficient (is not constant for all people but is constant throughout each motion, for precise and accurate movement  is about -0.33 [19] [20] . In this study, the coefficient  is calculated by finding the slope of line fitted on log of velocity and log of curvature of each stroke and is used as an extra feature.
FEATURE SELECTION
In order to minimize the mutual information between he extracted features as well as maximizing the discriminatory information it is important to extract the best subset of features. Feature selection will also reduce the computational complexity as well as the number of free parameters in training our classifier. To this end a Sequential Forward Floating Search (SFFS) is used.
Starting from an empty feature set, SFFS creates candidate features subsets by sequentially adding each of the features not yet selected. Unlike regular sequential search method, SFFS check the removal of each feature at each step, and therefore one feature might be selected as earlier iteration and then removed in later steps [21] . For each feature addition or removal, SFFS repeatedly check the performance of a quadratic classifier in separating the two classes. Feature selection ends at the point that addition or deletion of none of the features do not improve the performance of quadratic discriminant function.
Using SFFS a subset of seven features are selected for all subjects that are: LT, W BB , H BB , AKT, ID, Power Law (), and cognitive state.
Where, X is the selected feature set of test data. Parameters A, b, and C are determined using covariance and mean of training data.
RESULTS
For all 5 subjects, the start of time window (aka. 'warm up') have the range from the ending of previous stroke (T i -t i-1 ) to the start of that stroke 'T i '. While the ending ('checking time') can range from the end of current stroke to the start of next stroke (T i + t i ). Both parameters are considered with the increments of 10% of their time period.
Classification accuracy for all possible combinations of warm up and checking time is calculated and shown in Figure 5 shows the time map that is used for evaluating the time window where '1' is the start of the current stroke, 2 is the end of stroke and 3 is the start of the next stroke.
Fig4. shows that the best synchronizing of cognition and sketch contain about 30% of warm up time (t i ) and 30% of checking time period (t i+1 )
By decreasing the TW width from 30%-40% time lag with previous stroke, system accuracy decreases and the same behavior is repeated for end of window. Increasing its width from 30%-40% time lag with the next stroke, decreases accuracy.
Determined synchronization parameters are applied on gesture and non-gesture classification and accuracy results are compared with the situation with no time synchronization. Average accuracy and standard deviation of this comparison is shown in Fig. 5 . Table 2 also shown the p-value and confidence interval of classification with and without synchronization. All 5 subject have the same synchronization parameters and for all subjects, synchronization significantly improves the accuracy of the classifier. Copyright © 2014 by ASME
CONCLUSION
In this paper we presented a percentile temporal threshold approach for synchronization of cognitive workload and sketch features in multimodal CAD systems. The objective of our approach was maximizing the discrimination between gesture and non-gesture strokes.
Our experimental results show that the best temporal alignment for workload and sketch analysis starts from 30% of warm up time (time between finishing the previous stroke and starting the one) and ends at 30% of checking time period (time between finishing the current stroke and starting the next stroke). The capability of Subjects in accessing short and long term memory, visualization, cognitive processing and reasoning is different. The fact that synchronization characteristic was consistent over all 5 different subjects is more likely due to the fact of using a percentile time thresholding.
