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Abstract: Analyticity and other properties of the largest or smallest Lya-
punov exponent of a product of real matrices with a “cone property” are
studied as functions of the matrices entries, as long as they vary without
destroying the cone property. The result is applied to stability directions,
Lyapunov coefficients and Lyapunov exponents of a class of products of ran-
dom matrices and to dynamical systems. The results are not new and the
method is the main point of this work: it is is based on the classical theory
of the Mayer series in Statistical Mechanics of rarefied gases.
1 Introduction and paradigm
Regularity of the Lyapunov exponents of products of random matrices has
been studied thoroughly in [20]. The study dealt with various aspects and
consequences of the following cone property (as it will be called here):
Definition 1: A sequence {Tj}∞−∞ = . . . , T0, T1, T2, . . . of d×d real invertible
matrices “has the (Γ,Γ ′)-cone property” if there are proper, closed convex
cones Γ,Γ ′ ⊂ Rd, with apex at the origin O and Γ ′ ⊂ Γ, such that TjΓ ⊂ Γ ′
and Γ ′/O is contained in the interior Γ0 of Γ.
It will be convenient to imagine the matrix Tj attached to the point j of a
lattice to which is also attached the linear space En = R
d on which Tj acts
transforming a vector v ∈ Ej into Tjv which is regarded as an element of
Ej−1: TjEj = Ej−1.
The proofs in [20] are based on the implicit function theorem and on the
results in [5]. Here the aim is to obtain most of the results in [20], rela-
tive to the finite dimensional case and product of matrices, with a different
and self contained technique. The “cone property” importance for studies
beyond the Lyapunov exponents, like decay of correlations in smooth and
non smooth dynamical systems, has been developed in [12]: the new tech-
niques of the latter work (and in the many stemming out of it) are also quite
different from the ones presented here which rely on the often vituperated
cluster expansion, used here in the form originated in[18], which neverthe-
less remains one of the simplest and most powerful techniques in Statistical
Mechanics and Renormalization Theory.
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To present the main idea of this work imagine the Tn diagonalizable; but
the results will cover the general case. Then Tn will be written:
Tn =
d−1∑
σ=0
λn,σ |σ, n〉〈σ, n| (1.1)
where λn,σ are the eigenvalues of Tn and the vectors |n, σ〉, 〈n, σ| are the
corresponding right and left eigenvectors which will be supposed normalized
to 〈nσ|n, σ′〉 ≡ δσσ′ . The eigenvalues will be labeled by decreasing modulus
|λn,0| ≥ |λn,1| ≥ . . . ≥ |λn,d−1| and λn,σ 6= 0 (invertibility condition).
Notice that largest Lyapunov exponent vectors h(n), assumed exist-
ing, have to be inside the cone Γ′ and should satisfy Λ(n, p)h(n) = Tn · · ·
Tp−1h(p) for p ≥ n and Λ(n, p) suitable. Therefore, suitably fixing a conve-
nient normalization for h(n), it should be obtainable as a limit as N → ∞
of H(n,N)
def
= Tn · · ·TN v, v ∈ Γ ′ which can be written as
H(n,N) =
∑
σn,...,σN
|n, σn〉 ·
( N∏
j=n
λj,σj
) N∏
j=n
〈j, σj |j + 1, σj+1〉 (1.2)
with |N + 1, σN+1〉 ≡ v (here σN+1 is just a label and not an index of
summation, being only used for uniformity of notation).
The representation in Eq.(1.2) suggests an alternative approach to the
analysis of such products of matrices, directly inspired by the methods of
1-dimensional statistical mechanics of spin systems.
To bring it to a more familiar form: consider intervals of integers J =
[h, h′] = (h, h + 1, . . . , h′) with 1 ≤ h ≤ h′ ≤ N and, on them, spin configu-
rations σJ = (σh, . . . , σh′) with σj = 1, . . . , d− 1 (i.e. σj 6= 0, see Eq.(1.1)).
Call Y = (J,σJ) a “polymer” with base J and structure σJ (if |J | = ℓ;
there are ℓd−1 polymers with base J): then Eq.(1.2) can be interpreted as
an expectation value evaluated in an ensemble of polymers as follows.
A “configuration” of polymers in [1, N ] will beY = (J1,σJ1 , . . . , Js,σJs)
with J1 < J2 < . . . < Js, s > 0: i.e. Y is a configuration of non overlapping
polymers (“hard core polymers” of size |Ji| ≥ 1). With each polymer (J,σJ)
associate an “activity” I(J,σJ) (I might even be complex).
0 0 1 1 0 0 0 1 2 1 0
Fig.1: Spin configuration for 3× 3 matrices containing two polymers, of sizes 2, 3.
A formal probability distribution (“ensemble”) on the Y’s is obtained
by attributing a weight ζ(Y)
def
=
∏s
i=1 I(Ji,σi) equal to the product of the
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activities; the empty configuration is given weight 1. The ensemble thus
defined is formal as I(J,σJ) ≥ 0 is not required .
After some meditation, it is recognized that Eq.(1.2), can be rewritten
imagining the sites with σi = 0 as “empty sites” in polymer configurations,
and it can be cast in the form
H(n,N) = Λ(n,N)
∑
σn,...,σN
∑
s≥0
∑
J1<...<Js
|n, σn〉
∏s
i=1 I(Ji,σJi)
Ω(n,N)
(1.3)
where Λ(n,N),Ω(n,N) are normalization factors and
I(J,σJ)
def
=
( h′∏
j=h
λj,σj
λj,0
)( h′−1∏
j=h
〈j, σj |j + 1, σj+1〉
〈j, 0|j + 1, 0〉
)
·
(〈h− 1, 0|h, σh〉
〈h− 1, 0|h, 0〉
)δh>n(〈h′, σh′|h′ + 1, 0〉
〈h′, 0|h′ + 1, 0〉
)
Ω(n,N)
def
=
∑
s≥0
∑
J1<...<Js
σJ1 ,...,σJs
s∏
i=1
I(Ji,σJi)
Λ(n,N)
def
=Ω(n,N)
N∏
j=n
(
λj,0 〈j, 0|j + 1, 0〉
)
(1.4)
where |N + 1, σ〉 has to be interpreted, instead, as v, see Eq.(1.2), and, for
s > 0, J1 < . . . < Js are consecutive intervals in [n,N ] not empty and
disjoint; s = 0 contributes 1 to Ω(n,N).
Eq.(1.3) maps the problem of studyingH(n,N) into the study of Λ(n,N)
times a formal average in what is known in statistical mechanics as a Fisher
model, [4]. The latter is well known, since [4], as a machine for examples
and counterexamples in statistical mechanics and in dynamical systems, for
some applications see [6], [8, Def. D7.3.1]).
Here Eq.(1.3) will be the starting point to obtain, with an alternative
method, the following theorems, special cases of results already in [20]:
Theorem 1: (1) Let Tn be a sequence as in definition 1 (hence with the
(Γ,Γ ′)-cone property) with ||Tn|| < B0 for some B0 > 0. Then given any
sequence {vj} of unit vectors in Γ ′, the limits
h(n) = lim
N→∞
TnTn+1 · · ·TN−1 vN
ΛvN (n,N)
= lim
N→∞
Hn,NvN
ΛvN (n,N)
Λ(n, p) = lim
N→∞
ΛvN (p,N)
ΛvN (n,N)
> 0,
(1.5)
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exist ∀1 ≤ n ≤ p and are independent of the sequence {vj}j≥1.
(2) The limits are (real) analytic functions of each of the matrices entries,
as long as their variations are small enough.
(3) The vectors h(n) are “eigenvectors” for the product of the inverse ma-
trices T−1j , i.e. there are “Lyapunov coefficients”, Λ(n, p) such that:
T−1p−1 . . . T
−1
n h(n) = Λ(n, p)h(p), p > n (1.6)
(4) There is B such that B−1 ≤ ||h(n)|| ≤ B, Λ(n, p) > 0, and the upper
and lower limits of 1
p
log Λ(n, p), as p→∞, are n independent.
Remarks: (a) The uniqueness property implies that h(n) is the unique
eigenvector (i.e. invariant vector) with the largest Lyapunov exponent.
(b) hn =
h(n)
||h(n)|| is called unstable unit (or direction) vector at site n.
(c) Imagine the matrices (Tj)
∞
j=1 be a sequence of random variables and that
their entries are distributed with a distribution ρ which is invariant with
respect to the (left) translations, and with samples restricted to keep the
cone property, i.e. with the cones Γ,Γ ′ which do not depend on the choice
of the matrices. Then the upper and lower limits of 1
p
log |Λ(n, p)| as p→∞
will be constant under translation, i.e. n-independent as a consequence of
the n-independence in item (4). They will be shown below to exist almost
everywhere, as a consequence of the ergodic theorem, hence if ρ is ergodic
they will be equal and constant with ρ probability 1.
(d) As a corollary a general analyticity property holds:
Theorem 2: Let {Tj}∞−∞ depend on a real parameter z ∈ [−ν, ν] = ∆ and
admit, for each j, a power series with radius ν around each point in ∆; and,
furthermore, for all z ∈ ∆ they have the cone property with respect to z–
independent cones Γ,Γ′. Then the vectors h(n) and the Lyapunov coefficients
Λ(n, p) are holomorphic in z for |z −∆| < ν ′ for some ν ′.
Theorems 1,2 are paradigms: they are the basis for similar theorems for
dynamical systems, e.g. [20], and Appendix C where are formulated the
immediate (classical) applications of the results to dynamical systems.
(e) It shoould be stressed that the results in the theorems above are well
known: the purpose of this note is to remark that the problem is naturally
formulated as a problem in one dimensional Statistical Mechanics with short
range interactions and, as such, it can be immediately solved by the simplest
method of the theory of dilute gases, namely the Mayer expansion.
This becomes clear just after the estimate claimed in Eq.(2.2) below, whose
proof is completed at Eq.(2.13). Appendix B reproduces for completeness
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the classic theory of the cluster expansion in its primitive form, based on Ru-
elle’s “algebraic formalism” (as subsequently elaborated in [10] and mainly
in [11, 1]) following the exposition in [8]). Since the appendix is here only
for readers that are not already familiar with the expansion, no effort has
been devoted to obtain ‘”best” (nor better) estimates: much progress has
been made on the cluster expansion and the convergence estimates can be
greatly improved, [1, 16, 2, 13, 3] (I thank a referee for suggesting the latter
path through a vast literature on the subject).
The expression Eq.(1.4) suggests also to study the statistical mechan-
ics problem via another key technique used in one dimensional statistical
mechanics, namely the transfer matrix technique. The approach is possible,
particularly if the matrices have non negative entries and it has been ap-
plied, [20, p.69] and with attention to a constructive approach in [14, 15],
where it is shown that the properties of the largest exponent can be studied
by the transfer matrix method and are directly related to simple spin-glass
problem. The work [15] gives also a fast and constructive method to de-
termine the largest exponent within a prefixed approximation based in the
transfer matrix method.
2 Theorems 1,2
The essence of the proof lies in understanding the case in which the matri-
ces Tj are diagonalizable with real eigenvectors and eigenvalues uniformly
(in j) pairwise separated, and possess a (Γ,Γ ′)-cone property; furthermore
maxn,σ=1,...,d−1
|λσ,n|
|λ0,n|
< ε0 with ε0 small enough.
The more general case contemplated in theorem 1 (i.e. just the cone
property and a uniform bound on ||Tn|| is supposed) will be eventually
reduced to the latter one via the following algebraic lemmata, see proof
in Appendix A:
Lemma 1: Let T be a (single) d× d matrix with the (Γ,Γ ′)-cone property.
Then:
(a) T
nv
||Tnv|| −−−−→n→+∞ b exponentially fast and Tb||Tb|| = b for all v ∈ Γ. A corre-
sponding property holds for the transposed T ∗ with b replaced by a b∗.
(b) The eigenvalue λ0 of T with maximum modulus is simple and positive,
hence there is γ < 1 such that maxσ>0
|λσ|
|λ0|
≤ γ < 1.
Definition 4: Let λ the modulus of the largest modulus eigenvalue of a
matrix and λ′ the maximum modulus of the other eigenvalues; call, here, λ
′
λ
the matrix “spectral gap”.
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The proof of lemma 1 leads to, see Appendix A,
Lemma 2: Suppose that the sequence T1, T2, . . . satisfies the cone property
with respect to the pair of cones Γ ⊃ Γ ′ and let T ′def= T1 ·T2 · · ·Tp. Then there
are constants c, α > 0 with α < 1 such that the spectral gap of T ′ is ≤ cαp.
Furthermore the matrix elements of T ′ on the basis formed by b (see lemma
1) and by d− 1 unit vectors in the plane orthogonal to b∗ are all bounded by
cαp with respect to the entry |T [p]0,0| ≥ 1c . The c, α depend on the inclination
ε and on the openings ϑ, ϑ′ of the cones.
This implies that, if p is large enough, the sequence T ′n = Tnp+1Tnp+2 · · ·
T(n+1)p, n = 0, 1, . . . , satisfies the cone property with respect to the same
pair of cones Γ ⊃ Γ ′ and the spectral gap of the matrices T ′n can be made
as small as wished by taking p large enough.
Hence it is sufficient to prove theorem 1 for matrices T ′j with the above
defined spectral gap λ
′
λ
= γ as small as needed. Once the sequence b′n for
T ′n is obtained the sequence bn that has to be found will be obtained setting
bnp
def
= b′n and:
bnp−k = Tnp+k · · ·Tnpb′np, k = 1, . . . , p (2.1)
and all the statements in theorem 1 will, as well, follow for the sequence Tn.
proof of theorem 1: Suppose at first that the matrices Tn have real eigenval-
ues with reciprocal distance, as n varies, greater than a positive lower bound.
The Ω(n,N) in Eq.(1.4) can be interpreted as the partition function of a
gas of polymers represented by (lattice) intervals J = [h, h′] ⊂ [1, N ] with
“base” J , “structure” σJ = (σh, . . . , σh′) and “activity” I(J,σJ) defined
in Eq.(1.4). Of course this is only an analogy as I(J,σJ), although real
numbers (under the restrictive temporary assumption) might be < 0.
A simple bound can be set on |I(J,σJ)| by remarking that the cone
property implies a n-independent lower bound 1
δ
> 0 on the scalar products
appearing in the denominators in the definition Eq.(1.4): actually 1
δ
> 0 can
be chosen as a lower bound for the absolute value of the product of any pair
or unit vectors in Γ. If γ is an upper bound to the matrices spectral gaps,
see definition 4, Eq.(1.4) implies. also defining η:
∑
σJ
|I(J,σJ)| ≤ ((d− 1)δγ)h′−h+1def= ηh′−h+1 (2.2)
Remarks: (1) As shown by the last bound, forgetting that the activities may
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be be negative and treating I(J,σJ) as weight (or activity) of the polymer
(J,σJ) in the formal probability distribution of the polymers appearing in
Eq.(1.3), the number of J ’s should be very small if η (i.e. γ) is small: the
“preferred state” is no J at all; but the I(J,σJ) may be negative and cannot
be regarded as probability weights.
(2) Hence it will be necessary to evaluate the “averages” (like Eq.(1.3)) with
respect to the “distribution” in which a configuration of polymers with bases
J1 < . . . < Js and spin structures σJ1 , . . . ,σJs has weight
∏s
i=1 I(Ji,σJi):
this must be done algebraically, i.e. without profiting of positivity prop-
erties. It is natural to have recourse to the cluster expansion: which is a
method that was designed, in statistical mechanics, precisely for such tasks.
The general theory of the cluster expansion for polymers, see [8, Ch.7] (it
is recalled from scratch, for completeness, in Appendix B), yields a formal
expression for Ω(n,N) as
Ω(n,N) = exp
∑
Y
ϕT (Y)ζ(Y), ζ(Y) =
∏
J∈Y
I(J,σJ) (2.3)
where the summation runs over all polymer configurations Y consisting of
Y1, . . . , Ys, with Yi = (Ji,σJi), in which the constraint of no overlap on
the polymers base intervals Ji (implied by the ∗ in Eq.(1.4)) is dropped
and ϕT (Y) are suitable (real) combinatorial coefficients, see Appendix B,
Eq.(B.8).
The coefficients ϕT (Y) have the important property of being translation
invariant under a simoultaneous translation of the polymers in Y and of
vanishing unless the intervals J which are bases of the polymers in Y overlap
in the sense that ∪J∈YJ is a connected interval, called a cluster (imagine to
draw the Ji’s as continuous segments joining their extremes).
Abridge ϕT (Y)ζ(Y) into ϕ̂(Y): the sum
∑
Y,Ji⊂[n,N ] ϕ̂
T (Y) over the
clusters Y will be an absolutely convergent series, summing to log Ω(n,N),
if it will be shown that, for a suitable choice of r(J), it is
µ
def
= sup
J,σJ
|ζ(J,σJ)|
r(J)
exp
∗∑
S,σS
r(S) < 1 (2.4)
where the sum is over the polymers (S,σS) overlapping with J , i.e. S∩J 6= ∅,
as recalled in a self contained proof, in Appendix B.
This is a non trivial property: certainly the overlap condition strongly
reduces the number of addends in the series for Ω(n,N) and helps together
with the Eq.(2.4), which implies that ζ(Y) is exponentially small with the
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size of the interval covered by the clusters of the polymers bases in Y.
However the help is not sufficient and important combinatorial cancellations
have to be taken into account: they are exhibited through the remark that
the coefficients ϕT (Y)ζ(Y) satisfy an identity, see Eq.(B.12), reducible to
an identity known in Physics as Kirkwood-Salsburg equations, [7].
Take r(S)
def
= η
1
2
|S|, see Eq.(2.2); if η = (d− 1)δγ is small enough:
µ ≤ sup
|J |=j≥1
ηj
η
1
2
j
exp j
( ∞∑
ℓ=0
(ℓ+ 1)η
1
2
(ℓ+1)
)
= η
1
2 exp
η
1
2
(1− η 12 )2
< 1 (2.5)
Setting, see Eq.(1.3),
h(n,N)
def
=
∑
s≥0
∑
J1<...<Js
σJ1 ,...,σJs
|n, σn〉
∏s
i=1 I(Ji,σJi)
Ω(n,N)
(2.6)
this, as remarked in Sec.1, can be interpreted as
∑d−1
σ=0 Pn,σ,N |n, σ〉 with
Pn,σ,N
def
=
Ωσ(n,N)
Ω(n,N)
def
=
∑
s≥0
∗σ∑
J1<...<Js
σJ1 ,...,σJs
∏s
i=1 I(Ji,σJi)
Ω(n,N)
(2.7)
where the ∗σ indicates that the sum is restricted to polymers configurations
with σn = σ: i.e. with n ∈ J1 and σn = σ if σ ≥ 1 or with n 6∈ J1 if σn = 0.
Hence if the activities I(J,σJ) were non negative Pn,σ,N would be the
probability of finding a configuration with spin σ at site n, and Pn,0,N +∑d−1
σ=1 Pn,σ,N ≡ 1. This relation is a purely algebraic property and is identi-
cally satisfied (as long as the addends are well defined).
For the Pn,σ,N with σ ≥ 1 the cluster expansion (see Eq.(B.15)) yields
Pn,σ,N =
∑
J∋n,σJ ,σn=σ
〈DJ,σJ ϕ̂
T 〉, |Pn,σ,N | ≤ η
1
2
(1− µ)(1− η 12 )
(2.8)
where 〈DJ,σJ ϕ̂
T 〉
def
=
∑
Y ϕ̂
T ((J,σJ) ∪Y); the bound is obtained by using
the mentioned overlap property that the ϕ̂T (Y) vanish unless the bases of
the polymers in Y form a connected interval, see below.
The overlap property shows that the sum 〈DJ,σJ ϕ̂
T 〉 is restricted to
polymers that contain the site n: hence the union of the bases of the poly-
mers contributing terms that depend on the boundary vector v must cover
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the whole [n,N ]1 and therefore contribute a quantity that is exponentially
small as N →∞, as mentioned above.
Explicit bounds, see Eq.(B.13), (B.14), if Eq.(2.4) holds, give |Pn,σ,N | ≤∑∞
j=1
∑∞
m=0 η
j
2µm where j is the length of the polymer J containing n.
Therefore Pn,σ,N depends on the boundary condition vector v: but the de-
pendence disappears in the limit N → ∞. Hence the limits Pn,σ of Pn,σ,N
as N →∞ exist and
|P (n, σ)| ≤


η
1
2
(1−µ)(1−η
1
2 )
if σ ≥ 1
1 + η
1
2
(1−µ)(1+η
1
2 )
(d− 1) if σ = 0
(2.9)
where the bound for σ = 0 reflects the algebraic identity (due to the proba-
bilistic interpretation) P (n, 0, N) +
∑d−1
σ=1 P (n, σ,N) ≡ 1 (which holds whe-
ther or not the activities I(J,σJ) are ≥ 0, provided convergence holds).
Hence the limit h(n)
def
= limN→∞ h(n,N) exists and by Eq.(1.3) is
h(n) = lim
N→∞
Tn . . . TN v
Λv(n,N)
=
d−1∑
σ=0
Pn,σ|n, σ〉, with
Λv(n,N)
def
=Ω(n,N)
N∏
j=n
(
λj,0〈j, 0|j + 1, 0〉
)
B−1 ≤||h(n)|| ≤ B,
(2.10)
with B = (1+2d η
1
2
(1−µ)(1−η
1
2 )
), if η is small enough so that µ, η < 1 (together
with Eq.(2.5) this is the condition on the spectral gap that determines the
parameter γ). Notice that the convergence of the cluster expansion also
implies Ω(n,N) > 0 and upper and lower bounds on Ω(n,N):
| logΩ(n,N)| ≤ |
∑
Y
ϕ̂T (Y)| ≤
∑
γ⊂[n,N ]
∑
Y
|ϕ̂T (γ ∪Y)|
≤
∑
γ⊂[n,N ]
r(γ)
∞∑
m=1
Im ≤
∞∑
k=1
(N − n+ 1)
1− µ η
1
2
k ≤ (N − n+ 1)
√
η
(1− µ)(1−√η) ,
(2.11)
of course not uniform in N . Thus exhibiting the important cancellation that
occurs in the ratios Ωσ(n,N)Ω(n,N) , above, thus estimated uniformly in N .
1The site n must be contained since J must contain n because σn ≥ 1; and the site N
must be contained as otherwise the ϕT does not depend on v.
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Defining
Λ(n, p)
def
= lim
N→∞
Ω(p,N)
∏N
j=p
(
λj,0〈j, 0|j + 1, 0〉
)
Ω(n,N)
∏N
j=n
(
λj,0〈j, 0|j + 1, 0〉
)
=
( p−1∏
j=n
λj,0 〈j, 0|j + 1, 0〉
)−1
lim
N→∞
Ω(p,N)
Ω(n,N)
(2.12)
Λ can be evaluated again by the cluster expansion, which also allows us to
see the cancellation that shows the v-independence of the last limit, as:
lim
N→∞
Ω(p,N)
Ω(n,N)
= exp
∗∑
Y
ϕ̂T (Y) = exp
p−1∑
q=n
Φ(q) (2.13)
where Y = (J1,σ1, . . . , Js,σs) and the ∗ means that the cluster (∪Ji) over-
laps with [n, p] and Φ(q) is the sum
∑
Y,J1≥q,J1∋q ϕ̂
T (Y) over all polymer
configurations which are to the right of q and q is the first point of J1:
in Eq.(2.13) numerator and denominator are exponentials of sums of many
terms which are common (see Eq.(2.3)), hence cancel, except those relative
to Y’s with bases touching [n, p]. Such polymers are independent of v un-
less their bases touch also N : hence their contributions to Φ(q) tend to 0 as
N →∞ at fixed n, p.
The positivity of Λ is due to the reality of ϕ˜T and to the positivity of
the scalar products and of λj,0 in Eq.(2.12) (by the cone property).
Remarks: (1) It is important to stress that Φ(q) depends only on the matrices
Tj with j ≥ q: Φ(q) = F (Tq, Tq+1, . . .) and each Φ(q) is given by an abso-
lutely convergent series because of the bounds on ϕ̂T (Y) in Eq.(B.13),(B.14).
Furthermore the function F is independent of q (i.e. it is translation invari-
ant as a function of the sequence of matrices), because of the translation
invariance of ϕT (Y).
(2) The uniform convergence of the series defining Φ(q), Eq.(2.13), implies
that all limits points as p→∞ of Ω(n, p) 1p are n-independent.
(3) Uniformity of the limits defining Pn,σ also holds if the matrix elements
of the matrices Tj are varied keeping the cone property independent of the
variations and their norms bounded by B0: this is due to the uniformity
of the bounds on I(J,σJ) only depending on the inclination ε of Γ
′ in Γ,
on the opening angles ϑ, ϑ′ between the cones and on the bounds on the
matrices norms.
(4) The activities I(J,σJ), which so far have been real valued, are holomor-
phic functions of small complex variations of the matrices entries (since it is
2: Theorems 1,2 October 4, 2018 11
temporarily being supposed that the eigenvalues are real and keep pairwise
a positive minimal distance) still satisfying the same bounds possibly with
slightly different constants: hence h(n),Λ(n, p) are analytic in the entries.
(5) The h(n) form, essentially by definition once convergence has been es-
tablished, a covariant family of vectors in the sense of theorem 1, Eq.(1.6),
as implied by Eq.(2.10). In fact h(n) and likewise Λ(n, p),Ω(n,N) are given
by convergent expansions (see the series in Eq.(2.8), for instance) in the
activities I(J,σJ): the latter are given by simple algrebraic expressions, see
Eq.(1.4), which are analytic in the matrix elements of the Tn.
(6) If the matrix elements of the Tj are chosen randomly with respect to a
distribution ρ on
∏∞
j=−∞R
d ×Rd which is invariant under translations and
has samples satisfying the (Γ,Γ ′)-cone property the limit
lim
p→∞
1
p
log Λ(n, p) = lim
p→∞
1
p
( p∑
j=n
log(λj,0〈j, 0|j + 1, 0〉) +
p−1∑
j=n
Φ(j)
)
(2.14)
exists, consequence of the ergodic theorem, because the addends in the sums
are translates to the right of the same function of the random matrices (i.e.
in the language of ergodic theory they are “Birkhoff averages”).
(7) Furthermore n-independence of the limit points, remarked in Eq.(2.14),
implies that the limits in Eq.(2.14) are constants of motion under the right
translations. Hence if ρ is also ergodic the limits are constant almost every-
where and the maximum Lyapunov exponent λ+ is the integral with respect
to ρ of log(λ1,0〈1, 0|2, 0〉 + Φ(1): hence it is analytic in the parameters on
which the matrices may depend.
Finally the assumption that Tj have spectrum consisting of pairwise uni-
formly separated eigenvalues and have a large gap has to be removed: lemma
2 shows that the matrices T ′j = Tjp+1Tjp+2 · · · T(j+1)p to which we want to
apply the analysis, see remark after Lemma 2, have a spectral representa-
tion as T ′j = λ
′
0,j
(
|j, 0〉〈j, 0|+
∑
σ,σ′≥1(Θj)σ,σ′ |j, σ〉〈j, σ
′|
)
, where the bases
|j, σ〉,〈j, σ′| consist of the vectors |j, 0〉 and 〈j, 0| and correspondingly d− 1
other orthogonal vectors, repectively to |j, 0〉 and 〈j, 0|, arbitrarily chosen.
The matrix elements are bounded above by cαp, α < 1.
Since the basis vectors |j, σ〉, 〈j, σ| for σ > 0 need not be eigenvectors of
Tj the basis can be taken real: hence the matrix Θj can be taken real.
Therefore it appears that this case simply leads to more complicated
formulae in which at each site j are now associated two spins (σj , σ
′
j), in-
stead of just 1, and the products like
∏h′
j=h
λj,σj
λ0,j
〈j,σj|j+1,σj+1〉
〈j,0|j+1,0〉
, appearing in
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Eq.(1.4) must be replaced by the product
∏h′
j=h(Θj)σj ,σ′j
〈j,σj|j+1,σ′j+1〉
〈j,0|j+1,0〉
.
This amounts at more values of the spins associated with each site: from
d − 1 to (d − 1)2 + 1. There is no need to perform a full spectral decom-
postion and therefore to worry about degeneracies, complex eigenvalues and
eigenvectors, 2 eigenvalues crossing and the like. The only property needed
is that the Θj be as small as necessary for the cluster expansion and to be
analytic in the matrices entries: this is achieved, as mentioned, by taking p
large enough.
Theorem 1 is thus proved. It also yields, as a corollary, theorem 2. If
the Th depend on a parameter z as in the assumption of theorem 2 and the
largest eigenvalue of Th is separated, uniformly in h, by a large enough gap
from the rest of the spectrum: then the property remains valid in a complex
region within a distance 0 < ν ′ ≤ ν of the real interval z ∈ ∆.
The spectral decomposition yields that the largest eigenvalue λ0,h and
the relative eigenvectors 〈h, 0|, |h, 0〉 are analytic in z and the denominators
|〈h, 0|h ± 1〉| (see Eq.(1.4)) are bounded below by a positive δ and, finally
the matrices Θ = 12πi
∮ ζdζ
ζ−T ) with T = Th and the integral on a contour
surrounding the spectra of the Th (or T (x)) but excluding λ0,h has also
analytic matrix elements uniformly bounded.
Therefore the I(J,σJ) are holomorphic in |z| < ν ′ and satisfy essen-
tially the same bounds sufficient for the cluster expansion convergence, i.e.
Eq.(2.5) with suitable δ, γ: and η is small for large spectral gap.
If the spectral gap of the Th is not small it is, nevertheless, smaller
than a prefixed γ for the family of matrices T ′h = Th · · ·Th+q−1 if q is large
enough: the analyticity holds, therefore, as above for the matrices T ′h and
consequently for Th.
This concludes a proof of the Theorems.
3 Comments
Neither the theorem in [5], nor its extensions in [17], have been used, the
ergodic theorem being sufficient in the simple cases considered. The general
and deep result in [5] does not give analyticity: for analyticity a more re-
stricted class of matrices has to be considered, e.g. the class considered in
[20] or here.
2I.e only the largest eigenvalue, which is separated from the rest of the spectrum
by an h-independent factor < 1 (related to the α in lemma 1), and the relative
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A simple application of theorem 1 is to matrices (Tn)σ,σ′ > 0 with 1 ≤
maxσ,σ′(Tn)σ,σ′
minσ,σ′(Tn)σ,σ′
≤ C <∞: they have the cone property with Γ the cone of the
vectors with components ≥ 0 and some, n-independent, cone Γ ′, [5, Sec.3].
This can be immediately applied to obtain free energy analyticity for a 1D
spin glass with short range interaction as remarked in [20, p.69]: indeed the
positivity of (Tn)σ,σ′ > 0 turns the problem into one in Statistical Mechanics
with interaction Jσσ′ = log(Tn)σ,σ′ , [19, p.121].
The analysis is fully constructive for what concerns the contents of The-
orem 1. In fact lemma 1 can be replaced by the solution of finitely many
eigenvalue problems, like the determination of the largest eigenvalue of the
matrices T1, . . . , TN0 or their products with N0 that can be computed a
priori, if the approximation needed is given. N0 is directly related to the
maximum size of the polymers necessary to achieve a desired approximation:
it is a priori determinable through the value of α appearing in lemma 2, the
estimate Eq.(2.4) and the cluster expansion estimates.
Constructivity is only lost, as usual, in the application of the ergodic
theorem, as there is no control on which is the set of matrices for which the
limits like (2.14), exist.
Nevertheless in the case of sequences of matrices randomly chosen with
respect to a τ -ergodic measure the determination of the maximal Lyapunov
exponent (or minimal, depending on the cone property holding)) can be again
expressed constructively, as the integral of the function appearing inside the
sum in Eq.(2.14) setting j = 1, in which the first term is explictly known
while the second, i.e. Φ(1), can be expressed to any prefixed accuracy by
the cluster expansion.
The theorems are not optimal: for instance invertibility of the matrices
Tj , absent in [20, 17], is used only in item (3) of theorem 1: for the remaining
statements it is not needed.
The point of this work has been to show how the cluster expansion
technique can be of great help in problems that can be cast into a statistical
mechanics context: after all it has been among the major achievements
in equilibrium statistical mechanics of the XX century. Its use is limited
to special problems but when applicable (as here) it gives a complete and
constructive solution.
Appendices
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A Algebraic properties of cones
Call ε, “inclination”, the minimum angle between pairs of vectors in Γ and
Γ′; ϑ, “opening”, the maximum angle betwee pairs of vectors in Γ and ϑ′
the maximum angle between vectors in Γ′: π > ϑ > ϑ′ > 0, ε > 0.
proof of Lemma 1: (following [20]) Let T be a d × d matrix and let Γ,Γ ′
be proper, convex, closed cones (with apex at the origin O) in Rd. Suppose
that T Γ ⊂ Γ ′ and a relative inclination ε > 0 of Γ to Γ ′.
Let Γ∗ = {w|〈w|v〉 ≥ 0, ∀v ∈ Γ}. Then, fixed 0 6= v0 ∈ Γ and 0 6= w0 ∈
Γ∗ the maps
v → Tv
〈T ∗w0|v〉
, and w → T ∗w
〈w|Tv0〉
(A.1)
map continuously the convex compact sets {v|〈w0|v〉 = 1} and, respectively,
{w|〈w|v0〉 = 1} strictly into themselves. Hence ∃ a ∈ Γ and a∗ ∈ Γ∗ which
are fixed points of the maps, respectively; hence, if b
def
= a||a|| and b
∗def= a
∗
||a∗||
Tb
||Tb|| = b,
T ∗b∗
||T ∗b∗|| = b
∗ (A.2)
Let Tξ
def
= Tξ||Tb|| and let
K
def
= {ξ|〈b∗|ξ〉 = 0, and b+ ξ ∈ Γ} (A.3)
Since Tb||Tb|| = b and
T ∗b∗
||T ∗b∗|| = b
∗ the set K is mapped into itself by T (e.g.
〈b∗|Tξ〉 = 0 and b + Tξ||Tb|| =
T (b+ξ)
||Tb|| ∈ Γ) and since the cone Γ is shrunk
by T the set K is mapped into TK ⊂ αK with α < 1 (determined by the
inclination and opening angles, see Sec.2).
Hence T
n
(b+ ξ) = b+T
n
ξ and ||T nξ|| ≤ αn. For any v ∈ Γ, v 6= 0, there
is a ν 6= 0 such that v = νb+ ξ, ξ ∈ K, so that
T n(νb+ ξ)
||T n(νb+ ξ)|| ≡
T
n
(νb+ ξ)
||T n(νb+ ξ)|| ≡
(νb+O(αn))
||νb+O(αn)|| −−−−→n→+∞ λb (A.4)
because T and T are proportional: notice that the above analysis implies
that the largest eigenvalue λ0 of T is positive and that it is the unique
eigenvalue of T with maximum modulus.
proof of Lemma 2: (following [20]) Let T ′
def
= T1T2 · · ·Tp and let ϑ,ϑ∗ be
the, respective, normalized eigenvectors with maximum modulus eigenvalue
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λ′ > 0 for T ′ and (T ′)∗ (existing by lemma 1). Define
ϑp
def
= ϑ, ϑp−1 =
Tpϑp
||Tpϑp|| , . . . ,ϑ0 =
T1ϑ1
||T1ϑ1|| = ϑ
ϑ
∗
0
def
= ϑ∗, ϑ∗1 =
T ∗1ϑ
∗
0
||T ∗1ϑ∗0||
, . . . ,ϑ∗p =
T ∗pϑ
∗
p−1
||T ∗pϑ∗p−1||
= ϑ∗
(A.5)
By the argument in the proof of lemma 1 the action of Tj on the plane
orthogonal to ϑ∗j maps it on the plane ϑ
∗
j+1 and contracts by at least α < 1.
Therefore T1T2 · · ·Tp contracts by at least αp in the space orthogonal to ϑ∗,
proving Lemma 2.
B Cluster expansion: a rehearsal
This section follows [8, Ch.7] (in turn based on [18, 9]) and it is here only
for the purpose of making the paper self-contained for the reader. Cluster
expansion is an algorithm to compute the logarithm of a sum
Ξ =
∗∑
J
ζ(J) ≡
∗∑
J
∏
i
ζ(Ji)
ni (B.1)
where: (1) J = (Jn11 , . . . , J
nN
N ) with Ji’s subsets in a box Λ on a d-dimensio-
nal lattice (here d = 1) called polymers and ni ≥ 0 are integers defining the
“multiplicity” of each (or “counting” how many times each set is counted)
hence N = 2|Λ|. The sets J could be decorated by associating to each
site k ∈ J a “spin”, i.e. a variable assuming d − 1 values. However in the
following the decorations will not be mentioned as they would only make
the notations heavier. In the applications in Sec.2 the decorations will be
necessary and the formulae of this section (which correspond to the case
d = 2, i.e. all spins 1) are directly usable simply by imagining that each J
is in fact a pair Y = (J,σJ) where σJ = (σj)j∈J and σj = 1, . . . , d− 1.
(2) ζ(J) =
∏
ζ(Ji)
ni with ζ(J) (small) constants called activities, ζ(∅)def= 1.
(3) the ∗ means that the sum runs over the J’s in which no two of the Ji ∈ J
with multiplicity ni > 0 overlap in the sense that they contain pairs of points
at distance ≤ 1 on the lattice. If J˜ denotes the sets in J which have positive
multiplicity then the ∗ indicates that the sum is restricted to J ≡ J˜ in which
no two of the J ’s intersect.
In applications ζ(J) 6= 0 only for a few of the possible subsets of Λ. For
instance in the present case Λ is the interval [n,N ] and the “polymers” are
just the subintervals.
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The Ξ can certainly be written as exp(
∑
J ϕ
T (J)ζ(J)) by expanding the
log Ξ in powers of the ζ(J): of course the sum in the exponential will involve
J with J ’s which can overlap or that can be counted many times. The ϕT (J)
are suitable combinatorial coefficients.
For instance if Λ is just one point Ξ = 1 + z can be written as the
exponential of
∑∞
k=1
(−1)k+1
k
zk. If Λ consists of two points, say 1 and 2 then
the polymers are ∅, 1, 2, 12 and Ξ = 1 + z1 + z2 + z12 is the exponential of∑
k1+k2+k3>0
(−1)k1+k2+k3+1(k1+k2+k3−1)!
k1!k2!k3!
zk11 z
k2
2 z
k3
12 .
The cluster expansion is the general form of the above examples. It is
of interest, for instance, if
∑&
J |ϕT (J)||ζ(J)| < +∞ where the & means that
the sum is restricted to J’s which contain any fixed point x ∈ Λ (i.e. with
x ∈ ∪
J∈J˜
J). It is therefore necessary to determine conditions that imply
the mentioned convergence.
The first step is to define J+J′ simply as J
n1+n′1
1 , . . . , J
nN+n
′
N
N , i.e. as the
family of polymers with multiplicities equal to the sum of the corresponding
ones in J and J′. Let
F =set of functions F (J)
F0 =set of functions F (J) with F (∅) = 0
F1 =set of functions F (J) with F (∅) = 1
1(J) =
{
0 if J 6= ∅
1 if J = ∅
f ∈F1 ←→ f˜ def= f − 1 ∈ F0
(B.2)
and remark that f ∈ F1 can be written f = 1+ f˜ with f˜ ∈ F0.
Then if f ∗ g(J)def= ∑J1+J2=J f(J1)g(J2), for f, g ∈ F define
Expf(J) =
∞∑
k=0
f∗k(J)
k!
, f ∈ F0
Logf(J) =
∞∑
k=1
(−1)kf˜∗k(J)
k
, f = 1+ f˜ ∈ F1
f∗−1 =
∞∑
k=1
(−1)kf˜∗k, f = 1+ f˜ ∈ F1
〈 f 〉 =
∑
J⊂Λ
f(J), f ∈ F
(B.3)
here all sums over k are finite sums for f in the corresponding domains.
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A key remark is
Log (Exp(f)) = f ∀ f ∈ F0, Exp (Log(f)) = f ∀ f ∈ F1
f∗−1 ∗ f = 1, ∀ f = 1+ f˜ ∈ F1, 〈 f ∗ g 〉 = 〈 f 〉〈 g 〉
(B.4)
If χ(J) =
∏
χ(Ji)
ni is a multiplitive function χ ∈ F then 〈 f ∗ gχ 〉 =
〈 fχ 〉〈 gχ 〉 so that if ϕ ∈ F1 and χ(J) = ζ(J)
〈 f · ζ 〉 = 〈Exp(Log(f · ζ) 〉 = exp 〈 (Logf · ζ) 〉 (B.5)
Therefore call J compatible if ni = 0, 1 (i.e. J = J˜) and the elements of J˜
are not connected then if
ϕ(J) =
{
0 if J is not compatible
1 otherwise
(B.6)
then ϕ ∈ F1 and ϕT = Logϕ ∈ F0 makes sense and
Ξ = 〈ϕ · ζ 〉 = exp 〈ϕT · ζ 〉 ≡ exp
∑
J
ϕT (J) ζ(J) (B.7)
which is the exponential of a power series in the ζ(J) variables.
Calculating ϕT (J) requires computing the sum of finitely many quanti-
ties: if J is represented as a set of “points” or “nodes” and if G is the graph
obtained by joining all pairs of polymers in J which are “incompatible” (re-
garding as different, and incompatible with each other, the ni copies of Ji)
it is, (e.g. see [9, Eq.(4.21)]),
ϕT (J) =
1∏
ni!
∗∑
C⊂G
(−1)# of edges in C (B.8)
where the ∗ means that the sum is restricted to the subgraphs of G which
visit all polymers in G: their number is huge, growing faster than any power
in the number of polymers so that convergence occurs because of cancella-
tions due to the relation in Eq.(B.12).
The series in Eq.(B.7) is certainly convergent for ζ(J)’s small enough:
however the radius of convergence might be very small and Λ dependent.
Define the differentiation operation as
(DΓΨ)(H)
def
=Ψ(Γ +H)
(Γ +H)!
H!
(B.9)
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with Γ! =
∏s
i=1 ni!. The name is attributed because of the validity of the
following rules:
Dγ(Ψ1 ∗Ψ2) = (DγΨ1) ∗Ψ2 +Ψ1 ∗ (DγΨ2),
DγExpΨ = DγΨ ∗ ExpΨ,
(B.10)
A direct check of the above relations can be reduced to the case in which
Γ = nγ, i.e. to the case in which there is only one polymer species γ, and the
check is left to the reader. The first relation above, Leibniz rule, can be seen
as a consequence the combinatorial identity
∑
p1+p2=n
(q1
p1
)(q2
p2
)
=
(q1+q2
n
)
for
all n, q1, q2 with n ≤ q1 + q2.
The definitions lead to the derivation of the expression for ϕT (Γ) in
(B.8): which not only is quite explicit but also implies immediately that
ϕT (Γ) vanishes for nonconnected Γ’s.
To determine sufficient conditions for the convergence which are indepen-
dent on the size of Λ let ϕ̂(Y)
def
= ϕ(Y)ζ(Y) and ∆J(Y)
def
= ϕ̂∗−1 ∗DJϕ̂)(Y).
Then if γ is a polymer, and J,Y are polymer configurations
∆γ+J(Y) =
∑
Y1+Y2=Y
ϕ̂∗−1 ∗ (Y1)ϕ(γ + J+Y2)ζ(γ + J+Y2)
=ζ(γ)
∑
Y1+Y2=Y
ϕ̂∗−1(Y1) ∗ ϕ(γ + J+Y2)ζ(J+Y2) (B.11)
Here no factorials appear because ϕ(J) vanishes unless J = J˜.
Remark that ϕ(γ + J + Y2) = ϕ(J + Y2)
∏
γ′∈Y2(1 + χ(γ, γ
′)) with
χ(γ, γ′) = 0 if γ, γ′ do not overlap and χ(γ, γ′) = −1 otherwise, so that
ϕ(γ + J+Y2) = ϕ(J+Y2)
∑∗
S⊂Y2(−1)|S|, with |S| = number of polymers
in S = (s1, s2, . . .) and ∗ means that the si overlap with γ, for all i. Hence
setting Y2 = S+H
∆γ+J(Y) =ζ(γ)
∗∑
S⊂Y
∑
Y1+H=Y−Ŝ
ϕ−1(Y1)ϕ(J + S+H)ζ(J+ S+H)
=ζ(γ)
∗∑
S⊂Y
(−1)|S|∆J+S(Y − S)
(B.12)
Let r(γ) ≥ |ζ(γ)| and r(X) = ∏γ∈X r(γ); then
Im
def
= sup
1≤n≤m
sup
|J|=n
∑
Y,|Y|=m−n
|∆J(Y)|
r(J)
(B.13)
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and I1 is then I1 = sup
|ζ(γ)|
r(γ) and recursively Im+1 ≤ µmI1 where
µ
def
= sup
γ
|ζ(γ)|
r(γ)
exp
∗∑
J
r(J) (B.14)
where here J is a single polymer (intersecting γ): see [8, Eq. 7.1.28] for
more details on the algebra. Therefore Im+1 ≤ µmI1, if µ < 1.
The latter property µ < 1 holds in various applications, notably in the
present work, to bound Ω(n,N) as well as a few more quantities.
The method has several other applications, see [9], [8, Ch.7]. Here the
polymers J will be σJ corresponding to intervals J (on the lattice [1, N ])
with the associated spin structures σJ . We shall make use of Eq.(B.7) and,
by Eq.(B.7) and the third in (B.10), of
P (J)
def
=
∑
H∋J ζ(H)
Ξ
=
〈DJϕζ 〉
〈ϕζ 〉
= 〈 ϕ̂∗−1 ∗DJ ϕ̂ 〉
= 〈 ϕ̂∗−1 ∗DJExp(ϕ̂T ) 〉 = 〈DJ ϕ̂T 〉, ϕ̂ ≡ ϕζ
(B.15)
In an ensemble in which the polymer configurations J in Λ are given a
weight proportional to
∏
γ∈J ζ(γ) this would be the probability of finding a
configuration of polymers containing the polymer J if ζ(γ) ≥ 0. Hence the
complementary sum P ′(J)
def
=
∑
H∈J
ζ(H)
Ξ will be such that P (J)+P
′(J) = 1.
C Dynamical systems application
Let F be a smooth compact manifold and τ a smooth, smoothly invertible,
map on F (take smooth to mean C∞, for simplicity). At each point x ∈ F
there are proper closed convex cones Γ(x) ⊃ Γ ′(x), with apex at x in a linear
space E(x) of dimension d smoothly dependent on x (and call its adjoint
E(x)∗). The cones are also supposed to depend smoothly on x.
Definition: The minimum angle between vectors on the boundary of Γ(x)
and on that of Γ ′(x) will be called inclination ε(x); while the maximum angle
between vectors in Γ(x) will be called ϑ(x), likewise define ϑ′(x).
Let T (x), x ∈ F , be an invertible mapping of E(x) onto E(τx), and
T (x) maps Γ(x) into Γ ′(τx) ⊂ Γ(τx) with Γ ′(x)/{x} ⊂ Γ(x)0 and
T±(x),Γ(x),Γ ′(x), ε(x), ϑ(x), ϑ′(x) be smooth, π > ϑ(x) > ε(x), ϑ′(x) > 0.
Making use of Lemma 1, 2 in Appendix A it will not be restrictive to suppose
that T (x) is “almost diagonalizable” in the sense that there exist λ0(x),
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|x, 0〉 ∈ E(τx), 〈x, 0| ∈ E(x)∗ smoothly dependent on x and Θ(x) with norm
such that ||Θ(x)||/λ0(x) is smaller than a prefixed quantity (x-uniformly):
T (x) = λ0(x)|x, 0〉〈x, 0|+Θ(x) (C.1)
Then setting Th
def
= T (τ−hx) and repeating the proof of theorem 1 leads to
Theorem 3: Let T (x) be as above. Let x→ v(x) ∈ Γ ′(x), ||v(x)|| ≡ 1 be a
measurable function (not necessarily continuous), it is
(1) There are continuous functions x → b(x) ∈ Γ(x), x → Λ(x, p) and
x→ Λ(x, p), p = 0, 1, . . ., such that, for all p > 0, x ∈ F , v, exist the limits
b(x) = lim
N→∞
T (x) · · · T (τ−(N−1)x)v(τ−(N−1)x)
Λv(x,N)
Λ(x, p) = lim
N→∞
Λv(τ
−px,N)
Λv(x,N)
> 0,
(C.2)
(2) The vectors b(x) are eigenvectors for products of T (τ−jx) in the sense
b(τ−px) = Λ(x, p)T−1(τ−(p−1)x) . . . T−1(x) b(x) (C.3)
(3) b(x),Λ(x, p) are v-independent and continuous in x ∈ F and ∃B such
that B−1 < ||b(x)|| < B; if T (x) is the Jacobian of τ−1 the unit vector b(x)||b(x)||
will be called the unstable unit vector, or unstable direction, at τx.
(4) The upper and lower limit values ℓ±(x) of 1
p
log Λ(x, p) as p → ∞ are
constant along trajectories, i.e. k-independent if evaluated at τ−kx.
The continuity is an extra property due to the continuity of the terms ap-
pearing in the cluster expansion. Analiticity of b(x),Λ(x, p) can be obtained
as in the case of theorem 2 under natural analogous assumptions.
If x is chosen randomly with respect to an invariant measure ρ then the
limits in item (4) are a.e. equal (as in the case of Sec.2: via the cluster ex-
pansion, they are represented as “Birhoff averages”. If ρ is ergodic the limits
not only exist but are x-independent a.e. and b(x) identifies the unstable
direction at x while ℓ = ℓ+ = ℓ− is the maximum Lyapunov exponent.
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