It is known that there is a close analogy between "Euclidean t-designs vs. spherical t-designs" and "Relative t-designs in binary Hamming association schemes vs. combinatorial t-designs". In this paper, we want to prove how much we can develop a similar theory in the latter situation, imitating the theory in the former one. We first prove that the weight function is constant on each shell for tight relative tdesigns on p shells on a wide class of Q-polynomial association schemes, including Hamming association schemes. In the theory of Euclidean t-designs on 2 concentric spheres (shells), it is known that the structure of coherent configurations is naturally attached. However, it seems difficult to prove this claim in a general context. In the case of tight 2-designs in combinatorial 2-designs, there are great many tight 2-designs, i.e., symmetric 2-designs, while there are very few tight 2e-designs for e ≥ 2. So, as a starting point, we concentrate our study to the existence problem of tight relative 2-designs, in particular on 2 shells, in binary Hamming association schemes H(n, 2). We prove that every tight relative 2-designs on 2 shells in H(n, 2) has the structure of coherent configuration. We determined all the possible parameters of coherent configurations attached to such tight relative 2-designs for n ≤ 30. Moreover for each of them we determined whether there exists such a tight relative 2-design or not, either by constructing them from symmetric 2-designs or Hadamard matrices, or theoretically showing the non-existence. In particular, we show that for n ≡ 6 (mod 8), there exist such tight relative 2-designs whose weight functions are not constant. These are the first examples of those with non-constant weight.
Introduction
As is well known, there is a close analogy between the theory of combinatorial t-designs (t-(v, k, λ) designs) and the theory of spherical t-designs. Furthermore, it is known that there is a close analogy between the theory of Euclidean t-designs and the theory of relative t-designs in binary Hamming association schemes H(n, 2). Although this last analogy is known, it is not very well known up to now. (See, Delsarte [14, 16] , Delsarte-Seidel [17] , Bannai-Bannai [6] .) The purpose of the present paper is to dig into more on this analogy. The theory of spherical harmonics has been developed into a very elaborate stage, and the theory is extremely beautiful. On the other hand, the theory of spherical functions on (Qpolynomial) association schemes is also developed, but in a sense it is more sophisticated. So, we need more careful treatments in order to get similar results known in Euclidean tdesigns, for relative t-designs on Q-polynomial, say, binary Hamming association schemes H(n, 2).
For example, the tight spherical t-designs as well as the theory of tight combinatorial t-designs are both well studied, although complete classifications are not yet obtained at this stage. (Cf. [18] , [8] , [9] , [11] , [22] , etc. for tight spherical t-designs, and RayChaudhuri and Wilson [23] , Enomoto-Ito-Noda [20] , Bannai [1] , Dukes-ShortGershman [19] , etc. for tight combinatorial designs.) For tight Euclidean t-designs, the theory was developed in certain cases ( [2, 3, 4, 5, 12, 13] ). On the other hand, the theory of tight relative t-designs in H(n, 2) is less developed, so far. So, we will try to see how much the methods in Euclidean t-designs can be applied in the study of tight relative t-designs in H(n, 2). Here, we are mostly interested in the case where the number of spheres supporting the Euclidean designs or the number of shells supporting the combinatorial t-designs are relatively small, equal to 2 in most cases. Also, we must put some strong restrictions on t, in some cases. In this paper, we want to obtain the following explicit results. (i) We prove that for tight relative 2e-designs in a Q-polynomial association scheme, the weight function must be constant on each shell of the design, with a mild additional assumption. (See Theorem 2.1). In the latter part of this paper, we restrict our study to tight relative 2e-designs in H(n, 2), and also to e = 1. These are very strong restrictions, but still there are interesting examples and interesting theories. (ii) Using general theory of the study of tight relative 2e-designs in H(n, 2), we determine all the possible parameters of the tight relative 2-designs on 2-shells in H(n, 2), for explicit small values of n, say n ≤ 30. Then, (iii) we determine the existence and the non-existence with those parameters listed in (ii). Very interesting feature is that we did find some examples of tight relative 2-designs in H(n, 2), where the weight functions are not constant. It seems such examples were not known explicitly before. Here, we use some results obtained in [21] .
Our results obtained in this paper are only for special cases, but we expect that this approach will shed some light on the future studies of more general theory of (tight) relative 2e-designs for bigger e in more general Q-polynomial association schemes. As for the information on association schemes, e.g., more general P-polynomial, Q-polynomial or P-and Q-polynomial schemes refer [10] .
Now we introduce notation we use in this paper and some important definitions. Let X = (X, {R} 0≤r≤d ) be a symmetric association scheme. Let u 0 ∈ X fixed arbitrarily. Let X r = {x ∈ X | (u 0 , x) ∈ R r } for r = 0, 1, . . . , d. X 0 , X 1 , . . . , X d are called shells of X. F (X) be the vector space consists of all the real valued functions on X. In the following argument we often identify F (X) with the vector space R |X| indexed by X. When we consider spherical designs or Euclidean designs, we use the properties of vector spaces of polynomials. For the usual polynomials in n variables defined on R n , it is convenient to consider the subspaces Hom j (R n ) spanned by all the homogeneous polynomials of degree j. If X is a P-polynomial scheme, it is natural to consider the following subspace of F (X).
For any z ∈ X j , we define f z ∈ F (X) by f z (x) = 1 if x ∈ X i , i ≥ j and (x, z) ∈ R i−j , 0 other wise.
(1.1)
Let Hom j (X) = f z | z ∈ X j . Then we have the following decomposition of F (X) into direct sum of subspaces.
F (X) = Hom 0 (X) + Hom 1 (X) + · · · + Hom d (X).
(1.2)
Clearly we have dim(Hom j (X)) = |X j | = k j (0 ≤ j ≤ d).
When X is a Q-polynomial scheme, it is natural to consider the following subspace of F (X). Let E 0 , E 1 , . . . , E d be the primitive idempotents which give the Q-polynomial structure of X. For each E j , let L j (X) be the subspace of F (X) spanned by all the column vectors of E j . Then we have dim(L j (X)) = rank(E j ) = m j and we have the following decomposition of F (X) into orthogonal sum of subspaces.
For each of the decomposition of F (X) given above we can develop theory of relative t-designs for weighted subset (Y, w) of X using the similar setting as for the Euclidean designs. We use the following notation. Let {r 1 , r 2 , . . . ,
As for the decomposition given by (1.2) for H(n, 2), Delsarte-Seidel [17] defined the design as regular t-wise balanced design.
In this paper we consider the decomposition (1.3) for Q-polynomial schemes. The concept of relative t-design with respect a fixed point u 0 ∈ X is related to the decomposition given by (1.3) for Q-polynomial schemes. It was first defined by Delsarte in 1977 [16] . Without noticing his paper, we gave a definition of relative t-designs with respect to u 0 ∈ X analyzing the concept of Euclidean t-designs [6] . Later H. Tanaka informed us the existence of the paper by Delsarte in 1977 [16] . In [6] , we prove that our definition is equivalent to that of Delsarte. We found that the theory of relative t-designs with respect to a fixed point is very similar to the concept of Euclidean design, in which the origin 0 ∈ R n is a special point. The following is the definition of relative t-design in the style of Euclidean t-design (see [6] ). 
The following theorem is known [6] . Theorem 1.2 Let (Y, w) be a relative 2e-design of a Q-polynomial scheme. Then the following inequality holds.
where In the following we only consider the nontrivial tight 2e-designs (Y, w). That is, Y does not contain X r for any r, 0 ≤ r ≤ d.
holds for Q-polynomial schemes with some trivial exceptions. For binary hamming scheme it is proved that the conjecture is true [24] .
(2) In [17] , it is proved that a regular 2e-wise balanced design (Y, w) satisfies
However Delsarte-Seidel [17] mentioned that the explicit computation of dim(Hom 0 (S)+ Hom 1 (S) + · · · + Hom e (S)) will be difficult. Recently Xiang [24] proved that
holds for H(n, 2). It is also proved that
for some P-and Q-polynomial schemes including H(n, 2) [7] . Hence conjecture is correct for H(n, 2), if S = X r 1 ∪ X r 2 · · · ∪ X rp satisfies some suitable condition to avoid the cases which trivially do not satisfy the conjecture.
In §2, we give our main results. In §3 and §4, we give the proofs of the main results.
Main theorems
Theorem 2.1 Let X = (X, {R r } 0≤r≤d ) be a Q-polynomial scheme. Let G be the automorphism group of X. Let (Y, w) be a tight relative 2e-design with respect to u 0 supported by p shells. Assume that the stabilizer G u 0 of u 0 acts transitively on every shell X r , 1 ≤ r ≤ d. Then the weight function w of any tight relative 2e-design (Y, w) is constant on each
Theorem 2.2 Let (Y, w) be a tight relative 2-design of the binary Hamming scheme H(n, 2) supported by 2 shells, S = X r 1 ∪ X r 2 . Let N r i = |Y r i |, w(y) = w r i on y ∈ Y r i for i = 1, 2.
(1) For any integers r 1 , r 2 satisfying 1 ≤ r 1 < r 2 ≤ n − 1, the following holds
This means that Y = Y r 1 ∪ Y r 2 has a structure of coherent configuration.
(2) Assume 1 ≤ r 1 < r 2 ≤ n − 1 and n ≤ 30, then the set of parameters {n, r 1 , r 2 , N r 1 , N r 2 , α 1 , α 2 , γ, 
) whose weights satisfy
, that is, w is not constant on Y .
(4) If n ≤ 30, w r 1 = w r 2 and n ≡ 6(mod 8) or n ≡ 6(mod 8) and Y is not related to the Hadamard matrices in (3), then there is no tight relative 2-designs with respect to u 0 .
Remark 2.3
Since we consider only nontrivial tight designs and |X 0 | = |X n | = 1, we may assume 1 ≤ r 1 < r 2 ≤ n − 1.
In §3, we give the proof of Theorem 2. } for tight relative 2-design (Y, w) with respect to u 0 for n ≤ 30. We give two kind of construction theorems. One is the construction from Hadamard matrices and the other is the construction from symmetric designs (Proposition 4.5 in §4. 4) .
To obtain the feasible parameters, {n, r 1 , r 2 , N r 1 , N r 2 , α 1 , α 2 , γ,
} in the table given in §4, we mainly used the properties of Q-polynomial structure of H(n, 2). In [16] , Delsarte proved that if association scheme is attached to a regular semi lattice (then it is a Ppolynomial scheme), and if it also has Q-polynomial structure with it's ordering, then (Y, w) is a relative t-design with respect to u 0 if and only if it is a geometric relative t-design with respect to u 0 . For H(n, 2), a geometric relative t-design with respect to u 0 is nothing but a regular t-wise balanced design. In §4.3 we briefly introduce regular semi-lattices and geometric relative t-designs. We also use the property of regular t-wise balanced design (Proposition 4.4 in §4) to show the non-existence of such a design for some feasible parameters in the table.
Remark 2.4 We conclude this section by mentioning that Woodall [25] , in particular Theorem 8 in [25] essentially discuss similar problem as ours under the additional assumption that the weight function is constant. It would be interesting to compare our approach with that of Woodall [25] 3 Proof of Theorem 2.1
Let L(S) be the vector space of real valued functions on S. We consider the inner product on L(S) defined for f, g ∈ L(S) by
with respect to this inner product. Let H be the matrix whose rows are indexed by Y with N columns whose (y, i)-entry is defined by w(y)
Then we have the following
H is an invertible matrix and H t H = I holds. Then we have
We introduce the following notation. Let φ
be a set of functions whose restrictions to S forms a basis of L 0 (S) + L 1 (S) + · · · + L e (S). Let u s ∈ X ls . For simplicity let us write φ s = φ (js) us for s = 1, 2, . . . , N. From {φ 1 , φ 2 , . . . , φ N } we construct a set of {ϕ 1 , . . . , ϕ N } whose restrictions ϕ 1 | S , . . . , ϕ N | S to S forms an orthonormal system in L(S). It is well known that Gram-Schmidt's method gives the following formula for ϕ 1 , . . . , ϕ N .
where D j is the Gram determinant given by
The formula (3.5) means ϕ j is given by the linear sum of φ l with coefficient given by the (j, l)-cofactor of the matrix given in (3.5). Let y 1 , y 2 ∈ Y ∩ X r i . By the assumption of this theorem G u 0 is transitive on X r i . Hence there exists σ ∈ G u 0 satisfying σ(y 1 ) = y 2 . Since σ(u 0 ) = u 0 and u s ∈ X ls , we must have σ(u s ) ∈ X ls for s = 1, 2, . . . , N. Let φ 
Let {ϕ 
This implies w(y 1 ) = w(y 2 ) and completes the proof of Theorem 1.1.
Important propositions
It is known that the binary Hamming scheme H(n, 2) satisfies the assumption of Theorem 2.1. First we introduce notation for H(n, 2). Let F = {0, 1} and X = F n and H(n, 2) = (X,
Let (Y, w) be a relative tight 2e-design of H(n, 2) supported by p shells, i.e., S =
). Then by Theorem 2.1 we have |Y | = N and w(y) = w r i for any y ∈ Y r i = Y ∩ X r i , i = 1, . . . , p, with positive real numbers w r 1 , . . . , w rp . In the proof of Theorem 2.1, we showed that for any orthonormal basis {ϕ 1 , . . . , ϕ N } of L 0 (S)+L 1 (S)+· · ·+L e (S) with respect to the inner product defined by (3.1) then
holds holds for any x, y ∈ Y . We use this property and investigate the relations between the constants N(= |Y |), r 1 , . . . , r p ,
) and w r 1 , . . . , w rp . It is known that the first and second eigen matrices P and Q of H(n, 2) coincide and given by
In particular k i = m i = n i holds for i = 0, 1, . . . , n. We consider the relative 2-design (Y, w) with respect to u 0 , on S = X r 1 ∪ X r 2 . Without loss of generality we may assume u 0 = (0, 0, . . . , 0). Then x ∈ X r if and only if |x| = r. Let X 1 = {u 1 , . . . , u n } (note that k 1 = m 1 = n in this case). We use the following notation.
. So in our case we assume 1 ≤ r 1 < r 2 ≤ n − 1, and
By definition, W r i = N r i w r i holds for i = 1, 2. The following propositions play the important role for the proof of Theorem 2.2.
Wr ν n(n−1)
We use the following notation:
. . , φ n , φ 0 } by Gram-Schmidt's method with this ordering. Then we have the following formulas.
(2) If there exists an nonzero even integer α ν satisfying 2 ≤ α ν ≤ 2r ν , and x, y ∈ X rν (ν = 1, 2), with (x, y) ∈ R αν , then the following holds.
If there exists an even integer γ satisfying (x, y) ∈ R γ , for x ∈ X r 1 and y ∈ X r 2 , then the following holds.
Proof of the propositions
Proof of Proposition 4.1 (1):
This proves Proposition 4.1 (1) . (2) and (3):
Therefore we have
This implies (2) . If u i = u j , and 1 ≤ r 1 < r 2 ≤ n − 1, then
(4.17)
Proof of Proposition 4.2 (4.4) and (4.7) are already shown. According to the Gram-Schmidt's method let
Then we must have
Thus h 2 satisfies (4.5) and (4.8). We prove (4.5) and (4.8) by induction on i. Assume that (4.5) and (4.8) hold for any i ≤ s − 1, s ≤ n and we will show that they also hold for i = s.
. By continuing such straight forwarded computation we obtain
and we can verify the formula (4.8) for h s 2 . This completes the proof for (4.5) and (4.8). Next let
Then we have the following.
By straight forwarded computation we obtain a 1 = a 2 = · · · = a n . This implies (4.6).
This completes the proof of Proposition 4.2.
Proof of Proposition 4.3
Choose the ordering of the elements in X 1 , we may assume
Hence
(4.24)
.
(4.28)
Since W r 1 = N r 1 w r 1 and W r 2 = (n + 1 − N r 1 )w r 2 , (4.25), (4.26), (4.27) and (4.28) imply
(4.29)
This completes the proof for (1).
(2): Let ν = 1 or 2. Let x, y ∈ Y rν and x = y. then (x, y) ∈ R αν , α ν = 2, . . . , 2r ν . Let (x, y) ∈ R αν . Then take the ordering of {u 1 , . . . , u n } so that x = {1, 2, . . . , r ν } and y = { 1 2
(4.36) 
Then using the formula in Proposition 4.1, we have
This implies
Then substitute W r 1 = N r 1 w r 1 , W r 2 = (n + 1 − N r 1 )w r 2 , where w r 2 is given in (1), we obtain (2) . (3): Let x ∈ Y r 1 and y ∈ Y r 2 . Then (x, y) ∈ R r 2 −r 1 +2a with an integer a satisfying 0 ≤ a ≤ r 1 . Choose the ordering of the elements in X 1 so that x = {1, 2, . . . , r 1 } and y = {a + 1, a + 2, . . . , a + r 2 }. hold. Then for 1 ≤ i ≤ a we have
(4.51)
(4.53)
Hence we have
(4.58)
Then (4.54), (4.55), (4.56), (4.57) and (4.58) implies
Then we have (n − 1)((n − r 2 )r 1 − na) r 1 (n − r 1 )W r 1 + r 2 (n − r 2 )W r 2 = 0, and a = (n−r 2 )r 1 n . This implies (3).
Regular semi-lattices and Geometric relative t-designs
There is one more important property satisfied by geometric relative t-designs of association schemes attached to regular semi-lattices. In [16] , Delsarte proved that if Ppolynomial association scheme has the property of regular semi-lattice and also satisfies the Q-polynomial property, then (Y, w) is a relative t-design with respect to a point u 0 if and only if (Y, w) is a geometric relative t-design with respect to the regular semi-lattice. Let X = (X, {R i } 0≤i≤n ) be the P-polynomial scheme associated with a regular semi-lattice Λ. Let h be the hight function of Λ with 0 ≤ h(x) ≤ n. Let Λ j = {x ∈ Λ | h(x) = j} for j = 0, 1, . . . , n. Then X is the top fiber Λ n = {x ∈ Λ | h(x) = n} of Λ. Let χ ∈ F (X).
Assume χ(x) ≥ 0 for any x ∈ X. Let j ∈ {1, 2, . . . , n} and we define the following function λ j,χ on Λ j by
If the following condition satisfied, then χ is called geometric relative t-design with respect to a point u 0 ∈ X. For any integer satisfying 0 ≤ j ≤ t, there exists a constant λ u 0 ,j and
holds for any z ∈ Λ t satisfying h(z ∧ u 0 ) = j. Now we consider the semi-lattice structure which gives H(n, 2).
. Then Λ is a regular semi-lattice with the hight function h. Clearly the top fiber is Λ n = F n and Λ n gives association scheme H(n, 2). Now we consider the geometric relative t-design with respect to u 0 = (0, 0, .
(4.62)
For any u ∈ X j , we define u = {i | u i = 1} = {i 1 , . . . , i j }. Then there exists z = (z 1 , . . . , z n ) ∈ Λ t satisfying z i 1 = z i 2 = · · · = z i j = 1 and |{i | z i = 0}| = t − j. Then x ∈ Λ n satisfies x ≥ z if and only if u ⊂ x. Let Y = {y ∈ X | χ(y) > 0} and w(y) = χ(y) for y ∈ Y , then (Y, w) is a relative t-design in the style of Definition 1.1 (see more information in [15, 16, 6] ). The argument given above implies the following proposition.
Proposition 4.4 Let (Y, w) be a relative t-design in H(n, 2) with respect to u 0 = (0, 0, . . . , 0). Then for any u ∈ X j y∈Y,u⊂y
Please refer [15] for more information on regular semi-lattices.
Proof of Theorem 2.2
Proposition 4.3 (2) and (3) imply Theorem 2.2 (1).
List of possible parameters for n ≤ 30
We first determined the parameter set {n, r 1 , r 2 , N r 1 , N r 2 , α 1 , α 2 , γ,
} according to the formula given in Proposition 4.3. If (Y, w) is a relative t-design with respect to u 0 , then (Y, µw), (µw)(y) = µw(y) for y ∈ Y , is also a relative t-design with respect to u 0 for any positive real number µ. Therefore in the following argument we assume w r 1 = 1. We apply Proposition 4.4 and determine λ 1 and λ 2 . For this purpose we count the elements in the set {(x, y) | x ∈ X i , y ∈ Y } for i = 1, 2. Then we have
We note that if w r 1 = w r 2 = 1, then λ i = |{y ∈ Y | u ⊂ y}| for any u ∈ X i for i = 1, 2 and λ 1 , λ 2 must be integers. We list the feasible parameters n, r 1 , r 2 , N r 1 , N r 2 , α 1 , α 2 , γ, w = w r 2 (w r (7) (14) 10 21 21 10 14 14 17 1 14 
Constructions
First we give two kind of construction theorem. First one is the construction by Hadamard matrices. Let m ≡ −1 (mod 4), and n = 2m. Suppose there is an Hadamard matrix H m+1 of size (m + 1) × (m + 1). Let h 1 , h 2 , . . . , h m+1 be the row vectors of H m+1 . We may assume that each vector h j is of the following form by normalization, i.e., h j = (+, a j,1 , a j,2 , . . . , a j,m ) with a j,ν ∈ {+, −}, 1 ≤ ν ≤ m. First we define Y 2 ⊂ X 2 in the following way.
Then
. Next we define Y m in X m using m + 1 row vectors h 1 , . . . , h m+1 of H m+1 . For each h j (1 ≤ j ≤ m + 1), we define y(h j ) = (y j,1 , y j,2 , . . . , y j,2ν+1 , y j,2ν+2 , . . . , y j,2m−1 , y j,2m ) ∈ X m as follws: the (2ν − 1)-th and 2ν-th entries y j,2ν−1 , y j,2ν of y(h j ) are given by Next one is the constructions from symmetric designs. The following proposition is known.
Proposition 4.5 (Woodall [25] ) Let (V, B) be a symmetric design 2-(n+1, k, λ) design. Let the point set V = {0, 1, 2, . . . , n}.
(
It is known that the complement of a symmetric design is also a symmetric design. Therefore using Proposition 4.5, we can construct tight relative 2-design of H(n, 2) with respect to u 0 = (0, 0, . . . , 0) for each set of parameters in the table satisfying w = 1 except for n = 27. (21) are constructed by using Hadamard matrices according to the method given above (Theorem 2.2 (3)).
(2) For n = 27 the parameters do not correspond to symmetric 2-(n + 1, k, λ) designs.
Non-existence
In the following we prove that for each set of parameters with " × " in the last column, tight relative 2-design does not exist. 
(2) Let u ∈ X 2 , and let λ
Proof (1) (a) Let u ∈ X 1 be fixed arbitrarily and consider the following sum.
y∈Y, u⊂y {x,u}⊂y, x∈X 1 , x =u
The left side of (4.68) has the following reformation.
Therefore we must have
On the other hand Proposition 4.4 implies
Since the coefficient matrix of equations (4.70) and (4.71) with variable λ
1 (u) is nonsingular λ u , u ∈ X 1 and φ (2) u , u ∈ X 2 imply equation (4.66) and (4.67) respectively. Proposition 2.2 (2) in [21] implies that if (4.66) and (4.67) are satisfied for each u ∈ X 1 and u ∈ X 2 respectively, then (Y r 1 ∪ Y r 2 , w) is a relative 2-design. On the other hand Proposition 4.4 implies
for any u ∈ X 2 . In the following we will show that for each case marked " × ", there is no set of integers {λ
1 } ∪ {λ
2,C (u), λ
2 (u), λ
2,C (u) | u ∈ X 2 } satisfying (4.66), 
2,C (u) = 0.
On the other hand (4.72) implies λ
2 (u) = λ 2 = 1. Since 0 ≤ λ
2 , λ
2,C ≤ 5, λ
2,C ≤ 6, and λ
2,C ≤ 6, only solution for these equations is λ
2,C (u) = 0. This contradict r 2 = 5.
• 10(4): We have 2 solutions λ − 8λ
2,C (u) = 0 and 25λ
2,C (u) = 2 is the unique solution of these equations. This contradicts r 1 = 4.
•12(5): r 1 = 6, r 2 = 8, N r 1 = 4, N r 2 = 9. We obtain λ 
2,C (u) = 0. This contradicts r 2 = 9.
• 18(4): Similar computation shows that there is unique solution λ 
2,C (u) = 3. This contradicts r 1 = 5.
• 20(4): Similar computation shows that there λ • 20(7): r 1 = 12, N r 1 = 5. In this case we have the following solutions. λ 2 (u) = 0 for any u ∈ X 2 . This contradicts r 2 = 7.
• 21(2): r 1 = 3 and N r 1 = 7. Similar computation implies there is unique solution λ
2,C (u) = 0. However in this case we have α 1 = 6 implies |y 1 ∩ y 2 | = 0 for any distinct y 1 , y 2 ∈ Y r 1 . This shows that there exists u ∈ X 2 satisfying λ (1) 2 (u) = 0. This is a contradiction.
• 21(5): There is a unique solution λ
2,C (u) = 4. This contradicts r 1 = 7.
• 21 (6) . There is a unique solution λ
2,C (u) = 3. This contradicts r 1 = 7.
• 21(8): There is a unique solution λ
2,C (u) = 1. This contradicts r 1 = 7.
• 21(9): r 1 = 9 and N r 1 = 7. We have λ 2 ({1, 4}) = 3 implies {1, 4} ⊂ y j , for j = 1, 2, 3. This is impossible.
• 21(10): r 1 = 12, N r 1 = 7. We have λ 2 ({1, 7}) = 4 and 1 ∈ y j , j = 5, 6, 7 imply {1, 7} ⊂ y j , j = 1, 2, 3, 4. This is a contradiction.
• 21(12): r 2 = 18, N r 2 = 7. We have λ 2 (u) = 6 for any u ∈ X 2 . Let Y r 2 = {y i | 1 ≤ i ≤ 7}. Since r 2 = 18 and α 2 = 6, |y i ∩ y j | = 15 for any distinct y i , y j ∈ Y r 2 . We may assume y 1 = {i | 1 ≤ i ≤ 18} and y 2 = {1, 2, . . . , 15, 19, 20, 21}. Since λ (2) 1 = 6, we may assume 1 ∈ y j , for j = 1, 2, 3, 4, 5, 6 and 1 ∈ y 7 . Then it is imposible to have λ 2 (u) = 0. This contradicts r 2 = 13.
• 26(6), 26(7) and 26(8): We have λ . This is a contradiction.
• 27(2): λ . This is a contradiction. 2 (u) = 0 for any u ∈ X 2 . This contradicts r 2 = 10.
• 30(3): We have λ 2 (u) = 0 for any u ∈ X 2 . This contradicts r 1 = 10.
• 30(15): r 1 = 10 and N r 1 = 6. We have λ = 3, we may assume {1, 2} ⊂ y 3 and 1, 2 ∈ y j for j = 4, 5, 6. Then it is impossible to have λ 
