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Abstract
In this paper we consider the numerical solution of the Allen-Cahn type diffuse
interface model in a polygonal domain. The intersection of the interface with the
re-entrant corners of the polygon causes strong corner singularities in the solution.
To overcome the effect of these singularities on the accuracy of the approximate
solution, for the spatial discretization we develop an efficient finite element method
with exponential mesh refinement in the vicinity of the singular corners, that is
based on (k − 1)th order Lagrange elements, k ≥ 2 an integer. The problem is
fully discretized by employing a first-order, semi-implicit time stepping scheme with
the Invariant Energy Quadratization approach in time, which is an unconditionally
energy stable method. It is shown that for the error between the exact and the
approximate solution, an accuracy of O(hk + τ) is attained in the L2−Norm for the
number of O(h−2 lnh−1) spatial elements, where h and τ are the mesh and time
steps, respectively. The numerical results obtained support the analysis made.
Keywords: Allen-Cahn equation, non-convex polygon, mesh refinement, corner sin-
gularities, finite element method, invariant energy quadratization, error estimation.
MSC 2010. 65M50, 65M60, 65M15, 65Z05
1 Introduction
It is well-known that the solutions of nonlinear diffusion equations which have very
small diffusion coefficients or very large reaction terms often develop internal transition
layers, called interfaces, that separate the spatial domain into different phase regions.
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Moreover, when these problems are posed in two-dimensional, non-convex polygonal
domains, the solutions can also exhibit corner singularites. The classical finite-difference
and finite element methods become ineffective around the singular corners and methods
with special constructions are required for highly-accurate solutions, for which knowledge
of the nature of the corner singularities becomes crucial.





which is a simple model of evolution of antiphase boundaries, where ε > 0 is a small
parameter and f(u) is a bistable nonlinearity. The Allen-Cahn equation has been widely
used to model various phenomena in nature. In particular, it has become a basic model
equation for the diffuse-interface approach developed to study phase transitions and
interfacial dynamics in material science [2]. Starting from arbitrary initial data, the
solution of equation (1.1) develops interior layers, or interfaces. On one side of the
interface, u ∼ u+ and on the other side u ∼ u−. The stable solution corresponds to an
interface with a minimal perimeter that intersects the sides of the boundary orthogonally
([3], [4]).
Due to the nonlinearity in the equation, the solution of the Allen-Cahn equation
can only be sought numerically. However, numerical methods regarding the solution
of this equation have been largely considered in convex polygonal domains. To name
a few of these studies, in [5] details were provided about the effectiveness of the high
order and adaptive discretization schemes and the desirable choices of discretization
parameters for simulations with very small interfacial width ε, a brief review and a critical
comparison of the performance of several numerical schemes for solving the Allen-Cahn
equation is presented in [6], and in [7] the error estimates for selected schemes with a
spectral-Galerkin approximation for the numerical solution of the Allen-Cahn equation
is analysed. However most of these methods cannot be directly applied in domains with
re-entrant corners due to the possible low regularity of the solution at the intersection
of the interface with the corners.
In this paper, we consider the numerical solution of the Allen-Cahn equation (1.1) in
non-convex polygons. To overcome the effect of the corner singularities on the accuracy
of the approximate solution, exponentially refined polar meshes are constructed in the
vicinity of the corners of the polygon for the spatial finite element mesh. The proposed
local mesh refinement is exponential in the polar radius r, uniform in the polar angle
θ, and connected with the mesh in the remainder of the domain so that no additional
techniques are required for coupling the solution in the subdomains. We obtain the
numerical solution on the constructed mesh by using the finite element method based
on (k − 1)th order Lagrange elements in space, k ≥ 2, for all t ≥ 0.
To fully discretize the problem, we consider the use of an unconditionally energy
stable scheme for the time-stepping discretization. When the underlining energy law is
stable in the fully discretized equation, it is generally possible to use a relatively coarse
mesh in the simulation. Consequently such a method can reduce the cost of compu-
tation. Some energy stable temporal approximation methods include a second-order
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energy scheme introduced in [8] for a hydrodynamic phase-field model of binary fluid
mixtures, the Scalar Auxiliary Variable approach presented in [9] as an energy stable
scheme for a large class of gradient flows, and the modified second-order backward differ-
entiation formula (BDF2) developed in [10] for the square phase-field crystal equation.
Further studies on energy stable temporal schemes for the Cahn-Hilliard equation are
also presented in [11]-[13].
In this paper, for the time discretization we employ a first-order, semi-implicit time
stepping scheme with the Invariant Energy Quadratization (IEQ) approach. The IEQ
Method, which is unconditionally energy stable, was first introduced in [14], and was
applied for the Allen-Cahn equation in [15]. This is an efficient method since it requires
the solution of a system of linear equations at each time step, and its analysis can easily
be extended to a second-order scheme.
Finally we consider the error estimation of the developed method, and analyze the
use of the refined mesh, as well as the application of a first-order time stepping scheme
with the IEQ approach for the finite element solution of the problem. We show that
the error between the solution obtained from the fully discretized problem and the exact
solution has an accuracy of O(hk + τ) in the L2-norm for the number of O(h−2 lnh−1)
spatial elements, where h, τ are the mesh and time steps, respectively, and k ≥ 2 is an
integer. The numerical results obtained support the theoretical analysis made.
The obtained error bound is based on the simplifying assumption that the interface
width ε is fixed. Letting ε → 0 would require either using a very small spatial mesh
step or the application of a numerical technique such as adaptive mesh refinement for
obtaining the nmerical solution at the interface [16]. Nevertheless, the approach we have
taken is an efficient alternative to using adaptive mesh refinement in the case of fixed ε,
as our aim is to obtain a priori error estimates.
The structure of the paper is as follows. In Section 2 we give the problem formulation.
In Section 3 we provide some preliminary results related to the corner singularities in the
solution of second-order differential equations in non-convex polygons. In Section 4 we
describe the proposed method for computing the numerical solution of the introduced
initial-boundary value problem. Section 5 is devoted to the error analysis of the method.
In Section 6 we present the solutions of the numerical examples solved by the proposed
method, and finally concluding remarks are given in Section 7.
2 Problem Statement
Let Ω be an open simply-connected polygon, γj , j = 1, ..., N, be its sides, including
the ends, enumerated counter-clockwise, γ = ∪Nj=1γj is the boundary of Ω, Ω = Ω ∪ γ,
and ωj , 0 < ωj < 2π, is the interior angle formed by the sides γj−1 and γj (γ0 ≡ γN ).
Furthermore, we denote by Pj = γj−1 ∩ γj the j − th vertex of Ω and by rj , θj a polar
system of coordinates with pole in Pj and the angle θj taken counter-clockwise from the
side γj .
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f(u) in Ω× (0, T ], (2.1)
∂u
∂n
= 0 on γ × (0, T ], (2.2)
u(x, 0) = u0(x) in Ω, (2.3)
where T > 0 is a fixed positive time, ∆ ≡ ∂2/∂x2 + ∂2/∂y2, x = (x, y),






f(u) = u(1− u2), (2.4)
and ε is a prescribed positive constant.
It is easy to see that the function f satisfies the inequality
|f ′(u)| ≤ C(1 + |u|2), (2.5)
where C is a positive constant.
We assume that the required compatibility conditions between the given boundary
conditions and the initial data are satisfied on γ at t = 0, and the initial condition
u0 ∈ Hk(Ω), k ≥ 2 an integer, (2.6)















m ≥ 0 an integer.
We also request the following regularity assumptions hold for the solution of problem
(2.1)-(2.3):
u, ut ∈ L∞(0, T ;H1(Ω)) (2.7)
utt ∈ L2(0, T ;H1(Ω)). (2.8)
Throughout the paper the parameter k, k ≥ 2, will have the same value, which also
corresponds with the regularity assumption (2.6) of the initial condition.
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3 Preliminaries
Corner singularities of various magnitudes often arise in the solutions of elliptic and
parabolic differential equations in polygonal domains. For instance, consider the solution
of the boundary value problem of Laplace’s equation, which is a linear elliptic equation,
in the neighbourhood Tj , 1 ≤ j ≤ N, of the j − th vertex of the polygonal domain Ω
defined in Section 2:
∆v = 0 in Tj (3.1)
∂v
∂n
= 0 on Γ1 ∪ Γ2, v = g on Γ3, (3.2)
where Tj ⊂ Ω is a sectorial domain with radius r0 defined by
Tj = {(rj , θj) : 0 < rj < r0, 0 < θj < ωj}.
The rectilinear parts Γ1 and Γ2 of the boundary of Tj coincide with the boundary γ of
Ω, and the curvilinear part Γ3 lies inside Ω. The variables rj , θj are defined as in Section
2 and the function g in (3.2) is a known smooth function.
By the method of separation of variables, the asymptotic expansion of the solution
can be represented as






where αjm = mπ/ωj and the coefficients ajm are determined by the boundary data on
Γ3.





j )→∞ as rj → 0 (3.3)
when π < ωj ≤ 2π, and hence the solution has a strong singularity at re-entrant corners,
[17].
The equality (3.3) holds for the solutions of all linear elliptic and parabolic differ-
ential equations. However, a real corner theory for nonlinear problems does not exist.
Nevertheless, there is no doubt that a singular expansion holds in all cases [18].
Next, consider the solution of the corresponding elliptic boundary value problem to
problem (2.1)-(2.3) on Tj , 1 ≤ j ≤ N :
−∆w = 1
ε2
f(w) on Tj (3.4)
∂w
∂n
= 0 on Γ1 ∪ Γ2, w = gw on Γ3. (3.5)
We apply the transformation
rεj = rj/ε (3.6)
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to (3.4), (3.5), so that at the intersection of the interface with the j−th corner of Ω we
have
−∆wε = f(wε) on T εj (3.7)
∂wε
∂n
= 0 on Γε1 ∪ Γε2, wε = gεw on Γε3. (3.8)
where gεw is a known, non-constant function, and T
ε
j is the transformation of Tj by (3.6).
As stated in [18], for the solution of the boundary-value problem (3.7), (3.8) the
following sequence of theoretical results are accepted to hold in T εj :
1. Existence of a weak solution wε,
2. Estimates of the Hölder exponent of the solution:
|wε| ≤ c(rεj)αj , |∇wε| ≤ c(rεj)αj−1, etc., (3.9)
where c is a constant,
3. Existence of a decomposition
wε = qjsj + hj (3.10)
with singular function(s) sj , where qj is a coefficient and the remainder part hj is
more regular than sj .
Hence it follows that on Tj ,
|w| ≤ c(rj/ε)αj , |∇w| ≤ c(rj/ε)αj−1, etc., (3.11)
so that the corner singularity in the solution is restricted to the ε neighbourhood of the
jth vertex of Ω.
4 Numerical Method
For the approximate solution of problem (2.1)-(2.3), we develop a numerical method
based on the finite element method for the space discretization, and the Backward-
Euler scheme with the Invariant Energy Quadratization (IEQ) approach for the time
discretization, which is an unconditionally energy stable scheme.
We start by deriving the weak form of the initial-boundary value problem (2.1)-(2.3).
Let us consider a smooth function ϕ ∈ V, where V = H1(Ω).
The problem (2.1)-(2.3) is formulated in weak form as follows: Find u ∈ V such that













u(x, 0) = u0(x). (4.2)
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For the approximation problem corresponding to (4.1), (4.2), we construct a fi-
nite element mesh in the domain Ω to be employed at each t ∈ (0, T ], with expo-
nentially compressed meshes in the vicinity of the corners. A similar version of the
exponentially refined meshes was introduced in [19] and applied for the second-order
finite-difference solution of the Laplace equation on polygons, as part of an overlapping
domain-decomposition method. In [20] and [21], the method was extended to the fourth
and sixth order, respectively, finite-difference solution of Laplace’s equation in staircase
polygons, and in [22] exponentially compressed polar meshes were employed as part of
a finite element mesh for the highly accurate solution of the Helmholtz equation in ar-
bitrary polygonal domains. In this paper we develop this mesh into a triangular finite
element mesh, and analyse the application of a conforming finite element method for
the k− th order, k ≥ 2, approximate solution of the nonlinear, time-dependent equation
(2.1) on the constructed mesh.
To this end, in the neighbourhood of each vertex Pj , 1 ≤ j ≤ N, we construct a fixed
sector Sj = Sj(rj0) ⊂ Ω, where
Sj(rj0) = {(rj , θj) : 0 < rj < rj0, 0 < θj < ωj},
rj0 ≤ min {lj−1, lj} denotes the radius of the sector, where lj is the length of the side γj .
The rectilinear sides of the boundary of Sj coincide with the sides γj−1 and γj of Ω, and
we also assume that S̄n ∩ S̄m = ∅, 1 ≤ n,m ≤ N, where S̄j denotes the closure of Sj .
Since the singularity at the corner pollutes the finite element solution in an area
larger than the ε−neighbourhood of the corner, we take rj0 > c1 > c0ε, where c0 > 1, c1
are fixed positive constants and ε is the width of the interface.




. For the solution of the approximation problem of (4.1),
(4.2) in Ω∗, a finite element mesh is formed using triangular elements. The solution
is based on (k − 1)th order Lagrange elements, which are C0-continuous, Pk−1 finite
elements. We introduce the parameter 0 < h < ε/4, which denotes the largest side in
any element of the mesh on Ω∗, and let Ω∗h denote the mesh formed on Ω
∗.
In each sector S̄j , 1 ≤ j ≤ N, a mesh with triangular and curved elements is
constructed as follows. We consider the family of rays θjp = pβj , p = 0, 1, ..., ωj/βj
(ωj/βj ≥ k an integer), with maximum angular step
βj ≤ h, (4.3)
and the family of circles centered at Pj , with radii
rjq = rj0 exp(−qβj), q = 0, 1, ..., νj ,
where











with α̃j > 0 the Hölder exponent of the solution in Sj , Nj0 ≥ 0 is an arbitrary fixed
number and [·] indicates the integer part. The choice of νj is justified in Section 5.
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For the construction of the mesh, trapezia are formed using the intersection points of
the rays and the family of circles defined above, and each trapezium is divided into two
triangles avoiding obtuse triangles so that the mesh is compressed exponentially in the
radial direction in Sj . Triangles with one curved side (curved elements) denoted tc, are
employed in the layer of elements adjacent to the arc ϑjνj = (rjνj , θj), 0 ≤ θj ≤ ωj , and
are of the form described by Zlámal in [27]. The transformation introduced by Zlámal
([27]-[29]), namely
x = x∗(ζ, η) ≡ x1 + (x2 − x1)ζ + (x3 − x1)η + (1− ζ − η)Φ(η), (4.5)
y = y∗(ζ, η) ≡ y1 + (y2 − y1)ζ + (y3 − y1)η + (1− ζ − η)Ψ(η), (4.6)
is used to map the unit triangle τ1 with vertices R1(0, 0), R2(1, 0), R3(0, 1) in the ζ, η-
plane on the closed element tc, where (xi, yi), i = 1, 2, 3, are the coordinates of the vertex
Qi of tc, and Φ, Ψ are smooth functions with Φ(0) = Ψ(0) = 0, that are constructed
using the parametric equations of the curved side of tc. As stated in [27], it will not be
necessary to carry out the inversion ζ = ζ(x, y), η = η(x, y) in actual computations.
We denote by Shj the finite element mesh constructed on Sj , with boundary Υj =
γ̄j−1 ∪ γ̄j ∪ ϑ̂j0 ∪ ϑjνj , where ϑ̂j0 denotes the union of the line segments joining the
adjacent nodes on the arc of the circle lying inside Ω with radius rj0 and centre Pj , ϑjνj
is the arc defined above,
γ̄j = {(rj , θj) : rjνj ≤ rj ≤ rj0, θj = 0},
γ̄j−1 = {(rj , θj) : rjνj ≤ rj ≤ rj0, θj = ωj},
and S̄hj = S
h
j ∪Υj .
The mesh Ω∗h is chosen to be conforming with each S̄
h
j , 1 ≤ j ≤ N, so that no
additional techniques are required to couple the solutions in the subdomains.
The exponentially refined mesh constructed in the vicinity of a re-entrant corner,
with an interior angle of 3π/2, is demonstrated in Figure 1.
The solution of the approximation problem on S̄hj will also be based on the (k− 1)th
order Lagrange elements.




denote the finite element mesh formed in Ω. Finally, let
γ̇j = {(rj , θj) : 0 ≤ rj ≤ rjνj , θj = 0},
γ̇j−1 = {(rj , θj) : 0 ≤ rj ≤ rjνj , θj = ωj},
and γ̇ = ∪Nj=1(γ̇j ∪ γ̇j−1). Then the boundary of Ωh is defined as γ′ = (γ\γ̇)∪ (∪Nj=1ϑjνj ).
We denote by Vh the finite element subspace of V, defined by
Vh = {ϕ : ϕ is C0-continuous, ϕ ∈ Pk−1(T ) for each triangle T ∈ Ωh}.
Using the finite element method, the semi-discrete problem in space corresponding













uh(0) = uh0, (4.8)
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Figure 1: The exponentially refined mesh in the vicinity of the jth corner of a polygon,
with h = 2−4 and νj = 30.
where uh0 is the (k − 1)th order orthogonal projection of u0 onto Vh. We assume
homogeneous Neumann boundary conditions hold on the boundary γ′ of the mesh Ωh.
It is clear that the problem (4.7), (4.8) has a unique solution defined for all time [23].
Remark 1. For the implementation on the curved elements, the functions Φ, Ψ in
(4.5), (4.6), respectively, can be approximated with the use of (k − 1)th order Lagrange
polynomials of the parametric equations representing the curved side of tc, [29].
For the discretization of the time derivative in problem (4.7), (4.8), we employ a first-
order semi-implicit method with the Invariant Energy Quadratization (IEQ) approach,
which was introduced in [14]. This is an unconditionally energy stable scheme which is
efficient to implement, since it requires the solution of a system of linear equations at
each time step. For completeness, we provide more details of this method.











F (u) + 1 and H(u) = −f(u)√
F (u)+1
. The functions f and F are defined as in




F (u0) + 1.
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Using the Backward-Euler scheme for the time derivatives, the first-order, semi-





H(un−1)Un = 0, (4.11)
Un − Un−1 = 1
2
H(un−1)(un − un−1), (4.12)
∂un/∂n|γ = 0, (4.13)
u0 = u0(x), x ∈ Ω, (4.14)
where τ denotes the time step and un is the solution at time tn = nτ.
The unconditional energy stability of the scheme (4.11)-(4.14) follows from Theorem
4.1 in [15].
For the implementation of the method, equations (4.11), (4.12) can be rearranged to
a single equation in the form
1
τ














From (4.7)-(4.8) and (4.15), we have the fully-discrete approximation problem to
(4.1), (4.2) in the following weak form: For un−1h ∈ V
h given, find unh ∈ Vh such that for
all ϕ ∈ Vh
1
τ
(unh, ϕ) + (∇unh,∇ϕ) +
1
2ε2
((Hn−1)2unh, ϕ) = (bn−1, ϕ), (4.16)
uh(0) = uh0, (4.17)










, and Hn−1 = H(un−1h ).
The well-posedness of the linear system (4.16), (4.17) follows from Theorem 4.2 in
[15].
5 On the Error Bounds
For the analysis of the proposed method, we will require the elliptic projection Rh onto
Vh defined as below, [24], [25].
Definition 1. The elliptic projection Rh onto Vh is the orthogonal projection with respect
to the inner product ah(w,ϕ) = (∇w,∇ϕ) + (w,ϕ), so that for w ∈ V,









(rjνj ,Θ)ϕ rjνjdΘ. (5.2)
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Definition 1 may be expressed by saying that Rhw ∈ Vh is the finite element approx-
imation of the solution to the corresponding elliptic problem with exact solution w, and
as we are employing homogeneous Neumann boundary conditions on the boundary of
Ωh, the right-hand side term (5.2) follows from Green’s theorem, [26].
In the analysis presented here it will be assumed that there exists a constant C such
that ∣∣∣∣∣∂kw∂rkj
∣∣∣∣∣ ≤ Crα̃j−kj in Sj , 1 ≤ j ≤ N, (5.3)
where k ≥ 2, α̃j > 0, and
w ∈ Hk(Ω∗). (5.4)
Everywhere below we will denote constants which are independent of h and β by
c, c0, c1, ..., generally using the same notation for different constants for simplicity.
We consider the upper bound of
‖w −Rhw‖0,Ωh .
The coercivity and the continuity of the bilinear form ah(·, ·) on Vh are trivial. Hence
it follows from Lemma 10.1.7 in [26] that










so that from Definition 1 we have










We first of all consider the first term on the right-hand side of inequality (5.6). Taking
assumption (5.4) into account, it is straight forward to show by interpolation theory that
inf
ϕ∈Vh
‖w − ϕ‖0,Ω∗h ≤ c0h
k, ∀ϕ ∈ Vh. (5.7)
Hence next we consider the error between the exact and the approximate solution










where T is an element of the mesh S̄hj , and hT is the largest side of T. Taking (5.3) into











2nβj(k−α̃j+1)|1− e2(α̃j−k+1)βj |] ≈ h2k.
By elementary calculations and Taylor’s Theorem, it is easy to show that























−nβj α̃j+1|1− e2(α̃j−k+1)βj |1/2. (5.10)
As nβjα̃j > 0, where 0 ≤ n ≤ νj , it is clear that e−nβj α̃j+1 ≤ e. Further, since k ≥ 2,
for α̃j < 1
|1− e2(α̃j−k+1)βj | ≤ 1,
and for α̃j > 1,
|1− e2(α̃j−k+1)βj | ≤ e2(α̃j−1) − 1 = c5.
Hence taking (4.3) into account, from (5.10) we have
inf
ϕ∈Vh
‖w − ϕ‖0,S̄hj ≤ c6β
k ≤ c6hk (5.11)
for the number of O(h−2 lnh−1) spatial elements.
Since there are a finite number of sectors Shj , 1 ≤ j ≤ N, and since the mesh Ωh is
conforming, it follows from (5.7) and (5.11) that
inf
ϕ∈Vh
‖w − ϕ‖0,Ωh ≤ c7h
k. (5.12)
Finally, we consider the second term on the right-hand side of (5.6). From (5.2),
inequality (5.3) and Schwarz’s inequality we have














−νjβj α̃j ≈ c9hk, (5.14)
hence
|d(w, z)| ≤ c10‖z‖0,Ωhh
k. (5.15)
From (5.6), (5.12) and (5.15), it follows that
‖w −Rhw‖0,Ωh ≤ ch
k. (5.16)
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5.1 Error estimation between the solutions of the variational problem and the semi-
discrete in space approximation problem
We next consider the error bound between the solutions of problem (4.1)-(4.2) and the
corresponding semi-discrete problem (4.7)-(4.8). Let u(t) and uh(t), t ∈ (0, T ], be the
solutions of problems (4.1)-(4.2) and (4.7)-(4.8) respectively.
We first of all write the error as a sum of two terms
uh(t)− u(t) = (uh(t)−Rhu(t)) + (Rhu(t)− u(t)) = µ(t)− ρ(t), (5.17)
where Rh is the elliptic projection onto Vh defined by (5.1). Since the Hölder exponent
α̃j , 1 ≤ j ≤ N, defined in inequality (5.3) is arbitrary, it follows that ρ(t) is bounded as
in (5.16). Hence it suffices to bound µ(t).
From (4.1), (4.7) and the definition of the operator Rh, for ϕ ∈ Vh we have




(f(uh), ϕ)− (Rhut − ut, ϕ)− (ut, ϕ)− (∇u,∇ϕ)
− (ρ, ϕ)− d(w,ϕ)
= −(ρ, ϕ)− (ρt, ϕ) +
1
ε2
(f(uh)− f(u), ϕ)− d(w,ϕ). (5.18)
By a similar argument to the analysis given in [32] (Theorem 14.2, pg. 225), Schwarz’s
and Sobolev’s inequalities,
(f(uh)− f(u), ϕ) ≤ c0‖uh − u‖0,Ωh‖ϕ‖1,Ωh
≤ c1(‖µ‖0,Ωh + ‖ρ‖0,Ωh)(‖ϕ‖0,Ωh + ‖∇ϕ‖0,Ωh). (5.19)








≤ ‖∇µ‖20,Ωh + c2(‖µ‖
2
0,Ωh




After integration, this shows
‖µ(t)‖20,Ωh ≤ ch







and hence using Gronwall’s lemma
‖µ(t)‖20,Ωh ≤ ch







Using (5.16) together with
‖µ(0)‖0,Ωh ≤ ‖uh0 − u0‖0,Ωh + ‖Rhu0 − u0‖0,Ωh ≤ c5h
k, (5.20)
we have
‖uh(t)− u(t)‖0,Ωh ≤ Ch
k, (5.21)
for t ∈ (0, T ], where C = C(u, T ).
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5.2 Error estimation between the solutions of the variational problem and the fully-
discrete approximation problem
We first of all write problem (4.16), (4.17) in the following equivalent weak form: For
un−1h ∈ V
h given, find unh ∈ Vh satisfying
(∂̄unh, ϕ) + (∇unh,∇ϕ) +
τ
2ε2




uh(0) = uh0, (5.23)
for every ϕ ∈ Vh, where ∂̄un = un−un−1τ .
Let u(tn) and u
n
h be the solutions of problems (4.1)-(4.2) and (5.22)-(5.23), respec-
tively, at time tn = nτ, n = 0, 1, ..., T/τ. We consider the upper bound for
‖unh − u(tn)‖0,Ωh . (5.24)
Following [24] and [32], we decompose the error in the form
unh − u(tn) = (unh −Rhu(tn)) + (Rhu(tn)− u(tn)) = µn + ρn,
where Rh is the elliptic projection onto Vh defined by (5.1). Taking into account that
the Hölder exponent α̃j , 1 ≤ j ≤ N, defined in inequality (5.3) is arbitrary, ρn = ρ(tn)
is bounded as (5.16). In order to estimate µn, taking (5.22) into account, we note that
(∂̄µn, ϕ) + (∇µn,∇ϕ) + τ
2ε2









It is easy to see from (5.22) that
(∂̄unh, ϕ) + (∇unh,∇ϕ) +
τ
2ε2




and taking (5.1) and the definition of ρn into account,
(∇Rhu(tn),∇ϕ) = ah(Rhu(tn), ϕ)− (Rhu(tn), ϕ)
= (∇u(tn),∇ϕ)− (ρn, ϕ) + d(u(tn), ϕ). (5.27)
Furthermore, we have
(∂̄Rhu(tn), ϕ) = (∂̄Rhu(tn)− ∂̄u(tn), ϕ) + (∂̄u(tn), ϕ)
= (∂̄Rhu(tn)− ∂̄u(tn), ϕ) + (∂̄u(tn)− ut(tn), ϕ) + (ut(tn), ϕ). (5.28)
Hence, substituting (5.26)-(5.28) into (5.25), we obtain
(∂̄µn, ϕ) + (∇µn,∇ϕ) + τ
2ε2
((Hn−1)2∂̄µn, ϕ) = − 1
ε2
(Hn−1Un−1, ϕ)− d(u(tn), ϕ)







(∂̄µn, ϕ) + (∇µn,∇ϕ) + τ
2ε2
((Hn−1)2∂̄µn, ϕ) = − 1
ε2
(Hn−1Un−1, ϕ)− d(u(tn), ϕ)
− 1
ε2
























F (u(tn)) + 1
√






F (un−1h ) + 1
Un−1 −
f(un−1h )√







F (un−1h ) + 1
U(un−1h )
− f(u(tn))√
F (u(tn)) + 1
√
F (u(tn)) + 1, ϕ
)
. (5.31)
For the first bracketed term on the right-hand side of (5.31) we have
(






n−1 − U(un−1h )‖0,Ωh . (5.32)
From Lemma 4.2 in [15] it follows that
∥∥un−1h ∥∥L∞,Ωh is bounded. Hence, from the
boundedness of




is also bounded. Using this, from inequality (5.32) we obtain(
−Hn−1(Un−1 − U(un−1h )), ϕ
)
≤ c‖ϕ‖0,Ωh‖U
n−1 − U(un−1h )‖0,Ωh . (5.33)
By the triangle inequality,
‖Un−1−U(un−1h )‖0,Ωh ≤ ‖U
n−1−U(u(tn−1))‖0,Ωh +‖U(u(tn−1))−U(u
n−1
h )‖0,Ωh . (5.34)
Then from Theorem 4.3 in [15], it follows that
‖Un−1 − U(u(tn−1))‖0,Ωh ≤ c0τ. (5.35)
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Next, by the argument presented in the proof of Lemma 3.1 in [15], we have
‖U(u(tn−1))− U(un−1h )‖0,Ωh ≤ c1‖u(tn−1)− u
n−1
h ‖0,Ωh
≤ c2(‖µn−1‖0,Ωh + ‖ρ
n−1‖0,Ωh). (5.36)
Finally taking the definition of U and [32] (pg. 225) into account, the second brack-
eted term on the right-hand side of (5.31) satisfies the inequality
|(f(un−1h )− f(u(tn)), ϕ)| ≤ c3(‖µ
n−1‖0,Ωh + ‖ρ
n−1‖0,Ωh + τ‖∂̄u(tn)‖0,Ωh)(‖ϕ‖0,Ωh + ‖∇ϕ‖0,Ωh).
(5.37)
We will also need the following estimates which can be calculated easily. By virtue
of assumption (2.7), and since the operator Rh commutes with time differentiation, from
inequality (5.16) we have the error estimate









Furthermore, taking assumption (2.8) into account, ([32], pg. 216),




(s− tn−1)utt(s)ds‖0,Ωh ≤ c(u)τ, (5.39)



















k + τ). (5.40)
Combining (5.15), (5.31)-(5.40) and letting ϕ = µn, with the application of Schwarz’s











k + τ)2. (5.42)
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Whence by repeated application,
‖µn‖20,Ωh ≤ c8(u)‖µ
0‖20,Ωh + c9(u)(h
k + τ)2. (5.43)
Since
‖µ0‖0,Ωh ≤ ‖uh0 − u(t0)‖+ ‖u(t0)−Rhu(t0)‖ ≤ c10h
k,
we have
‖unh − u(tn)‖0,Ωh ≤ C(u)(h
k + τ). (5.44)
Remark 2. For physical significance, the prescribed constant ε may be small and this
raises the question of how the constants in estimates (5.21) and (5.44) depends on the
width of the interface. In this paper we have not considered this problem and have done
the error analysis under the assumption that ε is fixed. However, a closer examination
of the arguments in Sections 5.1 and 5.2 indicates that the constants may depend on ε
exponentially because of the use of the Gronwall inequality [34].
6 Numerical Simulations
In this section we demonstrate the numerical results obtained for the numerical solution
of problem (2.1)-(2.3) from the corresponding discrete problem (4.16), (4.17). The nu-
merical examples are solved in the L-Shaped domain denoted by Ω with boundary γ,
where
Ω = {(x, y) : −1 < x < 1,−1 < y < 1}\Ω1, (6.1)
Ω1 = {(x, y) : 0 ≤ x ≤ 1,−1 ≤ y ≤ 0}, so that the domain has a re-entrant corner with
an interior angle ω1 = 3π/2 at the origin.
In each of the examples, the initial condition is chosen so that the interface intersects
the singular corner of the domain for some tn = nτ ∈ (0, T ), where the time-step has
the fixed value τ = 0.001.
For the implementation of the method, linear Lagrange elements were employed for
spatial discretization, so that an accuracy of O(h2 + τ) is expected in the L2-norm,
where h is the spatial mesh step defined as in Section 4. Since the solution only has a
weak singularity in the neighbourhood of convex corners and the given boundary data
is continuous on γ, we only need to apply exponentially refined meshes in the vicinity
of the re-entrant corner at the origin for an accuracy of O(h2) in space, in the L2-norm.
The calculations were carried out in Matlab R2017a, by customizing the package p1afem
[33] for the implementation of the finite element method.
The exact solutions of the solved problems are not known. Hence we present the
spatial convergence rate of the numerical solution at different time steps, where the
interface intersects the singular corner, by comparing the numerical solution attained
on the sector Sh1 in the neighbourhood of the singular corner on successive grids. The
radius of the sector is r10 = 0.5 for both of the examples. The convergence rate in space

















(2−6, 800) 3.6770 3.9762
ε = 0.05





(2−6, 1040) 3.0230 4.0958
ε = 0.03





(2−6, 1040) 3.1125 4.8706
ε = 0.025
Table 1: The convergence rate in space of the numerical solution to problem (6.3)-(6.5)
on successive grids at t = 0.003 and t = 0.014 for decreasing values of ε.
where the O(h2) accuracy corresponds to 22 for the spatial convergence rate. The value
of ν1 is chosen such that the number of element nodes are consistent on each successive
grid.




f(u) in Ω× (0, T ], (6.3)
∂u
∂n
= 0 on γ × (0, T ], (6.4)
u(x, 0) = u0(x) in Ω, (6.5)








the initial condition. It is well-known that such a circular interface is unstable, and
as time increases it will shrink and eventually dissapear [5]. This is also demonstrated
in the numerical simulation of the solution for problem (6.3)-(6.5) in Figure 2. The
convergence rates in space (6.2), at t = 0.003 and t = 0.014 and the spatial mesh pairs
(h, ν1) are presented in Table 1 for decreasing values of the width of the interface ε. As it
can be observed from the simulations of the solutions presented in Figure 3, the interface
intersects the singular corner at these time steps.




f(u) in Ω× (0, T ], (6.6)
∂u
∂n
= 0 on γ × (0, T ], (6.7)
u(x, 0) = u0(x) in Ω, (6.8)








condition. From Figure 4 it can be seen that the interface moves into the singular corner
as time increases and it continually shrinks. The convergence rates in space of the




Figure 2: The numerical solution of Example 1 for ε = 0.05 at various time steps.
and t = 0.043 for ε = 0.05, 0.03, and at t = 0.015 and t = 0.021 for ε = 0.025 in Table 2.
At these time steps, the interface is intersecting the singular corner. This intersection
is illustrated in Figure 5 for ε = 0.05.
We have also considered the polluting effect of the corner singularity in Example 1
with ε = 0.5, by taking into account the approximate solution obtained on a structured
mesh, where the mesh size for each triangle was fixed to h. Calculating the rate of
convergence En2−m by formula (6.2) for h = 2
−m, m = 4, 5, 6, on an extended time
interval, it was noted that En2−m , n = 1, 2, ..., 800, was approximately equal to 3.2 while
the interface was present in the solution, so that the order of convergence was reduced to
1.68. The reduced rate was not observed after the interface vanished. As this reduction
is a consequence of the corner singularity, the use of higher order basis functions will not
improve the accuracy of the approximate solution.
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(a) (b)
Figure 3: The numerical solution of Example 1 for ε = 0.05 at two time-steps where the
interface intersects with the singular corner.





(2−6, 1200) 3.8876 3.7188
ε = 0.05














Table 2: The convergence rate in space of the numerical solution to problem (6.6)-(6.8)
on successive grids at t = 0.035 and t = 0.043 for ε = 0.05 and ε = 0.03, and at t = 0.015
and t = 0.021 for ε = 0.025
7 Concluding Remarks
In this paper, to overcome the effect of the corner singularities on the accuracy of the
approximate solution, which are acquired by the solution at the intersection of the in-
terface with the corners of the polygon, for spatial discretization we have developed an
efficient finite element mesh with exponentially compressed polar meshes in the vicinity
of the singular corners, and applied the finite element method based on the (k − 1)th
order Lagrange elements .
To fully discretize the problem, a first-order time stepping scheme with the uncon-
ditionally energy stable Invariant Energy Quadratization (IEQ) approach has been em-
ployed in time, and the use of this method for the finite element solution of the problem
has been analyzed.
It has been shown that the numerical solution has an order of accuracy of O(hk + τ)
in the L2-Norm for the number of O(h−2 lnh−1) elements in space, k ≥ 2 an integer,




Figure 4: The numerical solution of problem Example 2 for ε = 0.05 at different time
steps.
support the analysis made.
A non-trivial extension of these results will be to further extend the constructed
method for the numerical solution of the Allen-Cahn equation in three-dimensional,
polyhedral domains. The results can also be extended for obtaining the approximate
solution of two-phase flow problems by taking into account the system of equations
formed by the coupled Navier-Stokes and Allen-Cahn equations in domains with sharp
or re-entrant corners.
The application of the constructed method is not restricted to the Allen-Cahn equa-
tion and can be employed for the numerical solutions of all second-order singular per-
turbation equations satisfying the conditions outlined in Section 2.
Since corner singularities reduce the accuracy of the approximate solution due to the
bounds on the spatial derivatives of the exact solution, employing a temporally second-
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(a) (b)
Figure 5: The numerical solution of Example 2 for ε = 0.05 at two time-steps where the
interface intersects with the singular corner.
order accurate scheme with the method described above would increase the solution’s
accuracy to O(hk + τ2).
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