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Abstract. We survey and discuss several solution concepts for infinite
turn-based multiplayer games with qualitative (i.e. win-lose) objectives of
the players. These games generalise in a natural way the common model of
games in verification which are two-player, zero-sum games with ω-regular
winning conditions. The generalisation is in two directions: our games
may have more than two players, and the objectives of the players need not
be completely antagonistic.
The notion of a Nash equilibrium is the classical solution concept in game
theory. However, for games that extend over time, in particular for games
of infinite duration, Nash equilibria are not always satisfactory as a notion
of rational behaviour. We therefore discuss variants of Nash equilibria such
as subgame perfect equilibria and secure equilibria. We present criteria for
the existence of Nash equilibria and subgame perfect equilibria in the case
of arbitrarily many players and for the existence of secure equilibria in the
two-player case. In the second part of this paper, we turn to algorithmic
questions: For each of the solution concepts that we discuss, we present
algorithms that decide the existence of a solution with certain requirements
in a game with parity winning conditions. Since arbitrary ω-regular
winning conditions can be reduced to parity conditions, our algorithms are
also applicable to games with arbitrary ω-regular winning conditions.
1 Introduction
Infinite games in which two or more players take turns to move a token
through a directed graph, tracing out an infinite path, have numerous appli-
cations in computer science. The fundamental mathematical questions on
such games concern the existence of optimal strategies for the players, the
complexity and structural properties of such strategies, and their realisation
by efficient algorithms. Which games are determined, in the sense that from
each position, one of the players has a winning strategy? How to compute
winning positions and optimal strategies? How much knowledge on the past
of a play is necessary to determine an optimal next action? Which games are
determined by memoryless strategies? And so on.
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The case of two-player, zero-sum games with perfect information and ω-
regular winning conditions has been extensively studied, since it is the basis
of a rich methodology for the synthesis and verification of reactive systems.
On the other side, other models of games, and in particular the case of infinite
multiplayer games, are less understood and much more complicated than the
two-player case.
In this paper we discuss the advantages and disadvantages of several
solution concepts for infinite multiplayer games. These are Nash equilibria,
subgame perfect equilibria, and secure equilibria. We focus on turn-based
games with perfect information and qualitative winning conditions, i.e. for
each player, the outcome of a play is either win or lose. The games are not
necessarily completely antagonistic, which means that a play may be won by
several players or by none of them.
Of course, the world of infinite multiplayer games is much richer than
this class of games, and includes also concurrent games, stochastic games,
games with various forms of imperfect or incomplete information, and games
with quantitative objectives of the players. However, many of the phenomena
that we wish to illustrate appear already in the setting studied here. To which
extent our ideas and solutions can be carried over to other scenarios of infinite
multiplayer games is an interesting topic of current research.
The outline of this paper is as follows. After fixing our notation in
Section 2, we proceed with the presentation of several solution concepts
for infinite multiplayer games in Section 3. For each of the three solution
concepts (Nash equilibria, subgame perfect equilibria, and secure equilibria)
we discuss, we devise criteria for their existence. In particular, we will relate
the existence of a solution to the determinacy of certain two-player zero-sum
games.
In Section 4, we turn to algorithmic questions, where we focus on games
with parity winning conditions. We are interested in deciding the existence
of a solution with certain requirements on the payoff. For Nash equilibria,
it turns out that the problem is NP-complete, in general. However, there
exists a natural restriction of the problem where the complexity goes down to
UP∩ co-UP (or even P for less complex winning conditions). Unfortunately,
for subgame perfect equilibria we can only give an ExpTime upper bound for
the complexity of the problem. For secure equilibria, we focus on two-player
games. Depending on which requirement we impose on the payoff, we show
that the problem falls into one of the complexity classes UP∩ co-UP, NP, or
co-NP.
2 Infinite Multiplayer Games
We consider here infinite turn-based multiplayer games on graphs with perfect
information and qualitative objectives for the players. The definition of such
games readily generalises from the two-player case. A game is defined by an
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arena and by the winning conditions for the players. We usually assume that
the winning condition for each player is given by a set of infinite sequences
of colours (from a finite set of colours) and that the winning conditions of the
players are, a priori, independent.
Definition 1. An infinite (turn-based, qualitative) multiplayer game is a tuple
G = (Π, V, (Vi)i∈Π, E,χ, (Wini)i∈Π) where Π is a finite set of players, (V, E)
is a (finite or infinite) directed graph, (Vi)i∈Π is a partition of V into the
position sets for each player, χ : V → C is a colouring of the position by some
set C, which is usually assumed to be finite, and Wini ⊆ Cω is the winning
condition for player i.
The structure G = (V, (Vi)i∈Π , E,χ) is called the arena of G. For the sake
of simplicity, we assume that uE := {v ∈ V : (u, v) ∈ E} ̸= ∅ for all u ∈ V,
i.e. each vertex of G has at least one outgoing edge. We call G a zero-sum game
if the sets Wini define a partition of Cω.
A play of G is an infinite path through the graph (V, E), and a history is a
finite initial segment of a play. We say that a play π is won by player i ∈ Π
if χ(π) ∈ Wini. The payoff of a play π of G is the vector pay(π) ∈ {0, 1}Π
defined by pay(π)i = 1 if π is won by player i. A (pure) strategy of player i in G
is a function σ : V∗Vi → V assigning to each sequence xv of position ending
in a position v of player i a next position σ(xv) such that (v, σ(xv)) ∈ E. We
say that a play π = π(0)π(1) . . . of G is consistent with a strategy σ of player i
if π(k + 1) = σ(π(0) . . .π(k)) for all k < ω with π(k) ∈ Vi. A strategy profile
of G is a tuple (σi)i∈Π where σi is a strategy of player i.
A strategy σ of player i is called positional if σ depends only on the
current vertex, i.e. if σ(xv) = σ(v) for all x ∈ V∗ and v ∈ Vi. More generally,
σ is called a finite-memory strategy if the equivalence relation ∼σ on V∗ defined
by x ∼σ x′ if σ(xz) = σ(x′z) for all z ∈ V∗Vi has finite index. In other words,
a finite-memory strategy is a strategy that can be implemented by a finite
automaton with output. A strategy profile (σi)i∈Π is called positional or a
finite-memory strategy profile if each σi is positional or a finite-memory strategy,
respectively.
It is sometimes convenient to designate an initial vertex v0 ∈ V of the
game. We call the tuple (G, v0) an initialised infinite multiplayer game. A play
(history) of (G, v0) is a play (history) of G starting with v0. A strategy (strategy
profile) of (G, v0) is just a strategy (strategy profile) of G. A strategy σ of
some player i in (G, v0) is winning if every play of (G, v0) consistent with σ is
won by player i. A strategy profile (σi)i∈Π of (G, v0) determines a unique play
of (G, v0) consistent with each σi, called the outcome of (σi)i∈Π and denoted
by ⟨(σi)i∈Π⟩ or, in the case that the initial vertex is not understood from the
context, ⟨(σi)i∈Π⟩v0 . In the following, we will often use the term game to
denote an (initialised) infinite multiplayer game according to Definition 1.
We have introduced winning conditions as abstract sets of infinite se-
quences over the set of colours. In verification the winning conditions usually
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are ω-regular sets specified by formulae of the logic S1S (monadic second-
order logic on infinite words) or LTL (linear-time temporal logic) referring
to unary predicates Pc indexed by the set C of colours. Special cases are the
following well-studied winning conditions:
• Büchi (given by F ⊆ C): defines the set of all α ∈ Cω such that α(k) ∈ F
for infinitely many k < ω.
• co-Büchi (given by F ⊆ C): defines the set of all α ∈ Cω such that α(k) ∈ F
for all but finitely many k < ω.
• Parity (given by a priority function Ω : C → ω): defines the set of all
α ∈ Cω such that the least number occurring infinitely often in Ω(α) is
even.
• Rabin (given by a set Ω of pairs (Gi, Ri) where Gi, Ri ⊆ C): defines the set
of all α ∈ Cω such that there exists an index i with α(k) ∈ Gi for infinitely
many k < ω but α(k) ∈ Ri only for finitely many k < ω.
• Streett (given by a set Ω of pairs (Gi, Ri) where Gi, Ri ⊆ C): defines the
set of all α ∈ Cω such that for all indices i with α(k) ∈ Ri for infinitely
many k < ω also α(k) ∈ Gi for infinitely many k < ω.
• Muller (given by a family F of accepting sets Fi ⊆ C): defines the set of
all α ∈ Cω such that there exists an index i with the set of colours seen
infinitely often in α being precisely the set Fi.
Note that (co-)Büchi conditions are a special case of parity conditions with
two priorities, and parity conditions are a special case of Rabin and Streett
conditions, which are special cases of Muller conditions. Moreover, the
complement of a Büchi or Rabin condition is a co-Büchi or Streett condition,
respectively, and vice versa, whereas the class of parity conditions and the
class of Muller conditions are closed under complement. Finally, any of these
conditions is prefix independent, i.e. for every α ∈ Cω and x ∈ C∗ it is the case
that α satisfies the condition if and only if xα does.
We call a game G a multiplayer ω-regular, (co-)Büchi, parity, Rabin, Streett,
or Muller game if the winning condition of each player is of the specified type.
This differs somewhat from the usual convention for two-player zero-sum
games where a Büchi or Rabin game is a game where the winning condition
of the first player is a Büchi or Rabin condition, respectively.
Note that we do distinguish between colours and priorities. For two-
player zero-sum parity games, one can identify them by choosing a finite
subset of ω as the set C of colours and defining the parity condition directly
on C, i.e. the priority function of the first player is the identity function, and
the priority function of the second player is the successor function k 7→ k + 1.
This gives parity games as considered in the literature [29].
The importance of the parity condition stems from three facts: First, the
condition is expressive enough to express any ω-regular objective. More
precisely, for every ω-regular language of infinite words, there exists a deter-
ministic word automaton with a parity acceptance condition that recognises
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this language. As demonstrated by Thomas [26], this allows to reduce a
two-player zero-sum game with an arbitrary ω-regular winning condition to
a parity game. (See also W. Thomas’ contribution to this volume.) Second,
two-player zero-sum parity games arise as the model-checking games for
fixed-point logics, in particular the modal µ-calculus [11]. Third, the condi-
tion is simple enough to allow for positional winning strategies (see above)
[8, 19], i.e. if one player has a winning strategy in a parity game she also
has a positional one. It is easy to see that the first property extends to the
multiplayer case: Any multiplayer game with ω-regular winning conditions
can be reduced to a game with parity winning conditions [27]. Hence, in
the algorithmic part of this paper, we will concentrate on multiplayer parity
games.
3 Solution Concepts
So far, the infinite games used in verification mostly are two-player games
with win-lose conditions, i.e. each play is won by one player and lost by the
other. The key concept for such games is determinacy: a game is determined
if, from each initial position, one of the players has a winning strategy.
While it is well-known that, on the basis of (a weak form of) the Axiom of
Choice, non-determined games exist, the two-player win-lose games usually
encountered in computer science, in particular all ω-regular games, are
determined. Indeed, this is true for much more general games where the
winning conditions are arbitrary (quasi-)Borel sets [17, 18].
In the case of a determined game, solving the game means to compute
the winning regions and winning strategies for the two players. A famous
result due to Büchi and Landweber [3] says that in the case of games on finite
graphs and with ω-regular winning conditions, we can effectively compute
winning strategies that are realisable by finite automata.
When we move to multiplayer games and/or non-zero sum games, other
solution concepts are needed. We will explain some of these concepts, in
particular Nash equilibria, subgame perfect equilibria, and secure equilibria,
and relate the existence of these equilibria (for the kind of infinite games
studied here) to the determinacy of certain associated two-player games.
3.1 Nash Equilibria
The most popular solution concept in classical game theory is the concept
of a Nash equilibrium. Informally, a Nash equilibrium is a strategy profile
from which no player has an incentive to deviate, if the other players stick
to their strategies. A celebrated theorem by John Nash [21] says that in any
game where each player only has a finite collection of strategies there is at
least one Nash equilibrium provided that the players can randomise over
their strategies, i.e. choose mixed strategies rather than only pure ones. For
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turn-based (non-stochastic) games with qualitative winning conditions, mixed
strategies play no relevant role. We define Nash equilibria just in the form
needed here.
Definition 2. A strategy profile (σi)i∈Π of a game (G, v0) is called a Nash
equilibrium if for every player i ∈ Π and all her possible strategies σ′ in (G, v0)
the play ⟨σ′, (σj)j∈Π\{i}⟩ is won by player i only if the play ⟨(σj)j∈Π⟩ is also
won by her.
It has been shown by Chatterjee & al. [6] that every multiplayer game
with Borel winning conditions has a Nash equilibrium. We will prove a more
general result below.
Despite the importance and popularity of Nash equilibria, there are
several problems with this solution concept, in particular for games that
extend over time. This is due to the fact that Nash equilibria do not take into
account the sequential nature of these games and its consequences. After any
initial segment of a play, the players face a new situation and may change
their strategies. Choices made because of a threat by the other players may no
longer be rational, because the opponents have lost their power of retaliation
in the remaining play.
Example 3. Consider a two-player Büchi game with its arena depicted in Fig-
ure 1; round vertices are controlled by player 1; boxed vertices are controlled
by player 2; each of the two players wins if and only if vertex 3 is visited
(infinitely often); the initial vertex is 1. Intuitively, the only rational outcome
of this game should be the play 123ω. However, the game has two Nash
equilibria:
1. Player 1 moves from vertex 1 to vertex 2, and player 2 moves from vertex 2
to vertex 3. Hence, both players win.
2. Player 1 moves from vertex 1 to vertex 4, and player 2 moves from vertex 2
to vertex 5. Hence, both players lose.
The second equilibrium certainly does not describe rational behaviour. Indeed
both players move according to a strategy that is always losing (whatever the
other player does), and once player 1 has moved from vertex 1 to vertex 2,
then the rational behaviour of player 2 would be to change her strategy and
move to vertex 3 instead of vertex 5 as this is then the only way for her to
win.
This example can be modified in many ways. Indeed we can construct
games with Nash equilibria in which every player moves infinitely often
according to a losing strategy, and only has a chance to win if she deviates
from the equilibrium strategy. The following is an instructive example with
quantitative objectives.
Example 4. Let Gn be an n-player game with positions 0, . . . , n. Position n is
the initial position, and position 0 is the terminal position. Player i moves
at position i and has two options. Either she loops at position i (and stays
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Figure 1. A two-player Büchi game.
in control) or moves to position i − 1 (handing control to the next player).
For each player, the value of a play π is (n + 1)/|π|. Hence, for all players,
the shortest possible play has value 1, and all infinite plays have value 0.
Obviously, the rational behaviour for each player i is to move from i to i− 1.
This strategy profile, which is of course a Nash equilibrium, gives value 1 to
all players. However, the ‘most stupid’ strategy profile, where each player
loops forever at his position, i.e. moves forever according to a losing strategy,
is also a Nash equilibrium.
3.2 Subgame Perfect Equilibria
An equilibrium concept that respects the possibility of a player to change
her strategy during a play is the notion of a subgame perfect equilibrium
[25]. For being a subgame perfect equilibrium, a choice of strategies is not
only required to be optimal for the initial vertex but for every possible initial
history of the game (including histories not reachable in the equilibrium
play).
To define subgame perfect equilibria formally, we need the notion of
a subgame: For a game G = (Π, V, (Vi)i∈Π, E,χ, (Wini)i∈Π) and a history
h of G, let the game G|h = (Π, V, (Vi)i∈Π, E,χ, (Wini |h)i∈Π) be defined by
Wini |h = {α ∈ Cω : χ(h) · α ∈ Wini}. For an initialised game (G, v0) and a
history hv of (G, v0), we call the initialised game (G|h, v) the subgame of (G, v0)
with history hv. For a strategy σ of player i ∈ Π in G, let σ|h : V∗Vi → V be
defined by σ|h(xv) = σ(hxv). Obviously, σ|h is a strategy of player i in G|h.
Definition 5. A strategy profile (σi)i∈Π of a game (G, v0) is called a subgame
perfect equilibrium (SPE) if (σi|h)i∈Π is a Nash equilibrium of (G|h, v) for every
history hv of (G, v0).
Example 6. Consider again the game described in Example 3. The Nash
equilibrium where player 1 moves from vertex 1 to vertex 4 and player 2
moves from vertex 2 to vertex 5 is not a subgame perfect equilibrium since
moving from vertex 2 to vertex 5 is not optimal for player 2 after the play has
reached vertex 2. On the other hand, the Nash equilibrium where player 1
moves from vertex 1 to vertex 2 and player 2 moves from vertex 2 to vertex 3
is also a subgame perfect equilibrium.
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It is a classical result due to Kuhn [16] that every finite game (i.e. every
game played on a finite tree with payoffs attached to leaves) has a subgame
perfect equilibrium. The first step in the analysis of subgame perfect equilibria
for infinite duration games is the notion of subgame-perfect determinacy.
While the notion of subgame perfect equilibrium makes sense for more
general classes of infinite games, the notion of subgame-perfect determinacy
applies only to games with qualitative winning conditions (which is tacitly
assumed from now on).
Definition 7. A game (G, v0) is subgame-perfect determined if there exists a
strategy profile (σi)i∈Π such that for each history hv of the game one of the
strategies σi|h is a winning strategy in (G|h, v).
Proposition 8. Let (G, v0) be a qualitative zero-sum game such that every
subgame is determined. Then (G, v0) is subgame-perfect determined.
Proof. Let (G, v0) be a multiplayer game such that, for every history hv there
exists a strategy σhi for some player i that is winning in (G|h, v). (Note that
we can assume that σhi is independent of v.) We have to combine these
strategies in an appropriate way to strategies σi. (Let us point out that the
trivial combination, namely σi(hv) := σhi (v) does not work in general.) We
say that a decomposition h = h1 · h2 is good for player i w.r.t. vertex v if
σh1i |h2 is winning in (G|h, v). If the strategy σhi is winning in (G|h, v), then the
decomposition h = h · ε is good w.r.t. v, so a good decomposition exists.
For each history hv, if σhi is winning in (G|h, v), we choose the good (w.r.t.
vertex v) decomposition h = h1h2 with minimal h1, and put
σi(hv) := σ
h1
i (h2v) .
Otherwise, we set
σi(hv) := σhi (v) .
It remains to show that for each history hv of (G, v0) the strategy σi|h
is winning in (G|h, v) whenever the strategy σhi is. Hence, assume that σhi is
winning in (G|h, v), and let π = π(0)π(1) . . . be a play starting in π(0) = v
and consistent with σi|h. We need to show that π is won by player i in (G|h, v).
First, we claim that for each k < ω there exists a decomposition of the
form hπ(0) . . .π(k− 1) = h1 · (h2π(0) . . .π(k− 1)) that is good for player i
w.r.t. π(k). This is obviously true for k = 0. Now, for k > 0, assume that
there exists a decomposition hπ(0) . . .π(k − 2) = h1 · (h2π(0) . . .π(k − 2))
that is good for player i w.r.t. π(k − 1) and with h1 being minimal. Then
π(k) = σi(hπ(0) . . .π(k− 1)) = σh1(h2π(0) . . .π(k− 1)), and hπ(0) . . .π(k−
1) = h1(h2π(0) . . .π(k− 1)) is a decomposition that is good w.r.t. π(k).
Now consider the sequence h01, h
1
1, . . . of prefixes of the good decom-
positions hπ(0) . . .π(k− 1) = hk1hk2π(0) . . .π(k− 1) (w.r.t. π(k)) with each
hk1 being minimal. Then we have h
0
1 ≽ h11 ≽ . . ., since for each k > 0 the
8
decomposition hπ(0) . . .π(k − 1) = hk−11 hk−12 π(0) . . .π(k − 1) is also good
for player i w.r.t. π(k). As ≺ is well-founded, there must exist k < ω such
that h1 := hk1 = h
l
1 and h2 := h
k
2 = h
l
2 for each k ≤ l < ω. Hence, we have
that the play π(k)π(k + 1) . . . is consistent with σh1i |h2π(0)...π(k−1), which is a
winning strategy in (G|hπ(0)...π(k−1),π(k)). So the play hπ is won by player i
in (G, v0), which implies that the play π is won by player i in (G|h, v). q.e.d.
We say that a class of winning conditions is closed under taking sub-
games, if for every condition X ⊆ Cω in the class, and every h ∈ C∗, also
X|h := {x ∈ Cω : hx ∈ X} belongs to the class. Since Borel winning con-
ditions are closed under taking subgames, it follows that any two-player
zero-sum game with Borel winning condition is subgame-perfect determined.
Corollary 9. Let (G, v0) be a two-player zero-sum Borel game. Then (G, v0)
is subgame-perfect determined.
Multiplayer games are usually not zero-sum games. Indeed when we
have many players the assumption that the winning conditions of the players
form a partition of the set of plays is very restrictive and unnatural. We
now drop this assumption and establish general conditions under which a
multiplayer game admits a subgame perfect equilibrium. In fact we will relate
the existence of subgame perfect equilibria to the determinacy of associated
two-player games. In particular, it will follow that every multiplayer game
with Borel winning conditions has a subgame perfect equilibrium.
In the rest of this subsection, we are only concerned with the existence
of equilibria, not with their complexity. Thus, without loss of generality, we
assume that the arena of the game under consideration is a tree or a forest
with the initial vertex as one of its roots. The justification for this assumption
is that we can always replace the arena of an arbitrary game by its unravelling
from the initial vertex, ending up in an equivalent game.
Definition 10. Let G = (Π, V, (Vi)i∈Π , E,χ, (Wini)i∈Π) be a multiplayer game
(played on a forest), with winning conditions Wini ⊆ Cω. The associated
class ZeroSum(G) of two-player zero-sum games is obtained as follows:
1. For each player i, ZeroSum(G) contains the game Gi where player i plays
G, with his winning condition Wini, against the coalition of all other
players, with winning condition Cω \Wini.
2. Close the class under taking subgames (i.e. consider plays after initial
histories).
3. Close the class under taking subgraphs (i.e. admit deletion of positions
and moves).
Note that the order in which the operations 1, 2 and 3 are applied has no
effect on the class ZeroSum(G).
Theorem 11. Let (G, v0) be a multiplayer game such that every game in
ZeroSum(G) is determined. Then (G, v0) has a subgame perfect equilibrium.
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Proof. Let G = (Π, V, (Vi)i∈Π, E,χ, (Wini)i∈Π) be a multiplayer game such
that every game in ZeroSum(G) is determined. For each ordinal α we define
a set Eα ⊆ E beginning with E0 = E and
Eλ =
⋂
α<λ
Eα
for limit ordinals λ. To define Eα+1 from Eα, we consider for each player i ∈ Π
the two-player zero-sum game Gαi = (V, Vi, Eα,χ, Wini) where player i plays
with his winning condition Wini against the coalition of all other players (with
winning condition Cω \Wini). Every subgame of Gαi belongs to ZeroSum(G)
and is therefore determined. Hence we can use Proposition 8 to fix a subgame
perfect equilibrium (σαi , σ
α
−i) of (Gαi , v0) where σαi is a strategy of player i and
σα−i is a strategy of the coalition. Moreover, as the arena of Gα is a forest, these
strategies can be assumed to be positional. Let Xαi be the set of all v ∈ V such
that σαi is winning in (Gαi |h, v) for the unique maximal history h of G leading
to v. For vertices v ∈ Vi ∩ Xαi we delete all outgoing edges except the one
taken by the strategy σαi , i.e. we define
Eα+1 = Eα \ ⋃
i∈Π
{(u, v) ∈ E : u ∈ Vi ∩ Xαi and v ̸= σαi (u)} .
Obviously, the sequence (Eα)α∈On is nonincreasing. Thus we can fix the least
ordinal ξ with Eξ = Eξ+1 and define σi = σ
ξ
i and σ−i = σ
ξ
−i. Moreover, for
each player j ̸= i let σj,i be the positional strategy of player j in G that is
induced by σ−i.
Intuitively, Player i’s equilibrium strategy τi is as follows: Player i plays
σi as long as no other player deviates. Whenever some player j ̸= i deviates
from her equilibrium strategy σj, player i switches to σi,j. Formally, define
for each vertex v ∈ V the player p(v) who has to be “punished” at vertex v
where p(v) = ⊥ if nobody has to be punished. If the game has just started,
no player should be punished. Thus we let
p(v) = ⊥ if v is a root.
At vertex v with predecessor u, the same player has to be punished as at
vertex u as long as the player whose turn it was at vertex u did not deviate
from her prescribed strategy. Thus for u ∈ Vi and v ∈ uE we let
p(v) =

⊥ if p(u) = ⊥ and v = σi(u),
p(u) if p(u) ̸= i, p(u) ̸= ⊥ and v = σi,p(u)(u),
i otherwise.
Now, for each player i ∈ Π we can define the equilibrium strategy τi by
setting
τi(v) =
σi(v) if p(v) = ⊥ or p(v) = i,σi,p(v)(v) otherwise
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for each v ∈ V.
It remains to show that (τi)i∈Π is a subgame perfect equilibrium of (G, v0).
First note that σi is winning in (Gξi |h, v) if σαi is winning in (Gαi |h, v) for some
ordinal α because if σαi is winning in (Gαi |h, v) every play of (Gα+1i |h, v) is
consistent with σαi and therefore won by player i. As E
ξ ⊆ Eα+1, this also
holds for every play of (Gξi |h, v). Now let v be any vertex of G with h the
unique maximal history of G leading to v. We claim that (τj)j∈Π is a Nash
equilibrium of (G|h, v). Towards this, let τ′ be any strategy of any player i ∈ Π
in G; let π = ⟨(τj)j∈Π⟩v, and let π′ = ⟨τ′, (τj)j∈Π\{i}⟩v. We need to show
that hπ is won by player i or that hπ′ is not won by player i. The claim is
trivial if π = π′. Thus assume that π ̸= π′ and fix the least k < ω such that
π(k + 1) ̸= π′(k + 1). Clearly, π(k) ∈ Vi and τ′(π(k)) ̸= τi(π(k)). Without
loss of generality, let k = 0. We distinguish the following two cases:
• σi is winning in (Gξi |h, v). By the definition of each τj, π is a play of
(Gξi |h, v). We claim that π is consistent with σi, which implies that hπ
is won by player i. Otherwise fix the least l < ω such that π(l) ∈
Vi and σi(π(l)) ̸= π(l + 1). As σi is winning in (Gξi |h, v), σi is also
winning in (Gξi |hπ(0)...π(l−1),π(l)). But then (π(l),π(l + 1)) ∈ Eξ \ Eξ+1,
a contradiction to Eξ = Eξ+1.
• σi is not winning in (Gξi |h, v). Hence σ−i is winning in (Gξi |h, v). As
τ′(v) ̸= τi(v), player i has deviated, and it is the case that π′ =
⟨τ′, (σj,i)j∈Π\{i}⟩v. We claim that π′ is a play of (Gξi |h, v). As σ−i is
winning in (Gξi |h, v), this implies that hπ′ is not won by player i. Other-
wise fix the least l < ω such that (π′(l),π′(l + 1)) ̸∈ Eξ together with
the ordinal α such that (π′(l),π′(l + 1)) ∈ Eα \ Eα+1. Clearly, π′(l) ∈ Vi.
Thus σαi is winning in (Gαi |hπ′(0)...π′(l−1),π′(l)), which implies that σi is
winning in (Gξi |hπ′(0)...π′(l−1),π′(l)). As π′ is consistent with σ−i, this
means that σ−i is not winning in (Gξi |h, v), a contradiction.
It follows that (τj)j∈Π = (τj|h)j∈Π is a Nash equilibrium of (G|h, v) for every
history hv of (G, v0). Hence, (τj)j∈Π is a subgame perfect equilibrium of
(G, v0). q.e.d.
Corollary 12 ([27]). Every multiplayer game with Borel winning conditions
has a subgame perfect equilibrium.
This generalises the result by Chatterjee & al. [6] that every multiplayer
game with Borel winning conditions has a Nash equilibrium. Indeed, for
the existence of Nash equilibria, a slightly weaker condition than the one
in Theorem 11 suffices. Let ZeroSum(G)Nash be defined in the same way as
ZeroSum(G) but without closure under subgraphs.
Corollary 13. If every game in ZeroSum(G)Nash is determined, then G has a
Nash equilibrium.
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3.3 Secure Equilibria
The notion of a secure equilibrium introduced by Chatterjee & al. [4] tries to
overcome another deficiency of Nash equilibria: one game may have many
Nash equilibria with different payoffs and even several maximal ones w.r.t.
to the componentwise partial ordering on payoffs. Hence, for the players it
is not obvious which equilibrium to play. The idea of a secure equilibrium
is that any rational deviation (i.e. a deviation that does not decrease the
payoff of the player who deviates) will not only not increase the payoff of
the player who deviates but it will also not decrease the payoff of any other
player. Secure equilibria model rational behaviour if players not only attempt
to maximise their own payoff but, as a secondary objective, also attempt to
minimise their opponents’ payoffs.
Definition 14. A strategy profile (σi)i∈Π of a game (G, v0) is called secure if
for all players i ̸= j and for each strategy σ′ of player j it is the case that
⟨(σi)i∈Π⟩ ̸∈ Winj or ⟨(σi)i∈Π\{j}, σ′⟩ ∈ Winj
⇒ ⟨(σi)i∈Π⟩ ̸∈ Wini or ⟨(σi)i∈Π\{j}, σ′⟩ ∈ Wini .
A strategy profile (σi)i∈Π is a secure equilibrium if it is both a Nash equilibrium
and secure.
Example 15 ([4]). Consider another Büchi game played on the game graph
depicted in Figure 1 by the two players 1 and 2 where, again, round vertices
are controlled by player 1 and square vertices are controlled by player 2. This
time player 1 wins if vertex 3 is visited (infinitely often), and player 2 wins if
vertex 3 or vertex 5 is visited (infinitely often). Again, the initial vertex is 1.
Up to equivalence, there are two different strategies for each player:
Player 1 can choose to go from 1 to either 2 or 4 while player 2 can choose to
go from 2 to either 3 or 5. Except for the strategy profile where player 1 moves
to 4 and player 2 moves to 3, all of the resulting profiles are Nash equilibria.
However, the strategy profile where player 1 moves to 2 and player 2 moves to
3 is not secure: Player 2 can decrease player 1’s payoff by moving to 5 instead
while her payoff remains the same (namely 1). Similarly, the strategy profile
where player 1 moves to 2 and player 2 moves to 5 is not secure: Player 1 can
decrease player 2’s payoff by moving to 4 instead while her payoff remains
the same (namely 0). Hence, the strategy profile where player 1 moves to 4
and player 2 moves to 5 is the only secure equilibrium of the game.
It is an open question whether secure equilibria exist in arbitrary multi-
player games with well-behaved winning conditions. However, for the case of
only two players, it is not only known that there always exists a secure equilib-
rium for games with well-behaved winning conditions, but a unique maximal
secure equilibrium payoff w.r.t. the componentwise ordering ≤ on payoffs, i.e.
there exists a secure equilibrium (σ, τ) such that pay(⟨σ′, τ′⟩) ≤ pay(⟨σ, τ⟩)
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for every secure equilibrium (σ′, τ′) of (G, v0). Clearly, such an equilibrium
is preferable for both players.
For two winning conditions Win1, Win2 ⊆ Vω, we say that the pair
(Win1, Win2) is determined if any Boolean combination of Win1 and Win2 is
determined, i.e. any two-player zero-sum game that has a Boolean combina-
tion of Win1 and Win2 as its winning condition is determined.
Definition 16. A strategy σ of player 1 (player 2) in a two-player game (G, v0)
is strongly winning if it ensures a play with payoff (1, 0) (payoff (0, 1)) against
any strategy τ of player 2 (player 1).
The strategy σ is retaliating if it ensures a play with payoff (0, 0), (1, 0),
or (1, 1) against any strategy τ of player 2 (player 1).
Note that if (G, v0) is a game with a determined pair (Win1, Win2) of
winning conditions, then player 1 or 2 has a strongly winning strategy if and
only if the other player does not have a retaliating strategy.
Proposition 17. Let (G, v0) be a two-player game with a determined pair
(Win1, Win2) of winning conditions. Then precisely one of the following four
cases holds:
1. Player 1 has a strongly winning strategy;
2. Player 2 has a strongly winning strategy;
3. There is a pair of retaliating strategies with payoff (1, 1);
4. There is a pair of retaliating strategies, and all pairs of retaliating strate-
gies have payoff (0, 0).
Proof. Note that if one player has a strongly winning strategy, then the other
player neither has a strongly winning strategy nor a retaliating strategy. Vice
versa, if one player has a retaliating strategy, then the other player cannot
have a strongly winning strategy. Moreover, cases 3 and 4 exclude each other
by definition. Hence, at most one of the four cases holds.
Now, assume that neither of the cases 1–3 holds. In particular, no player
has a strongly winning strategy. By determinacy, this implies that both players
have retaliating strategies. Let (σ, τ) be any pair of retaliating strategies. As
case 3 does not hold, at least one of the two players receives payoff 0. But as
both players play retaliating strategies, this implies that both players receive
payoff 0, so we are in case 4. q.e.d.
Theorem 18. Let (G, v0) be a two-player game with a determined pair
(Win1, Win2) of winning conditions. Then there exists a unique maximal
secure equilibrium payoff for (G, v0).
Proof. We show that the claim holds in any of the four cases stated in Propo-
sition 17:
1. In the first case, player 1 has a strongly winning strategy σ. Then, for any
strategy τ of player 2, the strategy profile (σ, τ) is a secure equilibrium
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with payoff (1, 0). We claim that (1, 0) is the unique maximal secure
equilibrium payoff. Otherwise, there would exist a secure equilibrium
with payoff 1 for player 2. But player 1 could decrease player 2’s payoff
while not decreasing her own payoff by playing σ, a contradiction.
2. The case that player 2 has a strongly winning strategy is analogous to
the first case.
3. In the third case, there is a pair (σ, τ) of retaliating strategies with payoff
(1, 1). But then (σ, τ) is a secure equilibrium, and (1, 1) is the unique
maximal secure equilibrium payoff.
4. In the fourth case, there is a pair of retaliating strategies, and any pair
of retaliating strategies has payoff (0, 0). Then there exists a strategy σ
of player 1 that guarantees payoff 0 for player 2, since otherwise by
determinacy there would exists a strategy for player 2 that guarantees
payoff 1 for player 2. This would be a retaliating strategy that guarantees
payoff 1 for player 2, a contradiction to the assumption that all pairs
of retaliating strategies have payoff (0, 0). Symmetrically, there exists
a strategy τ of player 2 that guarantees payoff 0 for player 1. By the
definition of σ and τ, the strategy profile (σ, τ) is a Nash equilibrium.
But it is also secure, since it gives each player the least possible payoff.
Hence, (σ, τ) is a secure equilibrium. Now assume there exists a secure
equilibrium (σ′, τ′) with payoff (1, 0). Then also (σ′, τ) would give payoff
1 to player 1, a contradiction to the fact that (σ, τ) is a Nash equilibrium.
Symmetrically, there cannot exists a secure equilibrium (σ′, τ′) with
payoff (0, 1). Hence, either (0, 0) or (1, 1) is the unique maximal secure
equilibrium payoff. q.e.d.
Since Borel winning conditions are closed under Boolean combinations,
as a corollary we get the result by Chatterjee & al. that any two-player game
with Borel winning conditions has a unique maximal secure equilibrium
payoff.
Corollary 19 ([4]). Let (G, v0) be two-player game with Borel winning con-
ditions. Then there exists a unique maximal secure equilibrium payoff for
(G, v0).
4 Algorithmic Problems
Previous research on algorithms for multiplayer games has focused on com-
puting some solution of the game, e.g. some Nash equilibrium [6]. However,
as we have seen, a game may not have a unique solution, so one might be in-
terested not in any solution, but in a solution that fulfils certain requirements.
For example, one might look for a solution where certain players win while
certain other players lose. Or one might look for a maximal solution, i.e. a
solution such that there does not exist another solution with a higher payoff.
In the context of games with parity winning conditions, this motivation leads
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us to the following decision problem, which can be defined for any solution
concept S :
Given a multiplayer parity game (G, v0) played on a finite arena
and thresholds x, y ∈ {0, 1}k, decide whether (G, v0) has a solution
(σi)i∈Π ∈ S(G, v0) such that x ≤ pay(⟨(σi)i∈Π⟩) ≤ y.
In particular, the solution concepts of Nash equilibria, subgame perfect
equilibria, and secure equilibria give rise to the decision problems NE, SPE
and SE, respectively. In the following three sections, we analyse the complexity
of these three problems.
4.1 Nash Equilibria
Let (G, v0) be a game with prefix-independent, determined winning condi-
tions. Assume we have found a Nash equilibrium (σi)i∈Π of (G, v0) with
payoff x. Clearly, the play ⟨(σi)i∈Π⟩ never hits the winning region Wi of some
player i with xi = 0 because otherwise player i can improve her payoff by
waiting until the token hits Wi and then apply her winning strategy. The
crucial observation is that this condition is also sufficient for a play to be
induced by a Nash equilibrium, i.e. (G, v0) has a Nash equilibrium with
payoff x if and only if there exists a play in (G, v0) with payoff x that never
hits the winning region of some player i with xi = 0.
Lemma 20. Let (G, v0) be a k-player game with prefix-independent, deter-
mined winning conditions, and let Wi be the winning region of player i
in G. There exists a Nash equilibrium of (G, v0) with payoff x ∈ {0, 1}k
if and only if there exists a play π of (G, v0) with payoff x such that
{π(k) : k < ω} ∩Wi = ∅ for each player i with xi = 0.
Proof. (⇒) This direction follows from the argumentation above.
(⇐) Let π be a play with payoff x such that {π(k) : k < ω} ∩Wi = ∅
for each player i with xi = 0. Moreover, let τ−j be an optimal strategy of the
coalition Π \ {j} in the two-player zero-sum game Gj where player j plays
against all other players in G, and let τi,j be the corresponding strategy of
player i in G (where τi,i is an arbitrary strategy). For each player i ∈ Π, we
define a strategy σi in G as follows:
σi(hv) =
π(k + 1) if hv = π(0) . . .π(k) ≺ π,τi,j(h2v) otherwise,
where, in the latter case, h = h1h2 such that h1 is the longest prefix of h still
being a prefix of π, and j is the player whose turn it was after that prefix (i.e.
h1 ends in Vj), where j = i if h1 = ε.
Let us show that (σi)i∈Π is a Nash equilibrium of (G, v0) with payoff x.
First observe that ⟨(σi)i∈Π⟩ = π, which has payoff x, thus it remains to show
that (σi)i∈Π is a Nash equilibrium. So let us assume that some player i ∈ Π
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with xi = 0 can improve her payoff by playing according to some strategy σ′
instead of σi. Then there exists k < ω such that σ′(π(k)) ̸= σi(π(k)), and
consequently from this point onwards ⟨(σj)j∈Π\{i}, σ′⟩ is consistent with τ−i,
the optimal strategy of the coalition Π \ {i} in Gi. Hence, τ−i is not winning
from π(k). By determinacy, this implies that π(k) ∈ Wi, a contradiction.
q.e.d.
As an immediate consequence, we get that the problem NE is in NP.
However, in many cases, we can do better: For two payoff vectors x, y ∈
{0, 1}k, let dist(x, y) be the Hamming distance of x and y, i.e. the number
∑ki=1 |yi − xi| of nonmatching bits. Jurdzin´ski [13] showed that the problem
of deciding whether a vertex is in the winning region for player 0 in a two-
player zero-sum parity game is in UP ∩ co-UP. Recall that UP is the class
of all problems decidable by a nondeterministic Turing machine that runs
in polynomial time and has at most one accepting run on every input. We
show that the complexity of NE goes down to UP∩ co-UP if the Hamming
distance of the thresholds is bounded. If additionally the number of priorities
is bounded, the complexity reduces further to P.
Theorem 21 ([28]). NE is in NP. If dist(x, y) is bounded, NE is in UP ∩
co-UP. If additionally the number of priorities is bounded for each player,
the problem is in P.
Proof. An NP algorithm for NE works as follows: On input (G, v0), the
algorithm starts by guessing a payoff x ≤ z ≤ y and the winning region
Wi of each player. Then, for each vertex v and each player i, the guess
whether v ∈ Wi or v ̸∈ Wi is verified by running the UP algorithm for
the respective problem. If one guess was incorrect, the algorithm rejects
immediately. Otherwise, the algorithm checks whether there exists a winning
play from v0 in the one-player game arising from G by merging all players into
one, restricting the arena to G  ⋂zi=0(V \Wi), and imposing the winning
condition
∧
zi=1 Ωi ∧
∧
zi=0 ¬Ωi, a Streett condition. If so, the algorithm
accepts. Otherwise, the algorithm rejects.
The correctness of the algorithm follows from Lemma 20. For the com-
plexity, note that deciding whether there exists a winning play in a one-player
Streett game can be done in polynomial time [10].
If dist(x, y) is bounded, there is no need to guess the payoff z. Instead,
one can enumerate all of the constantly many payoffs x ≤ z ≤ y and check
for each of them whether there exists a winning play in the respective one-
player Streett game. If this is the case for some z, the algorithm may accept.
Otherwise it has to reject. This gives a UP algorithm for NE in the case that
dist(x, y) is bounded. Analogously, a UP algorithm for the complementary
problem would accept if for each z there exists no winning play in the
respective one-player Streett game.
For parity games with a bounded number of priorities, winning regions
can actually be computed in polynomial time (see e.g. [29]). Thus, if addition-
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ally the number of priorities for each player is bounded, the guessing of the
winning regions can be avoided as well, so we end up with a deterministic
polynomial-time algorithm. q.e.d.
It is a major open problem whether winning regions of parity games
can be computed in polynomial time, in general. This would allow us to
decide the problem NE in polynomial time for bounded dist(x, y) even if the
number of priorities is unbounded. Recently, Jurdzin´ski & al. [14] gave a
deterministic subexponential algorithm for the problem. It follows that there
is a deterministic subexponential algorithm for NE if dist(x, y) is bounded.
Another line of research is to identify structural properties of graphs
that allow for a polynomial-time algorithm for the parity game problem. It
was shown that winning regions can be computed in polynomial time for
parity games played on graphs of bounded DAG-, Kelly, or clique width
[1, 23, 12, 24] (and thus also for graphs of bounded tree width [22] or bounded
entanglement [2]). It follows that NE can be decided in polynomial time for
games on these graphs if also dist(x, y) is bounded.
Having shown that NE is in NP, the natural question that arises is
whether NE is NP-complete. We answer this question affirmatively. Note that
it is an open question whether the parity game problem is NP-complete. In
fact, this is rather unlikely, since it would imply that NP = UP = co-UP =
co-NP, and hence the polynomial hierarchy would collapse to its first level.
As a matter of fact, we show NP-completeness even for the case of games
with co-Büchi winning conditions, a class of games known to be solvable in
polynomial time in the classical two-player zero-sum case. Also, it suffices
to require that only one distinguished player, say the first one, should win
in the equilibrium. In essence, this shows that NE is a substantially harder
problem than the problem of deciding the existence of a winning strategy for
a certain player.
Theorem 22 ([28]). NE is NP-complete for co-Büchi games, even with the
thresholds x = (1, 0, . . . , 0) and y = (1, . . . , 1).
Proof. By Theorem 21, the problem is in NP. To show that the problem is
NP-hard, we give a polynomial-time reduction from SAT. Given a Boolean
formula ϕ = C1 ∧ . . . ∧ Cm in CNF over variables X1, . . . , Xn, we build a
game Gϕ played by players 0, 1, . . . , n as follows. Gϕ has vertices C1, . . . , Cm
controlled by player 0, and for each clause C and each literal Xi or ¬Xi, a
vertex (C, Xi) or (C,¬Xi), respectively, controlled by player i. Additionally,
there is a sink vertex ⊥. There are edges from a clause Cj to each vertex
(Cj, L) such that L occurs as a literal in Cj and from there to C(j mod m)+1.
Additionally, there is an edge from each vertex (C,¬Xi) to the sink vertex ⊥.
As ⊥ is a sink vertex, the only edge leaving ⊥ leads to ⊥ itself. For example,
Figure 2 shows the essential part of the arena of Gϕ for the formula ϕ =
(X1 ∨ X3 ∨ ¬X2) ∧ (X3 ∨ ¬X1) ∧ ¬X3. The co-Büchi winning conditions are
as follows:
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• Player 0 wins if the sink vertex is visited only finitely often (or, equiva-
lently, if it is not visited at all);
• Player i ∈ {1 . . . , n} wins if each vertex (C, Xi) is visited only finitely
often.
C1
(C1, X1) (C1, X3) (C1,¬X2)
C2
(C2, X3) (C2,¬X1)
C3
(C3,¬X3)
⊥
Figure 2. The game Gϕ for ϕ = (X1 ∨ X3 ∨ ¬X2) ∧ (X3 ∨ ¬X1) ∧ ¬X3
Clearly, Gϕ can be constructed from ϕ in polynomial time. We claim that
ϕ is satisfiable if and only if (Gϕ, C1) has a Nash equilibrium where player 0
wins.
(⇒) Assume that ϕ is satisfiable. We show that the positional strategy
profile where at any time player 0 plays from a clause C to a (fixed) literal
that satisfies this clause and each player j ̸= 0 plays from ¬Xj to the sink if
and only if the satisfying interpretation maps Xj to true is a Nash equilibrium
where player 0 wins. First note that the induced play never reaches the sink
and is therefore won by player 0. Now consider any player i that loses the
induced play, which can only happen if a vertex (C, Xi) is visited infinitely
often. But, as player 0 plays according to the satisfying assignment, this
means that no vertex (C′,¬Xi) is ever visited, hence player i has no chance to
improve her payoff by playing to the sink vertex.
(⇐) Assume that (Gϕ, C1) has a Nash equilibrium where player 0 wins,
hence the sink vertex is not reached in the induced play. Consider the variable
assignment that maps Xi to true if some vertex (C, Xi) is visited infinitely
often. We claim that this assignment satisfies the formula. To see this, consider
any clause Cj. By the construction of Gϕ, there exists a literal Xi or ¬Xi in
Cj such that the vertex (Cj, Xi) or (Cj,¬Xi), respectively, is visited infinitely
often. Now assume that both a vertex (C, Xi) and a vertex (C′,¬Xi) are visited
infinitely often. Then player i would lose, but could improve her payoff by
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playing from (C′,¬Xi) to the sink vertex. Hence, in any case the defined
interpretation maps the literal to true thus satisfying the clause. q.e.d.
4.2 Subgame Perfect Equilibria
For subgame perfect equilibria, we are not aware of a characterisation like the
one in Lemma 20 for Nash equilibria. Therefore, our approach to solve SPE is
entirely different from our approach to solve NE. Namely, we reduce SPE to
the nonemptiness problem for tree automata (on infinite trees). However, this
only gives an ExpTime upper bound for the problem as opposed to NP for the
case of Nash equilibria. For the full proof of the following theorem, see [27].
Theorem 23. The problem SPE is in ExpTime. If the number of players and
priorities is bounded, the problem is in P.
Proof sketch. Without loss of generality, let us assume that the input game G is
binary, i.e. every vertex of G has at most two successors. Then we can arrange
all plays of (G, v0) in an infinite binary tree with labels from the vertex set V.
Given a strategy profile (σi)i∈Π of (G, v0), we enrich this tree with a second
label component that takes the value 0 or 1 if the strategy profile prescribes
going to the left or right successor, respectively.
The algorithm works as follows: We construct two alternating parity tree
automata. The first one checks whether some arbitrary tree with labels from
the alphabet V × {0, 1} is indeed a tree originating from a strategy profile
of (G, v0), and the second one checks for a tree originating from a strategy
profile (σi)i∈Π of (G, v0) whether (σi)i∈Π is a subgame perfect equilibrium
with a payoff in between the given thresholds. The first automaton is actually
a nondeterministic tree automaton with trivial acceptance (every run of the
automaton is accepting) and has O(|V|) states. The second automaton has
O(kd) states and O(1) priorities where k is the number of players and d
is the maximum number of priorities in a player’s parity condition. An
equivalent nondeterministic parity tree automaton has 2O(kd log kd) states and
O(kd) priorities [20]. Finally, we construct the product automaton of the first
nondeterministic parity tree automaton with the one constructed from the
alternating one. As the former automaton works with trivial acceptance, the
construction is straightforward and leads to a nondeterministic parity tree
automaton with O(|V|) · 2O(kd log kd) states and O(kd) priorities. Obviously,
the tree language defined by this automaton is nonempty if and only if
(G, v0) has a subgame perfect equilibrium with a payoff in between the given
thresholds. By [9] nonemptiness for nondeterministic parity tree automata
can be decided in time polynomial in the number of states and exponential
in the number of priorities. q.e.d.
The exact complexity of SPE remains an open problem. However, NP-
hardness can be transferred from NE to SPE. Hence, it is unlikely that there
exists a polynomial-time algorithm for SPE, in general.
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Theorem 24. SPE is NP-hard for co-Büchi games, even with the thresholds
x = (1, 0, . . . , 0) and y = (1, . . . , 1).
Proof. The proof is analogous to the proof of Theorem 22. Just note that the
Nash equilibrium of (Gϕ, C1) constructed in the case that ϕ is satisfiable is
also a subgame perfect equilibrium. q.e.d.
4.3 Secure Equilibria
For secure equilibria we concentrate on two-player games as done by Chatter-
jee & al. [4], who introduced secure equilibria. If there are only two players,
then there are only four possible payoffs for a secure equilibrium: (0, 0),
(1, 0), (0, 1), and (1, 1). For each of these payoffs, we aim to characterise
the existence of a secure equilibrium that has this payoff and analyse the
complexity of deciding whether there exists such an equilibrium..
Lemma 25. Let (G, v0) be a two-player game with determined winning con-
ditions. Then (G, v0) has a secure equilibrium with payoff (0, 0) if and only if
no player has a winning strategy.
Proof. Clearly, if (σ, τ) is a secure equilibrium with payoff (0, 0), then no
player can have a winning strategy, since otherwise (σ, τ) would not even be
a Nash equilibrium. On the other hand, assume that no player has a winning
strategy. By determinacy, there exist a strategy σ of player 1 that guarantees
payoff 0 for player 2 and a strategy τ of player 2 that guarantees payoff 1 for
player 1. Hence, (σ, τ) is a Nash equilibrium. But it is also secure since every
player receives the lowest possible payoff. q.e.d.
Theorem 26. The problem of deciding whether in a two-player parity game
there exists a secure equilibrium with payoff (0, 0) is in UP ∩ co-UP. If the
number of priorities is bounded, the problem is decidable in polynomial time.
Proof. By Lemma 25, to decide whether there exists a secure equilibrium with
payoff (0, 0), one has to decide whether neither player 1 nor player 2 has
a winning strategy. For each of the two players, existence (and hence also
non-existence) of a winning strategy can be decided in UP∩ co-UP [13]. By
first checking whether player 1 does not have a winning strategy and then
checking whether player 2 does not have one, we get a UP algorithm for the
problem. Analogously, one can deduce that the problem is in co-UP.
If the number of priorities is bounded, deciding the existence of a win-
ning strategy can be done in polynomial time, so we get a polynomial-time
algorithm for the problem. q.e.d.
Lemma 27. Let (G, v0) be a two-player game. Then (G, v0) has a secure
equilibrium with payoff (1, 0) or payoff (0, 1) if and only if player 1 or
player 2, respectively, has a strongly winning strategy.
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Proof. We only show the claim for payoff (1, 0); the proof for payoff (0, 1) is
completely analogous. Clearly, if σ is a strongly winning strategy for player 1,
then (σ, τ) is a secure equilibrium for any strategy τ of player 2. On the
other hand, if (σ, τ) is a secure equilibrium with payoff (1, 0), then for any
strategy τ′ of player 2 the strategy profile (σ, τ′) has payoff (1, 0), hence σ is
strongly winning. q.e.d.
Theorem 28 ([4]). The problem of deciding whether in a two-player parity
game there exists a secure equilibrium with payoff (1, 0), or payoff (0, 1), is
co-NP-complete. If the number of priorities is bounded, the problem is in P.
Proof. By Lemma 27, deciding whether a two-player parity game has a secure
equilibrium with payoff (1, 0) or (0, 1) amounts to deciding whether player 1
respectively player 2 has a strongly winning strategy. Assume that the game
has parity winning conditions Ω1 and Ω2. Then player 1 or player 2 has
a strongly winning strategy if and only if she has a winning strategy for
the condition Ω1 ∧ ¬Ω2 respectively Ω2 ∧ ¬Ω1, a Streett condition. The
existence of such a strategy can be decided in co-NP [7]. Hence, the problem
of deciding whether the game has a secure equilibrium with payoff (1, 0), or
(0, 1), is also in co-NP.
Chatterjee & al. [5] showed that deciding the existence of a winning
strategy in a two-player zero-sum game with the conjunction of two parity
conditions as its winning condition is already co-NP-hard. It follows that the
problem of deciding whether a player has a strongly winning strategy in a
two-player parity game is co-NP-hard.
If the number of priorities is bounded, we arrive at a Streett condition
with a bounded number of pairs, for which one can decide the existence
of a winning strategy in polynomial time [7], so we get a polynomial-time
algorithm. q.e.d.
Lemma 29. Let (G, v0) be a two-player game with a determined pair
(Win1, Win2) of prefix-independent winning conditions. Then (G, v0) has
a secure equilibrium with payoff (1, 1) if and only if there exists a play π with
payoff (1, 1) such that for all k < ω no player has a strongly winning strategy
in (G,π(k)).
Proof. Clearly, if (σ, τ) is a secure equilibrium with payoff (1, 1), then π :=
⟨σ, τ⟩ is a play with payoff (1, 1) such that for all k < ω no player has a
strongly winning strategy in (G,π(k)), since otherwise one player could
decrease the other players payoff while keeping her payoff at 1 by switching
to her strongly winning strategy at vertex π(k).
Assume that there is a play π with payoff (1, 1) such that for all k < ω
no player has a strongly winning strategy in (G,π(k)). By determinacy, there
exists a strategy σ1 of player 1 and a strategy τ1 of player 2 such that σ1 and
τ1 are retaliating strategies in (G,π(k)) for each k < ω. Similarly to the proof
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of Lemma 20, we define a new strategy σ of player 1 for (G, v0) by
σ(hv) =
π(k + 1) if hv = π(0) . . .π(k) ≺ π,σ1(h2v) otherwise.
where in the latter case h = h1 · h2, and h1 is the longest prefix of h still
being a prefix of π. Analogously, one can define a corresponding strategy τ
of player 2 for (G, v0). It follows that the strategy profile (σ, τ) has payoff
(1, 1), and for each strategy σ′ of player 1 and each strategy τ′ of player 2 the
strategy profiles (σ′, τ) and (σ, τ′) still give payoff 1 to player 2 respectively
player 1. Hence, (σ, τ) is a secure equilibrium. q.e.d.
Theorem 30 ([4]). The problem of deciding whether in a two-player parity
game there exists a secure equilibrium with payoff (1, 1) is in NP. If the
number of priorities is bounded, the problem is in P.
Proof. By Lemma 29, to decide whether there exists a secure equilibrium
with payoff (1, 1), one has to decide whether there exists a play that has
payoff (1, 1) and remains inside the set U of vertices where no player has a
strongly winning strategy. By determinacy, the set U equals the set of vertices
where both players have retaliating strategies. Assume that the game has
parity winning conditions Ω1 and Ω2. Then a retaliating strategy of player 1
or player 2 corresponds to a winning strategy for the condition Ω1 ∨ ¬Ω2
respectively Ω2 ∨ ¬Ω1, a Rabin condition. Since positional strategies suffice
to win a two-player zero-sum game with a Rabin winning condition [15], this
implies that the set U also equals the set of vertices where both players have
positional retaliating strategies.
An NP algorithm for deciding whether there exists a secure equilibrium
with payoff (1, 1) works as follows: First, the algorithm guesses a set X
together with a positional strategy σ of player 1 and a positional strategy τ of
player 2. Then, the algorithm checks whether σ and τ are retaliating strategies
from each vertex v ∈ X. If this is the case, the algorithm checks whether
there exists a play with payoff (1, 1) remaining inside X. If so, the algorithm
accepts, otherwise it rejects.
The correctness of the algorithm is immediate. For the complexity, note
that checking whether a positional strategy of player 1 or 2 is a retaliating
strategy amounts to deciding whether the other player has a winning strategy
for the condition Ω2 ∧ ¬Ω1 respectively Ω1 ∧ ¬Ω2, again a Streett condition,
in the one-player game where the transitions of player 1 respectively player 2
have been fixed according to her positional strategy. Also, checking whether
there exists a play with payoff (1, 1) remaining inside X amounts to deciding
whether there exists a winning play in a one-player Streett game, namely the
one derived from G by removing all vertices in X, merging the two players
into one, and imposing the winning condition Ω1 ∧Ω2. As the problem
of deciding the existence of a winning play in a one-player Streett game
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is decidable in polynomial time, our algorithm runs in (nondeterministic)
polynomial time.
If the number of priorities is bounded, we can actually compute the set U
of vertices from where both players have a retaliating strategy in polynomial
time, so the algorithm can be made deterministic while retaining a polynomial
running time. q.e.d.
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