ABSTRACT. We prove an existence principle that would apply for elliptic problems with nonlinearity separating into a difference of derivatives of two convex functions in the case when the growth conditions are imposed only on the minuend term. We present abstract result and its application. We modify the so called dual variational method.
Introduction
The aim of the paper is to give an existence principle that would apply for elliptic problems with nonlinearity separating into a difference of derivatives of two convex functions in the case when the growth conditions are imposed only on the main term. We present the abstract framework for the considered boundary value problem and next we use a modification of the dual variational method due to [9] in order to get the existence result. We use some arguments applied already in [6] but we further simplify the dual variational approach. Dual variational approach is used in case we can minimize the Euler action functional connected with the investigated Dirichlet problem only on a certain subset of its domain. In such a case a classical approach of equating to the Gâteaux derivative of this functional cannot be applied (see [8] ) and one needs to use some different tools in order to show that a minimizer of an action functional satisfies the given Dirichlet problem. We underline also that our approach does not require the action functional to be differentiable in the sense of Gâteaux.
As a model problem we shall determine the values of a parameter λ > 0 for which the following BVP
has a solution.
Here Ω ⊂ R N is a region with a locally Lipschitz boundary, a ∈ C Ω, R + , G y (x, y) denotes the derivative of G with respect to the second variable, 
there exists a constant γ > 0 such that
The nonlinear term G will be investigated with two different sets of assumptions. Namely either G1. G, G y : Ω×R → R are Caratheodory functions with G convex in the second variable; for any d > 0 there exists a constant M d > 0 such that for a.e. 
and G2. In order to consider problem (1) we will make use of the following abstract framework. Let V be reflexive, separable Banach space compactly and densely embedded into another Banach space Z. By i : V → Z we denote the identity mapping on V which obviously satisfies iu Z ≤ τ u V for all u ∈ V and a certain constant τ > 0. Assuming that operators ∇T :
* have convex and lower semicontinuous potentials bounded on bounded sets we shall consider the following operator equation
The action functional J : V → R for which (4) is the Euler-Lagrange equation reads
is therefore neither convex nor concave.
Our results relate to [1] where the Ricerri variational principle is applied in that we have also the growth restriction only on one part of the nonlinear term. In [7] different than our techniques, such as elliptic estimates, variational methods or comparison principles are used. The variational approach of [7] is based on the application of the mountain pass geometry. The abstract approach, although in a sublinear case and with different type of nonlinearity is investigated in [2] but this applies only for such differential operators that can represent a duality mapping between suitable spaces. Results of this paper extend to the case of convex-concave nonlinearity the results of [5] . In presence of a convex nonlinearity only our results considerably simplify those of [5] .
We recall a few facts that will be used later. Let
and is a convex l.s.c. functional. For any u ∈ V , v ∈ V * the Fenchel-Young inequality holds
When F is additionally differentiable in the sense of Gâteaux, the subdifferential in the sense of convex analysis coincides with the Gâteaux derivative F u , and we have the following relation
The Fenchel-Young transform could be defined for a functional which is not necessarily continuous, but since we work on convex l.s.c. functionals we have restricted its definition to such a setting.
Main result
Our aim now is to simplify the abstract methodology which we have previously applied in [5] .
Ì ÓÖ Ñ 2.1º Let operators ∇T : V → V * , ∇H, ∇F : Z → Z * have convex and lower semicontinuous potentials bounded on bounded sets. Let X be any weakly compact subset of V . There existsū ∈ X such that
If additionally relation
implies that u ∈ X, thenū solves (4).
P r o o f. Functional J is weakly l.s.c. on X. Indeed, terms u → T (u), u → F (iu) being convex and l.s.c. are weakly l.s.c, see [3] . The operator u → H (iu) is compact on V . Thus J is weakly l.s.c on X and since X is weakly compact, there existsū ∈ X such that (7) holds.
We denoteq = ∇H (iū) ,p = ∇F (i u)
and
By (8) we have
Here
transformations of convex functionals H and T , F ([3]). By relationq = ∇H (iū) we have
and later for any
By definition ofp, by (8) and by (9) , see also (6), we have
By (11) and by the Fenchel-Young inequality and from the above inequality we have
Next, we see that
So we have equality
and next by (10)
So by the Fenchel-Young inequalities we have actually two equalities
Therefore we have ∇T (ū) + i * p = i * q andp = ∇F (iū). Sinceq = ∇H (iū) we have relation (4) satisfied.
Applications and examples

Assumptions G1-G2
We put V = W 1,p 0 (Ω) and Z = L p (Ω). We observe that operator
is strictly monotone, demicontinuous, see [4] . Also it has a convex, l.s.c. potential. Let p > N. Let c S , C > 0 be the best Sobolev constants from the inequalities
Ì ÓÖ Ñ 3.1º Let us assume H, G1-G2. Let us fix d > 0 and later
P r o o f. We first observe that for any u ∈ X there exists a solution y ∈ X to Dirichlet problem
Indeed, we take any u ∈ X. The solution to (12) exists by a classical argument ( [4] ). We observe that since G is convex with respect to the second variable it has a nondecreasing derivative, thus for a.e. x ∈ Ω and any t ∈ [−d, d] we have by (2) that
Therefore we have
From (12) we see that
Integrating by parts and using inequality
and inequality (13) we obtain ⎛
Since M 1 ≤ ϕ (x, a) for a.e. x ∈ Ω and all a ∈ R + and since we have
Thus y ∈ X. We see that X is weakly compact in W 1,p 0 (Ω). Next, let H be the Niemytskij operator induced by G and let F be the Niemytskij operator induced by the function a (·) |u (·)| p , where u ∈ L p (Ω). Both these funtionals are obviously convex and weakly l.s.c. Theorem 2.1 leads to the conclusion.
Assumptions G3-G2
Ì ÓÖ Ñ P r o o f. We first observe that for any u ∈ X there exists a solution y ∈ X to Dirichlet Problem (12). Indeed, we take any u ∈ X. By (3) the solution to (12) exists by a classical argument, [4] . Next, again by (3) we see that (15) holds. From (14) using the arguments from the proof of Theorem 3.1 we see that
we see that y L p (Ω) ≤ d. As in the previous theorem we show that all assumptions of Theorem 2.1 are satisfied.
