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Abstract
Multimarginal Optimal Transport (MOT) has recently attracted significant interest due to
its many applications. However, in most applications, the success of MOT is severely hindered
by a lack of sub-exponential time algorithms. This paper develops a general theory about “struc-
tural properties” that make MOT tractable. We identify two such properties: decomposability
of the cost into either (i) local interactions and simple global interactions; or (ii) low-rank inter-
actions and sparse interactions. We also provide strong evidence that (iii) repulsive costs make
MOT intractable by showing that several such problems of interest are NP-hard to solve—even
approximately. These three structures are quite general, and collectively they encompass many
(if not most) current MOT applications. We demonstrate our results on a variety of applications
in machine learning, statistics, physics, and computational geometry.
The authors are with the Laboratory for Information and Decision Systems (LIDS), Massachusetts Institute of
Technology, Cambridge MA 02139. Work partially supported by NSF Graduate Research Fellowship 1122374, a
Siebel PhD Fellowship, and a TwoSigma PhD fellowship.
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1 Introduction
Multimarginal Optimal Transport (MOT) is the problem of linear programming over joint proba-
bility distributions with fixed marginals, i.e.,
min
joint distribution P
s.t. i-th marginal of P is µi, ∀i∈[k]
E(X1,...,Xk)∼P C(X1, . . . ,Xk) (1.1)
given marginal distributions µ1, . . . , µk and cost C. Informally, MOT “stitches” together multiple
measurements of a data source in the most likely way. Since data-science problems often require
combining multiple sources of information, MOT arises naturally in applications throughout ma-
chine learning, computer science, and the natural sciences—e.g., information fusion for Bayesian
learning [68, 69], averaging point clouds [2, 34], the n-coupling problem [49, 66], quantile ag-
gregation [53, 65], matching for teams [27, 29, 30], inference from collective dynamics [37, 45],
image processing [61, 67], simulation of incompressible fluids [17, 25], and Density Functional The-
ory [16, 26, 31, 48], among many others.
However, in most applications, the success of MOT is severely hindered by the lack of efficient
algorithms. Indeed, solving MOT in general requires exponential time in the number of marginals k
and their support sizes n.1 This currently renders most applications intractable beyond tiny input
sizes.
At first glance, an exponential runtime in n and k may seem unavoidable simply because reading
the input cost C and writing the optimization variable P takes exponential time: they each have
nk exponentially many entries. However, there always exists an optimal solution P of MOT that
is polynomially-sparse (see §2), and in nearly all applications the input cost C has a succinct
representation (e.g., for Wasserstein barycenters, C(x1, . . . , xk) = ∑ki,j=1 ∥xi − xj∥2 is implicit from
the nk locations of the n support points of the k marginal distributions).
But, of course, just being able to read the input C implicitly in polynomial time and knowing
that there exists a succinctly representable solution P does not mean that one can actually find
such a solution in polynomial time. (See §6 for concrete NP-hard examples.) An obvious barrier is
that the optimization problem (1.1) is over nk exponentially many decision variables. This means
that although MOT is a linear program (LP), standard LP solvers take exponential time if used
out of the box.
For a very small number of specific MOT problems, there are specially-tailored algorithms that
run in polynomial time—notably, the fluid dynamics MOT problem [14], MOT problems with tree-
structured costs [44], and low-dimensional Wasserstein barycenters [7, 29]. However, it is unknown
if or how these techniques can be extended to the many other MOT problems arising in applications.
This motivates the central question driving this paper:
Are there general “structural properties” that make MOT tractable?
1.1 Contributions
This paper develops a general theory about “structural properties” that render MOT polynomial-
time solvable. We isolate two such properties: decomposability of the cost C into either (i) local
interactions and simple global interactions; or (ii) low-rank interactions and sparse interactions. We
also provide strong evidence that (iii) repulsive costs make MOT intractable by showing that several
such problems of interest are NP-hard to solve—even approximately. These three structures are
1For simplicity, each µi is assumed to have the same support size; differing support sizes is a trivial extension that
changes nothing.
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Structure Technique Poly-time algorithm?
Decomposable (§4) Dynamic programming Yes
Low rank (§5) Approximation theory Yes
Repulsive (§6) NP-hardness reductions No
Table 1: The “structural properties” we identify that make MOT tractable/intractable. The struc-
tures are detailed in §1.1, and the algorithmic techniques in §1.2.
quite general, and collectively they encompass many (if not most) of the MOT problems in current
applications.
We highlight that for the tractable structures (i) and (ii), we develop polynomial-time algorithms
with two notable features:
• Sparsity. For both tractable structures (i) and (ii), our algorithms can compute sparse solu-
tions with polynomially many nonzero entries (roughly nk) out of the a priori nk possible2.
This is in contrast to the popular Sinkhorn algorithm which computes fully dense solutions.
Sparsity enables interpretability, visualization, and efficient downstream computation.
• Exactness. For structure (i), our algorithms can compute exact solutions. Other than our re-
cent specially-tailored algorithm for Wasserstein barycenters [7], these are the first algorithms
for solving MOT problems exactly. (For structure (ii), we solve to arbitrary precision ε and
conjecture NP-hardness of exact solutions; see §5.)
We mention two extensions of our algorithmic results. First, they hold essentially unchanged
for the variant of MOT where some marginals µi are unconstrained (details in Appendix E). This
is helpful in applications with partial observations [37, 43]. Second, our algorithmic results extend
to the entropically-regularized MOT problem (RMOT), which has recently been recognized as an
interesting statistical object in its own right, e.g., [40, 44, 54, 62]. Specifically, we show RMOT is
tractable with either structure (i) or (ii). The only part of our results that do not extend are the
solutions’ sparsity (unavoidable essentially since RMOT solutions are fully dense) and exactness
(unavoidable essentially since RMOT is a convex problem, not an LP).
We now detail the three structures individually; see Table 1 for a summary.
1.1.1 Decomposability structure
In §4, we consider MOT costs C which decompose into a “global interaction” f(x1, . . . , xk) between
all variables, and “local interactions” gS(xS) that depend only on small subsets xS ∶= {xi}i∈S of the
k variables. That is,
C(x1, . . . , xk) = f(x1, . . . , xk) + ∑
S∈S gS(xS). (1.2)
Both interactions must be somehow restricted since in the general case MOT is NP-hard.
We show that MOT is polynomial-time solvable—in fact, exactly and with sparse solutions—
under the following general conditions:
• The global interaction term is “incrementally computable,” meaning essentially that f(x1, . . . , xk)
can be efficiently computed from reading x1, . . . , xk once in any order; formal statement in
2This does not clash with the NP-hardness of computing the sparsest solution for MOT, since we find solutions
that are sparse but not necessarily the sparsest.
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Figure 1: Graphical model G for the decomposable MOT problem in Example 1.1. Vertices corre-
spond to snapshots of the data. Edges exist between snapshots in time windows of length 2.
Definition 4.1. For instance, this includes arbitrary functions of sums of the xi if the xi lie in
a grid, see Example 4.2.
• The local interaction terms can have arbitrary costs gS , so long as the graph G with vertices{x1, . . . , xk} and edges {(i, j) ∶ i, j ∈ S for some S} has low treewidth.
Related work to decomposability structure. Several very recent pre-prints [3, 44, 45] study
MOT costs with local interactions and point out an elegant connection to graphical models. Our
work builds upon theirs in several key ways, including (i) their algorithms cannot handle global
interactions, which are crucial for modeling many real-world applications; (ii) for purely local
interactions, they provide provable guarantees in the special case that G is a tree, but otherwise use
heuristics which can converge to incorrect solutions; (iii) our algorithms produce sparse solutions,
whereas theirs produce (succinct representations of) fully dense solutions with exponentially many
nonzero entries; and (iv) our algorithms can solve MOT to machine-precision, whereas theirs are
limited to a few digits of accuracy. See the related work §1.3 for further details.
Applications. This result enables MOT to remain tractable while incorporating complicated
modeling information in the optimization. In some applications, this is critical for avoiding non-
sensical outputs, let alone for achieving good inference. In §4.3, we demonstrate this through the
popular MOT application of inference from collective dynamics [37, 43]. We detail the application’s
premise here since it is an illustrative example of the decomposability structure.
Example 1.1 (Inference from collective dynamics). How can one infer trajectories of indistin-
guishable particles (e.g., cells in a culture, or birds in a flock) given unlabeled measurements µi of
the particle locations at times i ∈ {1, . . . , k} [37, 43]? A joint distribution P as in (1.1) encodes
likelihoods of possible trajectories. To enforce likely trajectories, the cost C(x1, . . . , xk) might pe-
nalize local interactions between consecutive pairs xi, xi+1 (e.g., distance traveled) and consecutive
triples xi, xi+1, xi+2 (e.g., direction changes); see Figure 1. The cost might also incorporate global
interactions, e.g., enforce each cell trajectory to spend a realistic fraction of time in the phases
of some developmental process (e.g., cell cycle, or pathway from progenitor to fully differentiated
cell)—additional information that might be easily measured but previously made the MOT problem
intractable. Previous approaches are unable to reliably handle any of these interactions besides
consecutive pairs (distance traveled), which can lead to inferring nonsensical trajectories; see §4.3.
Our result also provides improved algorithms for MOT problems that are already known to be
tractable. §4.4 demonstrates this for the problem of computing generalized Euler flows—which was
historically the motivation of MOT and has received significant attention, e.g., [14, 16, 22, 23, 24, 25].
While there is a popular, specially-tailored algorithm for this MOT problem that runs in polyno-
mial time [14], it produces solutions that are low-precision (due to poly(1/ε) runtime dependence
on the accuracy ε) and fully dense (with nk nonzero entries), not to mention have numerical pre-
cision issues. In contrast, our algorithm provides exact, sparse solutions. This produces sharp
visualizations whereas the existing algorithm produces blurry ones.
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Extensions. Our algorithms also apply to MOT problems in which we only see partial observa-
tions µi of the hidden states of a graphical model. This is inspired by recent applications of MOT
to particle tracking where the particles’ trajectories evolve via a Hidden Markov Model, and only
partial unlabeled measurements µi of the locations are observed (e.g., from local sensors) [37, 43].
The basic idea is a standard one in estimation and control (e.g., Kalman filtering): augment the
MOT problem by adding for each hidden state a new variable Xi with unconstrained marginal
µi [37, 43]. Since this augmentation does not change the treewidth of the underlying graphical
model, the problem remains tractable if the MOT problem with full measurements is tractable.
This applies, for instance, to arbitrarily complicated stochastic processes so long as their evolutions
depend only on fixed windows of the past (the window size is the treewidth).
In §4.6, we contextualize our decomposability structure with spatial locality structure3, namely
MOT problems whose cost decomposes spatially as
C(x1, . . . , xk) = min
y∈X
k∑
i=1 c(y, xi) (1.3)
where x1, . . . , xk are points in some space X , and c ∶ X ×X → R is some cost function on X . Such
MOT problems arise in machine learning [2, 34, 68, 69] and economics [27, 29, 30]. We point out
that although this structure can be viewed as decomposability, that requires discretizing the space
which leads to low-precision solutions. In contrast, we show that adapting our recent algorithm
in [7] enables computing exact solutions.
1.1.2 Low rank structure
In §5, we show that MOT can be approximately solved in polynomial time if the cost tensor C
decomposes as a low-rank tensor (given in factored form) plus a sparse tensor (given through
its polynomially many nonzero entries). This lets us handle a wide range of MOT costs with
complex global interactions. These low-rank global interactions are in general different from the
incrementally computable global interactions in our decomposability framework, see Remark 5.1.
It is important to note that the runtime is only polynomial for any fixed rank r. Indeed, we show
in Proposition 5.2 that even without the sparse component of the cost, this is provably unavoidable:
assuming P ≠ NP , there does not exist an algorithm that is jointly polynomial in n, k, and r. This
hardness result extends even to approximate MOT computation.
We remark in passing that the algorithmic techniques we develop also imply a polynomial-time
approximation algorithm for the problem of computing the minimum/maximum entry of a low-rank
tensor given in factored form (Theorem 5.15). We are not aware of any existing algorithms with
sub-exponential runtime. This result may be of independent interest.
Applications. A motivating example is cost functions C(x1, . . . , xk) which are sparse polyno-
mials. This is because a sparse polynomial (e.g., a sparse Fourier representation) with r nonzero
coefficients is a rank-r factorization of the tensor containing the values of C.
In §5.3 we consider another application: the Wasserstein barycenter problem with multimarginal
entropic regularization. This regularization is different from the popular pairwise regularization [14]
and is motivated by its statistical and computational properties [37, 44]; details in §5.3. We target
this problem specifically in the regime that the number of points n is very large and the number
of marginals k is fixed, which is motivated by large-scale machine learning applications. In this
3[29] calls this structure “localization”, and [58] calls it “infimal convolution”; we use the term “spatial locality”
instead to distinguish it from other local interactions (e.g., temporally-local interactions as in Example 1.1).
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regime, nk is intractable even if k is a small constant. Since the Wasserstein barycenter cost
admits a low-rank decomposition, our techniques yield an algorithm that scales near-linearly in
n and reasonably well in ε. Further, this algorithm can scale to high-dimensional problems with
latent low-dimensional structure—a common occurence in real-world machine learning datasets.
This is the first algorithm for this problem that scales in n better than nk while also scaling
sub-exponentially in the ambient dimension d.
1.1.3 Repulsive structure
In contrast to the tractability results for the above two structures, §6 turns to intractability results.
We isolate “repulsive costs” as a source of intractability. Informally, these are costs C(x1, . . . , xk)
which encourage diversity between x1, . . . , xk; we refer the reader to the nice survey [35] for a
detailed discussion of such MOT problems and their many applications.
We provide strong evidence that repulsive costs lead to intractable MOT problems by proving
that several such MOT problems of interest are NP-hard not only to solve, but even to approxi-
mate. In §6.2 we show this for MOT with determinant cost, and in §6.3 we show this for Density
Functional Theory with Coulomb-Buckingham potential. Additionally, in §6.4, we observe that the
classical problem of evaluating the convex envelope of discrete function is an instance of MOT, and
leverage this connection to show that MOT is NP-hard to approximate with supermodular costs, yet
tractable with submodular costs. This dichotomy provides further evidence for the intractability
of repulsive costs, since the intractable former problem is “repulsive”, whereas the tractable latter
problem is “attractive”.
To the best of our knowledge, these are the first results that rigorously demonstrate intractability
of MOT with repulsive costs. This is a first step towards explaining why—despite a rapidly growing
literature—there has been a lack of progress in developing polynomial-time algorithms with provable
guarantees for many MOT problems with repulsive costs.
1.2 Techniques
We begin in §3 by viewing the MOT problem from the perspective of implicit, exponential-size
LP. We consider three algorithms for this problem whose exponential runtime can be isolated
into a single bottleneck—and thus can be implemented in polynomial-time whenever that bot-
tleneck can. These algorithms are the Ellipsoid algorithm ELLIPSOID [42, 47], the Multiplicative
Weights algorithm MWU [77], and the natural multidimensional analog of Sinkhorn’s scaling algo-
rithm SINKHORN [14, 59]. The first two are classical algorithms for general implicit LP, but do
not appear in the MOT literature; whereas the third is specially tailored to the MOT and RMOT
problems and is currently the predominant approach for them (see §1.3).
The bottlenecks of these three algorithms are shown to be natural analogs of the membership
oracle for the feasible set of the dual LP of MOT. Namely, given weights p1, . . . , pk ∈ Rn, compute
min(j1,...,jk)∈[n]kCj1,...,jk − k∑i=1[pi]ji (1.4)
either exactly (for ELLIPSOID), approximately (for MWU), or with the “min” replaced by a “softmin”
(for SINKHORN). We call these three tasks the MIN, AMIN, and SMIN oracles, respectively.
This oracle abstraction is helpful for showing that a class of MOT problems is either tractable or
intractable. From an algorithmic perspective, the oracle abstraction reduces solving an MOT prob-
lem in polynomial time to solving any of these three oracles in polynomial time—which are phrased
as more standard combinatorial-optimization problems, and thus are more directly amenable to
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Algorithm Oracle Runtime Exact? Sparse?
ELLIPSOID MIN Theorem 3.5 Yes Yes
MWU AMIN Theorem 3.7 No Yes
SINKHORN SMIN Theorem 3.10 No No
Table 2: These MOT algorithms have polynomial runtime except for a single bottleneck (“oracle”).
The number of oracle computations is poly(n, k) for ELLIPSOID, poly(n, k,Cmax/ε) for MWU, and
logn ⋅ poly(k,Cmax/ε) for SINKHORN. For the latter two algorithms, these polynomials are quite
small. For the RMOT problem, only SINKHORN applies.
standard algorithmic techniques. From the hardness perspective, we show that this reduction from
MOT to the oracles is at no loss of generality since the opposite reduction also holds4, and thus in
order to prove NP-hardness of MOT it suffices to show NP-hardness of the oracles.
Two remarks. 1) These algorithms have important tradeoffs: ELLIPSOID is strongly polynomial
(i.e., can solve exactly or to high-precision), ELLIPSOID and MWU find sparse solutions, MWU and
SINKHORN can have numerical precision issues when solving past a couple digits of accuracy, and
SINKHORN is the most scalable in n. We emphasize that while MWU and SINKHORN are practical,
ELLIPSOID is not—our use of ELLIPSOID is intended solely as a proof of concept that MOT can be
solved in strongly polynomial time, see Remark 3.6. 2) Expressing the “marginalization” bottleneck
of SINKHORN equivalently as this SMIN oracle puts SINKHORN on equal footing with the other two
classical algorithms in terms of their reliance on separation oracle variants, see Remark 3.2.
1.2.1 Exploiting decomposability structure
Consider the setting where C is decomposed into a sum of short-range interaction terms and one
simple global interaction term. The short-range interaction terms can be viewed as corresponding to
the factors of a graphical model of constant treewidth. Therefore, if there were no global interaction
term, we could implement MIN and SMIN in polynomial time using the standard max-plus and sum-
product algorithms on a constant-width junction tree for the graphical model. We show how to
augment the max-plus and sum-product algorithms to handle the global interaction term. This
enables the polynomial-time implementation of ELLIPSOID (via MIN), SINKHORN (via SMIN), and
MWU (since AMIN can be simulated by SMIN). Details in §4.
1.2.2 Exploiting low rank structure
Here, the three variants of the MIN oracle amount to (approximately) computing the minimum entry
of a low-rank tensor C which has been perturbed by weights as described in (1.4). We show how
to approximate the SMIN oracle in polynomial time, which also implies an efficient implementation
of the AMIN oracle. This task amounts to computing
−1
η
log ∑(j1,...,jk)∈[n]k [ exp ((d1 ⊗⋯⊗ dk)⊙K)]j1,...,jk (1.5)
where K ∶= exp[−ηC] is the entrywise exponentiated “Gibbs kernel” corresponding to the cost C,
di ∶= exp[−ηpi] are scalings formed by entrywise exponentiating the oracle weights, and η is the
softmin parameter.
4This is inspired by, but different from, the classical relations between strong membership and strong optimization
oracles for general LP [42]. See Remark 6.4 for details.
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A basic fact we leverage is that if a tensor has a known low-rank factorization, then the sum
of its exponentially many entries can be computed in polynomial time. The relevance is that if K
has a known low-rank factorization, then so does the “diagonally scaled” tensor (d1 ⊗⋯⊗ dk)⊙K,
and thus we can compute (1.5) efficiently.
However, a key obstacle is that if C is low-rank, then the corresponding Gibbs kernel K =
exp[−ηC] is in general not low-rank. We overcome this by proving that K is approximately low-
rank, and moreover that we can efficiently compute an approximate low-rank factorization. This
is done by approximating the exponential function c↦ exp(−ηc) by a low-degree polynomial p(c),
defining K˜ = p[C] where the polynomial is applied entrywise, and exploiting the fact that a low-
degree polynomial applied entrywise to a low-rank tensor is a low-rank tensor (whose low-rank
factorization is moreover efficiently computable). Details in §5.
1.2.3 Hardness for repulsive structure
Our main insight is that approximating MOT and implementing an AMIN oracle are polynomial-
time equivalent. We emphasize that this result holds for any MOT cost and thus may be helpful for
proving future hardness results for other MOT problems. Operationally, this equivalence reduces
proving the inapproximability of MOT to proving the NP-hardness of the associated AMIN oracle
problem. This is often simpler because the AMIN oracle problem is formulated in a more standard
way for combinatorial optimization. In fact, in all MOT problems with repulsive costs considered
in §6, it is NP-hard even to approximately solve the AMIN problem in the special case that all
weights are zero—i.e., it is NP-hard even to approximate the minimum entry of the cost tensor C.
We briefly mention the technical tools that go into proving the reduction from AMIN to approx-
imating MOT, which is the relevant direction for proving hardness of MOT. The proof leverages
recent developments on zero-th order optimization of approximately convex functions [13, 63]. This
connection is based on an exact convex relaxation that equivalently recasts the discrete optimization
problem defining AMIN as a convex optimization problem whose objective can be approximately
evaluated by approximately solving an auxiliary MOT problem. Details in §6.
1.3 Related work
Sinkhorn scaling. Currently, the predominant algorithmic approach for MOT is to solve an
entropically regularized version of it with SINKHORN, (a.k.a. Iterative Proportional Fitting or It-
erative Bregman Projections or RAS algorithm), see e.g., [14, 15, 16, 17, 44, 45, 55, 59] among
many others. SINKHORN has long been known to converge (see the survey [46] for a historical
perspective), and recent work has proven that a small number of iterations suffice [39, 52, 73].
This line of work is orthogonal—in fact, complementary—to the present paper which shows how
to efficiently implement the individual iterations for structured costs (in general, each iteration
takes exponential time). Our main results provide general conditions under which SINKHORN (and
other algorithms) can efficiently solve MOT—this recovers all known special cases where SINKHORN
is efficiently implementable, and furthemore identifies broad new families of MOT problems where
this is possible.
Connections to graphical models. Connections between graphical models and optimization
over marginal polytopes date back at least to [71, 75], and have been nicely fleshed out for the
specific case of MOT in the very recent pre-prints [3, 45]. It is implicit from this connection that
one can use the junction tree algorithm from the graphical models literature (e.g., [50]) to effi-
ciently implement SINKHORN for MOT costs that decompose purely into local interactions whose
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corresponding graphical model has bounded treewidth. This is the starting point of our decompos-
ability structure. However, our result improves on this in several key ways, the most salient being:
we show how to augment the junction tree algorithm to incorporate global interactions; and we
provide alternative algorithms to SINKHORN that—in contrast—produce solutions that are exact,
sparse, and do not suffer from numerical precision issues.
Optimization over joint distributions. Optimization problems over exponential-size joint dis-
tributions appear in many domains. For instance, they arise in game theory when computing cor-
related equilibria (e.g., [57]); however, in that case the optimization has different constraints which
lead to different algorithms. Such problems also arise in variational inference (e.g., [75]); however,
the optimization there typically constrains this distribution to ensure tractability (e.g., mean-field
approximation restricts to product distributions).
2 Preliminaries
General notation. The set {1, . . . , n} is denoted by [n], and the simplex {µ ∈ Rn⩾0 ∶ ∑ni=1 µi = 1}
is denoted by ∆n. The notation O˜ suppresses polylogarithmic factors in n, k, Cmax, ε, and η.
Throughout, we assume for simplicity of exposition that all entries of the input C and µ1, . . . , µk
have bit complexity at most poly(n, k); the general case is a straightforward extension.
Tensor notation. In the introduction, the entries of the cost tensor C are denoted by the intuitive
notation C(x1, . . . , xk); for the algorithmic development in the sequel, we adopt the mathematically
convenient notation Cj1,...,jk . The k-fold product space Rn ⊗ ⋯ ⊗ Rn is denoted by (Rn)⊗k, and
similarly for (Rn⩾0)⊗k. Let P ∈ (Rn)⊗k. Its i-th marginal, i ∈ [k], is denoted by mi(P ) ∈ Rn and has
entries [mi(P )]j ∶= ∑j1,...,ji−1,ji+1,...,jk Pj1,...,ji−1,j,ji+1,...,jk . For shorthand, we often denote an index(j1, . . . , jk) by j⃗. The sum of P ’s entries is denoted by m(P ) = ∑j⃗ Pj⃗ . The maximum absolute value
of P ’s entries is denoted by ∥P ∥max ∶= maxj⃗ ∣Pj⃗ ∣, or simply Pmax for short. The operations ⊙ and⊗ respectively denote the entrywise product and the Kronecker product. A non-standard notation
we use throughout is that f[P ] denotes a function f ∶ R → R (typically exp, log, or a polynomial)
applied entrywise to a tensor P .
2.1 Multimarginal Optimal Transport
The transportation polytope between measures µ1, . . . , µk ∈ ∆n is
M(µ1, . . . , µk) ∶= {P ∈ (Rn⩾0)⊗k ∶ mi(P ) = µi, ∀i ∈ [k]} . (2.1)
In this notation, the MOT problem (1.1) for cost C ∈ (Rn)⊗k and measures µ1, . . . , µk ∈ ∆n is the
LP
min
P ∈M(µ1,...,µk)⟨P,C⟩. (MOT)
In the k = 2 matrix case, (MOT) is the standard Kantorovich formulation of OT [74]. Its dual LP
is
max
p1,...,pk∈Rn
k∑
i=1⟨pi, µi⟩ subject to Cj1,...,jk −
k∑
i=1[pi]ji ⩾ 0, ∀(j1, . . . , jk) ∈ [n]k. (MOT-D)
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A basic, folklore fact about MOT is that it always admits a sparse optimal solution. Indeed,
since MOT is an LP in standard form it has an optimal solution at some vertex of M(µ1, . . . , µk)—
and vertices of M(µ1, . . . , µk) have sparsity at most nk−k+1 since there are nk equality constraints
defining M(µ1, . . . , µk), and at least k − 1 of these are linearly dependent.
Lemma 2.1 (Sparse solutions for MOT). For any cost C ∈ (Rn)⊗k and any marginals µ1, . . . , µk ∈
∆n, there exists an optimal solution P to MOT that has at most nk − k + 1 nonzero entries.
Definition 2.2 (ε-approximate MOT solution). P is an ε-approximate MOT solution if P is feasible
(i.e., P ∈M(µ1, . . . , µk)) and ⟨C,P ⟩ is at most ε more than the optimal value.
2.2 Regularization
We introduce two standard regularization operators. First is the Shannon entropy H(P ) ∶=−∑j⃗ Pj⃗ logPj⃗ of a tensor P ∈ (Rn⩾0)⊗k with entries summing to m(P ) = 1. Second is the soft-
min operator, which is defined for parameter η as
sminη
i∈[m] ai ∶= −1η log(
m∑
i=1 e−ηai) . (2.2)
We make use of the following elementary bound, which bounds the pointwise error between the
min and smin operators based on the regularization and the number of points.
Lemma 2.3 (Softmin approximation bound). For any a1, . . . , am ∈ R and η > 0,
min
i∈[m]ai − logmη ⩽ sminηi∈[m] ai ⩽ mini∈[m]ai.
The entropically regularized MOT problem (RMOT for short) is the convex optimization problem
min
P ∈M(µ1,...,µk)⟨P,C⟩ − η−1H(P ). (RMOT)
This is the natural multidimensional analog of entropically regularized OT, which has a rich litera-
ture in statistics [51] and transportation theory [76], and has recently attracted significant interest
in machine learning [33, 59]. The convex dual of (RMOT) is the convex optimization problem
max
p1,...,pk∈Rn
k∑
i=1⟨pi, µi⟩ + sminη(j1,...,jk)∈[n]k (Cj1,...,jk −
k∑
i=1[pi]ji) . (RMOT-D)
In contrast to MOT, there is no analog of Lemma 2.1 for RMOT: the unique optimal solution
to RMOT is dense. Further, this solution may not even be “approximately” sparse.
We define P to be an ε-approximate RMOT solution in the analogous way as in Definition 2.2.
A basic, folklore fact about RMOT is that if the regularization η is sufficiently large, then RMOT
and MOT are equivalent in terms of approximate solutions.
Lemma 2.4 (MOT and RMOT are close for large regularization η). Let P ∈M(µ1, . . . , µk), ε > 0,
and η ⩾ ε−1k logn. If P is a ε-approximate RMOT solution, then P is also a (2ε)-approximate
MOT solution; and vice versa.
Proof. Since a discrete distribution supported on nk atoms has entropy at most k logn [32], the
objectives of MOT and RMOT differ pointwise by at most η−1k logn ⩽ ε. Since MOT and RMOT
also have the same feasible sets, their optimal values therefore differ by at most ε.
11
3 Oracles and algorithms
In this section, we consider three algorithms for MOT (the last of which also applies to RMOT).
Each algorithm is iterative and requires only polynomially many iterations. The key issue for each
algorithm is the per-iteration runtime, which is in general exponential (roughly nk). We isolate the
respective bottlenecks of these three algorithms into what we call the min oracle MIN, approximate
min oracle AMIN, and softmin oracle SMIN.
Definition 3.1 (Oracles). Consider weights p = (p1, . . . , pk) ∈ Rn×k, approximation accuracy ε > 0,
and regularization parameter η > 0.
• MIN(p) returns min(j1,...,jk)∈[n]k Cj1,...,jk −∑ki=1[pi]ji.
• AMIN(p, ε) returns min(j1,...,jk)∈[n]k Cj1,...,jk −∑ki=1[pi]ji up to additive error ε.
• SMIN(p, η) returns sminη(j1,...,jk)∈[n]kCj1,...,jk −
k∑
i=1[pi]ji.
Remark 3.2 (Value vs tuple, a.k.a., membership vs separation). The MIN and AMIN oracles re-
turn only the (approximately) minimizing value; one can analogously define ARGMIN and ARGAMIN
oracles which return an (aproximately) minimizing tuple. The MIN and AMIN are essentially (ap-
proximate) membership oracles for the feasible set of the dual LP (MOT-D), whereas ARGMIN and
ARGAMIN oracles are (approximate) separation oracles. For general LP, membership and separa-
tion oracles are not equivalent [42]. However, for the special case of MOT, we show that there is no
difference: MIN and ARGMIN are polynomial-time equivalent, and same for AMIN and ARGAMIN;
proof in Appendix A.1.
Remark 3.3 (AMIN as special case of SMIN). By Lemma 2.3, the AMIN(p, ε) oracle is imple-
mentable by the SMIN(p, η) oracle with regularization η ⩾ ε−1k logn. Thus by Remark 3.2, the
SMIN oracle is essentially a specific type of approximate membership oracle for (MOT-D).
Remark 3.4 (Interpretations as inference problems). The MIN, AMIN, and SMIN oracles have
equivalent interpretations from the perspective of statistical physics. Consider a random variable
J = (J1, . . . , Jk) ∈ [n]k distributed according to the Gibbs measure
P(J = (j1, . . . , jk)) = 1
Z(p, η) exp(−η (Cj1,...,jk − k∑i=1[pi]ji)) . (3.1)
The MIN (AMIN) oracle computes the Maximum Likelihood Estimate (approximately). The SMIN
oracle computes the log-partition function log(Z(p, η)).
In the following three subsections, we describe the three MOT algorithms and provide polyno-
mial runtime guarantees for them conditional on an efficient implementation of their corresponding
bottleneck oracle. See Table 2 for a summary of this section.
3.1 MIN oracle and the Ellipsoid algorithm
Among the most classical LP algorithms is the Ellipsoid algorithm ELLIPSOID [47]. A key feature
of ELLIPSOID is that it can be implemented in polynomial time for an LP with exponentially
many constraints so long as it has polynomially many variables and the corresponding separation
oracle is polynomial-time computable [41, 42]. Although this result does not immediately apply
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to MOT as it has exponentially many variables, it can apply to its dual (MOT-D) since that has
only polynomially many variables. This enables one to compute an optimal dual solution whenever
the separation oracle for (MOT-D)—which can be implemented using MIN (see Remark 3.2)—is
efficiently computable. While an optimal dual solution in general does not “help” to find an optimal
primal solution [18, Exercise 4.17], the following result shows that in the special case of MOT it
does—and moreover one can use it to find a sparse primal solution. This result is [7, Proposition
3.2] and is summarized as follows.
Theorem 3.5 (ELLIPSOID). An optimal vertex solution for (MOT) can be found using poly(n, k)
calls to the MIN oracle and poly(n, k) additional time. The solution is returned as a sparse tensor
with at most nk − k + 1 nonzero entries.
Remark 3.6 (Practical alternative). We use ELLIPSOID solely as a proof of concept that problems
are tractable. Developing more practical polynomial-time algorithms is an interesting, problem-
specific direction for future work. In practice, we use column generation (see e.g., [18, Chapter
6]) rather than ELLIPSOID since this has better empirical performance yet still has the same MIN
bottleneck, solves MOT exactly, and produces sparse solutions.
3.2 AMIN oracle and the Multiplicative Weights algorithm
The other classical algorithm for solving exponential-size LP with implicit structure is the Mul-
tiplicative Weights Update algorithm MWU [77, 78]. While MWU is designed specifically for positive
LPs, MOT can reduced to such a problem by appropriately generalizing the recent use of MWU in the
k = 2 matrix case of Optimal Transport in [20, 60]. As we show in the following result, the further
“structure” that MWU needs to solve MOT is efficient approximate computation of the membership
oracle for the dual (MOT-D)—namely, efficient computation of AMIN. For brevity, pseudocode and
proof details are deferred to Appendix A.2.
Theorem 3.7 (MWU). For any ε > 0, an ε-approximate solution to (MOT) can be found using
poly(n, k,Cmax/ε) calls to the AMIN oracle with accuracy Θ(ε), and poly(n, k,Cmax/ε) additional
time. The solution is returned as a sparse tensor with poly(n, k,Cmax/ε) nonzero entries.
3.3 SMIN oracle and the Sinkhorn algorithm
The Sinkhorn algorithm SINKHORN is specifically tailored to MOT and RMOT, and does not ap-
ply to general exponential-size LP. Unlike ELLIPSOID and MWU, SINKHORN is popular in the MOT
community (see §1.3). Yet this algorithm is less understood from the perspective of implicit,
exponential-size LP, and as such we briefly introduce the algorithm to add insight into its specific
bottleneck. Further details and pseudocode for SINKHORN are provided in Appendix A.3.
SINKHORN solves RMOT, and thus also MOT for sufficiently high regularization η (Lemma 2.4).
SINKHORN is based on the first-order optimality conditions of RMOT: the unique solution is the
unique tensor in M(µ1, . . . , µk) of the form P = (d1 ⊗⋯⊗ dk)⊙K, where K = exp[−ηC] is the en-
trywise exponentiated “Gibbs kernel”, and d1, . . . , dk ∈ Rn>0 are positive vectors. SINKHORN computes
such a solution by initializing all di to 1 (no scaling), and then iteratively updating some di so that
the i-th marginal mi(P ) of the current scaled iterate P is µi. Although correcting one marginal
can detrimentally affect other marginals, SINKHORN nevertheless converges—in fact, rapidly so.
However, each iteration requires the following bottleneck, which in general takes exponential time.
Definition 3.8 (MARG). Given regularization η > 0, scalings d ∶= (d1, . . . , dk) ∈ Rn×k>0 , and index
i ∈ [k], the marginalization oracle MARG(d, η, i) returns mi((d1 ⊗⋯⊗ dk)⊙K).
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Conditional on this bottleneck MARG being efficiently computable, SINKHORN is efficient due to
known bounds on its iteration complexity [52].5 To obtain a final feasible solution, the approxi-
mately feasible point computed by SINKHORN is post-processed via a simple rounding algorithm (it
adjusts the scalings and adds a rank-one term). Importantly, this rounding has the same MARG
bottleneck. Details in Appendix A.3. The runtime guarantees are summarized as follows.
Theorem 3.9 (SINKHORN for RMOT). For any accuracy ε > 0 and regularization η > 0, an ε-
approximate solution to RMOT can be found using T calls to the MARG oracle and O(nT ) additional
time, where T = O˜(poly(k, η,Cmax,1/ε)). The solution is of the form
P ∶= (⊗kj=1dj)⊙ exp[−ηC] + (⊗kj=1vk) (3.2)
and is output implicitly via the vectors d1, . . . , dk ∈ Rn>0 and v1, . . . , vk ∈ Rn⩾0.
Theorem 3.10 (SINKHORN for MOT). For any accuracy ε > 0, an ε-approximate solution to
MOT can be found using T calls to the MARG oracle and O(nT ) additional time, where T =
O˜(poly(k,Cmax/ε)). The solution is outputted as in Theorem 3.9.
Note that the number of MARG calls—i.e., the number of SINKHORN iterations—depends on n
only logarithmically. This makes SINKHORN particularly scalable.
We conclude this discussion by pointing out the polynomial-time equivalence of the MARG and
SMIN oracles. In light of Theorem 3.10, this puts SINKHORN on “equal footing” with the classical
algorithms ELLIPSOID and MWU in terms of their reliances on related membership oracles.
Lemma 3.11 (Equivalence of MARG and SMIN). Each of the oracles MARG and SMIN can be
implemented using poly(n) calls of the other oracle and poly(n, k) additional time.
It is obvious that SMIN can be implemented with a single MARG call (add up the answer). The
converse is more involved and requires n calls; the proof is deferred to Appendix A.1.
4 Exploiting decomposable structure
In this section we consider MOT problems with cost tensors C that decompose into a “global
interaction” f ∶ [n]k → R that depends on all k variables, and “local interactions” gS ∶ [n]S → R
that depend only on small subsets j⃗S ∶= {ji}i∈S of the k variables. That is,
Cj⃗ = f(j⃗) + ∑
S∈S gS(j⃗S), ∀j⃗ ∶= (j1, . . . , jk) ∈ [n]k. (4.1)
Both interactions must be somehow restricted since in the general case MOT is NP-hard (see §4.1).
The main result of this section is that tractability is in fact ensured for a broad class of global and
local interactions (Theorem 4.6).
The section is organized as follows. §4.1 formally defines the structure required for the interac-
tions. §4.2 provides polynomial-time algorithms for these MOT problems. §4.3 and §4.4 demonstrate
our result in the applications of particle tracking and generalized Euler flows, respectively. The
former application shows how our result enables incorporating complicated information in MOT.
The latter application shows how our result also provides improved solutions for MOT problems
that are already known to be tractable. Finally, §4.5 mentions an extension to partial observations;
and §4.6 points out that although spatially-local costs can be viewed as decomposable costs, this
is not always the best approach.
5To be precise, the iteration-complexity bounds in the literature are written for MOT. Extending to RMOT
requires a more careful bound of the entropy regularization term since it is nonnegligible in this case. However, this
is easily handled using the techniques of [5]; details in Appendix A.3.
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4.1 Interactions
4.1.1 Global interactions
Clearly the global interaction f must be somehow restricted, since otherwise any cost C is trivially
expressable via (4.1) with C = f , and this general case is NP-hard. We show tractability for the
following broad class of global interactions f . These are essentially the functions which can be
“incrementally computed” by reading the variables j1, . . . , jk once in any order, either sequentially
or by combining batches, while always maintaining a small “state”. This state is formalized by a
sufficient statistic hS(j⃗S) of the variables j⃗S for computing f(j⃗).
Definition 4.1 (Incrementally-computable global interactions). A function f ∶ [n]k → R is said to
be incrementally computable if there exists some set Ω of poly(n, k) cardinality and some functions
hS ∶ [n]S → Ω for each S ⊂ [k] such that
• Initial computation. For any i ∈ [k], we can compute h{i}(ji) in poly(n, k) time given ji.
• Incremental computation. For any disjoint A,B ⊆ [k], we can compute hA∪B(j⃗A∪B) in poly(n, k)
time given hA(j⃗A) and hB(j⃗B).
• Final computation. f = φ ○ h[k] for a function φ ∶ Ω→ R we can compute in poly(n, k) time.
Two remarks. First, if Definition 4.1 did not constrain ∣Ω∣, then every efficiently computable
function f ∶ [n]k → R would trivially satisfy it with Ω = [n]k. In words, a small number of states ∣Ω∣
means that f depends on the individual variables through a “concise” summary statistic. Our final
runtime for solving MOT depends polynomially on ∣Ω∣. Second, Definition 4.1 is not completely
rigorous as written because in order to write “poly(n, k)” bounds, one must technically consider a
family of functions {fn,k}n,k. However, we avoid this notational overhead since every f we consider
naturally belongs to a family and thus the meaning of this abuse of notation is clear.
Example 4.2 (Functions of the sum). Several popular MOT problems have costs of the form
Cj1,...,jk = φ( k∑
i=1xi,ji) , (4.2)
for some function φ, where xi,j ∈ Rd is the j-th point in the support of marginal µi, see e.g.,
the surveys [35, 58]. This is an incrementally computable global interaction if the points xi,j lie
on some uniform grid G in Rd in constant dimension d. Indeed, Definition 4.1 is satisfied for
f(x1, . . . , xk) = φ(∑ki=1 xi) with hS(xS) ∶= ∑i∈S xi and Ω = ∪ki=1Gi, where Gi denotes the Minkowski
sumset of i copies of G. Crucially, the fact that G is a grid in constant dimension ensures that∣Gi∣ ⩽ id∣Gi∣ = poly(i) ⋅ ∣G∣, and thus ∣Ω∣ = poly(k) ⋅ ∣G∣. This generalizes in the obvious way to other
sets with additive combinatorial structure. Therefore our polynomial-time algorithm for solving
problems with global interactions (Theorem 4.6) computes exact, sparse solutions for MOT problems
with this structure, including:
• Quantile aggregation, in which case φ(t) = 1[t ⩽ q] or φ(t) = 1[t ⩾ q] for some input quantile
q, and d = 1; see e.g., the references within the recent paper [21].
• MOT with repulsive harmonic cost, in which case φ(t) = ∥t∥2 [35].
• Wasserstein barycenters [2], a.k.a. the n-coupling problem [66], in which case φ(t) = −∥t∥2.6
6Note this example can also be solved with specially tailored algorithms, namely the one in [7], or the LP refor-
mulation in [34] which is exact for fixed support Ω = Gk in the special case of uniform grids.
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4.1.2 Local interactions
The local interactions {gS}S∈S must also be somehow restricted, since otherwise MOT can encode
NP-hard problems such as finding a maximum clique in a graph (see Appendix C.1) or computing
the max-cut of a graph (when the local interactions correspond to an Ising model). An underlying
source of difficulty in both these cases is that there are interactions between essentially all pairs of
variables. This difficulty is isolated formally in the following definition. Note that the graphical
model is defined only through the sets S of locally interacting variables (a.k.a. factors in the
graphical models jargon), and is otherwise independent of the interaction functions gS .
Definition 4.3 (Graphical model for local interactions). Let S be a collection of subsets of [k].
The graphical model structure corresponding to S is the undirected graph GS = (V,E) with vertices
V = [k] and edges E = {(i, j) ∶ i, j ∈ S for some S ∈ S}.
We show tractability for a broad family of local interactions: the functions {gS}S∈S can be
arbitrary so long as the corresponding graphical model structure GS has low treewidth. While the
runtimes of our algorithms depend exponentially on the treewidth, we emphasize that in nearly all
current real-world applications of MOT falling under this decomposability framework, the treewidth
is a very small constant (typically under 3, say).
The concept of treewidth is based on the concept of a junction tree; both are standard in the
field of graphical models. We briefly recall the definitions; for further background see, e.g., [19, 50].
Definition 4.4 (Junction tree). A junction tree T = (VT ,ET ,{Bu}u∈VT ) for a graph GS = (V,E)
consists of a tree (VT ,ET ) and a set of bags {Bu ⊆ V }u∈VT satisfying:
• For each variable i ∈ V , the set of nodes Ui = {u ∈ VT ∶ i ∈ Bu} induces a subtree of T .
• For each edge e ∈ E, there is some bag Bu containing both endpoints of e.
The width of the junction tree is one less than the size of the largest bag: width(T ) = maxu∈VT ∣Bu∣−1.
Definition 4.5 (Treewidth). The treewidth of a graph is the width of its minimum-width junction
tree.
4.2 Algorithms
We are now ready to state the main result of this section.
Theorem 4.6 (Solving MOT for decomposable costs). Consider costs C ∈ (Rn)⊗k which decompose
as in (4.1) into an incrementally-computable global interaction f and poly(n, k) local interactions{gS}S∈S whose corresponding graphical model structure GS has treewidth w. For any fixed w, an
optimal vertex solution to MOT can be computed in O(poly(n, k)) time. The solution is returned
as a sparse tensor with at most nk − k + 1 nonzero entries.
Theorem 4.7 (Solving RMOT for decomposable costs). Consider the setup in Theorem 4.6. For
any fixed treewidth w and accuracy ε > 0, an ε-approximate solution to RMOT can be computed in
poly(n, k,Cmax,1/ε, η) time. The solution is returned as in Theorem 3.9.
By Theorem 3.5, in order to prove Theorem 4.6 it suffices to show that the corresponding MIN
oracle can be implemented in polynomial time. Similarly, by Theorem 3.9 and Lemma 3.11, in order
to prove Theorem 4.7 it suffices to show that the corresponding SMIN oracle can be implemented
in polynomial time. Both oracles are efficiently implemented in the following lemma.
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Algorithm 1 Dynamic programming for decomposable structure (details in proof of Lemma 4.8)
Input: Incrementally-computable global interaction f , local interactions {gS}S∈S , weights p ∈ Rnk
Output: Values of MIN(p) and SMIN(p, η) oracles
1: Compute junction tree T = (VT ,ET ,{Bv}) for graphical model GS .
2: Compute “augmented” junction tree T ′ = (VT ,ET ,{B′v}) from T .
3: Construct “augmented” graphical model P′ corresponding to junction tree T ′.
4: Compute MLE and partition function for P′ using junction tree T ′ [50, Chapter 10].
5: Compute MIN(p) from MLE, and SMIN(p, η) from partition function.
Lemma 4.8 (Efficient oracles for decomposable costs). Consider the setup in Theorem 4.6. The
MIN and SMIN oracles can be implemented in poly(n, k) time.
Proof. Recall from Remark 3.4 that computing the MIN (resp., SMIN) oracle is equivalent to com-
puting the MLE (resp., posterior) of the Gibbs distribution
P(J⃗ = j⃗) = 1
Z(p, η) exp(−ηf(j⃗))∏S∈S exp(−ηgS(j⃗S))
k∏
i=1 exp(η[pi]ji). (4.3)
Note that the potentials exp(η[pi]ji) do not affect the graphical model structure since they are
single-variable functions. Thus, if there were no global interaction f , the Gibbs distribution would
be given by a graphical model with structure GS , in which case the MLE and Posterior could be
computed by a standard junction tree algorithm in poly(n, k) time as in e.g., [50, Chapter 10]
because GS has constant treewidth w.
We handle the global interaction f by adding auxiliary variables corresponding to its incrementally-
computable structure—while still maintaining low treewidth. Pseudocode is provided in Algo-
rithm 1; we detail the main steps below. See also Figure 2 for an illustrated example. In what
follows, let hS and φ be as in Definition 4.1.
1. Compute a width-w junction tree T = (VT ,ET ,{Bu}u∈VT ) for GS . Choose a root ρ ∈ VT
and adjust T so that each non-leaf-node has exactly two children, and also so that for each
variable i ∈ [k] there is a leaf l(i) ∈ VT whose bag Bl(i) is the singleton set containing Ji.
2. Define an “augmented” junction tree T ′ = (VT ,ET ,{B′u}u∈VT ) with the same graph structure,
but with up to three extra variables in each bag: set B′u = Bu ∪ {Hu}, and additionally add
Hw to B
′
u for any children w of u.
Note that T ′ is a junction tree for the “augmented” graph G′ = (V ′,E′) where V ′ = V ∪{Hu}u∈VT and E′ = E ∪ {{Hu,Hw} ∶ u,w ∈ VT ,w is child of u} ∪ {{Hl(i), Ji} ∶ i ∈ [k]}.
3. Define an “augmented” graphical model P′ with structure G′ over variables J⃗ and H⃗ for which
J⃗ has marginal distribution P and H⃗ is a deterministic function of J⃗ . For this it is helpful to
introduce some notation. For u ∈ VT , let Au = {i ∈ [k] ∶ l(i) in subtree of T rooted at u}. For
disjoint A,A′ ⊂ [k], let rA,A′ denote the polynomial-time computable function in Definition 4.1
for which hA∪A′(j⃗A∪A′) = rA,A′(hA(j⃗A), hA′(j⃗A′)). We say that j⃗ and h⃗ are consistent with
respect to T ′ if: hl(i) = h{i}(ji) for all i ∈ [k], hu = h∅ for all leaves u ∈ VT ∖ l−1([k]), and
hu = rAw1 ,Aw2 (hw1 , hw2) for all u ∈ VT with children w1 and w2. Now define P′ by
P′(J⃗ = j⃗, H⃗ = h⃗) = 1
Z ′(p, η) exp(−ηφ(hρ))∏S∈S exp(−ηgS(j⃗S))
k∏
i=1 exp(η[pi]ji). (4.4)
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(a) Junction tree. (b) Augmented junction tree.
Figure 2: Example of how we augment a junction tree for local interactions (left) to incorporate
global interactions (right). Each non-leaf node has 2 children without loss of generality. The
augmentation adds auxiliary variables Hi (yellow) to each node. Each augmented node u has a
corresponding subset Au ⊂ [k] of the variables (blue) such that Hu = hAu(J⃗Au) under the augmented
graphical model distribution. If u is an internal node, then Au = Aw1 ∪Aw2 where w1 and w2 are
its two children; else if u is a leaf, then Au is empty or the singleton containing the read coordinate
of J⃗ . This enables each node u to incrementally compute the global interaction for J⃗Au and store
the result in Hu. The root ρ has Aρ = [k] and thus computes the full global interaction.
if j⃗ and h⃗ are consistent wth respect to T ′, and 0 otherwise.
It clear by induction on the depth of u that Hu = hAu(J⃗Au) for all u ∈ VT . In particular,
since Aρ = [k], this implies that φ(Hρ) = φ(h[k](J⃗)) = f(J⃗). Thus for all j⃗ ∈ [n]k, we have
that P′(J⃗ = j⃗, H⃗ = h⃗) equals P(J⃗ = j⃗) for the unique h⃗ that is consistent with j⃗, and is 0
otherwise. Therefore the MLE and partition function for the augmented graphical model P′
coincide with the MLE and partition function for the original graphical model P.
4. Compute the MLE and partition function for the augmented graphical model P′ in poly(n, k)
time using the width-(w + 3) junction tree given by T ′ [50, Chapter 10]. By the above
argument, this yields the MLE and partition function of P.
5. We conclude by the equivalence in Remark 3.4 mentioned above.
4.3 Application: Inference from collective dynamics
Here we demonstrate how the decomposability structure framework enables incorporating impor-
tant, complicated modeling information into the MOT optimization. This is illustrated through
the application of tracking indistinguishable particles from collective dynamics as described in Ex-
ample 1.1. Specifically, we consider n indistinguishable particles (e.g., cells on a plate, or birds in
a flock) moving in space via Brownian motion with an additional momentum drift term. Further,
each particle takes an action (“glows”) exactly once during its trajectory—a simplistic toy model
of global interactions in real-world applications (see Example 1.1). At each timestep i ∈ [k], we
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True trajectories Sequential local interactions
Full local interactions Full local and global interactions
Figure 3: Illustrative example of reconstructed particle trajectories from MOT when incorporating
different interactions in the optimization. Gray indicates correct trajectories, red indicates incorrect
trajectories, squares indicate glowing particles. The three left particle trajectories are correctly
recovered by all MOT costs which incorporate sequential local interactions. The two top trajectories
are correctly recovered only by MOT costs that incorporate momentum. The two right trajectories
are correctly recovered only by MOT costs that enforce the global glowing constraint.
observe for each particle j ∈ [n] its position xi,j ∈ Rd and action yi,j ∈ {0,1}—but only up to a
permutation of the n particles as they are indistinguishable. The task is to infer the n individual
particle trajectories from these aggregate measurements.
A principled way to model this inference problem is via MOT with uniform marginals µ1 = ⋯ =
µk = 1n/n ∈ Rn and a cost Cj1,...,jk which is the negative log-likelihood of the particle trajectory(j1, . . . , jk). Such an MOT problem decomposes the observed measurements into a distribution over
trajectories with maximal expected log-likelihood.
The negative log-likelihood cost has local interactions between consecutive pairs of time intervals
i and i + 1 (from Brownian motion), and between consecutive triples i, i + 1, and i = 2 (from
momentum). It also has a global interaction which penalizes trajectories that do not glow exactly
once. Thus this is a decomposable cost with local interactions whose corresponding graphical model
has constant treewidth 2 (see Figure 4), and a global interaction that is incrementally computable
(take Ω = {0, . . . , k} and hS(j⃗S) = ∑i∈S yi,ji). Details in Appendix B.1. Therefore this MOT problem
is solvable in poly(n, k) time by Theorem 4.6.
Figure 3 and Table 3 demonstrate that incorporating all of these interactions is critical for this
inference task—both for avoiding nonsensical results, as well as overall reconstruction accuracy. Our
results enable MOT to remain tractable while incorporating this important modeling information.
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Interactions
in cost
Graphical model Junction tree
Sequential
local
Full
local
Figure 4: Graphical model structures (left) for particle tracking with only pairwise sequential
interactions (top), and with all local interactions (bottom). In both cases, MOT is polynomial-time
solvable since the treewidth is a small constant—1 or 2—as shown by the junction trees (right).
Interactions in cost % nonsensical trajectories % correct trajectories
Sequential local 34.2% 22.4%
Full local 15.0% 59.0%
Full local and global 0% 71.6 %
Table 3: Comparison of MOT algorithms for particle tracking. Previous algorithms can only
reliably handle the sequential local interactions. Our algorithms can tractably incorporate all the
information in the MOT optimization. This provides improved inference and avoids “nonsensical”
trajectories with violated global constraints (glow). Experiment details in Appendix B.1.
4.4 Application: Fluid dynamics
Here we consider the MOT problem of computing generalized Euler flows—an application which has
received significant interest (e.g., [14, 16, 22, 23, 24, 25]), and which was historically the motivation
of MOT. While this MOT problem is already known to be tractable via a popular, specially-
tailored modification of SINKHORN [14], that algorithm produces solutions that are low-precision
(due to poly(1/ε) runtime dependence), fully dense (with nk nonzero entries), and have numerical
precision issues. We offer the first polynomial-time algorithm for computing exact and/or sparse
solutions.
We briefly recall the premise of this MOT problem; for further background see [14, 25]. An
incompressible fluid (e.g., water) is modeled by n particles which are always uniformly distributed
in space (due to incompressibility). We observe their positions at an initial time i = 1 and final
time i = k. The task is to infer the particles’ positions at all intermediate times i ∈ {2, . . . , k − 1}.
By the principle of least action, this is an MOT problem with cost
Cj1,...,jk = (σ(j1) − jk)2 + k−1∑
i=1(ji+1 − ji)2, (4.5)
where σ is the permutation encoding the initial and final measurements.
This cost (4.5) falls within our framework of decomposable costs because it has only local
interactions, and the corresponding graphical model is a cycle—which has treewidth 2; see Figure 5.
Therefore Theorem 4.6 implies the following algorithm.
Proposition 4.9 (Exact/sparse solutions for generalized Euler flows). The MOT problem with
cost (4.5) can be solved in poly(n, k) time. The solution is returned as a sparse tensor with at most
nk − k + 1 nonzero entries.
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(a) Local interaction structure (b) Junction tree
Figure 5: Decomposability structure of the fluid dynamics cost. The junction tree has width 2.
t = 0 t = 2 t = 4 t = 6 t = 8
Approximate, dense solution [14]
Exact, sparse solution (ours)
Figure 6: Transport maps computed by the fast implementation of SINKHORN [14] (top) and our
algorithm (bottom) on a standard benchmark problem. The former algorithm is run using their
code7 at the highest precision (i.e., smallest entropy regularization) before serious numerical pre-
cision issues (NaNs). It returns a dense, approximate solution that blurs ∼ 5% − 10% of the pixels
across at each inferred snapshot, whereas our method returns an sparse, exact solution.
Figure 6 illustrates how the exact, sparse solutions found by this new algorithm provide visually
sharper estimates than the popular modification of SINKHORN in [14] which blurs the trajectories.
The simulation is a standard benchmark problem (e.g., [14, Figure 9] and [25, Figure 2]) in which
the particle at initial location x ∈ [0,1] moves to final location x + 12 (mod 1). This is encoded via
the permutation σ(i) = i + ⌊n/2⌋ (mod n), and run with n = 75 particles and k = 8 timesteps. The
plotted transport maps in Figure 6 show, for each particle, the inferred location (y-axis) at the
given timestamp given its initial location (x-axis).
Two important remarks. First, since this MOT problem is a discretization of the underlying
continuous PDE, an exact solution is of course not necessary; however, there is an important—even
qualitative—difference between low-precision solutions (computable with poly(1/ε) runtime) and
high-precision solutions (computable with polylog(1/ε)) for the discretized problem. Second, a
desirable feature of SINKHORN that should be emphasized is its practical scalability, which might
make it advantageous for problems where very fine discretization is required or in high-dimensional
simulations. It is an interesting direction of practical relevance to develop algorithms that can
compute high-precision solutions at a similarly large scale in practice (see Remark 3.6).
4.5 Application: Noisy observations of hidden states
Here, we mention that our algorithms also extend to the setting where we see noisy observations
Yi of hidden random variables Xi. This kind of extension appears in recent applications of MOT
to particle tracking where the particles’ trajectories evolve via a Hidden Markov Model, and only
7https://github.com/gpeyre/2014-SISC-BregmanOT
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Original model Model with partial observations
Figure 7: Given a graphical model specifying the cost for an MOT problem (left), we can modify the
graphical model to account for partial observations (right). This does not increase the treewidth
(unless the original model has no interactions, which is a trivial case).
noisy measurements of the locations are observed (e.g., from local sensors) [37, 43].
Formally, suppose that a random variable X⃗ has probability distribution given by
P(X⃗ = x⃗)∝ exp(f(x⃗) +∑
s∈S gS(x⃗S)) ,
where f is an incrementally-computable global interaction, and the local interactions gS correspond
to a constant-treewidth graphical model. For instance, this encompasses Markov processes (in which
case the treewidth is 1, and S contains all sequential pairs (i, i + 1)) and Brownian motion with
momentum (as in the particle tracking application in §4.3; see Figure 4).
In the partial observation setting, Xi are hidden states, and we only see noisy partial observa-
tions Yi of the variables Xi according to some channel Yi ∼ Qi(⋅ ∣Xi). Hence, given the observations
Y⃗ the a posteriori distribution is given by:
P(X⃗ = x⃗ ∣ Y⃗ = y⃗)∝ exp(f(x⃗) +∑
s∈S gS(x⃗S)) ⋅∏i Qi(yi ∣ xi).
A principled approach for inferring the joint distribution of the hidden states X⃗, is to “decompose”
the observed aggregate measurements µi of Yi into a joint distribution over (X⃗, Y⃗ ) that maximizes
the expected a posteriori log-likelihood. Specifically, given a distribution of observations µi for each
Yi, solve the variant of MOT with negative log-likelihood cost (as in §4.3), where the marginals
of Y1, . . . , Yk are respectively constrained to be µ1, . . . , µk, and the marginals of X1, . . . ,Xk are
unconstrained:
max
joint distribution P on (X⃗,Y⃗ )
s.t. marginal of Yi is µi, ∀i∈[k]
E(X⃗,Y⃗ )∼P [logP (X⃗ ∣ Y⃗ )] . (4.6)
Proposition 4.10. The problem (4.6) can be solved in polynomial time if f is incrementally-
computable and {gS}S∈S is given by a constant-treewidth graphical model.
Proof. The problem (4.6) is a variant of MOT where a subset of the marginals is unconstrained.
This variant is considered in Appendix E. By Theorem E.1, it suffices to efficiently implement the
MIN oracle for the cost given by Cx⃗,y⃗ = logP(X⃗ = x⃗ ∣ Y⃗ = y⃗). By writing the cost as logP(X⃗ = x⃗ ∣ Y⃗ =
y⃗) = P(X⃗ = x⃗)+∑i logQi(yi ∣ xi), each term Qi(yi ∣ xi) can be modelled as an extra local interaction.
Adding these interactions does not change the treewidth of the underlying graphical model, since
each new vertex is of degree 1 in the augmented graph (see Figure 7). Hence, Lemma 4.8 implies
that the MIN oracle can be implemented efficiently.
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One consequence is that the the inference problem defined by (4.6) is tractable for arbitrarily
complicated stochastic processes X⃗ so long as their evolutions depend only on fixed windows of the
past (the window size is the treewidth).
4.6 Spatial locality structure
Here, we contextualize the decomposability structure framework with spatial locality structure.
Recall from (1.3) that spatially local structure means that the MOT cost decomposes as
Cj1,...,jk = min
y∈X
k∑
i=1 c(y, xi,ji) (4.7)
where {xi,j}i∈[k],j∈[n] are points in some space X , and c ∶ X ×X → R is some cost function on X .
A paranthetical mentioning motivating applications. Such MOT problems arise as the LP formu-
lations for averaging point clouds µ1, . . . , µk over a metric space (X , ρ)—either via their Wasserstein
geometric median argminν∑ki=1 λiW1(ν,µi) or Wasserstein barycenter argminν∑ki=1 λiW22(ν,µi).
Here, W1 and W22 denote the Wasserstein and squared Wasserstein distances, respectively—i.e.,
the optimal transportation (OT) distances w.r.t. the costs c = ρ and c = ρ2 [29, 74]. This lifts the
standard notions of Freche´t medians/means of points, to Freche´t medians/means of point clouds.
Importantly, both of these ways of averaging point clouds inherit the desirable ability of OT to
capture the data’s geometry, which has led to their use in a variety of data-science applications,
e.g., [34, 37, 68, 69]. Spatially local MOT problems also in arise in economics, notably the “matching
for teams” problem [27, 29, 30].
Below, we describe the predominant approach for solving spatially-local MOT problems which
views them essentially as decomposable MOT problems—but only after discretizing the space X—
and point out the tradeoffs of viewing this structure through the lens of decomposability.
Approach 1: low-precision solutions via decomposability and discretization. This ap-
proach relies on discretizing X to N points, which enables reformulating the corresponding approx-
imate MOT problem as a small LP with poly(n, k,N) variables and constraints [14, 29]. In decom-
posability terminology, this amounts to adding an extra (k + 1)-st variable y with unconstrained
marginal to the MOT problem, and viewing the spatial locality structure (4.7) as decomposable
structure (4.1) corresponding to a star graph—which is easy to solve since it is a tree. This results
in algorithms that are quite scalable8 in n and k, but can only solve to a few digits of accuracy due
to their 1/εd runtime dependence from needing to discretize X with an ε-grid.
Approach 2: high-precision solutions via computational geometry techniques. Our
recent work [7] provides the first algorithm for computing Wasserstein barycenters over (Rd, `2)
exactly or to high-precision (i.e., with polylog(1/ε) runtime dependence rather than poly(1/ε)). In
Appendix B.2, we show that this algorithm readily extends to general MOT problems with spatial
locality structure, under the condition on c that the natural analog of a power diagram (where
the squared Euclidean distance is replaced by c) has low-complexity. This implies, for instance,
polynomial-time algorithms that exactly solve the Wasserstein geometric median problem over
the metric spaces (Rd, `1), (R2, `2), and (Rd, `∞). Yet, a tradeoff is that these algorithms require
computational geometry subroutines that are currently less scalable in practice than approach 1.
8For X = Rd with constant dimension d. Despite significant work over the past decade, it is an open question
whether Wasserstein barycenters or geometric medians can be computed in time polynomial in n, k, and d.
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5 Exploiting low-rank structure
In this section we consider MOT problems whose cost tensor C is low-rank, i.e., decomposes as
C = r∑`=1 k⊗i=1 ui,`. (5.1)
We assume we are given C through its low-rank factors ui,` ∈ Rn. With only minor modification, our
algorithms readily extend to sparse perturbations of low-rank costs, i.e., costs of the form C = R+S
where R is low-rank and S is sparse. For simplicity of exposition, this modification is described in
Remark 5.9, and we otherwise ignore the sparse component.
Remark 5.1 (Low-rank vs incrementally-computable global interactions). In general, these two
structures are different and incomparable. One special case when they coincide is: for each rank-1
term u1 ⊗⋯⊗ uk, the factors u1, . . . , uk have small “multiplicative combinatorial” structure in that
the sets {∏i∈S xi ∶ xi ∈ ui}S⊂[k] are polynomially small. For instance, this holds for costs C that are
Boolean functions (n = 2) with sparse Fourier representations since then all ui have {±1} entries.
We first observe that there does not exist an algorithm that solves MOT in time that is jointly
polynomial in the input size and the rank r (under standard complexity theoretic assumptions).
The proof encodes the hard problem of finding a large clique in a k-partite graph as an instance of
MOT in which C has an explicit low-rank factorization; details are deferred to Appendix C.
Proposition 5.2 (Hardness of MOT for low-rank costs). Assuming P ≠ NP , there does not exist
an algorithm solving MOT on costs given by a rank-r factorization in poly(n, k, r) time.
This motivates the main result of this section: an algorithm that has runtime that is exponential
in r, but is polynomial in all other parameters. In particular, for any fixed rank r, this algorithm
has polynomial runtime in the input size.
Theorem 5.3 (Solving RMOT for low-rank costs). For costs C of any fixed rank given in factored
form, Algorithm 2 finds an ε-approximate RMOT solution in time O˜(n ⋅poly(k,Cmax, ε−1, η)). The
solution is returned in factored form with rank O˜(poly(η,Cmax)).
This result extends to MOT by taking η sufficiently large and applying Lemma 2.4.
Theorem 5.4 (Solving MOT for low-rank costs). For costs C of any fixed rank given in factored
form, Algorithm 2 with η = Θ((k logn)/ε) finds an ε-approximate MOT solution in time O˜(n ⋅
poly(k,Cmax/ε)). The solution is returned in factored form with rank O˜(poly(k,Cmax/ε)).
We emphasize that these runtimes are not just polynomial in n, but in fact near-linear in n.
This is helpful in large-scale machine learning applications where n is the number of data points
(e.g., as in §5.3).
An alternative algorithm for MOT (based on MWU rather than SINKHORN) returns a sparse output
rather than a dense low-rank output, but at the cost of larger polynomial factors in n in the runtime.
Theorem 5.5 (Sparse MOT solutions for low-rank costs). For costs C of any fixed rank given
in factored form, an ε-approximate MOT solution can be found in time poly(n, k,Cmax/ε). The
solution is returned as a sparse tensor with poly(n, k,Cmax/ε) entries.
The section is organized as follows. §5.1 proves Theorem 5.3 and describes the algorithm in it.
(The proof of Theorem 5.5 is similar and thus deferred to Appendix C for brevity.) §5.2 remarks
about extensions of this algorithm and practical speed-ups. §5.3 then applies it to the problem of
regularized Wasserstein barycenters.
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5.1 Algorithm
See §1.2 for an overview of the algorithm. The high-level idea is to solve RMOT—which we recall
requires repeated marginalization of the Gibbs kernel K = exp[−ηC], see §3.3—by approximating
K by a low-rank tensor (Lemma 5.6), and then exploiting the fact that low-rank tensors can be
marginalized quickly (Lemma 5.8). Pseudocode is provided in Algorithm 2.
Algorithm 2 Approximately solves RMOT problems with low-rank costs
Input: Cost C ∈ (Rn⩾0)⊗k in rank-r factored form, regularization η > 0, accuracy ε > 0
Output: P˜ ∈M(µ1, . . . , µk) in factored form, that solves RMOT to ε accuracy
1: K˜ ← low-rank approximation of K = exp[−ηC], using Lemma 5.6 with ε˜ = e−ηCmax+O˜(1)
2: P˜ ← output of SINKHORN on K˜, run using Lemma 5.8 for MARG
The heart of Algorithm 2 is the low-rank approximation in the first step. As shown in the
proof of Theorem 5.3, it suffices to run SINKHORN on a tensor K˜ that approximates K entrywise
to sufficiently high accuracy e−ηCmax+O˜(1). The following lemma shows that there is an efficiently
computable, low-rank such tensor K˜. In what follows, we assume C is nonnegative; this is at no
loss of generality by translating C. Recall also that the notation p[C] means a function p ∶ R → R
applied entrywise to a tensor C.
Lemma 5.6 (Low-rank approximation of Gibbs kernel for low-rank costs). There is an algorithm
that given a nonnegative rank-r tensor C ∈ (Rn⩾0)⊗k in factored form, a regularization parameter
η > 0, and a precision ε˜ < e−ηCmax, takes O(nkr˜) time to compute a positive tensor K˜ ∈ (Rn>0)⊗k
satisfying ∥ exp[−ηC] − K˜∥max ⩽ ε˜ . This tensor K˜ is returned in factored form with rank
r˜ ∶= rank(K˜) ⩽ (r +O(log 1ε˜)
r
). (5.2)
Proof. By classical results from approximation theory (see, e.g., [72]), there exists9 a polynomial p
of degree O(log 1/ε˜) satisfying ∣exp(−ηc) − p(c)∣ ⩽ ε˜ uniformly for all c ∈ [0,Cmax]. Thus the tensor
K˜ ∶= p[C] approximates K = exp[−ηC] to error ∥K − K˜∥max ⩽ ε˜. The assumption on ε˜ ensures K
has positive entries. We conclude by the following lemma.
Lemma 5.7 (Low-degree polynomial of low-rank tensor is low-rank tensor). If p is a univariate
polynomial of degree m and C ∈ (Rn)⊗k has rank r, then p[C] has rank at most (r+mm ). Moreover,
if C is given in factored form, then a factorization of p[C] can be computed in O(nk(r+mr )) time.
Proof. Denote p(c) = ∑mi=0 aici and C = ∑r`=1⊗ki=1ui,`. By the Multinomial Theorem, p(Cj1,...,jk) =∑α∈Nr0 ∶ ∣α∣⩽m (∣α∣α )a∣α∣∏ki=1(ui,`)αiji . This yields the desired low-rank factorization of p[C] since the
number of r-tuples α with nonnegative entries summing to at most m, is (r+mm ).
The second step in Algorithm 2 exploits the following simple but useful observation.
Lemma 5.8 (Fast marginalization of low-rank tensors). Given a tensor K ∈ (Rn⩾0)⊗k in rank-r
factored form, scalings d1, . . . , dk ∈ Rn, and an index i ∈ [k], we can compute mi((d1⊗⋯⊗dk)⊙K)
in O(nkr) time.
Proof. DenoteK = ∑r`=1⊗kj=1vj,`. Thenmi((⊗kj=1dj)⊙K) = ∑r`=1mi(⊗kj=1(dj⊙vj,`)) = di⊙(∑r`=1 c`vi,`),
where c` ∶=∏kj=1,j≠i⟨dj , vj,`⟩. For each ` ∈ [r], the term c` can be computed in O(nk) time.
9E.g., the Taylor expansion or Chebyshev expansion of c↦ exp(−ηc).
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We are now ready to establish the guarantees of Algorithm 2 by proving Theorem 5.3.
Proof of Theorem 5.3. By a straightforward adaptation10 of the approximation guarantee in [5,
Theorem 1] from the k = 2 matrix setting to the present tensor setting, in order to approximate
RMOT to additive error ε, it suffices to run SINKHORN to precision O˜(ε/(Cmaxk)) on a tensor K˜
satisfying ∥K − K˜∥max ⩽ e−ηCmax+O˜(1). The tensor constructed in Lemma 5.6 satisfies this. For the
runtime, Lemma 5.8 enables marginalization in time O(nkr˜), where r˜ ⩽ (r+mr ) ⩽ mr = poly(m)
since r is constant, and m = O˜ (ηCmax). We conclude by Theorem 3.9.
5.2 Remarks
Remark 5.9 (Low-rank plus sparse). The algorithms in Theorems 5.3, 5.4, and 5.5 are readily
adapted to the setting where C = R + S where R is low rank and S has polynomially many nonzero
entries. In this case, the Gibbs kernel K = exp[−ηC] is equal to exp[−ηR] on all but polynomially
many entries—the ones corresponding to the nonzero entries of S. To compute the SMIN oracle,
apply the same technique of low-rank approximation (Lemma 5.6) and marginalization of low-rank
tensors (Lemma 5.8) on R. Then post-process by correcting for the entries affected by S.
Remark 5.10 (Fast downstream computation). Despite potentially being dense, the output P˜ of
Algorithm 2 supports efficient downstream computations due to its factorization of rank r˜ + 1. For
instance, the MOT cost ⟨P˜ ,C⟩ can be computed exactly in O(nkrr˜) time (by Lemmas C.5 and 5.8).
Also, since P˜ can be efficiently marginalized by Lemma 5.8, we can efficiently sample from P˜ and
estimate bounded statistics of it using the approach in §A.3.4.
Remark 5.11 (Faster amortized marginalization). The marginalization in Lemma 5.8 can recycle
nearly all computation in consecutive SINKHORN iterations. This enables a further speed-up factor
of k for the marginalization in Algorithm 2.
Remark 5.12 (Faster runtimes for algebraically structured costs). Improved bounds on the rank
of K˜ (and thus improved runtimes for Algorithm 2) are possible if the low-rank factors for the cost
C satisfy algebraic relations. See Remark 5.18 below for a concrete example, and [8] for a detailed
discussion in the matrix setting. These improvements can often help significantly in practice.
Remark 5.13 (Why polynomial approximations). Although the exponential function is “better”
approximated by rational functions than by polynomials [72], we use polynomial approximations
since this ensures that p[C] is low-rank. Indeed, the analog of Lemma 5.7 is false for rational
functions, even in the matrix setting [4].
Remark 5.14 (Low rank K). Clearly the same ideas also apply if C is not low rank, so long as K
is. In this case no approximation of K is necessary. This occurs, for instance, in the application
of regularized Density Functional Theory in 2 dimensions; details deferred to Appendix C.
As mentioned in the introduction, the algorithmic techniques in §5.1 also imply a polynomial-
time approximation algorithm for computing the minimum entry of a constant-rank tensor given
in factored form. We are not aware of any existing algorithms that take o(nk) time. This result
may be of independent interest.
Theorem 5.15 (Approximating the minimum entry of low-rank tensor). Consider any fixed rank
r. Given an accuracy ε > 0 and a rank-r tensor C ∈ (Rn)⊗k in factored form, an entry j⃗ ∈ [n]k
satisfying Cj⃗ ⩽ minj∗∈[n]k Cj∗ + ε can be found in time O˜(n ⋅ poly(k,Cmax/ε)).
10The proof goes through essentially unchanged except that Lemmas B and E of [5] are replaced by Lemmas A.5
and Lemma A.3, respectively.
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(a) Higher polynomial degree makes Algorithm 2
slower but more accurate.
(b) Empirical validation that the runtime of Al-
gorithm 2 is near-linear in n.
Figure 8: Computation of regularized Wasserstein barycenters using Algorithm 2. Left uses a small
dataset (n = 300) to enable comparison against the baseline SINKHORN; right uses datasets much
larger than can be handled by SINKHORN. Experiments are run on a standard Mac desktop with
η = 1, k = 3, and uniform distributions µi on n random points in the unit ball in R3.
Proof. By Lemma A.2, finding an approximately minimum entry is equivalent to approximately
computing its value. The latter task is precisely AMIN with accuracy ε. This can be computed in
the desired runtime as described in Appendix C.2.
We conjecture that exact computation is NP-hard, i.e., that although Theorem 5.15 gives a
weakly-polynomial algorithm, there is no strongly-polynomial algorithm assuming P ≠ NP ; see §7.
5.3 Application: Regularized Wasserstein barycenters
We now apply Algorithm 2 to the regularized Wasserstein barycenter problem—i.e., RMOT with
cost C given by Cj1,...,jk = 1k2 ∑ki<i′=1 ∥xi,ji − xi′,ji′ ∥2, where xi,j ∈ Rd is the j-th atom in µi, for
i ∈ [k] and j ∈ [n]. This problem is different from the pairwise-entropic-regularized variant, and
is motivated by recent work [37, 44] which has shown that it enjoys favorable empirical solutions,
introduces less diffusion, and enjoys a statistical interpretation in terms of Schro¨dinger bridges.
We mention another potential benefit based on the fact that while OT estimation suffers from the
curse of dimensionality, regularized OT does not [38, 54]: it seems regularized barycenters might
similarly not suffer from the curse of dimensinality by adapting the techniques of [54]. However, this
problem requires different algorithms than for the classical unregularized barycenter problem [2]
and the pairwise regularized variant [14].
We specifically target this problem in the regime that the number of points n is very large and the
number of marginals k is fixed, which is motivated by large-scale machine learning applications.
In this regime, nk is intractable even if k is a small constant like 3. This rules out a direct
implementation of SINKHORN. The only other known approach is to combine SINKHORN with gridding
(in a similar spirit as in §4.6); however, this incurs Θ(1/ε)d runtime factors which is intractable for
solving beyond a few digits of accuracy, especially in dimension d ⩾ 3.
We show that, in comparison, Algorithm 2 applied to this regularized barycenter problem is (i)
scalable in n, since it depends near-linearly on n rather than as nk; and (ii) can offer moderate-
accuracy solutions, since it essentially depends on (log 1/ε)O(d) rather than (1/ε)O(d). The algo-
rithm is based on the fact that C admits an efficiently computable factorization of rank k + (k2)d
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Figure 9: Remark 5.17’s modification of Algorithm 2 can scale to high-dimensional problems (plot-
ted here up to d = 27) with latent low-dimensional structure. All previous algorithms either depend
exponentially on the ambient dimension d (intractable beyond dimension roughly 3), or have run-
time factors of nk (intractable beyond small inputs).
since Cj1,...,jk = k−1k2 ∑ki=1 ∥xji∥2 − 2k2 ∑i<i′∈[k]⟨xji , xji′ ⟩. While this rank is not constant, it is small for
fixed k. Applying11 Theorem 5.3 in this setting therefore solves the problem in time that scales
near-linearly in n and reasonably well in ε.
Corollary 5.16 (Computing regularized barycenters). For any fixed number of marginals k and
fixed regularization η > 0, Algorithm 2 finds an ε-approximate RMOT solution for the Wasserstein
barycenter cost in time n ⋅ poly(1ε) ⋅ (O˜(1))d.
Figure 8 demonstrates that in practice, Algorithm 2 can compute regularized Wasserstein
barycenters to reasonably high accuracy much faster than the na¨ıve implementation of SINKHORN.
In practice, few iterations are needed. For instance, Figure 8b uses 50 iterations, although the
algorithm has already converged to essentially machine precision.
Moreover, a modification of Algorithm 2 scales to high-dimensional datasets with latent low-
dimensional structure—a common occurence in machine learning. This is the first algorithm that
scales in n better than nk but does not scale exponentially in the ambient dimension d.
Remark 5.17 (Exploiting latent low-dimensional structure). While the algorithm in Corollary 5.16
scales exponentially in the ambient dimension d, a modified factorization yields runtimes that are
essentially independent of d and depend instead on the “intrinsic dimension” d∗ of the data. In
particular, if the data lies on a low-dimensional manifold12 of dimension d∗ embedded in a space
of dimension d ≫ d∗, then the runtime dependence on (O˜(1))d is improvable to (O˜(1))d∗. The
modified factorization views the Gibbs kernel Kj1,...,jk = ∏i<i′∈[k] exp(− 1k2 ∥xi,ji − xi′,ji′ ∥2) as the
product of (k2) Gaussian kernels, approximates each using the Nystro¨m method which automatically
exploits latent low-dimensional structure [5, Corollary 4], and then combines them using the fact
that the entrywise product of low-rank tensors is also low-rank (Lemma C.5).
Figure 9 demonstrates this modified algorithm on data lying on a 1-dimensional manifold in
high-dimensional ambient space Rd: the curve that snakes from (0,0, . . . ,0)T to cd(1,0, . . . ,0)T to
11Rather, stop in the penultimate step of its proof, to keep the rank dependence in the runtime.
12Assuming the same technical conditions on the manifold as in [5, §3.4].
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cd(1,1, . . . ,0)T , until cd(1,1 . . . ,1) where cd ∶= 1/√d is a normalizing constant so that this curve
has unit `2 diameter. This manifold is not contained in any lower-dimensional subspace of Rd
and is a “harder” version of the one used in [5, Figure 2]. The algorithm automatically adapts to
this low-dimensional latent structure and solves to reasonably high acccuracy even in high ambient
dimension d when using with the same number of Nystro¨m centers, and thus also the same final
rank.
Two limitations should be pointed out. First, Algorithm 2 degrades as the regularization η
increases since the exponential function c ↦ exp(−ηc) becomes less smooth and thus harder to
approximate by polynomials. For instance, the problem seems quite challenging in practice if
η = 100. In the regime of large13 such η there are no known tractable algorithms. Second, as
mentioned above, this algorithm scales poorly in k. This is partially improved through a more
careful analysis of the same algorithm:
Remark 5.18 (Better dependence on k). While a direct application of the techniques in §5.3
requires the runtime in Corollary 5.16 to depend exponentially on the rank Θ(dk2) of C (i.e., as
mΘ(dk2) where m = O(log 1/ε˜) is the polynomial degree), a refined analysis of the same algorithm
significantly lowers the rank to (kd+2m2m ). This is achieved by exploiting algebraic dependencies in
the low-rank factorization of the barycenter cost in order to combine terms in the factorization of
K˜. Details in Appendix C.
6 Intractability of repulsive costs
In this section we turn to intractability results for MOT. In §6.1, we reduce (approximately) comput-
ing the MIN oracle to (approximately) computing MOT. These exact and approximate reductions
are the respective converses to Theorem 3.5 and Theorem 3.7, and therefore establish polynomial-
time equivalence for both pairs of computational problems. Operationally, they are useful for
proving hardness of computation and approximability, respectively, for MOT by appealing to the
analogous hardness results for the MIN and AMIN oracles. We use these reductions to prove the
intractability of several MOT problems with repulsive costs: MOT with determinant cost (in §6.2)
and Density Functional Theory with Coulomb-Buckingham potential (in §6.3). We provide fur-
ther evidence of the intractability of repulsive costs in §6.4 by observing that MOT is tractable
for submodular costs (which are “attractive” since they encourage similarity), but intractable for
supermodular costs (which are “repulsive” since they encourage diversity).
6.1 Reductions from MIN and AMIN oracles
It is helpful to introduce some notation. Consider some cost C ∈ (Rn)⊗k, marginals µ = (µ1, . . . , µk) ∈(∆n)k, and accuracy ε > 0. Define MOTO(µ) to be the oracle which computes the value of MOT
for cost C and these marginals. Similarly, define AMOTO(µ, ε) to be an oracle which computes the
value of MOT up to additive accuracy ε. For shorthand, we suppress the notational dependence
of all oracles on the cost C since it is fixed. Assume for simplicity below that the oracle weights p
have entries with at most poly(n, k) bits; the general case is a straightforward extension. We also
assume that each entry of p is bounded in magnitude by Cmax; this is without loss of generality for
computing the desired MIN and AMIN by a simple translation argument.
13I.e., η large but below ε−1k logn, since for η that high, this problem is equivalent to the unregularized barycenter
problem (by Lemma 2.4), for which polynomial-time algorithms are known [7, 14].
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Theorem 6.1 (Reduction from MIN to MOT). Consider some cost C ∈ (Rn)⊗k and weights p ∈ Rnk.
There is an algorithm that solves MIN(p) after using poly(n, k) calls to MOTO and poly(n, k)
additional time.
Theorem 6.2 (Reduction from AMIN to AMOTO). Consider some cost C ∈ (Rn)⊗k, weights
p ∈ Rnk, accuracy ε > 0, and error probability δ ∈ (0,1). There is a randomized algorithm that with
probability at least 1 − δ, outputs a valid answer to AMIN(p, ε) after using poly(n, k,Cmax, 1ε , log 1δ )
calls to AMOTO with Θ( εnk)) additive accuracy, and poly(n, k,Cmax, 1ε , log 1δ ) additional time.
We make two remarks about these theorems before moving to their proofs.
Remark 6.3 (Contrast between Theorems 6.1 and 6.2). These are incomparable results for two
reasons. The first, and arguably more important, is that hardness of approximation is of course
stronger than hardness of exact computation. The second is technical: our inapproximability reduc-
tion is probabilistic, and thus shows inapproximability under the standard complexity assumption
NP /⊂ BPP, which is informally the “randomized version” of P≠NP.
Remark 6.4 (Differences from general LP theory). Theorem 6.1 is inspired by—but does not fol-
low from—the classical equivalence between strong separation and strong optimization oracles for
LP [42, Chapter 6]. Indeed, note that the oracles are for (MOT-D), whereas we seek to show hard-
ness for (MOT): this classical equivalence would only enable showing NP-hardness of computing an
optimal solution for (MOT-D), which does not necessarily imply hardness of computing the optimal
value of (MOT)—something our reduction handles. Note also that Theorem 6.2 does not fall under
the purview of this classical theory since it is about reductions that are weakly polynomial time, not
strongly polynomial.
We now sketch the proofs of these two theorems; for brevity, full details are deferred to Ap-
pendix D. The main idea is to reduce MIN to a convex optimization problem for which the objective
function can be evaluated by solving an auxiliary MOT problem. Formally, embed [n]k into Rnk
via φ((j1, . . . , jk)) ∶= [ej1 , . . . , ejk]T where ej denotes the vector in Rn with a 1 on entry j, and 0’s
on all other entries. Then MIN is equivalent to minimizing f(x) ∶= Cφ−1(x) − ⟨p, x⟩ over the discrete
set S ∶= φ([n]k) = {x = (x1, . . . , xk) ∈ {0,1}nk ∶ ∥x1∥1 = ⋅ ⋅ ⋅ = ∥xk∥1 = 1}. Let F ∶ Rnk → R denote the
convex envelope of f , i.e., the pointwise smallest convex function over Rnk that is pointwise above
f on the domain S of f . By explicitly computing F as the Fenchel bi-conjugate of f , we obtain
the following two useful characterizations of F (proof in Appendix D).
Lemma 6.5 (MOT is convex envelope of MIN). For all µ = (µ1, . . . , µk) ∈ (∆n)k,
F (µ) = min
D∈∆S s.t. Ex∼Dx=µEx∼Df(x) (6.1)= ⟨µ, p⟩ + min
P ∈M(µ1,...,µk)⟨C,P ⟩. (6.2)
The first representation (6.1) of F gives a Choquet integral representation of F in terms of f .
Importantly, it implies that in order to (approximately) minimize f over its discrete domain S—i.e.,
solve the (approximate) MIN oracle—it suffices to (approximately) minimize F over its continuous
domain conv(S) = (∆n)k.
Now to (approximately) minimize F , we appeal to algorithmic results from zero-th order convex
optimization since the second representation (6.2) of F shows that (approximately) evaluating F
amounts to (approximately) solving an auxiliary MOT problem. For the case of exact evaluations,
we use the ELLIPSOID algorithm. For the case of approximate evaluations, we use the recent
results [13, 63] about zero-th order optimization of approximately convex functions.
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Remark 6.6 (Connection to submodular optimization). This proof is motivated by the classical
idea of minimizing a submodular function by minimizing its Lova´sz extension [41], which is a special
case of Theorem 6.1 for n = 2 and submodular costs C. In fact, in light of the equivalence between
MOT and the Lova´sz extension (see §6.4), this is the appropriate generalization thereof to optimizing
general discrete functions over ground sets of size n > 2.
6.2 Application: MOT with determinant cost
A popular repulsive cost for MOT is the determinant cost (e.g., [28, 35]), which is given by:
Cj1,...,jk = −∣det(xj1 , . . . , xjk)∣, (6.3)
where x1, . . . , xn ∈ Rk and det(xj1 , . . . , xjk) is the determinant of the k×k matrix whose columns are
xj1 , . . . , xjk . This is a repulsive cost since tuples with “similar” vectors are penalized with higher
cost. We prove that the MOT problem with this cost is NP-hard.
Proposition 6.7 (Hardness of MOT with determinant cost). Given vectors x1, . . . , xn ∈ Rk and
marginals µ1, . . . , µk ∈ ∆n, it is NP-hard to compute the value of (MOT) for cost (6.3).
Proof. By Theorem 6.1, it suffices to prove that the MIN oracle problem is NP-hard. We show this
is true even if the input weights p are identically 0: in this case the MIN problem is to compute
minj1,...,jk Cj1,...,jk given x1, . . . , xn ∈ Rk. This is NP-hard by [56].
Furthermore, determinant costs are hard even for approximate computation. For inapproxima-
bility results with additive error, it is more natural to consider log-determinant costs since additive
error on the logarithmic scale amounts to the more standard multiplicative error on the natural
scale. Below, we show inapproximability of MOT with such costs. Note that for technical reasons
we upper-bound the cost at 0 to avoid unbounded costs for tuples with null determinant:
Cj1,...,jk = min(0,− log ∣det(xj1 , . . . , xjk)∣). (6.4)
Proposition 6.8 (Approximation hardness of MOT with log-determinant cost). Assuming NP /⊂
BPP , there is no poly(n, k,1/ε) time algorithm for approximating the value of (MOT) to ε additive
accuracy for cost (6.4).
Proof. Let x1, . . . , xn ∈ Zk have poly(n, k) bits each. It is known to be NP-hard to approximate
minj1,...,jk − log ∣det(xj1 , . . . , xjk)∣ to within additive error 0.0001 [70, Theorem 3.2]. Since x1, . . . , xn
span Rk without loss of generality, and are integer-valued, this is equivalent to approximating
minj1,...,jk Cj1,...,jk to within additive error 0.0001. But by Theorem 6.2, given access to an AMOTO
oracle with accuracy 1/poly(n, k), we can approximate minj1,...,jk Cj1,...,jk to within additive error
0.0001 in poly(n, k) randomized time. Hence, assuming BPP /⊂ NP there is no poly(n, k,1/ε)-time
implementation of AMOTO with accuracy ε.
6.3 Application: Density Functional Theory
Here we prove that the Density Functional Theory (DFT) problem with the Coulomb-Buckingham
potential is NP-hard. The Coulomb-Buckingham potential is a popular potential for modeling
the structures of ionic crystals [1], and is defined for two particles at distance r with charges
q1, q2 ∈ {−1,+1} as:
U(r, q1, q2) = ⎧⎪⎪⎨⎪⎪⎩
M, r = 0
Aq1q2
exp(Bq1q2r) − Cq1q2r6 + q1q2r , r > 0 ,
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where A+1,A−1,B+1,B−1,C+1,C−1 are constants determining the relative strengths of the terms in
the interaction, and M > 0 is a large constant penalizing infeasible tuples. Given ions with charges
qj at positions xj ∈ R3, the corresponding DFT cost is given by:
Cj1,...,jk = ⎧⎪⎪⎨⎪⎪⎩M, ∑i∈[k] qji ≠ 0∑1⩽i<i′⩽k U(∥xji − xj′i∥2, qji , qji′ ), ∑i∈[k] qji = 0 . (6.5)
Proposition 6.9 (Hardness of DFT with Coulomb-Buckingham potential). Given positions x1, . . . , xn ∈
R3, charges q1, . . . , qn ∈ {−1,+1}, parameters A±1,B±1,C±1,M > 0, and marginals µ1, . . . , µk ∈ ∆n,
it is NP-hard to compute the value of (MOT) with cost C given by (6.5). Moreover, assuming
NP /⊂ BPP , there is no poly(n, k,1/ε)-time algorithm computing an ε-additive approximation.
Proof. By Theorems 6.1 and 6.2, it suffices to prove that the AMIN oracle problem is NP-hard
for some polynomially-small error tolerance ε = 1/poly(n, k). We show this is true even when the
input weights p are identically 0: in other words, given parameters A±1,B±1,C±1,M > 0, positions
x1, . . . , xn ∈ R3, and charges q1, . . . , qn ∈ {+1,−1}, 1/poly(n, k)-approximating the optimization
problem minj1,...,jk Cj1,...,jk is NP-hard.
Our hardness result is based on [1, Theorem 5], which shows that it is NP-hard to compute
min
⎧⎪⎪⎨⎪⎪⎩ ∑j∈S,j′∈S∖{j}U(∥xj − xj′∥2, qj , qj′) ∶ S ⊂ [n], ∣S∣ = k,∑j∈S qj = 0
⎫⎪⎪⎬⎪⎪⎭ ,
for inputs such that min1⩽j′⩽j⩽n ∥xj − xj′∥2 ⩾ 1. The proof of [1, Theorem 5] is readily extended to
prove hardness of 1/poly(n, k)-additive approximation (details in §D.3). This optimization problem
trivially reduces to 1/poly(n, k)-additively approximating minj1,...,jk Cj1,...,jk for M ⩾ 2k2(2+ ∣A+1∣+∣A−1∣ + ∣C+1∣ + ∣C−1∣) sufficiently large.
It would be interesting to prove similar hardness results for the Coulomb cost Cj1,...,jk =∑ki≠i′=1 ∥xji − xji′ ∥−1.
6.4 Application: MOT with supermodular cost
Here, we consider MOT problems related to evaluating the convex envelope of (structured) discrete
functions. These MOT problems are of the form
min
P ∈M(Ber(x1),...,Ber(xk))ES∼P f(S) (6.6)
where f ∶ {0,1}k → R is a function (perhaps given through access to an evaluation oracle14), and
x1, . . . , xk ∈ [0,1] dictate the marginals µ1, . . . , µk. In words, this is an optimization problem over
distributions P on vertices of the hypercube {0,1}k = domain(f), where the linear cost ⟨C,P ⟩ is
the expected value of f with respect to P . Here, n = 2 since each marginal has ground set {0,1}.
Proposition 6.10. Consider a function f ∶ {0,1}k → R given through oracle-access for evaluation,
and marginal probabilities x1, . . . , xk ∈ [0,1].
• If f is supermodular, then the MOT problem (6.6) is NP-hard. Moreover, assuming NP /⊂
BPP , there is no poly(n, k,Cmax/ε)-time algorithm for computing an ε-approximation.
14Note that although here C is a tensor with 2k entries, it can be given implicitly through an evaluation oracle to
the function f—which often has a compact representation for submodular/supermodular functions in combinatorial
optimization and machine learning applications (see, e.g., [11]).
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• If f is submodular, then the MOT problem (6.6) is solvable in polynomial time.
Proof. The proof hinges on the observation that the MOT problem (6.6) is equivalent to the LP
characterization of evaluating the convex envelope F ∶ [0,1]k → R of f at the point x [42, §10.1].
If f is supermodular, then this problem is known to be NP-hard. On the other hand, if F is
submodular, then F can be evaluated in O(k) evaluations of f and O(k log k) additional processing
time by leveraging the equivalence of F to the Lova´sz extension of f [42, §10.1].
To show the intractability of approximating (6.6) with supermodular costs, consider the case
in which f encodes the NP-hard Max-Cut problem for a graph on k vertices. In this case, f is
integer-valued, so to computeMax-Cut it is enough to approximate minS⊂{0,1}k f(S) to within, say,±0.49 additive error. The range of f is bounded by k2 = poly(k), so Theorem 6.2 implies a poly(k)-
time randomized algorithm for Max-Cut given access to an oracle for 1/poly(k)-approximating
(6.6).
7 Discussion
MOT provides a principled algorithmic way of performing inference and estimation tasks when
given only aggregate measurements of a data source. Due to the ubiquity of such tasks, MOT
has many applications throughout data science and the natural sciences. However, in nearly all
applications, the usefulness of MOT is significantly hindered by the lack of efficient MOT algorithms.
While bespoke polynomial-time algorithms have been developed for a small number of special MOT
instances, it is unclear if or how these techniques can be extended to other MOT applications.
This paper develops a general theory about “structural properties” that make MOT tractable.
We identify two such structures—decomposable costs (§4) and low-rank costs (§5)—and develop
algorithms with provably polynomial-time guarantees for them. We also identify the structure of
repulsive costs (§6) as a source of intractability, and provide evidence for this by proving the first
NP-hardness results for such problems. These structures are quite general and collectively encom-
pass many—if not most—current applications of MOT. In particular, these results give improved
algorithms for MOT problems which were already known to be tractable, give the first polynomial-
time algorithms for many MOT problems which were not yet known to be tractable, and hopefully
will also aid the modeling of future applications as tractable MOT problems.
There are several potential directions for further developing this theory, including:
1. Identify other general structural properties that make MOT tractable or intractable.
2. Develop strongly-polynomial algorithms for the decomposable structure in §4 that are more
practical. (See Remark 3.6.)
3. Is there a strongly-polynomial algorithm for the low-rank structure in §5 when the rank r is
constant? We conjecture that for a sufficiently large constant r, the answer is no. Similarly
for the problem of computing the minimum entry of a low-rank tensor (c.f., Theorem 5.15).
4. MOT is often used as a convex relaxation of NP-hard Maximum Likelihood Estimation prob-
lems (e.g., in §4.3). Intriguingly, we noticed that empirically this convex relaxation is often
exact in low-noise regimes, i.e., returns a permutation tensor.15 It would be interesting to
develop a statistical theory that explains this empirical phenomenon.
15This computation is enabled by our new exact algorithms since SINKHORN and MWU output solutions that are
approximate and too dense.
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A Deferred details for §3
A.1 Details for oracles
Here, we prove several polynomial-time equivalences mentioned in the main text. Specifically,
Appendix A.1.1 proves the equivalence of MIN and ARGMIN, and of AMIN and ARGAMIN (Re-
mark 3.2). Appendix A.1.2 proves the equivalence of SMIN and MARG (Lemma 3.11).
A.1.1 Equivalence of membership and separation oracles
Lemma A.1 (Equivalence of MIN and ARGMIN). Each of the oracles MIN and AMIN can be
implemented using poly(n, k) calls of the other oracle and poly(n, k) additional time.
Proof. It is obvious how the MIN oracle can be implemented via single call of the ARGMIN oracle;
we now show the converse. Let p1, . . . , pk be the input to the ARGMIN oracle. Denote M ∶=
Cmax +∑kj=1 ∥pj∥∞ + 1. Iterate j from 1 to k, on each iteration fixing an index ij ∈ [n] such that(i1, . . . , ij) is the prefix of some optimal tuple for the ARGMIN oracle task. To find such an ij ,
iterate over all ij ∈ [n], computing for each MIN(p′1, . . . , p′k), where p′` = p` −M +Mei` for all ` ∈ [j],
and p′` = p` for all ` ∈ [k] ∖ [j]. By an induction argument and the sufficiently large choice of M ,
there exists some value of ij such that MIN(p′1, . . . , p′k) = MIN(p1, . . . , pk); we fix ij to this value.
This process requires at most nk total calls to MIN and produces a tuple (i1, . . . , ik) which could
have been returned by the ARGMIN oracle.
Lemma A.2 (Equivalence of AMIN and ARGAMIN). Each of the oracles AMIN and ARGAMIN can
be implemented using poly(n, k) calls to the other oracle and poly(n, k) additional time.
Proof. The proof is analogous to the above and thus omitted for brevity.
A.1.2 Equivalence of SMIN and MARG oracles
Proof of Lemma 3.11. For ease of notation, assume i = 1. We show how to compute vj1 ∶= [m1((d1⊗
. . . dk)⊙K)]j1 for j1 ∈ [n] using one call to SMIN. For fixed M > 0, define
v˜j1 ∶= exp(−ηSMIN(p(j1), η)) = ∑
j,j2,...,jk∈[n] exp(−ηCj,j2,...,jk) ⋅ [w(j1)]i ⋅
k∏`=2[d`]j` ,
where p(j1) = − 1η (log[w(j1)], log[d2], . . . , log[dk]) ∈ Rn×k, and [w(j1)]j is dj1 if j1 = j and otherwise
is 1/M . Recall that vj1 = ∑j2,...,jk∈[n] exp(−ηCj1,j2,...,jk) ⋅∏k`=1[d`]j` . The sum for v˜j1 equals the sum
for vj1 if we restrict to the summands such that j = j1. Thus
∣v˜j1 − vj1 ∣ = 1M
RRRRRRRRRRRR ∑i∈[n]∖{i1} ∑j2,...,jk∈[n] exp(−ηCj,j2,...,jk) ⋅
k∏`=2[d`]j`
RRRRRRRRRRRR ⩽
nk exp(ηCmax)∏k`=2 ∥dl∥max
M
,
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so taking log logM ⩾ log(k logn+ ηCmax + k∥d∥max + log(1/δ)) is sufficient for a δ additive approxi-
mation. In order to compute MARG exactly, taking 1/δ = 1/ exp(exp(poly(n, k))) suffices. So the
input to the SMIN oracle needs only poly(n, k) + log logM = poly(n, k) + log log(1/δ) = poly(n, k)
bits of precision to compute MARG exactly.
A.2 Details for §3.2: Multiplicative Weights algorithm
Here we prove Theorem 3.7 and provide pseudocode for the algorithm in it (Algorithm 3). Through-
out, we assume that C has entries bounded within [1,2]. This is at no loss of generality by trans-
lating and rescaling the original cost C ′ ← (C + 3Cmax)/(2Cmax), and running Algorithm 3 on C ′
with approximation parameter ε′ ← ε/(2Cmax). Each τ ′-approximate query to the AMIN oracle for
C ′ can be simulated by a τ -approximate query to an AMIN oracle for C, where τ ← 2Cmaxτ ′.
Algorithm 3 MWU
Input: Accuracy ε > 0, AMIN oracle for cost C, marginals µ1, . . . , µk ∈ ∆n.
Output: O˜(nk/ε2)-sparse P ∈M that is ε-approximate solution to (MOT)
1: Use MWUsubroutine to binary-search for λ ∈ (λ∗, λ∗ + ε/2), where λ∗ is value of (MOT)
2: return P ← MWUsubroutine(λ +Θ(ε),Θ(ε),C,µ)
Algorithm 4 MWUsubroutine(λ, ε,C,µ) (see proof of Theorem 3.7 for details)
Input: Guess λ ∈ [1,2], accuracy ε > 0, AMIN oracle for cost C ∈ [1,2], marginals µ1, . . . , µk ∈ ∆n
Output: Either (a) return “infeasible” or (b) return O˜(nk/ε2)-sparse P ∈M(µ1, . . . , µk) of cost⩽ λ+O(ε) for (MOT). If λ > λ∗+Ω(ε), where λ∗ is the value of (MOT), then (b) is guaranteed.
// Run MWU algorithm from [77]
1: P ← 0 ∈ (Rn⩾0)⊗k, η ← 2 log(nk)/ε
2: while ∑j⃗ Pj⃗ < η do
3: Either (a) find j⃗ ∈ [n]k such that ratioj⃗ ⩽ 1 + ε, or (b) certify that min ratioj⃗ > 1
4: if in scenario (a) then
5: P ← P + δj⃗ ⋅ ε ⋅min(1, λCj⃗ ,mini[µi]ji)
6: else in scenario (b)
7: return “infeasible”
// Round to feasible coupling
8: P ← P /(η ⋅ (1 +Θ(ε)))
9: Round P to M as in Remark A.4
10: return P
Proof of Theorem 3.7. The algorithm for Theorem 3.7 consists of a main algorithm MWU (Algo-
rithm 3) and a subroutine MWUsubroutine (Algorithm 4). The correctness of MWU is straightforward
assuming the correctness of its O(log(1/ε)) calls to MWUsubroutine with accuracy parameter Θ(ε).
We now prove correctness of MWUsubroutine.
MWUsubroutine is essentially the algorithm of Young [77] for mixed packing-covering LPs, spe-
cialized to the following mixed packing-covering polytope:
PackCover(λ) = {P ∈ (Rn⩾0)⊗k s.t. m(P ) ⩾ 1, ⟨P,C⟩ ⩽ λ, and mi(P ) ⩽ µi ∀i ∈ [k]}
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The quantity ratioj⃗ in step 3 is given by:
ratioj⃗(C,P,µ, λ) ∶= (Cj⃗/λ) exp(⟨C,P ⟩/λ) +∑i∈[k] exp([mi(P )]ji/[µi]ji)[µi]jiexp(⟨C,P ⟩/λ) +∑s∈[k]∑t∈[n] exp([ms(P )]t/[µs]t) (A.1)
We prove correctness. If the subroutine returns P , then by the correctness of Young’s algorithm
[77], step 8 has computed a O˜(nk/ε2)-sparse P satisfying m(P ) ⩾ 1 − O(ε), ⟨P,C⟩ ⩽ λ, and
mi(P ) ⩽ µi for all i ∈ [k]. This can be rounded to a feasible solution as in Remark A.4 adding
O(nk) extra entries of total mass at most O(ε), changing the total cost by at most O(ε). On the
other hand, if the subroutine does not return P , then by correctness of Young’s algorithm [77], we
must have that PackCover(λ) is infeasible, which means λ < λ∗.
We prove the poly(n, k,1/ε) runtime bound. The rounding step takes O(nk) extra time, and
the loop runs O˜(nk/ε2) iterations by [77]. It remains to show that the bottleneck, step 3, can
be implemented with one call to the ARGAMIN oracle (and hence poly(n, k) calls to the AMIN
oracle by Lemma A.1) and poly(n, k) additional time. We show that it suffices to compute j⃗ ←
ARGAMIN(p,Θ(ε)) for weights
[pi]j = −λ exp([mi(P )]ji/[µi]ji)
exp(⟨C,P ⟩/λ) ⋅ [µi]ji .
If ratioj⃗ ⩽ 1 + ε we are in scenario (a), and otherwise we are in scenario (b) because
min
j⃗′ ratioj⃗′ ⩾ exp(⟨C,P ⟩/λ) ⋅ (Cj⃗ −∑i∈[k][pi]ji +Θ(ε))λ exp(⟨C,P ⟩/λ) +∑s∈[k]∑t∈[n] exp([ms(P )]t/[µs]t) = ratioj⃗ −O(ε) ⩾ 1 +Ω(ε) > 1.
A.3 Details for §3.3: Sinkhorn algorithm
The algorithm in Theorems 3.9 and 3.10 has two parts. First is the multidimensional Sinkhorn
scaling algorithm (Algorithm 5), which produces a nearly feasible iterate; see [46] for details and
a historical perspective. Second is an algorithm for rounding to the transportation polytope (Al-
gorithm 6); this is the natural multimarginal analog of [6, Algorithm 2]. Note that in an efficient
implementation, the Gibbs kernel K = exp[−ηC] that SINKHORN scales is never explicitly computed
or stored, and the scaled solution (d1 ⊗⋯⊗ dk)⊙K produced by SINKHORN is passed implicitly to
ROUND.
Below, distM(A) ∶= ∑kj=1 ∥mj(A) − µj∥1 denotes the distance of a tensor A ∈ (Rn⩾0)⊗k to the
coupling polytope M as measured by the total `1 deviation of its marginals.
A.3.1 Scaling
Two remarks about Algorithm 5. First, in line 3 there are several ways to choose update indices.
Iteration-complexity bounds are shown for a greedy choice in [39, 52]. Similar bounds can be shown
for random and cyclic choices by adapting the techniques of [9]. These latter two choices do not
incur the overhead of k MARG computations per iteration required by the greedy choice, which is
helpful in practice. Empirically, we observe that cyclic choices appear to work quite well, and we
use these in our experiments.
Second, there are several variations of this classical SINKHORN algorithm in the literature, includ-
ing first rounding small entries of the marginals and accelerated versions [52, 73]. These variants
36
Algorithm 5 SINKHORN: multidimensional analog of classical Sinkhorn scaling
Input: Tensor K ∈ (Rn⩾0)⊗k, marginals µ1, . . . , µk ∈ ∆n, distance δ > 0
Output: Scalings d1, . . . , dk ∈ Rn>0 satisfying distM((d1 ⊗⋯⊗ dk)⊙K) ⩽ δ
1: d1, . . . , dk ← 1n ▷ Initialize (no scaling)
2: for poly(k, δ−1, log KmaxKmin ) iterations do ▷ Rescale marginals until convergence
3: Choose j ∈ [k] ▷ Cyclically, greedily, or randomly
4: µ˜i ←mi((d1 ⊗⋯⊗ dk)⊙K) ▷ Bottleneck: compute i-th marginal
5: di ← di ⊙ (µi/µ˜i) ▷ Rescale i-th marginal (division is entrywise)
6: return d1, . . . , dk
have iteration-complexity bounds with slightly better polynomial dependence on ε and k; however,
it should be noted that some of them incur polynomial factors of n [52, 73]. For simplicity of
exposition, we provide here just the vanilla version as it performs well in practice and achieves the
theoretical iteration complexity we desire: logarithmic in n and polynomial in the other parameters.
A.3.2 Rounding to the transportation polytope
Algorithm 6 ROUND: rounds a tensor to the transport polytope M(µ1, . . . , µk)
Input: Tensor K ∈ (Rn⩾0)⊗k, scalings dˆ1, . . . , dˆk ∈ Rn>0, marginals µ1, . . . , µk ∈ ∆n
Output: Adjusted scalings d1, . . . , dk ∈ Rn>0 and vectors v1, . . . , vk ∈ Rn⩾0 satisfying (A.2)
1: d1 ← dˆ1, . . . , dk ← dˆk ▷ Intialize (current scalings)
2: for i = 1, . . . , k do ▷ Rescale each marginal
3: µ˜i ←mi((d1 ⊗⋯⊗ dk)⊙K) ▷ Compute i-th marginal
4: di ← di ⊙min[1, µi/µ˜i] ▷ Rescale (ops are entrywise)
5: vi ← µi −mi((d1 ⊗⋯⊗ dk)⊙K) for each i ∈ [k], v1 ← v1/∥v∥k−11 ▷ Add back mass
Algorithm 6 has two parts: scale down the marginals mi(P ) to be entrywise less than the
desired µi; then add mass back via a rank-one adjustment. Lemma A.3 records its guarantees.
Importantly, the algorithm is efficient whenever MARG is. The accuracy guarantee is proven in [52,
Theorem 3.4] and [39, Lemma 3.6].
Lemma A.3 (Guarantee for ROUND). Given K ∈ (Rn⩾0)⊗k with unit total mass ∥K∥1 = 1, dˆ1, . . . , dˆk ∈
Rn>0, and µ1, . . . , µk ∈ ∆n, Algorithm 6 outputs d1, . . . , dk ∈ Rn>0 and v1, . . . , vk ∈ Rn⩾0 satisfying∥K − P ∥1 ⩽ 2 distM(K). (A.2)
where P ∶= (⊗kj=1dj)⊙K + ⊗kj=1vj. The runtime is O(k) MARG calls and O(nk) additional time.
Remark A.4 (Alternate sparse rounding). The rank-one term in Algorithm 6 can be replaced with
an nk − k + 1 = O(nk)-sparse tensor while maintaining the same accuracy and runtime guarantees
in Lemma A.3. This is done by replacing the last line of Algorithm 6 with a greedy water-filling
procedure (the natural multidimensional analog of the “North-West corner rule”). This ensures that
if K is sparse with poly(n, k) nonzero entries, then so is the rounded output. While less relevant
for SINKHORN whose final iterate is dense, this sparse rounding is useful for rounding MWU’s final
sparse iterate in Appendix A.2.
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A.3.3 Convergence for RMOT
As mentioned in §3.3, the iteration-complexity bounds in the literature are written for MOT.
Extending to RMOT requires a more careful bound of the entropy regularization term since it is
nonnegligible in this case. However, this is easily handled using the following multimarginal analog
of [5, Lemma D], the proof of which is essentially identical and thus omitted.
Lemma A.5. Let P,Q ∈ (Rn⩾0)⊗k both have total mass 1, δ ∶= ∥P −Q∥1, and η > 0. If δ < 1, then
∣(⟨P,C⟩ − η−1H(P )) − (⟨Q,C⟩ − η−1H(Q))∣ ⩽ δ (Cmax + k
2η
log
2n
δ
) . (A.3)
In words, Lemma A.5 shows that the objective function for RMOT is stable with respect to
rounding in `1 norm—which is the type of rounding done by Algorithm 6 (see Lemma A.3). In
particular, the objective for RMOT is preserved to ε additive error if the iterate is rounded in `1 norm
by δ = O˜(εmin{C−1max, ηk−1}), and thus it suffices to run SINKHORN to precision δ/2 by Lemma A.3.
This, combined with known iteration-complexity bounds on SINKHORN, implies Theorem 3.9.
A.3.4 Efficient downstream computation
While the output P of SINKHORN is fully dense with nk nonzero entries, its specific form in (3.2)
enables fast downstream computations. These operations are conditional on an efficient MARG
oracle—which is at no loss of generality since that is required for running SINKHORN in the first
place. The basic idea is that P is a mixture of two simple probability distributions (modulo normal-
ization). The first is (⊗kj=1dj)⊙ exp[−ηC] and is efficiently marginalized using MARG. The second
is ⊗kj=1vk which is efficiently marginalized by Lemma 5.8 since it is a rank-one tensor (i.e., product
distribution). Together, this enables efficient marginalization of P . By recursively marginalizing
on conditional distributions, this enables efficiently sampling from P . This further enables efficient
estimation of bounded statistics of P (e.g., the cost ⟨C,P ⟩) by Hoeffding’s inequality.
B Deferred details for §4
B.1 Details for §4.3: particle tracking
We detail the generative model used in the experiment. A particle trajectory (X1, . . . ,Xk) is gen-
erated by Brownian motion with momentum drift as follows: X1 ∼ N (0, Id), X2 ∼X1 +N (0, σ2Id),
and Xi ∼ Xi−1 + √1 − r2 (Xi−1 −Xi−2) + N (0, r2σ2Id) for i ∈ {3, . . . , k}. The glow observations(Y1, . . . , Yk) for a particle trajectory are all 0 except for a 1 on a single index chosen uniformly at
random from [k]. Let xi,j ∈ Rd and yi,j ∈ {0,1} respectively denote the position and glow mea-
surements for the j-th particle at timestep i. Recall that since the particles are indistinguishable,
the order of the particles is effectively changed by an unknown permutation in each timestep. The
negative log-likelihood of a trajectory (j1, . . . , jk) is Cj1,...,jk = 12σ2 ∥x2,j2 − x1,j1∥2 + 12r2σ2 ∑ki=3 ∥xi,ji −
xi−1,ji−1 −√1 − r2(xi−1,ji−1 − xi−2,ji−2)∥2 +∞ ⋅ 1(∑ki=1 yi,ji ≠ 1). The experiment is run with n = 20
particles, k = 5 time steps, noise parameter σ = 0.5, drift parameter r = 0.5, and dimension d = 2.
Table 3 reports the average results over 100 simulations.
B.2 Details for §4.6: spatial locality
Here we show how to generalize the strongly polynomial algorithm of [7] to MOT problems with
spatially local structure (4.7), as mentioned in §4.6. We make the following two key definitions.
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Definition B.1 (Weighted c-diagram). The weighted c-diagram for points x1, . . . , xn ∈ X and
weights w ∈ Rn is the set system containing the following n sets:
Ej ∶= {y ∈ X ∶ j ∈ argmin
`∈[n] c(y, x`) −w`}, ∀j ∈ [n]. (B.1)
Definition B.2 (Intersections of set systems). The intersection of set systems D1, . . . ,Dk is the
set system {∩ki=1Ei ∶ E1 ∈ D1, . . . ,Ek ∈ Dk}.
Theorem B.3 (High-precision algorithm for MOT with spatial locality structure). Consider a
space X and a cost c ∶ X ×X → R for which one can evaluate and compute weighted medians of k
points in polynomial time. Assume that the intersection of any k weighted c-diagrams on n points
has poly(n, k) many non-empty subsets and can be enumerated in polynomial time. Then the MOT
problem with cost C in (4.7) can be solved in polynomial time given the marginals µ1, . . . , µk ∈ ∆n
and the points {xi,j}i∈[n],j∈[k] defining the cost. Moreover, the solution is returned as a sparse tensor
with at most nk − k + 1 nonzero entries.
Proof sketch. The proof follows closely that of [7]; we just point out the main ideas and differences.
By Theorem 3.5, it suffices to solve the corresponding MIN oracle in polynomial time, i.e., compute
min(j1,...,jk)∈[n]k miny∈X
k∑
i=1λi(c(y, xi,ji) − [wi]ji). (B.2)
given weights w ∈ Rnk. For i ∈ [k], let Di = {Ei,j}j∈[n] be the weighted c-diagram for points{xi,j}j∈[n] and weights {wi,j}j∈[n]. Let D denote the intersection of the diagrams D1, . . . ,Dk, and
let T ⊂ [n]k denote the set of tuples (j1, . . . , jk) ∈ [n]k for which the corresponding sets Fj1,...,jk ∶=∩ki=1Ei,ji ∈ F are non-empty. By assumption, T can be enumerated in polynomial time. Thus
since the inner minimization over y in (B.2) can be computed in polynomial time for any fixed(j1, . . . , jk) ∈ [n]k, it suffices to show the following adaptation of [7, Lemma 3.3].
Lemma B.4. The value of the MIN oracle problem (B.2) is the same if the optimization over all
tuples (j1, . . . , jk) ∈ [n]k is restricted to just those in T .
Proof. For shorthand, denote a tuple (j1, . . . , jk) ∈ [n]k by j⃗, and denote the objective function in
the MIN oracle optimization (B.2) by g(j⃗, y). Observe that
min
j⃗∈T miny∈X g(j⃗, y) ⩾ miny∈X min⃗`∈[n]k g(l⃗, y) = minj⃗∈T miny∈Fj⃗ min⃗`∈[n]k g(⃗`, y) = minj⃗∈T miny∈Fj⃗ g(j⃗, y) ⩾ minj⃗∈T miny∈X g(j⃗, y).
The second step is due to the fact that F covers X—this follows by definition of F as the intersection
of D1, . . . ,Dk combined with the observation that each weighted c-diagram Di covers X . The third
step is due to the fact that min`∈[n]k g(j⃗, y) = g(l⃗, y) for fixed y ∈ Fj⃗—this follows by definition of
Fj = ∩ki=1Ei,ji combined with the definition of the weighted c-diagrams.
Theorem B.3 implies strongly-polynomial algorithms for computing Wasserstein geometric me-
dians over the metric spaces (Rd, `1), (Rd, `2), and (Rd, `∞).
Corollary B.5 (Strongly-polynomial computation of Wasserstein geometric medians). For any
fixed dimension d, and any of the metrics `1, `2, and `∞, the Wasserstein geometric median of k
distributions µ1, . . . , µk over Rd can be computed in poly(n, k) time.
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Proof. We show that the costs c = `1, `2, and `∞ satisfy the assumptions in Theorem B.3. The first
two assumptions are trivially satisfied, which leaves verifying that the intersection of k weighted c-
diagrams on n points can be enumerated in polynomial time. For `1 and `∞, weighted c-diagrams are
cell complexes with polynomially many affine facets which can moreover be computed in polynomial
time. The claim follows by appealing to classical facts from computational geometry about the
complexity of hyperplane arrangements [36, Theorem 3.3]. For `2, the corresponding weighted
c-diagram is an Apollonius diagram, for which the desired complexities are known to hold [10].
C Deferred details for §5
C.1 Hardness
Here, we prove Proposition 5.2. We define the following notation: for a k-partite graph G on nk
vertices, let TG ∈ (Rn)⊗k denote the tensor with (j1, . . . , jk)-th entry equal to the number of edges
in the induced subgraph of G with vertices in {vj1 , . . . , vjk}.
Lemma C.1 (TG is low-rank). For any k-partite graph G on nk vertices, rank(TG) ⩽ n2k2. More-
over, a factorization of TG with this rank is computable from G in poly(n, k) time.
Proof. Consider an edge (vji , vji′ ) between partitions i, i′ ∈ [k]. Consider the rank-1 tensor formed
by the outer product of the indicator vectors eji and eji′ on respective slices i and i′, and the all-
ones vector 1n on all other slices ` ∈ [k]∖{i, i′}. This tensor takes value 1 on all tuples in [n]k with
i-th coordinate ji and i
′-th coordinate ji′ , and takes value 0 elsewhere. Summing up such a rank-1
tensor for each edge of G—of which there are at most (nk)2—yields the desired factorization.
Lemma C.2 (Hardness for MIN for low-rank costs). Assuming P ≠ NP , there does not exist an
algorithm solving MIN on cost tensors given by a rank-r factorization in poly(n, k, r) time.
Proof. Deciding whether there exists a k-clique in a k-partite graph G on nk vertices is NP-
complete. This problem reduces to computing the maximal entry in TG, for which a low-rank
factorization can be found in poly(n, k) time by Lemma C.1. Finding the maximal entry of TG is
equivalent to solving MIN on −TG with zero weights.
Proof of Proposition 5.2. This now follows from combining Lemma C.2 with Theorem 6.1.
C.2 Sparse solutions
Theorem C.3 (Proof of Theorem 5.5). For simplicity of exposition, we drop constants; the claim
follows by scaling ε by a constant. By Theorem 3.7 and Remark 3.3, it suffices to run MWU and
implement the SMIN oracle to additive error Θ(ε) in poly(n, k,Cmax/ε) time for regularization
η = Θ(ε−1k logn). Let K ∶= exp[−ηC], and let K˜ be the low-rank approximation computed with
Lemma 5.6 for precision ε˜ ∶= Θ(εηe−ηCmax). Note that the minimum entry of K˜ is at least
Θ(e−ηCmax). Define C˜ ∶= η−1 log[K]. By the elementary inequality log a− log b ⩽ ∣a−b∣/min(a, b) for
positive scalars a and b, it follows that ∥C − C˜∥max = η−1∥ logK − log K˜∥max ⩽ O(ε). Since the smin
operator is 1-Lipschitz w.r.t. the `∞ norm (e.g., [9, Lemma 8.5]), the SMIN oracles for C and C˜
differ by at most ε/2. Thus it suffices to implement the SMIN oracle for C˜ in poly(n, k,Cmax/ε)
time. By definition, this amounts to computing −η−1 logm((⊗ki=1 exp[−ηpi])⊙K˜). This can be done
in O(nkr˜) time by Lemma 5.8, where r˜ ⩽ (r+mr ) = poly(m) is the rank of K˜, and m = O˜(kCmax/ε).
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C.3 Regularized Wasserstein barycenters
First, we show the improved rank bound (kd+2m2m ) discussed in Remark 5.18. Recall from Lemma 5.6
that K˜ = p[C] is constructed by applying a polynomial p of degree m entrywise to a cost tensor
C whose (j1, . . . , jk)-th entry is a quadratic polynomial of the points x1,j1 , . . . , xk,jk . Let q be the
composition of p and this quadratic. The claim then follows by appealing to the below lemma.
Lemma C.4 (Polynomial kernels are low-rank). For any polynomial q on Rdk and any points{xi,j}i∈[k],j∈[n] ⊂ Rd, the tensor K with entries Kj1,...,jk = q(x1,j1 , . . . , xk,jk) has rank at most
rank(K) ⩽ (kd + deg(q)
deg(q) ).
Proof. Applying q is the same as summing up the applications of each monomial in q. Applying a
monomial yields a rank-one tensor. Therefore the rank of K is at most the dimension of the linear
space of kd-variate polynomials of degree at most m. It is well-known that this is (kd+mm ).
We remark that even tighter bounds are possible by exploiting the properties of the quadratic
polynomial defining C. A tight bound of (m+dd ) + (m+d−1d ) was recently shown for the matrix case
in [8]. These improvements lead to similar asymptotics but can help significantly in practice.
Next, we provide a helper lemma that is used in the factorization in Remark 5.17. The proof is
a straightforward computation and thus omitted.
Lemma C.5 (Entrywise product of low-rank tensors is low-rank). If K1 = ∑r1i=1⊗k`=1ui,` and K2 =∑r2j=1⊗k`=1vj,`, then K1 ⊙K2 = ∑(i,j)∈[r1]×[r2]⊗k`=1 (ui,` ⊙ vj,`). In particular,
rank(K1 ⊙K2) ⩽ rank(K1) rank(K2). (C.1)
C.4 Regularized Density Functional Theory over C
This is an RMOT problem with marginal distributions over points z1, . . . , zn ∈ C and Coulomb
potential cost Cj1,...,jk = ∑i≠i′∈[k] log 1/∣zji − zji′ ∣. Currently, the fastest algorithm for this problem
is the direct implementation of SINKHORN which takes roughly nk time per iteration [35, Remark
6.6]. Here, we briefly remark that our low-rank techniques give a much more scalable algorithm in
n—namely O˜(n/poly(ε)) runtime—in the setting that k is small and η is an even integer (recall
this regularization parameter is the user’s choice). This is by running SINKHORN with the fast
marginalization in Lemma 5.8, and observing that the Gibbs kernel Kj1,...,jk =∏i≠i′∈[k] ∣zji − zji′ ∣η is
a polynomial of degree (k2)η over (R2)⊗k ≅ (C)⊗k, and thus has rank independent of n by Lemma C.4.
However, the rank grows rapidly in k and η; and there are no known tractable algorithms for the
general case of large k and η. We conjecture that in fact no polynomial-time algorithm exists in
this general case since this is an MOT problem with a repulsive cost (see §6).
D Deferred details for §6
Here we prove the reductions in §6.1. We use the notation described in the proof sketch there.
Proof of Lemma 6.5. The convex envelope F of f is equal to the Fenchel bi-conjugate f∗∗ of f [64].
The Fenchel conjugate of f is f∗ ∶ Rnk → R where f∗(y) = maxx∈S⟨x, y⟩ − f(x) = maxx∈S⟨x, y − p⟩ −
Cφ−1(x). Thus the Fenchel bi-conjugate f∗∗ is
F (µ) = f∗∗(µ) = max
y∈Rnk⟨y, µ⟩ − f∗(y) = maxy∈Rnk minx∈S ⟨y, µ − x⟩ − ⟨x, p⟩ +Cφ−1(x).
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By performing a convex relaxation over the inner minimization (to distributions D over the set S)
and then invoking LP strong duality, we obtain
F (µ) = min
D∈∆S maxy∈Rnk⟨y, µ −Ex∼Dx⟩ − ⟨Ex∼Dx, p⟩ +Ex∼DCφ−1(x)
Note that the inner maximization over y has unbounded cost +∞ unless Ex∼Dx = µ. Thus
F (µ) = −⟨µ, p⟩ + min
D∈∆S s.t. Ex∼Dx=µEx∼DCφ−1(x),
This proves (6.1). Now (6.2) follows since distributions D over S with expectation µ are in corre-
spondence with joint distributions P ∈M(µ1, . . . , µk), and under this correspondence Ex∼DCφ−1(x)
simply amounts to ⟨P,C⟩.
Corollary D.1 (Minimizing F suffices for minimizing f). The set of minimizers of F over (∆n)k
is equal to the convex hull of the minimizers of f over S.
Proof. Follows from the Choquet representation (6.1) of F in Lemma 6.5.
D.1 Hardness of computation
Proof of Theorem 6.1. By Corollary D.1, given a minimizer of F over convS = (∆n)k, we can find in
polynomial time a minimizer of f (by a trivial rounding procedure) and thus also a solution to MIN
(by “un-embedding” through φ−1). Therefore it suffices to minimize F over (∆n)k in the desired
runtime. To this end, note that F is the maximum of a polynomial number of linear functions
(by Lemma 6.5, the dual MOT formulation (MOT-D), and the Minkowski-Weyl Theorem), each of
polynomial bit complexity (by Cramer’s Theorem). Therefore since F is convex (by construction),
and since (∆n)k is a “well-described polyhedron” in the sense of [42, Definition 6.2.2], an application
of [42, Theorem 6.5.19] implies that F can be minimized over (∆n)k using polynomially many
evaluations of F and polynomial additional processing time.
D.2 Hardness of approximation
Proof of Theorem 6.2. By Corollary D.1, it suffices to compute the minimum value of F over (∆n)k
to additive accuracy ε. By the representation of F in (6.2), this amounts to computing
min
µ∈(∆n)k [⟨µ, p⟩ + minP ∈M(µ1,...,µk)⟨C,P ⟩] (D.1)
to additive accuracy ε. Note that a call to the AMOTO(µ, ε′) oracle (and polynomial additional
computation) computes the objective function in (D.1) to ε′ additive accuracy. Therefore, this is
an instance of the zero-th order optimization problem for approximately convex functions studied
in [13, 63]. By rescaling, the claimed runtime follows from their results with ε′ = Θ(ε/(nk)) once we
check that F has polynomial Lipschitz parameter. This follows from the following lemma (which
gives a tighter bound than we need since it may be of independent interest.)
Lemma D.2 (`1-Lipschitzness of MOT w.r.t. marginals). The function µ↦minP ∈M(µ1,...,µk)⟨P,C⟩
on (∆n)k is Lipschitz with respect to the entrywise `1 norm with parameter 2Cmax.
Proof. Let µ,µ′ ∈ (∆n)k. By Lemma A.3, the Hausdorff distance between M(µ1, . . . , µk) andM(µ′1, . . . , µ′k) with respect to `1 is 2∥µ−µ∥1. Thus minP ∈M(µ1,...,µk)⟨P,C⟩ and minP ∈M(µ′1,...,µ′k)⟨P,C⟩
differ by at most by at most 2Cmax.
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D.3 Density Functional Theory
Here we briefly outline the modification of the result [1, Theorem 5] necessary to prove the inap-
proximability in Proposition 6.9. The modification is to show that it is not only NP-hard to exactly
compute, but in fact also NP-hard to approximate
min
⎧⎪⎪⎨⎪⎪⎩ ∑j∈S,j′∈S∖{j}U(∥xj − xj′∥2, qj , qj′) ∶ S ⊂ [n], ∣S∣ = k,∑j∈S qj = 0
⎫⎪⎪⎬⎪⎪⎭ (D.2)
up to ±1/poly(n, k) accuracy, for inputs x1, . . . , xn ∈ R3 such that min1⩽j′⩽j⩽n ∥xj − xj′∥2 ⩾ 1. This
follows by noting that for the parameters A±,B±,C± chosen in Lemma 1 of [1, Theorem 5], in-
equalities (1)-(3) of [1] are met strictly, with a small polynomial gap of at least 1/n10: i.e., for large
enough n,
A+
eB+n − C+n6 + 1n + A−eB−√1+n2 − C−(1 + n2)3 − 1√1 + n2 ⩾ ∣ A−eB− −C− − 1∣ + 1/n10
n2∣ A+
eB+r − C+r6 + 1r + A−eB−√1+r2 − C−(1 + r2)3 − 1√1 + r2 ∣ ⩽ ∣ A−eB− −C− − 1∣ − 1/n10, r ⩾ √2n
A+
eB+r − C+r6 + 1r + A−eB−√1+r2 − C−(1 + r2)3 − 1√1 + r2 > 1/n10, r ⩾ √2n.
Tracing through the reasoning of Lemmas 2, 3, and 4 of [1], this gap implies that a ±0.49/n10
approximation to the objective (D.2) suffices to determine whether or not the construction in [1,
Theorem 5] encodes a graph with an independent set of size k/2. This proves NP-hardness of±0.49/n10 approximation for (D.2).
E Extension to partial marginal constraints
Here we briefly remark that our algorithmic results extend to the setting where only a subset I ⊆ [k]
of the marginals are constrained. We denote this generalization to partial marginal constraints by
MOT′. Given I ⊆ [k], and measures {µi}i∈I ⊂ ∆n, the partially-fixed transportation polytope is
MI({µi}i∈I) ∶= {P ∈ (Rn⩾0)⊗k ∶mi(P ) = µi, ∀i ∈ I}.
For cost C ∈ (Rn)⊗k, measures {µi}i∈I ⊂ ∆n, and regularization η > 0, we define the MOT′ and
RMOT′ problems with partially-fixed marginals as follows.
min
P ∈MI({µi}i∈I)⟨P,C⟩. (MOT’)
min
P ∈MI({µi}i∈I)⟨P,C⟩ − η−1H(P ). (RMOT’)
In analogy with the fixed-marginal case, the MIN, AMIN, and SMIN oracles are sufficient to solve
MOT′ in polynomial time:
Theorem E.1 (Algorithmic results extend to partially-fixed marginals). Theorem 3.5 (ELLIPSOID),
Theorem 3.7 (MWU), and Theorems 3.9 and 3.10 (SINKHORN) hold if we replace (MOT) by (MOT’)
and (RMOT) by (RMOT’).
43
The proofs of these modified theorems are nearly identical and thus omitted. As in the fully-
fixed marginals case, the core intuition is that access to MIN is sufficient to implement a separating
hyperplane oracle for the dual MOT′ problem
max(pi)i∈I∈(Rn)I∑i∈I⟨pi, µi⟩ subject to Cj1,...,jk −∑i∈I[pi]ji ⩾ 0, ∀(j1, . . . , jk) ∈ [n]k. (MOT-D’)
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