With the widespread use of machine learning for classification, it becomes increasingly important to be able to use weaker kinds of supervision for tasks in which it is hard to obtain standard labeled data. One such kind of supervision is provided pairwise-in the form of Similar (S) pairs (if two examples belong to the same class) and Dissimilar (D) pairs (if two examples belong to different classes). This kind of supervision is realistic in privacy-sensitive domains. Although this problem has been looked at recently, it is unclear how to learn from such supervision under label noise, which is very common when the supervision is crowd-sourced. In this paper, we close this gap and demonstrate how to learn a classifier from noisy S and D labeled data. We perform a detailed investigation of this problem under two realistic noise models and propose two algorithms to learn from noisy S-D data. We also show important connections between learning from such pairwise supervision data and learning from ordinary class-labeled data. Finally, we perform experiments on synthetic and real world datasets and show our noiseinformed algorithms outperform noise-blind baselines in learning from noisy pairwise data. * Work done during an internship at RIKEN 1 [Thurstone, 1927] has studied a relationship between relative comparison and a single hypothesis on stimuli, which is known as
Introduction
In supervised classification, a classifier is trained with labeled training data points, which are usually collected through human annotation. While collecting labeled data points is the traditional way to apply supervised classification, pairwise comparison is often more appealing for human decision making [Fürnkranz and Hüllermeier, 2010] , where annotators are requested to compare two instances and give relative relationships between them; e.g., which instance has stronger stimulus, whether two instances belong to the same category, and so on. This is partly because (1) decision makers tend to be subjective at directly choosing a single hypothesis 1 , and (2) decision makers are often biased about pick-ing an opinion. 2 Thus, pairwise comparison has been exploited in a number of applications such as pairwise ranking [Fürnkranz and Hüllermeier, 2010; Jamieson and Nowak, 2011] , Bayesian optimization [Eric et al., 2008] , derivativefree optimization [Jamieson et al., 2012] , and analytic hierarchical processes [Saaty, 1990] . One of the methods that incorporate pairwise comparison into identification of latent categories of data is semi-supervised clustering [Basu et al., 2008] , which utilizes pairwise supervision indicating whether two instances belong to the same cluster or not (known as must-link and cannot-link constraints), guiding clustering as decision makers desire. Recently, [Bao et al., 2018] and [Shimada et al., 2019] gave an empirical risk minimization (ERM) formulation to train an inductive classifier from pairwise comparison, which has successfully connected supervised learning and pairwise comparison and avoided dataset-dependent assumptions used in semi-supervised clustering.
However, there is one important gap that has not been addressed in classification with pairwise supervision-real world data collection is bound to be noisy. Several previous works address noise in ordinary supervision with classlabeled data- [Natarajan et al., 2013; Patrini et al., 2017; Jiang et al., 2017; Han et al., 2018] . For pairwise supervision, there are two unique types of error. The first error results from pairing corruption: some pairs of instances are hard to identify whether they belong to the same category or not. The second error is from labeling corruption: labels of some instances are intrinsically ambiguous thus subsequent pairwise comparison is also affected. Depending on these situations, we can consider two types of noise models in pairwise supervision.
In this paper, we investigate classification with noisy pairwise supervision, where noise is present in pairwise comparison and follows either pairing corruption or labeling corruption. Our first strategy is inspired by previous work [Patrini et al., 2017; Natarajan et al., 2013] that uses standard classlabeled data with class-conditional noise to learn a classithe law of comparative judgement.
2 This bias is known as social desirability bias [Fisher, 1993] ; questionees are unconsciously led to a socially desirable opinion when they are asked to reveal their opinions in a direct way. Such a tendency is observed especially in answering their sensitive matters such as criminal records.
fier. We introduce a corrected loss function, which induces an unbiased estimator of the classification risk in the presence of noise for pairwise data. Subsequently, a classifier can be obtained through the minimization of the corrected loss. The second strategy is based on weighted empirical risk minimization, or cost-sensitive classification [Elkan, 2001; Scott and others, 2012] . This is motivated from the insight that the Bayes classifier of the classification risk under the noise-free distribution corresponds to that of the weighted risk under the noisy distribution.
To the best of our knowledge, this is the first work to investigate learning from noisy pairwise data and the following are our main contributions :
• Definition of realistic noise models for the S-D learning problem.
• Providing two algorithms based on loss correction and weighted classification that can effectively learn from noisy S-D training data (under either noise model) and still give good performance (standard binary classification accuracy) on clean test data.
• Proving that the Bayes classifier for noise-free and symmetric-noise S-D learning is identical to the Bayes classifier for standard binary classification.
• We analyze the generalization bounds of our algorithms and provide two new generalization bounds for clean S-D learning [Shimada et al., 2019] • Performing experiments on various datasets to show that the proposed algorithms work well in practice.
Problem Setup
Let X denote the instance space, Y the label space and Z the the underlying distribution over (X , Y). Z is the distribution with respect to which we want to perform well-the test data is drawn from this distribution and the performance metric is classification accuracy : (x,y)∈test d ata 1[y predicted = y], where 1[·] denotes the indicator function. However, we assume that due to the domain constraints we are unable to procure direct class-labeled data from Z and only have access to pairwise supervision-whether a pair of instances (X, X ) is from the same class (Y = Y ) or from different classes (Y = Y ). There is a latent variable Q dictating whether the sample is drawn from similar data (Q = 1) or it is drawn from dissimilar data (Q = −1). Let Z Q denote the distribution over (X , Q). Further let π = P (Y = +1) denote the class prior and P + (X) = P (X|Y = +1) and P − (X) = P (X|Y = −1). Now we present the two noise models that reflect what we may expect in real-world data.
Noise Model 1 : Pairing Corruption
This model is motivated by the following scenario-imagine non-perfect crowd-workers who are given a pool of instances X i and annotate pairs (X i , X j ) as Q = 1, if they believe Y i = Y j and Q = −1 otherwise. Since they are non-perfect, they make mistakes in this process and sometimes assigns Q = −1 when it should have been Q = 1 and vice versa. Thus, in this model two samples (X, Y ) and (X , Y ) are drawn 
This noise model is instance-independent but labeldependent (different noise rates for Q = 1 and Q = −1).
Noise Model 2: Labeling Corruption
Consider that we are dealing with a privacy sensitive domain and responders do not want their individual labels sent to the learning module-further, some of them lie about their labels so the labels are noisy. A moderator converts the pointwise data (X, Y ) to pairwise data (X, X , Q = ±1), to preserve privacy. Mathematically, we first generate two samples (X, Y ) and (X , Y ) from the underlying distribution D and then the label is flipped with probability ρ y (this is class conditioned : if a sample originally has label +1 it is flipped to label −1 with probability ρ + and respectively, ρ − for the other case). P (Ỹ = +1|Y = −1) = ρ − and P (Ỹ = −1|Y = +1) = ρ + Then in the next step the similar or dissimilar labels are assigned (there is assumed to be no noise in this step since the moderator is an expert). Thus, P (Q = 1|Ỹ =Ỹ ) = 1 and P (Q = −1|Ỹ =Ỹ ) = 1.
If there were no noise corruption, the S data would comprise of two positive instances or two negative instances and the D data would comprise of one positive instance and one negative instance. Accordingly, in the noise-free pairwise data scenario the densities (P S (x, x ),P D (x, x )) of the S and D data are respectively :
Further, one can marginalize out x and get the densities in terms of a single x being drawn from either S or D. This view is important for our analysis and has been previously used in [Bao et al., 2018] . The implication is that we can now treat the S-D data as point-wise data from the Similar (S) and Dissimilar (D) classes.
(2)
The above expressions are derived in [Bao et al., 2018] under the noise-free assumption. Here we present the expression for the densities (P S (x)-similar expressions can be obtained for P D (x)) under each of the noise models presented above. For the pairing corruption model we get :
and for the labeling corruption model we get,P S (x)
(4)
Loss Correction Approach
In this section, we present the first of our two proposed algorithms for learning from noisy pairwise data. In this method, we use the parameter values of the noise model to obtain an unbiased estimate of the loss function. In other words, we cast the loss of learning from noisy S-D data in terms of learning from standard class-labeled data and thus, we can do loss correction. In deriving the following expressions, we methodically account for all the different ways we can derive an S (or D instance) under each noise model (Figure 1 ). For the pairing noise model we obtain :
On the other hand, for the labeling corruption noise model we obtain :
We obtain similar equations for P (Q = −1|X) under each noise model. It is noteworthy that the structure of the posterior probabilities is remarkably similar between the two noise models once we introduce the modified priorπ, defined in (4).
In other words, the labeling noise model can be interpreted as first corrupting the ordinary class-labeled P (Positive)-N (Negative) data to get a noisy P-N data with the modified class prior and then mimicking the pairing noise model with noise rate ρ + , ρ − . Once we have expressed the posterior probabilities of the noisy S-D data in terms of the original class posteriors, we can adopt the technique of backward correction [Patrini et al., 2017] to construct the corrected losses -Assume there exists coefficients α 1 , α 2 , β 1 , β 2 such that P (Q = 1|x) = α 1 P (y = 1|x) + α 2 P (y = −1|x) and P (Q = −1|x) = β 1 P (y = 1|x) + β 2 P (y = −1|x), we can construct a new loss function such that the minimizer of the expected risk with this new loss function over the noisy S-D data is the same as the minimizer of the expected risk with the original loss function over Z (the test distribution). Let l(t, y) be a loss function estimating t by y and letl(t, Q) be the corresponding back-ward corrected loss function estimating t by Q. Then we have l(t, y) = Tl(t, Q) where T = α 1 α 2 β 1 β 2 and therefore,l(t, Q) = T −1 l(t, y). We can use the modified loss to train our classifier f ∈ F (model class) on the noisy S-D data directly by ERM. Next, we state the generalization bounds for this approach. Here are some important notations:
Becausel is corrected appropriately, the empirical estimate of the risk converges to R l,Z (f )-by performing ERM on the noisy S-D data, the empirical risk converges to the true risk on the standard P-N data drawn from the underlying distribution Z. Let L Q denote the Lipschitz constant of the lossl, R(F, N ) denote the Rademacher complexity of the function class F for n noisy S-D instances. Lemma 1 : With probability at least 1 − δ,
Theorem 1 : With probability at least 1 − δ,
Special Case of Clean S-D Learning : When there is no noise ρ S = ρ D = 0 or ρ + = ρ − = 0, for both the noise models,
We see this matches the loss function derived for clean S-D learning in [Shimada et al., 2019] (on setting X as X and replacing π S E X S [1] = π D E X D [1] = 1 n ) : The bottom row shows the test data accuracy for the same test data but now training is done on noisy S-D data for each noise model with a high degree of noise (noise parameter set at 0.4). We see that the proposed approaches perform well even under severe noise corruption.
Our analysis through the lens of loss correction helps provide the generalization bound for clean S-D learning as a special case of noisy S-D learning. The Lipschitz constant for the corrected loss in the clean S-D case is L Q = L |2π−1| , where L is the Lipschitz constant for l. The generalization bound for noise-free S-D learning is : With probability at least 1 − δ,
Optimization : While we have a generalization guarantee, efficient optimization is a concern especially because the corrected lossl(·, ·) may not be convex. We present a condition which will guarantee the corrected loss to be convex. Theorem 2 : If l(t, y) is convex and twice differentiable almost everywhere in t (for each y) and also satisfies :
The first condition is satisfied by several common losses such as squared loss (l(y, t) = (1 − ty) 2 ) and logistic loss (l(t, y) = log(1 + exp(−ty))). The second condition depends on the noise rates and the prior. We can simplify this for each noise model to :
where either the first bound or the second bound applies depending on whether the class prior is greater or less than 0.5 respectively. For all cases of noise-free or symmetric-noise S-D learning, any noise rates will satisfy this condition and thus, we can always perform efficient optimization.
Weighted Classification Approach
Now we develop our second algorithm for dealing with noisy S and D data. One key issue that we investigate here is how the Bayes classifier learned from noisy S-D data relates to the traditional Bayes classifier. Lemma 2 : Denoting P (Q = 1|x) = η Q (x) and P (Y = 1|x) = η(x), the Bayes classifier under the noisy S-D distribution denoted byf * = argmin f ∈F E (X,Q)∼Z Q [1 {sign(f (X)) =Q} ] is given bỹ
For the pairwise corruption case,
For the label corruption case, threshold T is :
.
These expressions can be derived by using (5) and (6) in (13). They give us an important insight-the Bayes classifier for the noisy S-D learning uses a different threshold from 1 2 while the traditional Bayes classifier has η(x) thresholded at 1 2 . Towards designing an algorithm we note that we can also obtain this Bayes classifier by minimizing the weighted 0-1 risk. Let
The following lemma from [Scott and others, 2012] is crucial in connecting the Bayes classifier threshold with the weight in weighted 0-1 classification. Lemma 3 : Denote the U α risk under distribution Z as
We now show that there exists a choice of weight α such that the weighted risk under the noisy S-D distribution is linearly related to the ordinary risk under distribution Z.
Theorem 3 : There exist constants α and A and a function B(X) (that only depends on X but not on f ) such that
For the pairing corruption case:
For the label corruption case :
Remark 1: The α-weighted Bayes optimal classifier under the noisy S-D distribution coincides with the Bayes classifier of the 0-1 loss under the clean ordinary distribution.
Generalization Bound : For the ease of optimization, we will use a surrogate loss instead of 0-1 to do weighted ERM. Any surrogate loss can be used as long as it can be decomposed as l(t, Q) = 1 {Q=1} l 1 (t) + 1 {Q=−1} l −1 (t). The Figure 3 : The first two images depict the gradual decrease in classification accuracy of the learned classifier (from either algorithm) on the test dataset as the noise rate in the noisy S-D training data increases, for each noise model. The last two images depict the gradual increase in classification accuracy of the learned classifier (from the weighted classification method) on the test dataset as the number of noisy S-D training samples increases, for different noise rates in each noise model. The accuracy achieved from training on clean P-N training data provided by the banana dataset is 90.8% square, hinge, logistic and most common losses can be expressed in this form. Letf α denote the minimizer of the empirical risk using the weighted surrogate loss.
Theorem: If l α is an α-weighted margin loss of the form :
and l is classification calibrated and L-Lipschitz, then for the above choices of α and A, there exists a non-decreasing function ξ lα with ξ lα (0) = 0 such that the following bound holds with probability at least 1 − δ:
where R * denotes the the corresponding Bayes risk under Z.
Remark 2: For a fixed Lipschitz constant L, as A decreases we get a weaker generalization bound. For the pairing noise model, its easy to see that as noise rates increase, A decreases but the relationship is more complicated for the labeling noise model. When the noise is symmetric (ρ + = ρ − = ρ), A = (1−2ρ) 2 (2π−1) 2 . In this case, again we observe as ρ increases, A decreases and we get a weaker bound. Remark 3: When ρ S = ρ D or ρ + = ρ − , we see that the optimal Bayes classifier for the (noisy) S-D learning problem is the same as the Bayes classifier for the standard class-labeled binary classification task under distribution Z.
Estimation of Prior and Noise Parameters
We briefly discuss the parameters we need to know or estimate to apply each method for each noise model. Loss Correction approach: The noise rate parameters can be tuned by cross-validation on the noisy S-D data. We also need to estimate the class prior to construct the loss correction matrix T , under both noise models. The class prior can be estimated as follows :
• For the pairing corruption noise model :
• For the labeling corruption noise model :
From each of the above equations we can solve for the class prior π. The above equations can be derived from (5) and (6) by marginalizing out X and using n S n D = P (Q=1) P (Q=−1) .
Method of Weighted Classification:
The class prior only appears in the weight α in the labeling corruption model. In the pairing corruption model, knowledge of the class prior is not needed to calculate α. However, since we just have one parameter α for the optimization problem, in practice we obtain α directly by cross-validation under both noise models.
Experiments
We empirically verify that the proposed algorithms is able to learn a classifier for the underlying distribution Z from only noisy similar and dissimilar training data. All experiments are repeated 3 times on random train-test splits of 75:25 and the average accuracies are shown. We conduct experiments on two noise models independently. In the learning phase, the noise parameters and the weight α is tuned by crossvalidation. Evaluation is done on the clean class-labeled test dataset using standard classification accuracy as evaluation metric which is averaged over the test datasets to reduce variance across the corruption in the training data. We use a multi-layer perceptron (MLP) with two hidden layers of 100 neurons, ReLU activation and a single logistic sigmoid output, as our model architecture for all our experiments except the synthetic generated data, where we use a logistic linear model. We use the squared loss throughout : l(t, y) = (t−y) 2 and use Stochastic Gradient Descent (SGD) with a learning rate of 0.001 and momentum of 0.9.
Synthetic Data
We generate a two-dimensional dataset of points sampled from a normal distribution N ((2, 2), I 2 ) as one class and N ((−2, −2), I 2 ) as the other. Here I 2 denotes the twodimensional identity matrix indicating that they are isotropic. Note that the dataset generated in this manner may be nonseparable. In Figure 2 , we show the data distribution, the test data, the noisy S-D data and the performance of the classifier learned from the noisy S-D data on the test data.
We use a non-separable benchmark "banana" dataset which has two-dimensional attributes and two classes. We perform two kinds of experiments. In the first experiment, for a given noise model, for different settings of symmetric noise parameters (ρ S = ρ D and ρ + = ρ − ) we plot the variation of clean test accuracy with the number of noisy S-D pairs (n) sampled for training. For this experiment setting, we show the results for the weighted classification algorithm in Figure 3 . Since the Bayes classifier under the symmetric noise is identical to that of noise-free case under both the noise models, we see that the accuracy improves as we get a better approximation of the Bayes classifier as we have more and more S-D data-points in training. Note that the number of original training points in the dataset is fixed-what changes is only the number of S-D points we sample from them. In the second experiment, for each noise model, for a fixed n we show the gradual degradation of performance of the proposed algorithms (loss correction approach as well as the weighted classification approach) with increasing symmetric noise rates. These experiments confirm that higher noise hurts classification accuracy and having more pairwise samples help it.
Real World datasets
We further conduct experiments on several benchmark datasets from the UCI classification tasks. 3 All tasks are binary classification tasks of varying dimensions, class priors, and sample sizes. We compare the performance of our proposed approaches against two kinds of baselines.
Supervised Baseline : the noise-free versions of the proposed approaches are used, i.e, for loss correction approach we assume clean S-D classification risk formulation [Shimada et al., 2019] and for weighted classification approach we assume clean S-D case and threshold at 1 2 . This baseline is simple but since there are no existing supervised algorithms that can handle S-D data except [Shimada et al., 2019] and [Bao et al., 2018] , and none for the noisy S-D supervision case, that is the only baseline to compare against that makes use of the whole data and supervision provided.
Unsupervised Baseline : We also compare against unsupervised clustering and semi-supervised clustering based methods. For unsupervised clustering, we ignore all pairwise information and apply KMeans [MacQueen and others, 1967] with, number of clusters as 2, directly on the noisy S-D datapoints and use the obtained clusters to classify the test data. We further use constrained KMeans clustering , where we treat the S-D pairs as constraints to supervise the clustering of the S-D data pooled together. These two baselines are shown in Tables 1 and 2. From Tables 1 and 2, we observe that for both noise models and for every noise rate, our proposed approaches outperform the baselines. Further, we see that the clean S-D performances match the best P-N performance which empirically verifies the optimal classifiers for learning from noisefree standard P-N and pairwise S-D data coincide .
Conclusion and Future Work
In this paper we investigated a novel setting-learning from noisy pairwise labels under two different noise models. We
