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Abstract
The regret lower bound of Lai and Robbins (1985), the gold standard for
checking optimality of bandit algorithms, considers arm size fixed as sample
size goes to infinity. We show that when arm size increases polynomially with
sample size, a surprisingly smaller lower bound is achievable. This is because the
larger experimentation costs when there are more arms permit regret savings by
exploiting the best performer more often. In particular we are able to construct a
UCB-Large algorithm that adaptively exploits more when there are more arms.
It achieves the smaller lower bound and is thus optimal. Numerical experiments
show that UCB-Large performs better than classical UCB that does not correct
for arm size, and better than Thompson sampling.
1 Introduction
Let there beK arms (populations) from which rewards (observations) are drawn.
The multi-armed bandit problem is the design of sequential samplers that allo-
cate sampling to maximize expected sum of rewards.
Consider a family of densities {fθ : θ ∈ Θ}, with respect to a measure on the
real line. Let rewards from arm k be independent and identically distributed
(i.i.d.) with density fθk , for unknown θk. Let Pθ (Eθ) denote probability
(expectation) with respect to θ(= θK) = (θ1, . . . , θK). Let µ(θ) be the mean of
fθ, and let µ∗ = max(µ1, . . . , µK), where µk = µ(θk).
Maximizing expected sum of N rewards is the same as minimizing the regret
RN (θ) :=
K∑
k=1
(µ∗ − µk)EθNk,
where Nk is the number of rewards from arm k. Let
r(θ) =
∑
k:µk<µ∗
µ∗−µk
D(θk|θ∗) , (1.1)
where D(θ|λ) = Eθ[log fθ(X)fλ(X) ] is the Kullback-Leibler (KL)-information number
between fθ and fλ, and θ∗ is such that µ(θ∗) = µ∗. The celebrated lower bound
result of Lai and Robbins (1985) is that if the regret RN (θ) grows at a sub-
polynomial rate with respect to N for each θ (with K fixed), then as N →∞,
RN (θ) ≥ [1 + o(1)]r(θ) logN. (1.2)
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Lai (1987), Agrawal (1995), Burnetas and Katehakis (1996) and Cappe´ et
al. (2013) constructed upper confidence bound (UCB) algorithms that have
regret achieving equality in (1.2) on exponential families, and are thus optimal.
UCB-Agrawal (Burnetas and Katehakis suggested the same algorithm) improves
upon UCB-Lai in not requiring advance knowledge of N . Auer, Cesa-Bianchi
and Fischer (2012) provided finite N upper bounds of UCB for bounded rewards.
Chan (2019) showed that instead of applying confidence bounds that are specific
to a given exponential family, subsampling can be applied to achieve optimality
on unspecified exponential families.
We show here that if K = N ζ+o(1) for some 0 ≤ ζ < 1 as N → ∞, then
instead of (1.2) we have
RN (θK) ≥ [1− ζ + o(1)]r(θK) logN. (1.3)
The smaller lower bound when ζ > 0 is not due to technical difficulties in ex-
tending the lower bound proof of Lai and Robbins. Rather we show that it is
sharp, by constructing a UCB-Large bandit algorithm that achieves this smaller
lower bound. In addition we are able to overcome the technical difficulties men-
tioned in Burnetas and Katehakis to show that UCB is optimal when rewards
are normal with unknown and unequal variances.
The improvements of UCB-Large over classical UCB strengthen UCB as a
competitor of Bayesian approaches to the multi-armed bandit problem, see Git-
tins (1979), Gittin and Jones (1979), Brezzi and Lai (2000) as well as Thompson
(1933), Berry and Fristedt (1985), Kaufmann, Cappe´ and Munos (2012) and Ko-
rda, Kaufmann and Munos (2012). The improvements are due to adaptations
of UCB to take into account the unavoidable experimentation costs unique to
a particular problem, in this case the higher costs when the number of arms is
large. The construction of optimal bandit algorithms for irreversible rules in Hu
and Wei (1989) is also based on this principle.
Algorithms for large arm sizes have been constructed in Berry et al. (1995)
and Bonald and Proutie`re (2013) for Bernoulli rewards, and in Chan and Hu
(2019) for general rewards that are bounded above. A key difference of these
algorithms is that they assume infinite number of arms are available, so that
not all arms can be sampled.
The layout of this paper is as follows. In Section 2 we propose UCB-Large
for general exponential families. In Section 3 we show optimality for normal
rewards, for both variances known and unknown. The restriction to normal re-
wards is to avoid technical complexities that occur with unbounded arm means
as the number of arms goes to infinity, and with the gap between the optimal
and best inferior arm going to zero. In Section 4 we consider gaps that decrease
polynomially fast. In Section 5 we confirm, via numerical studies, the improve-
ments of UCB-Large over classical UCB. In Sections 6–8 we prove the results
of Sections 3 and 4.
2
2 UCB-Large
Consider the one-dimensional exponential family
fθ(x) = e
θx−ψ(θ)f0(x), θ ∈ Θ, (2.1)
where ψ(θ) = logE0e
θX and Θ = {θ : ψ(θ) < ∞}. Let θx be such that
ψ′(θx) = x. Under (2.1), the large deviations rate function
Iu(x) = (θx − θu)x− [ψ(θx)− ψ(θu)] = D(θx|θu).
Let St =
∑t
s=1Xs, Skt =
∑t
s=1Xks, X¯t =
St
t and X¯kt =
Skt
t . Let Ut(X¯t, b)
be the upper confidence bound of (X1, . . . , Xt), with respect to confidence co-
efficient b, where
Ut(x, b) = inf{u ≥ x : tIu(x) ≥ b}. (2.2)
Let bn be non-negative and monotone increasing for n ∈ [1,∞). Let nk be the
number of rewards from arm k when there are n total rewards. Let n1 = · · · =
nK = 1 when n = K, that is we initialize with one reward allocated to each
arm. Agrawal (1995) proposed the following UCB procedure.
UCB-Agrawal. For n = K, . . . , N − 1: Compute the confidence bounds
Unk = Unk(X¯knk , bn), 1 ≤ k ≤ K, (2.3)
and sample from the arm with largest confidence bound.
Agrawal showed that UCB-Agrawal achieves the Lai-Robbins lower bound
(1.2) (with K fixed), when bn ∼ logn with
bn − logn− log logn→∞ as n→∞. (2.4)
Burnetas and Katehakis (1996) showed that UCB-Agrawal achieves (1.2) for
bn = logn, under a condition that they remarked is satisfied for normal den-
sities with known variances, and claimed that their analysis carries over to
general bn ∼ logn. Motivated by the multi-parameter regret lower bounds in
Burnetas and Katehakis (1996), Honda and Takemura (2010) constructed an
asymptotically optimal DMED algorithm for distributions with bounded sup-
port. Cappe´ et al.(2013) provided finite N regret for their KL-UCB algorithm
when bn = logn+ 3 log logn but recommended bn = logn for practical use.
In practiceK can be large. We show in Section 3 that optimality is extended
to K →∞ by simply replacing bn in (2.3) with bn/K .
UCB-Large. For n = K, . . . , N − 1: Compute the confidence bounds
Unk = Unk(X¯knk , bn/K), 1 ≤ k ≤ K, (2.5)
and sample from the arm with largest confidence bound.
In addition to the most natural bm = logm, our numerical studies in Section
5 include bm = χ logm for
1
2 ≤ χ < 1 and bm = log(e−1+m)−
√
log(e − 1 +m).
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These confidence coefficients are justified in Sections 3 and 4. The examples
below cover the most important exponential families.
Example 1. Consider fµ the normal density with mean µ and variance 1.
Here Iu(x) =
(u−x)2
2 . The confidence bounds under UCB-Agrawal for bn = logn
are
Unk = X¯knk +
√
2 logn
nk
. (2.6)
The confidence bounds under UCB-Large for the same bn is
Unk = X¯knk +
√
2 log(n/K)
nk
. (2.7)
The intuition behind (2.7) is as follows. The confidence bounds (2.6) are
designed so that the exploitation cost is o(logN). The exploitation cost is the
cost of sampling the arm with largest sample mean when it is in fact an inferior
arm. For large K this control is overly strict as the exploration cost, of order
K logN , is much larger and so for optimality the UCB should reduce exploration
up to the point where exploitation cost reaches o(K logN). This is achieved by
the insertions of K in the confidence bounds (2.7).
Example 2. Consider normal rewards with unknown and unequal variances.
Here UCB is extended to a two-dimensional exponential family. Let θ = (µ, σ2)
and Θ = {θ : σ2 > 0}. For θ ∈ Θ, let
fθ(x) =
1
σ
√
2π
e−
(x−µ)2
2σ2 . (2.8)
Let M(z) = 12 log(1 + z
2).
Burnetas and Katehakis (1996) proposed upper confidence bounds
Unk = inf{u ≥ X¯knk : nkM(u−X¯knkσˆknk ) ≥ logn} (2.9)
= X¯knk + σ̂knk
√
exp(2 log nnk )− 1,
where σ̂2ks = s
−1∑s
t=1(Xkt − X¯ks)2.
They showed that (for K fixed) if the regret grows sub-polynomially with N
for each θ, then as N →∞,
RN (θ) ≥ [1 + o(1)]r(θ) logN, where r(θ) =
∑
k:µk<µ∗
µ∗−µk
M(
µ∗−µk
σk
)
. (2.10)
They did not show that (2.9) has regret achieving the lower bound in (2.10),
due to difficulties with the tail probabilities of non-central t-distributions. We
overcome these difficulties (and extend to K large) by applying instead the
confidence bounds
Unk = inf{u ≥ X¯knk : (nk − 1)M(u−X¯knkσˆknk ) ≥ bn/K} (2.11)
= X¯knk + σ̂knk
√
exp(
2bn/K
nk−1 )− 1.
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The subtraction of 1 from nk in (2.11) can be viewed as the effective sample
size reduction to account for the estimation of σ2k.
Example 3. Consider fθ the Bernoulli density (with respect to counting
measure on {0, 1}) with mean µ(θ). The large deviations rate function
Iu(x) = x log(
x
u ) + (1− x) log( 1−x1−u ), 0 ≤ x ≤ 1, (2.12)
with 0 log 0 = 0. The confidence bound Unk is the larger root in u of Iu(xk) = yk,
with xk = X¯knk and yk =
bn/K
nk
. A quick way to compute Unk is to initialize
with vk0 ∈ [xk, 1] and solve iteratively, for i ≥ 0,
xk log(
xk
vki
) + (1− xk) log( 1−xk1−vk,i+1 ) = yk. (2.13)
A computational advantage of (2.13) is that the iterations
vk,i+1 = 1− (dk/vxkki )
1
1−xk ,
with dk = x
xk
k (1−xk)1−xke−yk , can be executed simultaneously on all arms, by
common operations on (v1i, . . . , vKi).
3 Regret lower bound and optimality of UCB-
Large for normal rewards
Let a+ = max(a, 0) and let J(µ) = #{k : µk < µ∗} be the number of inferior
arms with respect to µ. We say that ∆K → 0 at a sub-polynomial rate if
∆KK
ǫ → ∞ for all ǫ > 0. We consider either K = N ζ+o(1)(→ ∞) for some
0 < ζ < 1 or K fixed (i.e. ζ = 0) as N →∞.
3.1 Normal rewards with unit variances
Let Xkt
i.i.d.∼ N(µk, 1), t ≥ 1, be the rewards of arm k. Let
Θ(∆K) = {µK : max
k:µk<µ∗
µk ≤ µ∗ −∆K , max
k
|µk| ≤ ∆−1K , J(µ) ≥ ∆KK}.
We say that a bandit algorithm is uniformly good if for any ∆K → 0 at a
sub-polynomial rate,
sup
µ∈Θ(∆K)
RN (µ) = o(KN
ǫ) for all ǫ > 0. (3.1)
We show in Section 6.1 that if µk
i.i.d.∼ N(µ0, σ20) for any µ0 real and σ20 > 0,
then for ∆K = (logK)
−η with η > 12 ,
P (µ ∈ Θ(∆K))→ 1. (3.2)
Let r(µ) =
∑
k:µk<µ∗
2
µ∗−µk .
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Theorem 1. If a bandit algorithm is uniformly good, then for all ∆K → 0 at
a sub-polynomial rate,
lim inf
N→∞
[
inf
µ∈Θ(∆K)
RN (µ)
r(µ) logN
]
≥ 1− ζ. (3.3)
In Theorem 2 below for K →∞, for technical reasons we perturb (2.7) to
Unk = X¯knk +
√
2 log(n/K1−q)
nk
for q > 0. (3.4)
Optimality is achieved by selecting q arbitrarily small, this justifies (2.7). For
K fixed, we consider
Unk = X¯knk +
√
2bn/K
nk
, (3.5)
with bm = logm+ o(
√
logm) as m→∞.
We define the regret ignoring the initial allocation of one reward to each arm
to be
R˜N (µ) =
K∑
k=1
(µ∗ − µk)Eµ(Nk − 1)+. (3.6)
Theorem 2. Consider UCB-Large as given in (3.4) for K → ∞, or (3.5) for
K fixed. For ∆K → 0 at a sub-polynomial rate,
lim sup
N→∞
[
sup
µ∈Θ(∆K)
R˜N (µ)
r(µ) logN
]
≤ 1− ζ + ζq.
Theorem 2 does not hold with RN (µ) in place of R˜N (µ). Consider for
example µ1 = µ∗ and µk = µ∗ − logN for k ≥ 2. Here r(µ) logN = 2(K − 1)
whereas RN (µ) ≥ (K − 1) logN due to the initial allocation of one reward to
each arm under UCB-Large.
3.2 Normal rewards with unknown and unequal variances
Let Xkt
i.i.d.∼ N(µk, σ2k), t ≥ 1, be the normal rewards of arm k. Let θk = (µk, σ2k)
and let
Θ2(∆K) = {θK : max
k:µk<µ∗
µk ≤ µ∗ −∆K ,max
k
|µk| ≤ ∆−1K ,
∆K ≤ σk ≤ ∆−1K for all k, J(µ) ≥ ∆KK}.
A simple extension of (3.2) here would be to consider µk i.i.d. with a normal
prior and σk having bounded support away from 0.
Analogous to the setting of unit variance normal considered in Section 3.1,
we say that a bandit algorithm is uniformly good if for any ∆K → 0 at a
sub-polynomial rate,
sup
θ∈Θ2(∆K)
RN (θ) = o(KN
ǫ) for all ǫ > 0. (3.7)
Let r(θK) be as given in (2.10).
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Theorem 3. If a bandit algorithm is uniformly good, then for all ∆K → 0 at a
sub-polynomial rate,
lim inf
N→∞
[
inf
θ∈Θ2(∆K)
RN (θ)
r(θ) logN
]
≥ 1− ζ.
As in Section 3.1, for technical reasons we perturb (2.11) for the caseK →∞,
to
Unk = X¯knk + σ̂knk
√
exp(2 log(n/K
1−q)
nk−1 )− 1 for q > 0. (3.8)
Theorem 4 below says that optimality is achieved by selecting q arbitrarily small,
this justifies (2.11) with bm = logm. For K fixed as N →∞, consider
Unk = X¯knk + σ̂knk
√
exp(
2bn/K
nk−1 )− 1, (3.9)
bm = logm+ α log(1 + logm) for α > 1.
Theorem 4. Consider UCB-Large as given in (3.8) for K → ∞, or (3.9) for
K fixed. For ∆K → 0 at a sub-polynomial rate,
lim sup
N→∞
[
sup
θ∈Θ2(∆K)
R˜N (θ)
r(θ) logN
]
≤ 1− ζ + ζq,
with R˜N (θ) as defined in (3.6), with θ replacing µ.
4 UCB adjustments for polynomially decreasing
gaps
The asymptotics in Section 3 are for gaps decreasing at a sub-polynomial rate.
We extend the asymptotics here to gaps that are polynomially small. To avoid
excessive technicalities, we restrict to normal rewards with known variances.
Let Xkt
i.i.d.∼ N(µk, 1), t ≥ 1, be the normal rewards of arm k. Let K =
N ζ+o(1) for some 0 ≤ ζ < 1 as N →∞, and let ∆N (= ∆αN ) = αN−η for some
α > 0 and η > 0. We consider here ∆N instead of ∆K (in Section 3), so that
∆N → 0 with K fixed, as N →∞.
In the case of polynomially decreasing gaps, the regret bound (3.1) is not
achievable. Consider for example µ1 = µ∗ and µk = µ∗ −∆N for k ≥ 2. Here
r(µ) = 2(K − 1)∆−1N logN . Instead for a given η, we require a uniformly good
bandit algorithm to satisfy, instead of (3.1),
sup
µ∈Θ(∆N )
RN (µ) = O(K∆
−1
N N
ǫ) for all ǫ > 0 and α > 0. (4.1)
Theorem 5. Let 0 < η < 1−ζ2 . If a bandit algorithm is such that (4.1) holds,
then for all α > 0,
lim inf
N→∞
[
sup
µ∈Θ(∆N )
RN (µ)
2(K−1)∆−1N logN
]
≥ 1− ζ − 2η. (4.2)
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The smaller lower bound constant in (4.2) compared to (3.3), with 1−ζ−2η
instead of 1− ζ, is due to the additional ∆−1N in the regret bound (4.1). To take
advantage of the smaller constant (though not fully), we consider UCB-Large
as given in (2.5), with
bm = χ logm for some χ > 1− η1−ζ (> 12 ). (4.3)
The best regret guarantee given in Theorem 6 below is for χ arbitrarily close to
1− η1−ζ . In practice we do not know what η is, and in (4.2) and (4.4) the asymp-
totics are for the worst-case scenarios [largest r(µ)]. Nevertheless Theorems 5
and 6 address why, in the simulations in Section 5, numerical performances for
UCB-Large are better for χ = 12 compared to χ = 1.
Theorem 6. For UCB-Large with bm as given in (4.3),
lim sup
N→∞
[
sup
µ∈Θ(∆N )
R˜N (µ)
2(K−1)∆−1N logN
] ≤ χ(1− ζ). (4.4)
5 Numerical studies
We perform simulations here for normal (Examples 4 and 5) and Bernoulli
(Example 6) rewards, confirming that UCB-Large, which corrects for large arm
sizes, improves upon classical UCB algorithms which don’t. In particular UCB-
Large as given in (2.5) with bm = χ logm for χ = 0.5 has the best performances
with regrets uniformly smaller than its competitors.
In addition to χ = 0.5, we run simulations with χ = 0.75 and 1. Though
by (3.2), min1≤k≤K(µ∗ − µk) is sub-polynomial when µk are drawn from a
normal prior, when we average the regrets over a large number of runs, the
average may be dominated by runs with polynomially small max1≤k≤K(µ∗−µk).
This explains why UCB-Large with χ < 1, which is better for polynomially
small min1≤k≤K(µ∗ − µk), performs better than when χ = 1. In addition to
bm = χ logm, we apply UCB-Large for bm = log(e− 1+m)−
√
log(e − 1 +m)
(labeled as b = log−√log), motivated by (3.5). We consider log(e − 1 + m)
instead of logm to ensure monotonicity of bm for m ≥ 1.
In the simulations each regret is estimated by
∑K
k=1(µ∗ − µk)Nk, averaged
over J = 10000 simulation runs, for N = 20000 rewards. Standard errors are
placed after the ± sign.
Example 4. Consider Xk1, Xk2, . . . i.i.d. N(µk, 1). We consider UCB-
Agrawal with bn = logn [see (2.6)], as well as UCB-Large. We also consider
Thompson sampling, assuming a N(0,1) prior for each µk. That is for n ≥ K,
we generate
θkn ∼ N( Sknknk+1 ,
1
nk+1
), 1 ≤ k ≤ K,
and sample the (n + 1)th reward from the arm k maximizing θkn. This is an
advantageous set-up for Thompson sampling as its prior is used for generating
µk, that is with µk
i.i.d.∼ N(0,1) in each run. We see from Table 1 that the best
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K
10 20 50 100
UCB-Large χ = 1 144±1 234±1 441±2 720±2
χ = 0.75 119±2 193±2 375±3 624±3
χ = 0.5 113±4 179±4 357±6 587±6
b = log−√log 118±3 191±3 375±5 624±6
UCB-Agrawal 176±1 312±1 650±2 1150±2
Thompson 123±1 213±2 419±2 706±3
Table 1: The regrets of UCB algorithms and Thompson sampling for K arms.
The rewards are normal distributed with unit variances. The arm means are
generated from a N(0,1) prior, and a fresh set of means is generated in each run.
We apply Thompson sampling using the correct N(0, 1) prior.
K
10 20 50 100
UCB-Large χ = 1 228±2 410±2 882±2 1596±4
χ = 0.75 183±2 336±3 724±6 1293±6
χ = 0.5 177±5 306±7 610±8 1070±9
b = log−√log 179±3 326±6 664±7 1128±7
UCB-BK 273±3 515±2 1222±3 2398±4
Thompson 191±6 313±7 646±7 1202±7
Table 2: The regrets of UCB algorithms and Thompson sampling for K arms
on normal rewards with unknown and unequal variances. The arm means are
generated from N(0,1), the arm variances are generated from the exponential
distribution with mean 1. We apply Thompson sampling assuming a normal-
gamma prior.
performer is UCB-Large with χ = 0.5. All the UCB-Large algorithms perform
better than UCB-Agrawal.
Example 5. Consider Xk1, Xk2, . . . i.i.d. N(µk, σ
2
k). We compare UCB-
Large as given in (2.11), with an initial allocation of two rewards to each arm,
against UCB-BK (Burnetas and Katehakis) and Thompson sampling. The sim-
ulation results in Table 2 again demonstrate significant improvements to UCB
with the arm-size corrections that we introduce here. For each run we generate
µk
i.i.d.∼ N(0,1) and σ2k
i.i.d.∼ Exp(1), the exponential distribution with mean 1.
For Thompson sampling we assume a normal-gamma prior, generating for
n ≥ 2K,
σ−2kn ∼ Gamma(1 + nk2 , 1 +
nkσˆ
2
knk
2 +
nkX¯
2
knk
1+nk
), 1 ≤ k ≤ K,
µkn|σ−2kn ∼ N(
nkX¯knk
1+nk
,
σ2kn
1+nk
),
and sampling the (n + 1)th reward from the arm k maximizing µkn. The best
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K
10 20 50 100
UCB-Large χ = 1 61.2±0.4 86.6±0.5 138.7±0.5 202.5±0.7
χ = 0.75 48.6±0.4 70.9±0.5 112.1±0.5 160.7±0.6
χ = 0.5 43.4±0.8 60.3±0.8 88.4±0.7 133.0±0.6
b = log−√log 46.7±0.5 66.3±0.7 96.8±0.6 139.6±0.6
UCB-Agrawal 76.3±0.4 116.2±0.6 205.3±0.8 323.7±1.1
Thompson 53.3±0.4 79.4±0.5 135.4±0.6 207.4±0.8
Table 3: The regrets of UCB algorithms and Thompson sampling for K arms.
Rewards from arm k are Bernoulli random variables with success probabilities
pk, with each pk generated from a Uniform(0, 1) prior. A fresh set of pk is
generated in each run. We apply Thompson sampling assuming the correct
Uniform(0, 1) prior.
performer is UCB-Large with χ = 0.5, with b = log−√log and Thompson
sampling both performing relatively well. In Thompson sampling here we do
not apply the (unknown) underlying prior.
Example 6. Consider Xk1, Xk2, . . . i.i.d. Bernoulli with success probability
pk. We compare UCB-Large against UCB-Agrawal with bn = log n, see (2.2)
and (2.3), with Iu as given in (2.12). For Thompson sampling we assume a
uniform prior for pk, that is for n ≥ K, we generate
pkn ∼ Beta(1 + Sknk , 1 + nk − Sknk), 1 ≤ k ≤ K,
and sample the (n+ 1)th reward from the arm k maximizing pkn.
For each 1 ≤ j ≤ J , we generate pk i.i.d.∼ Uniform(0,1). The arm mean
pk differs with j. The simulation results in Table 3 show that UCB-Large is
the best performer, its regret when χ = 0.5 at K = 100 is two thirds that
of Thompson sampling, despite Thompson sampling having the advantage of
applying the underlying uniform prior of the arm means. Its regret is less than
half that of UCB-Agrawal.
6 Proofs of (3.2) and Theorems 1 and 2
We prove (3.2) in Section 6.1, Theorem 1 in Section 6.2 and Theorem 2 in
Section 6.3. Let φ denote the density and Φ the cumulative distribution of the
standard normal. Let an ∼ bn if limn→∞ anbn = 1 and let ⌈·⌉ be the least integer
function.
6.1 Proof of (3.2)
Assume without loss of generality µ0 = 0 and σ0 = 1. Let ξK be such that
P (µ∗ ≤ ξK) = (2 logK)−1. (6.1)
10
Since 1− Φ(z) ∼ φ(z)z as z →∞,
P (µ∗ ≤ ξK) = {1− [1 + o(1)]φ(ξK)ξK }
K = exp{−[1 + o(1)]Kφ(ξK)ξK }.
Replacing the above into (6.1) leads to
φ(ξK)
ξK
∼ log logKK (⇒ ξK ∼
√
2 logK). (6.2)
It follows from (6.1), the monotonicity of φ(z) for z ≥ 0 and ξK > ∆K for
K large, that
P
(
min
k:µk<µ∗
(µ∗ − µk) ≤ ∆K
)
≤ K∆Kφ(ξK −∆K) + (2 logK)−1. (6.3)
It follows from the last relation in (6.2) and ∆K = (logK)
−η for η > 12 that
φ(ξK −∆K) ∼ φ(ξK), and therefore by (6.2), the probability in (6.3) goes to 0
as K →∞.
To complete the proof, check that
P ( max
1≤k≤K
|µk| ≥ ∆−1K ) ≤ 2K exp(− 12∆2K )→ 0.
6.2 Proof of Theorem 1
Let λ = µ∗+ δ∆K for some δ > 0. For µk ≤ µ∗−∆K , Iλ(µk) ≤ (1+ δ)2Iµ∗(µk).
We show below that for 0 < c < 1− ζ,
EµNk ≥ [c+ o(1)] logNIλ(µk) whenever µk ≤ µ∗ −∆K , (6.4)
with o(1) uniform over k and µ ∈ Θ(∆K). Theorem 1 follows from (6.4) by
selecting δ arbitrarily small and c close to 1− ζ.
Let k be such that µk ≤ µ∗ −∆K , and let λ be µ with λ replacing µk. Let
a be such that c < a < 1− ζ, and let
ℓk =
Nk∑
t=1
log Yt, where Yt =
fµk (Xkt)
fλ(Xkt)
,
Ak = {Nk < c logNIλ(µk) , ℓk ≤ a logN},
Bk = {Nk < c logNIλ(µk) , ℓk > a logN},
with ℓk = 0 when Nk = 0. We conclude (6.4) by showing that Pµ(Ak)→ 0 and
Pµ(Bk)→ 0 uniformly over k and µ.
It follows from a change of measure that
Pµ(Ak) = Eλ(e
ℓkAk) ≤ NaPλ(Ak). (6.5)
Since 1−a > ζ, by the uniformly good property (3.1) for the sequence δ∆K(→ 0
as a sub-polynomial rate),
RN (λ) = o(N
1−a∆K). (6.6)
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Since Nk = o(N) uniformly on Ak, it follows from (6.5), (6.6) and RN (λ) ≥
(λ− µ∗)Eλ[(N −Nk)1Ak ] that
[o(1) =] Na−1∆−1K (λ − µ∗)Eλ[(N −Nk)1Ak ] (6.7)
≥ [δ + o(1)]NaPλ(Ak) ≥ [δ + o(1)]Pµ(Ak),
and so Pµ(Ak)→ 0.
Let ω = a− c, sk = c logNIλ(µk) and Zt = log Yt − Iλ(µk)[= (µk − λ)(Xkt − µk)].
It follows from the reflection principle that
Pµ(Bk) ≤ Pµ
(
Nk < sk,
Nk∑
t=1
Zt ≥ ω logN
)
≤ 2[1− Φ( ω logN(λ−µk)√sk )]→ 0.
6.3 Proof of Theorem 2
Let
Unks = X¯ks +
√
2bnK
s , (6.8)
where bnK = log(
n
K1−q ) ifK →∞, and bnK = log( nK )+o(
√
log( nK )) (as n→∞)
if K is fixed. Hence Unk = U
n
knk
. Let v = µ∗ − δ∆K for some 0 < δ < 1. Hence
Iv(µk) ≥ (1− δ)2Iµ∗(µk) for µk ≤ µ∗ −∆K . Let
Gks = {Unks ≥ v for some K ≤ n ≤ N − 1}.
Let sk =
c logN
Iv(µk)
for µk ≤ µ∗−∆K , with c > 1− ζ + ζq. We preface the proof of
Theorem 2 with the following lemmas, which hold uniformly over µ ∈ Θ(∆K).
Lemma 1. There exists β > 0 such that
max
k:µk≤µ∗−∆K
∑
s≥sk
Pµk(Gks) = O(N
−β).
Lemma 2. Let Hn = {infs≥1 Unℓs ≤ v}. As N →∞,
N−1∑
n=K
Pµ∗(Hn) =
{
O(∆−2K K
1−q logN) if K →∞,
o(logN) if K is fixed.
(6.9)
Proof of Theorem 2. When there are n total rewards, an inferior arm k
with s(≥ sk) rewards is sampled only if either Unks ≥ v, or inft≥1 Unℓt ≤ v for an
optimal arm ℓ. Hence∑
k:µk<µ∗
(Nk − sk − 1)+ ≤
∑
k:µk<µ∗
(Nk − ⌈sk⌉)+ (6.10)
≤
N−1∑
n=K
1{arm k sampled with Unknk≥v for some k such that nk≥sk or U
n
lnl
≤v}
≤
∑
k:µk<µ∗
∑
s≥sk
1Gks +
N−1∑
n=K
1Hn .
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By Lemmas 1 and 2, the right-hand side of (6.10) is o(K∆2K logN) after taking
expectations. Since (Nk − 1)+ ≤ (Nk − sk − 1)+ + sk, Theorem 2 follows from
selecting δ arbitrarily small and c close to 1− ζ + ζq. ⊓⊔
Proof of Lemma 1. Since c > 1 − ζ + ζq, there exists ǫ > 0 be such that
ω := (1−ζ+ζq+2ǫc )
1
2 < 1. By (6.8), if Unks ≥ v, then for N large,
(Zks :=)
√
s(X¯ks − µk) ≥
√
s(v − µk)−
√
2bnK
≥ √s(v − µk)−
√
2(1− ζ + ζq + ǫ) logN.
For K fixed, ζ = ζq = 0, so the above inequalities still hold. Hence under Gks
for s ≥ sk,
Zks ≥
√
s(1 − ω)(v − µk) +
√
sω(v − µk)−
√
2(1− ζ + ζq + ǫ) logN
≥ √s(1 − ω)(v − µk) +
√
2β logN,
where β = (ω
√
c−√1− ζ + ζq + ǫ)2. Hence
∑
s≥sk
Pµk (Gks) ≤ N−β
∑
s≥sk
e−
s(v−µk)
2(1−ω)2
2 ,
and Lemma 1 holds. ⊓⊔
Proof of Lemma 2. Let Zs =
√
s(µ∗ − X¯ℓs). By (6.8) and µ∗ − v = δ∆K ,
Pµ∗(U
n
ℓs ≤ v) = P (Zs ≥ δ∆K
√
s+
√
2bnK) (6.11)
≤ exp(− sδ2∆2K2 − bnK − δ∆K
√
2bnK).
Let C = supy>0
y2e−y
2/2
1−e−y2/2 (<∞). By (6.11),
Pµ∗(Hn) ≤
∞∑
s=1
Pµ∗(U
n
ℓs ≤ v) (6.12)
≤ 2C(δ∆K)−2 exp(−bnK − δ∆K
√
2bnK).
For K →∞ with bnK = log( nK1−q ),
N−1∑
n=K
e−bnK ≤ K1−q logN,
and (6.9) follows from (6.12).
Consider next K fixed with bnK = bn/K , where
bm = logm+ o(
√
logm). (6.13)
By (6.12) it suffices to show that for any ω > 0,
N−1∑
n=K
exp(−bnK − δ∆K
√
2bnK) ≤ ω logN for N large. (6.14)
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Let τ > 0 be such that e−τK < ω, and note that by (6.13), there exists positive
integer mτ such that
bm + δ∆K
√
2bm ≥ logm+ τ for m ≥ mτ .
Hence by the monotonicity of bm,
N−1∑
n=K
exp(−bnK − δ∆K
√
2bnK) ≤ Kmτe−b1 + e−τ
N−1∑
n=Kmτ+1
K
n
≤ Kmτe−b1 + e−τK logN,
and (6.14) follows from e−τK < ω. ⊓⊔
7 Proofs of Theorems 3 and 4
We prove Theorems 3 and 4 in Sections 7.1 and 7.2 respectively.
7.1 Proof of Theorem 3
For a given θ ∈ Θ(∆K), let λ = (µλ, σ2λ), with µλ = µ∗ + δ∆K for some δ > 0
and σ2λ = σ
2
k + (µλ − µk)2. For z > 0,
log(1 + κz)
{ ≤ κ log(1 + z) if κ > 1,
≥ κ log(1 + z) if κ < 1. (7.1)
To show (7.1), check that equality holds at z = 0, and that the first derivatives
with respect to z follow the inequalities.
It follows from (7.1) that if µk ≤ µ∗−∆K , thenM(µλ−µkσk ) ≤ (1+δ)2M(
µ∗−µk
σk
).
We show below that for 0 < c < 1− ζ,
EθNk ≥ [c+ o(1)] logN
M(
µλ−µk
σk
)
whenever µk ≤ µ∗ −∆K , (7.2)
with o(1) uniform over k and θ ∈ Θ(∆K). Theorem 3 follows from (7.2) by
selecting δ arbitrarily small and c close to 1− ζ.
Let k be such that µk ≤ µ∗ −∆K , and let λ be θ with λ replacing θk. Let
a be such that c < a < 1− ζ, and let
ℓk =
Nk∑
t=1
log Yt, where Yt =
fθk (Xkt)
fλ(Xkt)
,
Ak = {Nk < c logN
M(
µλ−µk
σk
)
, ℓk ≤ a logN},
Bk = {Nk < c logN
M(
µλ−µk
σk
)
, ℓk > a logN}.
It follows from Pθ(Ak) = Eλ(e
ℓkAk) ≤ NaPλ(Ak), the uniformly good property
(3.7) and the computations in (6.7) that Pθ(Ak) → 0, uniformly over k and θ,
and so (7.2) follows from Pθ(Bk)→ 0.
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Let ω = a− c, sk = c logN
M(
µλ−µk
σk
)
, Vt = log Yt −M(µλ−µkσk ) and check that
Pθ(Bk) ≤ Pθ
(
Nk < sk,
Nk∑
t=1
Vt ≥ ω logN
)
. (7.3)
Let Zt =
Xkt−µk
σk
and dk =
µλ−µk
σk
. Hence Xkt−µλσλ =
σk
σλ
(Zt − dk), σ
2
k
σ2λ
= 1
1+d2k
and
Vt =
(Xkt−µλ)2
2σ2λ
− (Xkt−µk)2
2σ2k
+ 12 log(
σ2λ
σ2k
)− 12 log[1 + (µλ−µkσk )
2] (7.4)
= 12 (
σ2k
σ2λ
− 1)Z2t − dkσ
2
k
σ2λ
Zt +
σ2kd
2
k
2σ2λ
=
d2k
2(1+d2k)
(1− Z2t )− dk1+d2kZt.
Let C1 = supd>0
d2/(1+d2)
M(d) (< ∞) and C2 = supd>0 d/(1+d
2)√
M(d)
(< ∞). By (7.4)
and, for 0 < x < 1,
P (χ2n/n ≤ 1− x) ≤ exp{n[x+ log(1− x)]} ≤ exp(−nx
2
2 ),
where χ2n is a χ
2-random variable with n degrees of freedom,
Pθk
( n∑
t=1
Vt ≥ ω logN
)
(7.5)
≤ Pθk
( n∑
t=1
Z2t ≤ n− ω logNC1M(dk)
)
+ Pθk
( n∑
t=1
Zt ≤ − ω logN
2C2
√
M(dk)
)
≤ exp[− (ω logN)2
2nC21M
2(dk)
] + exp[− (ω logN)2
8nC22M(dk)
].
Since sk =
c logN
M(dk)
and M(dk) = o(logN), summing (7.5) over 1 ≤ n < sk and
substituting into (7.3) leads to Pθ(Bk)→ 0.
7.2 Proof of Theorem 4
Let
Unks = X¯ks + σ̂ks
√
exp(2bnKs−1 )− 1 (7.6)
[⇒ (s− 1)M(Unks−X¯ksσˆks ) = bnK ].
Let v = µ∗ − δ∆K for some 0 < δ < 1. By (7.1),
M(v−µkσk ) ≥ (1− δ)
2M(µ∗−µkσk ) for µk ≤ µ∗ −∆K .
Let
Gks = {Unks ≥ v for some K ≤ n ≤ N − 1}.
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Let sk =
c logN
M(
v−µk
σk
)
+ 1 for µk ≤ µ∗ − ∆K , with c > 1 − ζ + ζq. Theorem 4
follows from Lemmas 3 and 4 below [which hold uniformly over θ ∈ Θ2(∆K)]
and (6.10), with δ selected arbitrarily small and c close to 1− ζ + ζq.
Lemma 3. As N →∞,
max
k:µk≤µ∗−∆K
∑
s≥sk
Pθk(Gks)→ 0.
Lemma 4. Let Hn = {infs≥2 Unℓs ≤ v}. As N →∞,
N−1∑
n=K
Pθ∗(Hn) =
{
O(∆−6K K
1−q(logN)2) if K →∞,
o(logN) if K is fixed.
Proof of Lemma 3. Since c > 1 − ζ + ζq, there exists ǫ > 0 such that
ω := (1−ζ+ζq+ǫc )
1
4 < 1. Since bnK ≤ bNK ≤ (1 − ζ + ζq + ǫ) logN for N large,
by (7.6), under Gks for s ≥ sk, either v ≤ X¯ks or
M(v−X¯ksσˆks ) ≤ (
1−ζ+ζq+ǫ
sk−1 ) logN = ω
4M(v−µkσk ). (7.7)
By (7.1) and (7.7), (v−X¯ksσˆks )
2 ≤ ω4(v−µkσk )2. Since v > µk, this implies that
under Gks for s ≥ sk, either
v − X¯ks ≤ ω(v − µk) or σ̂ks ≥ ω−1σk. (7.8)
Let η = ω−2 − 1− logω−2(> 0). We conclude from (7.8) and
P (χ2s−1/(s− 1) ≥ x) ≤ exp[−(s− 1)(x− 1− log x)] for x > 1,
that for s ≥ sk,
Pθk(Gks) ≤ exp[− s(1−ω)
2(v−µk)2
2σ2k
] + exp[−(s− 1)η],
and Lemma 3 holds becauseM(v−µkσk ) = o(logN) under Θ2(∆K) and infd>0
d2
M(d) >
0. ⊓⊔
Proof of Lemma 4. Let
Hns = {Unℓs ≤ v, σ̂2ℓs ≥ σ2ℓ}, Jns = {Unℓs ≤ v, σ̂2ℓs ≤ σ2ℓ}. (7.9)
Let Zℓs =
√
s(µ∗−X¯ℓs)
σℓ
. If Unℓs ≤ v, then by (7.6),
(s− 1)M(v−X¯ℓsσˆℓs ) ≥ bnK , v ≥ X¯ℓs,
with bnK = log(
n
K1−q ) if K → ∞, and bnK = log( nK ) + α log[1 + log( nK )] for
α > 1 if K is fixed. Hence under Hns, by (7.6), in view that σ
−1
ℓ ≥ ∆K and
ey − 1 ≥ y,
Zℓs =
√
s(v−X¯ℓs+δ∆K)
σℓ
≥ s 12 {[exp(2bnKs−1 )− 1]
1
2 + δ∆Kσℓ }
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≥ (2bnK) 12 + s 12 δ∆2K ,
therefore
N−1∑
n=K
∞∑
s=2
Pθ∗(Hns) ≤
( N−1∑
n=K
e−bnK
)( ∞∑
s=2
e−
s(δ∆2K )
2
2
)
(7.10)
=
{
O(∆−4K K
1−q logN) if K →∞,
o(logN) if K is fixed.
It remains to show analogous bounds with Jns in place of Hns. Under Jns,
σ̂2ℓs ≤ σ2ℓ and X¯ℓs < Unℓs ≤ v < µ∗, hence by (7.6) and µ∗−vσℓ ≥ δ∆2K ,
(µ∗−X¯ℓs)2
σˆ2ℓs
≥ (µ∗−v)2
σˆ2ℓs
+
(Unℓs−X¯ℓs)2
σˆ2ℓs
≥ δ2∆4K + exp(2bnKs−1 )− 1(:= κns). (7.11)
It follows from (7.6), (7.9) and (7.11) that
Jns ⊂ { (µ∗−X¯ℓs)
2
σˆ2ℓs
≥ κns, X¯ℓs < µ∗} (7.12)
= {Ts−1 ≥ tns},
where tns = [(s− 1)κns] 12 and Ts−1 =
√
s−1(µ∗−X¯ℓs)
σˆℓs
.
Under Pθ∗ , Ts−1 has a t-distribution with (s− 1) degrees of freedom. Hence
Lemma 4 follows from (7.10) and
N−1∑
n=K
∞∑
s=2
P (Ts−1 ≥ tns) (7.13)
=
{
O(∆−6K K
1−q(logN)2) if K →∞,
o(logN) if K is fixed.
We show (7.13) in Appendix A. ⊓⊔
8 Proofs of Theorems 5 and 6
We prove Theorems 5 and 6 in Sections 8.1 and 8.2 respectively.
8.1 Proof of Theorem 5
Consider µ such that µ1 = µ∗ and µk = µ∗ −∆N for k ≥ 2. Let λ = µ∗ + δ∆N
for some δ > 0 and note that Iλ(µk) = (1+ δ)
2Iµ∗(µk). We show below that for
0 < c < 1− ζ − 2η,
EµNk ≥ [c+ o(1)] logNIλ(µk) . (8.1)
Theorem 5 follows from (8.1) by selecting δ arbitrarily small and c close to
1− ζ − 2η.
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Let λ be µ with λ replacing µk. Let a and ǫ be such that c < a < a + ǫ <
1− ζ − 2η, and let
ℓk =
Nk∑
t=1
log Yt, where Yt =
fµk (Xkt)
fλ(Xkt)
,
Ak = {Nk < c logNIλ(µk) , ℓk ≤ a logN},
Bk = {Nk < c logNIλ(µk) , ℓk > a logN},
with ℓk = 0 when Nk = 0. The inequality (8.1) follows from Pµ(Ak) → 0 and
Pµ(Bk)→ 0.
It follows from the uniformly good property (4.1) for the sequence δ∆N ,
Pµ(Ak) = Eλ(e
ℓkAk) ≤ NaPλ(Ak) and Nk = o(N) uniformly on Ak that
[O(K∆−1N N
ǫ) =]RN (λ) ≥ (λ− µ∗)Eλ[(N −Nk)1Ak ]
≥ [δ + o(1)]∆NN1−aPµ(Ak),
hence Pµ(Ak) = O(K∆
−2
N N
a+ǫ−1)→ 0.
Let ω = a− c, sk = c logNIλ(µk) and
Zt = log Yt − Iλ(µk) = (µk − λ)(Xkt − µk).
It follows from the reflection principle that
Pµ(Bk) ≤ Pµ
( s∑
t=1
Zt ≥ ω logN for some s < sk
)
≤ 2[1− Φ( ω logN(λ−µk)√sk )] ≤ 2 exp(−
ω2 logN
4c )]→ 0.
8.2 Proof of Theorem 6
Let 0 < δ < 1 to be further specified. For k such that µk ≤ µ∗ − ∆N , let
vk = µ∗ − δ(µ∗ − µk). Hence Ivk(µk) = (1 − δ)2Iµ∗(µk). Let
Gks = {Unks ≥ vk for some K ≤ n ≤ N − 1},
and let sk =
c logN
Ivk (µk)
for c > χ(1 − ζ). We preface the proof of Theorem 6 with
the following lemmas.
Lemma 5. There exists β > 0 and C > 0 such that for N large,∑
s≥sk
Pµk(Gks) ≤ CN−β(µ∗ − µk)−2.
Lemma 6. Let γ < χ. There exists Cγ > 0 such that
Pµ∗(inf
t≥1
Unℓt ≤ µ∗ − d) ≤ Cγd−1(Kn )γ ,
for d > 0 and K ≤ n ≤ N − 1.
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Proof of Theorem 6. We show below that
sup
µ∈Θ(∆N)
R˜N (µ) ≤ [2χ(1− ζ) + o(1)](K − 1)∆−1N logN. (8.2)
When there are n total rewards, an inferior arm k with s rewards is sampled
only if Unks ≥ vk or inft≥1 Unℓt ≤ vk for an optimal arm ℓ. Let
Dh = {k : eh∆N ≤ µ∗ − µk ≤ eh+1∆N}.
Analogous to (6.10), since vk ≤ µ∗ − ehδ∆N for k ∈ Dh,∑
k∈Dh
(µ∗ − µk)(Nk − sk − 1)+ ≤
∑
k∈Dh
∑
s≥sk
(µ∗ − µk)1Gks (8.3)
+
N−1∑
n=K
eh+1∆N1{inft≥1 Unℓt≤µ∗−ehδ∆N}.
The complication in (8.3) compared to (6.10) is needed due to the wider range
of µ∗ − µk that we consider here.
Since η > (1 − χ)(1 − ζ), we can find γ < χ such that η > (1 − γ)(1 − ζ).
Since (Nk − 1)+ ≤ (Nk − sk − 1)+ + sk, by Lemmas 5 and 6, summing (8.3)
over 0 ≤ h ≤ hN [:= log(2∆−2N )] and taking expectations,
R˜N (µ)−
∑
k:µk<µ∗
(µ∗ − µk)sk
≤
∑
k:µk<µ∗
(µ∗ − µk)
∑
s≥sk
Pµk(Gks)
+
∑
0≤h≤hN
[
eh+1∆N
N−1∑
n=K
Pµ∗(inf
t≥1
Unℓt ≤ µ∗ − ehδ∆N )
]
≤ CKN−β∆−1N + δ−1eCγ(hN + 1)
N−1∑
n=K
(Kn )
γ
= O(KN−β∆−1N +KN
(1−γ)(1−ζ)+o(1)) = o(K∆−1N ),
in view that ∆−1N = α
−1Nη, and (8.2) follows from selecting c arbitrarily close
to χ(1− ζ) and δ close to 0. ⊓⊔
Proof of Lemma 5. Since c > χ(1 − ζ), there exists ǫ > 0 such that
ω := (χ(1−ζ)+2ǫc )
1
2 < 1. If for some s ≥ sk and K ≤ n ≤ N − 1,
Unks
(
= X¯ks +
√
2χ log(n/K)
s
)
≥ vk,
then for N large,
√
s(X¯ks − µk) ≥
√
s(vk − µk)−
√
2[χ(1− ζ) + ǫ] logN
≥ √s(1 − ω)(vk − µk) +
√
2β logN,
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where β = (ω
√
c−
√
χ(1 − ζ) + ǫ)2. Hence
Pµk(Gks) ≤ N−βe−
s(1−ω)2(vk−µk)
2
2 ,
and Lemma 5 holds with C = supx>0(
x2e−(1−ω)
2x2/2
1−e−(1−ω)2x2/2 ). ⊓⊔
Proof of Lemma 6. Let integer j0 be such that (
j0
j0+1
)χ ≥ γ, and let
Hnj = {infjd−1<t≤(j+1)d−1 Unℓt ≤ µ∗ − d}. Let Wt = t(µ∗ − X¯ℓt). It follows from
the reflection principle that for j ≥ j0,
Pµ∗(H
n
j ) (8.4)
= Pµ∗(Wt ≥ dt+
√
2tχ log(n/K) for some jd−1 < t ≤ (j + 1)d−1)
≤ Pµ∗( max
t≤(j+1)d−1
Wt ≥ j +
√
2jd−1χ log(n/K))
≤ 2(Kn )γ exp(− dj
2
2(j+1) ) ≤ 2(Kn )γ exp(− dj4 ).
For t ≤ j0d−1,
Pµ∗(U
n
ℓt ≤ µ∗ − d) ≤ Pµ∗(Unℓt ≤ µ∗) ≤ (Kn )χ ≤ (Kn )γ ,
and therefore by (8.4), Lemma 6 holds for Cγ = j0 + 8(supx>0
xe−x
1−e−x ). ⊓⊔
A Proof of (7.13)
The t-distribution with (s− 1) degrees of freedom has density
gs−1(t) = Cs(1 + t
2
s−1 )
− s2 , where Cs =
Γ( s2 )√
(s−1)πΓ( s−12 )
.
Let ξ = δ∆2K . In view that
z+ξ2
z+ξ2−1 ≤ 1 + ξ−2 for z = exp(2bnKs−1 )(≥ 1) [so
κ−1ns ≤ (1 + ξ−2)(1 + κns)−1 and hence t−2ns ≤ (1 + ξ−2)(s− 1)−1(1 + κns)−1],
P (Ts−1 ≥ tns) ≤ Cst−1ns
∫ ∞
tns
t
(1+ t
2
s−1 )
s
2
dt (A.1)
=
{
1
2C2t
−1
n2 log(1 + κn2) if s = 2,
s−1
s−2Cst
−1
ns (1 + κns)
− s2+1 if s > 2,
≤ C(1 + ξ−2) 12 yns,
where C = sups≥2 2Cs(<∞ because Cs → 1√2π as s→∞) and
yn2 = log[exp(2bnK) + ξ
2]/[exp(2bnK) + ξ
2]
1
2 , (A.2)
yns = (s− 1)− 12 [exp(2bnKs−1 ) + ξ2]−
(s−1)
2 , s ≥ 3. (A.3)
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By (A.1) the bounds (7.13) follow from
N−1∑
n=K
∞∑
s=2
yns =
{
O(∆−4K K
1−q(logN)2) if K →∞,
o(logN) if K is fixed.
(A.4)
Proof of (A.4) for K →∞: Let λ = 2log(1+ξ2) . We show that
N−1∑
n=K
yn2 ≤ 2K1−q(logN)2, (A.5)
N−1∑
n=K
∑
3≤s≤λbnK
yns ≤ 2λ 12K1−q(logN) 32 , (A.6)
N−1∑
n=K
∑
s>λbnK
yns ≤
[
(1+ξ2)
1
2
1−(1+ξ2)− 12
]
K1−q logN. (A.7)
Since x−
1
2 log x is monotonically decreasing for x ≥ e2 and bnK ≥ 1 for K
large, by (A.2),
yn2 ≤ log[exp(2bnK)]
[exp(2bnK)]
1
2
= 2bnKexp(bnK) =
2K1−q
n log(
n
K1−q ), (A.8)
and (A.5) holds. By (A.3), yns ≤ (s− 1)− 12 exp(−bnK), and (A.6) follows from∑
3≤s≤λbnK
yns ≤ 2(λbnK) 12 exp(−bnK) ≤ 2λ 12 [log( nK1−q )]
1
2 K
1−q
n . (A.9)
By (A.3), yns ≤ (1 + ξ2)− s−12 , and (A.7) follows from∑
s>λbnK
yns ≤ (1+ξ
2)−
λbnK−1
2
1−(1+ξ2)− 12
=
[
(1+ξ2)
1
2
1−(1+ξ2)− 12
]
exp(−bnK). (A.10)
Proof of (A.4) for K fixed: By the first two relations in (A.8),
yn2 ≤ 2{log(n/K)+α log[1+log(n/K)]}(n/K)[1+log(n/K)]α ≤ 2(1 + α)[1 + log( nK )]1−α Kn ,
and
∑N−1
n=K yn2 = o(logN) follows from α > 1. By the first inequality in (A.9),∑
3≤s≤λbnK
yns ≤ 2λ
1
2 {log(n/K)+α log[1+log(n/K)]} 12
(n/K)[1+log(n/K)]α ,
≤ 2λ 12 (1 + α)[1 + log( nK )]
1
2−α K
n ,
and
∑N−1
n=K
∑
3≤s≤λbnK yns = o(logN) follows from α >
1
2 . By (A.10),∑
s>λbnK
yns ≤
[
(1+ξ2)
1
2
1−(1+ξ2)− 12
]
[1 + log( nK )]
−αK
n ,
and
∑N−1
n=K yns = o(logN) follows from α > 0.
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