Advances in optical neuroimaging techniques now allow neural activity to be recorded with cellular resolution in awake and behaving animals. Brain motion in these recordings pose a unique challenge. The location of individual neurons must be tracked in 3D over time to accurately extract single neuron activity traces.
Introduction
Optical neural imaging has ushered in a new frontier in neuroscience that seeks to understand how neural activity generates animal behavior by recording from large populations of neurons at cellular resolution in awake and behaving animals.
Population recordings have now been used to elucidate mechanisms behind zebra finch song production [1] , spatial encoding in mice [2] , and limb movement in primates [3] . When applied to small transparent organisms, like Caenorhabditis elegans [4] , Drosophila [5] , and zebrafish [6] , nearly every neuron in the brain can be recorded, permitting the study of whole brain neural dynamics at cellular resolution.
Methods for segmenting and tracking neurons have struggled to keep up as new imaging technologies now record from more neurons over longer times in environments with greater motion. Accounting for brain motion in particular has become a major challenge, especially in recordings of unrestrained animals. Brains in motion undergo translations and deformations in 3D that make robust tracking of individual neurons very difficult. The problem is compounded in invertebrates like C. elegans where the head of the animal is flexible and deforms greatly. If left unaccounted for, brain motion not only prevents tracking of neurons, but it can also introduce artifacts that mask the true neural signal. In this work we propose an automated approach to segment and track neurons in the presence of dramatic brain motion and deformation. Our approach is optimized for calcium imaging in unrestrained C. elegans.
Neural activity can be imaged optically with the use of genetically encoded calcium sensitive fluorescent indicators, such as GCaMP6s used in this work [7] .
Historically calcium imaging was often conducted in head-fixed or anesthetized animals to avoid challenges involved with imaging moving samples [4, 8, 9] .
Recently, however, whole-brain imaging was demonstrated in freely behaving C. elegans [10, 11] . C. elegans are a small transparent nematode, approximately 1mm in length, with a compact nervous system of only 302 neurons. About half of the neurons are located in the animal's head, which we refer to as its brain.
Analyzing fluorescent images of moving and deforming brains requires algorithms to detect neurons across time and extract fluorescent signals in 3D. Several strategies exist for tracking neurons in volumetric recordings. One approach is to find correspondences between neuron positions in consecutive time points, for example, by applying a distance minimization, and then stitching these correspondences together through time [12] . This type of time-dependent tracking requires that neuron displacements for each time step are less than the distance between neighboring neurons, and that the neurons remain identifiable at all times.
If these requirements break down, even for only a few time points, errors can quickly accumulate. Other common methods, like independent component analysis (ICA) [13] are also exquisitely sensitive to motion and as a result they have not been successfully applied to recordings with large brain deformations.
Large inter-volume motion arises when the recorded image volume acquisition rate is too low compared to animal motion. Unfortunately, large inter-volume brain motion is likely to be a prominent feature of whole-brain recordings of moving brains for the foreseeable future. In all modern imaging approaches there is a fundamental tradeoff between the following attributes: acquisition rate (temporal resolution), spatial resolution, signal to noise, and the spatial extent of the recording. As recordings seek to capture larger brain regions at single cell resolution, they necessarily compromise on temporal resolution. For example, whole brain imaging in freely moving C. elegans has only been demonstrated at slow acquisition rates because of the requirements to scan the entire brain volume and expose each slice for sufficiently long time. At these rates, a significant amount of motion is present between image planes within a single brain volume. Similarly, large brain motions also remain between sequential volumes. Neurons can move the entire width of the worm's head between sequential volumes when recording at 6 brain-volumes per second, as in [10] . In addition to motion, the brain also bends and deform as it moves. Such changes to the brain's conformation greatly alter the pattern of neuron positions making constellations of neurons difficult to compare across time.
To account for this motion, previous work that measured neural activity in freely moving C. elegans required either large amounts of manual annotation as reference data for comparison [11] or required a human user to supervise and correct semi-automated algorithms for each and every neuron-time point [10] . This level of manual annotation becomes impractical as the length of recordings and the number of neurons increases. For example, 10 minutes of recorded neural activity from [10] , had over 360,000 neuron time points and required over 200 person-hours of manual annotation. Here, we introduce a new time-independent algorithm that uses machine learning to automatically segment and track all neurons in the head of a freely moving animal. We call this technique Neuron Registration Vector Encoding, and we use it to extract neural signals in unrestrained C. elegans expressing the calcium indicator GCaMP6s and the fluorescent label RFP.
Results

Overview of neuron tracking analysis
We introduce a method to track over 100 neurons in the brain of a freely moving C. elegans. The analysis pipeline is made of five modules and an overview is shown in Figure 1 . The first three modules, "Centerline Detection," "Straightening" and "Segmentation," collectively assemble the individually recorded planes into a sequence of 3D volumes and identify each neuron's location in each volume. The next two modules, "Registration Vector Construction" and "Clustering," form the core of the method and represent a significant advance over previous approaches.
Collectively, these two modules are called "Neuron Registration Vector Encoding". Recording of whole-brain calcium activity and body posture in moving animal
Worms expressing the calcium indicator GCaMP6s and a calcium-insensitive fluorescent protein RFP in the nuclei of all neurons were imaged during unrestrained behavior in a custom 3D tracking microscope, as described in [10] .
Two recordings are presented in this work: a new 8 minute recording of an animal of of strain AML32 and a previously reported 4 minute recording of strain first described in [10] .
The signal of interest in both recordings is the green fluorescence intensity from 
Centerline detection and gross brain alignment
The animal's posture contains information about the brain's orientation and about any deformations arising from the animal's side-to-side head swings. The first step of the pipeline is to extract the centerline that describes the animal's posture.
Centerline detection in C. elegans is an active field of research. Most algorithms use intensity thresholds to detect the worm's body and then use binary image operations to extract a centerline [14, 15, 16] . Here we use an open active contour approach [17, 18] to extract the centerline from dark field images with modifications to account for cases when the worm's body crosses over itself as occurs during so-called "Omega Turns." In principle any method, automated or otherwise, that detects the centerlines should be sufficient. At rare times where the worm is coiled and the head position and orientation cannot be determined automatically, the head and the tail of the worm are manually identified.
The animal's centerline allows us to correct for gross changes in the worm's position, orientation, and conformation (Fig 3a) . We use the centerlines determined by the low magnification behavior images to straighten the high magnification images of the worm's brain. An affine transform must be applied to the centerline coordinates to transform them from the dark field coordinate system into the coordinate system of the high magnification images. Each image slice of the worm brain is straightened independently to account for motion within a single volume. The behavior images are taken at a lower acquisition rate than the high magnification brain images, so a linear interpolation is to used obtain a centerline for each slice of the brain volume. In each slice, we find the tangent and normal vectors at every point of the centerline (Fig 3b) . The points are interpolated with a single pixel spacing along the centerline to preserve the resolution of the image. The image intensities along each of the normal directions are interpolated and the slices are stacked to produce a straightened image in each slice (Fig 3c) . In the new coordinate system, the orientation of the animal is fixed and the worm's bending is greatly suppressed. We further reduce shearing between slices using standard video stabilization techniques [19] . 
Segmentation
Before neuron identities can be matched across time, we must first segment the individual neurons within a volume to recovers each neuron's size, location, and brightness (Fig 3d,e) . Many algorithms have been developed to segment neurons in a dense region [20, 21] . We segment the neurons by finding volumes of curvature in fluorescence intensity. We compute the 3D Hessian matrix at each point in space and threshold for points where all of the three eigenvalues of the Hessian matrix are negative. In order to further divide regions into objects that are more likely to represent neurons, we use a watershed separation on the distance transform of the thresholded image. The distance transform is found by replacing each thresholded pixel with the Euclidean distance between it and the closest zero pixel in the thresholded image. Image blurring from animal motion poses a challenge for segmentation. We allow for some noise and error in the segmentation because we will have the opportunity to automatically correct many of these errors later in the pipeline.
Neuron registration vector construction
Extracting neural signals requires the ability to match neurons found at different time points. Even after gross alignment and straightening, neurons in our images are still subject to local nonlinear deformations and there is significant movement of neurons between volumes. Rather than tracking through time, the neurons in each volume are characterized based on how they match to neurons in a set of reference volumes. Our algorithm compares constellations of neurons in one volume to unannotated reference volumes and assigns correspondences or "matches" between the neurons in the sample and each reference volume. We modified a point set registration algorithm developed by Jian and Vemuri [22] to do this (Fig 4a) .
The registration algorithm represents two point sets, a sample point-set denoted by X = {x i } and a reference point-set indicated by R = {r i }, as Gaussian mixtures and then attempts to register them by deforming space to minimize the distance between the two mixtures. Here, each neuron is modeled by a 3D Gaussian with uniform covariance. Since we are matching images of neurons rather than just points, we can use the additional information from the size and brightness of each neuron. We add this information to the representation of each neuron by adjusting the amplitude and standard deviation of the Gaussians. The Gaussian mixture representation of an image is given by,
where A i , x i , and σ i are the amplitude, mean, and standard deviation of the i-th
Gaussian. These parameters are derived from the brightness, centroid, and size of the segmented neuron, while ξ is the 3D spatial coordinate. A scale factor λ is added to the standard deviation to scale the size of each Gaussian. This will be used later during gradient descent. The sample constellation of neurons is then represented by the Gaussian mixture f (ξ, X). Similarly, the reference constellation's own neurons is represented as a f (ξ, R).
To match a sample constellation of neurons X with a reference constellation of neurons R, we use the non rigid transformation u : IR 3 → IR 3 . The transformation
) and f (ξ, R) is minimized with some constraint on the amount of deformation. This can be written as an energy minimization problem, with the energy of the transformation, E(u), written as
Note that the point-sets X and R are allowed to have different numbers of points.
We model the deformations as a thin-plate spline ( II. The image is represented as a Gaussian mixture, with a single Gaussian for each segmented region. The amplitude and the standard deviation of the Gaussians are derived from the brightness and the size of the segmented regions. III. Non-rigid point-set registration is then used to deform the sample points to best overlap the reference point-set. IV. Neurons from the sample and the reference point-sets are paired by minimizing distances between neurons. (B) Neuron registration vectors are constructed by assigning a feature vector v i,t to each neuron x i,t in a sample volume x t by performing the registration between the sample volume and a set of 300 reference volumes, each denoted by r k . Each registration of the neuron results in a neuron match, v k i , and the set of matches becomes the feature vector v i,t . (C) The vectors from all neuron-times, v i,t , are hierarchically clustered. The same neuron found at different times will have a similar set of features and therefore will contain the same neuron found at different times. Real matches occur in a high dimensional space. Only two dimensions are illustrated here for clarity. Each of the feature vector is assigned a cluster, and the cluster labels are given by S. (D) The clustering of the feature vectors shown in (C) assigns an identity to each of the neurons in every volume. This allows us to track the neurons across different volumes of the recording.
alternative approach would be to sequentially register neurons in each time volume to the next time-volume. This approach, however, accumulates even small errors and quickly becomes unreliable. Instead of either of those approaches, we use registration to compare the constellation of neurons at each time volume to a set of reference time-volumes that span a representative space of brain conformations (Fig 4b) , as described below.
The constellation of neurons at a particular time in our recording is given by X t , and the position of the i-th neuron at time t is denoted by x i,t . We select a set of K reference constellations, each from a different time volume X t in our recording, so as to achieve a representative sampling of the many different possible brain conformations the animal can attain. These K reference volumes are denoted by
For simplicity, we use 300 volumes spaced evenly through time as our reference constellations. Each X t is separately matched with each of the references, and each neuron in the sample, x i,t , gets a set of matches 
Clustering registration vectors
The neuron registration vector provides information about that neuron's position relative to its neighbors, and how that relative position compares with many other reference volumes. A neuron with a particular identity will match similarly to the set of reference volumes and thus that neuron will have similar neuron registration vectors over time. Clustering similar registration vectors allows for the identification of that particular neuron across time (Fig 4c,d ).
To illustrate the motivation for clustering, consider a neuron with identity s that is found at different times in two sample constellations X 1 and X 2 . When X 1 and X 2 have similar deformations, the neuron s from both constellations will be assigned the same set of matches when registered to the set of reference constellations, and as a result the corresponding neuron registration vectors v 1 and v 2 will be identical. This is true even if the registration algorithm itself fails to correctly match neuron s in the sample to its true neuron s in the reference. As the deformations separating X 1 and X 2 become larger, the distance between the feature vectors v 1 and v 2 also becomes larger. This is because the two samples will be matched to different neurons in some of the reference volumes as each sample is more likely to register poorly with references that are far from it in the space of deformations.
Crucially, the reference volumes consist of instances of the animal in many different deformation states. So while errors in registering some samples will exist for certain reference, they do not persist across all references, and thus do not effect the entire feature vector. For the biologically relevant deformations that we observe, the distance between v 1 and v 2 will be smaller if both are derived from neuron s than compared to the distance between v 1 and v 2 if they were derived from s and another neuron. We can therefore cluster the feature vectors to produce groups that consist of the same neuron found at many different time points.
The list of neuron registration vectors from all neuron at all times, {v i,t }, is 
Comparison with manually annotated data
To asses the accuracy of the Neuron Registration Vector Encoding pipeline, we applied our automated tracking system to a 4 minute recording of whole brain activity in a moving C. elegans that had previously been hand annotated [10] . A Histogram showing number of neurons that were mismatched for a given fraction of time-volumes when comparing automated and manual approaches. Only those neurons that were consistently found by both algorithm and human were considered. An automatically identified neuron was deemed correctly matched for a given time-volume if it was paired with the correct corresponding manual neuron. 4 minute video. This is much less than the 181 neurons predicted to be found in the head [23] . The discrepancy is likely caused by a combination of imaging conditions and human nature. The short exposure time of our recordings makes it hard to resolve dim neurons, and the relatively long recordings tend to cause photobleaching which make the neurons even dimmer. Additionally, human researchers naturally tend to select only those neurons that are brightest and are most unambiguous for annotation, and tend to skip dim neurons or those neurons that are most densely clustered.
We compared human annotations to our automated analysis in this same dataset.
We performed the entire pipeline including detecting centerlines, performing worm straightening, segmentation, and neuron registration vector encoding and clustering, and correction. Automated tracking detected 119 neurons from the video compared to 70 from the human. In each volume, we paired the automatically tracked neurons with those found by manual detection by finding the closest matches in the unstraightened coordinate system. A neuron was perfectly tracked if it matched with the same manual neuron at all times. Tracking errors were labelled when a neuron matched with a manual neuron that was different than the one it matched with most often. The locations of the detected neurons are shown in Fig 6A. Only one neuron was incorrectly identified in more than 5% of the time volumes (Fig 6B) . The locations of neurons and the corresponding error rates is shown in Fig 6B. Neurons that were detected by the algorithm but not annotated manually are shown in gray. Upon further inspection, it was noted that some of the mismatches between our method and the manual annotation were due to human errors in the manual annotation, meaning the algorithm is able to correct humans on some occasions. 
Neural activity from tracked neurons
Fluorescent intensity is ultimately the measurement of interest and this can be easily extracted from the tracks of the neuron locations across time. The pixels within a 2 µm radius sphere around each point are used to calculate the average fluorescent intensity of a neuron in both the red RFP and green GCaMP6s channels. We used the RFP as a reference fluorophore and measure neural activity as a fold change over baseline of the ratio of GcAMP6s to RFP intensity,
The baseline for each neuron, R 0 , is defined as the 20th percentile value of the ratio R for that neuron. 
Discussion
The Neuron Registration Vector Encoding method presented here is able to process longer recordings and locate more neurons with less human input compared to previous examples of whole-brain imaging in freely moving C. elegans [10] . Fully automated image processing means that we are no longer limited by the human labor required for manual annotation. In new recordings presented here, we are able to observe 144 neurons of the expected 181 neurons, much larger than the 80 observed in previous work from our lab and others [10, 11] . By automating tracking and segmentation, this relieves one of the major bottlenecks to analyzing longer recordings.
The neuron registration vector encoding algorithm primarily relies on the local coherence of the motion of the neurons. It permits large deformations of the worm's centerline so long as deformations around the centerline remain modest.
Crucially, the algorithm's time-independent approach allows it to tolerate large motion between consecutive time-volumes. These properties make it well suited for our neural recordings of C. elegans and we suspect that the our approach would be applicable to tracking neurons in moving and deforming brains from other organisms as well. We suspect that brain recordings from most species of interest meet these two requirements: namely neuron motion will have local coherence and the brain will explore a contiguous region of deformation space. Where these conditions are satisfied, we expect registration vector encoding to work well. Tracking in C.
elegans is especially challenging because the entire brain undergoes large deformations as the animal bends. In most other organisms like zebrafish and Drosophila, brains are contained within a skull or exoskeleton and relative motion of the neurons is small. In those organisms, fluctuations in neuron positions take the form of rigid global transformations as the animal moves, or local non-linear deformations due to motion of blood vessels. We expect that this approach will be applicable there as well. 
Methods
Strains
Imaging C. elegans
Imaging is performed as described in Nguyen et al [10] . The worm is placed between an agarose slab and a large glass coverslip. The coverslip is held up by a 0.006" plastic shims in order to reduce the amount of pressure on the worm from the glass, and mineral oil is spread over the worm to better match refractive indices in the space between the coverglass and the worm. The dark field image is used to extract the animal's centerline while the fluorescent image is used for tracking the worm's brain. Only the head of the worm is illuminated by the fluorescent excitation light and can be observed in the low magnification fluorescent image.
Thin Plate Spline deformations
Point-set registration was done as described by Jian and Vemuri [22] , using TPS deformations. Given a set of n initial control points X = {x i }, and the set of and W is a 3 × n matrix. The elements of W, A and t can be fit given the set of control points X and the location of the transformed points u(X). The energy of bending, E Bending (u), depends on how the control points are deformed. We use the same energy as in [22] , with E Bending (u) = trace(WKW T ) where K ij = U (x i , x j ). Since the integral in Eqn. 2 is easily computed analytically, the energy can be quickly calculated and the parameters for W, A, and t for the minimization can be found using gradient descent.
Algorithm implementation
The analysis steps shown in Fig 1 were performed 
