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Abstract 
We develop the theory of fractionally differenced ARIMA time series with stable infinite 
variance innovations establishing conditions for existence and invertibility. We analyze their 
asymptotic dependence structure by means of the codifference and the covariation, measures of 
dependence which are extensions of the covariance and are applicable to stochastic processes 
with infinite variance. 
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1. Introduction 
There is a growing interest in modeling time series using linear processes with 
infinite variance. Real-world time series may display, in addition, long memory or, 
a term we use in this paper, long-range dependence. Thus, it behooves us to develop 
models that combine both features: infinite variance and long-range dependence. This 
paper develops the theory of injinite variance stable fractional ARIMA (p, d, q) time 
series defined by the equations 
@JB)X, = O,(B)(l - B)-d~n, n E Z (integers) (1.1) 
where the innovations E, are i.i.d. symmetric a-stable (SC&) random variables with 
0 < CI < 2 and d is fractional. The fractional ARIMA (p,d, q) model with jinite 
* Corresponding author. E-mail:murad@math.bu.edu. 
’ Also associated with the Hugo Steinhaus Center for Stochastic Methods, Poland. 
ZPartially supported by the ONR Grant N00014-90-J-1287 at Boston University and by a grant of the 
United States-Israel Binational Science Foundation. 
0304-4149/95/$09.50 0 1995 Elsevier Science B.V. All rights reserved 
SSDI 0304-4149(95)00034-8 
20 P.S. Kokmzka, MS. Taqqu JStochastic Processes and their Applications 60 (1995) 19-47 
variance innovations was introduced in Granger and Joyeux (1980) and Hosking 
(1981). The time series with the spectral density of fractional ARIMA (O,d,O) was 
studied earlier by Adenstedt (1974). An introduction to the subject and references to 
papers dealing with applications can be found in Samorodnitsky and Taqqu (1992) 
Sections 13.2 and 13.3 of Brockwell and Davis’s book (1991) and Taqqu (1986). 
The existence of a solution to the system of equations (1.1) and related questions are 
discussed in Section 2. Great care is needed because the corresponding filter coeffi- 
cients are not always absolutely summable. Sections 3-5 are devoted to the study of 
the asymptotic dependence structure of stable fractional ARIMA sequences. 
All relevant properties of stable random variables and processes can be found in the 
monograph of Samorodnitsky and Taqqu (1994). Here we recall only a few essential 
facts. 
A SaS random variable X has characteristic function 
EexpiaX=exp{-oZlaJa}, UE[W, Ota<2. 
The parameter (T is called the scale parameter of X. If CY = 2, X is Gaussian with 
variance 20~. If 0 < CI < 2, then EjXIP = CO for p >a, and for 0 < p < CI 
EIXIP = Ela ‘xyap = c(p, a)@, (1.2) 
where the constant c(p,cr) does not depend on the scale parameter 0. We assume, 
for convenience, throughout the paper that the E”‘S in (1.1) have scale parameters equal 
to 1. 
A random vector (Xi, X2) is called SC&, or the random variables Xi and X2 are 
called jointly SaS, if each random variable alX2 + a2X2, al, a2 E R is SaS. There is in 
this case a unique symmetric positive finite Bore1 measure r on the unit circle 
S2 = {(s1,s2) E [w2: s: + si = 1) such that 
E exp i[alXl + azX2] = exp 
i s 
- laisi + a2s21”r(ds) . 
S2 
The measure r is called the spectral measure of the SaS random vector (X1,X2). 
A stochastic process {X,, t E T) with arbitrary index set T is called SaS if every linear 
combination CE= 1 akXtk, ak E [w, is a SaS random variable. 
As an example of a SaS process consider a moving average 
x,= f Cj&,_j, n ??Z, (1.3) 
j=-m 
with real coefficients cj. The random series in (1.3) converges a.s. if and only if 
C j ) cjl’ < co, but if a > 1 this condition does not guarantee absolute convergence. The 
series (1.3) is absolutely convergent iff Cj lcjl 1 A ’ < co. 
In recent years, moving averages of the form (1.3) with the 8,‘s belonging to the 
domain of attraction of a stable law or satisfying even weaker moment or tail 
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conditions have been intensively studied. Important contributions have been made by 
Davis and Resnick (1985a, b, 1986), Cline and Brockwell (1985), Bhansali (1993) 
Khippelberg and Mikosch (1993, 1994, 1995), Mikosch et al. (1995) and others. 
All these papers assume 1 j 1 Cjl < co or impose even stricter summability conditions 
on the sequence {cj}. Since the coefficients cj in the moving average representation of 
an ARIMA (p,d,q) process are asymptotically proportional to jd-‘, as j + cc (see 
Corollary 3.1 below), the condition Cj lcjl < cc would not allow positive values of d. 
Therefore, in this paper, we assume only 
1 lCjla < O” (1.4) 
or, equivalently, 
a(d-l)< -1. (1.5) 
This means that for CI d 1 only negative values of d are admissible. These weaker 
assumptions are sufficient in our setting because the E, are assumed symmetric, and 
hence have mean zero if c( > 1. Most of the papers cited above allow non-zero means 
and consequently must assume the absolute summability of the c;s if c1> 1. The 
proofs, however, rely very often on the assumption of the absolute summability of the 
cis even when no means are involved. Extensions to this paper can be found in 
Kokoszka and Taqqu (1995) and Kokoszka (1995). 
Our goal is to study the asymptotic dependence structure of causal SaS fractional 
ARIMA sequences. The assumption of causality is made for convenience only. (It 
plays an important role only in the section on covariation.) Since the covariance does 
not exist for SC& random variables with c1 < 2, we use two alternate measures of 
dependence which are defined for random variables Xi and XZ with infinite variance. 
The first measure is the codifirence 
r(xi,x,) = lnEexp{i(Xi -X2)} - lnEexp{iX,} - lnEev{ - ~XZ), (1.6) 
defined for any random variables X, and Xz. If X1 and Xz are independent, then, 
clearly, z(Xi, X,) = 0, but the converse is not true. If X1 and Xz are jointly SctS with 
spectral measure r, then 
$XI,XZ) = 
s 
sz ClsIV + IsC - IsI - szl”lWW, (1.7) 
and in this case z(X1,X,) = z(Xz, Xi). If rx = 2, i.e. if (Xi, X,) is a Gaussian vector, 
then z(Xi,X,) = cov(X,, X,). If (Y,, Y,) is another ScrS random vector, then 
implies that for every c > 0, 
P{IXI - x21 > c> 3 P{lYI - YJ > c}. (1.9) 
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Conversely, if (1.9) holds for some c > 0, then (1.8) holds. The inequality (1.9) means 
that Y1 and YZ are less likely to differ than X1 and X2 and so are “more dependent”. 
One can also consider the following related measures of dependence defined for any 
81, I92 E R: 
Z(Xi,XZ;81,Q2) = lnEexpiB,X, + lnEexpi0,X, - lnEexpi[8,X, + 02XZ] 
and 
UWl, X2; b, W = exp{ - AWl,X2); Q1, &) Cexp{ - I(X1, X2; b, &I> - 11 
where A(X1,X,;01,82) = - [lnEexpS,X, + lnEexpiOzX,]. Notice that r(X1,X2) 
= - 1(X1,X2; 1, -1). We used the functions U (denoted I in the four papers cited 
below) and I in Kokoszka and Taqqu (1992,1993,1994a, 1994b).3 In the first three of 
these papers we also employed them to show that certain stable self-similar processes 
are different. For this purpose it is sometimes necessary to consider the full range of 
parameters 0i and &, but in most applications the choice 0i = 1 and & = - 1 is 
sufficient. Moreover, as mentioned above, for CI = 2, t(X,,X2) = - I 
(X1,X2; 1, - 1) = cov(X,,XJ and, if {X,, u E RI} is a stationary process then the 
function 
z, := T(X”, X,) = - Z(X,, x0; 1, - 1) 
is positive definite for any 0 < c1 < 2. 
We also study the covariation. The covariation [Xl, X2], of two jointly SC& random 
variables with spectral measure r is defined for a > 1 by 
r_Xl,XZlcl = s s,sl” - “‘((ds). (1.10) sz 
In (l.lO), and throughout the paper, the signed power acq), 4 > 0 of a real number a is 
defined by a(q) = lalqsign(a). If Xi and XZ are independent, then [Xi, XJo = 0, but 
not vice-versa. If (X1,X,) is a Gaussian random vector (a = 2), then 
[Xi, XJ2 = f cov(Xi, X,). Unlike the codifference, the covariation is not symmetric, 
but it is linear in the first argument.4 We will call [X1,X,], the covariation of X, 
on X2. 
3 The argument used in the proof of Theorem 3.1 of Kokoszka and Taqqu (1992) is not correct, because it 
requires the proportionality of the three-dimensional distributions of generalized Chentsov type fields. We 
do not know if Theorem 3.1 is valid in its full generality. To prove Proposition 2.2, one can use Proposition 
6 of Takenaka (1991) and the rotational invariance of the finite-dimensional distributions of the field 
Xzb instead of Proposition 2.1. 
4The covariation [X.,X,], is closely related to the quantity E[X,Xy- “1, 1 < p < cx. See Lemma 1.2 of 
Cambanis et al. (1988). 
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In applications, the SaS random vector (X1,X,) is often defined by means of an 
integral representation 
(1.11) 
(“d” denotes equality in distribution) where M is a SaS independently scattered 
random measure on a measurable space (E, Z) with control measure m, i.e. 
V fE L”(E,C,m), Eexpi 
s 
fdM = exp 
E 
{ - [Elfladm]. 
A systematic exposition of the theory of random stable integrals can be found in 
Samorodnitsky and Taqqu (1994). In particular, if X, = C,‘?, cjs,_j is a SaS moving 
average, then the vector (X0,X,) has an integral representation 
(X03”) 2 
k=-cc 
(1.12) 
where 
’ fn(k) = if k > n; 
cn-k if k < n, 
and the control measure m is just the counting measure on Z (integers). 
For a SaS random vector (X1,X,) with the integral representation (1.11) 
r(Xi,XJ = 
s 
E [Ifil” + IfJ” - Ifi -fCldm (1.13) 
and 
[X1,X,], = 
s 
fi f :I-‘)dm. (1.14) 
E 
Using relations (1.13), (1.14) and (1.12) it is not difficult to check that for a causal 
moving average 
X, = f CjE,-j, n e E, 
j=O 
with SaS innovations E, having scale parameter 1, the codifference equals 
‘5, := r(X,,XO) = f [Icjl” + Icj+nl’ - Icj - Cj+nlz13 
j=O 
(1.15) 
(1.16) 
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while, for CI > 1, the covariation [Xn,XOlor is given by 
[Xn,X()]a = f Cj+,Cj'-". (1.17) 
j=O 
The paper is organized as follows. In Section 2, we study the existence and the 
invertibility of the solution of the ARIMA equations (1.1). In Section 3, we estimate 
the error made by replacing the cis by their asymptotic form. In Sections 4 and 5, we 
focus on the asymptotic behavior, as n + co, of Z, and [X,,,XolU. We show, for 
example, that if (N - l)(d - 1) > - 1, then 
z, wconstn”‘d-l)+l. (1.18) 
(In (1.18), and throughout the paper, a, -b, means that a,/b, + 1, as n + 00.) For- 
mula (1.18) extends to c1 < 2 the corresponding result for finite variance (a = 2) 
fractional ARIMA (p, d, q), namely that cov(X,, X0) -const n2d-1. In Theorems 4.1 
and 5.1, we obtain not only the rates of decay of z(X,,Xo) and [Xn,XOla, but also 
determine the constants of asymptotic proportionality. 
In the proofs, K,Ki, K2, . . . denote positive constants which generally represent 
different numbers in different formulas. 
2. Fractional ARIMA with stable innovations 
We define here the fractional ARIMA (p, d, 4) time series with stable innovations 
and study its basic properties. 
Suppose {E,, n E H} is a sequence of i.i.d. SC& random variables. Without loss of 
generality we assume that the scale parameters of the E,‘S are 1, i.e. Eexpies, = 
exp{ - 101’>. Let @Jz) and O,(z) be polynomials with real coefficients defined by 
Q,(z) = 1 - Cjiz - C$2z2 - .‘. - &zP; 
O,(z) = 1 + f&z + 02zZ + ... + t&z4 
Throughout the paper we assume that Qp and 0, do not have common roots and that 
Qp has no roots in the closed unit disk {z: lzl < 1). The latter assumption ensures that 
the coefficients in the series expansion of @,(z)/@,(z) tend exponentially to zero and 
that the fractional ARIMA time series considered in this paper are causal moving 
averages. 
Definition 2.1. Let 0 < CI d 2 and 
a(d - 1) < - 1. (2.1) 
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The SC& fractional ARIMA (p, d, q) time series is the unique solution of the equations 
@,(B)X, = O,(B)(l - B)-d~n, n E Z. (2.2) 
We will see in Theorem 2.1 below that the system (2.2) has a unique solution. In 
(2.2), B denotes the backward shift operator defined by BX, = X, _ 1 and (1 - lSmd is 
a linear time-invariant filter defined by 
(1 - B)-d&” = ~ bj&,_j, 
j=O 
(2.3) 
where the bj’s are the coefficients in the series expansion of (1 - z)-~, IzI < 1, i.e. 
b. = 1, b.= r(j+d) 
’ T(d)T( j + 1)’ 
j> 1. (2.4) 
Note that formula (2.4) is valid only for non-integer values of d. When 
d = 0, - 1, -2, . . , (1 - B)-d is merely the difference operator 1 - B iterated IdI 
times, and so {X,} is a finite moving average (cf. Samorodnitsky and Taqqu, 1992). 
For this reason, we assume d non-integer unless stated otherwise. The random series in 
the right-hand side of (2.3) is convergent a.s. if and only if Cj lbjla < co. By Stirling’s 
formula 
(2.5) 
so the series (2.3) is convergent a.s. and the process (1 - B)-d~, is well defined if and 
only if (2.1) holds. 
Now we shall show that Eqs. (2.2) have a unique solution which is a causal moving 
average. For IzI < 1, define 
cd(z) = (2.6) 
The function cd(z) is analytic in the open unit disk {IzI < l} (in the closed disk 
(lzl < l} ifd < O), and, as we will see in Lemma 3.2 below, the CJS are asymptotically 
proportional to jd- ‘. Hence, the series 
X, = f CjE"-j (2.7) 
j=O 
is well defined and convergent a.s. if and only if a(d - 1) < - 1. (This implies that 
d can be positive only if o! > 1.) 
Theorem 2.1. Ifa(d - 1) < - 1, then the sequence {X,, - co < n < OZI> defined by (2.7) 
and (2.6) is the unique causal moving average satisfying the ARIMA equations (2.2). 
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Proof. Using the equality C,(z)@,(z) = O,(z)(l - z)-~, we obtain the following sys- 
tem of equations: 
c2 - cl& - 42 = 02 + Olbl + b2 
c3 - ~241 - ~142 - 43 = 03 + &bl + 81b2 + b3 P-8) 
cm - C,_lqb, - ‘.. - ~,,-~4~ = Oqbmmq + ... + 81b,-1 + b,, m > p vq 
It follows from eqs. (2.8) that the cis are real. Now, since for each IZ the series 
C,?, cjs,_j and C,‘L, bjE,-j converge a.s., the set 
520 = m: for each n, f cj&,_j(w) and f bj&,-j(w) converge 
j=O j=O 
has probability one. Fix w. E Q. and denote for brevity Ej = sj(Oo), 
X, = C,??, cjs,-j(Wo) and Y, = C,?, bjE,-j(Wo). We must show that 
XII-41X,-l -42X"-2- ... -&X,-p 
= Y, + &Y,_r + &Y,_, + ... + eqYn_q. 
Assuming m > p v q, we have 
X” - &X,-1 - ... -&X,_, 
- . . . - 4, hm ,_, ( T$Ic.iEn-p-j) 
= &pn + (Cl - mn-1 + cc2 - Cl41 -42)&n-2 + ... 
+ km - cm-1 41 - c,-242 - ... - C,,_##J&-,,,I 
= lim [E, + (6, + bl)E,_l + (6, + d,b, + b2)E,_2 + ... m+OD 
+ (B,b,-, + ... + Ozb,,-2 + 81 b,- 1 + b&,-,-J 
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= ,“-“, ~ bjE,_j + 8, mu’ bjsl_ 1 _j + ... + e,m~p bje~-~-j] 
j=O j=O j=O 
= Y, + &Y”_1 + ‘.. + fl,Y,_,. 
To prove the uniqueness, suppose r?, = CJyzo ~jE”_j is another random sequence 
which is a solution of the system (2.2). The equality @,(B)T’, = @,(B)X, implies 
C,‘?oLijs,_j = C,‘?zoajs,-j a.s., where aj = cj - cj_ 141 - ... - cj-p4p and Czj is de- 
fined correspondingly. As the sJ)s are i.i.d., we have C,?=, la”j - ajla = 0, implying 
a”j = aj and, consequently, Zj = cj. IJ 
We presented the proof in some detail because we do not assume here that the 
random series ~~‘?!o~j~,_j and C,y!, bje,_j are absolutely a.s. convergent which is 
a standard assumption in the classical theory of Box et al. (1994). In order to ensure 
absolute a.s. convergence we would have to assume C,?Y, lcjl < co when c( > 1, and 
this is possible only when d < 0. In the L2-theory, techniques based on the spectral 
representation of time series can be employed (see e.g. Section 4.10 of Brockwell and 
Davis, 1991). These techniques, however, are not available in the non-Gaussian stable 
case. 
It is well known (see e.g. Proposition 3.1.1 of Brockwell and Davis, 1991) that if Y(z) 
and C(z) are functions analytic in the open unit disk (z: 1zI < l} with absolutely 
summable coefficients, then the product A(z) = Y(z)C(z) has absolutely summable 
coefficients and 
Y(B)[C(B)X,] = A(B)X, = C(B)[Y(B)X,] a.s. (2.9) 
for any stationary sequence {X,} satisfying EIXol < co. The situation we want to 
consider here does not fall within the scope of the aforesaid result. We shall use instead 
the following theorem. 
Theorem 2.2. Suppose {E,, n E Z> is a sequence of i.i.d. SC& random variables with 
0 < CI d 2. Let {Cj, j = 0,1,2, . . . } be a sequence of real numbers satisfying 
CYolcjlil < 00 and let {+j, j = 0,1,2 ,... > be a sequence of real numbers such that 
Cjm=ol~jl < 00 if~ > 1 and C,J?=ol$jl” < ~0, ifa G 1. If 
X” := C(B)&” = ~ Cj&"_j, 
j=O 
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Y, I= Y(B)&” = f +jE”-j, 
j=O 
A(B)&” := f ajE,-j, 
j=O 
where aj = C”,=o $kcj-kr j = 0, 1,2, . . , then 
and 
lim i CjY”-j = f ajh -j, 
s+cc ._ 
J-O j=O 
(2.10) 
(2.11) 
where convergence is in the LP-norm for any 0 < p < ~1. Consequently, 
y((B)[c(B)E,] = A(B)&,, = c(B)[y(B)E,] 2l.S. (2.12) 
Moreover, the left-hand side of (2.10) converges absolutely a.s. for a > 1. If u < 1, the 
absolute a.s. convergence in (2.10) takes place under the additional assumption that 
CJ~=ol~jl’ <Co, for some 0 < r < a. 
Proof. As in the proof of Theorem 2.1, for any polynomial P(z) = CFEOpkzk, 
P(B)[C(B)&J = Fey k$opk ‘ikcj&n-k-j 
j=O 
= Jitjo( I$:pkcj-k)&-j as. (2.13) 
Suppose first that tt > 1. Since c := {Cj} E [” and $ := {ll/j) E I’, a := c* $ E 1” and by 
the inequality of W.H. Young 
IIc*@lla G II~II1Il~ll~, (2.14) 
(see e.g. Chapter 13 of Edwards, 1982), and so A(B)E, := ~,~=,aj~,,_j is well defined. 
We now prove (2.10). By Proposition 3.1.1 of Brockwell and Davis (1991), the series 
C,“= o $kXn _ k converges absolutely a.s. and in L’. By (1.2), the L1 -convergence implies 
the convergence in any Lp, 0 < p < a, so it remains to check that the L’-limit, as 
m +co, of ~km_o$kXn_k is A(@E,. By (2.13), 
E f $kXn-k - At%% 
k=O I I 
= &E $ Il/kX,_k - A(B)&,, 
k=O 
= lim E f ay’E,_j - $ ajE,_j , 
m-m j=O j=O 
P.S. Kokoszka, MS. TaqqulStochastic Processes and their Applications 60 (1995) 19-47 29 
where UT’ = CiL:$kcj_k. Hence, by (1.2), 
E f IClkXn-k - AU%, = C(l,OZ)~llm f IUP - Ujl’ l”. 
k=O j=O > (2.15) 
Notice that (~j"=oI~~'-Ujla)l"= Ill#!l(m)*C-$*CII~f where @rn) = 
{~o,IcI~,~~,...,Jlm,O,O,...>. BY (2.14), Il#(m)*~-ti*4~ II~(“)-~lI~II4la, so the 
left-hand side of (2.15) vanishes, proving our claim. 
In order to prove (2.1 l), use (2.13), (1.2) and (2.14) to get 
E f: CjYn-j - A(B)&n 
I I 
= E f (a:’ - u~)E.-~ 
j=O j=O 
f Ia?) - UjlY 
r/z 
= c(l,a) 
j=O 
= C(l,a)(lc’S’*+ -c**11,, 
where c@) = {co, cl, c2 ,..., c,,O,O ,... } andU~‘=Cjk~~ck~j-k=(C(S)*~)j. 
Now suppose c( < 1. It can be directly verified that if $ E 1” and c E I”, then $ * c E I” 
and 
II$*clI, G II~llMI, (u G 1) (2.16) 
Hence, A(B)&, is well defined and, similarly as in the case c1 > 1, we have for any 
o<p<a, 
lim E f t+bkxn-h - A(B)&, ’ = c(p,a) lim IJ*(m)*~ - $*cllf 
rn’cc k=O m-rcc 
(2.17) 
and 
lim E i CjY”_j - A(B)&” ’ 
s+m 
= c(p, a)j_rna I(c(S) * * - c * $11:. (2.18) 
j=O 
By (2.16) the right-hand sides of (2.17) and (2.18) tend to zero, proving the 
LP-convergence. 
Now, assuming I,?=, I Ic/jl’ < co, for some 0 < r < cc, we have 
which implies C,‘?Zol+jX,_jl’ <co a.s. Since r < 1, CJ?ol$jX,-jl < 00 as., Proving 
the absolute convergence assertion, 0 
Theorem 2.2 allows considerable flexibility in manipulating functions of the oper- 
ator B. As an illustration, suppose that the moving average polynomial 0, in (2.2) can 
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be factored into a product of two polynomials as O,(z) = O,.(Z)@~,,(Z), where 
O,,(z) # 0 for Iz( < 1, then it follows from the Eqs. (2.2) and Theorem 2.2 that 
0; ‘(B)X, = (1 - B)-d@, ’ (B)Oqsj(B)~, a.s. 
For another example, consider the ScrS fractional ARIMA (p, d, q) process defined in 
Theorem 2.1. It can be written X, (d) = Cd(B)& n> where Cd(z) is defined in (2.6) (here we 
make the dependence on d explicit to avoid confusion). Since for any non-negative 
integer m, (1 - z)“C,,(z) = C&,(z), Theorem 2.2 implies 
(1 - B)“Xlp’ = XIp-“) as. 
Therefore, we obtain the following corollary which states that any ARIMA (p, d, q) 
sequence can be represented as an ARIMA (p,d,,, q) with do E [ - l/a, 1 - l/cc) to 
which a number of full differencings is applied. 
Corollary 2.1. Suppose d < 1 - l/a and let m be a non-negative integer such that 
do := d + m E [ - l/a, 1 - l/cr). Then 
Xlp) = (1 - B)“XIP”’ a.s. 
We finally apply Theorem 2.2 to show that SctS fractional ARIMA is invertible if 
1 < a d 2 and IdI < 1 - ~/CL We assume that O,(z) # 0 for (zl < 1. If this last condi- 
tion is satisfied, then the coefficients 5j defined by 
c;‘(~) = f’ Ejzj = (1 _ z)d !!d? 
j=O 
satisfy 
~j @a(l) 
J q - r( - d)@,(l) > 
= O( j-l), as j +cc, 
(2.19) 
(2.20) 
if ( - d - 1)~ < - 1, i.e. d > (l/cr) - 1 (see Corollary 3.1 below). We will not need at 
this point the full force of relation (2.20) but only the fact that ~j is asymptotically 
proportional to jed- l. 
Conditions for invertibility are known in the Gaussian case c( = 2. As pointed out in 
Hosking (1981, Theorem 2) and in Brockwell and Davis (1991, Theorem 13.2.2) 
a finite variance ARIMA (p, d, q) has the autoregressive representation 
(2.21) 
if (d I < l/2, where convergence is in the L2-norm. To verify that the left-hand side of 
(2.21) converges to E, in L2, one can use, for example, Theorem 4.10.1 of Brockwell and 
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Davis (1991). Observe, however, that contrary to what is indicated in the proof of 
Theorem 13.2.2 of Brockwell and Davis (1991), one cannot use Propositions 3.1.1 and 
3.1.2 of that book when d < 0 because Cjltjl < 00 iff d > 0. 
The following theorem provides conditions for invertibility when 1 < a < 2. 
Theorem 2.3. Suppose X, = C,y=OCjEn-j is the solution of the fractional ARIMA 
equations (2.2) with the coejkients cj dejined by (2.6). Suppose O,(z) has no roots in the 
closed unit disk {z: (z( < l} and 1 < 01 < 2. Zfldl < 1 - l/a, then 
lim E f I?~X”_~ - E, LO 
ln-tm k=O 
(2.22) 
for any 0 < p < a. The coejticients ?j are dejned by (2.19). Moreover, for 
0 < d < 1 - l/a, the partial sums Cz=:=, &Xn...k converge to E, absolutely a.s. 
Proof. If (l/a) - 1 < d < 0, then C Icjl < CO and 1 lzjl” < co, and so Theorem 2.2 can 
beappliedwithY=CC,andC=C;‘.IfO<d<1-l/cc,CIciI”<coandCI~jI<co, 
and one can apply Theorem 2.2 with Y = C; 1 and C = Cd. 0 
Theorem 2.3 can be interpreted as follows: the fractional ARIMA sequence which is 
the unique causal moving average solution of Eqs. (2.2) is also a solution of the AR(co) 
equations 
jto EjX, - j = E, a.s., (2.23) 
provided CI > 1 and IdI < 1 - l/a. 
The solution to (2.23) however, may not be unique as Richard Davis noted in 
a private conversation. For example, if d > 0, then the sequence {X, + V}, where 
{X,} is the fractional ARIMA and V is any random variable is also a solution to (2.23) 
because then Cj”=o l~jl < 00 and J$?=ocj = C;‘(l) = 0, by (2.19). 
3. Asymptotic behavior of the coefficients 
We first establish two lemmas which characterize the asymptotic behavior of the 
coefficients cj defined by (2.6) and provide an estimate of the speed of convergence. 
This estimate plays a critical role in the sequel. The first lemma is Formula (1.18) of 
Chapter III (p. 77) of Zygmund (1979). For the sake of completeness we give an 
elementary proof. 
Lemma 3.1. For any real number d, 
W + 4 
'd-lr( j+ 1) 
- 1 = O(j-i). 
J > 
(3.1) 
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Proof. In the proof we shall use the following inequality which holds for sufficiently 
large j: 
led-(1 +ff)iJ<d"edjel. (3.2) 
To prove it expand the function f(t) = (1 + dt)“‘, t > 0 around t = E > 0, show that 
lim, _‘0 f’(t) = - + d2ed, write the left-hand side of (3.2) as Ilim,,,f(s) --f(t)1 and 
apply the Mean Value Theorem. 
Using Stirling’s formula 
T(x) = tlZ;ZxX-“2e-“exp{8/12x), 0 E (0, l), 
we get 
1 r(j+ d) 
‘d-1 I r(j + 1) = e1-dR(d9j) : (1 + (lii))“Z(: + (d/j))l/2-d’ J 
where 
U,=(l +;y; Oj=(l +i)i. 
and 
R(d, j) = exp (4 e2 
12( j + d) - 12(j + 1) ’ 4,~2 E cl1). 
BY (3.2) 
% ed e(Uj - e") + ed(e - Uj) ---_= 
Vj e Vje 
= 0( j-l). 
Now, 
W + 4 
J .d-‘r(j + 1) 
- 1 =e”R(d,j)(z-c)[(l +i)1’2(1 +y)“‘“]’ 
Since for large j, (R(d, j) - I( < e116j - 1 = 0( j- ‘) and for any real a and b, 
(1 + (a/j))b - 1 = O(j_‘), (3.1) follows. ??
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Lemma 3.2. Suppose (2.1) holds and the sequences {Cj} and {bj) are defined by (2.6) and 
(2.4), respectiuely. Then 
Proof. Set Y(z) = O,(z)/@,(z) = C,“=, $ kzL. Then O,(l)/@,(l) = $(l) = c,“=,$k. As 
GP has no roots in the closed unit disk { (z( < 11, there are positive constants K and 
IC such that ltikl < KewKk (see e.g. Section 5 of Kokoszka and Taqqu, 1994a). Since 
‘cj = xi=glC/kbj-k, we have 
where m = [j/2] is the integer part of j/2. Obviously, the last term in (3.3) tends 
exponentially to zero, as j -+ co. To see that the middle term also tends exponentially 
to zero, observe that 
d 1 + Ibjl-lf~{lbkl d Kljlmd, 
and so 
Thus, it remains to check that 
= o(m-1). 
Write, 
hm-k --I= b-k 
b 
d- ’ _ l 
2m (2m - Ic)~-’ b2, 
barn-k 
= 
(2m)d-' 1 ____- 
(2m - k)d-’ b,, 
b-k 
’ (2m - k)d- ’ Pg((gA~-‘_ l). 
Since 2m - k > m, using (2.4) and Lemma 3.1, we get 
(3.4) 
r(dhm-k 
(2m - k)d- ’ - 1 = O((2m - k)-‘) = O(m-‘), 
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and similarly, 
(2m)d-’ 
robzm- 
1 = (2m)d-1 -----(I -B) = O(m-‘). 
r(d)bz, 
It follows that 
L-k (2m)d- 1 ~- 
(2m - k)d-l b2,,, 
1 = O(m-‘), 
and since I,“= rl tikl < co, (3.4) will be proved once we have shown that 
$, emKk[ (yr-’ - I] = O(m-‘) 
or, equivalently 
cm:= ~~emKx[(~~-’ - I]& = O(m-‘). 
Setting x = 2my, we get 
112 l/2 
c, = 2m s e-2KmY[(1 - ~)~-l - l] dy < 2(1 - d)22-dm s ye-2”“ydy. 1/2m 0 
Now, setting 1.4 = %rcmy, we have 
s Km c,<Km-’ ue-“du = O(m-‘). 0 0 
Corollary 3.1. For the cis dejined by (2.6) and d satisfying (2.1), 
Proof. Use Lemmas 3.2 and 3.1 and relation (2.4). ??
Lemma 3.2 implies that for any choice of polynomials ap and 0, which satisfy our 
standard assumptions (i.e. do not have common roots and Gp(z) # 0 if lz] < 1) 
Cj -COIlSt J .d- ’ The coefficients $k in the moving average representation of an ARMA . 
(p,q) process are, in general, not asymptotically proportional to a monotonically 
decreasing function. If the polynomial Qp has complex or negative roots, then the tik’s 
behave asymptotically like exponentially damped sum of products of trigonometric 
and power functions (see e.g. Kokoszka and Taqqu, 1994a). This difference in the 
asymptotic behavior of the (‘j’s and ijk’s accounts for different asymptotic behavior of 
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the covariance function of fractional ARIMA (p,d,q) and ARMA (p, q) in the finite 
variance case. Whereas the covariance function of fractional ARIMA (p,d, q) is 
asymptotically proportional to jzd- ’ (Hosking, 1981, Theorems 1 and 2) the 
covariance of ARMA (p, q) may display exponentially damped oscillations. 
In the Gaussian case, it is possible to find the asymptotic behavior of the covariance 
function of the fractional ARIMA sequence without using the exact asymptotic 
bounds established in Lemmas 3.1 and 3.2. One can either use the fact that, as I + 0, 
the spectral density of the sequence (2.7) behaves like Y1(04( 1)/@,(1))212-2d, and use 
properties of inverse Fourier transform, or one can represent the covariance function 
as a convolution of covariance functions of the sequence (2.3) and an ARMA (p,q) 
sequence (see Hosking, 1981, Theorem 2). Neither of these techniques is available for 
non-Gaussian stable time series. 
Below we use the codifference and the covariation, to investigate the asymptotic 
dependence structure of fractional ARIMA (p,d, q) time series with non-Gaussian 
stable innovations. We will see that, just as in the Gaussian case, both are asymp- 
totically proportional to power functions. 
4. Codifference 
The codifference z(X1,Xz) of two jointly SC& random variables X, and X2 was 
defined in Section 1. Consider a stationary SC& process {X,}. The codifference 
7” := 7(X,,, X0) can be used as a measure of dependence of X, and X0, and if a = 2, r, 
is the covariance cov(X,, X0). For a Gaussian fractional ARIMA (p, d, q) process the 
covariance is asymptotically proportional to n2d-1 (see Hosking, 1981, Theorem 2). 
Theorem 4.1 below gives a corresponding result for any 0 < 01 < 2 in terms of the 
codifference z,. Observe that the exponent of decay of z, tends to 2d - 1, as a -+ 2, 
only if ((x - l)(d - 1) > - 1 (see the remark following the proof of Theorem 5.1) and 
that there is a “phase transition” when (CI - l)(d - 1) = - 1. Similar singularities 
occur for the continuous time SC& linear fractional Levy moiton (see Astrauskas et al., 
1991). 
Theorem 4.1. Suppose X, = C,y=, cjE.-j is a fractional ARIMA (p, d, q) process with 
SaS innovations E, dejned in Section 2. Suppose 0 < a < 2 and d is not an integer. 
(a) If either (i) a < 1 or (ii) tl > 1 and (a - l)(d - 1) > - 1, then 
where 
(4.1) 
g(x) zr x(d-l)a + (1 + -$-‘)a - (xd-1 - (1 + x)d-l)a, (4.2) 
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(b) If cl > 1 and (a - l)(d - 1) < - 1, then 
(4.3) 
(Zf d is an integer, then {X,} is a jinite moving average and consequently z, = 0 for 
large n.) 
Proof. In view of Corollary 3.1, we may assume without loss of generality that 
X, = CJyE O cjs, _j with the cjls satisfying 
c.i ( ) g-1 =O(j_‘) J 
and so, assuming (4.4), we must show that 
lim C,?co[ICjlz + ICj+nI’- Icj - ‘j+nl”] = 
n+co na(d- l)+ 1 
if either c1 < 1 or c( > 1 and (a - l)(d - 1) > - 1, and that 
lim ~,Yo[lCjl" + ICj+nla - lcj - Cj+nlal = c1 f Cja-l). 
“‘CC n d-l j=O 
(4.4) 
(4.5) 
(4.6) 
if o! > 1 and (a - l)(d - 1) < - 1 (cf. formula (1.16)). 
To prove (4.6), write 
lCjla + ICj+nl" - lcj - ‘j+flla = ICj+nlc( (cj(' - JCj - Cj+,l' 
nd-l 
(j + n)d-l + (j + n)d-l 
Since c( > 1, for each (fixed) j, 
lCj+nla 
!~~ (j + n)d- 1 = O 
and 
lim Icjl" - ICj - cj+nlE = lim aC~x-‘)cj+n + o((j + n)“-‘1 = clcfd-i) 
n-m (j + n)d-l n-02 (j + n)d-l J ) 
relation (4.6) follows from the Dominated Convergence Theorem. To see that the 
Dominated Convergence Theorem applies, use the inequality 
IICj+,l’ + lCjla - lCj - Cj+nlal d ~ICj+nIIcjlz-l + (@ + 1)ICj+nla3 cI > l3 
which follows from the Mean Value Theorem. Note that cFo JcjJa- ’ < co because 
(cc - l)(d - 1) < - 1. 
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The proof of relation (4.5) is not so simple. We split it into several lemmas. In the 
first two lemmas we list a few properties of the function g defined in (4.2) which will be 
needed in the sequel. Recall that (1.5) is assumed throughout. 
Lemma 4.1. Let g be the function dejined by (4.2). 
(i) Zf 1 < c1 d 2, then limx,,(g(x)/x’d-l)(a-l)) = c(. 
(ii) If a = 1, then lim,,,,g(x) = 2. 
(iii) Zf 0 < a < 1, then lim,,,,g(x) = 1. 
(iv) For any 0 < tx < 2, limx,, (g(x)/x’d-““) = 2. 
The proof of the above lema is standard, so we omit it. 
Lemma 4.2. Let g be the function defined by (4.2). 
(i) 1j 1 d a d 2, then g is decreasing on (0,~). 
(ii) If0 < a < 1, then there is b > 0 such that g is decreasing on (b,co). 
(iii) The function g is positive on (0,oo). 
Proof. Since 
g’(x) = ,-+ - l)[X”‘d-l)-l + (1 + X)a(d-l)-l 
_ (xd-l - (1 + X)d-l)X-l(xd-z - (1 + x)“-2)] 
and or(d - 1) < 0, g’(x) < 0 if and only if 
X(d-l)a-l + (1 + x)(d-l)a-l > (xd-l _ (1 + X)d-l)a-l(Xd-* _ (1 + x)“-*). (4.7) 
Dividing both sides of (4.7) by xCd- ‘ja- ’ and setting t := 1 + (l/x) we see that (4.7) is 
equivalent to 
1 + t(d-l)z-’ > (1 _ td-l)a-‘(l _ td-2). (4.8) 
If a 3 1, the left-hand side of (4.8) is greater than 1, whereas the right-hand side is less 
than 1, and statement (i) follows. 
To prove (ii) we must show that (4.8) holds for t close to 1. Writing t = 1 + 6, where 
6isasmallpositivenumber,wehave1-td~1~(1-d)6and1-td~2-(2-d)6,so 
(1 - td-‘)aP’(l - tdml) -(l - d)“-‘(2 - d)6” +O, as 6 -+O. 
To see that g(x) > 0, for any x > 0, use the inequality (b - a)’ < b” + aa, 0 < a < b, if 
CI < 1, and the fact that g is decreasing on (0, co) and lim,,, g(x) = 0 if CY > 1. 0 
Remark. One can show that g is decreasing on (0,~) also when 0 < c1 6 l/2, but we 
will not need this fact. 
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The next lemma shows that one can replace the cis in (4.5) by jd- ‘. To simplify 
notation, we set in the sequel Od-’ = OUCd-‘) = 1, so that the summation I’?, is 
always well defined. 
Lemma 4.3. For n, j = 0, 1,2, . . . define 
u,(j) = CICj+nlZ + lCjla - Icj - Cj+nlill 
_ [(j + n)(d-Ua +j(d-l)a _ (jd-1 _ (j + n)d-l)m]. 
Zf the cjls satisfy condition (4.4), i.e. (cj/jd- ’ - 1) < Kj-‘, then 
lim E,:,dj) = 0 
n-a, n a(d-l)+ 1 ’ 
whenever either (i) CI < 1 or (ii) a > 1 and (c( - l)(d - 1) > - 1. 
Proof. We shall use the following two inequalities which hold for any real numbers 
s and t: 
I/$ - Jtlal d Is - tl”, O<a<l; (4.9) 
lIsll - Itl” < a(lsy’ + Ityl)Is - tl, cx > 1. (4.10) 
Assume without loss generality that cj > 0, j 2 0, and write 
n,(j) = q,(j) + r,(j), 
where 
qn( j) = cy+” - (j + n)‘“- I)‘; 
r,(j) = [CT - JCj - Cj+nl’] - [( jCd-‘))’ - ( jd-’ - (j + n)d-l)‘]. 
We first check that 
Notice that 
lq.(j)l = (j + n)(d-l)u i((i~~~d-~>‘- ‘1’ 
If CI d 1, then, by (4.9), 
(4.11) 
(4.12) 
(4.13) 
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If a > 1, then, by (4.10), 
< cl[(K + 1)%-l + l]K(j + n)-‘. (4.14) 
Using (4.12) and (4.13) if CI d 1 and (4.12) and (4.14) if c( > 1, we obtain for CI d 1, 
j~olchOl d KI f (j + 4(d-1)a-z 
j=O 
< K, [n(d-‘)x-n + jI(, + n)‘d-l)‘-“dx] 
= K, #- l)a-1 + n(d- l)a-a+ 1 
s 
om (y + l)‘d- ““-“dy 1 < K2n(d-lb+l-a 
(4.15) 
and, similarly, for cc > 1, 
jgo 14n(j)l < Kdd-l)‘. 
Relation (4.11) now follows from (4.15) (if c( < 1) and (4.16) (if a > 1). 
We now show that 
(4.16) 
Notice that 
r,(j) = cJa,( j) + jcdbl)‘bn( j), 
where 
Thus to prove (4.17) it suffices to check that 
(4.17) 
lirn Cj”=oj(d-l)b~n(j) = o 
n-+m g(d- l)+ 1 (4.18) 
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and 
l im  c,:, j(“- ““W) = o, 
n+m na(d- l)+ 1 
We shall first prove relation (4.18). If CI d 1, then, by (4.9) 
<K j+n ;x(d-l) A 1 ( > j ((j + n)-’ + j-') 
Hence, 
fj Cd- l)‘lan( j)l < 2Kl f (j + n)a(d- l)j-', 
j=O j=O 
and so it suffices to check that 
,im C,T,(j + n)n(d-l)j-z = o 
n-tee n a(d- l)+ 1 
Relation (4.20) holds because (nECd- ‘)/naCd- ‘)+ ‘) + 0 (the first term) and 
jgl (j + n)lcd- ')j-' < jrn (x + r~)‘(~- l)xpa dx 
0 
s 0 =II ci(d- l)+ 1 -a (y + l)n(dP “y-“dy. 0 
The last integral is finite whenever 0 < LX < 1. For a = 1, we have 
jtl(j + n)d-lj-l < nd-li2 jzl jm312. 
Now suppose a > 1 and (a - l)(d - 1) > - 1. Since 
(4.19) 
(4.20) 
cj+n -= 
cj 
.d- 1 
$;;d-lJcj -3 
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we have for sufficiently large j, 0 < Cj+n/Cj -=z 2, or 11 - Cj+n/Cjl < 1. Using (4.10) with 
s = (1 - ((j + n)/j)"-l) and t = 1 - cj+n/Cj we get for large j 
~ K1 l(j + n)d-l - cj+nl 
.d-1 
I cj+n ICj - jd-‘I 
J cj 
.d- 1 
J 
<K j+n d-1 
.2 
0 j 
[(j + n)-' +j-']Q2K2(j+n)d-'j-d. 
Thus, relation (4.18) will be proved once we have checked that 
lim C,“=,(j + n)d-‘j(d-l)a-d = o, 
n-rm na(d-l)+l 
(4.21) 
Note that 
1 (j + n)d-lj(d-l)a-d = nd-l 
j=O 
.(d- lb-d 
.I 
< nd-1 ~ j(d-l)a-d. 
j=O 
Since (a - l)(d - 1) > - 1, nd- ‘/r~‘(~-‘)+’ -+ 0. The series C,?=, j(d-l)or-d is conver- 
gent for tl > 1 because (d - 1)~ - d < - 1 iff (d - 1)~ < d - 1 iff c1> 1 (recall that 
d - 1 < - l/cc < 0). This proves relation (4.21) and, consequently, (4.18). 
It remains to prove relation (4.19). If ~1 < 1, then, by (4.9) 
and so (4.19) follows from (4.20). If a > 1 and (~1 - l)(d - 1) > - 1, then, by (4.10) 
Ib,( j)l d K2 jd( j + nJdel 
and (4.19) follows from (4.21). 0 
In view of Lemma 4.3, in order to prove (4.5) it is enough to show that 
l i m  C,:, [( j + n)(d-l)’ + jcd-lja - (j"-' - (j + n)d-l)“] = 
nrx(d-l)+l 
s 
m g(x)dx 
. (4.22) 
“-+‘X 0 
By factoring out n (d- ‘)’ from the sum in (4.22) we can rewrite this last relation as 
lim 
n(d-l)a + 1 _ (1 _ nd- ‘)a 1 a, 
n-tm ncz(d-l)+ 1 
&)dx. (4.23) 
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Since (a - l)(d - 1) > - 1, the first term in the left-hand side of (4.23) tends to zero. 
Therefore, to prove (4.5) and so to complete the proof of Theorem 4.1 it suffices to 
prove the following lemma. 
Lemma 4.4. If either (i) R 6 1 or (ii) CI > 1 and (a - l)(d - 1) > - 1, then 
(4.24) 
where g is dejined in (4.2). 
Proof. The integrability of g on (0, co) follows from Lemma 4.1 (recall that 
a(d - 1) < - 1). 
Suppose CI d 1. Fix E > 0. By Lemma 4.2(ii) ((i) if c1 = l), there is b such that g is 
decreasing on (b - 1, co) and fb” g(x)dx < 3s. The above two conditions imply 
_ ~j;~+lg~)<S:g(x)dx<ft, 
([xl denotes the integer part of x) so by the triangle inequality, 
By Lemma 4.1 (ii) and (iii), g can be considered continuous on [0, b] if a d 1, and so 
g(x) dx. 
Since E in (4.25) is arbitrary, (4.25) and (4.26) yield (4.24) if c( d 1. 
If a > 1, and (a - l)(d - 1) > - 1, then by Lemma 4.2(i), 
g(x)dx<; ,J$ gL 
J-1 (J 
and so 
g(x) dx 
and 
(4.26) 
g(x)dx + 1imsupIg i . 
n-+02 n 
0 
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By Lemma 4.1(i) (l/n)g(l/n) ~~l(l/n)(~-‘)@-r)+~ -+ 0, as n + cc, because 
(a - l)(d - 1) + 1 > 0, and so (4.24) follows. 0 
The proof of Theorem 4.1 is now complete. 17 
Remark. Corollary 3.1 was used in its full strength only in the proof of part (a) of 
Theorem 4.1. In the proof of part (b), we used only the fact that 
limj -too Cj/jd- 1 = @,(l)l(W@,(l)). 
5. Covariation 
The covariation of two jointly SaS random variables X1, Xz was defined in Section 1. 
The following theorem demonstrates that for tl > 1 the covariation [Xn,XO]z is 
asymptotically proportional to 7,. The fact that {X,} . is causal plays an important role 
in the proof. 
Theorem 5.1. Suppose {X,} is a SaS fractional ARlMA (p,d, q) process defined in 
Section 2. Suppose 1 < IY < 2 and d is not an integer. 
(a) Zf (a - l)(d - 1) > - 1, then 
l im  LX”, Xola 
002 n a(d- l)+ 1 
= jr;;;p;li{;(y + l)d-ly(x-l)(d-l)dy. 
(b) Zf (u - l)(d - 1) < - 1, then 
lim Cxn~xola = @q(l) 
n-r’x #- 1) r(d)@,(l) jgO ‘I” - ‘)’ 
Proof. By Corollary 3.1 we may assume without loss of generality that 
c.i ( > --l =O(j-‘) J 
and cj > 0. Thus, under these assumptions, we must show that 
lim CJTOcj+nc~pl = m(y + l)d-ly(d-l)(a-l)dy 
n-tm n a(d- l)+ 1 s 0 
if (c( - l)(d - 1) > - 1, and 
lim x:0 Cj+nC;- ’ 
n-r’x rid-l 
= j~ocY-l 
(5.1) 
(5.2) 
(5.3) 
(5.4) 
(5.5) 
if (a - l)(d - 1) < - 1. 
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We first prove the easier relation (5.5). Write 
,,d-1 =~O((j~;;d-l)(l +$-‘c:-1. (5.6) 
By (5.3) the terms in the right-hand side of (5.6) tend to c;-’ for each j, as n + co. 
Since (a - l)(d - 1) < - 1, CJ?=, ci- ’ < co, and the Dominated Convergence 
Theorem yields (5.5). 
To prove (5.4) we first show that one can replace the cis in the left-had side of (5.4) 
by jd- ’ (we set 0 - d ’ = l), that is we must show that 
_ (j + n)d-lj(d-l)(~-l)] 
~ =o. 
n+m g(d- l)+ 1 
(5.7) 
Note that 
ICj+,C~-l _ (j + n)d-lj(d-l)(a-l)) < ~c~+~c~-l _ (j + n)d-lc~-ll 
+ l(j + n)d-l~q-l _ (j + n)d-lj(d-l)(a-l)l 
< Klj(d-l)(E-l) (j + n)d-2 
+ K2j(d-2)(e-l)(j + n)d-l, (5.8) 
by (5.3) and (4.9) (note that 0 < o! - 1 < 1). 
In view of (5.8) (5.7) will follow once we have shown that 
l i m  C,JTT, j(d-l)(z-l)( j + n)d-2 = o 
It-+cc &d- I)+1 (5.9) 
and 
lim C~zoj(d-2)('-1)(j + n)d-l = o 
&d- l)+l n+m (5.10) 
To prove (5.9), note that the first term (nd-2)/(ncr(d- 'I+ ') tends to zero because 
d - 2 - a(d - 1) - 1 = (1 - a)(d - 1) - 2 < (1 - a)(d - 1) - 1 < 0. 
For the remaining sum write 
(d-l)(l-l)(j + n)d-2 < m~~d-l~~~-l~(~ + n)d-2& 
j=l s 0 
s cc _ ur(d-1) Y (d-Wl)(y + l)d-2dy. (5.11) 0 
Since (d - l)(cc - 1) > - 1 and (d - l)(a - 1) + (d - 2) < (d - 1)~ < - 1, the last 
integral in (5.11) is finite. Also, nacd- ')/natd- ')+ ’ = n-l + 0, so (5.9) holds. 
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To prove (5.10) we consider two cases: (d - ~)(LY - 1) > - 1 and (d - 2)(a - 1) 
Q -1. 
Suppose (d - 2)(a - 1) > - 1. The first term in (5.10) tends to zero because 
(d - 1) - a(d - 1) - 1 = (1 - a)(d - 1) - 1 < 0. (5.12) 
The remaining sum can be bounded as follows: 
(d_2)(a_l)(j + n)d-1 < mx(d-2)(~-1)(x + n)d-l dx 
j= 1 s 0 
s 
00 
= n(d-2)(n- l)+d Y (d-2)W l’(y + l)d- 1 dy, (5.13) 
0 
Since (d - 2)(a - 1) > - 1 and (d - 2)(a - 1) + (d - 1) < (d - 1)a < - 1, the last 
integral in (5.13) is finite. Also, since a > 1, 
(d - 2)(a - 1) + d - (d - 1)a - 1 = 1 - a < 0, 
and (5.10) follows, because n(d-2)(c-1)‘d/n~(d-1)‘1 + 0. 
Now suppose (d - 2)(a - 1) < - 1. Let 6 be a positive number such that 
(rx - l)(d - 1) > - 1 + 6. (5.14) 
Notice that now, 
fj (d-2)(a-1)(j + n)d-1 = f j(d_2)(~-1)-6(j + n)d-1+6 
j=O j=O 
< nd-1+6 (d-2)@ 1)-b (5.15) 
j=O 
The last sum in (5.15) is finite because 6 > 0 and (d - 2)(a - 1) < - 1. Also 
nd-l+B 
in z(d- ‘)+’ + 0, because, by (5.14) 
d - 1 + 6 - a(d - 1) - 1 = (1 - a)(d - 1) + 6 - 1 < 0. 
Thus relation (5.7) has been proved, and it remains to check that 
lim czo(j + n)d-l j(d-l)(a-l) = m(y + l)d-ly(d-l)(a_l)dy 
n-cc na(d-l)+l s 0 
Since the function x H(X + FI)~-’ xCd- ‘)w l) is decreasing on (0, 00) we have 
Cc 
1 (j + n)d-lj(d-l)(~-l) < 
j=2 s )x + n)d-lX(d-l)(n-l)dX 
(5.16) 
< 1 (j + n)d-‘j(d-l)(a-l). 
j=l 
(5.17) 
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By (5.12) the first two terms in the left-hand side of (5.16) tend to zero. Since a change 
of variables yields 
l im  J;“cx + 4 d-lX(d-l)(~-l)dX 
g(d- l)+ 1 
= m(y + l)d-ly(d-lk-l)dy, 
n-rm s 0 
(5.16) follows from (5.17). 0 
Theorems 4.1 and 5.1 show that for the fractional ARIMA (p, d, 4) time series, both 
the codifference and the covariation are asymptotically proportional to power func- 
tions. as in the Gaussian case. 
Remark. Theorems 4.1 and 5.1 and their proofs remain valid in the Gaussian case 
a = 2. Notice that if a = 2 and d < 0, Relations (4.3) and (5.2) become, respectively, 
and 
l im  CXmXola = o 
n+cc 
nd-l 
because for d < 0, Cl:=, Cj = cd( 1) = 0, by (2.6). This does not contradict the fact that 
for c1 = 2 the actual rate of decay is nZd-l. It is the special relation I,?=, cj<” - ‘> = 0, if 
a = 2, which accounts for the discontinuity at CI = 2 (and d < 0) in the rate of decay of 
the codifference and the covariation of the fractional ARIMA (p, d, q) time series. 
The proofs of relations (4.3) and (5.2) remain valid for any moving average 
(1.3) whose coefficients ej are asymptotically proportional to jd-‘, and 
(IX - l)(d - 1) < - 1. In particular, when IX = 2, the covariance function of any such 
moving average sequence is, in general, asymptotically proportional to ndel. 
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