Abstract. In this paper we give someČebyšev type norm inequalities for two Lipschitzian functions on Banach algebras. Some examples for power function, exponential and the resolvent functions are also provided.
Introduction
Let B be an algebra. An algebra norm on B is a map · : B→[0, ∞) such that (B, · ) is a normed space, and, further ab ≤ a b for any a, b ∈ B. The normed algebra (B, · ) is a Banach algebra if · is a complete norm. We assume that the Banach algebra is unital, this means that B has an identity 1 and that 1 = 1.
Let B be a unital algebra. An element a ∈ B is invertible if there exists an element b ∈ B with ab = ba = 1. The element b is unique; it is called the inverse of a and written a −1 or 1 a . The set of invertible elements of B is denoted by InvB. If a, b ∈InvB then ab ∈InvB and (ab)
For a unital Banach algebra we also have:
(i) If a ∈ B and lim n→∞ a n 1/n < 1, then 1 − a ∈InvB;
(ii) {a ∈ B: 1 − a < 1} ⊂InvB;
(iii) InvB is an open subset of B;
(iv) The map InvB a −→ a −1 ∈InvB is continuous.
For simplicity, we denote λ1, where λ ∈ C and 1 is the identity of B, by λ.
The resolvent set of a ∈ B is defined by ρ (a) := {λ ∈ C : λ − a ∈ InvB} ;
the spectrum of a is σ (a) , the complement of ρ (a) in C, and the resolvent function of a is R a : ρ (a) →InvB, R a (λ) := (λ − a) −1 . For each λ, γ ∈ ρ (a) we have the identity
We also have that σ (a) ⊂ {λ ∈ C : |λ| ≤ a } . The spectral radius of a is defined as ν (a) = sup {|λ| : λ ∈ σ (a)} . If a, b are commuting elements in B, i.e. ab = ba, then < ∞, and we can define f (a) to be its sum. Clearly f (a) is well defined and there are many examples of important functions on a Banach algebra B that can be constructed in this way. For instance, the exponential map on B denoted exp and defined as
If B is not commutative, then many of the familiar properties of the exponential function from the scalar case do not hold. The following key formula is valid, however with the additional hypothesis of commutativity for a and b from B exp (a + b) = exp (a) exp (b) .
In a general Banach algebra B it is difficult to determine the elements in the range of the exponential map exp (B) , i.e. the elements which have a "logarithm". However, it is easy to see that if a is an element in B such that 1 − a < 1, then a is in exp (B) . That follows from the fact that if we set
then the series converges absolutely and, as in the scalar case, substituting this series into the series expansion for exp (b) yields exp (b) = a. It is known that if x and y are commuting, i.e. xy = yx, then the exponential function satisfies the property exp (x) exp (y) = exp (y) exp (x) = exp (x + y) .
Also, if x is invertible and a, b ∈ R with a < b then
Moreover, if x and y are commuting and y − x is invertible, then Clearly 0 ≤ R ≤ ∞, but we consider only the case 0 < R ≤ ∞.
Denote by:
consider the functions:
Let B be a unital Banach algebra and 1 its unity. Denote by
We associate to f the map
Obviously, f is correctly defined because the series
n be a power series that is convergent on the open disk D(0, R), with R > 0. If x, y ∈ B with xy = yx and x , y ≤ 1, then we have for λ ∈ C with |λ| < R the inequality:
For other similar results see [?DBB] and [?DBM]. Motivated by the above results, in this paper we consider the similar problem to provide upper bounds for theČebyšev quantity
where F, G are some functions defined on a Banach algebra B, p i ≥ 0 with 
Some New Inequalities
We say that the function F : C ⊂ B → B is a Lipschitian with constant L > 0 on the subset C of the Banach algebra (B, . ) if
Theorem 2.1. Let F, G : C ⊂ B → B be Lipschitian functions with constants L > 0 and K > 0. If x i , y i ∈ C, i = 1, 2, ..., n and p i ≥ 0, i = 1, 2, ..., n with P n := n i=1 p i > 0, then we have:
where ∆x l is the forward difference, namely:
Proof. Since F and G are Lipschitian with the constants L and K we have:
for any i, j ∈ {1, ..., n}. If we multiply these inequalities we get
Using the property of Banach algebra B, uv ≤ u v , that for any u, v ∈ B we have,
for any i, j ∈ {1, ..., n}, that is equivalent to:
for any i, j ∈ {1, ..., n}. If we multiply (??) by p i p j > 0 sum over i and j from 1 to n and use the generalised triangle inequality, we get:
We also have, by the symmetry in the sum:
Moreover, we have x j − x i = j−1 l=1 ∆x l and y j − y i = j−1 s=1 ∆y s where ∆x l := x l+1 − x l , l = i, ..., j − 1 and by the generalized triangle inequality we have: 
Now, by making use of (??), (??) and (??) we get the desired result (??).
Corollary 2.2.
With the assumptions of Theorem 1 we have:
Proof. It is obvious that for all 1 ≤ i < j ≤ n we have that: Now, let observe that:
Using (??) we deduce (??).
Corollary 2.3.
when p, q > 1 and
Proof. Using Hölder's discrete inequality, we can state that 
and the corollary is proved.
Corollary 2.4. With the assumptions of Theorem 1 we have:
Proof. We have
∆y s and the corollary is proved.
Some Applications
In [?SSD11] S. S. Dragomir proved the following result:
α n z n be a function defined by power series with complex coefficients and convergent on the open disk D (0, r) ⊂ C, R > 0 and let f a (λ) := ∞ n=0 |α n | λ n . For any x, y ∈ B with x , y ≤ M < R we have:
If we take f (z) = z p , p ∈ N, p ≥ 1 and assume that x, y ∈ B with x , y ≤ M then we have
If we take f (z) = exp (µz), with µ ∈ R, µ = 0 and assume that x, y ∈ B with x , y ≤ M then we have
If we write the inequality (??) for
If p = q and x i commutes with y i for each i ∈ {1, 2, ..., n}, then we get from (??) that:
In particular, for x i = y i and p = q, i ∈ {1, 2, ..., n}, we get
Now, if we write the inequality (??) for the functions F (z) = exp (µz) and G (z) = exp (νz), with µ, ν ∈ R, µ, ν = 0 we get for x i , y i ≤ M , for i ∈ {1, 2, ..., n} that
If x i commutes with y i for each i ∈ {1, 2, ..., n}, then from (??) we get:
In particular, for x i = y i and µ = ν, i ∈ {1, 2, ..., n}, we get:
Consider now the function
We have then F p (x) = (1 − x p ) −1 , x ∈ B, x < 1, p ≥ 1 is Lipschitzian with the constant p (1 − M p ) −2 M p−1 and the function G q (x) = (1 − x q ) −1 , x ∈ B, x < 1, q ≥ 1 is Lipschitzian with the constant q (1 − M q ) −2 M q−1 . Therefore, by using Theorem 2.1 for x i , y i ∈ B with x i , y i ≤ M < 1, i ∈ {1, 2, ..., n}, we get for p i ≥ 0, i ∈ {1, 2, ..., n} that In particular for p = q and x i = y i for each i ∈ {1, 2, ..., n}, we get from (??) that: 
