Computer simulations are shown to be a powerful tool in predicting the response of polymer solar cells. In particular, we show how a drift-diffusion model can capture the transient behaviour of electron, hole and exciton concentrations in heterogeneous devices. Furthermore, computer simulations can reveal interesting new insights into the role of concentration fluxes and internal electric fields. We demonstrate this approach by considering bilayer devices but where the interface is sinusiodal, not planar. To highlight the predictive capabilities of these computer simulations we consider the systematic variation of device morphologies and the effect this has on photovoltaic performance. In this manner, we can correlate the device performance with the device's internal structure and predict how the polymer morphology might be tailored to meet photovoltaic needs.
Introduction
The direct conversion of solar radiation into electrical power is a promising route to addressing both our growing global energy needs and the detrimental long-term effects of CO 2 and other emissions into our atmosphere [1] . Obtaining energy from solar power, however, is still more expensive than from fossil fuels or nuclear power, partly because the costs associated with pollution and waste are not factored into their prices [2] . Therefore, it is necessary to reduce the cost of solar energy. Solar cells based on inorganic semiconductors, whilst being highly efficient, are too expensive to make them commercially viable [1] . This has led to organic solar cells (and, in particular, polymer solar cells) being explored as possible alternatives. Polymers are attractive materials because of the ease of fabricating low-cost large-area devices at relatively low processing temperatures [1, 3] . In other words, while polymer devices might never compete with inorganic devices in terms of efficiency, they can be produced relatively inexpensively and compete in terms of their 'cost per watt'. Furthermore, plastic devices are lightweight and can be made mechanically flexible, paving the way for new applications such as photovoltaic fabric. In order to improve the efficiency of plastic solar cells, key issues regarding the materials science of these devices must be addressed. For example, polymer materials possess high optical band gaps, and harvesting red photons (which make up a large portion of the solar spectrum) with polymer solar cells is inefficient [1, [4] [5] [6] . Furthermore, chargecarrier mobilities are orders-of-magnitude smaller in organic materials than in inorganic semiconductors, a factor that also limits the efficiency of polymer solar cells [1, 6] . However, in this study we are concerned with the effects of morphology, or the device's internal structure, on the photovoltaic properties of polymer solar cells. Typically, when light is absorbed in inorganic devices, free electrons and holes are immediately produced and can move independently within the semiconductor device [7, 8] . This is not the case in polymer solar cells, however, where the absorption of light results in the formation of excitons (mobile electron-hole pairs bound together by coulombic attraction) [4] . These excitons must be dissociated (electrons and holes must be separated) at the internal interface between an electron accepting and an electron donating material [9, 10] . Therefore, the location of these internal interfaces (and, hence, the internal morphology of the device) plays a crucial role in the device's performance.
The photovoltaic mechanism in polymer solar cells is illustrated in figure 1 . Typically, polymer solar cells consist of two different materials sandwiched between two electrodes of differing work functions (resulting in an internal electric field). One material (the donor) is hole-transporting and the other (the acceptor) is electron-transporting. When a photon is absorbed by either material an exciton is produced. That is, an electron-hole pair (where the electron and hole are bound together by their electrostatic attraction) is created. These excitons are strongly bound and can only diffuse over short distances (∼10 nm) prior to recombination. If, however, an exciton can diffuse to a donor-acceptor (DA) interface then the local variation in electron affinity and ionization potential can dissociate the bound pair [9, 10] . Once the exciton is dissociated the free charge carriers can be swept by the internal electric field towards the electrodes and, thus, this current can be used in an external circuit. Polymer solar cell performance is highly sensitive to the internal device structure because the exciton dissociation depends so critically on the availability and distribution of the DA interface. Excitons generally diffuse ∼10 nm prior to decay and so ideally no point in the device should be more than 10 nm from a DA interface. Furthermore, polymer materials possess high absorption coefficients and device thicknesses on the order of 100 nm are common. It is these length scales, and the need to ensure continuous pathways from the DA interface to the electrodes for both charge carriers [11, 12] , which make polymer solar cells so sensitive to morphological effects [13] [14] [15] .
Computer simulations are a powerful tool for exploring the device physics, whilst providing key insights into the internal mechanisms, of polymer solar cells [16] . Here we show how a drift-diffusion model of polmer solar cells can allow us to view the local concentrations of electrons, holes and excitons in these devices. Furthermore, we can observe the flux of these concentrations and the internal electric fields. Besides providing us with a unique insight into the performance of these systems, computer simulations could also help predict the optimum conditions for enhancing the device's performance.
The drift-diffusion model is so called as it captures the drift of charge-carrier concentrations in an electric field and diffusion due to gradients in the concentrations [17] . Typically in an inorganic device, the drift-diffusion model evolves through the self-consistent solution of the continuity equations for both electrons and holes and Poison's equation. This model has previously been successfully applied to inorganic semiconductor devices [18] [19] [20] [21] [22] [23] [24] [25] and has, more recently, found application in organic devices. Most of the modelling work on organic devices concern the simulation of organic light emitting diodes (OLEDs) [26] [27] [28] [29] [30] whilst, in contrast, there has been less focus on photovoltaic devices. Gregg and Hanna [31] pedagogically demonstrated the fundamental differences between inorganic and organic devices by altering a standard one-dimensional drift-diffusion model of an inorganic system such that electrons and holes were generated exclusively at the interface. This demonstrated an important mechanism in polymer solar cells of how charge carriers can be extracted entirely due to internal concentration gradients; charge-carriers can diffuse from regions of high concentration at the DA interface to regions of lower concentration at the electrodes. However, this approach did not account for exciton generation, diffusion or dissociation. Barker et al [32] developed a drift-diffusion model for organic devices to capture the one-dimensional device physics of a bilayer system. Good agreement with experimental data was obtained. They simulated the generation of electrons and holes at the interface by considering the fraction of light that was likely to lead to charge separation, but did not consider the concentration of excitons directly. Furthermore, in terms of the charge-carrier continuity equations, the acceptor and donor regions were essentially solved separately. Haerter et al [33] have simulated a onedimensional device, but have allowed the interface to be 'broader' in order to capture the effects of blending. They considered electrons and holes to be produced at interfacial regions and allowed the charge carriers to move throughout the system, taking into consideration the presence of internal interfaces. However, morphological effects were taken into consideration by having a simple unidirectional variation in properties. Recently, Koster et al [34] have developed an equilibrium one-dimensional drift-diffusion model for polymer:fullerene bulk heterojunctions solar cells, where the device is considered to consist of a single semiconductor material and charge generation occurring uniformly through the device. Current-voltage curves were obtained which matched experimental data very well; however, the effects of internal morphology and variations in exciton density were not considered.
In the following section we detail the two-dimensional drift-diffusion model of polymer solar cells which considers the drift and diffusion of electrons, holes and photogenerated excitons in a heterogeneous system of distinct donor and acceptor phases [16] . In section 3 we show how we can systematically vary the internal structure of these devices and relate the internal morphology to device performance. Finally, we summarize our results and draw relevant conclusions.
Methodology
In the current study we employ a drift-diffusion methodology for the simulation of polymer solar cells. It should be noted that we do not limit our investigation to any particular system but choose typical material parameters and capture the general physics of these devices. The drift-diffusion model involves the solution of continuity equations for electron (n) and hole (p) concentrations and (in the present model) exciton (x) concentrations. These are updated along with Poisson's equation for the electrostatic potential (ψ). These four equations can be written as
where equation (1) is Poisson's equation which relates the electrostatic potential to the concentration of charged particles, is the permittivity and q the elementary charge. The second and third equations are the continuity equations for the electron and hole concentrations, respectively, where µ i is the mobility of species i, k β is the Boltzmann constant and T is the temperature. The flux of these charge carriers is dictated by two terms (gradient terms in equations (2) and (3)). The first term involves the gradient of the electrostatic potential and accounts for the drift of charges in the local electric field. The second term involves gradients in the charge-carrier concentrations themselves and accounts for the diffusion of charge carriers from regions of high concentration to regions of low concentration. The charge carriers can be created via the dissociation of excitons and this is described by Onsager's theory for electrolyte dissociation and given by [35] 
where k D (E, a) is the electric-field-dependent rate constant given by Braun [36] and is of the form
where E is the binding energy, minus the difference in electron affinity, K R = q µ / 0 r (where · · · represents spatially averaged values) and
Therefore, we consider the dissociation to depend not only on the local variations in electrostatic potential but also on the gradients in the electron affinity and ionization potentials at DA interfaces [3] . Because of the local disorder in polymeric materials the dissociation rate is integrated over a Gaussian distribution of separation distances, a; F (a) = a 2 e −a 2 /a 2 0 represents this distribution function (a 0 is a characteristic length of 1 nm) and N f = 4/π 1/4 a 3 0 is a normalization factor [35] . The charge-carrier concentrations are reduced in equations (2) and (3) through the recombination term, R(n, p). Free charge carriers recombine with a recombination rate of the Langevin form, R(n, p) = q(µ n + µ p )pn/ . A fraction (commonly taken as 1 4 ) recombines to form singlet excitons and, therefore, this term also appears in equation (4) which describes the continuity equation for excitons [37] . 1 The dissociation term (D(E, x)) also appears in equation (4) as exciton dissociation reduces the concentration of excitons. Equation (4) also includes a term which account for the recombination, or decay, of excitons R(x) = x/τ x , where τ x is the average lifetime of an exciton. The photogeneration of excitons is given by G(r)
is the incident photon flux (an experimentally obtained table of values can be obtained in [38] ), which we take to be uniform across the film (independent of r x ), L y is the location of the top surface and r y the distance through the film thickness. The frequency,
, is assumed to have a Gaussian distribution with an average, m, of 500 nm, a standard deviation, σ , of 75 nm, and a peak value of α 0 = 2 × 10 5 cm −1 . Current transport in organic semiconductors is a hopping process which can be phenomenologically captured with a field-dependent carrier mobility of the Poole-Frenkel form, µ = µ 0 exp(γ √ |E|) [39] .
In the current study we simulate the effects of internal heterogeneity and, therefore, internal interfaces. We adopt the strategy of Ruhstaller et al [29] for simulating the hopping process at internal interfaces. They assume that the hopping rate between two sites differing in energy by E is proportional to exp[
, where E p is the polaron binding energy. We can, therefore, modify the flux between two sites of our discrete model accordingly. The metal-semiconductor interfaces at the electrodes is simulated using the boundary conditions of Scott and Malliaras [40] . The precise form of the current in these Schottky barriers can be found in either Barker et al [32] or Lacic and Inganas [41] .
Since the variables in the above equations are of different orders of magnitude, and can vary considerably throughout the heterogeneous system, we scale the above equations and variables [17] . In our model we describe the local recombination of charge via a Langevin mechanism, but our simulation results show that the electrons and holes are found almost exclusively in the electronand hole-transporting materials, respectively, and therefore charge recombination in these devices is expected to be very small. This is in agreement with the work of Osterbacka et al which shows that charge recombination plays a negligible role in BHSCs. It should also be noted that while from simple spin statistics only method [20] is used to obtain the charge-carrier fluxes. For example, the flux for the electron concentration in the x-direction can be shown (via solution of the ordinary differential equation and subsequent finite difference approximation) to be of the form [20] J n (x) = nµ n ∂ψ ∂x
where B(x) = x/(e x − 1) is the Bernoulli function and ψ i is the electrostatic potential at position i. We can, therefore, write the full discretized equations in the following form:
where n t i,j is the concentration of electrons at discrete position i, j and time t. The mobilities are defined off lattice and µ n i+ , j. These discrete equations can now be solved semi-implicitly. In other words, each of the above equations represents a system of linear equations which can be solved separately. All four equations are solved in turn using the conjugate gradient method at each time step. In this manner, we can capture the transient response of a polymer solar cell when subject to illumination and relate the internal morphology to the device's performance.
Results and discussion
We use the model described in the previous section to capture the photovoltaic behaviour of systems with varying morphology. In particular, we create a bilayer device with a regularly undulated interface. By systematically varying the spacing and magnitude of these undulations we can quantify the effects of increasing interfacial area and the consequences of minimizing the diffusion paths of excitons to the DA interface. We currently take the zero-field mobility of the electrons in the acceptor and donor to be 1 × 10 −8 m 2 V −1 s −1 and 1 × 10 −9 m 2 V −1 s −1 , respectively. Holes generally have a higher mobility than electrons and, therefore, we take the zero-field hole mobility in the acceptor and donor to be 2 × 10 . The polaron binding energy is 0.1 eV, the band offset between donor and acceptor is taken to be 0.7 eV, the exciton binding energy is 0.5 eV and the Schottky barrier height is 0.5 eV. The built-in voltage is assumed to be 0.5 V. The simulations are performed in systems of size 100 × 100, where the grid spacing, x, is 1 nm.
We consider the interface between the donor and acceptor phases to be sinusoidal. That is, the top half of the simulation is hole-transporting and the bottom half of the simulation is electron-transporting, but the interface between them is not planar. We consider the interface to be a periodic sinusoidal structure and investigate the effects of varying the spacing and amplitude of this sinusoidal structure. Before analysing the effects of this systematic variation of the morphology we first turn our attention to the detailed results from a typical system.
The equilibrium electron, hole and exciton concentrations in a system with a domain spacing of 12.5 nm and an amplitude variation of ±20 nm are shown in figure 2 . Figure 2(a) shows the electron concentration. The electron-transporting phase at the lower half of the simulation is highlighted by the regions of high electron concentration. Furthermore, the DA interface (and its sinusoidal form) is clearly evident from the sudden drop in the concentration at the DA interface. The electron density is highest at the DA interface and gradually diminishes towards the cathode at the very bottom of the simulation. The features in the hole concentration contour plot are very similar to those of the electron concentration. The holes are mainly confined to the hole-transporting medium (see figure 2(b) ). Furthermore, the hole concentrations gradually diminish towards the anode at the top of the simulation. The concentrations at the interface are slightly different, however. The system is illuminated from above and, therefore, excitons have a greater chance of being photogenerated at the top of the system than at the bottom. This can be seen in figure 2(c) which shows the exciton concentrations in this system. There are more excitons at the top of the system. Furthermore, the exciton concentrations drop to very low values near the DA interface as exciton dissociation occurs in these regions. Exciton dissociation is, therefore, more likely to occur at interfaces towards the top of the system and this can be seen in figure 2(b) where the holes are created in the top half and drift upwards, leaving relatively low concentrations near the interfacial regions in the bottom half of the system. In contrast, the electrons are produced in similar regions of the DA interface as the holes, but now they appear to diffuse down towards the anode. This has the effect of creating electron concentrations in the acceptor 'prongs' of the morphology which are more uniformly distributed than the hole concentrations in the intertwined donor 'prongs'.
The model progresses through the iterative solution of Poisson's equation as well as the continuity equations. We can, therefore, view the electric field in this system. Figure 3 shows contour plots of the electric field in both the x-and the y-directions. Figure 3(a) shows the electric field in the x-direction, as a direct result of the electron and hole concentrations shown in figure 2 . The electric field in the x-direction exhibits regions of positive and negative values corresponding to the spatial variations in the charge carriers. The electric field in the y-direction (shown in figure 3(b) ), however, is roughly 5 × 10 6 V m −1 throughout the system (an order of magnitude larger than the electric field in the x-direction). This corresponds to the internal voltage difference as a consequence of the difference in work functions (0.5 eV) between the electrodes (100 nm apart). The electron and hole concentrations slightly perturb the electric field, but the internal voltage dominates. In order to gain insights into the operation of this device we plot the flux of electrons, holes and excitons in figure 4 . The concentrations are plotted on the same plot (for clarity) as contours which correspond to the contour plots of the concentrations shown in figure 2 . The flux is displayed as arrows whose size and orientation indicate the magnitude and direction of the flux. Figure 4(a) shows the electron concentration flux which is negligible in the donor material and indicates that the electrons flow towards the cathode in the acceptor material. A similar phenomena is shown in figure 4(b) for the hole concentration flux with the holes moving upwards towards the anode. The flux in exciton concentration, however, is determined entirely by diffusion and as such excitons move from regions of high concentration to regions of low concentration. This gives a complete description of the operation of this device. The excitons are photogenerated, more towards the top of the system, where they then diffuse towards regions of low exciton concentration at the DA interface. The excitons then dissociate (causing the low exciton concentrations) to result in the formation of high electron and hole concentrations at the DA interface. These charge carriers can then drift towards the electrodes in the internal electric field, or diffuse due to concentration gradients, and be used in an external circuit.
As mentioned earlier we consider the effects of systematically changing the morphology in these devices. In particular, we consider systems where the interfacial structure is sinusoidal with a given domain spacing and amplitude. Figure 5 shows the electron, hole and exciton concentrations in a system with a domain spacing of 50 nm and an amplitude variation of ±10 nm. This system is similar to a planar bilayer device, in that the interfacial structure is relatively flat. Again the electron concentrations ( figure 5(a) ) and hole concentrations ( figure 5(b) ) are primarily confined to the acceptor and donor materials, respectively. The DA interface is clearly evident as the region of low exciton concentration in figure 5(c) . It is interesting to note that high electron concentrations in the acceptor and high hole concentrations in the donor both occur in regions where the interface is closest to the upper surface. Interfacial regions closer to the upper surface are capable of dissociating more excitons.
We can now contrast the system shown in figure 5 with a system consisting of a morphology where the domain spacing is considerably smaller and the amplitude of the interfacial variations is larger. Figure 6 shows the electron, hole and exciton concentrations for a system with a domain spacing of 8.3 nm and an amplitude variation of ±40 nm (such that the interface approaches to within 10 nm of both electrodes). In figure 5 (b) it was seen that the hole concentrations were higher in regions where the interface was closest to the top surface. Whilst more excitons are still dissociated at interfaces closer to the top surface in the system shown in figure 6 the interfacial area is now much larger and the interface now covers most of the system (rather than a small band through the centre of the device). Electrons and holes are generated throughout the device and funnelled down the prongs of acceptor and donor materials, respectively, towards the electrodes. Therefore, the hole concentrations are no longer higher in regions where the interface is closer to the top surface but become higher as the holes drift down the prongs of the donor domains. We can now quantify the effects of systematically changing the device morphology by considering the amount of current extracted from these devices. Typically, solar cell devices are characterized by their maximum power output and require the application of an external voltage. Here, however, we consider the current extracted from the devices under normal operational conditions where the electric field is entirely due to the difference in electrode work functions. The current density is plotted in figure 7 as a function of the domain spacing ranging from 8.3 to 50 nm. We also contrast systems where the interfacial structure varied in amplitude from 10 to 40 nm. The lowest current density extracted was 19. the device shown in figure 5 . This is similar to the current density extracted from a planar bilayer device (18.6 A m −2 ). The highest current density extracted was 63.88 A m −2 for the device shown in figure 6 . It can be seen from figure 7 that decreasing the domain spacing and increasing the interfacial region has the effect of increasing the current density extracted from the device. This is primarily due, to the increase in interfacial area and the more efficient dissociation of excitons.
To further emphasize the role played by the DA interface in exciton dissociation and solar cell performance we plot the current density as a function of interfacial length in figure 8 . We systematically vary the interfacial length in our systems and find that the device performance depends critically on the availability of the DA interface. However, whilst increasing the interfacial length increases the device performance, the data do not fall onto a common curve.
In other words, the device performance depends not only on the amount of DA interface present but also on the location and distribution of the DA interface. It should be noted, however, that in all the systems considered here the electrons and holes have direct pathways to the electrodes and morphologies were free of 'bottle-necks' or 'cul-de-sacs'.
Conclusions
Polymer solar cells could play a major role in addressing our future energy needs. In order to elucidate the physics of polymer solar cells and aid experimental studies by predicting optimum processing conditions, we can utilize computer simulations. We show how a driftdiffusion model of heterogeneous solar cells can enable us to systematically vary the device morphology and predict the performance of these devices. Our model enables us to visualize the charge-carrier concentrations and flux, along with the concentration and flux of photogenerated excitons, in these heterogeneous devices. The exciton concentration is observed to decrease at the DA interface as excitons are dissociated and this variation in concentration drives more excitons towards the interface. Upon dissociation of excitons, the free charge carriers both drift because of the internal electric field and diffuse because of concentration gradients, away from the DA interface and towards the electrodes. This current is then accessible to an external circuit.
The need to manipulate device architecture and morphology on the nanoscale is seeing a surge of interest regarding functionalized diblock copolymers, where one block is electrontransporting and the other is hole-transporting [42] [43] [44] [45] . Therefore, future work will concentrate on computationally linking the multiscale physics of chain orientation and diblock copolymer morphology with solar cell performance.
