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De nouveaux axes de recherche en theorie de l'information ont etabli qu'en utilisant 
plusieurs antennes a remission et a la reception (Multiple Input Multiple Output 
MIMO), les performances des systemes de communication, en termes de debit de 
transmission et de probabilite d'erreur, s'ameliorent considerablement. De ce fait, il 
est important d'etablir les limites de performance des canaux a antennes multiples, 
en vue d'asseoir des criteres de conception des codes spatio-temporels. 
Recemment, le potentiel maximal des canaux a antennes multiples, en termes de 
gain de diversite et de gain de multiplexage, a ete determine sous la forme d'un 
compromis fondamental regissant leur disponibilite dans le canal de communica-
tion. Cette caracterisation a ainsi donne lieu a un nouveau critere de conception 
des codes spatio-temporels appele : le compromis diver site-multiplexage. 
Dans la premiere partie de ce travail, on presente d'abord un encodage spatio-
temporel a retroaction non systematique et limitee, en vue d'atteindre ce compro-
mis optimal. Cet encodage est avantageux en raison de la simplicite de sa strategie 
d'adaptation et d'une complexity de decodage reduite. En second lieu, on a foca-
lise sur une caracterisation fondamentale du potentiel des canaux MIMO dans des 
contextes plus realistes. En particulier, on a determine le potentiel de ces canaux 
en termes de gains en diversite et en multiplexage pour des valeurs finies de rapport 
signal a bruit (Signal-to-Noise Ratio : SNR) et dans des conditions plus realistes de 
propagation. Notre but derriere cette caracterisation est la definition d'un nouveau 
critere de comparaison des codes spatio-temporels a des valeurs de SNR determi-
nes. Comme preuve de sa globalite, on a demontre que ce critere coincide avec le 
compromis diversite-multiplexage etabli a haut SNR. 
Dans la deuxieme partie de ce travail, on a etudie la capacite d'un canal discret, 
Vll 
sans memoire a evanouissements de Rayleigh dans un contexte ou la connaissance 
du canal n'est disponible ni a l'emetteur ni au recepteur. On a donne une forme 
analytique compacte de 1'information mutuelle du canal a faible SNR, qui peut 
egalement etre considered comme une borne inferieure sur 1'information mutuelle du 
canal pour des valeurs de SNR pas necessairement faibles. De plus, on a etabli une 
relation fondamentale entre la distribution optimale de la signalisation a 1'entree 
du canal et la valeur du SNR, de laquelle une expression exacte de la capacite est 
deduite. 
Vlll 
A B S T R A C T 
New researches in information theory have established that by using multiple an-
tennas at the transmitter and at the receiver (Multiple Input Multiple Output : 
MIMO), the performances of communication systems, in terms of error probability 
and transmission rate, improve considerably. Therefore, it is important to establish 
the performance limits of multielement antenna channels, in order to derive design 
criteria of space-time codes. 
Recently, the maximum potential of multielement antenna channels, in terms of 
the diversity gain and the multiplexing gain, has been given in the form of a fun-
damental tradeoff governing their availability in the channel. This characteriza-
tion has thus established a new space-time code design criterion : The Diversity-
Multiplexing Tradeoff. 
In the first part of this work, we initially present a non-systematic limited feed-
back space-time code, in order to achieve this optimal tradeoff. This scheme is 
advantageous because of its simple adaptation strategy and its reduced decoding 
complexity. Then, we focus on a fundamental characterization of multielement an-
tenna channels in more realistic contexts. In particular, we determine the potential 
of these channels in terms of the diversity gain and the multiplexing gain at finite 
Signal-to-Noise Ratio (SNR) values and under more realistic propagation condi-
tions. The goal behind this characterization is to define a new comparison criterion 
of space-time codes at practical SNR values. Through asymptotic analysis, we show 
that our framework encompasses many recently established results. 
In the second part of this work, we analyze the capacity of a discrete-time, me-
moryless Rayleigh fading channel, where the channel state information is neither 
available at the transmitter nor at the receiver. We give an analytical compact form 
IX 
of the channel mutual information at low SNR, which can also be seen as a lower 
bound on the channel mutual information at not necessarily low SNR values. Mo-
reover, we establish a fundamental relation between the optimal input distribution 
and the SNR value, from which an exact expression of the capacity is deduced. 
X 
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1.1 Systemes de communication a plusieurs antennes 
Une des tendances les plus importantes dans les systemes de communication sans 
fil est l'utilisation des systemes a plusieurs antennes a remission et a plusieurs 
antennes a la reception, connus sous le nom de systemes MIMO (Multiple Input 
Multiple Output). L'avantage d'utiliser de tels systemes n'est plus a demontrer. 
Que ce soit en termes d'augmentation de la capacite du lien de communication 
ou d'amelioration de la pertinence de ce lien, les systemes MIMO offrent un po-
tentiel important qui les placent comme candidats par excellence pour offrir des 
communications fiables et a tres haut debit de future generation. Bien que des 
considerations pratiques, telles l'integration des antennes et les techniques de trai-
tement numerique du signal, constituent un vrai defi pour ces systemes, ils sont 
consideres comme l'avenir des communications sans fil dans les canaux a bande 
passante limitee. 
1.2 Considerations conceptuelles : Gain de diversity / gain de multi-
plexage 
Les systemes MIMO constituent un changement important quant a la conception 
des systemes de communication. Ce changement est lie a la maniere dont on consi-
dere les multi-trajets dans les systemes de communication sans fil: l'ancienne vision 
considere que l'objectif des systemes de communication sans fil est de combattre 
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les distorsions causees par les multi-trajets afin d'approcher la limite theorique de 
la capacite pour une largeur de bande determinee. La nouvelle vision avarice que 
puisque les multi-trajets representent plusieurs canaux entre l'emetteur et le recep-
teur, l'objectif des communications sans fil est alors de profiter des multi-trajets 
pour augmenter la capacite pour une largeur de bande limitee. Cette interpretation 
des multi-trajets dans les canaux de communication sans fil a genere deux criteres 
de conceptions des systemes de communication MIMO : Conception basee sur la 
maximisation de la fiabilite du lien de communication et conception basee sur la 
maximisation des degres de liberte de ce lien. 
1.2.1 Conception basee sur la maximisation de la diversite 
L'emission de la meme information a travers plusieurs antennes permet de vehiculer 
cette information sur differents trajets dont les evanouissements sont independants. 
Conceptuellement, le nombre de trajets independants represente la diversite maxi-
male du canal MIMO. A la reception, une erreur se produirait si tous ces trajets 
etaient evanouis simultanement. De ce fait, en combinant ces repliques indepen-
dantes de l'information au niveau du recepteur, une amelioration de la fiabilite du 
lien est obtenue. Par exemple, la communication entre Nt antennes emettrices et 
Nr antennes receptrices, a travers un canal a evanouissements lents de Rayleigh, 
permett un gain maximal en diversite de NtNr. Ce gain peut etre obtenu indepen-
damment de la connaissance ou non de l'etat du canal (Channel State Information : 
CSI) au recepteur. Ceci a donne naissance au concept de codage spatio-temporel 
avec ses differentes variantes (codage en bloc, codage en treillis...) et a conduit a, 
formaliser des criteres de conception pour parvenir a cet objectif : Critere de rang, 
critere de determinant [Tarokh et al., 1999, Alamouti, 1998]. 
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1.2.2 Conception basee sur la maximisation du gain de multiplexage 
Une autre interpretation du canal MIMO consiste a considerer l'evanouissement 
comme un moyen d'augmenter les degres de liberte du lien de communication. Au-
trement dit, si les trajets entre chaque paire d'antenne emettrice-receptrice s'eva-
nouissaient independamment, alors la probability que le canal soit en 'bonne condi-
tion' (well-conditioned channel) serait grande. De maniere plus formelle, le canal 
MIMO peut etre subdivise en canaux paralleles independants. La transmission de 
differentes informations en parallele sur ces canaux permet d'augmenter le taux de 
transmission (en termes de nombre de symboles d'information independants emis 
par slot temporel). Ce schema d'emission s'appelle le multiplexage spatial. De ce 
fait, le multiplexage spatial permet un gain en termes de degres de liberte qui sont 
cruciaux a hauts rapports signal sur bruit (Signal-to-Noise Ratio : SNR), oil les sys-
temes sont limites en bande-passante. Par ailleurs, les systemes MIMO induisent 
aussi un gain en puissance, lequel est important a faible SNR, ou les systemes sont 
limites en puissance. Par exemple, il a ete demontre qu'a haut SNR, dans un sce-
nario coherent, i.e., un scenario ou CSI est disponible au recepteur, la capacite1 
du canal MIMO avec Nt antennes emettrices et A',, antennes receptrices, dont les 
gains complexes entre antennes sont independants, identiquement distribues (i.i.d.) 
suivant une loi Normale, est donnee par [Foschini, 1996] : 
C{SNR) = min (Nt, Nr) log (SNR) + 0(1) bps/Hz, (1.1) 
ou la variable SNR designe le rapport signal sur bruit par antenne receptrice et ou 
0(1) designe une constante independante du SNR. Le gain de multiplexage carac-
terise comment varie la capacite en fonction de log (SNR) a haut SNR. L'equation 
(1.1) stipule que dans un scenario coherent, l'augmentation de la capacite en fonc-
1Nous confondons ici, par abus de langage, capacite et efficacite spectrale. 
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tion de log (SNR) est lineaire et que le gain de multiplexage maximal est egal a 
min (Nt, Nr). Dans un scenario non-coherent, le gain de multiplexage maximal de-
pend aussi du temps de coherence du canal. Nous verrons ceci plus en detail dans 
le chapitre 5. 
En resume, les systemes MIMO permettent d'obtenir deux types de gains a haut 
SNR : le gain de diversite et le gain de multiplexage. Jusqu'a present, les travaux 
de recherche et les techniques de conception focalisaient sur la maximisation de 
Tun de ces parametres en sacrifiant l'autre. Par exemple, tous les codes issus de la 
conception orthogonale (Orthogonal Design) [Alamouti, 1998,Tarokh et al., 1999] 
obtiennent une diversite maximale du canal en sacrifiant le gain de multiplexage 
maximal, alors que les techniques d'emission de type BLAST [Foschini, 1996] ob-
tiennent un gain de multiplexage maximal en sacrifiant le gain de diversite maximal. 
Par consequent, la comparaison des performances de codes spatio-temporels issus 
de ces deux criteres de conception n'est pas une tache facile et il y a lieu de pen-
ser a uniformiser ces deux criteres en un seul critere plus global qui permet de 
comparer les techniques de codage pour un canal MIMO donne. En effet, dernie-
rement, Zheng et Tse ont pu repondre a cette question en proposant un nouveau 
critere, qui permet de comparer les techniques de codage spatio-temporel via une 
caracterisation optimale asymptotique (a haut SNR) des gains de diversite et de 
multiplexage [Zheng and Tse, 2003] : il s'agit du compromis diversite-multiplexage 
(Diversity-Multiplexing Tradeoff). 
1.2.3 Le compromis diversite-multiplexage 
Pour etablir ce compromis, Zheng et Tse ont considere un regime a haut SNR, et ont 
modelise un schema d'emission comme une famine de codes, chacun indexe par un 
SNR, notee {C(SNR)}. lis ont par la suite formalise les definitions de la diversite 
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et du multiplexage. Ainsi, un schema d'emission a un gain de diversite d si sa 
probability d'erreur decroit suivant l/SNRd. D'un autre cote, un schema d'emission 
a un gain de multiplexage r si son taux de transmission (en bps/Hz)2 varie suivant 
r log (SNR). De ce fait, le gain de multiplexage spatial peut etre interprets comme 
la fraction des degres de liberte disponibles dans le canal MIMO, tandis que le gain 
de diversite peut etre interprete comme une mesure de la pertinence qu'un systeme 
peut atteindre a haut SNR. Le compromis optimal diversite-multiplexage definit 
le gain de diversite maximal possible pour un multiplexage donne pour n'importe 
quel schema d'emission. En particulier, les codes congus selon ces deux criteres 
precites correspondent a deux points extremes de la courbe optimale : le point 
correspondant a la diversite maximale et un gain de multiplexage nul, et le point 
correspondant a un multiplexage spatial maximal et a un gain de diversite nul. 
En somme, ce compromis non seulement englobe ces deux criteres, mais permet 
aussi de mieux comprendre le potentiel des canaux MIMO en termes de capacite 
et de performance d'erreur a haut SNR. Dans le chapitre suivant, on donnera une 
caracterisation plus formelle du compromis diversite-multiplexage. 
1.3 Problemat ique et mot ivat ion 
Le travail de Zheng et Tse a genere un nouveau critere plus global grace auquel on 
peut mieux comparer les codes spatio-temporels. C'est en quelque sorte une limite 
de performance a haut SNR. Pour atteindre cette limite, des codes suffisamment 
longs sont requis. Toutefois, des codes aleatoires moins longs peuvent seulement 
atteindre une partie de cette limite. Ainsi, le compromis multiplexage-diversite de 
plusieurs strategies d'emission a ete evalue en [Zheng and Tse, 2003] : le codage 
2Dans tout le texte, nous considerons des taux de transmissions normalises par rapport a 
la largeur de bande disponible. De ce fait, nous confondons souvent le taux de transmission et 
l'efncacite spectrale sans perte de rigueur. 
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d'Alamouti [Alamouti, 1998], V-Blast [Wolniansky et al., 1998] et D-Blast [Foschini, 
1996]. II n'en demeure pas moms que le papier [Zheng and Tse, 2003] ne montre 
pas comment on peut concevoir des codes qui permettent d'atteindre cette limite. 
Cette question est restee un probleme ouvert sur lequel beaucoup d'auteurs se sont 
penches. Nous presentons un etat de l'art concernant la construction des codes 
spatio-temporels optimaux dans le sens du compromis diversite-multiplexage dans 
le chapitre 2. 
Cependant, bien que le compromis diversite-multiplexage represente un grand pas 
en avant vers la caracterisation des limites de performance des canaux a antennes 
multiples, il s'en degage certaines interrogations qui constituent les principales 
motivations de ce travail : 
1. La complexity de l'encodage et du decodage depend entre autres de la lon-
gueur du code. Pour les constructions optimales presentees jusque la, le 
meilleur des codes en termes de longueur de bloc a une longueur T egale 
au nombre d'antennes a remission T = Nt. II est clair que pour des configu-
rations ou A^ est grand, adopter un decodage a maximum de vraisemblance 
(Maximum Likelihood Decoding : MLD) vectoriel au recepteur est prohibitif 
en termes de complexite, de l'ordre de 0(MTNt), ou M est le nombre de 
points de la constellation utilisee. La substitution du MLD par un decodage 
spherique [Zhao and Giannakis, 2005] permet une reduction de la complexite 
au prix d'une legere degradation des performances. 
2. Certes le compromis multiplexage-diversite permet d'etablir les limites de 
performance des systemes MIMO, mais ces limites sont tres optimistes et 
quelque peu non realistes dans la mesure ou elles sont etablies a haut SNR. 
Par ailleurs, dans des scenarios de communication pratiques, la plage de SNR 
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est plutot limitee. Or, un code dont les performances sont mediocres a haut 
SNR peut etre tres concurrentiel a faible ou moyen SNR. De ce fait, il y a 
lieu d'adopter un critere plus realiste qui s'etend a des valeurs de SNR plus 
pratiques, pour comparer les codes spatio-temporels. 
3. Le compromis diversite-multiplexage a ete etabli sous l'hypothese d'un canal 
a evanouissements de Rayleigh ou les elements du canal sont independants 
et identiquement distribues (i.i.d.). Quel serait ce compromis pour des eva-
nouissements plus generaux ? En particulier, quel serait l'impact de la corre-
lation spatiale a remission ou a la reception, par exemple, sur le compromis 
multiplexage-diversite ? Ceci conduirait a caracteriser les limites de perfor-
mance des canaux a antennes multiples dans des scenarios de communication 
plus realistes. 
Par ailleurs, en voulant relever le defi d'etablir les limites de performance des canaux 
a antennes multiples dans des scenarios de communication plus realistes, il est 
necessaire de ne plus se restreindre au cas de transmission coherente ou "CSI" est 
disponible au recepteur; pour la simple raison que ceci n'est pas toujours possible. 
En effet, dans une communication sans fil a tres haute mobilite par exemple, il n'est 
pas raisonnable de supposer que le CSI est disponible au recepteur. Clairement, si 
les limites de performance des canaux MIMO sont relativement demystifiees dans 
un scenario coherent, ils le sont beaucoup moins dans son vis-a-vis non-coherent. 
Telle est une autre motivation de cette these. 
1.4 Contributions 
Les principales contributions presentees dans ce travail sont : 
1. La conception d'un encodage adaptatif a retroaction non systematique et li-
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mitee (quelque bits) en vue d'atteindre le compromis diversite-multiplexage. 
L'utilite d'une telle conception est la minimisation du delai et de la com-
plexity du decodage tout en minimisant la longueur de bloc T. A cet effet, 
un encodage optimal dans le sens du compromis diversite-multiplexage, pour 
un systeme de communication ayant Nt = Nr = 2, a ete propose. II est le 
resultat de la commutation entre deux encodages ayant respectivement une 
longueur de bloc T = 1 et T = 2. [Rezki et al., 2005a, Rezki et al., 2005b] 
2. La caracterisation du potentiel des canaux MIMO dans un environnement 
plus realiste par l'etude du compromis diversite-multiplexage a SNR fini dans 
des canaux a evanouissements de Rayleigh correles et non-correles. Plus par-
ticulierement, la determination d'une estimation du gain de diversite pour 
un SNR, un gain de multiplexage et un coefficient de correlation donnes. 
En outre, quand des regimes asymptotiques a haut SNR ou a faible gain de 
multiplexage sont consideres, nous avons montre que notre demarche englobe 
des resultats connus dans la litterature concernant le compromis diversite-
multiplexage asymptotique et par consequent elle peut etre consideree comme 
une generalisation de ceux-ci. [Rezki et al., 2006a,Rezki et al., 2008c,Rezki 
et al., 2006b,Rezki et al., 2007b] 
3. L'analyse de la capacite des canaux de faible SNR, non-coherents, discrets, 
sans memoire et a evanouissements de Rayleigh. Nous avons calcule explicite-
ment l'information mutuelle du canal a bas SNR qui est egalement une borne 
inferieure sur Finformation mutuelle du canal a des valeurs de SNR pas ne-
cessairement basses. Utilisant l'expression etablie de l'information mutuelle 
du canal, et sachant qu'a faible SNR l'entree optimale est discrete dont la 
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fonction de masse est donnee par : 
fx{t)=PoS(t) + (l-Po)6(t-x1), 
ou po est la probability que l'entree soit nulle et ou X\ est la localisation du 
point de masse non nulle; nous avons pu fournir une relation fondamentale 
entre la localisation du point de masse non nulle %\ de la distribution opti-
male a l'entree du canal et le SNR. Ensuite, une expression de la capacite 
non-coherente exacte a ete determines. Notre analyse a ete aussi etendue a 
un canal MIMO, pour lequel nous avons etabli des bornes sur la capacite 
pour une transmission non-coherente. A bas SNR, nous avons demontre que 
ces bornes coincident et de ce fait la capacite du canal MIMO est comple-
tement caracterisee. Ceci constitue en soit, une autre fagon de prouver que 
la signalisation marche-arret (ON-OFF) est optimale a faible SNR. [Rezki 
et al., 2007a] 
1.5 Organisation de la these 
Cette these est composee principalement de deux parties. La premiere partie lo-
calise sur les communications coherentes ou le CSI est completement disponible 
au recepteur. La deuxieme partie concerne les communications non-coherentes ou 
aucune connaissance du canal au recepteur n'est supposee. 
L'organisation de la premiere partie est comme suit : Dans le chapitre 2, nous com-
mengons par decrire le modele de communication adopte. Nous definissons ensuite, 
de maniere formelle, les notions de diversite et de multiplexage et nous enoncons 
le resultat etabli par Zheng et Tse relatif au compromis diversite-multiplexage a 
haut SNR. Nous expliquons aussi queries sont les demarches qu'ils ont entreprises 
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pour etablir ce compromis. Par la suite, une revue de litterature est presentee et 
quelques constructions de codes sont discutees. Dans le chapitre 3, nous presentons 
notre nouveau schema d'encodage adaptatif. Nous analysons dans le chapitre 4 le 
potentiel des systemes de communication a antennes multiples, en termes de gain 
de diversite, de pouvoir d'adaptation de grands taux de transmission (gain de mul-
tiplexage) et de gain de codage et/ou de gain d'antennes (Array Gain), dans des 
conditions plus realistes de SNR et d'evanouissements. 
Dans la deuxieme partie, nous presentons un etat de l'art des resultats obtenus re-
cemment concernant le calcul de la capacite et le compromis diversite-multiplexage 
pour une transmission non-coherente dans le chapitre 5. La capacite d'un canal 
SISO, discret, sans memoire et a evanouissements de Rayleigh est analysee. Nous 
etendons cette analyse a un canal MIMO de meme type dans le chapitre 6. 
Enfin, une conclusion synthetise ce travail et propose des travaux futurs. 
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CHAPITRE 2 
SYSTEMES A ANTENNES MULTIPLES, DEFINITIONS ET 
REVUE DE LITTERATURE 
2.1 Introduction 
Ce chapitre porte sur la definition exacte de la problematique consideree, nous 
etablissons aussi la notation utilisee et nous presentons les principaux resultats 
anterieurs. 
La presentation de ce chapitre est comme suit : le modele du systeme adopte sera 
donne dans la section 2.2. Dans la section 2.3, on explique conceptuellement la 
diversite et son impact quant a la pertinence du lien de communication dans les 
canaux a evanouissements. Par la suite, une relation entre la diversite maximale 
et le critere du rang des codes spatio-temporels sera elucidee [Tarokh et al., 1998]. 
La section 2.4, definit le multiplexage spatial en le rattachant avec les degres de 
liberte disponibles dans les canaux MIMO. Dans la section 2.5, on definit le com-
promis diversite-multiplexage etabli par Zheng et Tse [Zheng and Tse, 2003]. Une 
breve explication de la technique utilisee par ces auteurs pour etablir ce compromis 
sera donnee. Les principales techniques de construction de codes spatio-temporels, 
optimaux dans le sens du compromis diversite-multiplexage seront discutees dans 
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FIGURE 2.1 Modele du canal MIMO 
2.2 Mode le du canal M I M O 
On considere un systeme de communication avec Nt antennes a remission et Nr 
antennes a la reception illustre a la figure 2.1. Ce modele est regi par Fequation : 
Y = HWX + W, [2.\\ 
ou le canal est represente par la variable Hw, une matrice complexe de dimension 
Nr x Nt. Chaque element (Hw)kj (k = 1,..., Nr, I = 1,..., Nt) de Hw correspond 
au gain entre une antenne receptrice k et une antenne emettrice /. Sauf indication 
contraire, ces elements sont des variables aleatoires i.i.d., complexes et Gaussiens de 
moyenne nulle et de variance unitaire. Le modele (2.1) suppose implicitement que 
la largeur de bande du signal d'entree est tres inferieure a la bande de coherence 
du canal (Flat Fading Channel). On suppose un scenario de communication quasi-
statique, ou Hw reste constante pendant la duree d'un bloc de longueur T symboles, 
mais peut varier d'un bloc a Fautre. Ceci peut etre justifie si la longueur de bloc T 
est inferieure au temps de coherence du canal (Slow Fading Channel). La variable 
X , de dimension Nt x T, represente le bloc de symboles a emettre. La variable Y, 
de dimension iVr x T, represente la collecte d'observations regues durant T durees de 
symboles. La variable W , de dimension Nr x T, designe un bruit additif complexe 
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blanc et Gaussien (Additif White Gaussian Noise : AWGN), de moyenne nulle et 
de variance o\. On designe par P la puissance disponible par duree de symbole 
a remission. Dans tout ce qui suit, la variable SNR designe le rapport entre la 
puissance du signal et la puissance du bruit par antenne receptrice et s'exprime 
par : 
SNR = ^-. (2.2) 
al 
Cette normalisation garantit que le SNR est independant du nombre d'antennes a 
remission et a la reception. 
2.3 La diversite 
Dans le cas d'un canal a evanouissement, la probabilite d'erreur de decodage est 
toujours superieure a celle d'un canal Gaussien pour le meme SNR. Ceci est du 
principalement a l'effet des evanouissements dans le canal [Proakis, 2001]. De ce 
fait, une solution envisageable pour pallier aux degradations causees par les eva-
nouissements est de creer une sorte de redondance de l'information a emettre. Ainsi 
la probabilite que toutes ces repetitions s'evanouissent en meme temps dans un ca-
nal a evanouissements lents decroit exponentiellement avec le nombre de repetitions 
emises. La redondance peut prendre plusieurs formes : codage a repetition (diver-
site temporelle), utilisation de plusieurs antennes a remission ou a la reception 
(diversite spatiale)...etc. Par exemple, si un signal non code module en BPSK (Bi-
nary Phase-Shift Keying) est envoye vers un recepteur equipe d'une seule antenne 
(Nt = 1, Nr = 1, T = 1) a, travers un canal a evanouissements de Rayleigh, alors 
la probabilite d'erreur moyenne a haut SNR est donnee par [Proakis, 2001] : 
Pe(SNR) « ^SNR'1. (2.3) 
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Par contre si le meme signal est envoye vers un recepteur equipe de deux antennes 
{Nt = 1, Nr = 2, T = 1), la probability d'erreur devient [Proakis, 2001] : 
Pe(SNR) « ^-SNR~2. (2.4) 
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Ainsi, la decroissance de la probability d'erreur dans le deuxieme cas est plus rapide 
que dans le premier, et une antenne supplemental au niveau du recepteur permet 
d'obtenir une diversite de 2 contrairement a un systeme dote d'une seule antenne 
de part et d'autre, generant une diversite de 1 seulement. Une interpretation geo-
metrique de la diversite consiste a considerer la pente de la courbe correspondant 
au trace de log Pe en fonction de log SNR a haut SNR. De maniere generale, pour 
un systeme MIMO muni de Nt antennes emettrices et Nr antennes receptrices, 
et si le modele de propagation adopte est a evanouissements lents, la diversite 
maximale disponible est Nt x Nr. Pour obtenir cette diversite maximale, le code 
spatio-temporel C doit satisfaire le critere de rang [Tarokh et al., 1998] : 
rank(X - X') = Nt V(X,X') G C
2, X ± X', (2.5) 
ou X et X' sont deux mots de code spatio-temporels distincts et ou C designe 
1'ensemble des codes spatio-temporels. Le critere de rang stipule que pour atteindre 
une diversite maximale Nt x Nr, il faut que la difference entre deux mots de codes 
distincts quelconques soit une matrice de 'rang plein' (Full Rank). 
Par ailleurs, satisfaire le critere de rang nous assure une diversite maximale, sans 
pour autant garantir une bonne performance d'erreur du code spatio-temporel. 
Pour ameliorer cette performance, il est necessaire de veiller en plus a decaler 
la courbe Pe(SNR) vers la gauche le plus possible en vue d'augmenter le gain de 
codage. Ce critere est appele critere de determinant et s'enonce comme suit [Tarokh 
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et al., 1998] : 
max mini det(X - X') I (2.6) 
x,x'ec 
Le critere de determinant stipule que pour maximiser le gain de codage, il est 
necessaire de maximiser le minimum des determinants entre deux mots de codes 
distincts quelconques. 
2.4 Le multiplexage spatial 
Dans le section 1.2.2, nous avons montre comment les systemes MIMO peuvent 
supporter de plus grands taux de transmission comparativement aux systemes 
ayant une antenne a remission et une antenne a la reception, communement appeles 
SISO (Single Input Single Output). Nous donnons dans cette section une approche 
de la demonstration qui permet d'etablir ceci. 
Si on considere le modele de canal quasi-statique decrit par l'equation (2.1), la 
capacite ergodique du canal a ete calculee par Telatar [Telatar, 1999, Foschini, 
1996]. Elle s'exprime par : 
C(SNR) = EH% 
ou Efjw [•] designe l'esperance mathematique sur toutes les realisations du canal, 
Jjvr est la matrice identite de dimension Nr et H^ est la transposee conjuguee 
de H. A haut SNR, la capacite est donnee par la relation (1.1). Toutefois, pour 
communiquer de maniere efficace (i.e. avec une probabilite d'erreur aussi petite 
qu'il est desire), a des taux de transmission arbitrairement proches de la capacite 
ergodique, il est necessaire de considerer une moyenne sur plusieurs realisations du 
canal. Puisque notre modele considere un encodage sur un bloc de duree T, il est 
log det INr + 
SNR 
~NT 
H H 1 (2.7) 
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important d'adapter le taux de transmission en vue de compenser les variations 
du canal. Comme la capacite ergodique augmente lineairement avec le SNR, alors, 
pour communiquer a un taux de transmission egal a une fraction substantielle de la 
capacite, il est important de considerer des scenarios de communication ou le taux 
de transmission varie aussi avec le SNR. On dit alors que ce schema a un gain en 
multiplexage spatial r, si le taux de transmission qu'il supporte est donne par [Tse 
and Viswanath, 2005] : 
R{SNR)^rlog(SNR) (bps/Hz). (2.8) 
Le multiplexage spatial peut etre interprets comme une realisation d'une fraction 
des degres de liberte du canal. Cette fraction reste constante meme si le SNR 
augmente arbitrairement. A noter que si une telle definition est consideree, alors 
tout schema de communication avec un taux de transmission constant, ne realisera 
qu'une fraction negligeable de la capacite a haut SNR, et de ce fait, son gain de 
multiplexage spatial est nul. 
Une autre interpretation du gain en multiplexage spatial consiste a considerer la 
decomposition de la matrice Hw en valeurs singulieres (Singular Value Decompo-
sition : SVD). Cette decomposition permet de subdiviser le canal MIMO en un 
nombre min(iVf, Nr) de canaux SISO. Les degres de liberte disponibles dans un 
canal MIMO definissent ce qu'on appelle les modes propres (Eigenmodes). Dans le 
cas d'une connaissance parfaite du canal a remission par exemple, la decomposi-
tion SVD peut etre exploitee pour generer une allocation optimale de la puissance 
visant a maximiser la capacite. Cette allocation depend en fait du regime du SNR. 
A SNR eleve, il est optimal d'allouer a chaque mode une puissance egale. Par contre 
a SNR faible, il est optimal de puiser la puissance disponible de fagon successive 
en commengant d'abord par le mode le plus fort (ayant la valeur propre la plus 
elevee) (Waterfilling) [Paulraj et al., 2003]. 
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2.5 Le compromis diversite-mult iplexage 
Pour un code spatio-temporel indexe par le SNR {C(SNR)}, ayant un taux de 




ou Pe(SNR) est la probability d'erreur a un SNR donne et ou log(-) designe la fonc-
tion Logarithme a base 2. II a ete demontre dans [Zheng and Tse, 2003] que pour 
des codes de longueur T, le gain de diversite et le gain de multiplexage peuvent 
conjointement etre obtenus moyennant un compromis optimal completement ca-
racterise lorsque la longueur du code est suffisamment grande T > (Nt + Nr — 1). 
Cette courbe optimale est Fensemble des segments joignant les points (k,d*(k)), 
k = 0,..., min(7Vt, A r̂) tels que : 
d*(k) = (Nt - k)(Nr - k). (2.11) 
La courbe optimale diversite-multiplexage est illustree a la figure 2.2. Quand la 
longueur du code n'est pas assez grande, la courbe definie par Fequation (2.11) 
est une borne superieure sur le gain maximum de diversite et de multiplexage. 
En particulier, la diversite maximale prevue par ce concept est egale a NtNr et 
correspond au point de la courbe ou le multiplexage est nul : dmax = rf*(0) = 
NtNr. De maniere reciproque, le multiplexage maximal obtenu par un code ne 
peut depasser la valeur xnm(Nt, Nr) correspondant au nombre maximal de degres 
de liberte offert par le canal MIMO. II s'agit du point de diversite nulle sur la courbe 
log PJ SNR) , s 
— — lim —^—— 2 9) 
5^™oo log{SNR) [ } 
R(SNR) . ^ 
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Gain de multiplexage : r=R/logSNR 
FIGURE 2.2 Compromis optimal entre la diversite et le multiplexage 
optimale. Avant l'etablissement du compromis diversite-multiplexage, la recherche 
en matiere de codage spatio-temporel etait focalisee sur la diversite pour un taux de 
transmission fixe; pour evaluer cette diversite, on considere la probabilite d'erreur 
par paire. Ceci correspond en fait a la diversite maximale au point (r = 0, d(0)). 
Pour atteindre ce point, il suffit que la difference entre deux mots de codes distincts 
soient de rang total (critere de rang) [Tarokh et al., 1998]. Le probleme qui se pose 
est comment distinguer entre deux codes qui atteignent tous les deux la diversite 
maximale. En definissant le gain de multiplexage comme le rapport entre le taux 
de transmission et la capacite ergodique, revaluation de la diversite en fonction du 
gain de multiplexage spatial est un critere de comparaison plus global des codes 
spatio-temporels. De ce fait, le compromis diversite-multiplexage definit un nouveau 
critere pour la conception des codes spatio-temporels ou il est possible de maximiser 
de maniere universelle le multiplexage et, la diversite pour des taux de transmission 
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indexes par le SNR. 
Pour etablir le compromis diversite-multiplexage, Zheng et Tse ont distingue deux 
cas : le premier considere des codes de longueur suffisamment grande T > Nt + 
Nr — 1; le deuxieme considere des codes de longueur T < Nt + Nr — 1 [Zheng and 
Tse, 2003]. 
Dans le cas ou T > Nt + Nr — 1, ils ont prouve que les erreurs de detection, a 
haut SNR, sont principalement dues aux evenements de pannes. La panne ou la 
non disponibilite du canal est souvent consideree quand le canal a evanouissements 
n'est pas ergodique ou quand le canal est ergodique, mais varie lentement. C'est a 
dire que le canal Hw est choisi arbitrairement selon un evanouissement determine, 
puis maintenu fixe pendant longtemps. On peut alors ecrire : 
yt = Hwxi + wi, / = l , . . . , oo (2.12) 
ou X[ € CNtXl, yt G C
NrXl sont, respectivement, l'entree et la sortie du canal a 
Finstant I et ou wi e CNrXl est un bruit additif Gaussien . Les evenements de non 
disponibilite du canal sont dermis comme l'ensemble des realisations du canal pour 
lesquelles l'information mutuelle / (bps/Hz), definie par : 
/ C AT f> \ 
I(Xl;yi | Hw) = logdet (lNr + —HwQHl) , (2.13) 
est inferieure au taux de transmission : {Hw : / < R}, ou Q est la matrice des 
covariances normalisees de l'entree X[. De ce fait, la probabilite de non disponibilite 
Pout peut etre definie par : 
Pout = inf Prob (logdet (lNr + ^HwQHl) < R) . (2.14) 
Elle represente la borne inferieure sur toutes les valeurs de probabilite que la canal 
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soit non disponible; et ce tenant compte de la contrainte de trace de l'entree : 
trace(Q) < Nt. Intuitivement, connaissant parfaitement le canal, un recepteur 
optimal peut commettre une erreur de decodage principalement en raison des faits 
suivants : 
1. Un bruit additif atypiquement fort. 
2. Certains mots de codes sont atypiquement trop rapproches. 
3. Un canal atypiquement singulier ('mauvais canal'). 
A haut SNR, les deux premieres causes sont ecartees. II n'est done pas etonnant 
que la probabilite d'erreur soit dominee par la probabilite de panne. 
Pe(SNR) = PouU (2.15) 
ou la notation f = g signifie que ^ ^ = Jirn^^^. Clairement, 
(2.15) est valable quand on dispose d'un code de longueur infinie, T — oo. Quand 
T est fini, Pout est une borne inferieure sur la probabilite d'erreur. A mesure que 
T augmente, on devrait s'attendre a une amelioration des performances en termes 
de probabilite d'erreur. Toutefois, pour des valeurs de T > Nt + Nr — 1, le gain 
de diversite stagne et il n'est plus utile d'augmenter T davantage. Par consequent, 
la caracterisation du compromis diversite-multiplexage consiste a etablir comment 
varie Pout en fonction du SNR. 
Dans le cas ou T < Nt + Nr — 1, les evenements de non disponibilite du canal 
ne sont plus predominants et comme la longueur du code n'est pas assez grande, 
il est fort probable que des codes aleatoires issus d'un ensemble Gaussien i.i.d.. 
soient tres rapproches et generent ainsi des erreurs. Dans ce cas, la probabilite de 
non disponibilite Pout n'est qu'une borne inferieure sur la probabilite d'erreur. Pour 
etablir une borne superieure sur Pe(SNR), une borne de l'union sur la probabilite 
d'erreur par paire quand le canal n'est pas indisponible, a ete utilisee [Zheng and 
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Tse, 2003]. II s'avere que cette borne superieure ne coincide avec Pout(SNR) que 
pour de grandes valeurs du gain de multiplexage r. Pour l'ameliorer, il est necessaire 
d'isoler d'abord les evenements d'erreurs typiques. En fait, il a ete demontre que 
ces evenements d'erreurs surviennent quand le canal n'est pas en panne et qu'ils 
sont plutot dus a l'existence de certains 'mauvais mots de codes' ('Bad Codes') qui 
ne sont pas tres frequents, mais qui ont une forte probability d'etre confondus avec 
le mot de code reellement emis [Zheng and Tse, 2003]. Pour resserrer davantage la 
borne superieure, une technique d'expurgation est adoptee. L'expurgation consiste 
a eliminer successivement ces 'mauvais mots de codes'. Malgre tous les efforts 
deployes, la borne superieure trouvee ne coincide pas avec la borne inferieure, et 
de ce fait, le compromis diversite-multiplexage est defini partiellement entre deux 
bornes. 
Les auteurs ont par la suite calcule la diversite d(r) pour certains codes : Concep-
tion orthogonale (Orthogonal Design) et plus precisement le code d'Alamouti, V-
BLAST avec un decorrelateur a la reception et D-BLAST avec un decorrelateur 
a erreur quadratique moyenne minimale (Minimum Mean Square Error : MMSE), 
et ont conclu qu'ils ne sont pas optimaux dans le sens du compromis diversite-
multiplexage. Plus precisement, il a ete avance qu'a l'exception du code d'Ala-
mouti [Alamouti, 1998] avec Nr = 1, aucun de ces codes n'est optimal au sens du 
compromis pour des nombres d'antennes Nt et Nr arbitrages. De ce fait, la proble-
matique de trouver un code optimal au sens du compromis est mise en exergue, et 
plusieurs chercheurs se sont penches sur la question. Avant de citer quelques tra-
vaux qui ont ete presentes dans la litterature en reponse a cette problematique, il 
est important de distinguer entre les codes spatio-temporels optimaux dans le sens 
du compromis diversite-multiplexage et ceux dits d plein taux de transmission et a 
pleine diversite (Full Rate Full Diversity) [Ma and Giannakis, 2003, El Gamal and 
Damen, 2003]. Ces derniers sont concus pour atteindre les deux points d'extremites 
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du compromis seulement, alors que tout code optimal au sens du compromis est 
forcement a plein taux de transmission et a pleine diversite. 
2.6 Code de Yao et Wornell 
Pour construire des codes optimaux au sens du compromis diversite-multiplexage, 
Yao et Wornell ont considere des systemes MIMO ayant deux antennes a remission 
et au moins deux antennes a la reception Nt = 2 et Nr > 2 [Yao and Wornell, 2003]. 
lis ont par la suite etabli une condition suffisante pour qu'un code spatio-temporel 
soit optimal dans le sens du compromis. Pour plus de clarte, nous rappelons leur 
resultat principal [Yao and Wornell, 2003] : 
Theoreme 1. Soit un systeme MIMO avec Nt = 2, Nr > 2 et T > 2. Consi-
derons une famille de codes indexee par le taux de transmission R, telle que les 
energies maximale et moyenne de chaque mot de code spatio-temporel obeit a : 
Es = max | |X | |
2 = 2RI2, alors une condition suffisante pour que ce code soit opti-
mal au sens du compromis diversite-multiplexage est que : 
min | d e t ( X i - X 2 ) | > l . (2.16) 
Dans la relation (2.16), la notation f>q sienifie que lim . ° | / r p > lim , °|frp. 
La condition (2.16) signifie que le determinant de la difference entre deux mots 
de code distincts quelconques ne tend pas vers zero (ne s'evanouit pas) pour des 
SNR grands. Elle est connue dans la litterature sous le nom NVD (Non-Vanishing-
Determinant). Un code remplissant cette condition suffisante est ainsi construit. 
Quatre symboles d'informations s^ £ % + "Lj, issus d'une constellation M 2 -QAM 
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(M2 — 2RI2), sont codes en un seul mot de code X comme suit : 
:(0!) -sin(^) \ I sn 
(Oi) cos(^) j \ s22 
(2.17) 
et 
X21 | = | C 0 S ^ ~ S i n^2 ' ) | | S21 | (2 18) 
Z12 y y sin(02) cos(02) y V
 si2 / 
Les rotations #i et 02 sont choisies telles que la condition NVD est satisfaite. Plus 
interessant encore, il est possible de choisir ces rotations de fagon a maximiser 
le determinant minimum, permettent ainsi de maximiser le gain de codage. Ces 
rotations sont ainsi calculees et valent : 
(6i,B2) = Q a r c t a n ( i ) , i a r c t a n ( 2 ) ' ) . (2.19) 
Au recepteur, un decodage spherique vectoriel permet de detecter les symboles 
[Damen et al., 2003]. A noter que le code ainsi construit est optimal dans le sens 
du compromis meme si sa longueur est T = 2 < Nt + Nr — 1. Ceci signifie que si 
des codes structures sont utilises, alors le compromis optimal est bien caracterise 
meme si T < Nt + Nr — 1 et que les bornes superieure et inferieure, caracterisant 
le compromis, coincident. 
2.7 Les codes 'LAST' d'El Gamal et al. 
Dans [El Gamal et al., 2004], les auteurs ont considere une construction a base de 
treillis ('Lattice'1) de codes spatio-temporels qu'ils ont appele : les codes 'LAST' 
(LAttice Space-Time codes). Dans cette construction, un mot de code spatio-
1Une definition formelle du terme 'lattice' est fournie a l'annexe I. 
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temporel X de dimension NtxT appartenant a C est identifie par un vecteur x de 
dimension NtT x 1, obtenu en alignant verticalement les colonnes de X. Pour gene-
rer les elements du mot de code, les auteurs utilisent un treillis Ac et un sous-treillis 
('sublattice') As. Les elements du mot de code sont assignes aux representants {c} 
d'une classe d'equivalence du sous-groupe As de Ac. Ces representants doivent etre 
inclus dans la region fondamentale vs du sous-treillis As. Ainsi, le vecteur x est 
donne par : 
x = c-u (mod As), (2.20) 
ou u est un vecteur pseudo-aleatoire de us, choisi avec une probability uniforme. 
Le vecteur u est suppose connu au niveau du recepteur. Les treillis As et Ac sont 
judicieusement choisis parmi un ensemble de treillis ayant une bonne couverture [El 
Gamal et al., 2004]. II est etabli par les auteurs de [El Gamal et al., 2004] que le code 
ainsi genere est optimal dans le sens du compromis diversite-multiplexage si T > 
Nt + Nr — 1 et si un decodage en treillis a minimisation de la distance Euclidienne 
(Generalized Minimum Euclidean Distance Lattice Decoding) est utilise. 
2.8 Code de Dayal et Varanasi 
La construction de codes spatio-temporels optimaux dans le sens du compromis 
diversite-multiplexage presentee par Dayal et Varanasi est basee sur la maximisa-
tion du gain de codage A(C) du code C, defini par [Dayal and Varanasi, 2005] : 
d(C) 
A(C)= min TTAfc, (
2-21) 
rank(X1-X2)=d{C)
 x ^ 
ou la variable d(C) represents la diversite a remission definie par : 
d(C) = min rank{X1 - X2), (2.22) 
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et ou Afc sont les valeurs propres des matrices [(X\ — X-2)(Xi — ^2)^] , X\ ^ X2. 
Or, pour des systemes dits d pleine diversite a remission, ou Nt = T = d(C), la 
relation (2.21) devient : 
A(C) = min | det (Xi - X 2 ) |
2 . (2.23) 
II s'avere done que maximiser le gain de codage revient a maximiser le determinant 
de la difference entre deux mots de code distincts. En particulier, si Nt = 2, si une 
matrice generatrice G est judicieusement choisie, et si une modulation QAM est 
utilisee, la maximisation du gain de codage induit la propriete NVD qui garantit 
l'optimalite du code C au sens du compromis diversite-multiplexage. En effet, pour 
G = Me, une rotation reelle de dimension 2 definie par : 
cos (0) sin (9) . 
G = Me=\
 V ' K ' \, (2.24) 
-sin {6) cos (9) 
le code C est defini par : 
C = <X 
xi (f)1/2yi 
• [xi,x2]
T = Meu, [j/i, y2]
T = Mev, ue I
2,v £ I( 
(2.25) 
ou 0 = —j est un nombre qui garantit la separation des couches \x\, X2] et [yi, y2], en 
vue d'assurer la pleine diversite et ou Iq designe une constellation QAM standard 
de q points definie par Iq = {a + jb : —y/q + 1 < a, b < ^/q — l,a,b impairs}. 
Le gain de codage maximal vaut A(C) = 3.2. II est obtenu pour une valeur de 
9 = 1/2 arctan (2) et il est independant du SNR. Cette derniere propriete implique 
la propriete NVD et par consequent ce code est aussi optimal dans le sens du 
compromis diversite-multiplexage pour Nt — T = 2 et Nr arbitraire. De plus, ce 
code possede un gain de codage superieur aux constructions precedentes. Ceci se 
traduit par de meilleures performances en termes de probabilite d'erreur. 
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2.9 Construction de codes basee sur l'algebre de division 
Dernierement, des codes spatio-temporels bases sur l'algebre ont ete presentes [Bel-
fiore et al., 2005, Elia et al., 2004,Kiran and Sundar Rajan, 2005,Sethuraman et al., 
2003]. L'analyse de ces constructions fait appel a certaines definitions et proprietes 
de l'algebre et de la theorie des nombres. Afin de ne pas alourdir le present texte, 
nous les avons mises dans l'annexe I et proposons [Jacobson, 1985], [Herstein, 1968] 
et [Pierce, 1982] pour une lecture plus approfondie. 
Un code spatio-temporel en bloc (Space-Time Bloc Code : STBC) C a ete defini 
comme un ensemble fini de mots de codes X de dimension NtxT. Plus precisement, 
C est un sous-ensemble de MJV4XT(C), l'ensemble des matrices de dimension NtxT 
a coefficients dans C, l'ensemble des nombres complexes. 
Definition 1. Un STBC C est defini sur une constellation de signaux S si tous les 
elements des matrices de C sont des combinaisons lineaires complexes des elements 
de S. Par contre, C est defini completement sur S si les elements des matrices de 
C appartiennent a S. 
Pour concevoir de 'bons codes'2, il suffit de construire un ensemble de matrices qui a 
une structure algebrique adequate. En particulier, il s'agit en premier lieu de creer 
un sous-ensemble infini C^ d'un anneau de matrices, ayant certaines proprietes 
algebriques, puis choisir un sous-ensemble fini C C Coo3. Pour mieux eclaircir ceci, 
commengons par un exemple. 
Soit S la constellation des signaux consideree et soit F — Q(«S) le corps forme par 
adjonction des elements de <S a l'ensemble des rationnels Q. Si on veut concevoir 
un ensemble de codes C C MNtXx(F) qui satisfait le critere de rang (2.5), il suffit 
2le terme 'bons codes' veut dire des codes qui satisfont un critere de performance donne tel 
que : le critere de rang, le critere de determinant, le compromis diversite-multiplexage... 
3L'expression AQB veut dire A est inclus dans B ou A = B 
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de trouver une algebre de division A C Mjvtxr(-f) telle que : si X , X ' £ A, alors 
(X — X') e A, et done (X — X) est inversible et de rang total. Pour parvenir a 
ceci, il suffit de trouver une algebre de division D et un homomorphisme d'anneaux 
4> : D —> MNtXx(F). Puisque une algebre de division n'a pas d'ideal propre, alors 
le noyau de <fi (Kernel) ker 0 = 0, et de ce fait 0 est une injection. Si on considere 
Coo — <̂ (-D)) alors CQO Q. MfyxriF) e s t aussi une algebre de division, et satisfait 
aussi le critere de rang. Tout sous-ensemble C C C^ est un STBC qui satisfait (2.5). 
Le choix de C C C^ peut etre realise sous differentes contraintes : satisfaire le critere 
de rang donne par (2.6), faciliter le codage et le decodage du STBC, atteindre le 
compromis diversite-multiplexage...etc. En somme, la conception des codes spatio-
temporels a partir de 1'algebre de division se resume, dans ce cas, a trouver une 
algebre de division D et un homomorphisme d'anneaux </>: D —> MNtXr(F), etant 
donne une constellation S et un nombre d'antennes a remission Nt [Sethuraman 
et al , 2003]. 
2.9.1 Construction generique (Generic Construction) 
Supposons que D soit une algebre de division donnee. Soit E un corps tel que 
E C Z(D), ou Z(D) est le centre de D (i.e, ECDete-d = d-e pour tout 
e e E et d G D). Naturellement, D est un espace vectoriel sur E. Dans la suite, 
on utilisera la notation DE pour se referer a D comme espace vectoriel sur E. La 
fonction Â  definie par : 
\d : DE^DE 
x^d-x, (2.26) 
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appartient a EndsiD), l'ensemble des transformations lineaires sur DE- De plus, 
il est facile de verifier que l'application Vt definie par : 
fi : D ^ EndE(D) 
d ^ Xd, (2.27) 
est un homomorphisme d'anneaux. Par ailleurs, il est evident de construire un 
isomorphisme = de EndsiD) vers MNtxr(E). En effet, soit B = (d i , . . . , djv) une 
base de l'espace vectoriel D sur E suppose de dimension N. En appliquant la 
transformation (2.27) a chacun des elements de cette base, nous obtenons une 
famille libre de transformations lineaires (Q(di),..., fi(djv)) — (A^, . . . , A^) sur 
EndE{D). Si de plus, pour chacune des transformations lineaires A^, i = 1 , . . . , N 
nous appliquons (2.26) pour les elements dj,j = 1 , . . . , N de la base B et exprimons 
Xdiidj) comme une combinaison lineaire des elements de la base B par : 
^(dj) = Q!j,i • d1 + . . . + ajtN • dN, (2.28) 
ou ajtk,j, k = 1 , . . . , N appartiennent a D, alors le vecteur ctj = («j, i , . . . , &J,N)T 
represente la j ' i e m e colonne de la matrice correspondante a la transformation Xar 
En utilisant cette technique, nous faisons correspondre a chaque transformation li-
neaire X^ de EndE(D) une matrice M de MNxN(E). L'homomorphisme d'anneaux 
cherche sera done <fi tel que : 
<j>: D -^ EndE(D) ^ MNxN(E). (2.29) 
De cette fagon, il est possible de concevoir un code spatio-temporel de dimension 
N x N, defini completement sur E, ou N est la dimension de l'algebre D sur 
E, denotee N = [D : E]. Si C^ = Im((f)), alors tout sous-ensemble C de C^ est 
un candidat qui repond a (2.5). A titre d'exemple, nous considerons les corps qui 
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sont des exemples triviaux d'algebres de division. Ainsi, etant donne F = Q(«S) et 
JV € N, un corps extension K tel que N = [K : F], satisfait F C Z(K) = K. II 
suffit alors d'appliquer la construction decrite ci-haut pour construire le code spatio-
temporel. Pour clarifier davantage la technique, nous decrivons quelques exemples 
presenter dans [Sethuraman et al., 2003]. 
Soient S une constellation donnee et N = Nt, le nombre d'antennes a remission. 




N~1 + ... + axX + a0, (2.30) 
ou Oj G F. Soit K = F(a), alors K est un espace vectoriel sur F de dimension N et 
dont une base evidente est B = {1, a, a2,..., a ^ " 1 } . Faisons ensuite correspondre a 
a la transformation lineaire Aa definie par : 
AQ(a
I) = aal = al+1 pour i = 0, ...,N-2 
N-l Xaia"-1) = a a ^ 1 = a >.JV -ao — aiQ; a A T _ i « JV- l 
(2.31) 
(2.32) 
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Etant donne la structure de la matrice M et la definition de Aa, il est facile de 
verifier que la matrice correspondant a \ai est M\ L'homomorphisme d'anneaux 
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(2.29) s'ecrit dans ce cas : 
K 
k = (b0, bu... ,6 N 
EndE{D) ^ MNtXT(E) 
Afc ^ bolN + hM + ... + bN.1M
N~1. 
(2.34) 
De ce fait, Im((f)) = {60Jjv + biM + ... + bN-iM
N~l : bi £ F} C MNxN(F) est 
un sous-ensemble de matrices qui satisfont le critere de rang (2.5), et tout sous-
ensemble C C Im((f)) est un STBC qui remplit aussi ce critere. Bien evidemment, 
des simplifications sont possibles si l'extension K est judicieusement choisie. En 
particulier, s'il existe 7 £ F* tel que le polynome XN — 7 est irreductible dans 
































et de ce fait, si k — (bo, bi,..., 6/v) £ K, alors la matrice correspondante est : 
































et le mot de code spatio-temporel a la meme forme. 
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Toutefois, une question merite d'etre posee : comment choisir C C C^ ?. A premiere 
vue, il serait souhaitable de construire un STBC C completement defini sur S. En 
effet, si tous les elements du mot de code sont issus de 5, la repartition energetique 
en termes de rapport entre l'energie maximale et l'energie moyenne serait conser-
vee. De plus au niveau du recepteur, le decodage ne requiert pas plus d'operations 
de pretraitement, reduisant ainsi la complexity de calcul. Neanmoins, ceci n'est 
pas sans prix, puisque si C est completement defini sur S, le taux de transmission 
maximal est 1 symbole par slot temporel (1 symbol per time slot). Supposons, par 
exemple, que C = {M^^^^N) '• h 6 S}, alors une condition suffisante pour 
que C soit completement defini sur S est que 7<S C S. Si on choisit 7 comme une 
racine de l'unite telle que S est invariante par rotation de 7, alors cette condition 
est remplie [Sethuraman et al., 2003]. Par exemple, si la constellation consideree 
est M-PSK, alors S = SM = { id ,k M 0 < k < M} est invariante sous une rotation 
7 = UOM = e2n^M. A titre d'illustration, nous citons l'exemple 2.9.1 tire de [Sethu-
raman et al., 2003]. 
Exemple 2.9.1 
227TJ/6 N = Nt = 3, 6-PSK, S6 = {l,u,id
2, ...,u5}, ou u = LO6 
F — Q(S) — Q(UJ). Le polynome X3 — u est irreductible sur Q(u>), et 
le code C defini par : 
C = 
( / \ 
61 60 idb2 
\ h h b0 J 
: b0,b1,b2eS6 (2.37) 
est de diversity totale et son taux de transmission est de 1 symbole par 
slot temporel. 
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II est important de noter que l'algebre de division D n'est pas forcement commu-
tative. C'est la raison pour laquelle D a ete consideree comme un espace vectoriel 
sur son centre ou un corps inclus dans son centre. En fait, il est aussi possible 
de construire D comme un espace vectoriel defini a droite sur tout corps K C D, 
non forcement inclus dans Z(D), en definissant une multiplication scalaire a droite. 
L'application Â  continue d'etre lineaire sur DK et tout le mecanisme de construc-
tion du STBC demeure valide. Une illustration de ceci est la construction basee 
sur l'algebre de division cyclique. 
2.9.2 Construction basee sur l 'algebre de division cyclique 
Definition 2. Une algebre de division cyclique D sur un corps F est une algebre 
de division de centre Z(D) = F et ayant un sous-corps maximal K tel que K est 
un corps de Galois sur F et oil Gal(K/F) est cyclique.4. 
Naturellement D est un espace vectoriel sur son centre F. Si la dimension de D 
sur F est finie5, alors la dimensionnalite [D : F] est un carre parfait6. Posons 
N2 = [D : F], ou TV est appele l'index de D. Soit a un generateur du groupe 
cyclique Gal(K/F), alors l'ordre de a est N et on peut demontrer que [Jacobson, 
1985], [Pierce, 1982], [Herstein, 1968] : 
3z e D, 35 e F* :z
N = 5 (2.38) 
VkE K :kz = za{k), (2.39) 
4Les definitions des differents termes sont fournies a I'annexe I 
5Ce qu'on suppose ici pour les presentes constructions 
6C'est un resultat d'algebre bien connu et utilise dans [Sethuraman et al., 2003] 
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et D est decomposable sous la forme : 
D = K®zK®z2K J V - l K, (2.40) 
ou la notation C = A © B signifie que tout element c € C s'ecrit sous la forme 
c = a + b, ou a G A et b £ 5 . Ainsi, D est un espace vectoriel defini a droite 
sur K, dont une base triviale est B = {1, z, z2,..., zN"x}. Par le meme mecanisme 
cite precedemment et en utilisant la relation (2.39), on demontre que pour tout 
d = k0 + zk\ + ... + z








f^N-2 C"(&/V-3) CT ( ^ - 4 ) 












(h) <7N-\k0) J 
L'ensemble de toutes les matrices de cette forme definit C^ = {Mko+zkl + ... + 2J' 2fcjv-
ki £ K} et tout sous-ensemble fini de C C C^ est un STBC de diversite totale. 
L'exemple 2.9.2 illustre la construction de codes a partir de l'algebre de division 
cy clique. 
La question qui se pose maintenant est la suivante : Etant donne N = Nt antennes 
emettrices et une constellation 5 c C , comment construire une algebre de division 
D d'index N telle que : 
N N 
~~~~ ~^ (2.45) 
  
Sethuraman et al. ont propose la demarche suivante [Sethuraman et al., 2003] : 
- Choisir t transcendant sur Q(S) 
- Construire F = Q(S,t,ojjsr), ou U>N est une racine de l'unite. 
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Exemple 2.9.2 
Les quaternaries de Hamilton H sont des algebres de division sur E, 
l'ensemble des reels. Une base de H sur R est B — {l,i,j, /c}, ou i2 = 
j 2 = k = — 1 et ou ij = —ji = k. Un sous-corps maximal de H est 
R©zE, qui n'est autre que C. Puisque C/E est une extension de Galois 
cyclique, alors H est une algebre de division cyclique. L'application a 
associe a chaque element de C son conjugue (a + ib \-> a — ib), z = j et 
5 = z2 = — 1. On verifie que : 
(a + ib)j = ja(a + ib) (2.42) 
j 2 = - 1 e M, (2.43) 
la decomposition (2.40) s'ecrit dans ce cas : H = C © j C Le code C^ 
genere en consequence est l'ensemble des matrices de la forme : 
*w=(: t) • ^ 
qui n'est autre que le fameux code d'Alamouti [Alamouti, 1998]. 
- Construire K = F(tN — t
1/,]V) un corps extension de F tel que K est le corps de 
decomposition du polynome XN — t sur F. 
Le corps K ainsi construit, est une extension cyclique de F de degre N. L'exemple 
(2.9.3) est donne a titre d'illustration. 
II est important de noter que comme le code construit dans l'exemple (2.9.3) n'est 
pas completement defini sur »S, il est possible d'obtenir un taux de transmission, 
en termes de nombre de symboles emis par utilisation du canal, superieur a 1. En 
effet, \C\ — |«S|6 et de ce fait, le taux de transmission vaut | log|5| |»S|
36 = 6. 
En somme, les techniques presentees dans cette section ont pour objectif de 
construire des codes spatio-temporels ayant une diversite totale. II est clair que les 
constructions a base de l'algebre sont systematiques, diversifiees et s'inspirent d'une 
branche mathematique largement exploree et assez developpee. Ceci lui confere en 
fait une souplesse quant au choix des differentes composantes de la construction (F, 
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Exemple 2.9.3 
Soient N = Nt = 6 et S la constellation considered. Construisons F tel 
que F = Q(S,L06,t), ou u6 = e
2m^ par exemple et t € C transcendant 
(t = e ou t = 7r par exemple). Le corps K = F(te = t
1/6) est une exten-
sion cyclique et la fonction generatrice a, du groupe Galois Gal(K/F) 
est definie par : t6 i-> u;6t6. De ce fait, on aboutit au STBC de pleine 











V 50,5 5l,4 
<*>52,4 ^53,3 <5#4,2 Sg5fi \ 
£52,5 ^53,4 <$54,3 £55,2 
52,0 #53,5 £54,4 <$55,3 
52,1 53,0 £54,5 £55,4 
52,2 53,1 54,0 £55,5 
52,3 53,2 54,1 55,0 / 
> , (2.46) 
ou 6 est transcendant sur C et g^ — S/=0/?',/(
a;6^6)/, avec fij & S C 
F pour ^,j = 0,1,.. . , 5. le facteur 4= assure une normalisation de la 
puissance transmise par antenne emettrice par slot temporel ou par 
utilisation du canal. 
K, les elements transcendants, ...etc.). A cet effet, on peut se demander s'il ne serait 
pas possible de tirer profit de cette souplesse en vue de construire des STBC qui 
repondent non seulement au critere de rang, mais a d'autres criteres plus globaux. 
En particulier, y-a-t-il moyen de construire des STBC optimaux dans le sens du 
compromis diversite-multiplexage, a base de l'algebre de division ? La reponse est 
oui, et quelques constructions ainsi generees, presentees dans la litterature, seront 
discutees dans ce qui suit. 
2.10 Construction de codes optimaux a partir de l'algebre de division 
La methode de construction de Sethuraman et al., decrite dans le section 2.9, 
est basee sur la maximisation du rang de la difference entre deux mots de code. 
Naturellement Amjn(C) = min | det(Xi — -X^)|
2 est non nul. Toutefois, on sou-
• X l / X 2 
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haiterait maximiser Amin(C) en vue d'obtenir un meilleur gain de codage. Or, 
la precedents construction ne donne aucune garantie quant au gain de codage. 
Plus precisement, si on veut emettre a grande efficacite spectrale, la constella-
tion S devient large et Amin(C) devient de plus en plus petit. Ceci est du au 
fait que Vensemble {det (Xi — X2) '• Xi,X-2 6 Coo} est dense dans C et done 
inf I det(Xi — X 2 ) | = 0. Un moyen pour pallier a cette limitation est de choisir 
x1^x2 
6 tel que S € F* et St,t = 1, 2,..., iV, n'est la norme d'aucun element de K* [Belfiore 
and Rekaya, 2003], [Elia et al., 2004], [Belfiore et al , 2005], [Kiran and Sundar Ra-
jan, 2005]. Un tel choix garantit que : 
inf \tet{X1-X2)\= min | d e t p d - X 2 ) | > 0. (2.47) 
X l / X 2 X 1 5 ^ X 2 
Mais la derniere inegalite est equivalents a la propriete NVD decrite dans (2.16)7 
qui, lorsque le code est de rendement total (le nombre de symboles emis par utilisa-
tion du canal est egal a Nt), est une condition suffisante pour atteindre le compro-
mis diversite-multiplexage. Nous presenterons ci-apres des constructions a partir de 
l'algebre de division qui sont de rendement total, remplissent la propriete NVD et 
par consequent sont optimaux dans le sens du compromis diversite-multiplexage. 
2.10.1 Les treillis quaternaires, les codes 'parfaits' et le code en or 
En vue de construire des codes spatio-temporels avec la propriete NVD (le deter-
minant de la difference entre deux mots de code ne s'evanouit pas si la taille de 
la constellation consideree augmente arbitrairement), une classe de codes dont le 
determinant reste constant independamment de la constellation, a ete presentee 
7Bien que la propriete NVD comme condition suffisante pour atteindre le compromis optimal 
diversite-multiplexage a ete etablie pour Nt = 2, on verra par la suite qu'elle est aussi suffisante 
pour Nt arbitraire comme il a ete demontre dans [Elia et al., 2004]. 
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par Belfiore et al. dans [Belfiore et al., 2005], [Belfiore and Rekaya, 2003] et [Og-
gier et al., 2006]. Cette construction est basee sur l'algebre cyclique ou l'algebre 
simple centrale (Central Simple Algebras). En effet, considerons par exemple une 
constellation QAM. Si les elements du mot de code spatio-temporel sont issus de 
OK, l'anneau des entiers de K, et si 8 est choisi tel que 8 € Op, l'anneau des en-
tiers de F et 8,..., 8N_1 ne sont les normes d'aucun element de K*, alors l'ensemble 
{det (_X"i — X2) : X\,X2 € Coo} n'est plus dense dans C, il ne prend par contre 
que des valeurs discretes de Op et de ce fait (2.47) est satisfaite independamment 
de la taille de la constellation QAM utilisee. 
Plus precisement, l'approche adoptee dans cette construction est comme suit : 
- considerant une constellation QAM par exemple, alors on a S C Z[j] — CQ(J), 
l'anneau des entiers de Q(j). Ainsi F = Q(j) et la constellation S est un sous-
ensemble de Op. 
- Soient K une extension cyclique de F de degre N et a un generateur du corps 
de Galois Gal(K/F) et 8 € Op. L'algebre ainsi construite V s'ecrit : 
V = (K/F,a,8) = K®zK® z2K J V - l K, (2.48) 
ou (z, z2,..., zN x) est une base de D sur K. 














aN~2(k0) ^ - ^ i v - i ) 
: ki El,i = 0,...,N -1 
(2.49) 
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Ainsi, dans [Belfiore and Rekaya, 2003], les auteurs ont decrit une approche pour 
construire des codes spatio-temporels carres (Nt — T) pour des configurations 
ou Nt = T = 2
k et Nt = T = 3 • 2
k. Certains exemples y sont donnes pour 
Nt = T = 2, 3, 4. A partir de ce concept, Oggier et al. [Oggier et al., 2006] ont, de 
leur part, construit des codes qu'ils ont appeles 'codes parfaits' qui n'existent que 
pour des configurations specifiques de A t et T : A i x T = 2 x 2 , 3 x 3 , 4 x 4 , 6 x 6 . 
Selon [Oggier et al., 2006], un code de dimension A^ x T, avec T = Nt est dit 
'parfait' s'il repond aux criteres suivants : 
- il est de rendement total envoyant ainsi N? symboles d'information independants 
issus d'une constellation QAM. 
- le determinant minimum du code C^ est non nul. 
- Fenergie necessaire a l'envoi de chaque couche du mot de code, formee d'une 
combinaison lineaire de symboles d'information, est la meme que celle necessaire 
a l'envoi de ces memes symboles d'information (le codage des symboles d'infor-
mation n'induit pas une expansion de l'energie du systeme.) 
- l'energie moyenne utilisee par chaque antenne emettrice est constante durant 
tous les T durees de symboles. 
Le code en or8, congu pour une configuration MIMO a Nt = T = 2 et presente 
independamment dans [Belfiore et al., 2005], est membre de cette famille. II est 
illustre dans l'exemple 2.10.1. 
2.10.2 Construct ion explicite de codes S T B C opt imaux 
La demarche presentee dans [Belfiore and Rekaya, 2003] et dans [Belfiore et al., 
2005] constitue en fait un premier pas vers une construction systematique de codes 
STBC ayant un taux de transmission maximal en termes de nombre de symboles 
8Le nom code en or est inspire du nombre d'or bien connu dans la theorie des nombres. 
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Exemple 2.10.1 
Soient N — Nt = T = 2 et 6 = H ^ le nombre d'or. Supposons que 
la constellation consideree S est line QAM telle que S C Z[j]. Soit 
K = Q(.7> V̂ 5) = {a + b9 : a,b £ Q(j)} une extension quadratique de 
Q(j) de polynome minimal X2 — X — 1. Les racines de ce polynomes 
sont Get 6 = 1-6 = ±=fi. Le code STBC C est defini par : 
(±( a(a + b6) a(c + d6)\ 
L~\y/5\6a(c + d6) a(a + W) J •
a>°'C>aizC> 
ou a = 1 + j — j9, Q = 1 + j '(l — 0) et le facteur 4p est pour la 
normalisation de l'energie emise. Le determinant minimum du code en 
or est : 
&min{C) = „ min | det (Xi - X2) |
2 = - . 
x1,x2^cXl^x, 
independants par utilisation du canal (le nombre de symboles independants emis 
par utilisation du canal est egal aJV(), une diversite maximale et qui sont optimaux 
dans le sens du compromis diversite-multiplexage. Toutefois, cette construction 
n'est possible que pour des configurations oii Nt = T = 2
k et Nt = T = 3 • 2
k. Cette 
limitation est due principalement a la difficulte de construire des corps extensions 
cycliques sur Q(j) de degre arbitraire et de trouver 8 E OF tel que 8, ...,8N~1 ne 
sont la norme d'aucun element de K*. De leur part, Kiran et Sundar Rajan ont 
etendu cette construction a toutes les configurations Nt = T = 2
k, 3 • 2fc, 2 • 3fc et 
Nt = T = q
k(q — l)/2, ou q = 4s + 3 est un entier premier [Kiran and Sundar Rajan, 
2005]. 
Par ailleurs, l'un des resultats le plus important, en matiere de conception de STBC 
optimaux est presente dans [Elia et al., 2004]. II consiste en une generalisation de 
la condition suffisante (2.16) etablie prealablement pour Nt = 2 dans [Yao and 
Wornell, 2003], pour qu'un code soit optimal dans le sens du compromis diversite-
multiplexage. Et d'ajouter, se basant sur la construction de Kiran et Sundar Rajan 
dans [Kiran and Sundar Rajan, 2005], Elia et al. etendent davantage la construe-
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tion de STBC a base de l'algebre de division cyclique pour Nt = T quelconque 
et pour un nombre d'antennes receptrices Nr arbitraire [Elia et al., 2004], [Elia 
et al., 2005]. Cette construction est baptisee STBC a delai minimal (T = Nt). De 
plus, une technique pour construire des STBC dits rectangulaires, ou T > JVf, est 
aussi presentee dans [Elia et al., 2004]. Cette derniere se deduit de la premiere en 
construisant le STBC pour une configuration Active ou iVt' = T, puis en procedant 
a la suppression des T — Nt lignes des mots de codes initiaux. Le code de dimension 
NtxT ainsi obtenu, est optimal dans le sens du compromis diversite-multiplexage. 
En resume, la revue bibliographique decrite dans ce chapitre synthetise principale-
ment les axes de recherche visant la conception de codes spatio-temporels en vue 
d'atteindre le compromis diversite-multiplexage de Zheng et Tse. D'autres axes de 
recherche, motives par la conception de codes satisfaisant d'autres criteres (codes 
orthogonaux, codes a plein taux de transmission et a pleine diversite...etc.) n'ont 
pas ete discutes. Par exemple les codes spatio-temporels dits 'TAST' (Threaded 
Algebraic Space-Time codes), presentes dans [El Gamal and Damen, 2003] par 
El Gamal et al., sont congus pour obtenir une pleine diversite et un plein taux 
de transmission. Cette construction consiste a considerer le mot de code comrae 
un ensemble de 'threads' independants. Chaque 'thread' est genere a partir de la 
constellation consideree moyennant une matrice generatrice qui assure la pleine 
diversite si le mot de code est constitue uniquement dudit thread. Une famille in-
dependante de nombres (Diophantine Numbers) est utilisee en vue de garantir la 
transparence des 'threads' dans le mot de code. Bien que ces codes n'aient pas ete 
congus prealablement pour atteindre le compromis diversite-multiplexage, il a ete 
recemment etabli, via une analogie avec les codes congus a partir de l'algebre, qu'ils 
peuvent aussi remplir la propriete NVD [Damen et al., 2005]. De ce fait, les codes 
'TAST' peuvent aussi etre optimaux. Dans le chapitre suivant, nous presentons une 
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construction basee sur la meme technique dont nous prouvons l'optimalite dans le 
sens du compromis diversite-multiplexage. 
En presentant un etat de Fart assez exhaustif de la construction des codes et en 
analysant les techniques utilisees pour les obtenir, nous avons voulu que ce travail 
serve de point de depart pour des travaux de recherche dedies specifiquement a la 
construction de codes. II s'avere que ces constructions s'inspirent principalement 
de la theorie de l'algebre ainsi que de la theorie des nombres. Malgre les travaux 
de recherche interessants presenter dans cette perspective, beaucoup reste encore 
a faire aussi bien pour la construction de codes elle meme que pour la diminution 
de la complexity de l'encodage ou du decodage. 
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CHAPITRE 3 
ENCODAGE ADAPTATIF POUR ATTEINDRE LE COMPROMIS 
DIVERSITE-MULTIPLEXAGE 
3.1 Introduction 
Le compromis diversite-multiplexage etabli dans [Zheng and Tse, 2003] est une 
mesure asymptotique (a haut SNR) du potentiel des canaux a antennes multiples, 
en termes de gain de diversite et de gain de multiplexage. Ce potentiel a ainsi 
genere les travaux de recherche cites dans le chapitre 2 avec l'objectif de concevoir 
des codes spatio-temporels optimaux selon ce critere. En effet, les dernieres sections 
du chapitre 2 prouvent que ce qui a ete etabli par Zheng et Tse comme une limite de 
performance des canaux a antennes multiples, peut etre atteint par des codes spatio-
temporels structures judicieusement constructs. Plus important encore, certaines 
constructions sont allees au-dela du compromis pour respecter d'autres criteres 
[Oggier et a l , 2006]. 
Dans ce chapitre, un nouveau schema d'encodage adaptatif est presente. Cet enco-
dage est caracterise par une retroaction (feedback) tres limitee et non-systematique 
envoyee du recepteur a l'emetteur via un canal suppose sans delai et sans er-
reur. Nous prouvons qu'il est possible de maximiser le gain de diversite pour un 
gain de multiplexage donne par commutation entre un ensemble d'encodeurs sous-
optimaux. Plus particulierement, quand un systeme avec deux antennes a remission 
et deux antennes a la reception est considere, nous demontrons qu'en adaptant deux 
schemas d'encodage ayant, respectivement, des longueurs de blocs T = 1 et T = 2, 
il est possible d'atteindre le compromis diversite-multiplexage optimal. 
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3.2 Encodage spat io-temporel adaptatif a seuil 
Les travaux de recherche cites dans le chapitre 2, se sont concentres sur la construc-
tion de codes STBC en vue d'atteindre tous les segments du compromis multi-
plexage diversite. Ceci est a meme d'imposer une contrainte sur leur longueur de 
bloc. En effet, puisqu'un code optimal atteint le point de diversite maximal, alors il 
est forcement de rang total, et par consequent T est au moins egal a Nt (T > Nt). 
C'est d'ailleurs la raison pour laquelle les codes optimaux dans le sens du compro-
mis diversite-multiplexage, ayant T = Nt sont dits de delai minimal [Elia et al., 
2004]. Comme il a ete mentionne dans [Rezki et al., 2005b] et dans [Rezki et al., 
2005a], cette contrainte n'est en fait necessaire que pour atteindre le segment a 
faible gain de multiplexage r. Rappelons que la longueur de bloc est cruciale quant 
a la complexite du decodage, d'ou la necessite d'opter pour la plus petite longueur 
de blocs qui garantit la performance desiree. 
A cet effet, un schema d'encodage adaptatif a retroaction non-systematique, per-
mettant de reduire cette complexite tout en ameliorant le gain en diversite, est 
propose. Le terme non-systematique veut dire ici que la retroaction du recepteur 
a l'emetteur n'est pas realisee dans le but d'informer ce dernier de l'etat du canal, 
et de ce fait, elle n'est pas requise a chaque changement de realisation du canal. 
Par contre, le schema propose ici concerne une retroaction a seuil, ou le recepteur, 
connaissant le taux de transmission en bits/s, informe l'emetteur a travers la re-
transmission de quelques bits via un lien de retour suppose parfait (sans erreur 
et sans delai), si et seulement si la valeur du SNR depasse un seuil determine. 
Rappelons que la retroaction a largeur de bande limitee, par exemple, est utilisee 
dans la plupart des systemes cellulaires pour le controle de puissance [Heath Jr. 
and Paulraj, 2005, Hay kin and Moher, 2004]. En effet, si un ensemble de codes 
est disponible a l'emetteur, alors on demontre dans cette these que, moyennant 
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FIGURE 3.1 Le compromis diversite-multiplexage pour un systeme MIMO avec 
Nt = Nr = T = 2 
multiplexage-diversite. A la difference d'autres techniques d'encodage adaptatif de-
sirant maximiser la capacite, ou la distance minimale entre les mots de codes, ou 
encore minimiser la probability d'erreurs [Seshadri and Winters, 1994,Heath Jr. and 
Paulraj, 2005], le critere d'adaptation propose est la maximisation du compromis 
diversite-multiplexage. En particulier, quand un systeme MIMO avec Nt = Nr = 2 
est considere, on demontre qu'il est possible d'atteindre le compromis diversite-
multiplexage en utilisant deux codes sous-optimaux de longueurs respectives T = 1 
et T = 2. Commengons d'abord par un exemple simple qui illustre comment l'enco-
dage adaptatif peut ameliorer le compromis diversite-multiplexage. Mais l'interet 
de tout systeme adaptatif reside en la simplicite de sa strategic d'adaptation et de 
sa faisabilite. Nous discutons ceci dans la section suivante. 
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Exemple 3.2.1 L'encodage adaptatif ameliore le compromis diversite-multiplexage 
Soit un systeme MIMO avec Nt = Nr = 2 dans lequel on considere 
qu'un code orthogonal (OSTBC) de type Alamouti [Alamouti, 1998], 
par exemple, ainsi qu'un code a multiplexage spatial (Spatial Multi-
plexing : SM) de type BLAST [Foschini, 1996] sont tous les deux dis-
ponibles au niveau de l'emetteur. II est clair que le code d'Alamouti 
ne peut atteindre le gain de multiplexage maximal puis qu'il a un ren-
dement de 1, alors que SM ne peut atteindre la diversite maximale a 
cause de la deficience du rang des mots de codes (vectoriels). La figure 
3.1 illustre le compromis diversite-multiplexage de ces deux codes ainsi 
que le compromis optimal etabli dans [Zheng and Tse, 2003]. 
Par ailleurs, si pour 0 < r < r*, l'encodage d'Alamouti est active et 
pour r* < r < 2, l'encodage SM est active, alors le compromis diversite-
multiplexage du schema ainsi congu est meilleur. 
3.3 Strategie d'adaptation de l'encodage spatio-temporel adaptatif a 
seuil 
Commengons par rappeler que le compromis diversite-multiplexage, tel qu'illus-
tre a la figure 3.2 a ete etabli comme un ensemble de segments. Chaque segment 
represente le gain de diversite maximal pour un intervalle donne de gains de multi-
plexage. En d'autres termes, un segment du compromis represente soit des perfor-
mances a haut rendement (en termes de nombre de symboles independants emis par 
slot temporel) qui peuvent etre atteintes par des constructions dites a plein rende-
ment [Sandh and Paulraj, 2001,Hassibi and Hochwald, 2002], ou des performances 
a pleine diversite qui, a leur tour, peuvent etre obtenues par des constructions 
dites a pleine diversite [Tarokh et al., 1999, El Gamal and Damen, 2003, Sethu-
raman et al., 2003] ou encore des performances intermediaries entre ces deux cas 
extremes. Plus precisement, soit Mk un point de la courbe optimal de coordon-
nees (k,d*(k)), k = 0,1,.. . , (min(A7t, Nr) — 1) tel qu'illustre dans la figure 3.2. 
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FIGURE 3.2 L'encodage adaptatif atteignant chaque segment de la courbe optimale 
disponibles a remission, chacun de longueur Tk et atteignant chacun au moins le 
segment [Mk, Mk+i] ([Mk, Mk+1] C dCk). Ainsi, chaque code Ck est sous-optimal 
dans le sens du compromis puisqu'il n'atteint qu'une partie de celui-ci. Le fait que 
Ck soit optimal sur un segment [Mk,Mk+i] peut en quelque sorte etre interprets 
comme une relaxation de contraintes qui pourrait faciliter la construction de ces 
codes. La strategie d'adaptation consiste alors a commuter entre les codes Ck en 
fonction de la valeur du SNR de facon a suivre chaque segment [Mk, Mk+i] de la 
courbe optimale. Plus precisement, si le code presentement actif est Ck, le SNR par 
antenne receptrice calcule au niveau du recepteur est SNR* et le taux de trans-
mission est R*, alors la strategie d'adaptation a haut SNR est comme suit : 
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Le recepteur calcule k* = [r*\ = R* \ renvoie cette valeur a l'emetteur si 
log2 SNR* 
et seulement si k* ^ k afin d'activer le code Ck* • 
Le systeme ainsi conc_u est optimal par construction dans le sens du compromis 
diver site- nmltiplexage. Par ailleurs, a la difference de la retroaction systematique 
oil l'etat du canal est renvoye systematiquement a l'emetteur a chaque changement 
du canal, la retroaction proposee ici est limitee (au plus |~log2(fc)l bits) et depend 
de l'etendue de (R,SNR). 
Cependant, avant de pouvoir conflrmer notre proposition, il y a lieu de se poser une 
question fondamentale : est-ce que le compromis diversite-multiplexage demeure in-
change lorsqu'une telle retroaction est adoptee, ou est-il plutot ameliore puisqu'une 
certaine quantite d'information est maintenant mise a la disposition de l'emetteur ? 
Pour repondre a cette question, supposons qu'un 'miracle' informe l'emetteur, avant 
l'envoi de chaque bloc de symboles, de la valeur k* = [r*\ = R* , a travers log2 SNR* 
flog2(fc)] bits d'information. Soit 1^. un indicateur d'une telle information. Mainte-
nant, le canal a considerer n'est plus X —» (Y, H), mais plutot (X, lfc.) —» (Y, H). 
Clairement, alimenter l'emetteur systematiquement de 1** l'informe principalement 
sur le niveau du bruit dans le canal et ne lui donne pas d'information pertinente sur 
l'etat de l'evanouissement H. Les evenements de non disponibilite du canal sont 
alors definis comme {H, I(X, 1^.; Y, H) < R}, ou I(X, 1^*; Y, H) est l'informa-
tion mutuelle sur X et lfc», observant Y et H. II est clair que cette information 
mutuelle est une borne superieure de l'information mutuelle dans le cas ou la re-
troaction n'est pas systematique, elle-meme une borne superieure de l'information 
mutuelle ou il n'y a pas du tout retroaction. Mais a l'echelle d'interet, lorsque R 
est eleve, ces informations mutuelles sont toutes sensiblement egales puisque 'le 
1 [a;J designe la fonction partie entiere de x 
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miracle' n'identifie que log2(A;) bits par bloc. En effet : 
I(X,lk.;Y,H) = I{X;Y,H) + I(Y,H;lk.\X) 
= I{X;Y,H) + h(lk.\X)-h{lk.\X,Y,H) 
= I{X;Y,H) + h(lk. \X) (3.1) 
< I(X;Y,H) + h(lk.) (3.2) 
< I(X; Y, H) + log2 (k)bits/bloc 
L'equation (3.1) emane du fait qu'etant donne X, Y et H, il n'y a aucun alea sur 
lfc», d'ou h(lk* | X,Y,H) = 0. L'inegalite (3.2) s'en suit en raison du fait que 
le conditionnement diminue l'entropie. Puisque l'information mutuelle est quasi 
inchangee, il en est de meme de la probabilite de non disponibilite Pout(SNR). Par 
consequent, le compromis diver site-multiplexage pour R asymptotiquement grand 
est aussi inchange par une telle retroaction. 
A noter que dans ce contexte, le compromis diversite-multiplexage est le meme 
que la retroaction soit systematique ou non-systematique. Toutefois, la retroaction 
non-systematique requiert moins de ressources en termes de capacite du lien de 
retour. 
3.4 Encodage adaptatif optimal pour un systeme MIMO 2x2 
Dans [Rezki et al., 2005b, Rezki et al., 2005a], nous avons utilise ce principe poxir 
proposer un encodage adaptatif a seuil optimal dans le sens du compromis dans le 
cas d'un systeme MIMO 2 x 2 . Etant donne que le compromis optimal est compose 
dans ce cas de deux segments : le segment a haut rendement (r € [1,2]) et le 
segment a faible rendement (r € [0,1]), nous proposons deux encodages pour 
atteindre separement ces deux segments. Pour atteindre le premier segment, le 
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code SM de longueur T = 1 est utilise, tandis que pour atteindre le deuxieme 
segment, deux encodages sont proposes. En premier lieu, un encodage de type D-
BLAST [Tavildar and Viswanath, 2004] de longueur T = 3 est presente. Ensuite, 
un encodage de type LAST [El Gamal et al., 2004] de longueur T = 2 est propose. 
Nous presentons ci-dessous les principaux resultats, mais plus de details peuvent 
etre trouves dans [Rezki et al., 2005b] et dans [Rezki et al., 2005a]. 
Theoreme 3.1. Pour un systeme MIMO avec Nt = Nr = N, le code SM de 
longueur T = 1 atteint le segment de haut rendement ( r e [N — 1, N]). 
Demonstration. La preuve est evidente. Nous rappelons seulement que le gain en 
diversite d'un encodage spatial (T = 1) est donnee par [Zheng and Tse, 2003] : 
d(r) = Nr(l - ^ ) , (3.3) 
qui coincide avec le gain en diversite optimal pour des gains de multiplexage eleves 
r e [ J V - l , N], quand Nr = Nt. • 
Pour atteindre le deuxieme segment, considerons un code de type D-BLAST a 
deux couches (streams). La conception de chaque couche est realisee a base du 
code TAST [El Gamal and Damen, 2003], choisi pour son bon gain de codage. Soit 
G une matrice generatrice de rang total donnee par : 
1 ( I e^ \ 
G = -7= , 3.4 
y/2 \ 1 - e ' i J 
soit p^ = Gu^ pour k = 1, 2 deux vecteurs independants de taux de transmission 
R = rrlog2{SNR) chacun, ou u^ est un vecteur 2 x 1 issu d'une constellation M-
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QAM standard. Le mot de code, de dimension 2 x 3 est donne par : 
X = 
0 pW(2) p<2>(2) 
p(D(l) p(2)(!) o 
(3.5) 
Ce code transmet 4 symboles independants durant 3 slots temporels, il a par conse-
quent un rendement de 4 /3 . De plus les couches sont reparties de fagon diagonale 
pour garantir une diversite totale. Le gain de codage de ce code ainsi que son 
compromis diversite-multiplexage sont donnes par le Theoreme 3.2 
T h e o r e m e 3.2. Le gain de codage A du code donne par (3.5) est A = 4 et son 
compromis diversite-multiplexage est d(r) = 4 — 3r, et par consequent il atteint le 
segment a faible rendement r <E [0,1]. 
Demonstration. Commengons par rappeler que la propriete NVD donnee par (2.16) 
est une condition suffisante pour atteindre le compromis optimal [Yao and Wornell, 
2003]. Soit X un mot de code different de X donne par : 
0 p'W(2) p'W(2) 
p'(D(l) p'(2)(1) o 
ou p'^ — Gu ^ pour k = 1,2. Posons D = X — X , alors on a 
D 
0 D™(2) D& {2) 
£)(D(1) £>(2)(!) 0 
Puisque le code est de pleine diversite, alors le gain de codage est defini par : 
A = minTT A, \DD*] = mindet (DD^) , (3.6) 
i=i 
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ou les Xi [•] sont les valeurs propres de 1'argument. Le calcul de det (DD^) donne : 
det (£>£>*) = |D«(1) | 2 |D(1)(2)|2 + |I>(1)(1)|2 |£>(2)(2)|2 + | 0 ( 2 ) ( l ) f |£>(2)(2)|2 • 
(3.7) 
Utilisant la structure du code TAST, tenant compte du fait que la constellation 
consideree est une M-QAM et en calculant le premier terme de la partie gauche de 
1'equation (3.7), on obtient : 
,2 1 
I>(1)(1)| |£ ( 1 )(2)f = ~ (A (1)(l)) - i (A(1)(2)) > 4, (3.8) 
si AW(1) ^ O O U A^(2) ^ 0, where A ^ = u « - u'W, k = 1,2. Sinon, alors 
|X?<1>(a)|2 |JD
(1)(2)|2 = 0. Mais dans ce cas, on a forcement A<2)(1) ^ 0 ou A<2>(2) ^ 
0 et par consequent, on aura : 
,2 1 
D<2>(1)|' |JD
(2)(2)| = 7 (A (2)(l)) - i (A(2)(2)) > 4 , (3.9) 
et de ce fait A > 4. 
D'autre part, D0 = 
0 71 0 
75 ° ° 
est une difference possible de deux mots de 
ce codes, avec det f -Do-Do)
 = 4, done A < 4. II s'en suit que le gain de codage de 
code est A = 4. 
Par ailleurs, une borne superieure sur la probability d'erreur par paire (PEP) est 
donnee par [Yao and Wornell, 2003] : 
p (x-;0<(n(i + £) (3.10) 
ou la notation f<q signifie que lim . ° | / r p < lim , °f£-p. Puisqu'on se situe 
a haut regime de SNR, alors en omettant les 1 dans (3.10) et en utilisant le fait 
que la puissance de transmission moyenne P varie asymptotiquement avec l'ordre 
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de la modulation M comme : 
P±M = 2' =SNR*, (3.11] 
la borne (3.10) s'ecrit : 
P(X^X')< ( | | (^\^)) =SNR-A+2?(detD)-\ (3.12) xHm-
Pour obtenir une borne superieure sur la probability d'erreur, la borne de l'union 
est appliquee : 
Pe < SNR-
27 J2 P(X ~* X') (3-13) 
x^x' 
< SNR-A^2(detD)~2. (3.14) 
Clairement, Pe est dominee par la pire des PEP qui correspond aux paires de mots 
de codes dont la difference a le pire determinant (le plus petit). Maintenant, etant 
donne un mot de code X , le nombre de mots de codes X tels que la difference 
D = X — X possede le pire determinant est majore par 16. Ceci est du au fait 
que pour un tel D, tous les elements doivent etre nuls sauf un qui doit etre egal a 
2. II y a au plus 4 points voisins possibles pour un point donne d'une constellation 
QAM standard. Ainsi, le nombre de paires de mots de codes dont la difference a le 
pire determinant est de l'ordre de M4 a haut SNR, et par suite : 
Pe<M
ASNR~A = SNR-4+2\ (3.15) 
Puisque deux couches sont envoyees durant trois slots temporels, la diversite de ce 
code est d(r) = 4 — 3r, ce qui conclut la demonstration. • 
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Cependant, la longueur du code donne par (3.5) est T = 3, ce qui induit une latence 
et une complexity du decodage supplemental par rapport a un code similaire de 
longueur T — 2. De plus, le code donne par (3.5) est caracterise par ses periodes 
de non transmission qui constitue un inconvenient en termes de rapport entre la 
puissance maximale et la puissance moyenne (peak-to-average power ratio). Pour 
pallier a ces limitations, un code de longueur T = 2 est propose. Les couches sont 
generees de la meme fagon mais en utilisant deux constellations de tailles differentes 
pour accommoder le rendement du code : 4/3 = -£-. Les couches sont ensuite 
reparties en diagonale et separees par un nombre de Diophantine (Diophantine 
number) <f> (\<f>\ = 1)) pour garantir une diversite totale [Dayal and Varanasi, 
2003], [El Gamal and Damen, 2003], [Elia et al., 2004]. Le mot de code ainsi obtenu 




ou p^ = Mgu^k\ u^ est issu d'une constellation 23b-QAM, u^ est issu d'une 
constellation 26-QAM (b > 2) et M0 (9 e [0,27r[) est donnee par [Dayal and 
Varanasi, 2003] : 
M, 
cos 9 sin 9 
— sin 9 cos 9 
(3.17) 
Le gain de codage de ce code ainsi que son compromis diversite-multiplexage sont 
donnes par le Theoreme 3.3 : 
Theoreme 3.3. Choisissant (6,<p) = ( | arctan(2), — i), le gain de codage A du 
code donne par (3.16) est A = 3.2 et son compromis diversite-multiplexage est 
d(r) = 4 — 3r et par consequent il atteint le segment a faible rendement r G [0,1]. 
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Demonstration. La preuve est similaire a celle du Theoreme 3.2 et sera done omise. 
• 
Ainsi, la courbe optimale est atteinte en utilisant deux codes sous-optimaux de 
longueur respectives T = 1 et T = 2 et la strategie d'adaptation decrite dans la 
section 3.3. Ceci confirme que la contrainte Nt = T, necessaire pour atteindre le 
segment de diversite maximale, peut etre ignoree si Ton desire obtenir le segment 
de rendement maximal seulement. 
3.5 Resul tats de s imulations 
Pour estimer les valeurs des probabilites de non disponibilite du canal P0Ut(SNR) 
ainsi que celles des probabilites d'erreur des differents codes utilises Pe(SNR), des 
simulations par la methode de Monte-Carlo ont ete realisees. Les resultats de si-
mulations des performances des codes SM, du code donne par (3.5) et du code 
donne par (3.16) sont illustres, respectivement, sur les figures 3.3, 3.4 et 3.5, pour 
des taux de transmission R = 4, 8,12,16 bps/Hz. Sur ces meme figures, on a aussi 
trace la probabilite de non disponibilite Pout donnee par (2.14), dans le cas ou 
une contrainte d'egalite de la puissance sur les antennes a remission est imposee 
(Q = lNt)- Durant toutes ces simulations, un decodage spherique est utilise a la 
reception [Zhao and Giannakis, 2005], [Damen et al., 2003]. 
Dans la figure 3.3, on peut noter que la pente des courbes de performance du 
code SM est 2 a haut SNR. En effet, une augmentation du SNR de 10 dB induit 
une attenuation de la probabilite d'erreur de 10~2. Ceci confirme que la diversite 
maximale de ce code est 2. Par ailleurs, la separation horizontale entre ces courbes 
est de 6 dB, ce qui correspond a un gain de multiplexage maximal de 2 par 3 
dB. Etant donnee la continuite des courbes de performance, alors tous les points 
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0 5 10 15 20 25 30 35 40 45 50 
SNR par antenne receptrice 
FIGURE 3.3 Performances de SM, avec M-QAM, M2 = 4,16,64,256, Nt = Nr = 2 
et T= 1 
appartenant au segment joignant les points (d, r) — (0, 2) et (d, r) = (4, 0) sont 
atteints. A noter aussi dans la figure 3.3 qu'a haut SNR, la separation horizontale 
entre deux courbes adjacentes de Pout est aussi egale a 6 dB, alors que la pente de 
la probability de non-disponibilite du canal Pout est de 4. 
D'un autre cote, dans la figure 3.4, les courbes de performance du code donne par 
(3.5), atteignent une pente de 4 a haut SNR (similaire a la pente de Pout). Par 
contre, la separation horizontale entre ces courbes est de 9 dB, ce qui correspond 
a un gain de multiplexage maximal de r = | par 3 dB. De la meme maniere que 
precedemment, tous les points du segment joignant (d,r) = (0, | ) et (d,r) = (4,0) 





— D-Blast, R=4 bps/Hz 
— - D-Blast, R=8 bps/Hz 
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FIGURE 3.4 Performances du code donne par (3.5) avec M-QAM, M = 2{*R\ 
R = 4,16, 64, 256, Nt = Nr = 2 et T = 3 
code donne par (3.16) est considere. En effet, les courbes de performance ont une 
pente de 4 a haut SNR et la separation horizontale maximale est de l'ordre de 
18 dB, ce qui correspond a un gain de multiplexage maximal de | par 3 dB. Les 
resultats des simulations confirment bien les analyses theoriques presentees dans 
les Theorernes 3.1, 3.2 et 3.3. 
3.6 Conclusion 
Nous avons presente un encodage adaptatif a retroaction non systematique limitee 
(quelques bits) en vue d'atteindre le compromis diversite-multiplexage. L'idee prin-
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FIGURE 3.5 Performances du code donne par (3.16), avec R = 8,16, Nt = Nr = 2 
et T = 2 
chacun atteignant un segment de la courbe du compromis. L'utilite d'une telle 
conception est la minimisation du delai et de la complexity du decodage en mini-
misant la longueur de bloc T. Moyennant notre strategie d'adaptation, nous avons 
d'abord prouve que le compromis demeure le meme, puis demontre qu'il est pos-
sible de l'atteindre par commutation entre les encodages disponibles a remission. 
Le critere de commutation est la maximisation du gain de multiplexage r pour 
un taux de transmission R(SNR) donne. A cet effet, un encodage optimal dans 
le sens du compromis diversite-multiplexage, pour un systeme de communication 
ayant Nt = Nr = 2, a ete propose. II est le resultat de la commutation entre deux 
encodages ayant respectivement une longueur de bloc T — 1 et T = 2. 
Bien que la retroaction soit une technique courante dans les systemes de communi-
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cation sans fil, il y a lieu de noter que dans notre approche, nous avons suppose un 
lien de retour sans erreur et sans delai. L'hypothese 'sans erreur' peut etre justifiee 
par l'utilisation d'un code correcteur d'erreur puissant en vue de proteger la retro-
action. Meme si l'utilisation d'un code correcteur d'erreur augmenterait le nombre 
de bits dans la retroaction, il est raisonnable de continuer a negliger son effet sur 
la capacite du canal a premiere approximation, puisque pour de grandes valeurs 
de SNR, l'information mutuelle du canal est aussi grande. Par contre, l'hypothese 
'sans delai' est plutot moins realiste et elle a ete consideree pour faciliter l'analyse. 
L'impact du delai de la retroaction sur le systeme n'a pas ete considere et pourrait 
etre etudie dans les travaux futurs. 
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C H A P I T R E 4 
C A R A C T E R I S A T I O N D U P O T E N T I E L D E S C A N A U X M I M O A 
S N R LIMITE E T I M P A C T D E LA C O R R E L A T I O N SPATIALE 
4.1 Introduct ion 
On analyse dans ce chapitre le potentiel des systemes de communication a antennes 
multiples, en termes de gain de diversite, de pouvoir d'adaptation de grands taux 
de transmission (gain de multiplexage) et de gain de codage e t /ou de gain d'an-
tennes (Array Gain), dans des conditions realistes de SNR et d'evanouissements. 
Rappelons que tout ce qui a ete discute dans les chapitres 2 et 3 concerne un regime 
asymptotique a haut SNR. A des valeurs petites ou moyennes de SNR, typiquement 
entre 3 et 20 dB, le compromis diversite-multiplexage etabli par Zheng et Tse [Zheng 
and Tse, 2003] est une limite de performance tres optimiste et constitue en fait une 
borne superieure du compromis diversite-multiplexage a SNR limite [Narasimhan, 
2005]. Comme il en a ete discute dans le chapitre 2, l'idee principale pour trouver 
le compromis asymptotique optimal est de caracteriser les evenements de non dis-
ponibilite, qui sont les sources d'erreur p repondera tes pour une longueur de bloc 
T assez grande et un codage aleatoire1, puis de considerer un regime a haut SNR 
pour aboutir a une elegante caracterisation du compromis diversite-multiplexage 
asymptotique. Dans la perspective d'etablir les limites de performance des canaux 
a antennes multiples dans des conditions realistes d'evanouissements et de valeurs 
de SNR, la meme demarche sera adoptee. Nous allons d'abord rappeler les defmi-
xLe fait que T soit assez grand et que le codage so it aleatoire marginalise l'impact des deux 
autres sources d'erreur (un bruit additif grand et quelques mots de codes sont tres rapproches) 
sur la probabilite d'erreur. De ce fait, une detection fiable de l'information est assuree pourvu 
qu'on communique a un taux de transmission inferieur a l'information mutuelle du canal. 
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tions des gains de diversite et de multiplexage [Narasimhan, 2005] dans la section 
4.2. Dans la section 4.3, on etablit une borne inferieure de la probabilite de non 
disponibilite dans les cas ou le canal est spatialement correle ou spatialement non 
correle. A partir de cette borne, une estimation du gain de diversite est calcu-
lee. Dans la section 4.4, on etend notre analyse a un regime a haut SNR et on 
demontre que le gain de diversite estime coincide dans ce cas avec le compromis 
diversite-multiplexage asymptotique optimal. La section 4.5 comporte les resultats 
numeriques. On termine ce chapitre par une conclusion. 
4.2 Le compromis diversite-multiplexage a SNR de valeurs limitees 
Dans [Narasimhan, 2005], une technique, basee sur le calcul de la probabilite de 
non disponibilite Pout,
 a ete presentee en vue de caracteriser le compromis diversite-
multiplexage a SNR limite. Etant donne que le regime de SNR considere n'est plus 
asymptotique, les definitions des gains de multiplexage et de diversite, donnees par 
(2.9), doivent etre accommodees. En effet, a SNR limite, le gain de multiplexage 
est defini comme le ratio entre le taux de transmission R et la capacite d'un canal 
Gaussien AWGN, de SNR global g • 77, ou g est un gain d'antennes qui vaut Â r 
(g = Nr) et ou r\ est la valeur moyenne du SNR par antenne receptrice. D'autre 
part, le gain de diversite est defini comme la valeur absolue de la pente de la 
fonction log (Pout) = /(log {r\j) : 




d(r,v) =-Van(^T,))- (4-2) 
De ce fait, le gain de multiplexage donne une indication sur la sensibilite d'une 
strategie d'adaptation des taux de transmission. Par exemple, si r augmente, alors 
une petite variation de la valeur r\ du SNR induit un changement important du 
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taux de transmission. Le gain de diversite est interprets comme une mesure de 
l'augmentation de la valeur du SNR requise pour diminuer la probabilite de non 
disponibilite d'une certaine valeur, pour un gain de multiplexage donne. 
Etant donne que le calcul de la probabilite de non disponibilite est complique 
et ne permet pas d'aboutir a une expression compacte de la diversite, une borne 
inferieure de Pout est utilisee. A partir de cette borne, une estimation de la diversite 
en fonction du gain de multiplexage est obtenue (cf. [Narasimhan, 2005] theoreme 
2). L'evaluation du gain de diversite pour des valeurs de SNR, r\ = 5, 10 et 15 dB 
a montre que les gains obtenus sont tres inferieurs aux gains asymptotiques prevus 
par Zheng et Tse. 
4.3 Impact de la correlation spatiale sur le compromis diversite-
multiplexage 
Pour etablir le compromis diversite-multiplexage a SNR limite, l'auteur de [Nara-
simhan, 2005] a considere des canaux i.i.d. a evanouissements de Rayleigh. Toute-
fois, dans des contextes plus realistes de propagation, les evanouissements ne sont 
pas independants a cause, par exemple, d'un espacement insumsant entre les an-
tennes [Da-Shan et al., 2000]. Par ailleurs, il est etabli que la correlation spatiale 
est determinante aussi bien du point de vue capacite que probabilite d'erreur d'un 
systeme de communication a antennes multiples [Oyman et al., 2003,Oyman et al., 
2002, Da-Shan et al., 2000]. Dans [Rezki et al., 2006a], l'impact de la correlation 
spatiale sur le compromis diversite-multiplexage a SNR limite a ete etudie. Nous 
decrivons dans ce qui suit, les lignes principales de notre demarche. 
Considerons le modele de canal donne par (2.1), dans lequel Hu, est remplace par 
H, dont les elements sont correles. L'effet de la correlation spatiale peut etre mode-
lise en adoptant le modele de Kronecker que Ton choisira pour sa simplicite [Paulraj 
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et al., 2003]. Ce modele permet de decomposer le canal en matrices deterministes 
decrivant separement la correlation a remission et a la reception et une matrice 
aleatoire decrivant un canal i.i.d. a evanouissement de Rayleigh. La matrice H est 
donnee par : 
H = RlJ2Hu,R]l\ (4.3) 
ou la matrice Hw est definie comme dans la section 2.2, et ou Rr et Rt sont des 
matrices Hermitiennes definies positives qui representent la correlation spatiale a 
la reception et a remission, respectivement [Paulraj et al., 2003]. 
Supposons en premier lieu que la puissance disponible P est equitablement repartie 
sur toutes les antennes a remission. De cette fagon, la matrice Q dans (2.13) est 
egale a INt. En remplagant (4.3) dans (2.13) et en utilisant le fait que R.£ ̂  R.£ ^ — 
Rt, l'information mutuelle devient : 
/ = log2 (det (INT + ^-R
lJ2HwRiH^R^
2)). (4.4) 
Puisque Rt et Rr ont le meme impact sur l'information mutuelle / , nous al-
lons focaliser, sans perte de generalite, sur l'impact de la correlation a remission 
[R],' = INT)- Les elements de Rt sont notes pij. Le calcul de la probability de non 
disponibilite Pout necessite le calcul de la distribution de l'information mutuelle / . 
Ceci est en fait possible en calculant la distribution des valeurs propres de HHH. 
Cependant cette demarche se prete beaucoup plus a une analyse numerique et ne 
permet pas de determiner une expression analytique de la diversite. Pour eviter 
cette contrainte, nous calculons une borne superieure de (4.4). 
Soit la decomposition orthogonale-triangulaire QR de Hw donnee par : 
Hw = LR, (4.5) 
ou L est une matrice unitaire de dimension Nr x JVr, et ou R est une matrice 
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triangulaire superieure de dimension Nr x Nt [Golub and Van Loan, 1983]. Les 
modules au carre \Ri,i\2 des elements de la diagonale de R sont distribues suivant 
une loi chi-carre ayant 2(Nr — l + l) degres de liberte. Les autres elements sont i.i.d. 
Gaussiens de moyenne nulle et de variance 1. La decomposition en valeur singuliere 
de Rt' donne : 
R]12 = UDVH, (4.6) 
ou U et V, de dimension Nt x Nt, satisfont U
HU = VHV = Jjvf et ou D est une 
matrice diagonale de dimension NtxNt, dont les elements sont les valeurs singulieres 
de Rt . Puisque det (J + XY) = det (I + YX) et puisque la distribution d'une 
variable aleatoire est invariante par des transformations unitaires [Muirhead, 1982], 
alors utilisant (4.4), (4.5) et (4.6), on obtient : 
/ = log J det (INr + ^ LRU D
2UHRHLH) 
± log2 (det (INr + ^RD
2RH) 
* t l o s 2 (
1 + i A 0 ' (4'7) 
i=i v * J 
ou t = min(JVt,iVr), A; = Y*=i
 Dk\Ri,k% i = 1, . . . ,*, est le l6me element de la 
diagonale de RD2RH et le symbole = signifie egalite en distribution. L'inegalite 
(4.7) decoule du fait que : det(A) < \\Aii pour toute matrice A definie positive. 
Pour determiner une borne inferieure sur la probabilite de non disponibilite, la 
fonction de distribution de A; est requise. Puisque Ri$ sont independants, alors il en 
est de meme pour A;. Si tous les D%, k = l,..,Nt, sont egaux, ceci correspond en fait 
au cas non correle, la contrainte trace(Rt
1'2) = Nt, impose D\ = 1 k = 1 , . . . , A .̂ 
Ainsi, A; est distribue suivant une loi chi-carre ayant 2(Nr + Nt — 21 + 1) degres 
de liberte. Sinon, A; peut etre vue comme une forme quadratique generalisee d'un 
vecteur Gaussien, et si tous les D\ (k = 1,..., Nt) ne sont pas egaux, alors le calcul 
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de la fonction de distribution de A; n'est pas evident [Muirhead, 1982]. Supposons, 
sans perte de generalite, que tous les D\ (k = l,...,Nt) sont distincts, alors la 
fonction de distribution de A;, (7 = 1, ...,£) est donnee par le Lemme 4.1 2. 
Lemme 4 .1 . Si tous les D\ (k = 1,..., Nt) sont distincts, la fonction de distribution 
de Ai, (/ = 1, ...,t) est exprimee par : 
Nr-l+l Nt-l 
k=i fc=i 
ou G(a, (3) est une variable aleatoire distribute suivant une loi Gamma, dont la 
Xa~^ ( XN 
r(a)/3Q e x P V — / j , fonction de distribution est donnee par : fG(a,p)(%) = rf^ga xp( | ) , x > 0, a > 0, 
W „+ Jl+k) P > 0. Les coefficients a[k' et a\ sont donnes par : 
_£)2\-(Nr-l+l-k) ^(Nr-l+l- k) 
(I) = 
k {Nr-l + l~k)\ d{jvY
N--l+1-k) a 
^k) = [(l-JvDlk)*AlUv)]. 
2\Nr-l+l (i-jvi>?yr-i+i9Aluv jv=D-2 
oil d , (k
x
} est la derivee d'ordre k de fix) et ou ^At(jv) est la fonction caracteris-
tique de A; donnee par : 
Nt-l 
*A, Uv) = (1 - JvDf) ~{N-l+1) I ] (1 - JvD?+k) -
1 . (4.9) 
/ c = l 
Demonstration. La variable aleatoire A; est une somme ponderee de variables alea-
toires distribuees suivant une chi-carre. Le degre de liberte de \Ri/\ est 2(Nr — l + l) 
et celui de \Ri^2\ k ^ I est 2. Le calcul de la fonction caracteristique ^^{jv) 
conduit a F expression (4.9) donnee dans Lemme 4.1. La decomposition de ^At{J
v) 
2Si tous les D\ {k = 1,.. . , Nt) ne sont pas distincts, il est possible d'obtenir des resultats en 
utilisant des transformations de Laplace avec poles multiples. 
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en fractions partielles donne : 
Nr-l+l Nt-l 
*A,(jt;)= £ a®(l-jvD?)-k + Yla<t+k)(l-jvDlk)-
1. (4.10) 
fe=i fe=i 
Le calcul de la transformee inverse de chaque terme conclut la demonstration. • 
Dans [Rezki et al., 2007b], nous avons calcule explicitement la fonction caracteris-
tique de la borne superieure donnee par (4.7). Ensuite, sa fonction de densite a ete 
deduite en utilisant des algorithmes de calcul de la transformee inverse de Laplace. 
De maniere similaire, une borne inferieure tres serree de la probabilite de non dispo-
nibilite Pout a ete calculee. En effet, on a demontre que dans un canal tres correle,
3 
les pires ecarts entre les valeurs exactes de Pout et les valeurs donnees par la borne 
inferieure sont respectivement de 0.2 et 0.3 dB pour des systemes 2 x 2 et 3 x 3. 
Nous avons aussi demontre la possibilite de calculer une estimation du compromis 
diversite-multiplexage aussi bien dans le cas correle que non-correle. Cette analyse 
est tres utile du point de vue ingenierie puisqu'elle permet de calculer de maniere 
efficace une approximation de la probabilite de non disponibilite, de la capacite de 
non disponibilite et du compromis diversite-multiplexage pour n'importe quel SNR 
et pour differentes valeurs de la correlation spatiale. Cependant, l'etude presentee 
dans [Rezki et al., 2007b] ne permet pas d'obtenir des expressions compactes du 
compromis diversite-multiplexage en vue de mieux comprendre le potentiel des ca-
naux a antennes multiples. Pour ce, nous adoptons dans ce qui suit une demarche 
differente. 
Utilisant la definition (2.14), le Lemme 4.1 et la borne superieure donnee par (4.7), 
nous deduisons une borne inferieure sur la probabilite de non disponibilite Pout, 
laquelle est donnee dans le Theoreme 4.1. 
3Les expressions "canal tres correle", "canal moyennement correle" et "canal faiblement correle" 
seront definis formellement dans la section 4.5, ou un modele de correlation spatiale est presente. 
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Theoreme 4.1 (Borne inferieure). Des homes inferieures sur la probability de non 
disponibilite Pout dans le cas non-correle (Df, = l,k = l,...,Nt) ainsi que dans le 
cas correle sont, respectivem,ent, exprim,ees par : 
puncorr > J J r i n c ( ^ , iVr + / ^ t - 2Z + 1) , (4 .11 ) 
1=1 
t /Nr-l+1 c Nt-l 
[1 £ ^r^.fcJ + E' 
1=1 \ k=\ l k=l ^l+k 
PZr > n ( E ^ n c ^ ^ + ^ a ^ r ^ - ^ - , ! ) ) , (4.12) 
oil r = Yl^i, £/ — ^r ((1 + 9v)bi ~~ l) e^ ^inc est la fonction Gamma incomplete 
i=i 
definie par : Tinc(x, a) = ^ y , £ t^e^dt. 
Demonstration. Utilisant la definition de Pout donnee par (2.14) et la contrainte 
d'equi-repartition de la puissance sur les antennes emettrices, la probability de non 
disponibilite s'ecrit : 
Pout = Prob{I < R). (4.13) 
La relation (4.7) et l'independance des A; permettent d'ecrire : 
t 
Pout > P r o 6 ( H ( l + ^ A / ) < ( l + ^ ) r ) 
> Pro6((l + ^ - A 0 < ( l + ^ ) b S f = l , . . . , t ) 
t 
= [ ] P r o 6 ( A , < ^ ) . (4.14) 
i=i 
Dans le cas correle, la distribution de A; est donnee par (4.8) dans le Lemme 4.1. 
En combinant (4.8) et (4.14), on obtient (4.12). Dans le cas non correle, Aj est 
distribute suivant une loi chi-carre ayant 2(7Vr + Nt — 21 + 1) degres de liberte et 
par suite (4.11) s'en suit automatiquement. • 
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Les bornes inferieures calculees dans le Theoreme 4.1 sont ensuite maximisees sur 
t 
1'ensemble {biJ = l , . . . , i} , sous la contrainte r = Y^h pour donner de meilleurs 
1=1 
resultats. 
Utilisant la borne inferieure donnee par le Theoreme 4.1 et la definition (4.2), une 
estimation du compromis diversite-multiplexage est calculee, laquelle est donnee 
dans le Corollaire 4.1. 
Corollaire 4.1 (Estimation du compromis). Des estimations de la diversited(r,r)), 
dans le cas non-correle (D^ — l,k = l7...,Nt) ainsi que dans le cas correle sont, 
respectivement, donnees par : 
N l 
d^corr^^ = _iYt((l + gri)
bl-bigv(l + gv)bl-1-l) 
^ i=i 




oil Qi(Ci) and Pi(&) sont donnees par : 
Nr-l + l (I) / t \ fc-X _AL Nt~l J1 
Q>M = E T F T W l f ) e^Dr' + ^a^V^D^ (4.17) 
k=i ^ >• \ i / k=i 
Nr-l+l , p v Nt-l / f. \ 
mi) = E °")r- (Jpk) + E «i'+fc)r- ( 4 v 0" (418) 
Notons que (4.15) et (4.16) ont des formes compactes similaires. En effet, 
(4.15) peut etre obtenue a partir de (4.16) en remplagant Pi(£i) et Qi(£i) par 
Tinc(6, Nr + Nt-2l + 1) et ( ^ + ^ -
2 ' e - & ) /(JVt + 7Vr - 2/)!, respectivement. 
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4.4 E tude asymptot ique du gain de diversite 
En vue d'examiner si la diversite estimee donnee dans le Corollaire 4.1 coincide avec 
le compromis diversite-multiplexage asymptotique a haut SNR etabli dans [Zheng 
and Tse, 2003], on analyse le comportement asymptotique de la diversite estimee 
quand r\ —• oo ou quand r —> 0. Nous presentons d'abord le lemme suivant. 
Lemme 4.2. En supposant que la matrice de correlation spatiale a Vemission est 
de plein rang, on peut ecrire : 
lim duncorr(r, rj) = lim dcorr(r, rj). (4.19) 
Demonstration. Pour la fluidite de la presentation, la demonstration est reportee 
dans 1'annexe III. • 
Le resultat contenu dans le Lemme 4.2 est tres evocateur. II stipule qu'a haut SNR 
et pour un gain de multiplexage donne r, la diversite estimee est independante 
de la correlation spatiale. Plus important encore, la diversite estimee asymptotique 
coincide bien avec le fameux compromis diversite-multiplexage comme il est enonce 
dans le theoreme suivant. 
Theoreme 4.2. En supposant que la matrice de correlation spatiale a remission 
soit de plein rang, le compromis optimal diversite-multiplexage, pour les cas correle 
et non-correle, est donne par la diversite estimee asymptotique, soit : 
lim duncorr(r, rj) = lim dcorr(r, rj) = dasym, (4.20) 
TJ^OO rj—>oo 
oil dn„m = - lim ^ ^ i 
rj—»oo 
Demonstration. La demonstration est presentee dans l'annexe IV. • 
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Le Theoreme 4.2 indique que notre diversite estimee asymptotique correspond 
exactement au compromis diversite-multiplexage. De ce fait, il peut etre vu comme 
une generalisation du compromis diversite-multiplexage pour les canaux correles 
et non-correles. A noter que le Lemme 4.2 et le Theoreme 4.2 concordent bien 
avec les resultats etablis dans [Narasimhan, 2006, Corollary 1]. D'un autre cote, le 
Lemme 4.2 et le Theoreme 4.2 confirment un resultat recemment etabli concernant 
la diversite asymptotique [Chang et al., 2006]. Cependant, notre resultat est plus 
etendu puisqu'il permet de comprendre aussi l'impact de la correlation spatiale a 
SNR limite. De plus, l'analyse presentee ici esquisse quelques lignes directrices pour 
la construction des codes spatio-temporels a des valeurs pratiques de SNR. A titre 
d'exemple, le corollaire suivant identifie le gain de diversite maximal que Ton peut 
atteindre par n'importe quel code spatio-temporel. 
Corollaire 4.2 (diversite maximale). Le gain de diversite maximal est le meme 
pour les canaux a evanouissements correles et non-correlees et est donne par : 
dmax (TJ) = llmduncorr (r, rj) = limdcorr (r, r)) 
r—>0 r—»0 
Demonstration. La demonstration est presentee dans l'annexe V. • 
Le Corollaire 4.2 Concorde avec [Narasimhan, 2006, Theorem 6] meme si notre di-
versite estimee est differente de celle donnee dans [Narasimhan, 2006]. Le Corollaire 
4.2 indique aussi que le gain de diversite estime maximum n'est pas affecte par la 
correlation spatiale. Ceci correspond au fait que la correlation spatiale ne fait que 
perdre de l'energie et n'affecte pas la pente de decroissance de la probabilite de non 
disponibilite du canal en fonction du SNR. Ceci a deja ete constate pour un regime 
a haut SNR dans [Paulraj et al., 2003]. Toutefois, le Corollaire 4.2 est plus fort, 
puisqu'il est valable pour toute valeur de SNR 77, et en particulier pour r? = +00. 
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On ne manquera pas de preciser que pour etablir ce resultat, nous avons suppose 
que Rt est de plein rang. Cependant, si Rt n'est pas de plein rang, alors il en 
serait de meme pour H et on s'attendrait a un gain de diversite inferieur a celui 
donne par (4.21). De plus, comme il a ete prouve dans [Rezki et al., 2008c], tous les 
resultats etablis dans ce chapitre sont encore valables quand la correlation spatiale 
a la reception est consideree seule. 
4.5 Resul ta t s numeriques 
On presente les resultats de simulation d'un systeme de communication ayant 2 
antennes a remission et deux antennes a la reception Nt = Nr = 2. Nous adoptons 
le meme modele de correlation spatiale que [Zelst and Hammerschmidt, 2002] et 
[Paulraj et al., 2003], c'est a dire que les elements de la matrice de correlation a 













La borne inferieure sur la probabilite de non disponibilite donnee par le Theoreme 
4.1 ainsi que la probabilite de non disponibilite exacte Pout obtenue par une si-
mulation Monte-Carlo, sont tracees sur les figures 4.1 et 4.2, respectivement, pour 
des gains de multiplexage r = 0.5,1. Les figures 4.1 et 4.2 montrent aussi la borne 
inferieure trouvee par Narasimhan dans [Narasimhan, 2006] pour le cas non correle. 





Non-correle, borne inferieure de Narasimhan \ 
- - - Non-correle, notre borne inferieure 
- Non-correie, courbe exacte (simulation) 
- • " Corr6l6, p=0.9, notre borne inferieure 
J - ^ C o r r e l e , p=0.9, courbe exacte (simulation) 
1 0 " - • = T==!l : 
0 5 10 15 20 
SNR par antenne receptrice : ri (dB) 
FIGURE 4.1 Comparaison de la borne inferieure de Pout et la valeur exacte donnee 
par simulation pour un coefficient de correlation p = 0.9, un gain de 
multiplexage r = 1 et pour Nt = Nr = 2. 
rieure est legerement plus serree notamment a faible SNR. En outre, notre borne 
inferieure suit la meme allure que les courbes exactes aussi bien dans le cas correle 
que dans le cas non-correle. 
Pour une comparaison dans le cas d'une correlation spatiale a remission, on a 
trace a la figure 4.3 la probabilite de non disponibilite exacte Pout, notre borne 
inferieure donnee par (4.12) et la borne inferieur etablie dans [Narasimhan, 2006], 
pour r = 0.5 and r = 1. Toutes les courbes dans la figure 4.3 ont ete obtenues 
en utilisant la meme matrice de correlation adoptee dans [Narasimhan, 2006]. Sur 
cette figure, on peut observer qu'encore une fois notre borne inferieure est legere-
ment plus serree que celle de Narasimhan a faible SNR. Au dela de SNR=30 dB, 
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Non-correle, borne inferieure de Narasimhan 
• - - Non-correle, notre borne inferieure 
• A»Correle, p=0.5, notre borne inferieure 
— Non-correle, courbe exacte (simulation) 
-*-Correle, p=0.5, courbe exacte (simulation) 
10 
SNR par antenne receptrice : r| (dB) 
15 20 
FIGURE 4.2 Comparaison de la borne inferieure de Pout et la valeur exacte donnee 
par simulation pour un coefficient de correlation p = 0.5, un gain de 
multiplexage r = 0.5 et pour Nt = Nr = 2. 
les deux bornes inferieures coincident completement. 
La diversite exacte calculee d'apres (4.2) par simulation Monte-Carlo et une es-
timation de cette diversite calculee d'apres le Corollaire 4.1 sont tracees dans la 
figure 4.4 pour un SNR=15 dB. On peut noter sur ladite figure que la courbe esti-
mee du compromis diver site-multiplexage suit la meme allure que la courbe exacte. 
Par consequent, la valeur estimee du compromis peut etre utilisee pour evaluer le 
potentiel des canaux MIMO correles et non correles, evitant ainsi des simulations 
gourmandes en temps d'execution, notamment pour des configurations ou Nt et 
Nr sont tres grands. II est interessant de noter sur la figure 4.4 par exemple, que 
pour un coefficient de correlation p = 0.5, le gain en diversite n'est degrade que 
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-*~P obtenu par simulation 
-©- Notre borne inferieure 
, - v - Borne inferieure de Narasimhan 
10 ! "~" —<" — ' ' ' 
0 5 10 15 20 
SNR par antenne receptrice : T\ (dB) 
FIGURE 4.3 Comparaison de notre borne inferieure donnee par (4.12) et celle de 
Narasimhan, pour la correlation spatiale a remission donnee par (49) 
dans [Narasimhan, 2006], et pour Nt = Nr = 2. 
legerement et on peut s'attendre a obtenir une performance quasi egale a celle d'un 
canal non correle. Toutefois, la diversite est tres degradee quand la correlation spa-
tiale augmente k p — 0.9. A titre d'illustration, la figure 4.5 montre qu'un systeme 
MIMO fonctionnant a un gain de multiplexage r — 0.8 et un SNR de 5 dB dans un 
canal ou la correlation est moderee (p — 0.5), atteint une meilleure diversite qu'un 
systeme fonctionnant a un meme gain de multiplexage et a un SNR de 10 dB dans 
un canal ou la correlation est elevee (p = 0.9). Cette constatation est confirmee si 
les valeurs exactes de la diversite sont considerees. [Rezki et al., 2006a]. 
Dans la figure 4.6, on a trace le gain de diversite estime relatif, defini par °uncorr, 
pour differentes valeurs de SNR. Comme il est prevu par le Lemme 4.2, le gain 
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Gain de multiplexage 
FIGURE 4.4 Impact de la correlation spatiale sur la valeur estimee de la diversite 
pour Nt = Nr = 2 et SNR=15 dB. 
en diversite estime relatif converge vers 1 au fur et a mesure que rj —> oo inde-
pendamment de la valeur du gain de multiplexage. Cependant, la convergence est 
d'autant plus rapide pour de petites valeurs de r. Finalement et comme prevu par 
le Theoreme 4.2, la figure 4.7 illustre la convergence de la diversite estimee dans 
le cas non correle vers le compromis asymptotique diversite-multiplexage a mesure 
que r\ —=> oo. 
4.6 Conclusion 
Dans la perspective de definir les limites de performance des canaux a antennes 
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FIGURE 4.5 Comparaison de la valeur estimee de la diversite et la valeur exacte 
donnee par simulation pour p = 0.5, SNR = 5 dB et p — 0.9, SNR = 
10 dB, pour un systeme Nt = Nr = 2. 
des canaux a evanouissements de Rayleigh correles et non-correles. Nous avons en 
premier lieu, calcule une borne inferieure sur la probability de non disponibilite. 
Ensuite, nous avons determine des estimations du gain de diversite pour un SNR, 
un gain de multiplexage et un coefficient de correlation donnes. Ces estimations 
sont tres evocatrices et donnent une bonne approximation du gain de diversite 
maximum disponible dans le canal. Nous avons montre que dans un canal mo-
derement correle, le gain de diversite n'est pas degrade et on peut s'attendre a 
obtenir des performances quasi-similaires d'un canal non-correle. Par contre, a me-
sure que la correlation augmente, le gain de diversite diminue. Pour rattraper cette 
diminution, deux options sont possibles. La premiere consiste a diminuer le gain 
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FIGURE 4.6 Gain de diversite relative pour differentes valeurs du gain de multi-
plexage r et pour Nt — Nr = 2. 
de multiplexage en maintenant le meme SNR, infligeant ainsi une degradation du 
taux de transmission. La deuxieme suggere d'augmenter la puissance a remission 
en maintenant constant le gain de multiplexage induisant ainsi une eventuelle de-
rogation de la contrainte de puissance. 
En outre, quand des regimes asymptotiques a haut SNR ou a faible gain de mul-
tiplexage sont consideres, nous avons montre que la correlation spatiale n'a plus 
d'effet sur le compromis diversite-multiplexage. L'analyse asymptotique permet 
aussi d'etablir des lignes directrices pour la construction de codes spatio-temporels 
a pleine diversite. Et d'ajouter, l'etude asymptotique revele que notre demarche 
englobe des resultats connus dans la litterature concernant le compromis diversite-
multiplexage asymptotique et par consequent elle peut etre consideree comme une 
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Gain de multiplexage 
FIGURE 4.7 Convergence du gain de diversite estime duncorr(r,r]) vers la gain de 
diversite asymptotic dasym, a mesure que la valeur du SNR r\ —• oo. 
generalisation de ceux-ci. 
Les resultats presentes dans ce chapitre sont encore valables lorsqu'on considere 
seulement la correlation spatiale a la reception. Par ailleurs, dans notre demarche, 
nous avons suppose que la matrice de correlation est de plein rang. Intuitivement, 
quand le rang du canal est deficient, on devrait s'attendre a une penalite rela-
tive au gain de diversite. La caracterisation du compromis diversite-multiplexage 
a SNR fini pour un canal a rang deficient pourrait faire l'objet d'un travail futur. 
Enfin, l'analyse presentee dans ce chapitre a concerne un canal semi-correle ou la 
correlation spatiale existe soit a remission ou a la reception. C'est une hypothese 
raisonnable dans un reseau cellulaire par exemple, ou les liens montants et descen-
dants sont considered, puisqu'a la station de base, la contrainte d'espace est moins 
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cruciale. Toutefois, la determination du compromis diversite-multiplexage a SNR 
fini dans un canal correle a remission et a la reception n'est pas sans utilite, et 
merite d'etre analysee dans des travaux futurs. 
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CHAPITRE 5 
LIMITE DE PERFORMANCES DES CANAUX A ANTENNES 
MULTIPLES : COMMUNICATION NON COHERENTE 
5.1 Introduction 
Dans les chapitres precedents, on s'est place dans une situation de communication 
oil la connaissance de l'etat du canal est disponible au recepteur. En effet, dans 
une communication de type point a point par exemple, le recepteur peut estimer 
les coefficients de propagation a travers des sequences d'apprentissage prealable-
ment connues et emises au debut de chaque trame. Etant donne que la mobilite 
de l'emetteur et du recepteur est limitee, le canal est suppose constant durant la 
transmission d'une trame et son estimation peut etre realisee de maniere perti-
nente. Cependant, dans des situations de communication ou la mobilite est tres 
elevee, telles que les communications mobiles sans fil, la connaissance du canal au 
recepteur n'est pas toujours possible en raison, par exemple, d'une mobilite elevee 
de l'emetteur ou du recepteur ou des deux. Ainsi, l'etablissement d'une communi-
cation nable dans les canaux a evanouissement ou l'etat du canal (Channel State 
Information : CSI) n'est disponible ni a l'emetteur ni au recepteur, est d'interet 
particulier. Dans la suite, on designe par transmission non-coherente, une commu-
nication ou le CSI n'est disponible ni a l'emetteur ni au recepteur. 
Dans ce chapitre, on presente un etat de l'art des resultats obtenus recemment 
concernant le calcul de la capacite et le compromis diversite-multiplexage pour une 
transmission non-coherente. 
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5.2 Capacite du canal pour une transmission non-coherente 
Le modele du canal d'une transmission non-coherente est similaire a celui d'une 
transmission coherente et est donne par (2.1) : 
Y = HWX + W, 
ou la matrice Hw n'est connue ni a l'emetteur ni an recepteur. Si un codage du canal 
est realise sur plusieurs blocs independants de longueur T, les effets d'evanouisse-
ment se compensent et il est possible de communiquer de maniere pertinente (avec 
une probability d'erreur aussi petite que desire) a n'importe quel taux de transmis-
sion R ne depassant pas la capacite du canal. De plus, cette capacite est definie 
par : 
c= sup/(x;y), 
en nats par bloc de T symboles, ou I(X; Y) est l'information mutuelle sur l'entree 
X en observant Y et ou la maximisation est realisee sur toutes les distributions a 
l'entree du canal p{X), tenant compte de la contrainte de puissance : 
E[X]<T-P (5.1) 
L'information mutuelle, elle meme, est definie par : 
I(X;Y) = h(Y)-h(Y\X), (5.2) 
ou h(-) designe l'entropie differentielle definie par : 
h(X) = -E[ln(p(X))}, (5.3) 
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ou E[-] est la fonction esperance mathematique. En combinant (5.2) et (5.3), on 
obtient : 
I(X;Y) = ^ [ l n ^ i p ] (5.4) 
= / dXp(X) f dYp(Y) In \ P^Y ^ X^ , \ , (5.5) 
Jx K ' JY K ' \$dsP{s)p{Y\s)y
 y ' 
ou S est une variable muette d'integration. L'equation (5.5) suggere que pour calcu-
ler rinformation mutuelle, il est necessaire de calculer la distribution de probabilite 
conditionnelle de Y sachant X. En effet, etant donne X , l'observation a la sortie 
du canal Y est Gaussienne de moyenne nulle. Les vecteurs lignes de Y sachant X 
sont independants, de moyenne nulle et de meme matrice de covariance. Celle-ci 
est donnee par : 
KY = X^X + a
2IT. (5.6) 
Par consequent la densite de probabilite conditionnelle de Y sachant X est donnee 
par : 
p(Y | X ) = ^ F V " l V ^ ». (5.7) 
exp (-tr {Ky^Y}) 
7TTNr de t^ [Ky] 
ou "tr" designe la fonction "trace". II est interessant de noter que p(Y \ X) ne 
depend pas de Hw et qu'elle ne depend de X qu'a travers le produit X ^ X de 
dimension T x T, contenu dans la matrice de covariance Ky. Observant ceci, il est 
maintenant plus clair d'enoncer qu'on n'augmente pas la capacite en augmentant 
le nombre d'antennes emettrices Nt au dela de la longueur du mot de code T. Pour 
une preuve plus rigoureuse, le lecteur est refere a [Marzetta and Hochwald, 1999]. 
Par consequent, on suppose dans ce qui suit que Nt < T. 
La structure de l'entree optimale a ete etablie dans [Marzetta and Hochwald, 1999]. 
En effet, en utilisant l'expression (5.7), Marzetta et Hochwald prouvent que l'entree 
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permettant d'atteindre la capacite s'ecrit sous la forme : 
X = V$, (5.8) 
ou 3> est une matrice unitaire de dimension Nt x T ayant une distribution de pro-
babilite isotrope ( $ $ ^ = I^t)
 l et V est une matrice reelle diagonale de dimension 
Nt x Nt dont la distribution conjointe des diagonales est invariante par toute permu-
tation de celles-ci. La ieme ligne $x. de <fr represente la direction du signal transmis 
de l'antenne i, i.e., $Xi = Xj/||xi||, ou Xi designe la ligne i de X, i = 1, . . . Nt. Les 
diagonales Vi — ||CCJ|| de V representent la norme de ce signal. Cette caracterisation 
specifie clairement la distribution optimale de la direction des signaux sans pour 
autant donner de precisions sur la distribution de leurs normes. Elle reduit ainsi 
le nombre de variables du probleme d'optimisation de Nt • T a Nt. Tenant compte 
de (5.8), il a ete demontre que l'information mutuelle s'exprime par [Marzetta and 
Hochwald, 1999] : 
Nt f 2 \ (' 
I(X;Y) = -TNr-NrY/Eln(l + ^ ) - dX-p(Xyf(\y 
m=l ^ t J J 
ou p(A) est donnee par : 
min{T,Nr) 








n r(r - / +1) • r(ivr -1 +1) 
(5.10) 
1Une matrice unitaire est dite de distribution de probability isotrope si sa densite est invariante 
par multiplication par toute matrice unitaire deterministe. 
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ou \i > A2 . . . ^mm(T,Nr)
 s o r r t l e s valeurs propres ordonnees de Y et /(A) est donnee 
par : 
(6.11) 
La difhculte de calculer la capacite d'une transmission non-coherente reside dans 
le fait que pour calculer I(X;Y), on doit effectuer des integrales sur les Nt com-
posantes reelles de V', min (iVr, T) composantes reelles A, et Nt • min (Nr, T) com-
posantes complexes de <&. Des formes compactes de ces integrates ne sont gene-
ralement pas possibles. Toutefois, le calcul de la capacite est possible moyennant 
une optimisation numerique pour certaines valeurs specifiques de Nt, Nr et T et a 
differents regimes de SNR. Dans la section suivante, on donne des expressions de 
la capacite du canal pour certains des cas specifiques. 
5.3 Capacite du canal pour des configurations specifiques 
Bien qu'il soit tres difficile de calculer une expression compacte de la capacite, il est 
possible d'etablir des bornes qui expliquent le comportement de celle-ci en fonction 
de differents parametres : Nt, Nr, T et SNR. 
5.3.1 Capacite du canal a S N R de valeurs finies 
Generalement, la demarche adoptee consiste a majorer la capacite d'une transmis-
sion non-coherente par la capacite d'une transmission coherente ou le canal est 
connu au recepteur et a la minorer en choisissant une distribution particuliere de 
V. II s'avere que dans certains cas, la borne superieure et la borne inferieure sont 
tres serrees, ce qui nous renseigne pertinemment sur la valeur de la capacite. 
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5.3.1.1 Configuration du sys teme ou Nt = Nr• = 1 et T —> oo 
Dans ce cas, la capacite normalisee en nats par symbole a ete calculee dans [Mar-
zetta and Hochwald, 1999]. Elle est donnee par : 
eshiE^l/SNR) - o( J^p) < C/T < e^Ei(l/SNR); (5.12) 
ou E\(x) — J^° —dy est la fonction integrate exponentielle. Dans (5.12), la borne 
superieure est la capacite d'une transmission coherente, alors que la borne inferieure 
est obtenue en choisissant les Vi, i = 1 . . . Nt tels que : p{v{) = 5 (vi — \JTP/Nt). 
Intuitivement, quand T —> oo, la capacite dans un scenario non-coherent est egale 
a la capacite dans un scenario coherent. Ceci s'explique par le fait que si on alloue 
une fraction 8 <$C T de slots temporels pour estimer efficacement le canal et T — 5 
pour communiquer, alors la capacite dans ce cas vaut (1 — ^)C'SNREI(1/SNR) m 
C'SNREI(1/SNR). L'equation (5.12) stipule aussi que quand T —> oo, si on alloue 
plus de O (\/T In T I par bloc de longueur T pour la phase d'apprentissage, il n'y 
a pas d'espoir d'atteindre la capacite. A signaler que dans ce cas, l'entree optimale 
est identique a celle d'une transmission coherente, et de ce fait les elements de la 
matrice X = VQ sont approximativement i.i.d. Gaussiens, de moyenne nulle et de 
variance ^ (CAf(0,P/Nt)). 
5.3.1.2 Configuration du sys teme ou Nt = Nr — 1 et T > 1 
Les bornes donnees par (5.12) sont encore valides. L'entree optimale est discrete 
a plusieurs points de masses. Ceux-ci se rapprochent au fur et a mesure que T 
augmente pour donner une distribution optimale a un seul point de masse. A ce 
moment la, la valeur de la capacite, obtenue par maximisation numerique de (5.9), 
coincide avec la borne inferieure. 
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5.3.1.3 Configuration du s y s t e m e ou Nt > 1, Nr > 1 et T = 1 
Puisque du point de vue capacite, on ne gagne rien a avoir A^ > T, on suppose 
que Nt = T. Dans ce cas, les bornes donnees par (5.9) ne sont pas consistantes. 
En effet, la borne inferieure vaut zero, puisque si V\ est distribute telle que P(IH) = 
8 (vi — yjTP/Nt J, alors X^X = P, et de ce fait, p(Y\X) est independante de X. 
Soit I(X;Y) = 0. D'autre part, puisque T = 1, le recepteur ne peut estimer le 
canal et par consequent la capacite d'une transmission non-coherente est bien loin 
de celle d'une transmission coherente. 
5.3.2 Capacite du canal a S N R de valeurs infinies 
Les resultats contenus dans cette section ont ete etablis dans [Zheng and Tse, 
2002a], [Hochwald and Marzetta, 2000]. Nous ne developpons pas les details de 
calcul de la capacite dans ce cas, mais nous en donnons une expression dans dif-
ferent s scenarios. A la fin de cette section, on presente une interpretation de ces 
expressions en termes de degres de liberte. On considere plusieurs configurations 
de communication. 
5.3.2.1 Configuration du sys teme ou Nt = Nr et T > 2Nt 
A haut SNR, la capacite est atteinte par une distribution a norme constante egale, 
i.e p(vi) = 8 (vi — ^TP/Nt), i = 1 • • • A^. La capacite d'une transmission non-
coherente en nats par bloc de T symboles est donnee par : 
CNtM{SNR) = Nt(\- ^ ) ]nSNR + cNuNt+o{l), (5.13) 
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o u cNt.Nt
 e s t u n e constante explicitement calculable qui ne depend pas du SNR. II 
est d'interet d'exprimer cette capacite en fonction de la capacite d'une transmission 
coherente. Sachant qu'a haut SNR, cette derniere s' 
NtlnSNR, alors (5.13) devient : 
CNuNt(SNR) = ( l - ^ \ Ccoherent(SNR) + o(l). (5.14) 
Tenant compte de (5.14), il est important de noter que : 
- Vu que la la distribution optimale a l'entree est a norme constante egale, alors 
l'information est vehiculee par <fr, matrice unitaire isotrope. La dimension du 
sous-espace forme par ces matrices est Nt(T — Nt) qui est exactement le degre 
de liberte de la capacite d'une transmission non-coherente. Par ailleurs, dans le 
cas coherent, l'information est plutot vehiculee par X. Puisque le sous-espace 
forme par ces matrices est de dimension NtT, alors tel est le degre de liberte de la 
capacite d'une transmission coherente. La penalite en termes de degres de liberte 
vaut Nf, c'est le prix de l'incertitude sur la connaissance du canal au recepteur. 
- A mesure que T tend vers l'infini, la capacite d'une transmission non-coherente 
s'approche de celle d'une transmission coherente : CNUN± (SNR) ~ Ccoherent(SNR) 
5.3.2.2 Configuration du systeme ou Nt > Nr, et T > 2Nr 
II est clair que si on utilise seulement un nombre Nr des A^ antennes emettrices, 
on se place dans le cas de la section 5.3.2.1. A cet effet, a haut SNR, une borne 
inferieure sur la capacite dans ce cas, est donnee par (5.13) en remplagant Nt 
par A r̂. Mais, peut-on faire mieux? En realite, s'obstiner a diffuser la puissance 
sur toutes les A^ antennes disponibles n'ameliore point le degres de liberte. Pour 
voir ceci, il suffit de noter que meme pour une transmission coherente, le degre de 
liberte est limite par TNr. Au contraire, utiliser plus que Nr antennes emettrices 
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augmenterait la dimension de H, accroit l'incertitude sur le canal et par consequent, 
reduit le degre de liberte effectif. Notons enfin que de maniere similaire, utiliser 
plus que Nr antennes emettrices dans une transmission coherente n'augmente pas 
le degre de liberte a haut SNR. Cependant, il augmente la capacite d'une constante 
independante du SNR. Cette augmentation decoule de l'augmentation du gain de 
diversite. 
5.3.2.3 Configuration du systeme ou Nt < Nr, et T > Nt + iVr 
De maniere similaire a celle de la section 5.3.2.2, le degre de liberte est limite 
par min (Nt, Nr) = Nt. Le fait que Nr > Nt augmente le SNR total au recepteur 
qui est egal a Nr fois le SNR par antenne receptrice, et par la suite ameliore la 
capacite du canal d'une constante qui ne depend pas du SNR. Au mieux de notre 
connaissance, il n'y a pas d'expression connue de la capacite dans ce cas. Cependant 
une approximation de la capacite (une borne inferieure a haut SNR) a ete etablie 
dans [Zheng and Tse, 2002a], elle s'exprime en nats par bloc de T symboles par : 
CNttNr(SNR) ~ Nt(l-^\\nSNR + cNt,Nr (5.15) 
« (l-Y)Ccoherent(SNB) (5.16) 
ou cjsrt}Nr est une constante explicitement calculable qui ne depend pas du SNR. 
Cette approximation a ete obtenue en assignant une distribution a norme constante 
egale a l'entree du canal. Remarquons que le nombre de degres de liberte par 
symbole est Nt (l — ^f), et ne depend pas de Nr. Encore une fois, a mesure que 
T —• oo, la capacite d'une transmission non-coherente s'approche de celle d'une 
transmission coherente a haut SNR. 
Pour synthetiser ces resultats en termes de degres de liberte, posons t = 
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min (Nt, Nr). il y a lieu de noter que si on suppose que T > t + Nr, alors le 
degre de liberte par symbole est : 
* ( l - | ) • (5-17) 
Ce degre de liberte apparait comme le produit de deux facteurs : t qui represente 
le nombre de dimensions spatiales dans le systeme et (l — |r) qui lui, represente 
1'incertitude sur la connaissance du canal au niveau du recepteur. 
5.3.2.4 Configuration du systeme ou le temps de coherence est faible 
Ce cas represente un scenario ou le canal varie rapidement dans le temps. On 
suppose plus precisement que T < t + Nr. Encore une fois, il n'y a pas d'expression 
exacte de la capacite dans ce cas. Ceci est du au fait que la distribution optimale de 
V ne peut etre calculee sous forme compacte. Assigner une distribution a l'entree 
telle que M* — mm(Nt. Nr, [^J) des antennes emettrices transmettent a SNR 
eleve, permet d'obtenir les bornes suivantes : 
c < CNt,Nr(SNR) - M* (l - ^pj < c (5.18) 
ou c et c sont des constantes independantes du SNR. Notons que dans ce cas, le 
nombre d'antennes emettrices utilisees n'est phis limite par Nr seulement, mais 
aussi par T. 
5.4 Le compromis diversite-multiplexage dans un scenario non-coherent 
Avant de proceder a la caracterisation du compromis diversite multiplexage dans 
une transmission non-coherente, il y a lieu d'identifier deux points evidents de ce 
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compromis : 
- De maniere similaire a une transmission coherente, si la longueur de bloc est assez 
grande T > Nt, alors la diver site maximale dans un scenario non-coherent est 
egale a, Ntx Nr [Tarokh et al., 1998]. Ceci definit le point de gain de multiplexage 
r = 0 du compromis non-coherent. 
- De la section precedente, on deduit que le nombre de degres de liberte spatio-
temporels disponibles dans le canal lors d'une communication non-coherente vaut 
M*(T — M*). De ce fait, le gain de multiplexage maximal est rmax — M*(l — 4p) 
correspondant a un gain de diversite nulle d(rmax) = 0. 
Pour etablir le compromis diversite-multiplexage dans une transmission coherente, 
une technique d'isolation des evenements de non disponibilite est utilisee. En effet, 
comme il a ete discute au chapitre 2, a haut SNR et lorsque la longueur de blocs 
T est assez grande, les erreurs de detection sont principalement dominees par les 
evenements de pannes, i.e les evenements ou le canal est si singulier qu'il ne peut 
supporter le taux de transmission. Dans ce cas, on a Pe(SNR) = Pout(SNR). Le 
calcul de Pout permet alors de determiner le gain en diversite d(r) pout tout mul-
tiplexage r. 
Cependant, appliquer une technique similaire pour une transmission non-coherente 
n'est pas si evident en raison de la definition des evenements de non disponibilite. 
En effet, en transmission coherente, l'information mutuelle est definie en fonction 
d'une realisation du canal H, alors que dans un scenario non-coherent, l'aspect 
aleatoire de H est deja contenu dans la probabilite de transition p(Y \ X) appa-
raissant dans l'expression (5.5) de l'information mutuelle I(X;Y). 
Pour definir l'evenement de non disponibilite dans un scenario non-coherent, il y a 
lieu d'eliminer toute supposition quant a une conception specifique du recepteur. 
En effet, en transmission coherente, connaissant le canal, un recepteur optimal rea-
lise la detection en minimisant la probabilite d'erreur a priori. En transmission 
non-coherente, la definition d'un tel recepteur optimal n'est pas triviale puisque la 
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structure de celui-ci depend de la performance d'erreur requise. 
Pour surmonter cette difficulte, une technique qui consiste a supposer qu'un 'mi-
racle' informe le recepteur en utilisant un bit par bloc en vue de s'accommoder 
a une performance d'erreur requise, est utilisee [Zheng and Tse, 2002b]. Soient e 
et le un sous-ensemble de C
NrXNt des realisations de H et un indicateur de ces 
realisations, respectivement. Soit J£(X; Y) l'information mutuelle du canal sachant 
que l'evenement e est survenu. A un taux de transmission donne R, un evenement 
de non disponibilite est defini comme l'evenement e tel que 7£(X; Y) < R. La pro-
bability de non disponibilite est alors superieure a la plus grande quantite de ces 
probabihtes de non disponibilite : 
Pout> max P(e). (5.19) 
e:/ e(X;Y)<K 
A noter qu'en introduisant la notion de recepteur informe par un 'miracle' via l'in-
dicateur le, on obtient une borne superieure sur l'information mutuelle du canal, ou 
de maniere equivalente une borne inferieure sur la probabilite de non disponibilite, 
ce qui justifie l'inegalite de (5.19). 
Clairement, le calcul de Pout donne une borne inferieure sur la probabilite d'er-
reur, ou de maniere equivalente, une borne superieure sur le gain de diversite pour 
un gain de multiplexage donne. Nous enongons ci-dessous le resultat final etabli 
dans [Zheng and Tse, 2002b] : 
Pe(SNR) = SNR-dnc{r)>P0Ut(SNR) = SNR-
d°^r\ (5.20) 
ou d™ut(r) est le gain de diversite provenant de la probabilite de non disponibilite 
dans une transmission non-coherente. II est donne par : 
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FIGURE 5.1 Compromis optimal diversite-multiplexage pour un canal MIMO ayant 
Nt = Nr = 4 et T = 16. 
ou A = {a G [0,1]* : (T - t) £)J=1(1 - an) < Tr}. Comparant (5.21) au gain en 
diversite provenant de la probabilite de non disponibilite dans une transmission 
coherente dcout(r) = dasym(r) donne par (IV), nous deduisons que d™t(r) differe de 
dcout(r) seulement par un facteur multiplicateur ^—^ du taux de transmission. Tout 
se passe comme si en raison de la non connaissance du canal, on ne communique 
plus RT bits durant T, mais plutot durant (T — t) durees de symbole. Pendant ces 
(T — t) durees de symbole, le canal se comporte comme coherent. Ceci peut etre 
formalise comme suit : 
mc , 




De maniere similaire au cas coherent, si T est assez grand, les erreurs sont do-
minees par les evenements de non disponibilite et la probabilite d'erreur est 
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asymptotiquement egale a la probability de non disponibilite. Plus precisement 
si T — t > Nt + Nr — 1, i.e T > Nt + Nr + t — 1, alors le compromis diversite-
multiplexage dans une transmission coherente est completement caracterise par 
(5.22). 
Quand la longueur de bloc n'est pas assez grande T < Nt + Nr+t—l, le compromis 
diversite-multiplexage n'est pas completement caracterise pour tout gain de mul-
tiplexage r. En fait, tout comme dans une transmises coherente, le compromis est 
compris entre deux bornes : une borne superieure donnee par (5.22) et une borne 
inferieure provenant d'un codage aleatoire et d'une technique d'expurgation. 
Le compromis diversite-multiplexage asymptotique pour une transmission non-
coherente, donne par (5.22), est representee dans la figure 5.1 pour Nt = Nr = 4 
et T — 16. A titre de comparaison, le compromis pour une transmission cohe-
rente est aussi illustre sur la meme figure. Alors que le gain de diversite maxi-
male est atteint peu importe la connaissance ou non du canal au recepteur, la 
transmission non-coherente ne parvient pas a atteindre le point de gain de multi-
plexage maximal (4,0) en raison de la limitation de son degre de liberte maximal 
par rmax = M*(l - *%-) = 3. 
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C H A P I T R E 6 
C A P A C I T E D E S C A N A U X N O N - C O H E R E N T S D I S C R E T S S A N S 
M E M O I R E E T A E V A N O U I S S E M E N T S D E R A Y L E I G H 
6.1 Introduction 
L'etablissement des limites de performance en termes de la capacite du canal, de 
la probability d'erreur, e tc . , dans un scenario non-coherent, i.e. un scenario ou 
le CSI n'est pas disponible au recepteur, a recemment motive plusieurs travaux 
de recherche (voir par exemple [Verdu, 2002], [Medard, 2000]). Quand le CSI est 
disponible au recepteur, la capacite du canal, generalement connue sous le nom de 
capacite coherente, a ete etudiee par Ericson [Ericson, 1976] pour un canal SISO 
et recemment par d'autres auteurs pour un canal MIMO [Foschini, 1996] [Telatar, 
1999]. Reciproquement, quand le CSI n'est pas disponible au recepteur, le calcul 
de la capacite du canal, connue sous le nom de capacite non-coherente ainsi que 
la determination de la distribution optimale permettant d'atteindre cette capacite 
pour des canaux discrets, sans memoire SISO et MIMO, est plutot difficile [Abou-
Faycal et al., 2001] [Perera et al., 2006]. Cette difficulte est due principalement au 
fait que la distribution optimale a l'entree du canal est discrete avec un nombre 
fini de points de masse dont l'un est situe a l'origine. Le nombre de ces points de 
masse augmente avec le SNR. Puisqu'aucune borne sur le nombre de ces points 
de masse en fonction du SNR n'est disponible, il est tres difficile d'exprimer la 
capacite et la distribution optimale a l'entree du canal en fonction du SNR. La 
determination de la capacite et de la distribution optimale a ete effectuee a l'aide 
de simulations numeriques en utilisant la condition de Khun-Tucker qui est une 
condition necessaire et sumsante pour l'optimalite, pour un canal SISO [Abou-
94 
Faycal et al., 2001] et pour un canal MIMO [Perera et a l , 2006]. 
Comme il a ete discute au chapitre 5, Marzetta et Hochwald ont obtenu la structure 
de 1'entree optimale, en utilisant un canal a evanouissements par bloc [Marzetta 
and Hochwald, 1999]. lis ont aussi determine explicitement cette entree pour le cas 
special d'un canal SISO, mais seulement asymptotiquement, a haut SNR ou a grand 
temps de coherence T [Marzetta and Hochwald, 1999]. La capacite non-coherente 
a ete egalement calculee en fonction du nombre d'antennes emettrices, d'antennes 
receptrices et du temps de coherence a haut SNR dans [Zheng and Tse, 2002a]. 
A faible SNR, il a ete egalement montre qu' a un premier ordre de grandeur du 
SNR, il n'y a aucune penalite en termes de capacite a ne pas connaitre le canal au 
recepteur, ce qui est contraire au cas a haut SNR. Plus precisement, il a ete etabli 
precedemment qu'a faible SNR, comme dans un canal a bruit additif blanc et Gaus-
sien (AWGN), la capacite d'un canal a evanouissements varie lineairement avec le 
SNR que le CSI soit disponible au recepteur ou non [R. S. Kennedy, 1969], [Tela-
tar and Tse, 2000]. Cette efficacite energetique de la transmission non-coherente a 
faible SNR, ou d'une maniere equivalent* a grande largeur de bande du canal, a 
motive beaucoup de travaux de recherche en vue de mieux comprendre la capacite 
non-coherente a faible SNR, pour des canaux SISO et MIMO suivant differents 
modeles d'evanouissements [Verdu, 2002], [Zheng et al., 2007], [Ray et al., 2007]. 
Dans [Rezki et al., 2007a,Rezki et al., 2008a], nous avons analyse la capacite d'un 
canal SISO, discret, sans memoire a evanouissements de Rayleigh. Les contributions 
principales de [Rezki et al., 2007a, Rezki et al., 2008a] sont : 
1. La determination d'une forme analytique compacte de 1'information mutuelle 
du canal a faible SNR, qui peut egalement etre consideree comme une borne 
inferieure sur l'information mutuelle du canal pour une valeur arbitraire du 
SNR. 
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2. La determination d'une relation fondamentale entre la distribution optimale 
a l'entree du canal et la valeur du SNR, de laquelle une expression exacte de 
la capacite est deduite. 
3. La determination de bornes superieure et inferieure de la localisation du point 
de masse non nulle de l'entree optimale, desquelles des bornes inferieures et 
superieures sur la capacite non-coherente sont, respectivement, deduites. 
Dans ce chapitre, nous presentons les resultats etablis dans [Rezki et al., 2007a, 
Rezki et al., 2008a] pour un canal SISO dans la section 6.2. Nous etendons notre 
analyse a un canal MIMO discret, sans memoire et a evanouissements de Rayleigh 
dans la section 6.3 [Rezki et al., 2008b]. 
6.2 Capacite du canal SISO 
Dans cette section, nous analysons la capacite d'une transmission non-coherente 
dans un canal discret (T = 1), sans memoire et a evanouissements de Rayleigh, 
ayant une entree a remission et une entree a la reception (Nt = Nr = 1 : SISO). 
6.2.1 Modele du canal 
Nous considerons un canal discret, sans memoire et a evanouissements de Rayleigh, 
donne par : 
r(l) = h(l)s(l) + w(l), 1 = 1,2,3,... (6.1) 
ou I est l'index de temps discret, s(l) est l'entree du canal, r(l) est la sortie du 
canal, h(l) est le coefficient d'evanouissement et w(l) est un bruit additif. Plus 
speciflquement, h(l) et w(l) sont des variables aleatoires Gaussiennes circulaires 
complexes independantes de moyenne zero et de variances al et a2wl respectivement. 
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L'entree s(l) obeit a une contrainte de puissance moyenne telle que : £[|s(/)|2] < P, 
ou E[.] indique la valeur moyenne. On suppose que l'etat du canal, le CSI, n'est 
disponible ni a l'emetteur ni au recepteur. Cependant, quoique les valeurs exactes de 
h(l) et de w(l) ne soient pas connues, leurs statistiques le sont, aux deux extremites. 
Le modele (6.1) apparait par exemple pendant la decomposition d'un canal a large 
bande en canaux par alleles independants, ou quand un signal a bande etroite est 
emis par sauts successifs sur un ensemble de frequences, un symbole par frequence 
[Verdu, 2002]. 
Puisque le canal defini dans (6.1) est stationnaire et sans memoire, les statistiques 
de l'entree optimale permettant d'atteindre la capacite s(l), I = 1,2,..., sont 
egalement sans memoire, independants et identiquement distribues (i.i.d.). Par 
consequent et par commodite, nous pouvons ignorer l'index I du temps dans (6.1). 
De ce fait, la distribution de la sortie du canal r conditionnee sur l'entree s peut 




2 + al exp 
-\r\ 
Vh\S\ + al 
(6.2) 
Puisque la distribution / r | s dans (6.2) depend seulement des grandeurs \s\
2 et \r\2, 
nous ne serons plus concernes par des quantites complexes, mais seulement par 
leurs modules au carre. Conditionnee sur l'entree s, \r\2 est distribute suivant une 
loi chi-carre a deux degres de liberte : 
f\r\2\s{t\s) = 
^l\s\2 + al) exp '} I 19 i 9 &t\sr + o± iuh 
(6.3) 
En vue de normaliser les variances des variables aleatoires, posons y = |r|2/cr.^ et 
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x — \s\ah&w Ainsi, l'equation (6.3) peut etre exprimee plus commodement par : 
fv\x{y\x)= ( 1 + x 2 )
e x P 
-y 
1 + x2 
(6.4) 
avec la contrainte de puissance moyenne : E[x2] < a, ou a = Pa\ja2w est le SNR 
par duree de symbole. 
6.2.2 Information mutuel le du canal 
Pour la densite de probability conditionnelle (6.4) definissant le canal (6.1), l'infor-
mation mutuelle est donnee par [Gallager, 1968] : 
I(x;y) = fy\x(y\x)fx{x) In
 y]x ' dxdy. 
J(y;x){y^ x) 
(6.5) 
La capacite du canal (6.4) est la borne superieure donnee par : 
C = sup I(x; y) 
E[x2]<a 
(6.6) 
sur toutes les distributions d'entree qui remplissent la contrainte de puissance. 
L'existence et l'unicite d'une telle distribution ont ete etablies dans [Abou-Faycal 
et al., 2001]. Plus specifiquement, la distribution optimale d'entree pour le canal 
(6.4) est discrete avec un nombre fini de points de masse dont l'un est necessaire-
ment nul. C'est-a-dire, la capacite (6.6) peut etre exprimee par : 
C= Jp-$£ J2Pi fy\xt{y\xi)ln 




ou xo — 0 < x\ < x2... < XN-I sont les endroits des points de masse et ou 
Po > pi > ... > PN-\I sont leurs probabilites respectives. Ce probleme d'optimi-
sation est tres difficile puisque le nombre de points de masse, leurs localisations et 
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leurs probabilities optimales sont inconnus. Dans [Abou-Faycal et al., 2001], reva-
luation numerique de la capacite et la distribution optimale de l'entree ont ete 
donnees en utilisant la condition de Khun-Tucker qui est necessaire et suffisante 
pour l'optimalite. Les auteurs ont trouve empiriquement que deux points de masse 
sont optimaux a faible SNR et que le nombre de points de masse croit avec le SNR. 
Beaucoup d'autres auteurs ont employe ces resultats arm de comprendre davantage 
la capacite non-coherente et le comportement de la distribution optimale de Ten-
tree aussi bien a haut SNR qu'a faible SNR [Zheng et a l , 2007] [Ray et al., 2007]. 
Puisque nous nous concentrons sur le bas regime du SNR, nous pouvons utiliser 
dans (6.7) une entree de distribution discrete avec deux points de masse, dont Fun 
est nul, pour obtenir la capacite optimale a faible SNR. En outre, cette signalisation 
marche-arret (On-Off Signaling) permet egalement d'obtenir une borne inferieure 
sur la capacite non-coherente pour toute valeur du SNR. En effet, les resultats de 
simulation fournis dans [Abou-Faycal et al., 2001] montrent que la capacite atteinte 
par une signalisation ON-OFF est une borne inferieure assez serree sur la capacite 
du canal pour les valeurs du SNR considerees. A cet effet, une borne inferieure sur 
la capacite peut etre exprimee par : 
CLB = max ILB{X;U), (6.8) 
E[x2]<a 
ou ILB(X',V) est une borne inferieure sur l'mformation mutuelle du canal I(x;y) 
donnee par : 
1 poo 
ILB{X;V) = ILB(XI,PI) = ^Pi / fy\Xi{y\xi)ln 
et la contrainte de puissance moyenne devient : p\x\ < a. A noter que le probleme 
d'optimisation dans (6.8) est moins complexe que dans (6.7) puisque (6.8) porte 





simplifications peuvent etre obtenues, en utilisant le fait que ILB(X\,PI) est mono-
tone croissante en fonction de x\ et le probleme (6.8) peut etre reduit a un probleme 
plus simple de maximisation sans contrainte. Nous recapitulons ce result at dans le 
Lemmae 6.1. 
Lemme 6.1. La capacite du canal a faible SNR et une borne inferieure sur cette 
capacite a toute valeur du SNR est donnee par : 
CLB = max ILB(xi,a), (6.10) 
oil ILB(XI,O) est I'information mutuelle du canal pour une localisation donnee X\ 
d'un point de masse et une valeur du SNR donnee a. De plus, ILB(X\,O) peut etre 
exprimee par : 
a — a 
Ml+g?) , 1 , A T W - , J_ 1 , J (l+x^jxj-a) 
W x 1 , a ) = ^ _ l n ( l - ^ r ) - l n ( l + n ^ f e = S J ) 
ou 2-F\(-, •)•>•) est la fonction hypergeom,etrique de Gauss. 
si Xi > y/a, 
si x\ = v a 
(6.11) 
Demonstration. Par commodite, la demonstration est presentee dans l'annexe VI. 
• 
Dans le Lemme 6.1 , l 'existence d ' un m a x i m u m pour une valeur donnee a du S N R 
est garantie par la continuity de lLB{xiia) ainsi que par le fait qu'elle est bornee 
par rapport a x\ sur l'intervalle [\/a,, CXD[. Ceci peut etre observe sur la figure 6.1, ou 
nous avons trace la borne inferieure ILB{XI, a) pour differentes valeurs de a. Comme 
il peut etre observe sur la figure 6.1, ILB(%I, O>) a un maximum pour les 3 regimes 
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Localisation du point dt nutssc nun nulle 
(a) Regime a tres faible SNR 
I ,oci ligation du poinl dt masse n»n nil Ik 
(b) Regime a faible SNR 
Localisation du point de masse mm nulle 
(c) Regime a SNR eleve 
FIGURE 6.1 Borne inferieure sur 1'information mutuelle du canal en fonction de la 
localisation du point de masse non nulle, pour trois regimes du SNR : 
a) Tres faible SNR, b) faible SNR et c) SNR eleve 
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du SNR. L'existence d'un tel maximum est rigoureusement etablie dans l'annexe 
VI. Clairement, comme il a ete discute dans l'annexe VI, la maximisation (6.10) 
consiste a resoudre l'equation -^-ILB{XI,O) = 0 pour une valeur donnee du SNR 
a. Idealement, une solution analytique permettrait de mieux comprendre comment 
la capacite non-coherente et la distribution optimale de l'entree varient avec le 
SNR. Cependant, il est tres difficile de trouver la solution d'une telle equation pour 
des valeurs arbitraires du SNR puisqu'elle implique des equations transcendantes. 
Neanmoins, quand un regime a faible SNR est considere, le probleme devient moins 
complique et on parvient a elucider le comportement de la capacite des canaux non-
coherents a faible SNR. 
6.2.3 Capacite d'une communication non-coherente a faible SNR 
Dans cette section, on se place dans un regime a faible SNR, et nous utilisons le 
Lemme 6.1 pour etablir une relation analytique fondamentale entre la distribution 
optimale de l'entree et la valeur a du SNR. Nous montre dans le Theoreme 6.1 que 
cette relation fondamentale est valide a un ordre de a strictement inferieur a 2. 
Comme il est discute ci-dessous, la relation etablie est tres utile puisqu'elle permet 
de calculer la distribution optimale a l'entree du canal pour une valeur a donnee 
du SNR, tout en fournissant une caracterisation rigoureuse de la variation de la 
localisation du point de masse non nulle et de sa probabilite en fonction du SNR,. 
De plus, la relation etablie permet de calculer la capacite non-coherente exacte a 
faible SNR. 
102 
6.2.3.1 Relation fondamentale entre la distribution optimale de l'entree 
et le SNR 
Nous presentons la relation fondamentale entre la distribution optimale de l'entree 
et la valeur du SNR dans le theoreme suivant : 
Theoreme 6.1. ,4 faible SNR, la densite de probability optimale de l'entree a un 
ordre de grandeur de a inferieur a 2 (o(a2~e), e > 0), est donnee par : 
{ Xi e. p. » i = -%, **' (6.12) 
0 e. p. po = l -pi, 
oil I'abreviation e. p. signifie 'en probabilite' et %\ est solution de Vequation : 
0 = x\ - (1 + x{) ln(l + x\) - 7T 
1 + x'f - 7T cot ( ~2 ) + In 
xf 
a \ 
x\ + x\) 
a ^ 







De plus, la capacite d'une communication non-coherente est donnee par : 
C{a, Xl)-a-a- ^ ^ - a ^ • " " ^ ^ ^ + „ ( . » - ) . (6.14) 
v ' x\ 1 + xj \ J \ J 
Demonstration. Par commodite, la demonstration est presentee dans l'annexe VII. 
• 
Clairement, (6.13) est egalement une equation transcendante, pour laquelle la deter-
mination d'une solution analytique est tres difficile. Cependant, bien qu'il soit tres 
complique de determiner une solution analytique de (6.13) sous la forme X\ = / (a) , 
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il est d'interet d'un point de vue ingenierie, de resoudre (6.13) numeriquement et 
d'obtenir la localisation du point de masse non nulle x\ optimale, pour une valeur 
donnee a du SNR. On peut alors deduire la valeur de la capacite d'une communica-
tion non-colierente en remplacant dans (6.14) la valeur obtenue de x\. Par ailleurs, 
(6.13) permet de comprendre le comportement de x\ quand a tend vers zero. Par 
exemple, utilisant (6.13), on peut determiner la limite de x\ quand a tend vers 
zero. Pour voir ceci, soit M cette limite et supposons que M est fini. De l'annexe 
VII, on sait que pour la distribution optimale de l'entree, la localisation du point 
de masse non nulle x\ est superieure a un. De ce fait, sa limite quand a tend vers 
zero est superieure ou egale a un : M > 1. En prenant la limite des deux cotes de 
(6.13) quand a tend vers zero, on obtient : 
M2 - (1 + M2) In (1 + M2) = 0. (6.15) 
Ainsi si M est fini, il serait egal a zero, l'unique solution de (6.15), mais ceci est 
impossible puisque M > 1. Par consequent, conformement avec [Abou-Faycal et al., 
2001, Zheng et a l , 2007] : 
limxi = oo. 
a->0 
En outre, nous avons trouve que (6.13) peut etre ecrite de maniere plus commode 
comme : 
a = exp 
IT 
x2W(k,ip{xi)) - x\ + 7r cot (—) + In (x\) + In (1 + x\) - 1 (6.16) 
avec k = — 1 si a < a® et k = 0 ailleurs, et ou W(-, •) est la fonction de Lambert, 
avec <f(x) donnee par : 
. . s in(^)(-a ; 2 + ln(l + x2) + x2ln (1 + x2)) 
ip(x) = — exp 
TIXZ \ X2 X2 J 
(6.17) 
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De plus, ao est la solution de (6.13) pour x\ = XQ, ou XQ est la solution de l'equation 
tp(x) = —-. Le nombre — - apparait dans notre analyse du fait que c'est le point 
unique partage par la branche principale de la fonction de Lambert W(0, x) et la 
branche avec k = — 1, W(—l, x). C'est a dire W(0, — -) = W(—1, —-). Ceci garantit 
la continuity de a dans (6.16) pour toutes les valeurs de X\. Numeriquement, nous 
avons trouve que ao = 0.0582 et XQ = y/3.93388. De ce fait, (6.16) peut egalement 
etre vue comme une relation fondamentale entre la distribution de l'entree optimale 
et la valeur a du SNR pour les canaux non-coherents discrets sans memoire a 
evanouissements de Rayleigh, a faible SNR. D'autre part, (6.16) fournit la reponse 
globale quant a la fagon dont la localisation du point de masse non nulle de la 
signalisation marche-arret optimale et le SNR sont lies. A cette fin, l'analyse de 
la fonction a(xx) donnee par (6.16) a ete realisee, et quelques resultats importants 
sont recapitules dans le corollaire suivant. 
Corollaire 6 .1 . A faible SNR, on a : 
1. Pout toute valeur dea < a0, a0 = 0.0582, la fonction a(xi) est decroissante en 
fonction de x% et pour toute valeur de a > ao, la fonction a(x\) est croissante 
en fonction de x\. 
2. Pour toute valeur de a, on a x\ > XQ, OU XQ = \/3.93388. 
3. La limite de a{x\) quand X\ tend vers I'infini est egale a zero : lim a = 0, 
X\—»00 
oil X\ est la solution de l'equation (6.13). 
Le Corollaire 6.1 est conforme avec [Abou-Faycal et al., 2001], ou il a ete montre 
a l'aide de resultats de simulations que la localisation du point de masse non 
nulle decroit avec le SNR jusqu'a une certaine valeur, a partir de laquelle elle 
commence a croitre. Cependant, en indiquant le point de bord (xo, ao), le Corollaire 
6.1 donne une caracterisation plus precise au sujet de ce comportement particulier 
de la localisation du point de masse non nulle. En outre, le Corollaire 6.1 raffine 
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egalement la borne inferieure sur Xi, x\ > 1 et determine Xo comme borne inferieure 
amelioree sur la localisation du point de masse non nulle a faible SNR. Par ailleurs, 
de (6.16), on peut ecrire : 
7T 
ln(a) + x? = x\W(k,<p{x1)) + 7 r c o t ( — ) + ln(x?) + In (1 + x\) - 1. (6.18) 
xi 
II est alors facile de verifier que le partie droite de (6.18) est une fonction decrois-
sante de X\ pour x\ < XQ, ce qui permet d'aboutir a une borne superieure X\JJB 
sur x\ : 
x\{°) < XIUB(°) = - ^ (a) + £>, (6.19) 
ou ^o = In (ao) + $1, qui est encore une fois conforme avec la borne superieure 
etablie dans [Zheng et al., 2007]. A noter que la borne superieure (6.19) est valide 
pour tout a < ao tandis que la borne superieure etablie dans [Zheng et al., 2007] est 
valable pour tout a <C o0, pour lequel £0
 e s t negligeable. D'autre part, en combinant 
(6.19) et la borne inferieure sur X\ donnee dans le Corollaire 6.1, on obtient : 
aaxl < aax\ < aQ(e0 - In (a)). (6.20) 
pour tout a > 0. C'est a dire que : 
l im(a ax?) = 0 , (6.21) 
ce qui signifie que aa tend vers zero plus rapidement que x\ tend vers l'infini. Ce 
resultat peut egalement etre utilise pour comprendre davantage le comportement 
de la capacite a faible SNR. En effet, de (6.14), on peut exprimer la capacite d'un 
canal non-coherent par : 
C(a) = a + o(a), (6.22) 
i 
/ \ ln(l+x?) +7% K V x i 7 V a : i + x i 7 r \ • • •£: )^ 
ou o(a) = —a • — ,2 — o- x • \2 2— — • Ceci signifie qu a un premier 
106 
ordre, la capacite varie lineairement avec la valeur a du SNR. Par consequent, 
tout comme pour une communication dans un canal AWGN et dans un canal 
coherent, la communication dans un canal non-coherent peut aussi etre qualifiee 
de communication efficace en energie, a faible SNR. 
6.2.3.2 Efficacite energetique et penalite de non-coherence 
En general, a faible SNR et a premier ordre, la capacite d'un canal Gaussien ainsi 
que celle d'un canal a evanouissements de Rayleigh, varient lineairement avec le 
SNR [Zheng et al., 2007]. La difference entre ces canaux en termes de capacite, 
ne peut etre expliquee que par le terme pseudo-lineaire o(a) dans (6.22). Le terme 
pseudo-lineaire a ete defini dans [Zheng et al., 2007] par : 
A(a) := a - C(a). (6.23) 
A faible SNR, le terme pseudo-lineaire A(a) est egalement lie a 1'efficacite ener-
getique definie comme l'energie minimale requise pour transmettre un nat d'infor-
mation de maniere fiable. En effet, soit En l'energie transmise en joules par nat 
d'information. Alors 1'efficacite energetique s'exprime par : 
% = ^ - (6.24) 
A noter que puisque a > C(a), alors 1'efficacite energetique % est inferieure ou 
egale a 1. En utilisant (6.23), on peut ecrire : 
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alors de (6.23) et (6.25), il decoule respectivement : 
C(a) ~ a (6.27) 
- J « 1, (6.28) 
ce qui implique que l'emcacite energetique maximale de -1.59 dB par bit d'infor-
mation peut etre theoriquement obtenue. Pour un canal Gaussien et un canal co-
herent a evanouissements, les termes pseudo-lineaires sont, respectivement, donnes 
par [Zheng et al., 2007] : 
AAWGN(a) = -a
2 + o(a2), (6.29) 
Acoherent(a) = ^E[\\h\\4}a2 + o(a2). ( 6 .30 ) 
Pour un canal non-coherent a evanouissements, le terme pseudo-lineaire peut etre 
determine a l'aide de (6.14) : 
A noter qu'a tres faible SNR et d'apres (6.31), —— converge vers zero, impliquant 
que le canal non-coherent a evanouissements de Rayleigh est egalement efficace en 
energie. Cependant, a mesure que le SNR augmente, la convergence de —^ vers 
zero est plus lente que AWGN^a> e t
 coherf"^a\ Ceci peut etre vu par interpretation 
de (6.21) qui stipule que x\ converge plus lentement vers l'infini que a converge 
vers zero. A titre d'illustration, calculous la valeur de —^ pour une valeur du SNR 
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a = —30 dB par exemple. D'apres (6.31), on peut ecrire : 
A(a) In (1 + x\) 7? \) W+*iY 
i 
^ 
i 7TCSCA h ^ 4 P 1 
+ a*i \ 1 7 \ ; i y . (6.32) 
a :rf 1 + xf 
La resolution de (6.16) par rapport a x\ pour a — —30 dB donne : x\ ~ 4.96815. 
En substituant cette valeur dans (6.32), nous obtenons ^ w 49%. Notez que pour 
un canal AWGN ainsi que pour un canal coherent a evanouissements de Rayleigh, 
AWGNW e .̂ co/ierentw s o n | - ^^j m g m e ordre de grandeur que la valeur du SNR dans 
ce cas. II faut un SNR encore plus faible pour que la communication non-coherente 
realise la meme efficacite energetique qu'un canal AWGN et un canal coherent a 
evanouissements de Rayleigh. 
Dans l'intervalle des valeurs du SNR considere, nous pouvons definir la penalite de 
non-coherence par SNR comme : 
^coherent\a) ~ C [a) . 
a 
oil Ccoherent e s t la capacite du canal coherent. De [Zheng et al., 2007], on peut 
exprimer Ccoherent par : 
Ccoherent(a) = a + O(a) = a+ o(a
2"a), (6.34) 
pour tout 1 > a > 0. Sachant que la capacite non-coherente dans (6.14) a ete 
obtenue en utilisant la decomposition en serie a un ordre strictement inferieur a 
2, et combinant (6.14) et (6.34), nous deduisons la penalite de non-coherence par 
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SNR a un ordre strictement inferieur a 2 : 
^coherent 
(a) - C(a) _ Coherent ~ C(d) _ In (1 + x\) ji n C S C \ x2 ) \xj+xf 
*.\ ( 1 \% 
Q> ^coherent %\ •!• T 3?i 
(6.35) 
Utilisant (6.21), divisant les deux cotes de (6.35) par aa, (a > 0) et prenant la 
limite quand a tend vers zero, on obtient : 
Ccoherentia) " C{a) » a1+a, (6 .36) 
ou ^> signifie : 
l i mC c o / , , e r e n t(a)-C(a) = ^ 
L'inegalite (6.36) indique que non seulement la penalite de non-coherence est beau-
coup plus grande que a2 comme il a ete etabli dans [Verdu, 2002], mais plus preci-
sement, que cette penalite est beaucoup plus grande que a1+a pour tout 1 > a > 0. 
Encore une fois, ce resultat est en plein accord avec celui etabli dans [Zheng et al., 
2007], 
Dans cette section, nous avons discute les expressions analytiques exactes de la dis-
tribution optimale a F entree du canal non-coherent et de la capacite en se basant 
sur la relation fondamentale (6.13) ou d'une maniere equivalente sur (6.16). Ce-
pendant, nous pourrions etre interesses a etablir des bornes inferieure et superieure 
plus simples sur ces quantites afin de mieux comprendre comment elles changent 
avec la valeur a du SNR. C'est l'objet de la section suivante. 
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6.2.3.3 Bornes superieure et inferieure sur la capacite d'un canal non-
coherent 
Considerant (6.16) et puisque nous nous interessons a un faible regime du SNR, 
nous supposons dans la suite que a < a$. Ainsi la fonction de Lambert dans (6.16) 
est la branche avec k — —1, soit W(—l,x). Une borne inferieure sur la capacite 
non-coherente est facilement obtenue par la combinaison de (6.19) et (6.14) et 
sera notee par Cis(a). Nous presentons maintenant une borne inferieure sur la 
localisation du point de masse non nul de la distribution optimale et une borne 
superieure sur la capacite non-coherente dans le Theoreme 6.2. 
Theoreme 6.2. A faible SNR, une borne inferieure sur la localisation du point de 
m,asse non nulle de la distribution optimale est donnee par : 
X\,LB{O) = | , (6.38) 
\-w{-l'<-=^)) 
ou y = -i 1 + In i . En outre, une borne superieure sur la capacite d'un canal non-
coherent peut etre deduite a partir de (6.14), elle est donnee par : 
CUB(a) = C(a,xhLB(a)). (6.39) 
Demonstration. Par commodite, la demonstration est presentee dans l'annexe VIII. 
• 
Le Theoreme 6.2 peut etre utilise pour evaluer la capacite et la distribution optimale 
sans avoir a resoudre numeriquement l'equation (6.13) ou (6.16). 
I l l 
6.3 Capacite du canal MIMO 
Nous considerons dans cette section un canal MIMO ayant, respectivement, Nt 
et Nr antennes a remission et a la reception. Puisque pour un canal discret sans 
memoire la longueur de bloc est T = 1 et qu'on ne gagne rien du point de vue 
capacite a avoir Nt > T, la capacite d'un canal MIMO est egale a celle d'un canal 
SIMO ou Nt — I. Dans la suite, on supposera que Nt = T = 1. 
Nous considerons le modele du canal donne par (2.1), dans lequel nous assignons 
Nt = T=l: 
Y = Hwx + W, 
avec la contrainte de puissance moyenne : E[x2] < a. Nous etablissons des bornes 
simples sur la capacite d'un canal MIMO et nous montrons une connexion entre 
la capacite d'un canal MIMO et celle d'un canal SISO. II s'avere qu'a faible SNR, 
CMIMO{O) ~ Nr • Csiso(o>)
 e t la signalisation marche-arret est encore une fois op-
timale. Une caracterisation plus precise de la capacite d'un canal MIMO Gaussien, 
discret et sans memoire est donnee par le theoreme suivant. 
Theoreme 6.3. A faible SNR, la capacite non-coherente d'un canal MIMO Gaus-
sien, discret et sans memoire, ayant Nr antennes a la reception est bornee par : 
Csiso(Nr • a) < CMiMo{a) < Nr • CSISO{a), (6.40) 
ou Csiso est la capacite d'un canal SISO donnee dans le Theoreme 6.1. 
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Demonstration. Nous demontrons d'abord la borne superieure. 






< £ > ( & ) - X > ( j / i | x ) (6.42) 
Nr 
= Y,I{x;Vi) (6.43) 
i=i 
L'egalite (6.41) suit du fait qu'etant donne x, les yi sont independants et on a : 
h(Y | x) = X)i=i h{yi | x); alors que l'inegalite (6.42) decoule du fait que le 
conditionnement reduit l'entropie. En maximisant les deux cotes de (6.43) sur 
toutes les distributions de l'entree x, tenant compte de la contrainte de puissance 
E[x2} < a, nous prouvons la borne superieure. 
Pour etablir la borne inferieure, il suffit de constater que si le recepteur additionne, 
de maniere non-coherente, les observations jji i = 1 , . . . , Nr, alors le canal SIMO est 
transforme en un canal SISO a evanouissements de Rayleigh, ayant Nr fois le SNR 
par antenne receptrice, soit Nr • a [Zheng and Tse, 2002a]. Clairement, la capacite 
du canal obtenu ne peut exceder celle du canal original en raison du theoreme du 
traitement de donnees (Data Processing Theorem) [Gallager, 1968]. Ceci prouve la 
borne inferieure. • 
II y a lieu de signaler que pour etablir le Theoreme 6.3, on n'a jamais utilise le 
fait que le SNR est faible. Par consequent, les bornes donnees par (6.40) sont 
valables pour toute valeur du SNR. Neanmoins, l'hypotliese a faible SNR enonce 
dans ce theoreme est essentielle pour prouver que ces deux bornes coincident, 
independamment de la valeur de Nr, comme on le verra par la suite. Par ailleurs, 
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le Theoreme 6.3 est eloquent dans le sens qu'il rattache la capacite d'un canal 
MIMO a celle d'un canal SISO. Puisque dans la premiere partie de ce chapitre, 
nous avons etabli des resultats exacts a un ordre de grandeur du SNR strictement 
inferieur a 2, nous allons voir que plusieurs interpretations vont pouvoir s'etendre 
automatiquement a un canal MIMO, du moins au meme ordre de grandeur. 
Par exemple, a premier ordre du SNR, la borne superieure et la borne inferieure 
coincident, confirmant que la signalisation marche-arret est optimale a cet ordre 
de grandeur, et la capacite du canal MIMO est done completement caracterisee. 
D'autre part, puisque la capacite d'un canal MIMO, ou le CSI est disponible au 
recepteur, s'ecrit : 






4 + o(a2) 
a2 
= aEHw [\\HW\\
2] - -EHw [\\HW\\*] +o(a , 
= Nra-
Nr{N" + l)a2 + o(a2), (6.44) 
alors a un premier ordre du SNR (o(aj) et de maniere similaire a un canal SISO, la 
capacite du canal MIMO pour une transmission coherente est egale a celle pour une 
transmission non-coherente. II n'y a pas de gain a connaitre le canal dans ce cas. 
Cependant, a mesure que le SNR augmente, une penalite de non-coherence com-
mence a apparaltre. Pour voir ceci, il est utile de comparer C^hIMO(a) et CMiMo{
a) 
a un ordre de grandeur superieur a 1 (o(a2-e), pour e > 0). Pour ce, et par analogie 
avec un canal SISO, on definit le terme pseudo-lineaire pour un canal MIMO par : 
,MIMO (a) := Nr-a-CMiMo(a)- (6-45) 
A noter que le terme pseudo-lineaire a une interpretation de penalite de non-
114 
coherence a un ordre de grandeur du SNR strictement inferieur a 2, puisqu'a cet 
ordre, C'^!}MO(a) ~ Nr-a. En realite, on serait interesse a connaitre l'ordre du terme 
pseudo-lineaire. Plus cet ordre de grandeur est eleve, plus rapide est la convergence 
de CMIMO(Q) v e r s le terme lineaire Nr • a. Clairement, cet ordre est majore par 2, 
l'ordre du terme pseudo-lineaire pour un canal MIMO coherent comme il est stipule 
par (6.44). Toutefois, en utilisant le Theoreme 6.3, on peut caracteriser A M / M O ( a ) 
de maniere plus precise, en le rattachant a son vis-a-vis A (a) pour un canal SISO, 
defini par (6.31) : 
Nr • A(a) < A
M 7 M O ( a ) < A{Nr • a). (6.46) 
II y a lieu de mentionner que les bornes inferieure et superieure peuvent etre ex-
plicitement calculees comme nous l'avons montre a la section 6.2. Meme sans les 
calculer, ces bornes sont instructives. Par exemple, la relation (6.46) revele l'autre 
facette de la medaille : certes l'utilisation de plusieurs antennes engendre une aug-
mentation de la capacite telle qu'etablie dans le Theoreme 6.3, mais elle entraine 
aussi une penalite de non-coherence au moins egale a Nr fois celle qu'engendre-
rait un canal SISO s'il n'est pas possible de connaitre le canal au recepteur. Par 
ailleurs, en divisant (6.46) par a1+a, ou 1 > a > 0, et en prenant la limite de la 
borne superieure et de la borne inferieure quand a tend vers zero, on obtient : 
A M / M O ( a ) > a 1 + a . (6.47) 
L'equation (6.47) signifie que la convergence de la capacite du canal non-coherent 
vers le terme lineaire est extremement lente. Autrement dit, il faut un SNR ex-
tremement faible, ou de maniere equivalente une largeur de bande extremement 
grande, pour que la capacite CMIMO{O) converge vers Nr • a. 
D'autre part, exactement comme dans le cas SISO, on peut rattacher le terme 
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Nr 1 _ ^MIMOJa) 
a 
^ i/1 + Wo)\ (6<4g) 
L'equation (6.48) est, valable si MI MOW _> Q Maintenant,
 e n divisant la rela-
tion (6.46) par a et en prenant la limite quand a tend vers zero, on obtient : 
lim —L-L = 0. De ce fait, l'efficacite energetique s'ecrit : 
uw J v r 
ce qui signifie que, du point de vue energetique, la communication non-coherente 
serait aussi efficace que son vis-a-vis coherente et qu'on pourrait communiquer per-
tinemment un nat d'information en deployant — 101og10(./Vr) decibels. Cependant, 
et comme il a ete precedemment discute, il faut un SNR extremement faible ou une 
largeur de bande extremement grande pour que ceci soit vrai. 
6.4 Resultats numeriques et discussion 
Les courbes dans la figure 6.2 illustrent, respectivement, la localisation du point 
de masse non nulle de la distribution optimale X\ obtenue par la maximisation 
(6.10), et cette meme localisation obtenue par la relation (6.13) ou d'une maniere 
equivalente (6.16). Comme il peut etre observe sur la figure 6.2, les deux courbes 
sont indissociables a faible SNR (a < 0.01), confirmant que (6.16) est exacte a faible 
SNR. A mesure que le SNR augmente, un petit ecart commence a apparaitre entre 






— Localisation du point de masse non nulle (simulation) 
•••Localisation du point de masse non nulle donnee par (6.13) 
10 10 10 10 
SNR 
10 10 
FIGURE 6.2 Localisation du point de masse non nulle en fonction de la valeur a du 
SNR (lineaire). 
grandeur strictement inferieur a 2, et ainsi pour de petites valeurs du SNR (mais 
pas plus petites qu'environ 2.10 - 2) , un ecart pourrait apparaitre. Neanmoins, meme 
pour un SNR superieur a 2.1CT2, la courbe obtenue par (6.16) est particulierement 
instructive puisqu'elle suit la meme allure que celle obtenue par la maximisation de 
(6.10). II serait interessant dans le cadre de travaux futurs d'utiliser (6.16) comme 
point de depart, afin de comprendre pourquoi un nouveau point de masse devrait 
apparaitre a mesure que le SNR augmente. A signaler que l'ecart observe dans la 
figure 6.2 peut etre rendu aussi petit que desire en utilisant une expansion en serie 
d'ordre superieur. Toutefois, l'analyse serait trop complexe pour etre fructueuse. 
A noter que dans toutes les courbes presentees dans cette section, nous avons 
considere des valeurs du SNR a la sortie du canal qui sont tres faibles (jusqu'a 
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FIGURE 6.3 Capacite non-coherente en fonction de la valeur a du SNR (lineaire). 
10~6). Ceci pourrait etre justifie si on considere que le SNR dans ce cas designe 
le SNR par chacun des sous-canaux independants (degres de liberte en terme de 
largeur de bande). En effet, si on dispose d'une puissance P a remission et d'une 
largeur de bande W supposee grande (communication a large bande), alors il est 
possible de subdiviser le canal a large bande en L sous-canaux independants ayant 
chacun une largeur de bande W/L [Paulraj et al., 2003]. Clairement, la capacite du 
canal a large bande ayant une puissance P est egale a L fois la capacite de chacun 
des sous-canaux ayant une puissance P/L. Quand L est ties grand, la puissance 
par canal P/L devient tres petite et il en est de meme du SNR par canal [Zheng 
et al., 2007]. 
La figure 6.3 depeint les courbes de la capacite d'un canal non-coherent. Encore 
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une fois, la courbe obtenue par la maximisation (6.10) et celle obtenue a partir de 
(6.14) sont indissociables. De maniere plus interessante, l'ecart observe a des valeurs 
pas tres basses du SNR (a > 5.10-2) dans la figure 6.2 a disparu, impliquant que 
la capacite n'est pas tres sensible a la localisation du point de masse non nulle. 
Sur la figure 6.3, on a aussi illustre 1'approximation lineaire C(a) = a, qui est une 
borne superieure sur la capacite. Comme il peut etre observe dans la figure 6.3, 
1'approximation lineaire suit la meme allure que les courbes exactes a faible SNR et 
devient moins serree a des valeurs du SNR plus grandes que 10~2. Ceci implique que 
le terme pseudo-lineaire defini dans (6.23) est beaucoup plus important dans cet 
intervalle de valeurs du SNR. En effet, ceci peut etre vu dans la figure 6.4, ou nous 
avons trace la penalite de non-coherence normalisee donnee par (6.35). La figure 6.4 
confirme qu'il n'y a pas de gain substantiel dans la connaissance du canal au sens 
de la capacite a tres faible SNR, et de ce fait elle confirme que la communication 
non-coherente est presque aussi efficace en puissance que la communication dans 
des canaux AWGN ou des canaux coherents a evanouissements de Rayleigh. A 
mesure que le SNR augmente, la penalite de non-coherence croit et depasse 70%. 
Les bornes superieure et inferieure sur la localisation du point de masse non nulle, 
donnees, respectivement, par (6.19) et (6.38) ainsi que les bornes etablies dans 
[Zheng et al., 2007] sont tracees a la figure 6.5. Les courbes exactes a faible SNR 
obtenues par evaluation de (6.13), y ont ete aussi reportees. Comme il peut etre 
observe sur la figure 6.5, la borne superieure etablie dans [Zheng et al., 2007], 
quoique plus serree que (6.19), traverse les courbes exactes a environ 2.10-2. A ces 
valeurs pas si basses du SNR, la borne donnee dans [Zheng et al., 2007] n'est plus 
une borne superieure, conformement avec notre discussion dans la section 6.2.3.1. 
D'autre part, la borne inferieure (6.38) est plus serree que celle etablie dans [Zheng 
et al., 2007] pour toutes les valeurs du SNR. 
Pour un canal MIMO, la figure 6.6 illustre les bornes superieure et inferieure sur la 
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FIGURE 6.4 Penalite de non-coherence par SNR en fonction de la valeur a du SNR 
(lineaire). 
capacite d'une transmission non-coherente, pour un canal discret sans memoire a 
evanouissements de Rayleigh, ayant deux antennes a la reception Nr = 2 (Nt etant 
quelconque), etablies dans le Theoreme 6.3. Ces deux bornes ont ete obtenues 
en utilisant la relation (6.14) qui donne la valeur exacte de la capacite a faible 
SNR. On peut constater sur la figure 6.7 que les bornes superieure et inferieure 
coincident parfaitement a faible SNR (jusqu'a une valeur du SNR egale a 5.10-2 
dans ce cas), indiquant que la capacite est completement caracterisee et confirmant 
que la signalisation marche-arret est optimale dans cet intervalle du SNR,. Pour 
des valeurs superieures a 5.10-2, un ecart commence a apparaitre stipulant que 
la caracterisation de la capacite est partielle dans ce cas. II va sans dire que si 







— Localisation du point de masse non nulle (simulation) 
---Localisation du point de masse non nulle donnee par (6.16) 
-T-La borne inferieure donnee par (6.38) 
T - L a borne inferieure presentee dans [Zheng et al., 2007] 
-"*>-La borne superieure donnee par (6.19) 




FIGURE 6.5 Localisation exacte du point de masse non nulle, nos bornes inferieure 
et superieure ainsi que les bornes presentees dans [Zheng et al., 2007] 
en fonction de la valeur a du SNR (lineaire). 
inferieures a 5.10-2. Toutefois, la regression de cet ecart vers des valeurs plus basses 
du SNR n'est pas significative, puisque la difference entre les bornes superieure et 
inferieure est approximativement lineaire en Nr. 
6.5 Conclusion 
Dans ce chapitre, nous avons analyse la capacite des canaux non-coherents discrets 
sans memoire et a evanouissements de Rayleigh a faible SNR. Nous avons calcule 
explicitement l'information mutuelle du canal a faible SNR qui est egalement une 
borne inferieure sur l'information mutuelle du canal a des valeurs du SNR pas 
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—Capacite d'un canal SISO non-coherent 
_v-Borne superieure de la capacite d'un canal MIMO non-coherent avec N =2 
FIGURE 6.6 Capacite du canal pour une transmission non-coherente. 
necessairement basses. 
Utilisant l'expression etablie de l'information mutuelle du canal, nous avons pu 
fournir une relation fondamentale entre la localisation du point de masse non nulle 
de la distribution optimale a l'entree du canal et le SNR. Cette relation fonda-
mentale apporte la reponse complete sur la facon dont la distribution optimale a 
l'entree varie avec la contrainte de puissance a faible SNR. Elle fournit egalement 
une explication analytique sur ce qui a ete precedemment observe par simulation 
dans [Abou-Faycal et al., 2001] au sujet du comportement particulier de la loca-
lisation du point de masse non nulle a faible SNR. Une expression de la capacite 
non-coherente exacte a ete determinee, et une interpretation du comportement de 
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Borne superieure de la capacite d'un canal MIMO non-coherent avec N =2 
— Borne inferieure de la capacite d'un canal MIMO non-coherent avec N =2 
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FIGURE 6.7 Capacite du canal pour une transmission non-coherente, une vue a 
faible SNR. 
Ann de mieux comprendre comment varie la localisation du point de masse non 
nulle avec le SNR, nous avons egalement etabli des bornes inferieure et superieure, 
qui ont ete comparees aux bornes recemment etablies par d'autres auteurs. La borne 
inferieure nouvellement etablie est plus serree pour toutes les valeurs d'interet du 
SNR, tandis que quoique legerement moins serree, la borne superieure s'etend a un 
plus large intervalle du SNR. 
Notre analyse a ete aussi etendue a un canal MIMO. Nous avons etabli des bornes 
sur la capacite de ce canal pour une transmission non-coherente. Ces bornes rat-
tachent la capacite d'un canal MIMO a son vis-a-vis SISO. Ceci nous a permis de 
profiter de l'exactitude de notre analyse dans le cas SISO pour mieux comprendre 
la capacite du canal non-coherent MIMO. A faible SNR, nous avons demontre que 
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ces bornes coincident et de ce fait la capacite du canal MIMO est completement 
caracterisee, ce qui constitue en soi, une autre fagon de prouver que la signalisation 
mai'che-arret est optimale a faible SNR. Ces bornes ont aussi permis une caracte-
risation plus precise de la penalite de non-coherence et de l'efncacite energetique. 
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CONCLUSION 
L'interet des systemes de communication a antennes multiples par rapport aux 
systemes classiques a une antenne a remission et a une antenne a la reception, 
a conduit a la problematique d'etablir les limites de performance des canaux a 
antennes multiples en vue d'etablir des criteres de conception des codes spatio-
temporels. Ce travail s'inscrit dans cette perspective et apporte principalement les 
contributions suivantes : 
1. La conception d'un encodage adaptatif a retroaction non systematique limitee 
en vue d'atteindre le compromis diversite-multiplexage. L'utilite d'une telle 
conception est la minimisation du delai et de la complexity du decodage en 
minimisant la longueur de bloc T. 
2. La caracterisation du potentiel reel en termes de gain en diversite et de gain 
de multiplexage, des canaux de communication a plusieurs antennes (Multiple 
Input Multiple Output : MIMO). L'analyse a permis, entre autres, l'identin-
cation de lignes directrices en terme de diversite maximale a SNR fmi pour la 
conception de schemas d'emission/reception permettant d'atteindre ce poten-
tiel maximal. La finalite de cette contribution est de permettre l'etablissement 
d'une communication sans fil fiable dans des canaux a evanouissements ou 
les conditions de propagation ne sont pas ideales (correlation spatiale) et ou 
la puissance disponible est limitee (SNR fini). 
3. L'analyse de la capacite d'un canal SISO, discret, sans memoire a evanouis-
sements de Rayleigh dans un contexte ou la connaissance du canal n'est 
disponible ni a l'emetteur ni au recepteur (Non-Coherent Channel). Plus pre-
cisement, la determination d'une forme analytique compacte de l'information 
mutuelle du canal a bas SNR, qui peut egalement etre considere comme une 
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borne inferieure sur l'information mutuelle du canal pour une valeur arbi-
traire du SNR, ainsi que l'etablissement d'une relation fondamentale entre la 
distribution optimale a l'entree du canal et la valeur du SNR, de laquelle une 
expression exacte de la capacite est deduite. Cette etude a par la suite ete 
etendue a un canal MIMO du meme type. Cette contribution est d'une re-
tombee pratique notable puisque elle identifie les limites de performance des 
systemes de communication a antennes multiples pour des applications oil la 
puissance est limitee ou bien ou la largeur de bande est grande (Wideband). 
A cet effet, les problematiques qui ont motive cette these ont ete demystifiees en 
grande partie. Dans tous les cas, des solutions analytiques exactes ou des bornes 
sur les performances ont ete fournies. Ces solutions analytiques ont ete suppor-
ters par des resultats de simulations pour en assurer la validite. Pour certaines 
problematiques bien specifiques, comme c'est le cas pour la construction de codes 
spatio-temporels pour atteindre le compromis diversite-multiplexage, nous avons 
prouve analytiquement ou par simulations l'avantage de notre solution par rapport 
a celles deja presentees dans la litterature, que ce soit en termes de complexity 
et /ou de performances. 
En plus des contributions decrites ci-dessus, nous avons aussi presente un etat de 
Part exhaustif concernant la construction de codes spatio-temporels dans le chapitre 
2. De ce fait, nous sommes persuades que cette these servira comme un excellent 
point de depart pour la construction de codes spatio-temporels en vue d'atteindre 
un critere de performance donne. Cet axe de recherche est d'interet particulier a 
court et a moyen termes en raison de l'adoption des systemes a antennes multiples 
comme technologie privilegiee par la plupart des standards en matiere de commu-
nication. 
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Par ailleurs, ce travail a aussi degage des axes de recherche pour des travaux 
futurs qui s'inscrivent dans la meme problematique ou dans des problematiques 
adjacentes : 
1. Comme il a ete discute au chapitre 2, la construction des codes spatio-
temporels optimaux au sens du compromis diversite-multiplexage, tout en 
preservant une complexity raisonnable a l'encodage et au decodage, est un 
champ de recherche propice. Le chapitre 2 presente quelques ingredients pour 
entamer cette problematique. 
2. La generalisation de la caracterisation du compromis diversite-multiplexage 
a SNR fini pour un canal correle a remission et a la reception pourrait etre 
aussi consideree dans un travail independant. 
3. La generalisation de l'etude de la capacite d'un canal non-coherent au modele 
d'evanouissements par bloc T > 1. Le chapitre 6 ainsi que les references [Has-
sibi and Hochwald, 2002] et [Ray et al., 2007] sont un bon point de depart 
pour realiser ceci. Cette etude devrait nous renseigner sur les strategies opti-
males (au sens de la capacite) de communication pour un temps de coherence 
et un SNR donnes. 
4. L'extension de l'etude de la capacite d'un canal non-coherent pour des eva-
nouissements plus generaux (Rice, Nakagami) correles a l'emission et /ou a la 
reception. 
Finalement, nous croyons que l'objectif de cette these a ete principalement atteint. 
Des aspects fondamentaux et pratiques des communications dans des canaux a 
antennes multiples ont ete analyses et des solutions inherentes ont ete fournies. 
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ANNEXE I 
INTRODUCTION A L'ALGEBRE DE DIVISION 
Definition 1.1. Un groupe G est un ensemble muni d'une loi de composition in-
terne, que nous noterons multiplicativement, et verifiant les conditions suivantes : 
1. G est un demi-groupe, en d'autres termes sa loi de composition est associative 
({xy)z = x{yz), Vx, y,z£G) ; 
2. G possede un element neutre e (ex = xe = x, Vx e G); 
3. Tout element x de G possede un symetrique par rapporte a e (Vx € G, 3x* € 
G : xx* = x*x = e). Si de plus la loi multiplication est commutative dans G, 
alors G est dit abelien. 
Definition 1.2. Un anneau A est un ensemble muni de deux lois de compositions, 
une addition et une multiplication , et verifiant les conditions suivantes : 
1. A est un groupe abelien pour Vaddition; 
2. A est un demi-groupe pour la multiplication; 
3. La multiplication est distributive, a droite et a gauche, par rapport a Vaddi-
tion. Si de plus la multiplication est commutative, I 'anneau est dit commutatif. 
S'il existe dans A un element e neutre pour la multiplication : 
ex = xe = x Vx e A, (1.1) 
alors A est anneau unitaire. 
Definition 1.3. On appelle corps un anneau K unitaire et dans lequel tout element 
a ^ O poss'de un inverse a~l (aa^1 = a~la = e). 
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Definition 1.4. On appelle champs Galois tout corps d'ordre fini. L'ordre d'un 
corps est le nombre de ses elements. 
Theoreme 1.1. Etant donne un corps K et un sous corps L de K, commutatif, 
appelons K-automorphisme de L un automorphisme a de L laissant fixe chaque 
element de K : Va G K, aa = a. 
L 'ensemble G des K-automorphisrnes de L est un groupe, appele groupe Galois de 
L sur K et designe par GL-K- Si K' est un corps intermediate, c'est a dire compris 
entre K et L, G^K1 est un sous groupe de GL,K-
Definition 1.5. Une algebre de division est un anneau avec un element neutre, 
pour lequel chaque element a un inverse. C'est en fait un corps non forcement 
commutatif. 
Definition 1.6. Le centre d'une algebre de division D est Vensemble des elements 
qui, pour la multiplication, sont permutables avec tout element de D. 
Definition 1.7. Soient deux ensembles E et F munis de deux lois de composition 
internes T et _L respectivement. Une application h de E dans E' est un homomor-
phisme de E dans F si Von a : h(xTy) = h(x)J-h(y) Vx,t/ G E. Si les ensembles 
E et F sont dees groupes par rapport a leur hi respective, alors h est un homo-
morphisme de groupes. Si de plus (E, T, 0\) et (F, _L, o2) sont des anneaux tels 
que : h(xoiy) — h(x)o2h(y), alors h est un homomorphisme d'anneaux. Si h est 
bijective,a lors h est dit isomorphisme de E sur F. 
Definition 1.8. Le noyau d'un homomorphisme h designe par ker(/i) est Vensemble 
defini par : ker(ft) = {x € E : h(x) = Op}- De la meme maniere, Vimage d'un 
homomorphisme, designe par Im(h) est Vensemhle defini par : Im(h) = {y E 
F | 3xeE: h(x) = y} 
Definition 1.9. On appelle ideal bilateral d'un anneau A tout sous-groupe additif 
de A qui est en outre multiplicativement permis, done tout sous-ensemble non vide 
I verifiant les deux conditions : 
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1. m,i,m2 G X entraine nil — m<i G X 
2. Vm G X, Vm G A7 xm G X et rax G X 
Dans tout anneau, le sous-ensemble constitue uniquement par l'element zero est un 
ideal bilateral, appele ideal-zero et designe par (0). De meme, l'anneau tout entier 
A est un ideal bilateral; Quand A possede un element unite e, l'ideal A est appele 
ideal-unite et designe par (e). Tout ideal de A distinct des deux precedents est dit 
propre. 
Definition 1.10. Considerons deux espaces vectoriels 8 et £', sur un meme corps 
commutatif K, et les K-homomorphisms de £ dans £' que nous appelons des appli-
cations lineaires de 8 dans 8'. A tout x G 8 est associe par un tel homomorphisme 
h un vecteur ax = y de 8 et un seul, de fagon que : 
a(x\ + X2) = ax\ + ax<i 
a(Xx) = X(ax), VA G K 
Definition 1.11. Un element a est transcendant sur un corps K s'il n'existe aucun 
polynom,e f(x) non nul de k[x] prenant pour x = a la valeur zero. Un element 0 
de C est dit algebrique s'il n'est pas transcendant. Le polynome f(x) de k[x] de 
plus bas degre, de coefficient directeur egal a 1 tel que / (0) = 0 est appele le 
polynome minimal de </>. De plus un polynome est dit irreductible sur K s'il n'est 
pas decomposable en polynome de plus bas degres sur K. 
Definition 1.12. Un treillis ('Lattice') (L,<) ou L 
1. est un ensemble partiellement ordonne, c'est a dire reflexive, anti-symetrique 
et transitive 
2. admet pour chaque paire a,b G L une plus grande borne inferieure et une plus 
petite borne superieure. 
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ANNEXE II 
PREUVE DU COROLLAIRE 4.2 
m ) ~ Tinc(^Nr + Nt-2l + l) '
 ( I L 2 ) 
Nous calculons la diversite maximale pour les cas correle et non-correle separement. 
1. Evanouissement non correle : 
N * 
l i m d — (r,ri,p) = l i m - i £ J / ( 6 ) ^ ( 6 ) , (H-l) 
ou Ji(£i) and i^(&) sont donnes par : 
^/Vt+iVr"2 'e-«')/(iV i + i V r - 2 0 ! 
rinc(e/,ivr iv t-2/ i
*i(6) = ((l + ̂ ) 6 , - ^ ( l + ̂ ) f t , _1-l). (II-3) 
Quand r —> 0, tous les 6; —> 0, / = 1,..., t. A rioter que Ji(£i) = 4^) > o u 
/ ( 6 ) = r i n c (6 , iVr + ty - 2Z + 1), (II.4) 
et /'(£,) designe la derivee de /(£,). Soient Aj(^) = J/(£z) x ̂  et Bj(&) = 
Ki(£i)/£i. En utilisant le developpement de Taylor de /(&) et /'(&) autour 
de 0, on obtient : 
' ( 5 ) ~ l/(Nt + Nr-2l + l)\g'
+N'-»+1' [ } 
139 
ce qui conduit a : 
lim A,(&) = lim J,(6) x 6 = Nt + Nr - 21 + 1. (II.6) 
D'autre part, en ecrivant J9j(&) comme : 
Bi&) -JT^- (l+gr,)<n-l J ' ( I L 7 ) 
et en calculant 
lim bm{l + f)b'-1 = 7 Jl-f -, (II.8) 
6,-0 (l+grtfi-l (1 + gr,) log (1 + gjj) 
on obtient : 
lim Bj(6) = ^ - f 1 - T̂  r^-73 T ) (II.9) 
De ce fait , 
lim Jj(6)tfj(6) - l im1^(6)^(6) 
6;—>0 bi—*0 
"5-fl-T rr^7 T) x(iVf + 7Vr-2J + l), 
Nt\ 1 + 077 log 1 + OTjW ^ * ^ 
De quoi (4.21) suit immediatement . 
2. Evanouissement correle : 
l i m a — --^ " - ^ ^ / f t 
r-»0 <™> = J™ 7 £§§)*<(&}• <n-10> 
ou .P/(£j), Q;(^) e t Ki(£i) sont respectivement donnes (4.18), (4.17) and (II.3). 
Notons que Qi(&) = /A, (6)- Ainsi, 
-i /-H-oo 
Q/(0) = / A , ( 0 ) = —] ^{jv)d{jv). (11.11) 
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Puisque la transformee de Fourier de la derivee nime de /A, (X) est (jv)n^^t (jv). 
alors en utilisant le theoreme des Residus, on demontre que /AJ(0) = 0, ainsi 
que que toutes les nime derivees de /A, (0) pour n < Nt + Nr — 21 + l.
1 En 
notant encore une fois que Qi(ii) est la derivee de Pi(£i) et en utilisant le 
developpement de Taylor a l'ordre (Nt + Nr — 21, + 1), on trouve que : 
| £ ) = N, + Nr-2, + 1 
*.-»-P|(&) «l 
Par consequent, 
,limn & » ) = W i1 - T T T - T T V — - T ) X W + ̂  - 2l + !)' *»^°-FK&) NtV (1+ £??) log (1+#??)>' 
de quoi (4.21) suit immediatement. 
1Ceci est en raison du fait que Nt + Nr —21 + 1 est le degre du denominateur de ^A,(JV)-
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ANNEXE III 
PREUVE DU LEMME 4.2 
D'abord, notons que quand r\ —> oo, on a : 
ix « Ntg"^-1. (III.l) 
Definissons Ji(£i) et Ki(£i) tels que : 
= ^
t+N"-2le-^/(Nt + Nr-2l)\ 
1{W rinc(Hi,Nr + Nt-2i + i) 
Kfa) = ({l + gri)b>-blgri(l+gri)
b>-1-l) 
pour I = 1 , . . . , t. Pour demontrer le Lemme 4.2, il suffit de demontrer que : 
lim Jibuti) = lim W$;Ki&)- (HI.2) 
Ainsi, pour demontrer (III.2) pour chaque I = 1 , . . . , i, on distingue trois cas : 
- 6/ > 1 : Dans ce cas, ^ —> oo. Puisque rjnc(£j, iVr + Nt — 21 + 1) —> 1 quand 
& —>• oo, alors J/(6)-^ (6) -> 0, et ainsi est le terme ^^Ki(^). 
- bi < 1 : Dans ce cas, £, -»• 0. Notons que Jj(^) = ^j§y, ou / ( $ ) = rinc(&,iVr + 
Nf — 21 + 1), et /'(&) designe la derivee de /(&). En appliquant le developpement 
de Taylor a /(£;) et /'(&) autour de 0, on obtient : 
r . . . l/(Nt + Nr-2l)\t!
T*+N'-71 
l/(iVt + iVr - 2/ + i ) ! ^ + ^ - ^ + i 
7Vt + ^ r - 2/ + 1 (III.3) 
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D'un autre cote, on a Qi(£i) = / A ( ( 6 ) - Puisque la n"
ne derivee de /AJ(-T) peut 
aussi etre exprimee par : 
-, n+jOO 
/ A ? (x) = o~- I (-J'«)Be~JM,*A, Uv)d(jv)n > 0, (III.4) 
alors on demontre a l'aide du theoreme des residus que / ^ ( 0 ) = 0 for n < 
Nt + Nr — 21 — 1. Ceci decoule du fait que Nt -j- Nr — 21 + 1 est le degre du 
denominateur des ^At(jv). Constatant encore une fois que Qi(£i) est la derivee 
de Pi(£i) et effectuant un developpement de Taylor de Qi(£,i) et de Pi(£i) a l'ordre 
(Nt + Nr — 21), on trouve aussi que : 
9lM „ N, + Nr-2l + ^ 
Pi(€i) 6 
bi = 1 : Dans ce cas, & = gNt. Puisque <//(£/) et p';|v sont finis et Ki(£i) = 0, la 
relation (III.2) est toujours valide. 
Ceci acheve la demonstration du Lemme 4.2. 
143 
A N N E X E IV 
P R E U V E DU T H E O R E M E 4.2 
Pour prouver le theoreme 4.2, il suffit de demontrer que limcf"ncorr(r, rj) = dasym, 
r\—>oo 
puisque l'autre egalite decoule du Lemme 4.2. Dans l'armexe III, il a ete demontre 
que si bi > 1, I = 1 , . . . ,t, alors Ji{£i)Ki(£i) —> 0 quand r\ —> oo. Par consequent, 
seul le cas bi < 1 est d'interet. De plus, utilisant (III. 1), (III.3) et le fait que Ki(£i) 
peut etre approximee par Ki(£i) « gbl(l — bi)rjbl, on obtient que Ji(£i)Ki(£i) « 
Nt+N^~2l+1 (1 — fy)??. De ce fait, duncorr(r,r]) donnee par (4.15), peut etre exprimee 
par : 
t 
(f"corr(r,oo) = Yl (Nt + Nr - 21 + 1)(1 - bt) 
i= l , 6 j< l 
t 




= 5](JVt + iV r -2J + l)a ; , (IV.l) 
J=I 
ou ft; = (1 — bi)+ et (rr)+ = max(x,0) pour tout nombre reel x. Dans la suite, on 
montre que les coefficients ft/ qui satisfont (IV.l) sont exactement les memes co-
efficients qui menent vers le compromis diversite-multiplexage asymptotique etabli 
dans [Zheng and Tse, 2003]. 
Commencons par rappeler que b = (£>i,..., bt) G A = {(bi,...,bt) G lZ
t+ \ Yli=i h — 
r} , et que b maximize la borne inferieure (4.11). 
t 
maxf f Yinc{ihNr + Nt - 21 + 1). (IV.2) 
1=1 
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A mesure que r\ —> oc, la fonction Tinc(^i, Nr + Nt — 21 + 1) est independante de 
h, f°r fy > 1. Ceci emane du fait que quand b[ = 1 alors £; = piVt, et quand bi > 1 
alors & —» oo et Fjnc(^, Â r + Nt — 21 + 1) —> 1. Ainsi, si on suppose que K est le 
nombre de coefficients bi < 1, le probleme de maximisation (IV.2) est reduit a : 
K • maxTT rmc(&, Nr + Nt - 21 + 1), (IV.3) 
beB x x 
i=i 





La maximisation (IV.3) implique seulement les 6; < 1, pour lesquels £/ —> 0 quand 
77 —• 00. En utilisant (III.l) et le fait qu'au voisinage de zero, Tinc(x,m) peut 
etre approxime par Tinc(x,m) ~ ^ , on obtient : Tinc(E,i,Nr + Nt — 2Z + 1) ~ 
(7^^)(bi-i)(-'Vr+Art-2;+i); o u Q _ +£
N_^2l+l), est une constante independante des 
bi, I = 1 , . . . , t. Ainsi, (IV.3) est equivalente a : 
K 
min V ( 1 - bi)(Nr + Nt-2l + l). 
beB z - - ' 
1=1 
Ainsi la diversite estimee asymptotique donnee par (IV. 1) peut etre exprimee par : 
t 
duncorr(r, oc) = min V (N r + Nt - 21 + l)au 
aeA' *—^ 
1=1 
ou a = («i,..., a t), et „4' est donne par : 
t 
A' = {(au ...,at) e Tl
t+ | £ ( 1 - at)
+ < r} , 
1=1 
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ce qui correspond exactement a la diversite asymptotique dasym etabli dans [Zheng 
and Tse, 2003]. 
Ceci achieve la demonstration du Theoreme 4.2. 
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ANNEXE V 
PREUVE DU COROLLAIRE 4.2 
Quand r —> 0, tous les fy —*• 0, / = 1 , . . . , t. Puisque dans ce cas & —* 0, (III.3) et 
(III.5) sont toujours valides. Ceci est en fait un cas particulier de bi < 1, et comme 
il a ete montre dans l'annexe III, on a toujours duncorr(0,ri) — dcorr(0,r]). Dans la 
suite, on calcule duncorr(0,r]). 
Posons : Ai(&) = J/(&) x & et B/(6) = #i (&)/&, alors en utilisant (III.3), on 
obtient : 
lim Afo) = lim J,(£) x & = Nt + Nr - 21 + 1. 
6;-+0 1 >0 
D'un autre cote, puisque 
lim 
6z-0 ( 1 + ^ ) 6 . - 1 (1+07j) log (1 + 07?) ' 
alors en ecrivant Bt(£i) sous la forme : 
* , ( 6 ) = ^ V1 " (l + 9V)*-l) 
on obtient : 
77 / 077 \ 
H m ) = Wt V - (l+gv)log{l + gr,))-
Par consequent, on a : 
& Ji(6)*ite) = iim/ite)B«te) = ^ ( i - ( 1 + w ) ^ ( 1 + w ) ) W + j r r -a + i ) , 
de laquelle (4.21) suit immediatement. Ceci acheve la preuve du Corollaire 4.2. 
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ANNEXE VI 
PREUVE DU LEMME 6.1 
Par commodite, on utilise f(x) au lieu de fx(x) pour denoter la fonction de densite 
de probabilite de la variable aleatoire x a la valeur x. En premier lieu, on demontre 
que ILB^'IV) e s t strictement monotone croissante par rapport a. x\.1 En derivant 
(6.9) par rapport a xi, on obtient : 
^U*(*i,Pi)=Pi/ ^J{y\xl)ln[i^-yy (VI.l) 
Derivons (6.4), on obtient : 
e^tty^) = ( 1 ^ 2 5 2 [ » - ( ! + *?)] HvM (V L 2 ) 
Substituant (VI.2) dans (VI.l) on obtient : 
£'»<™> - ijrh [[v~(1+^/fe,Il) ln W) * <VL3) 
Soit g(y) la fonction definie par : g(y) = ln ( l\ •> )• Maintenant, on a besoin du 
lemme suivant : 
Lemrae VI. l . Sbif /(?/) wne fonction de densite de probabilite de moyenne m.. Si 
1A signaler que la technique adoptee ici pour montrer que ILB(X',V) est strictement monotone 
croissante par rapport a x\ est similaire a la technique utilisee dans [Abou-Faycal et al., 2001] 
pour demontrer que la distribution de Fentree optimale a necessairement un point de masse nulle, 
quoique les deux techniques aient des objectifs differents. 
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g(y) est une fonction strictement monotone croissante, alors : 
(V - rn)f(y)g(y) > 0 (VI.4) 
Demonstration. La demonstration decoule d'une demarche similaire a celle adoptee 
pour etablir le Lemme 1 dans [Abou-Faycal et al., 2001]. • 
Pour appliquer le Lemme VI. 1, il suffit de noter que 
m 
f(y\xi, 
= Vi + P o ( l + xl)exp 
l + x{ 
(VI.5) 
est strictement decroissante par rapport a y puisque l'exposant de la fonction 
exponentielle est negatif. De ce fait, • ' y , ^ est strictement croissante et g(y) l'est 
aussi. Finalement, sachant que (1 + xf) est la moyenne de f(y\x\) et en appliquant 
le Lemme VI. 1 a (VI.3), on obtient : 
d 
ILB(XI,PI) > 0, (VI.6) 
qui signifie que ILB(XI,PI) e s t strictement croissante par rapport a X\. Par conse-
quent, la contrainte de puissance moyenne est satisfaite avec egalite. C'est a dire : 
E[x2] = p\x\ = a. Ainsi, (6.8) est equivalente a : 
CLB = maxILB(xi,p1) 
xi>^/a 
P\x\ = a. 
(VI.7) 
Par la suite, nous demontrons l'existence du maximum dans (VI.7). Clairement, 
ILB(XI,PI) est maintenant une fonction de X\ et de a, puisque p\x\ = a. L'inegalite 
X\ > \ / a s'en suit automatiquement du fait que p\ < 1. D'autre part, ILB(X\,PI) 
dans (6.9) est definie positive et continue par rapport a x\ et p\ et done ILB{%\, a) 
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Test aussi pour toute valeur donnee a du SNR. D'autre part, ILB(XI,O) admet 
forcement une borne superieure dans l'intervalle [y/a, oo[, sinon il existerait une 
valeur a0 du SNR telle que : 
Ve >0, 3x°1 > V> | heix^a
0) > e. (VI.8) 
Mais cette proposition signifie que l'information mutuelle du canal -une borne 
superieure sur ILB(XI,O°) - est non bornee pour a0, ce qui contredit le fait que 
la capacite du canal existe pour toute valeur du SNR [Abou-Faycal et al., 2001]. 
par consequent, ILB{XI:O) admet necessairement une borne superieure. En outre, 
la continuite de ILB(XI,O) s u r [\/a,oo[ implique que la borne superieure est soit 
atteinte a une valeur finie X\ o u a o o . Ce dernier cas est toutefois impossible. Pour 
voir ceci, il suffit de noter que pour une valeur donnee a du SNR, quand x\ tend vers 
Finfmi, p\ tend vers zero. Ainsi et d'apres (6.9), lim ILB{%I,O) — ILB(OO,0) = 0, 
X\—»0O 
et par consequent ILB(XI,O) = 0 pour tout X\ E [y/a,co[, ce qui est impossible 
puisque Fentree du canal x et sa sortie y sont dependantes. II s'en suit que la borne 
superieure est forcement atteinte a une valeur finie X\ et ceci etablit Fexistence 
du maximum dans (VI.7). De plus, puisque ce maximum n'est pas aux bords de 
[y/a, oo[, on a forcement au point maximum : -^ILB{X\I a) — 0. 
Finalement, pour demontrer (6.11), on calcule la borne inferieure ILB(XI,PI) dans 
(6.9) : 
ILB(XI,PI) = po f(y\0)ln(f(y\0))dy-p0 f(y\0) In(/(j/)) 
Jo Jo 
v v ' N v ' 
h h 
/•OO POO 
+ Pl f(y\x1)ln(f(y\x1))-p1 f(y\Xl) In (/(y))(VI.9) 
Jo Jo 
v v ' ^̂  v ' 
h h 
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h and I3 sont calcules aisement : 
/•oo 




 l+Xj m 
1 
l + xj \l + xl 
= - p 1 ( l + ln(l + a;?)) 
e 1 + x i dy 
(VI.11) 
h = Po / e"y In p0e"
y + 
Pi 
i + x( 
g i + x j dy 
p0e
 y In (p0e
 y)dy+ p0e
 y In H * 
?) 
A1 T+^fr (W2) 
/ 2 1 
^22 
/21 peut aussi etre calcule aisement : 
I2\ = Po [In (p0) - 1] (VI.13) 
Pour calculer I22, posons : a = 1 4- x\ et (3 = - ^ = 7 ^ ^ . Ainsi, -Z22 peut etre 
ecrite 
'22 
P0« f°° .i=^s. 




a — 1 
1 — a 
a 
t~^ln(l + fit) , - i r ' / ITS* *VL14) 
L'integrale a droite de (VI. 14) peut etre calculee comme [Gradshteyn and Ryzhik, 
1980] : 
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Substituant (VI. 15) dans (VI. 14), on obtient : 
I22 = Po In ( 1 + /?) + — 2 ^ ( 1 , ! + — L . , 2 + l 
a a — 1 a — 1' P 
(VI. 16) 
et done en combinant (VI.12), (VI.13) et (VI.16), on aboutit a : 
h = Po [In (p0) - 1] +Po ln(l + /?) + — l . 2 F 1 f l , l + - ^ , 2 +
 l l 
a a — l ' a — l ' p 
(VI.17) 
L'integrale J4 peut etre calculee de fagon similaire. on evite les details et on donne 
le resultat final : 
h = P i l n ( p o ) -Pia+pi In (1 + P) + (a - 1) • 2Fi ( 1, — ^ - , 1 + - ^ — , - ^ 
a — 1 a — 1 p / 
(VI.18) 
D'apres (VI.9), (VI.10), (VI. l l ) , (VI.17), (VI.18) et utilisant le fait que : 
1FinA,w-
L.4l^.F,fuA,2A,4] = i, a — 1 a — 1 /5 
on obtient : 
P\ a — 1' a — 1' p 
(VI.19) 
ILB{XUPI) = - l n ( l - p i ) + p 1 ( x ? - l n ( l + a ; 5 ) ) - l i i ( l + /?) 
Pi ( a - 1) 
a 
( a - D - 2 F 1 ( l . ^
1
T . l + ^T , - i]+W.20) 
En combinant (VI.20) et (VI.7) on obtient (6.11) ce qui acheve la demonstration 
du Lemme 6.1. 
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ANNEXE VII 
PREUVE DU THEOREME 6.1 
A bas SNR une distribution discrete a l'entree, avec deux points de masse dont l'un 
est situe a l'origine, atteint la capacite non-coherente [Abou-Faycal et al., 2001]. 
L'egalite p\ — a/x\ a ete demontree dans l'annexe VI et done (6.12) est vraie. Pour 
demontrer la suite, nous procedons a un calcul par developpement en serie. 
Avant de proceder, il y a lieu de rappeler que pour la distribution optimale specifiee 
dans le Theoreme 6.1, la localisation du point de masse non nulle x\ est superieure 
a 1 [x\ > 1) [Abou-Faycal et al., 2001, Zheng et al., 2007]. L'expansion en serie 
de (6.11) au second ordre, autour du point (xi,a) = (xi,0), ou x\ est un nombre 
arbitraire superieur a 1, peut etre obtenue a l'aide de Mathematica : 
ILB(xi,a) = ( J l - ^ )
a +
2 ( ^ - l )
a + ° ( a ) 
^ ( l( 2M 2^^_i^f1 / 7T \ 
—axi I 7rx11 x^l +x1) I csc I — la 
Jxl(l+xl)\ "' cac(%) 
JU 1 
a2 + o(a2) , (VII.l) 
ou le symbole o(an) represente une fonction g(xi,a) par exemple, telle que 
limg('T*;a) = 0. Puisque xx > 1, alors il existe e > 0 tel que 1 4- \ < 2 - e. De 
a—»0 a xi 
ce fait, (VII.l) peut etre ecrite comme : 
ILB(Xl,a) = (l-
l0g{1 + x2l))a-7rxl(xl(l+xl)) ^ csc (^)a+% + o(a2^), 
X1 / \ / \ Ju-\ 
(VII.2) 
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qui represente l'expansion en serie a un ordre strictement inferieur a 2. A cet ordre 
de grandeur, on peut abuser de notation en omettant le terme o(a2~e) et ecrire 
(VII.2) comme : 
ILB{X\,O) = 
1Jos(l + xj)]a_irx2,xl{i + xl) 
xi 
CSC 
7T \ 1 + 4 
x\ 
*i. (VII.3) 
La maximisation de (VII.3) par rapport a X\ > 1 est equivalente a 
mm 
X 1 > 1 







a i (VII.4) 
II a ete demontre dans l'annexe VI, qu'au maximum, nous avons necessairement 
-J^TILB(XI,O) = 0. En derivant (VII.4) par rapport a x\, on obtient (6.13). Finale-
ment, (6.14) suit de (VII.3). Ce qui acheve la preuve du Theoreme 6.1. 
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ANNEXE VIII 
PREUVE DU THEOREME 6.2 
Pour a < a0 et x\ > xo, (6.16) peut etre exprimee par : 
a(xi) = exp [xlW(-l,p(xi)) - x\ + vrcot (-^) + In (x{) + In (1 + x\) - l ] . 
(VIII.l) 
De plus, il est facile de verifier que a dans (VIII.l) est une fonction decroissante 
par rapport a X\ et que : 
-x\ + 7i cot (-^) + In {x\) + In (1 + x\) - 1 > 1, (VIII.2) 
xi 
pour x\ > XQ. Par consequent, en utilisant (VIII.l) et (VIII.2), on obtient : 
a{xx) > a^xx) = exp [x\W(-l, ^ ( n ) ) + l ] , (VIII.3) 
ou a,ib(xi) est une borne inferieure sur a(x\). Puisque an,{x{) est aussi une fonction 
decroissante par rapport a xi, alors a petite valeur de SNR a, (VIII.3) peut etre 
interpreter comme une borne inferieure sur la localisation du point de masse non 
nulle optimal Xi et on a de maniere equivalente : 
xi > xltW, (VIII.4) 
ou x\tib est solution de a^ixi) = a. Dans ce qui suit, on etablit une borne inferieure 
sur xijb. 
Fixons une petite valeur de SNR a < a0 et considerons la fonction dans le cote 
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droit de (VIII.3), exprimee par convenance par : 
a = exp [xllbW(-l, tp(xUb)) + l ] , (VIII.5) 
ou de maniere equivalente, en posant y = w 1 + In Q) : 
xw = W( f (—^
 (VIIL6) 
Puisque — W{—1, ^(^i,zb)) > 1 pour x\^b > XQ, il est facile de verifier que y
2 > x\lh. 
Ainsi, en utilisant le fait que ip(-) et —W(—1,-) sont des fonctions strictement 
croissantes, on obtient : 
x[% = y < xhlb =
 V = , (VIII.7) 
y/-W(-lMv)) y/-W(-lMzi,u,)) 
ou l'exposent (x) au cote gauche de (VIII.7) signifie une premiere borne inferieure. 
Dans la suite, on ameliore cette borne inferieure x[ 'LB afin d'obtenir une borne plus 
serree. Mais avant de continuer, rappelons ce resultat de [Pickett and Millev, 2002] 
qui se propose de resoudre des equations transcendantes impliquant des fonctions 
Lambert de maniere iterative en utilisant une technique d'auto-application (self-
mapping) : 
Lemme VIII.1. Pour la region caracterisee par x < 1 et —- < y < 0, une solution 
a echelle infinie (infinite-ladder) a Vequation : 
y(x) = xex (VIII.8) 
est facilement identifiee par 
x(y) = L<(y), (VIII.9) 
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oil I'echelle L<(y) est definie par : 
In I n ( . . . ) • 
L<(y) = -\n[—-^-). (VIII. 10) 
Demonstration. La demonstration ainsi que plus de details a propos de la fonction 
Lambert peuvent etre trouves dans [Pickett and Millev, 2002]. • 
Clairement, utilisant (VIII. 10) et le fait que la solution de (VIII.8) est aussi x(y) — 
W(—l,y), il est possible d'obtenir une borne superieure simple sur la fonction 
Lambert dans l'intervalle d'interet : 
W{-l,y) < In (-y) - In ( - In (-y)). (VIII.ll) 
Puisque pour X\^ > x$, <p(x\ft) e] — | ,0[ and W(—l,ip(xijb)) < 0, alors en 
appliquant (VIII.ll) a ip(xijb) on a : 
-V(xi> W(-l,ip(xhlb)) < ln( p
 lb> ) (VIII.12) 
v-ln(-v?(xi, / fc)) 
< M , T^f J (VIIL13) 
- ln(-v?(xij6)) 
< fo(-<p(y)). (VIII.14) 
L'inegalite (VIII. 13) est vraie parce que y > x^n, et tp(-) est une fonction crois-
sante, alors que (VIII.14) suit du fait que pour x > XQ, <p(x) > —\ et de ce fait 
< 1. De plus, (VIII.14) implique 
• In (-¥>(*)) 
, , , xx > un i i ^ = xw (VIIL15) 
-hi (-<p(y)) -W(-l,ip{xUb)) 
En appliquant encore une fois </?(•) et — W( — 1, •) respectivement de part et d'autre 
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de (VIII. 15), on obtient : 
Villi = y < , „ „ ! , =TT = *!,«.• (VIIL16) 
•w{Mztf^J) 
y/-W(-l,<p(Xl,lb)) 
Finalement, pour demontrer que x['LB est plus serree que x1LB, il suffit de noter 
que, puisque ip{xijb) E] — ̂ ,0[, y > X\^ et </?(•) est une fonction croissante, alors 
ip(y) E] — - , Of et par consequent on a : y > -^ r-. En appliquant encore une 
e -\n[-if(y)) 
fois ip(-) and —W(—l, •) respectivement a cette equation, on aboutit a : 
* « = , V < , , " = * < * . (VIII.17) 
J~n-iMy)) J-w(-i,v( 
-In {-(f>{y)) 
En combinant (VIIL 16) et (VIII.17), on obtient : 
< L < X^LB < xi,ib, (VIIL 18) 
de laquelle (6.38) suit en posant x\ LB = XIJLB- Finalement, (6.39) peut etre obtenue 
en appliquant (6.14) a X\LB- Ceci acheve la preuve du Theoreme 6.2. 
