Here, this previous analysis is extended to include the generation of the electromagnetic fields. Obliquity factor predictions are compared with Monte-Carlo models. In using a Monte-Carlo description of scattering, two distributions of scattering angles are considered: Gaussian and a Gaussian with a single-scattering tail. Additionally, legacy codes also neglect the radial derivative of the backward-traveling wave for computational efficiency. The neglect of this derivative improperly treats the backward-traveling wave. These approximations are examined in the context of a highaltitude burst, and it is shown that in comparison to more complete models, the discrepancy between field amplitudes is roughly two to three percent and between rise-times, 10%. Further, it is concluded that the biggest factor in determining the rise time of the signal is not the dynamics of the Compton current, but is instead the conductivity.
I. INTRODUCTION

I
N MODELING the electromagnetic pulse (EMP) produced by a high-altitude nuclear explosion, several processes must be described. First, Compton scattering of electrons occurs in the source region (typically 20-40 km for a high-altitude burst) by gamma photons output by the burst. The electrons subsequently gyrate in the geomagnetic field emitting synchrotron radiation, while at the same time colliding with nuclei and electrons in the background air. The collisions weakly ionize the atmosphere, resulting in a background conductivity. Finally, the radiated electromagnetic field propagates from the source region to the ground while attenuating due to the background conductivity.
The code, CHAP [1] , accounts for each of these processes, but makes several approximations common to EMP modeling in order to make the problem computationally tractable on the existing computers at the time of its development. First, it attenuates the gamma photons through an exponential factor equal to the number of mean-free-paths traveled by the gammas, and attempts to modify the gamma profile at later times through an analytic single-scatter build-up factor [1] . Second, it transforms into a coordinate system which is co-moving with the gamma pulse [1] , [2] by defining the variable, τ = t − r/c, where r is the radial distance from the burst, t is the temporal variable, and c is the speed of light. A high-frequency approximation is then made which assumes that derivatives with respect to cτ are much larger than derivatives with respect to spatial coordinates [1] , [2] . This approximation reduces the fully three-dimensional electromagnetic field equations to a one-dimensional, spherically symmetric wave equation. The validity of this approximation relies on two assumptions regarding the physical problem: a spherical gamma output and the signal of interest being generated largely along the line-of-sight between the burst and the observer. The former assumption fails in the presence of a gamma shadow [3] , [4] . The latter assumption restricts the time-scale over which the simulation is valid, as at longer times, contributions from off the line-of-sight do not possess the same atmospheric density as those along the line-of-sight, thus breaking the high-frequency approximation and necessitating the inclusion of non-spherically symmetric terms. For practical purposes, the high-frequency approximation should resolve the initial peak and decay of the EMP, while incorrectly predicting contributions at later time and lower frequency. Indeed, differences between CHAP predictions and the two-dimensional HAPS code only occur at later times [5] . Third, in describing the conductivity, both an Ohmic [1] and a swarm model [6] have been implemented in various versions of CHAP. The Ohmic model describes the electron mobility, attachment rate, and Townsend coefficient by fits to experimental data which depend on the electric field and the atmospheric density. The swarm model attempts to describe the conduction electrons by fluid equations with transport coefficients computed from cross sections input into a kinetic description [7] .
In both conductivity models, a model for formative-time-lag [8] , in which the primary conduction electron created by a collision with a Compton produces further ionization through secondary, tertiary, etc. electrons, is included. Fourth, collisions between Compton electrons and the background air are described approximately [1] , [9] . Instead of performing a Monte-Carlo treatment of the scattering processes, each particle in CHAP represents an ensemble of particles all undergoing drag and scatter. The average velocity of this ensemble is modified by the obliquity factor changing the particle velocity to an effective velocity which tracks the centroid of the ensemble. Recently, Kruger [10] has performed simulation studies of EMP. In his work, the gamma rays and Compton electrons are 0018-9499 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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transported utilizing MCNP [11] . The main code, MACSYNC, then utilizes a Liénard-Wiechert description to determine the electromagnetic field radiated to an observer. The advantages of such an approach are that it is three-dimensional and fully treats the collisional processes using the sophisticated machinery of MCNP. In this respect, it does not make the first, second, and fourth approximations above. However, Liénard-Wiechert formulations must necessarily neglect the self-consistent electromagnetic force of the EMP on the Compton electrons, because it is not computationally feasible to calculate the fields at every position in space. While self-consistency is a small effect [12] , its inclusion is natural in formulations like CHAP. MACSYNC makes an additional approximation in that it does not include collisional forces due to drag and scattering in the Lienard-Wiechert expressions for the radiated fields. To model the attenuation due to conductivity, an exponential decay is included for the contribution from each electron with the exponent determined by integrating the intervening conductivity between the electron and the observer. The conductivity model of Kruger is not based on either an Ohmic or swarm model, but is instead based on side calculations in a heuristic approach to approximating the evolution of the conductivity. In his work, Kruger concludes that for a low altitude electron source region, the rise-time of the EMP as predicted by CHAP is an order of magnitude smaller than that predicted by MACSYNC [10] . He identifies both the inadequate treatment of three-dimensional effects and the inability of the obliquity factor to capture spreading of the electrons along the line-of-sight as possible causes for the discrepancy.
Comparisons between the obliquity factor and a more complete description of multiple scattering have been performed previously [13] - [18] . In the works of Knutson [13] and Morgan and Knutson [14] , the Compton current is computed using both Monte-Carlo and obliquity factor treatments. At the same time, Vajk [15] observed that in the τ coordinate system, the electron distribution experiences both differential rotation and shear in momentum space and creates an additional transverse force not included in CHAP. In reference to Vajk's work, Longmire was critical [19] , because the initial value of the current density is not the same for both approaches, indicating an error in Vajk's quantitative results. Longmire did a similar analysis [16] , and while the details of his Monte-Carlo calculation were not reported, he found that the obliquity factor agreed reasonably well with a Monte-Carlo approach in predicting both the Compton current and the ionization rates; and the obliquity factor would predict the amplitude of the electric field to within two to three percent of the correct value. A more recent study [17] compared predictions of the obliquity factor to both Monte-Carlo and Fokker-Planck descriptions of scattering. It found that while the differential shear and rotation observed by Vajk do indeed occur, their principal effect is to create skewness in the distribution that is not accounted for by the obliquity factor. The initial angular variance of the Klein-Nishina distribution is sufficiently large to diminish the impact of skewness on the distribution of the electrons.
In determining the rise-time of an EMP, three processes must be adequately described: the temporal profile of the gamma pulse, the corresponding Compton current, and the resulting conductivity. In the absence of conductivity and self-consistency, the rise-time of the electric field could be computed by convolving the Compton current signal due to a Dirac-delta function gamma output with the actual gamma pulse at each altitude, and then summing these contributions. Conductivity, however, distorts the signal as the amount of attenuation experienced by the pulse can vary dramatically over the temporal history. The attenuation experienced is scenario dependent, and can change dramatically if, for example, some pre-ionization of the atmosphere has occurred. The studies performed in [13] - [17] are limited to descriptions of the Compton current due to a Dirac-delta function gamma pulse, and they did not compute either the fields or the conductivity. For this reason, meaningful conclusions regarding rise-times of the pulse cannot be made on the basis of these studies. One such study which did compute the fields [18] , used another legacy code, HEMP-B, which includes both Monte-Carlo and obliquity factor models. However, comparisons were limited to a single highly saturated scenario as shown in Fig. 6 of the reference. High saturation implies that the effects of conductivity become large early in the rise of the pulse. This suggests that the obliquity factor does not lead to significantly different rise times, at least for the scenario considered. However, the dependency on nuclear yield is unclear.
This work seeks to develop insight into the validity of the various approximations used in legacy codes such as CHAP and HEMP-B and their influence on rise-time. This study does not examine every approximation made, but rather is intended to add to the discussion concerning possible sources of disagreement between MACSYNC and CHAP [10] . For all of the cases described here, a delta-function gamma pulse is assumed and the atmosphere is initially without any ionization. For that reason, the rise-times shown here should be viewed as lower-bounds on the rise-time of an EMP, but the actual rise-time of a specific scenario could potentially vary dramatically from the results reported in this work. To aid in this study, a code similar to CHAP has been developed, which we have named CHAP-lite. Using this code, the multiple scattering treatment is investigated using both the obliquity factor and Monte-Carlo. Further, the distribution of multiple-scattering angles is usually described as a Gaussian. Here, the influence of single-scattering events that modify the multiple-scattering distribution [20] is also assessed within the Monte-Carlo framework. Additionally, a radial derivative which is necessary to capture the motion of the backward-traveling wave along its appropriate characteristic is now included within an assumption of spherical symmetry. The inclusion of variations with respect to the angular variables, leading to three-dimensional effects, is outside the scope of this work. Only an Ohmic [1] conductivity model with formative-time-lag [8] is used in the results reported here, though CHAP-lite also has the ability to use the swarm model [6] . A detailed investigation of conductivity models is left to future work. This manuscript is organized as follows. In Section II, the underlying theory regarding the multiple scattering models and the field equations, and their numerical implementation in CHAP-lite is outlined. The obliquity factor description is only summarized, but both Monte-Carlo and obliquity factor models can be used within the CHAP-lite code.
In Section III, CHAP-lite is benchmarked against CHAP using the same approximations. Subsequently, the different approximations are examined for three different high altitude bursts with yields, 10 kTon, 100 kTon, and 1 MTon, in order to vary the importance of conductivity. Finally, Section IV discusses the results and gives major conclusions.
II. THEORY AND IMPLEMENTATION
The gamma pulse in CHAP-lite is described in a similar manner to that of CHAP [1] , except that the single scatter build up factor is not included in CHAP-lite. The gamma flux is given by
Here, T γ is the total number of gamma photons emitted by the burst, r is the distance from the burst, σ KN is the Klein-Nishina cross section, n i is the number density of atoms in the background atmosphere, and Z is the average number of electrons per atom. The function, f (τ = t − r/c), describes the time history of the gamma pulse and is normalized to unity. In the above model, the gamma photons are assumed to be monoenergetic. Given the above gamma flux, the number density of Compton electrons produced in an infinitesimal time interval, dτ , is given by n c = σ KN Zn i S γ dτ , which are then ejected at angles determined by the Klein-Nishina distribution. In both CHAP and CHAP-lite, the electrons are distributed with equal probability spacing in both polar and azimuthal angle [1] , [17] . It should be mentioned that the version of CHAP used in this manuscript also includes pair-production in which a photon can create a positron, electron pair. However, at the gamma energies considered here, the pair production cross section is much less than the Klein-Nishina cross section, and the absence of pair-production in CHAP-lite is permissible so long as larger gamma energies are not used. Once the Compton electrons are created, it is simply a matter of computing their subsequent motion and the associated Compton current and conductivity. The Compton current and conductivity are then used in the electromagnetic field equations, which determine the electromagnetic field. This procedure is outlined in the subsequent subsections.
A. Multiple Scattering
The dynamics of the Compton electrons excluding the influence of scattering on background nuclei are given by
where e and m are the elementary charge and electron mass, respectively. The momentum is given by p, γ is the familiar relativistic factor, and the electric and magnetic fields are given by E and B, respectively. The scaled drag rate is κ. Expressions for the drag rate are given in [1] , [17] , [21] . Here, it is written as
The frequency, ω pe = 4πZn i e 2 /m, is analogous to the plasma frequency, except that Zn i is the number density of background electrons, including those in bound atomic states, where Z is the average number of electrons per atom and n i is the number density of atoms in the atmosphere. The total electron density is used here, because the drag force is due to all background electrons. The classical electron radius is r e = e 2 /mc 2 , E = mc 2 (γ − 1) is the kinetic energy, and I is the mean excitation potential of a bound electron, which we take to be I = 80.5 eV, that which was used by Longmire [1] . The derivative in the momentum equation is taken with respect to τ where dτ = dt/f r , and not with respect to time. This anticipates the high frequency approximation, for which the current density must be written as a function of τ . This is discussed in the following subsection.
The scattering of electrons has historically been described by multiple scattering theory in which the angular variance of the ensemble increases at the rate [ 
This form assumes a Gaussian distribution of possible scattering angles. Equation (2) can be solved via finite-difference techniques. Equation (6) leads to a stochastic differential equation, which is typically solved by a Monte-Carlo method. Having advanced the particle momentum via a finite-differenced version of Eq. (2), the direction of the momentum is rotated from p = pp to p = p cos θp + p(cos φe 1 + sin φe 2 ) sin θ, as shown in Fig. 1 . The angles, θ and φ, are given by
where r 1 is a random number taken from a standard normal distribution, and r 2 is a random number taken over the unit interval.
In describing the distribution of scattering angles, largeangle, single-scattering events modify the tail of the distribution as shown in Fig. 13 .8 of [20] . The distribution of scattering angles can be approximated as Fig. 1 . A depiction of scattering within Monte-Carlo. The momentum of the particle is initially alongp and then scatters through angle θ in the plane set by the azimuthal angle, φ, with e 1 and e 2 being mutually orthogonal vectors top. This rotation typically describes many physical scatters off nuclei which have occurred over a finite time interval, Δτ .
where α = θ/ √ 2σ. In [20] , the distribution is defined for the scattering angle projected onto a plane. Here, it is defined as the scattering angle from the initial direction, and therefore, takes only positive values. This introduces a factor of two to the distributions above. Additionally, as mentioned in [20] , the form of L S differs from author to author. We have chosen the definition employed by Longmire [1] , appropriate for electrons, and this introduces an additional factor of two to the expression for P S not present in Eq. (13.71) of [20] . Physically, the distribution, P M (α), describes the aggregate effect of many scattering events that have occurred over the time interval Δτ . By the central limit theorem, this distribution is a Gaussian. However, in the tail of the distribution, few collisions have occurred, and the number of scatters does not satisfy the assumptions of the central limit theorem. For this reason, at larger angles the probability distribution of scattering angles converges to the probability distribution of a single-scatter, P S (α). The transition between the two regimes is called the plural scattering region, but the details of this transition are unimportant for our purposes. Here, the transition is determined by the equation, P M (α t ) = P S (α t ), which gives the transcendental equation,
This equation is solved by fixed-point iteration. The maximum scattering angle should be set to unity as discussed in [20] , which gives a value of α Max = 1/ √ 2σ. The constant, C, is a normalization constant, which is given by
where erf(x) is the error function. In order to use this probability distribution of scattering angles in a Monte-Carlo method, a random number, r 1 , is chosen from the unit interval. If
then the Gaussian portion of the distribution is sampled. Otherwise, the single-scattering tail is populated. This is done by inverting the cumulative distribution function, and can be found by solving for α in the below equation.
Once the random value of α is found, the momentum is rotated by the polar angle θ = √ 2σα, with the azimuthal angle, φ, determined as before. Having determined the momenta of the particles, the Compton current density is found by summing the contributions from each of the particles,
where W i is the weight function which corresponds to the number of Compton electrons per unit volume. In using these Monte-Carlo methods, numerical convergence occurs at the rate of 1/ √ N and √ Δτ , where N and Δτ are the number of particles and the step size in τ [22] . Further, in the τ coordinate, the factor of f r that appears in Eq. (6) increases the rate at which scattering occurs by factors on the order of 100 for a 3 MeV electron that is moving radially. Thus, the use of Monte-Carlo in the τ coordinate results in rather stringent requirements in N and Δτ for a reasonably converged result. For this reason, the obliquity factor is an elegant approximation that significantly relaxes these requirements.
The obliquity factor has been discussed elsewhere [1] , [9] , [16] , [17] , and the details are only summarized here. In this approximation, each electron represents a distribution of electrons. The momentum of the electron now represents the centroid of the distribution. However, because the distribution spreads in momentum space due to scattering, the effective velocity of the distribution is reduced. The obliquity factor captures this effect by introducing an effective velocity,
where the angular brackets represent averaging over the distribution of the electrons. The obliquity factor, η = 1/ < cos θ >, is governed by the equation,
and is initialized for each particle with a value of unity. When utilizing the obliquity factor, the retarded time factor, f r , in all of the preceding equations must now be replaced with the expression,
When computing the Compton current, the expression is now
B. Field Equations
Having computed the Compton current, the field equations must now be solved. A derivation of the equations is given in [1] and leads to Eq. (1-9) of the same reference. Defining a spherical coordinate system (r, θ, φ), and assuming spherical symmetry so that all derivatives with respect to θ and φ are neglected, the field equations are given by
In the equations above, Gaussian units are used and τ = t − r/c in contrast to the conventions used in [1] . The forward and backward-traveling waves are defined as
In the high-frequency approximation, derivatives with respect to τ take precedence over derivatives with respect to r/c. For that reason, the radial derivatives in Eqs. (27) and (28) are neglected in CHAP. The advantage of this is that each altitude can be considered separately. This allows for the temporal loop to be nested inside the radial loop, and the particles for a given altitude can be overwritten upon iterating to the next radial position. This relaxes the memory requirements, but, so long as sufficient memory is available, will only lead to a modest increase in speed. Alternatively, the radial derivative can be retained. If this is done, the radial loop is nested inside the temporal loop, and the particles at each altitude are all initialized simultaneously in τ . In formulating a finite-differenced version of the field equations, the scheme as proposed by Longley and Longmire [1] is not used. While formally being second order, this scheme does not work when the conductivity vanishes. In developing CHAP-lite, the ability to run the simulation while neglecting the conductivity altogether is desirable. For that reason, the following finite-difference scheme is adopted,
The above set of equations assumes grids τ m and r k with step sizes Δτ and Δr, respectively. The Ohmic conductivity model has been adopted in the above formulation, though the scheme can also use a swarm model [6] with the equations computing n e and σ modified accordingly. The Townsend and attachment coefficients, G and α, mobility, μ, and the ion production rate, s, are given in [1] , with the source term modified to include formative time lag as in [8] . Additionally, the Compton current is divided into two contributions, j t and j r , the transverse and radial components, so that F and G represent the total forward and backward going waves, ignoring the precise polarization of the wave. Including the radial derivative introduces a CourantFriedrichs-Lewy (CFL) stability condition, cΔτ /2Δr < 1, but for the typical radial and temporal step sizes, the CFL condition is well satisfied.
III. RESULTS
In order to validate CHAP-lite, its results are first compared to CHAP. This is done for a high-yield scenario, in which a 1 MTon explosion with 0.3% gamma efficiency is detonated at an altitude of 100 km. The gamma photons have energy of 1.6 MeV, the observer is immediately below the burst, and a geomagnetic field of 0.6 Gauss is oriented transverse to the line-of-sight between the observer and the burst. The gamma energy and magnetic field strength are chosen to correspond to previous studies [16] , [17] . In launching the Compton electrons, the Klein-Nishina distribution is discretized into angles of equal probability where N φ and N θ are the total number of azimuthal and polar launch angles, respectively. For these simulations, N φ = 6 and N θ = 6, with N φ × N θ = 36 total particles launched uniformly in probability to approximate the Klein-Nishina distribution. The temporal profile of the gamma burst is taken to be a triangular pulse with time to peak of 50 ps, chosen to approximate a Dirac-delta function output. This was done because, while CHAP-lite has the capacity to use a Diracdelta function gamma output, the version of CHAP used in this Fig. 2 . Ion production rate one gamma mean-free-path (27 km altitude) from the burst with yield, 1 MTon; gamma efficiency, 0.3%; height of burst, 100 km; triangular gamma pulse with time-to-peak of 50 ps; gamma energy, 1.6 MeV; geomagnetic field transverse to the line-of-sight, 0.6 Gauss. Ohmic conductivity model is used. Black and red curves correspond to CHAP and CHAP-lite results, respectively. The delay between the peaking of the gamma pulse and the ion production rate is due to formative time lag.
work appears to have lost this capability, and it could not be restored without significant modifications to the code. A time step of Δτ = 3.3 ps is used to resolve the rise of the gamma pulse. The radial grid is divided into intervals determined by the optical depth: 5% of a gamma mean-free-path for the first mean-free-path, and 20% of a mean-free-path afterward with 40 total radial steps. The exponential atmosphere used in CHAP is adopted in CHAP-lite, and for the first grid point, Δr in Eqs. (37) and (38) is chosen to be the exponential scale height of the atmosphere, as negligible fields are excited above this point, essentially imposing a Dirichlet boundary condition at this location. CHAP uses this same procedure. Following the first point, Δr = r k − r k−1 . The Ohmic conductivity model is used for these comparisons. In order to make a valid benchmark, the obliquity factor is used and the radial derivative is neglected in the CHAP-lite simulation.
The ion production rate and Compton current evaluated after the first gamma mean-free-path (27 km altitude) are plotted in Figs. 2 and 3 , respectively. In each of the plots, the black and red curves correspond to CHAP and CHAP-lite results, respectively. The sharp rise in the radial Compton current, shown in Fig. 3(b) , mirrors the sharp rise of the triangular gamma pulse. The ion production rate in Fig. 2 has a less abrupt rise because of formative time lag. The transverse electric field seen by an observer at the ground is shown in Fig. 4 , with the same linestyles as in the previous plots. These plots show agreement between the two codes, with the rise and amplitude of the transverse electric field at the ground showing no visible differences in Fig. 4 . Slight differences do exist in the tail of the electric field and the form of the transverse Compton current. These are likely attributable to both differences in the finite-difference scheme and the criteria used to remove Compton electrons. Specifically, CHAP-lite updates the conductivity after the electric field has been computed as shown in Eq. (40). No such update occurs in CHAP. Since the mobility, Townsend coefficient, and attachment rate are strong functions of the electric field in the Ohmic model, slight differences in the electric field value at which the conductivity is evaluated may lead to greater differences in attenuation. This would reduce the electric field in CHAP-lite relative to CHAP. This hypothesis is supported by the fact that when the swarm model is used in both CHAP and CHAP-lite, the discrepancy in the tail of the electric field is no longer visible. In modeling the Compton current, CHAP discards Compton electrons when their obliquity factor exceeds a certain threshold or when their energy drops below a certain value. In CHAP-lite, no threshold is used for the obliquity factor, and the energy threshold is determined by the momentum at which the scattering equation, Eq. (6), is no longer valid. This condition in CHAP-lite is less restrictive than that in CHAP, and leads to a slightly larger Compton current in Fig. 3(a) . Other differences include the omission of the single scatter build up factor in CHAP-lite which may also increase the electromagnetic field of CHAP relative to CHAP-lite late in time, and lack of pair production in CHAP-lite, which should have minimal impact.
Next, the various approximations are examined for differing nuclear yields. The gamma efficiency is 0.3% as before. The gamma photon energy is 3 MeV, the geomagnetic field is 0.5 Gauss oriented across the line-of-sight, and the height of burst Fig. 5 . Transverse electric field at the ground due to a burst with yield, 10 kTon; gamma efficiency, 0.3%, height-of-burst, 100 km; Dirac-delta gamma pulse; gamma energy, 3 MeV; geomagnetic field transverse to the line-of-sight, 0.5 Gauss. Ohmic conductivity model is used. The black, blue, and red curves are computed using obliquity factor, Monte-Carlo Gaussian, and Monte-Carlo with single-scattering tail, respectively. The green-dashed curve uses the same scattering treatment as the red curve, but also includes the radial derivative in the equations for the backward-traveling wave. Fig. 6 . Transverse electric field at the ground due to a burst with yield, 100 kTon; gamma efficiency, 0.3%, height-of-burst, 100 km; Dirac-delta gamma pulse; gamma energy, 3 MeV; geomagnetic field transverse to the lineof-sight, 0.5 Gauss. Ohmic conductivity model is used. Line styles correspond to those used in Fig. 5. is 100 km. Here, the gamma energy is chosen to correspond to a case considered in [10] , and the magnetic field strength is typical of that which occurs over the continental United States. The Compton electrons are launched using the same procedure as before with N φ = 20 and N θ = 300, so that N φ × N θ = 6000 total Compton electrons are injected. A larger number of particles is required because the Monte-Carlo algorithms are utilized. In this case, the gamma pulse is described by a Dirac-delta function, so that the Compton electrons are only launched at the beginning of the simulation, reducing the total number of electrons. The time step used is Δτ = 10 ps. In a separate study with different parameters, a convergence study was performed. It showed that decreasing the time step decreased the amplitude of the signal, while increasing the number of particles increased the amplitude of the signal. In both cases, the rise-time of the electric field is largely unchanged. For the time step and particle number chosen for the Monte-Carlo simulations performed here, we believe the results to be within 5% of the converged result, though convergence for the parameters considered here could potentially be much better. The radial grid is divided into 100 points, equally spaced in optical depth over a total distance of five gamma mean-free-paths. In Figs. 5, 6 , and 7, Fig. 7 . Transverse electric field at the ground due to a burst with yield, 1 MTon; gamma efficiency, 0.3%, height-of-burst, 100 km; Dirac-delta gamma pulse; gamma energy, 3 MeV; geomagnetic field transverse to the line-of-sight, 0.5 Gauss. Ohmic conductivity model is used. Line styles correspond to those used in Fig. 5 .
the transverse electric field as seen by an observer on the ground is plotted as a function of time for the three different yields: 10 kTon, 100 kTon, and 1 MTon, respectively. The black, blue, and red curves all neglect the radial derivative in the backward-traveling wave equation. The black curves use the obliquity factor to describe multiple scattering; the blue curves, Monte-Carlo with a Gaussian distribution of scattering angles; and the red curves, Monte-Carlo with the single-scattering tail. The dashed green curves use the same scattering treatment as the red curves, but also include the radial derivative in the backward-traveling wave equation.
In the analysis that follows, the rise-time is defined to be the time for the electric field amplitude to get from 10% to 90% of its maximum value. In Fig. 5 , the 10 kTon burst, the black curve has a rise-time of 2.00 ns; the blue curve, 1.92 ns; the red curve, 1.72 ns; and the dashed green curve, 1.8 ns. This agrees with the qualitative differences in rise times shown in the analysis of the Compton current of previous work [16] , [17] , wherein the obliquity factor has a larger rise time than that given by a Monte-Carlo treatment. However, the clamping of the signal due to conductivity that builds up with time reduces the rise-time by a significant amount when compared to the rise of the Compton current, even in this low-yield scenario. This is as expected [19] . Further, because of the low electric field amplitude, the inclusion of the radial derivative in the backward-traveling wave equation has little effect on the result. As the yield is increased in Fig. 6 to 100 kTon and in Fig. 7 to 1 MTon, the impact of the conductivity increases, further reducing the rise-times, though the obliquity factor result always has a slightly longer rise-time than the other cases. The difference in amplitudes is reduced at greater yields largely because the late-time signal, where the obliquity factor exhibits the greatest differences, is of less importance, having been largely attenuated. The red and dashed-green curves begin to exhibit visible differences only in Fig. 7 , because at this large yield, the backward-traveling wave starts to modify the fields in the source region, altering the self-consistent electromagnetic forces on the particles. However, as seen in the figure, this effect is small. To illustrate the influence of conductivity on rise-time, the conductivity is plotted after one gamma meanfree-path (24 km altitude) in Fig. 8 . The line-styles correspond to those used in Figs. 5-7 with the different yields labeled on the plot. Saturation occurs when the conductivity exceeds roughly 10 −6 mho/m [19] , and this correlates well with the rise-times of the electric field at the observer at high yields. At lower yields, the cyclotron period also begins to influence the rise-time, but even for 10 kTon yield, saturation still occurs at 24 km altitude within roughly 50 ns of the arrival of the gamma pulse.
IV. DISCUSSION AND CONCLUSIONS
This work further validates a previous study [18] which concluded that "the obliquity model is adequate for most EMP analysis, differing somewhat from [a] more detailed electron scattering treatment only in the late time fall off of the pulse." This conclusion has greatest validity at large nuclear yields. A full scattering treatment, even including the impact of singlescattering events, slightly changes the radiated field for yields at which a significant EMP is produced. If the effects of singlescattering are to be included in an obliquity factor formulation, the simplest method would be to use a multiplicative factor in Eq. (6) to capture the influence of the tail in the distribution of scattering angles on the angular scattering rate. This would reduce the amplitude of the signals similar to what is shown in Figs. 5, 6, and 7, but would still give qualitative differences when compared to the Monte-Carlo result in the decay of the pulse. The deficiencies of the obliquity factor manifest themselves most at low yields where the impact of conductivity is less significant.
With respect to the rise times predicted by Kruger [10] , we conclude that the disagreement with CHAP must be due to some other cause or causes than the use of the obliquity factor. The conclusions made by Longmire regarding the error in the field amplitude introduced by the obliquity factor being limited to two to three percent [16] are thus verified. The previous electric field comparison between the obliquity factor and a Monte-Carlo treatment [18] results in the correct conclusion, though the obliquity factor does start to show some disagreement at lower yields and longer times that are, perhaps, not of interest.
As stated in Section I, the rise-times given here are simply a lower-bound on that which is possible because they are computed using a Dirac delta-function gamma pulse with no pre-ionization of the atmosphere. To show how CHAP incorporates the spherical nature of the source and how conductivity shapes the pulse, the solution to the field equations is derived from the Jefimenko equation under the assumptions of radial symmetry and neglecting the backward-traveling wave. Starting from the Jefimenko equation, the transverse electric field, E t , radiated by a time-varying current density, j T , is given by that contributions from a significant portion of the sphere are required in order to reproduce the solutions produced by CHAP [23] . Limiting analysis to a Dirac-delta gamma pulse without any initial ionization of the atmosphere, the influence of the yield of the nuclear device on the rise-time can be understood conceptually as follows. The leading edge of the pulse is able to penetrate all the way to the ground due to an absence of conductivity for τ = 0 at all atmospheric heights. As time elapses, the conductivity increasingly attenuates the intervening signal. This attenuation occurs both for on line-of-sight contributions which fall behind the gamma pulse, and off line-of-sight contributions which also arrive later but are attenuated due to pre-established conductivity in the intervening air; and this off line-of-sight attenuation is contained within the framework of the one-dimensional solution. As yield increases, this process occurs more rapidly, leading to a decrease in rise-time. This view is empirically supported by Figs. 5, 6, and 7, which show the rise-time decreasing as the yield is increased.
From this analysis, it is clear that the spatial and temporal evolution of the conductivity heavily influence the rise of the pulse. For that reason, the precise temporal form of the gamma pulse as well as any pre-ionization of the atmosphere will have a greater influence on both the amplitude and rise time of the EMP than any of the assumptions examined here. In this work, the assumptions implicit in existing conductivity models are not considered, e.g., the fluid approximation of an inherently non-Maxwellian distribution of conduction electrons, the neglect of the electron inertia which affects the conduction electron response to high frequency fields, etc. It is also shown here that the proper inclusion of the backward-traveling wave within a spherically symmetric model only matters when self-consistency is influential. This only occurs at high field strength, but in that case, the effect is small, as expected. In our future work, we will include quantitative studies addressing accuracy and convergence of our EMP simulations.
