We study the self-directed (SD) learning model. In this model a learner chooses examples, guesses their classification and receives immediate feedback indicating the correctness of its guesses. We consider several fundamental questions concerning this model: the parameters of a task that determine the cost of learning, the computational complexity of a student, and the relationship between this model and the teacher-directed (TD) learning model. We answer the open problem of relating the cost of self-directed learning to the VC-dimension by showing that no such relation exists. Furthermore, we refute the conjecture that for the intersection-closed case, the cost of self-directed learning is bounded by the VC-dimension. We also show that the cost of SD learning may be arbitrarily higher that that of TD learning.
Introduction
Since defined by Littlestone (Littlestone, 1988 (Littlestone, , 1989 , the mistake-bound model of learning has attracted a considerable amount of attention (e.g., Littlestone, 1988 Littlestone, , 1989 Littlestone & Warmuth, 1994; Maass, 1991; Chen & Maass, 1994; Helmbold, Littlestone, & Long, 1992; Goldman, Rivest, & Schapire, 1993; Rivest & Yin, 1995; Yin, 1995; Frances & Litman, 1995) . In this model the learner has to make predictions on the next instance based on the previous instances that it has already seen and their labels. The quantity that the learner should try to minimize is the number of mistakes it makes along this process.
Several variants of this model were considered, allowing the learner various degrees of freedom in choosing the instances presented to him. These variants include (in increasing power of the learner):
• The on-line model (Littlestone, 1988 (Littlestone, , 1989 , in which the sequence of instances is chosen by an adversary (the teacher) and the instances are presented to the learner one-by-one.
• The worst sequence (off-line) model , in which the sequence of instances is still chosen by the adversary but the whole sequence (without the labels) is presented to the learner before the prediction process starts.
• The best sequence (off-line) model , in which the whole sequence of instances is chosen by the learner before the prediction process starts.
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• The self-directed model (Goldman, Rivest, & Schapire, 1993; , in which the learner may choose the sequence of instances adaptively; i.e., each instance is chosen only after seeing the labels of all previous instances.
Another related model that was studied (Goldman, Rivest, & Schapire, 1993; Goldman & Kearns, 1995; Rivest & Yin, 1995) is the teacher-directed model. In this model, a helpful teacher, who knows the target function, presents labeled examples to the learner. The teaching process is over once only a single concept in C is consistent with the examples presented.
Denote by M on-line (C), M worst (C), M best (C), M sd (C) and M td (C) the number of mistakes made by the best learning algorithm in the on-line, worst sequence, best sequence, selfdirected and teacher-directed models, respectively, on the worst target concept in a concept class C. consider the relations between M sd and the VC-dimension. They give examples where the VC-dimension is 2 and M sd = 3 (this is generalized in Ben-David, where examples of classes with VC-dimension d and M sd = d + 1 are presented). They ask as an open problem whether there exists a constant α such that M sd ≤ α ·VCdim, for all concept classes. We answer this open problem by showing that no such constant exists. In fact, we prove a much stronger statement: For any d and n, there exists a concept class C d n having VC-dimension d and self-directed learning complexity M sd (C d n ) = (n). Furthermore, Goldman & Sloan (1994, Conjecture 11) conjectured that for so-called "intersection-closed" concept classes M sd (C) ≤ VCdim(C). We disprove this conjecture by presenting for every even d an intersection-closed concept class with VC-dimension d, and M sd = 3 2
d.
Previous work (Goldman, 1990; Goldman & Kearns, 1995; Goldman, Rivest, & Schapire, 1993; presented many classes for which self-directed learning is more efficient than teacher-directed learning. We show that there are some classes, C d n , which are hard for the self-directed learner to learn, yet easy to teach by a helpful teacher in the teacher-directed model. We will show that while
This result improves upon the results of (Rivest & Yin, 1995) , where cryptographic assumptions and constraints on the computational power of the self-directed learner are required to obtain similar results.
In Section 5 we offer a generic algorithm for the self-directed learning task. This algorithm is a natural adaptation of Littlestone's Halving Algorithm. We discuss the mistakebound performance of this algorithm and then refine it and define a family of generic self-directed algorithms having increasingly better mistake-bound performance. These algorithms have polynomial running time (in |C|) and for many natural concept classes, including classes for which self-directed learning is strictly better than best sequence offline learning, they achieve the optimal self-directed bound. On the other hand, we show that there are concept classes for which the number of mistakes these algorithms make can be arbitrarily higher than the optimum.
We conclude, in Section 6, with a preliminary discussion of the issue of the number of queries made by a self-directed algorithm. We prove a trade-off formula showing that lowering the mistake bound of a self-directed algorithm necessarily results in an increase in the number of queries it has to go through. Loosely speaking, if the learner wishes to reduce the number of mistaken guesses it makes in the process of learning, it inevitably has to pay by asking many questions for which it already has a pretty good idea of what the answers will be.
Preliminaries

Basic definitions
In this section we formally present the mistake-bound learning model in all its variants. We follow definitions given in (Littlestone, 1988 (Littlestone, , 1989 Goldman, Rivest, & Schapire, 1993; . 2 We restrict our definitions to finite instance spaces. However, it should be noted, that these definitions may be extended to infinite instance spaces.
Let X be any finite set, and let C be a collection of boolean functions defined over X (i.e., C ⊆ {0, 1} X ). We refer to X as the instance space and to C as the concept class. An on-line learning algorithm with respect to a concept class C is an algorithm A that works in steps as follows: In the ith step the algorithm is presented with a new element x i ∈ X . It then outputs its prediction p i and in response it gets the true value c t (x i ), where c t ∈ C denotes the target function. The prediction p i may depend on the values it has seen so far (i.e., c t (x 1 ), . . . , c t (x i−1 )) and, of course, on the concept class C. The process continues until all the elements of X have been presented. Let σ = x 1 , x 2 , . . . , x n denote the order in which the elements of X are presented to the learning algorithm. Denote by M(A, σ, c t ) the number of mistakes made by the algorithm A on a sequence σ and target function c t ∈ C (i.e., the number of elements for which p i = c t (x i )). Define the mistake bound of the on-line algorithm as
An off-line learning algorithm is an algorithm A that is given (in advance) the actual sequence σ as an input. The learning process remains unchanged (except that each prediction p i can now depend on σ and not only on C). Denote by M (A[σ ] , c t ) the number of mistakes made by an off-line algorithm A on a sequence σ and a target c t . Define
We are interested in the best and worst sequences. We would like to view the M best (C) as letting the learner optimally choose (without knowing the target concept) the sequence of instances presented to it. That is, we define:
Similarly, the worst sequence model can be thought of as letting an adversary choose the sequence, so we may define:
A self-directed learning algorithm A is one that chooses its sequence adaptively; hence, the sequence may depend on the classifications given to previous instances (and so, indirectly, on the target function). Denote by M sd (A, c t ) the number of mistakes made by a self-directed learning algorithm A on a target function c t ∈ C. Define
The teacher-directed model (Goldman, Rivest, & Schapire, 1993) is concerned with a different setting. In this model, a teacher presents labeled examples (i.e., pairs of the form (x, c t (x))) to a student. The teaching is said to be successful once only a single concept in the concept class C is consistent with the labeled examples presented by the teacher.
For the teacher-directed model, let A denote the teacher's strategy for choosing examples. Denote by M td (A, c t ) the number of examples A will present when attempting to teach the concept c t . We define:
(Alternatively, for every c ∈ C let n(c) be the minimal size of a subset of the domain on which no other concept in C agrees with c. It is easy to see that M td (C) = max c∈C n(c)).
Note that, unlike the previous models, in this model the teacher is considered to be 'helpful' rather than 'adversarial'. That is, the learning complexity is defined as the number of examples needed for learning using the teacher that minimizes the the sample size (although we still use the worst-case measure over all the possible targets and all the possible consistent learners).
The following is a simple consequence of the definitions:
There are no such immediate relations between M sd and M td . On one hand, as the M td parameter counts the number of needed examples needed to allow any consistent student to find the target, and the M sd counts only mistakes made by the optimal student, there are classes for which M sd (C) < M td (C) (such as Monotone Monomials). On the other hand, as the agent that drives the learning process in the teacher-directed model knows what the target is, it may get an advantage over the self-directed learning process. In Section 4 below, we construct an example of a class C for which M sd (C) > M td (C).
Labeled trees and their rank
Each of the first four models presented above has a combinatorial characterization in terms of the rank of a certain family of trees. Littlestone (1988 Littlestone ( , 1989 investigates this characterization for the original on-line model, while give similar results for the worst-sequence and best-sequence models.
In this subsection we review these characterizations and provide a similar characterization of the M sd parameter. A variant of this characterization appears in .
We start with the definition of the rank of a binary tree (see, e.g., Cormen, Leiserson, & Rivest, 1990; Ehrenfeucht & Haussler, 1989; , and later present similar characterization for the self-directed model.
For a binary tree T , if T is empty then rank(T ) = −1. Otherwise, let T L be its left subtree and T R be its right subtree. Then,
For example, the rank of a leaf is 0.
Next, we define the relevant types of trees.
Definition 1.
Let X denote some domain set and C ⊆ {0, 1} X be as above.
• An X -labeled tree is a pair, (T, F), where T is a binary tree and F a function labeling the nodes of T by elements of X . We require the labeling F to be unique on any path, i.e., on any path from the root of the tree to a leaf, no two nodes are labeled with the same point from X .
is a left son of t i if and only if h(F(t i )) = 1. Note that the values of F on leaves of T do not affect the realization of h, and therefore, for the purposes of this work, may be ignored.
• An X -labeled tree is a C-tree if the set of functions it realizes is exactly C.
• Let T C X denote the set of all C-trees.
• For a sequence σ = (x 1 , . . . , x n ) of elements of X , let T C σ denote the labeled tree that is defined by starting with a complete binary tree, T , with n + 1 levels, setting F(t) = x k for every node t on the kth level of T , and restricting the tree to the branches that are consistent with C.
Note, that using this notation, a class C shatters the set of elements of a sequence, σ , if and only if T C σ is a complete binary tree. We can therefore conclude that, for any class C,
(We shall usually omit the superscript C when it is clear from the context.)
With the above notation it is now easy to state the combinatorial characterization of the mistake-bound models: Theorem 1 (Littlestone, 1988 (Littlestone, , 1989 . For all X and C as above, 
Theorem 2 (Ben-David, Kushilevitz, & Mansour, 1995). For all X and C above,
Finally, we get a characterization in similar terms of the M sd (C) parameter. A variant of this characterization appears in .
Theorem 4.
For all X and C as above,
Proof: Consider the tree T whose rank is the minimal one in T C X . We will show that M sd (C) is at most the rank of T . For this, we present an appropriate algorithm that makes use of this tree. At each point, the learner asks for the instance which is the current node in the tree. In addition, he predicts according to the subtree of the current node whose rank is higher (arbitrarily, if the ranks of the two subtrees are equal). The true classification determines the child of the current node from which the learner needs to proceed. It follows from the definition of rank that whenever the algorithm makes a mistake the remaining subtree has rank which is strictly smaller than the previous one.
For the other direction, given a strategy for the learner that makes at most M sd (C) mistakes we can construct a tree T that describes this strategy. Namely, at each point the instances that the learner will ask at the next stage given the possible classifications of the current instance determine the two children of the current node. Now, if the rank of T was more than M sd (C) then this gives the adversary a strategy to fool the learner: at each node classify the current instance according to the subtree with higher rank. If the ranks of both subtrees are equal then on any answer by the algorithm the adversary says the opposite. By the definition of rank, this gives rank(T ) mistakes. Hence, rank(T ) is at most M sd (C) and certainly the minimum over all trees can only be smaller. 
Self-directed complexity and the VC-dimension
We now turn our attention to the relationship between the self-directed complexity and the VC-dimension. We follow the following standard definition:
Definition 2. A concept class C ⊆ 2 X is said to shatter a set A ⊆ X if the following holds:
The VC-dimension (or VCdim for short) of C is defined as the cardinality of the largest subset of X that C shatters, or ∞ if C shatters sets of unbounded cardinality.
Experience in other learnability models leads one to expect that the information complexity of learning a concept class is closely related to the combinatorial complexity of that class as measured by the VC-dimension. showed that the VC-dimension of a concept class does not impose any lower bounds on its self-directed complexity. They presented concept classes of arbitrarily large VC-dimension that could be learned by a self-directed algorithm making only one mistake (in fact, even M best of these classes is just 1). They asked whether an upper bound on the self-directed complexity can be derived from the VC-dimension of a class alone. We show that no such upper bound exists. Namely, there are concept classes of arbitrarily large self-directed complexity, yet their VC-dimension may be fixed at any d ≥ 3.
Arbitrary concept classes
Definition 3. A concept class C over a domain X is said to contain a copy of a class C over a domain X if there exist functions f : X → X and g :
It is immediate to see that if a class C contains a copy of another class Proof: Let us start by constructing the classes C d n . We shall represent classes, C, as matrices over {0, 1} whose columns stand for the elements of X (C's domain) and rows stand for the concepts of C. The entry (i, j) of this matrix is 1 iff the jth element of the domain is a member of the ith concept in C.
Let A be any 3 × 3 matrix over binary matrices. We require A to have, in each row and each column, a matrix that is all 1's and a matrix that is all 0's. In the following example, such a matrix is shown, where the matrices used on the diagonal will be defined later. A(i, j) Let us show that property (4) holds. Assume that x belongs to column j x of blocks in the matrix. By the definition of A, one of the blocks A(i, j x ) has the same label as x in each entry (since A had a 1 and a 0 off the diagonal in every column). This implies that all concepts that fall within the ith row of blocks in the matrix are consistent with the labeling for x, but these include the block A(i, i) which contains a copy of C 
Intersection-closed classes
We also consider Conjecture 11 of which states that for intersection-closed concept classes, C, M sd (C) ≤ VCdim(C). 3 We provide a counterexample to this conjecture by showing the existence of concept classes C d that are intersection-closed, yet,
We start with d = 1. Let C 1 be the set of all segments on the circumference of a discrete circle (i.e., n many points equally spaced on the circumference of a two-dimensional circle, with n ≥ 6), where the length of each segment is less than half of the circumference. It is clear that C 1 is intersection-closed, and VCdim(C 1 ) = 2.
Let us show an adversary strategy that will force any algorithm to make at least three mistakes on C 1 . The first time the algorithm makes a prediction, the adversary will declare a "mistake". We now show that the concepts that are consistent with that answer have a pair of points that they shatter. Moreover, the adversary can force the algorithm to err before having to determine the label of each of these points. If the learner predicted (x, 0) (for some point x on the circle), then the two neighboring points of x (one on each side) are such a pair (since the target may be a segment of 1, 2 or 3 points). If the learner predicted (x, 1), then the adversary (now committed to a 0 on x) marks to itself the point that is antipodal to x as being in the target. The same argument implies that the two neighbours of this marked point constitute a pair as required. (It is easy to see that C 1 can indeed be learned with three mistakes.)
We construct C d by using d disjoint copies of C 1 , i.e., d circles with a concept being a set that contains one segment on each circle. It is easy to see that VCdim(C d ) = 2d and that the above strategy, when duplicated d times, once for each circle, will force 3d mistakes.
Teacher-directed complexity
As stated in Rivest & Yin (1995) , most "natural" concept classes are easier to learn in the self-directed model than in the teacher-directed model. This raises the question of whether the teacher's knowledge of the target function may be of any help to a "smart" self-directed learner. Rivest & Yin (1995) give an example where M td (C) < M sd (C) for the case where the self-directed learner is limited, in each step, to polynomial time in the size of each example (not in the size of the concept class). Their example relies on some cryptographic assumptions. We present here an example where teacher-directed learning will require less examples than the number of mistakes self-directed learner will make, without imposing any limitations on the self-directed learner.
Lemma 2. For the classes C
Proof: We present a strategy for the teacher that will allow any consistent learner to infer the target functions after receiving no more than d + 1 examples. Let the teacher use the following algorithm:
• For a target c t present the d coordinates on the diagonal of the matrix (the coordinates for which concepts in the same block as c t may have any behavior).
• If the target concept labels all these d points identically (all 0's or all 1's), present one more example from another block of the same innermost matrix as the one the target is in (i.e., another block that is in the same copy of C 
Generic self-directed learning algorithms
In this section we address the existence of generic learning algorithms for a given family of learning problems. Do there exist efficient algorithms that, given a concept class as an input, output a 'good' learning algorithm for it? The meaning of 'efficiency' is not immediately clear in the context of such algorithms. Usually, a learning algorithm is considered to be efficient if its running time is polynomial in the size of an example and in the size of the description of the target concept. That is, an algorithm for a finite class C over a finite domain X is efficient if its running time is polynomial in (log(|X |), log(|C|)). In the 'generic learning' task, the class C is also a part of the input, so we expect the running time of the algorithm to depend upon the size of a description of C as well. Clearly, the choice of representation for the input concept classes plays a crucial role. One simple option is to represent each input concept class as a binary matrix. More precisely, a concept class corresponds to a binary matrix in which the (i, j)th entry is 1 if and only if the jth element of X is labeled 1 by the ith concept in C. Papadimitriou & Yannakakis (1993) provide evidence that, using this matrix representation, the problem of finding the VC-dimension of a class cannot be decided in polynomial time. Frances & Litman (1995) show that the VC-dimension problem is reducible to any generic mistake-bound-optimal On-Line learning algorithm. In other words, any generic On-Line learning algorithm, that makes the optimal number of mistakes on every concept class, runs in time that is, up to a polynomial factor, larger than that of some algorithm for the VCdimension search problem (when the whole concept class, as a binary matrix, is considered a part of the algorithm's input). Regretfully, we do not have similar results concerning the complexity of generic self-directed learning algorithms. On the other hand, we cannot offer an efficient generic self-directed learning algorithm that will make the optimal number of mistakes on any concept class. We conjecture that such algorithms do not exist.
In this section we present an efficient generic algorithm for self-directed learning. This algorithm follows the basic ideas of the Halving algorithm (Littlestone, 1988 (Littlestone, , 1989 . Our algorithm receives as input the concept class from which the target is chosen and then runs as a learning algorithm for this class. Our generic algorithm is efficient in the sense that its running time for a class C over some domain X (and any target t ∈ C) is polynomial in (|C|, |X |). While we show that for some classes it does achieve optimal learning complexity, we also show that there exist classes on which it does make more than the optimal possible number of mistakes.
Predict p i on x i .
After being given c t (x
and set i ← i + 1. 5. If |C cons | = 1 then C cons = {c t }, and we are done. Otherwise, go to step 2.
This algorithm is based on the same principal as the Halving algorithm (Littlestone, 1988 (Littlestone, , 1989 , that is, keeping the set of all concepts that are consistent with the examples received so far and predicting a value that most of the concepts are consistent with. The only difference is that this algorithm also chooses the next point on which to predict by choosing a point x i for which the difference between the number of consistent concepts that have x i ∈ c and those who have x i ∈ c is the greatest. This is a heuristic that is based on the hope that making a mistake on such a sample point will be very profitable to the learner, as it will shrink the set of consistent concepts by as much as possible in a single step.
It is easy to see that the running time of this algorithm is polynomial in the size of its input (the input is C and each step requires O(|C| · |X |) time).
While in the worst case this algorithm performs no better than the Halving algorithm, for many "natural" problems it gives optimal performance, even for classes where M best (C) > M sd (C). We present here two examples for which Algorithm 1 is optimal. These include the class of monotone monomials and the concept class presented in (Ben-David, Eiron, & Kushilevitz, 1995, Theorem 9), for which self-directed learning is better than best sequence learning. .
Example 2 (Monotone monomials). It is known that
That result is achieved by predicting negative on all assignments to n variables, starting with the assignment that assigns false to every variable, moving to all assignments that assign true to a single variable, then to those that assign true to two variables, etc. Claim 1. Algorithm 1 will make one mistake on C MM .
Proof:
All there is to show is that at every stage there is a variable x i such that |C
cons | = 1. This will ensure that the algorithm will predict false on that x i , and if mistaken, the target will be known to it.
Let x be an assignment that assigns "true" to a minimal number k, of variables, among all assignments that still satisfy some concepts in C cons . It is clear that such an assignment satisfies a single monotone monomial in C cons (if there are two monotone monomials that x satisfies, at least one of them contains less than k variables, as there is surely just a single concept with k variables that is satisfied by x. This contradicts the assumption that all assignments that assign true to less than k variables do not satisfy any concept in C cons ). It follows that x satisfies the above condition, and Algorithm 1 will make just one mistake on
Note that for the class of monotone monomials, an optimal Best Sequence algorithm will also make a single mistake. This proof can be easily extended to the class of monomials, where the optimal mistake bound is 2.
The following example shows that Algorithm 1 exploits the power of self-directed learning, showing that it is sometimes optimal even for classes where M best > M sd .
Example 3 (Power of Adaptiveness). In the proof of (Ben-David, Eiron, & Kushilevitz, 1995, Theorem 9) a set of concept classes for which M sd (C) = 2 but M best = (log n) is introduced.
These concept classes are defined as follows: The concept class C consists of 2 · 2 d func- Proof: At first, Algorithm 1 will pick any of the x i 's or the y i 's (but not z) and predict 0 for it (because exactly 1 + 2 d−1 of the concepts include each of these points, and the majority does not). This will continue until the algorithm is first mistaken. Note that if the algorithm make a correct prediction on a point x i , the part of the concept class that will remain consistent will have all the targets of the form f j , except for f i , and exactly half of the concepts of the form g j . The algorithm will now continue to predict on points of the form x j (not y j ) until being mistaken, as most of the concepts that were found to be inconsistent had an equal number of 1's and 0's for each of the x j 's (so the number of 1's was cut by almost a half), while having only a single 1 for any y j .
Without loss of generality, let us assume that Algorithm 1 makes its first mistake on x i . Now, the concepts that are still consistent with Algorithm 1's observations are: f i and some of the g j 's. Note that for z, there is only a single consistent function that has f i (z) = 0. This means that if Algorithm 1 will make a mistake before predicting on z, it will be its last mistake (as the point on which it will predict will have just one concept that assigns the "wrong" value to it, or Algorithm 1 would have tried z before). Once Algorithm 1 predicts on z, and is not mistaken (again, if it is mistaken, the only consistent function that will remain is f i , and no more mistakes will be made), the only functions that remain consistent are of the form g j . For all these functions there are now points y j that have a single function that assigns 1 to them, so Algorithm 1 will predict on all these points before trying any others, and it will, finally, be mistaken on one of them, leaving, once again, a single consistent function.
All in all, Algorithm 1 will make no more than two mistakes: One on x i and the other one, either on z or on one of the y j 's. This shows that Algorithm 1 actually exploits the power of adaptiveness.
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However, it can also be easily shown that Algorithm 1 is not always optimal. Having demonstrated classes for which Algorithm 1 is not optimal, it is only natural to try to improve it. The first step that comes to mind is to enhance the algorithm's look-ahead capability. We thus go on and define a family of algorithms based on the same heuristics as Algorithm 1. Each of these algorithms is based on approximating the number of mistakes it will do for any remaining subset of the concept class by using the previous algorithm to learn the subset. More formally, we define the following sequence of algorithms: Algorithm 2. Let A 1 be Algorithm 1. Define A n+1 as follows: 1. Initialization: Set i ← 0 and C cons ← C 2. Find x i ∈ X and p i ∈ {0, 1} such that
Predict p i on the above x i . After being given c t (
and set i ← i + 1 3. If |C cons | = 1 then C cons = {c t }, and we are done. Otherwise, go to step 2.
Considering the classes C d k used in the proof of Theorem 7, it is immediate to realize that the algorithm A n+1 will be optimal for all the classes C d k for which k ≤ n. It follows that the sequence of algorithms, {A n : n ∈ N} is of strictly increasing self-directed learning capabilities (in the sense that for every n, the algorithm A n+1 makes on every class at most the number of mistakes made on this class by A n , and on some classes, A n+1 makes strictly fewer mistakes than A n ).
On the query complexity of self-directed learning
The information complexity of on-line learning tasks is commonly measured by either the number of student's queries or by the number of mistakes made by the student. The query complexity measure is usually used in models in which the learning communication is student-driven, while the mistake bound measure is more common in models with teacherdriven learning communication.
The self-directed learning model may be viewed as a mixture of these two types of models. On one hand, it is naturally presented in terms of a student-driven learning scenario; yet, on the other hand, it uses mistake counting for its definition of learning complexity.
A fully student-driven version of the self-directed learning model may be obtained by changing its complexity measure to the number of student queries (rather than mistakes). The resulting model may be viewed as a restricted version of the Maass-Turan Partial Equivalence Query (PEQ) model (Maass & Turan, 1992) . In that model, the student presents hypotheses that are partial functions from X to {0, 1}. In response to its partial-function query, the student gets a counterexample from the query's domain (that is, a point x ∈ X on which the query function is defined and its value differs from that of the target function). By restricting the student to asking only hypotheses whose domains are singletons, one gets the self-directed learning scenario.
Another way to view this model is as Membership Queries Only learning (MQ). In the MQ model the student queries the teacher by presenting a point of the domain set and gets, in response, the value of the target function on that point. The student is charged by the number of queries it makes. This is exactly the model one gets by the restriction to singletons of the PEQ model (and ignoring the value that the student's hypothesis assigns to the domain point). The main difference between the MQ (or the restricted PEQ) model and the self-directed model is in their definition of learning complexity. On one hand, by charging for queries, rather than mistake, the SD model becomes the restricted PEQ or the MQ model, while on the other hand, it is not hard to see that as far as the mistake bound measure is concerned, the (restricted or unrestricted) PEQ and the self-directed learning models are equivalent.
Therefore, it is natural to investigate the query complexity of self-directed learning, in addition to its mistake-bound complexity. 5 As a first step in this direction, we have the following trade-off formula between the number of queries and the number of mistakes of any self-directed learning algorithm. Yin (1995) addressed this issue independently (and at the same time with the conference version of our work (Ben-David, Eiron, & Kushilevitz, 1995) ). She proves a similar trade-off formula and provides several examples of classes for which there exist learning algorithms that almost meet the query complexity bounds implied by the formula. Our proof below is much simpler than the one in Yin (1995) .
Definition 4 (Self-directed query complexity). Given a self-directed learning problem (C, X ) and an algorithm A for it, let q A denote the maximum, over all possible targets t ∈ C, of the number of queries made by the algorithm A during the learning protocol when applied to the target t. 
and take the logarithm of both sides of the inequality). Part 2 of the theorem is implied by the following simple argument: Given a self-directed learning algorithm A for a class C, each concept in C is uniquely determined by the set of queries on which the algorithm errs when the teacher's responses correspond to this concept. The theorem follows by noting that this set of queries is, in turn, determined by the set of their indices in the sequence of A's queries. 2
Conclusions and open problems
In this paper we discussed some combinatorial problems related to the information complexity of self-directed learning. We have fully resolved the question of the relation between the self-directed complexity of a class and its VC-dimension by showing that none of these parameters imposes any bound on the other. We have also obtained a similar result concerning the relation between the self-directed and the teacher-directed complexity of a concept class. Concerning the family of intersection-closed classes, we have shown that there exist such classes for which the self-directed complexity can exceed the VC-dimension by a ratio of 3/2. We do not know whether this result is the best possible, namely, Open Problem 1. Is it true that, for every intersection-closed class C, M sd (C) ≤ 3/2 (VCdim(C))?
Rather than addressing the computational complexity of the self-directed learning problem for specific classes, we discussed, in Section 5, the existence of a fixed 'generic' algorithm that will learn every concept class. Frances & Litman (1995) addressed the analogous problem for the On-Line learning model and showed that the problem of computing the VC-dimension of a class is reducible, via the problem of computing the On-Line mistake bound of a class, to the existence of a generic On-Line algorithm that is mistake-boundoptimal for all classes. This results is a strong indication to the computational hardness of generic mistake-bound-optimal On-Line learning algorithms. Regretfully, we do not have a similar result for self-directed learning. It is quite easy to see that, like the case for On-Line learning, self-directed generic optimal learning is poly-time equivalent to the task of calculating M sd (C) (on input C in its matrix representation). The main open problem along this line of research is whether a result like the Frances-Litman reduction holds for self-directed learning, namely, Open Problem 2. Does there exist an algorithm that, on input C, calculates the VCdimension of C in polynomial time (in the binary matrix representation of C) using an oracle that provides the self-directed mistake bound of classes?
Notes
