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This report is the result of a work carried out at the Pattern Recognition and 
Human Language Technology (PRHLT) research group. PRHLT researchers 
belong to the  Departamento  de  Sistemas  y  Computación  (DSIC) and the 
Instituto  Técnico  de  Informática  (ITI)   of   the  Universidad  Politécnica  de 
Valencia. The  PRHLT  research group pursues several investigative fields, 










































 y = argmax
y
 Py∣x   (1)
Every sentence y in a target language is considered as a possible translation 
of any other sentence in another source language. Then, for every possible 
pair of sentences there is a probability   Py∣x . The target sentence is 
selected using the maximum posterior probability. 
If we decompose  Py∣x using Baye's rule we get:
 y = argmax
y











Py , and a alignment and lexical model  Px∣y to discover which was 




















The   Hidden   Markov   model,   HMM,   uses   a   first­order   model 
Paj∣a1
j−1,x1
j−1,J,y ≈ Paj∣aj−1, J,y where   the   alignment   position   aj 
depends on the previous  alignment position aj – 1.
the IBM Model 3, uses an inverted zero­order alignment model,  Pj∣aj,I,J , 








9 y = argmax
y
















Pq',u,v,q  PFq' = 1    ∀q'∈Q (4)
● Probability of a path, Pm, ending at the state qm:














   Pix =  ∑
y∈Y *






















standard,   in   handwritten   texts   multiple   possible   sources   make   of   it   an 
overwhelming task. There are so many manuscript characters as human 
beings and fortuitous circumstances. Manuscript writing is a task commonly 
















an image presented as a set of vectors  x  = 〈x1,x2,⋯〉  , there must be 
found   a   most   probable   sequence   of   words    w = 〈w1,w2,⋯〉   by   the 
application of a statistical rule, formulated by the next equation:
 w = argmax
w
  Pw∣x   (8)
Using the Bayes' Rule, the equation can be transformed:
 w = argmax
w
  Px∣wPw   (9)
 
The  first  part,  the  inverted    probability   Px∣w ,  is  the  probability   of 






























































 s = argmax
s
 Ps∣x,p   (10)
This equation can be rewritten as follows:
 s = argmax
s

















































 w = argmax
w
  Pw∣x ,f  (12)
Where the f term represents the human feedback. The result in this case is an 
hypothesis generated by the system, the one that best fit the original facts and 






 s = argmax
s









the   bound  b  between   both  parts  compels   to  consider   multiple   possible 
partitions, letting the process to select a best one, that is:


























































































































icons   using   GIcon   or   GtkIconSet;   Pre­designed   stock   images,   as 


























































































































































































































● The   Disconnect  Command  closes   a   previous   connection.     The 
connection information box is refreshed to show the disconnected state .




























































































































































































































































































































































































































































































































































































































page.   The   operation   performed   by   this   command   is   the   same 
































































• Translation   Word   Error   Rate   (TWER):   Minimum   number   of   word 
insertions, deletions and substitutions needed to edit the system output 
into a (single) target reference .















XRCE2 KSR CER WSR TWER KSR CER WSR TWER
En – Es 17,6 30,3 27,4 43,1 15,6 25,0 NA 37,8
Es ­En 21,5 35,5 31,7 51,4 18,9 28,1 NA 45,2
En – Fr 37,1 54,3 65,1 73,8 34,3 48,5 NA 69,6
Fr – En 39,4 55,3 58,5 7,9 36,7 49,5 NA 67,7
En ­De 38,8 62,8 55,4 81,3 35,4 56,7 NA 77,2





EU KSR CER WSR TWER KSR CER WSR TWER
En – Es 27,5 37,6 52,1 55,8 24,6 34,8 NA 51,7
Es ­En 25,4 38,0 48,5 52,5 22,7 35,1 NA 48,0
En – Fr 26,2 36,0 62,2 53,9 23,5 33,4 NA 50,1
Fr – En 23,1 36,1 60,5 49,2 20,6 32,8 NA 44,4
En ­De 29,4 41,2 49,6 65,5 26,8 38,1 NA 60,3







Data: XRCE2 MAR WSR MAR WSR
En – Es 10,0 27,4 27,1 21,6
Es ­ En 13,5 31,7 31,3 23,8
En – Fr 12,6 65,1 65,0 59,2 [Sanchis et al.]
Fr – En 13,5 58,5 58,4 51,9
En ­ De 13,6 55,4 54,9 48,3





Data: EU MAR WSR MAR WSR
En – Es 15,9 52,1 52,3 44,9
Es ­ En 13,8 48,5 48,2 40,8
En – Fr 23,5 62,2 62,3 56,4 [Sanchis et al.]
Fr – En 14,4 60,5 60,5 53,4
En ­ De 15,6 49,6 49,8 43,1














ODEC IAMDB Soft Hard
WER (%) 25,3 25,6 33,9 38,9
WSR (%) 22,7 23,4 32,5 38,1
Effort­Reduction (%) 10,3 8,6 4,1 2,1
WSR (%) 19,8 16,6 27,8 33,6
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