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Abstract—Social-based recommendation systems exploit the
selections of friends to combat the data sparsity on user
preferences, and improve the recommendation accuracy of the
collaborative filtering strategy. The main challenge is to capture
and weigh friends’ preferences, as in practice they do necessarily
match. In this paper, we propose a Neural Attention mechanism
for Social collaborative filtering, namely NAS. We design a neural
architecture, to carefully compute the non-linearity in friends’
preferences by taking into account the social latent effects of
friends on user behavior. In addition, we introduce a social
behavioral attention mechanism to adaptively weigh the influence
of friends on user preferences and consequently generate accurate
recommendations. Our experiments on publicly available datasets
demonstrate the effectiveness of the proposed NAS model over
other state-of-the-art methods. Furthermore, we study the effect
of the proposed social behavioral attention mechanism and show
that it is a key factor to our model’s performance.
Index Terms—Neural attention models, deep collaborative
filtering, social relationships, adaptive learning
I. INTRODUCTION
The collaborative filtering strategy has been widely adopted
in recommendation systems [1]. Matrix factorization tech-
niques are representative collaborative filtering strategies,
which factorize the data matrix with user preferences, to reveal
the latent associations between users and items [2]. Notice that
matrix factorization strategies belong to the generic class of
non-linear dimensionality reduction techniques [3]. In the real-
world scenario the data sparsity of user preferences degrades
the recommendation accuracy, as users select a few items
and there are only a few preferences on which to base the
recommendations. So, one of the motivations of this paper
is concerned with estimating how much data sparsity affects
the performance of recommendation systems and with finding
solutions to improve the performance of collaborative filtering
in the presence of data sparsity. In the literature several
methods have been proposed to overcome this problem. For
instance, [4]–[7] describe methods that exploit the selections
of social friends in collaborative filtering, accounting for the
fact that social friends have similar preferences. However, the
preferences of social friends do not necessarily match, having
different influence when generating recommendations [8].
From the user feedback we have to learn both about her
preferences and how much she is affected by her friends’
selections. Nonetheless, this is a challenging task as it is
difficult to determine how much her preferences are influenced
by her friends when generating recommendations. In the
context of social regularization in recommendation systems,
recent studies try to capture the complex relationships between
user preferences and those of her social friends [8]. In an
attempt to compute the non-linearity in friends’ preferences, a
few deep learning strategies have been introduced to generate
recommendations with social relationships, such as feedfor-
ward neural networks [9], Denoising Autoencoders [10] and
Restricted Boltzmann Machines [11].
However, what is missing from existing studies is that we
have to learn how to adaptively select a subset of friends
with similar behavior and weigh their influence accordingly
to improve the recommendation accuracy. Recently, attention
mechanisms have been shown to be effective in various tasks
such as image captioning [12] and machine translation [13],
among others. Essentially the idea behind such mechanisms
is that the outputs of neural models depend on ‘relevant’
parts of some input that the models should focus on. Armed
with different attention mechanisms, various recommendation
models have been designed to generate sequential [14]–[16]
and context-aware recommendations [17], [18]. Nonetheless,
these attention models are introduced to either perform next-
item recommendation or focus on users’ contextual factors,
and do not learn the influence of social friends.
To overcome the shortcomings of existing social recom-
mendation strategies, we propose a Neural Attention model
to adaptively learn the influence of Social friends on user
preferences, namely NAS, making the following contributions:
(i) We design a neural architecture to carefully capture the
non-linear associations between the preferences of a user and
those of her friends, by taking into account the social latent
effects of friends’ selections on user behavior. (ii) We propose
a social behavioral attention mechanism to adaptively weigh
the influence of friends’ preferences, and therefore focus on a
subset of friends that have similar behaviors when generating
recommendations. In our experiments on benchmark datasets
from Epinions and Flixster we evaluate the performance of
the proposed NAS model compared to other state-of-the-art
methods, as well as we further study the importance of the
proposed social behavioral attention mechanism.
The remainder of the paper is organized as follows, Sec-
tion II reviews related work, and then Section III details the
proposed NAS model. Finally, in Section IV we examine the
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performance of the proposed model against baseline models,
and Section V concludes the study.
II. RELATED WORK
A. Social Recommendation
To leverage the recommendation accuracy with friends’
selections, Ma et al. [19] present a social regularization method
by sharing a common user-item matrix, factorized by ratings
and social relationships. Jamali and Ester [5] extend [19]
by weighting the user latent factors based on their social
relationships. In [7], a social ensemble method is presented to
combine matrix factorization with a social-based neighborhood
model. Guo et al. [20] extend SVD++ [21] to learn both
the user preferences and the social influence of her friends.
The aforementioned methods exploit social relationships and
use different squared loss functions to minimize the predic-
tion/rating error. On the other hand, several methods focus on
the ranking performance when generating the recommenda-
tions with social relationships. For example, Grimberghe et
al. [6] combine multi-relational matrix factorization with the
Bayesian personalized ranking framework [22] to model users’
feedback both on items and on social relationships. Zhao et
al. [23] propose a social Bayesian personalized ranking model
that incorporates social relationships into a pair-wise ranking
model, assuming that users tend to assign higher ranks to items
that their friends prefer. In [24], Jamali and Ester combine
TrustWalker [4] with collaborative filtering to generate recom-
mendations with social relationships. In [25], a collaborative
ranking strategy is followed, considering how well the relevant
items of users and their social friends have been ranked at the
top of the list. In [26], authors extend the model presented
in [25] by combing different collaborative ranking strategies
into a joint model to leverage the recommendation accuracy.
Chaney et al. [8] infer each user’s preferences and the social
influence of her friends by introducing a Bayesian model that
performs social poisson factorization.
Recently, a few deep learning strategies have been intro-
duced to generate recommendations with social relationships.
For example, Fan et al. [9] couple probabilistic matrix fac-
torization with a feedforward neural network to learn the
non-linear features of users’ social relationships and their
preferences. In a similar spirit, Deng et al. [10] jointly
learn matrix factorization with Denoising Autoencoders, while
Nguyen and Lauw [11] study Restricted Boltzmann Machines
for representation learning of social behavior. Although these
deep learning strategies can compute the non-linearity in
friends’ preferences, they omit the fact that only a subset
of friends have similar behavior. Consequently, these deep
learning strategies have limited recommendation accuracy as
we will show in Section IV.
B. Neural Attention Models
More recently, neural attention models have been introduced
to produce recommendations. For example, Ebesu et al. [27]
propose collaborative memory networks, where the associative
addressing scheme of the memory module acts as a nearest
TABLE I: Notation.
Symbol Description
n Number of users
m Number of items
d Number of latent dimensions
h Number of hidden layers
R ∈ Rn×m User-item interaction (rating) matrix
A ∈ Rn×n Adjacency matrix of users’ social relationships
uu ∈ Rd×1 Latent vector of user u, with u = 1, . . . , n
vi ∈ Rd×1 Latent vector of item i, with i = 1, . . . ,m
uufk ∈ Rd×1 Latent vector of social friend fk of user u
fup ∈ Rd×1 User’s u latent vector based on the social effect of friend p, with p = 1, . . . , k
zu ∈ Rd×1 Social latent vector of user u
Weq ∈ Rd×d Weight matrix in the q-th hidden layer of model e, with q = 1, . . . , h
oeq ∈ Rd×1 Users’ hidden representation in the q-th hidden layer of model e
neighborhood model identifying similar users. The attention
mechanism learns an adaptive non-linear weighting of the
user’s neighborhood based on the specific user and item.
The output module exploits non-linear interactions between
the adaptive neighborhood state jointly with the user and
item memories to derive the recommendation. Tay et al. [17]
present a neural attention model to weigh the gravity of users’
reviews on items, assuming that not all reviews are created
equal, but only a selected few are important. Liu et al. [14]
incorporate attention weights in recurrent neural networks as a
priority model to distinguish current interests e.g., clicks from
long term preferences. Manotumruksa et al. [15] introduce
a contextual attention gate that controls the influence of the
ordinary context on the users’ contextual preferences and a
time- and geo-based gate that controls the influence of the
hidden state from the previous check-in based on the transition
context. Sun et al. [16] investigate the problem of how to
enhance the temporal recommendation performance, introduc-
ing an attentive recurrent network based approach. Attentional
factorization machines learn the importance of each feature
interaction for content-aware recommendation [18]. Nonethe-
less, all the aforementioned attention-based models try to
capture users’ sequential behavior or to learn which contextual
factors are important when generating recommendations, and
do not consider the impact of friends’ selections on user
behavior.
III. THE PROPOSED NAS MODEL
Our notation is presented in Table I. Let n and m be
the numbers of users and items, respectively. In matrix
R ∈ Rn×m, we store user preferences on items, in the
form of explicit feedback e.g., ratings or in the form of
implicit feedback e.g., number of views, clicks, and so on. By
factorizing matrix R, that is, minimizing the approximation
error
∑
(u,i) ||Rui − u>u vi||2, we compute the user latent
vectors uu ∈ Rd×1 and item latent vectors vi ∈ Rd×1, with
u = 1, . . . , n, i = 1, . . . ,m and d being the number of latent
dimensions. In addition, users’ social relationships are stored
in the adjacency matrix A ∈ Rn×n, if users a and b are friends
then Aab = 1, and 0 otherwise. Each user u has a set of social
friends {fu1, . . . , fuk}, where k is the number of friends of
user u. The goal of the proposed NAS model is to weigh
the influence of friends’ selections on user preferences and
generate recommendations, accordingly.
A. NAS Overview
Figure 1 illustrates an overview of the proposed NAS model.
In the example presented in Figure 1, we consider k = 3
social friends of user u. By factorizing the user-item matrix
R we compute the user latent vectors uu and those of their
social friends uufk, as well as the item latent vectors vi
with u = 1, . . . , n and i = 1, . . . ,m. In the social latent
effects layer, we compute the social latent effects of the
k friends on user’s u preferences based on a Multi-Layer
Perceptron (MLP) network. Then, in the social behavioral
attention mechanism, we calculate the attention weights γk
of the latent effects, which correspond to how much users’
preferences match with those of their k social friends. In
the social latent vector extraction layer we capture the non-
linear associations between the aggregated social latent effects,
that is, vector f¯u ∈ Rd×1, and the user latent vector uu via
a MLP network. The output is a social user latent vector
oζuh = zu ∈ Rd×1 which is combined with the item latent
vector vi ∈ Rd×1 to learn the objective function L of our
model.
The remainder of the Section is structured as follows,
Section III-B presents the social latent effects layer, and Sec-
tion III-C details the social behavioral attention mechanism.
Finally, Section III-D presents the social latent vector extrac-
tion layer, and in Section III-E we formulate the objective
function of the proposed NAS model, while Section III-F
provides the implementation details.
B. Social Latent Effects Layer
The goal of the first layer of NAS is to compute the social
latent effects. To achieve this, we first design a MLP network
to model the k friends’ social effects on user preferences. We
map the friends’ latent vectors uuf1, . . . ,uufk and the user
latent vector uu into a shared embedding layer as follows:
∀p = 1, . . . , k
oe0 = g(W
e
u0uu +W
e
p0uufp + b
e
0) (1)
Matrices Weu0 and W
e
p0 ∈ Rd×d are the weight matrices for
the latent vectors of user u and her p-th social friend, respec-
tively, and be0 ∈ Rd×1 is the bias vector. g(x) = max(0, x)
is the Rectifier (ReLU) activation function which is non-
saturated. The saturation problem occurs when neurons stop
learning and their output is near to either 0 or 1, a problem
that might be suffered by the sigmoid and tanh functions [28].
Next, we stack h hidden layers on the top of the embedding
layer as shown in Figure 1, where the representation oeq of
each hidden layer q is computed as follows:
oeq = g(W
e
qo
e
q−1 + b
e
q) (2)
with q = 1, . . . , h
Having computed the representation oeh of the last hidden
layer h, to capture the p-th friend’s social effect on user
preferences we calculate user’s u latent vector fup as follows:
fup = W
e
po
e
h + b
e
p (3)
where Wep ∈ Rd×d and bep ∈ Rd×1 denote the weight matrix
and bias vector of the final user latent vector based on the p-th
friend’s social effect, respectively.
C. Social Behavioral Attention
To measure the importance of the k different social effects
fup, we propose a social behavioral attention mechanism. The
attention mechanism learns an adaptive weighting function
to focus on a subset of friends that have similar behavior
with user u. Provided the k social effect vectors fup based
on Equation (3) and the user latent vector uu, we employ
a single-layer perceptron to calculate the respective attention
score of a social friend p = 1, . . . , k as follows:
φ(uu, fup) = g(W
ψ
1 uu +W
ψ
2 fup + b
ψ) (4)
where Wψ1 and W
ψ
2 ∈ Rd×d are the weight matrices, and
bepf ∈ Rd×1 is the bias. The superscript ψ refers to the model
for the social behavioral attention mechanism. Then, the final
weights are computed by normalizing the respective k social
attention scores γ(uu, fup) with the softmax function, which
reflects on the importance of the p-th friend’s social effect on
user’s u preferences:
∀p = 1, . . . , k
γ(uu, fup) =
exp(φ(uu, fup)∑k
v=1 exp(φ(uu, fuv)
(5)
Notice that the attention mechanism selectively weighs the
user’s and friends similarity on preferences based on the social
attention scores γ(uu, fup). Having calculated the k social
attention scores based on Equation (5), the latent vector f¯u
of aggregated social effect on user’s u behavior is computed
as follows:
f¯u =
k∑
p=1
γ(uu, fup)fup (6)
D. Social Latent Vector Extraction Layer
The goal of the social latent vector extraction layer is
to forecast how the social effects of the k friends’ different
behaviors influence the user latent representation. Similar to
the social latent effects layer of Section III-B, we first map the
aggregated social domain effect f¯u of all k friends (Equation
(6)) and the user’s u latent vector uu into a shared embedding
layer, thus constructing a hidden representation oζu0 ∈ Rd×1.
Then, vector oζu0 is fed to a MLP network of h hidden layers,
to capture the non-linear associations of the complex social
effects on user’s behavior. The output of the MLP network is
the social latent vector zu = o
ζ
uh ∈ Rd×1, that is, the last
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Fig. 1: An overview of the proposed NAS model. Our architecture consists of the social latent effects layer, the social behavioral
attention mechanism and the social latent vector extraction layer. The model parameters are learned based on the objective
function L via backpropagation.
hidden representation of the MLP network, as illustrated in
Figure 1.
E. Objective Function
The proposed NAS model aims at the ranking performance
of the recommendations. Having computed the social latent
vector zu for each user u, with u = 1, . . . , n, we consider
the respective item latent vectors vi, with i = 1, . . . ,m. In
particular, we define two disjoint sets, a set I+u of observed
items that user u has already interacted with, and a set I−u
of unobserved items. For each observed item i+ ∈ I+u , we
randomly sample negative/unobserved items i− ∈ I−u , for
each user u. According to the Bayesian Personalised Ranking
(BPR) criterion [22], we try to rank the observed items higher
than the unobserved ones, having the following loss function:
L = −
∑
(u,i+,i−)
log σ(Rˆui+ − Rˆui−) (7)
where σ(x) = 1/
(
1 + exp(−x)) is the logistic sigmoid
function, Rˆui+ = z>u vi+ and Rˆui− = z
>
u vi−.
F. Implementation Details
In our implementation we used Tensorflow1. We computed
the model’s parameters, that is, the weight matrices of Sections
3.2-3.4 via backpropagation with stochastic gradient descent,
trying to solve the minimization problem of the ranking
loss function L in Equation (7). We employed mini-batch
Adam [29], which adapts the learning rate for each parameter
by performing smaller updates for frequent and larger updates
for infrequent parameters. We set the batch size of mini-
batch Adam to 512 with a learning rate of 1e-4. In each
backpropagation iteration we performed negative sampling to
1https://www.tensorflow.org
randomly select a subset I−u of unobserved items as negative
instances.
In addition, to account for the fact that the gradient-based
optimization strategy might find a locally - optimal solution
of the model’s parameter set, we followed a pretraining strat-
egy [30]. We first trained our model with random initializations
using only one hidden layer in the MLP networks, employed in
our neural architecture. Then, we used the trained parameters
as the initialization of our model and varied the number of
hidden layers h, where we concluded in the optimal number
of hidden layers using cross-validation (Section IV-E). The
pretraining strategy is very important for our model. To verify
this we tested our model without applying the pretraining
strategy and we found that there is an average drop of -
4.36% in the model’s performance. This observation has been
also confirmed by other relevant studies pointing out that the
initialization of the model parameters plays a significant role
for the model’s convergence and performance [31].
IV. EXPERIMENTAL EVALUATION
A. Datasets
In our experiments we used the publicly available datasets,
from Epinions2 and Flixster3. The Epinions dataset contains
571,325 ratings on a 5-star scale of 71,002 users on 104,356
items with 508,960 social relationships. The Flixster dataset
includes 8,196,077 ratings of 147,612 users on 48,794 items
with 7,058,819 social relationships. The reason for selecting
both datasets is that they are among the largest publicly avail-
able datasets with user preferences and social relationships
that have been reported in the relevant literature, reflecting on
the real-world sparse setting e.g., the densities of the Epinions
and Flixster datasets are 0.0077 and 0.1138%, respectively.
2https://alchemy.cs.washington.edu/data/epinions/
3http://www.cs.ubc.ca/∼jamalim/datasets/
B. Evaluation Protocol
We trained the examined models on the 25, 50 and 75%
of the ratings. We used 10% of the ratings as cross-validation
set to tune the models’ parameters and evaluate the examined
models on the remaining test ratings. To evaluate the top-N
recommendation performance of the examined models we used
the ranking-based metrics recall and Normalized Discounted
Cumulative Gain (NDCG). Recall is defined as the ratio of the
relevant items in the top-N ranked list over all the relevant
items for each user. The NDCG metric considers the ranking
of the relevant items in the top-N list. For each user the
Discounted Cumulative Gain is defined as:
DCG@N =
N∑
l=1
2rell − 1
log2 l + 1
(8)
where rell represents the relevance score of item l, that is,
binary relevance in our case. To remove user rating bias
from our results, we considered an item as relevant if a
user has rated it above her average ratings and irrelevant
otherwise [32]. NDCG@N is the ratio of DCG@N over the
ideal iDCG@N value for each user, that is, the DCG@N
value given the ratings in the test set. We set N=10 and
repeated our experiments five times, and in our results we
report average recall and NDCG over the five runs.
C. Compared Methods
In our experiments we compare the following methods:
• BPR [22]: a baseline ranking model that tries to rank
the observed/rated items over the unobserved ones. BPR
does not exploit the selections of social friends when
generating recommendations.
• SoRec [19]: a baseline social-based model that regular-
izes and weighs friends’ latent factors when factorizing
the user-item matrix.
• SBPR [23]: a social Bayesian ranking model that consid-
ers social relationships in the learning process, assuming
that users tend to assign higher ranks to items that their
friends prefer.
• DLMF [10]: a deep learning strategy for jointly learning
Denoising Encoders with matrix factorization to capture
the non-linearity in friends’ preferences.
• DeepSoR [9]: a deep learning strategy for coupling prob-
abilistic matrix factorization with a feedforward neural
network to learn the social interactions of users along
with their preferences.
• NAS*: a variant of our model, which ignores the social
behavioral attention mechanism of Section 3.3, setting
γ(uu, fup)=1 in Equation (5). This variant serves as base-
line to study the impact of the proposed social behavior
attention mechanism on our model.
• NAS: the proposed neural attention model for social
collaborative filtering.
The models’ parameters have been determined based on a grid
selection strategy and cross-validation, and in our experiments
we report the best results. The parameter analysis of our model
is presented in Section IV-E.
D. Performance Evaluation
Figures 2 and 3 present the experimental results in terms
of recall and NDCG, respectively when varying the training
set size in 25, 50 and 75%. All the social-based models
SoRec, SBPR, DLMF, DeepSoR, NAS* and NAS significantly
outperform the baseline BPR model. This is obtained by
exploiting friends’ selections when generating recommenda-
tions, thus reducing the data sparsity on user preferences. On
inspection of the results in Figures 2 and 3, we observe that
the competitive deep learning strategies DLMF, DeepSoR and
NAS* achieve a higher recommendation accuracy than SoRec
and SBPR, as the deep learning strategies can capture well the
non-linear associations of friends’ preferences in the hidden
representations of their neural architectures. Although the
three competitive deep learning strategies DLMF, DeepSoR
and NAS* have different neural architectures, coupled with
matrix factorization, we observe that they achieve comparable
performance. In particular, we found that the differences of
DLMF, DeepSoR and NAS* in our five runs are not always
statistically significant for p <0.05 in the paired t-test.
The proposed NAS model achieves a 9.51% improvement
on average in terms of recall when comparing with the
second best method, that is, DLMF, DeepSoR or NAS*.
Similarly, NAS outperforms the second best method by an
average improvement of 11.12% in terms of NDCG. Using
the paired t-test we found that NAS is superior over all the
competitive approaches for p <0.05. NAS beats the baselines,
as it adaptively selects the weights of friends’ preferences.
Consequently, the proposed NAS model can self-adjust the
subset of friends that express similar behavior, thus producing
accurate recommendations. On the other hand, despite that the
deep learning strategies DLMR and DeepSoR compute the
non-linearity in friends’ preferences, a self-tuning weighting
strategy on friends’ behavior is omitted which explains their
limited performance, compared to the proposed NAS model.
To further verify this, we observe that the NAS* variant has
limited performance when comparing with the NAS model,
having relative drops of -12.57 and -13.85% on average in
terms of recall and NDCG, respectively. This indicates that
indeed the social behavioral attention mechanism of the pro-
posed NAS model is a key factor to boost the recommendation
accuracy, by adaptively assigning larger weights to the friends
that have similar behavior with a user.
E. Parameter Analysis
The three most important parameters in our NAS model
are: (i) the number of latent dimensions d, (ii) the number of
negative samples |I−u | for each observed sample, and (iii) the
number of hidden layers h. In our implementation we varied
the number of latent dimensions d from 10 to 100 by a step of
10 and the number of negative samples |I−u | in 1-10 by a step
of 1, for each positive/observed sample. In addition, we tuned
the number of hidden layers h from 1 to 5 by a step of 1.
Notice that when varying the three parameters we keep them
fixed after a point as we observed that they did not significantly
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Fig. 2: Performance evaluation in terms of recall for the Epinions and Flixster datasets, when varying the training set size.
increase the recommendation accuracy without paying off in
terms of computational cost.
As illustrated in Figures 4 and 5 more latent dimensions
d and hidden layers h are required for the Flixster dataset
than the Epinions dataset. This occurs because the Flixster
dataset has 14.3 times more ratings and 13.8 times more social
relationships than the Epinions dataset (Section IV-A). As a
consequence more latent dimensions and hidden layers are
required to capture the non-linearity in a larger set of friends’
preferences. In our experiments we fix d=50 and h=3 for the
Epinions dataset, and d=80 and h=4 for the Flixster dataset.
On the contrary, as Figure 6 shows less negative samples
|I−u | are required for the Flixster dataset than the Epinions
dataset. This happens because there are more observed ratings
in the Flixster dataset, thus less negative samples are needed
for each observed sample. In our experiments we set |I−u |=9
and 6 for the Epinions and Flixster datasets, respectively.
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Fig. 3: Performance evaluation in terms of NDCG for the Epinions and Flixster datasets, when varying the training set size.
V. CONCLUSIONS
In this paper we presented NAS, a neural attention model
for social collaborative filtering. The two key factors of
our model are (i) to capture the non-linear associations of
friends’ preferences by computing the social latent effects of
friends’ preferences on user behavior and (ii) to self-adjust
and weigh the influence of friends selections based on a social
behavioral attention mechanism. Our experimental evaluation
on two publicly available datasets showed the effectiveness
of the proposed NAS model, evaluated against other state-
of-the-art methods. Compared to the second best method,
the proposed NAS model attains an average improvement
of 9.51 and 11.12% in terms of recall and NDCG in all
runs. We also evaluated the impact of the proposed social
behavioral attention mechanism, using a variant of our model,
namely NAS* that omits the proposed attention mechanism.
Our experimental results demonstrated that NAS outperformed
its variant. Clearly, the social behavioral attention mechanism
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Fig. 4: Effect on NDCG when varying the number of latent dimensions d.
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Fig. 6: Effect on NDCG when varying the number of negative samples |I−u | for each observed sample/rating.
can significantly boost the recommendation accuracy, by adap-
tively weighting the impact of friends’ selections on user
preferences when producing recommendations.
As future work we plan to study how to extend the pro-
posed model to perform cross-domain recommendation [33]–
[36]. This is a challenging task because we have to transfer
and weigh the knowledge of user behaviors across different
domains. The key factor of generating cross-domain recom-
mendations is to develop a cross-domain attention mechanism
to adaptively perform the weighting of user preferences from
the source domains, and consequently generate accurate cross-
domain recommendations in a target domain. In addition, an
interesting future direction is to exploit the proposed neural
attention mechanism for pairwise learning [37], social event
detection [38], information diffusion [39], [40], exploiting
distrust information [41] and capturing users’ preference dy-
namics [42], [43].
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