Statistical estimation protocols are one of the key means to ensure that independent and objective information on product accuracy is communicated to end-users. Methods for validating burned area products have been developed based on a probability sample of a space by time partitioning of the population. We extend this basic methodology to improve stratification and sample allocation, key elements of a sampling design used to collect burned area reference data. We developed and evaluated an approach to partition each year and biome into low and high burned area (BA) strata. Because the threshold used to separate the sampling units into low and high BA can vary by year and biome, this approach offers a more targeted stratification than used in previous studies for which a common threshold was applied to all biomes. A hypothetical population of validation data was then used to quantitatively compare the precision of accuracy estimates derived from different stratification and sample size allocation options. We evaluated two options that had been previously examined in the BA validation literature, and extended previous studies by adding two new options specifically developed for ratio estimates. Stratification based on mapped BA reduced standard errors of the global burned area accuracy estimates from one-half to one-eighth relative to standard errors of simple random sampling. Stratifying by mapped BA was also found to reduce standard errors of accuracy estimates for most year by biome strata indicating that this advantage of stratification and sample allocation applies generally to a range of conditions (i.e., biomes and years). The most precise estimates were obtained using a sample size per stratum allocation n h ∝N h ffiffiffiffiffiffiffiffi BA h q where N h is the number of units in stratum h and BA h is the mean mapped BA for stratum h. The best sampling design from our analyses was then used to select a set of 1,000 samples from a hypothetical population of validation data and confidence intervals were computed for each sample. Close to 95% of these confidence intervals contained the true population value thus confirming the validity of confidence intervals produced from the estimates and standard errors.
Introduction
Biomass burning is one of the most important processes impacting the Earth system (Bond and Keeley, 2005; Bowman et al., 2009 ) and one of the main sources of gases and aerosols emitted to the atmosphere (van der Werf et al., 2004 . The Global Climate Observing System (GCOS) program identified Fire Disturbance as an Essential Climate Variable (ECV) (GCOS, 2004) , commonly expressed by burned area (BA) information (Mouillot et al., 2014) . Global BA products provide the location and dates of burned surfaces at a coarse spatial resolution (300-1000 m).
Product validation is defined as "… the process of assessing, by independent means, the quality of the data products derived from the system outputs" (CEOS-WGCV, 2012) . BA products usually cover multi-year periods and the Committee on Earth Observation Satellites (CEOS) Land Product Validation Subgroup (LPV) highlights the importance of assessing the temporal stability of a product's accuracy by collecting data over globally representative locations and time periods (http://lpvs.gsfc.nasa.gov). The selection of representative samples is particularly important when the event to be characterized is rare and occurs in spatio-temporal clusters, e.g. fires (Chou et al., 1993; Giglio et al., 2010) . The main challenge is to define an optimal sampling design that leads to precise accuracy estimates and allocates the sample through several time periods and regions of interest, e.g. years in a multiyear time period and major biomes. Throughout the manuscript optimal sampling design refers to the design that minimizes the variance of an accuracy estimate, for a specific sample size (Cochran, 1977; Section 5.5 ). In our application, the factors evaluated that can affect the optimal design are the strata and the allocation of the sample to these strata.
BA reference data are commonly obtained following the recommendations of the CEOS LPV ), using multi-temporal pairs of medium spatial resolution images (10-60 m). Methodological limitations and reference data generation costs led until recently to relatively small sample sizes, the selection of sites being based on expert knowledge (Chuvieco et al., 2008; Giglio et al., 2009; Padilla et al., 2014b; Plummer et al., 2007; Roy and Boschetti, 2009; Tansey et al., 2008) . Recently, global accuracy estimates were first produced from a probability sampling design consisting of a spatially stratified random sample (Padilla et al., 2014a (Padilla et al., , 2015 . Boschetti et al. (2016) developed a sampling approach based on partitioning the space by time population into three-dimensional "voxel" units defined by Thiessen Scene Areas (TSAs) to partition space and 16-day Landsat image pairs to partition time. Although the specific example presented by Boschetti et al. (2016) used TSAs and a time period specific to Landsat, the general approach using the voxel units can be applied to other spatial and temporal partitions. Boschetti et al. (2016) also proposed a stratification based on a threshold of active fire counts that split each biome into two strata representing low and high fire activity. For all geographic strata (biomes), Boschetti et al. (2016) determined this threshold using the 20th percentile of the cumulative distribution of active fire counts. Boschetti et al. (2016) acknowledged that additional work was needed to investigate "the impact of different thresholds to define low and high fire activity." Furthermore, the allocation methods they analysed did not include two methods recommended by Cochran (1977; Section 6.14) for ratio estimates. The main accuracy measures for burned area are in fact ratios, as is for example the case of the commission and omission error rates.
The objective of the current study is to improve the sampling design by: (a) allowing the threshold used to define low and high burned area strata to vary by biome and year, and (b) identifying the best method for allocating the sample to strata among those methods recommended in the literature. The precision of the accuracy estimates obtained for the different stratification and sample allocation methods was compared using a hypothetical population of validation data. The hypothetical population allows for direct comparison of the standard errors of accuracy estimates for the different design options evaluated. These comparisons provide quantitative information to guide decisions regarding how to construct strata separating low and high burned area and how to effectively allocate the sample to these strata.
The current research is in the framework of the validation effort of the Fire Disturbance (Fire_cci) Phase II project (www.esa-fire-cci.org), part of the European Space Agency's (ESA) Climate Change Initiative. The main goal of this effort is to generate reference data that cover the twelve year period 2003-2014. This period was defined by the time period for which data were available for both global sensors used in the project, MEdium Resolution Imaging Spectrometer (MERIS) and Moderate Resolution Imaging Spectroradiometer (MODIS). Fig. 1 . Illustration of the "voxel" sampling units proposed by Boschetti et al. (2016) for partitioning the three-dimensional space by time population. Each sampling unit is delimited spatially by a Thiessen Scene Area (TSA) partitioning the two dimensions of space and temporally (the third dimension) by the time between two consecutive Landsat images. The image at the bottom is displaced further down to illustrate temporal spectral changes. Images are displayed as false color composites with SWIR, NIR and red bands in the red, green and blue channels respectively. Sections 2 and 3 of the article present the methodology and results respectively. Section 2.1 presents the definition of the voxel sampling units, Section 2.2 documents the equations of the accuracy estimates, and Section 2.3 describes the options for the variable used to determine stratum boundaries and the sample allocation to strata. Section 2.4 presents the method for choosing a threshold to separate low and high BA strata, and Section 2.5 describes the hypothetical population used to quantify the precision of the different stratification and sample allocation options defined in Sections 2.3 and 2.4. Section 2.6 completes the methodology by describing a study to evaluate the validity of the confidence intervals for accuracy measures estimated using the proposed sampling design and sample size feasible for the Fire_cci project. Section 3.1 of the Results presents the findings regarding the threshold for separating low and high BA stratum and the sample allocation to strata for the global sampling design. Section 3.2 shows the results of the precision comparison for the different design options for the global accuracy estimates and Section 3.3 presents the same precision comparisons at the individual biome level by year. The Results conclude with the confidence interval coverage properties presented in Section 3.4. Sections 4 and 5 present the discussion and conclusions of the implications of the findings. 5 . Examples of selection of an optimal threshold p* that divides a year-biome stratum into two parts to minimize Vð c BAÞ while ensuring n h ≥ 2. Candidate thresholds cover the range of the cumulative sum of the BA i distribution relative to the total year-biome BA, from 0 to 1 with increments of 0.01. Vertical lines indicate the optimal thresholds p* selected.
Methods

Sampling units
As in Padilla et al. (2014a Padilla et al. ( , 2015 and Boschetti et al. (2016) , the spatial dimension of sampling units was based on Landsat World Reference System II (WRS-II) to simplify data downloading and processing. The spatial dimension of the sampling units was defined by the Thiessen Scene Areas (TSAs) constructed by Cohen et al. (2010) and Kennedy et al. (2010) specifically for use with Landsat WRS-II frames. The key advantage of TSAs is that they partition the spatial domain into non-overlapping Landsat-like frames, which allow for a convenient computing of unbiased estimators (Gallego, 2005) .
Following the CEOS Validation protocol for BA products , reference data are generated from two consecutive images acquired for the same TSA. Therefore, a sampling unit is delimited spatially by a TSA and temporally by the acquisition dates of two consecutive images (an image pair) (Fig. 1) . For the analyses presented in this article, an image pair forms a sampling unit whenever the pair is separated by 16 days or less (the time unit can be defined based on the imagery used). It is relevant to limit the time length between image pairs to ensure the spectral signal of a fire that occurred between acquisition times is still present in the latest image. The duration of a fire spectral signal can be very short particularly for grasslands with wet soils.
Landsat imagery with b30% of clouds at the USGS archive (http:// landsat.usgs.gov/ on September 2015) and the temporal requirement between image pairs specified above limits the availability of reference data. Globally from 2003 to 2014 only 26.24% of the area·time is covered by the image pairs available at the USGS archive. Fig. 2 shows the spatial distribution of such availability which appears to be affected by global cloud coverage patterns and by Landsat archiving strategies. Fig. 3 shows the temporal distribution of reference data availability with clear periodic peaks in the middle of the year and a large increase from 2013 onwards, produced from the start of the Landsat 8 campaign.
Accuracy estimates
Commonly in BA validation, accuracy estimates are based on the cross tabulation approach (Congalton and Green, 1999; Latifovic and Olthof, 2004) as summarized by an error matrix which quantifies agreement and disagreement in terms of area (m 2 ) between product and reference classifications (Table 1) . For both the product and reference classification, a pixel is coded as "burned" if fire is detected between the dates defining the temporal dimension of the sampling unit, "unburned" if fire is not detected, or "no-data" for unobserved pixels (e.g., due to cloud coverage).
Accuracy measures are commonly ratios of combinations of error matrix entries. For example, for the "burned" class the Commission error ratio is
and the omission error ratio is
where E ij refers to the population values of the error matrix entries (Table 1) . Recent publications (Padilla et al., 2014a (Padilla et al., ,b, 2015 also used the Dice coefficient (DC) (Dice, 1945) and measures of bias. DC is particularly useful when comparing product accuracies as it combines both error ratios (Ce and Oe) into a single summary measure of accuracy of the category "burned". DC has a sensible probabilistic interpretation (Dice, 1945; Fleiss, 1981; Forbes, 1995; Hand, 1981; Hellden, 1980; Liu et al., 2007) as it is the conditional probability that one classifier identifies a pixel as burned, given that the other classifier also identified it as burned (Fleiss, 1981) .
Bias is of interest to end-users (Mouillot et al., 2014) as it quantifies the difference between the total area burned detected by the map versus the reference classification,
It is also useful to express bias relative to the reference BA, so relative bias is defined as
Global estimates of accuracy are computed taking into account the stratified sampling design and using a stratified combined ratio estimator (Cochran, 1977 ; Section 6.11) of the form
where H is the number of strata, N h is the number of sampling units in stratum h, Y h and X h are the means of y i and x i at stratum h, and y i and x i are values defined for sample unit i based on the denominator and numerator of the different accuracy measures: for Ce, y i = E 12 and x i = E 1+ ; for Oe, y i = E 21 and x i = E +1 ; for DC, y i = 2E 11 and x i =2E 11 +E 12 +E 21 ; and for relB, y i = E 12 − E 21 and x i = E +1 . To simplify notation, we do not include a stratum subscript "h" and we suppress the subscript "i" for the Table 1 error matrix values that are associated with sample unit i.
The variance of the ratio estimatorR is
where U h is the mean of u i for stratum h, u i =y i − Rx i , and X is the population total (over all strata) of x i . The bias (Eq. (4)) and the BA based on the reference data (denoted BAref), are expressed as population total estimates of the form
where y h is the sample mean of y i in stratum h, and y i is defined by E 12 − E 21 for estimating bias and y i is defined as E +1 for estimating BAref.
The variance of the estimated totalŶ is
As noted in the previous Section, reference data are not always available. For the analyses presented in this article, the hypothetical population used to compare variance of different stratification and sample allocation options was defined on the basis of available reference data to construct the population.
Options for auxiliary variable used to define strata and optimum sample allocation
For a probability sampling design that employs stratification, the sample size n h from each stratum may be chosen to minimize the variance of estimates. For example, the variance of a population total estimate (Ŷ; e.g. BAref) is minimized if the sample size n h is proportional to N h S yh (Cochran, 1977; Section 5) .
The variance of a ratio estimator (R ¼Ŷ=X; e.g. all accuracy measures) depends on the deviations u i = (y i − Rx i ) for each stratum. Specifically, the variance ofR is minimized if the sample size n h is Table 4 Table with the sample sizes n h for each year (columns), biome (rows) and BA level (high BA on the left of the "+" sign and low BA on the right) for allocation n h ∝N h proportional to the product of the stratum size, N h , and the standard deviation of u i for each stratum, S uh (Cochran, 1977 ; Section 6),
It is difficult to specify S yh and S uh at the planning stage of the sampling design because reference data have not yet had been collected and hence y i and in some cases x i are not available.
For ratio estimates and when x i is available for the entire population, Cochran (1977; Section 6.14) recommends two sample allocation options depending on whether S uh is expected to be proportional to ffiffiffiffiffi ffi X h q or to X h . At the sample design planning stage, mapped BA is the only practical information available regarding variability so Cochran's (1977) two suggested sample allocation methods are implemented as follows using mapped BA as the x i value for each element i:
The BA product MCD64 (Giglio et al., 2009 ) was identified as the most accurate product in the results of Padilla et al. (2015) and its burned area extent estimates at sampling units (BA i ) were used to implement the allocation methods. Therefore, the efficiency of the allocation methods will be greater for a particular accuracy estimate as BA i is closer to the denominator (x i ) of that accuracy measure. For example, the denominator for estimating DC is the sum of BA in the reference data and the BA in the product, so the effectiveness of the sample allocation will depend on how closely mapped BA is correlated with the denominator of DC. A shortcoming of using a global BA product is that it may miss small fires (Hantson et al., 2013; Randerson et al., 2012) . If small fires are omitted and they contribute a large area, the allocation method would be less effective in terms of reducing standard errors of the estimates. This same shortcoming is described by Hansen et al. (1946) for surveys of business sales, who highlighted that such errors would not introduce bias into the sample estimates, but would diminish the variance reduction achieved by the chosen sample allocation.
Stratification and sample allocation
The stratification is constructed in three levels to allow control of the sample size by calendar year in each of the major Olson biomes (Olson et al., 2001) and by low and high fire activity:
-The first stratification level consisted of assigning each sampling unit to a calendar year. For consistency and simplicity, this assignment was based on the earliest acquisition date of the Landsat image pair. A yearly stratification is convenient as it offers flexibility when planning the data collection. In particular, this first level of stratification makes easy to extend the temporal period of study by adding complete years. -The second stratification level consisted of assigning each sampling unit to the major biome for which the TSA had the maximum area ( Fig. 7) , as in Padilla et al. (2014a Padilla et al. ( , 2015 and Boschetti et al. (2016 ). -The third stratification level was based on thresholds of BA. Hansen et al. (1946) recommends for ratio estimates to stratify the population by using thresholds of x i or another related variable. As mentioned in the previous section, x i = mapped BA obtained from MCD64 for sample unit i was used for this purpose. For each allocation method, the optimal stratification was defined by dividing sampling units into high and low BA by using a threshold of BA specifically adapted to each year-biome stratum. Given the available sample size for each year and biome, the threshold was selected to minimize Vð c BAÞ, the variance of the estimate of BA. Recall that BA from the map product is the primary data available at the sample design planning stage that can be used to tailor the strata construction and sample allocation to specific estimation objectives.
The budget of the Fire_cci project allowed for 100 sampling units per year. Hence, the optimal sample size by biome for each year can be determined from the allocation methods mentioned above (Eqs. (14) and (15)) and limiting the total sample size to 100 units per year. At least two sampling units per stratum are needed to estimate the variance of the ratio estimatorR. Because the optimal allocation formulas do not guarantee this minimum sample size per stratum, an iterative process was used (Appendix A) to ensure that all n ≥ 4 for all year by biome combinations while preserving as much as possible the sample allocation determined from each method. The reason for requiring n ≥ 4 was because each biome by year stratum will ultimately be split into low and high BA strata so this will allow 2 sample units per stratum after the entire stratification process is complete.
To divide each biome into low and high BA strata, we use a threshold of BA. If the BA of sampling unit i is below this threshold the unit is assigned to the low BA stratum, and otherwise it is assigned to the high BA stratum. This threshold is selected to minimize Vð c BAÞ given the total sample size for each year by biome stratum and the requirement n h ≥ 2. The BA threshold used to divide a year-biome stratum into two BA strata then determines -N h , BA h and S BAh of each subsequent stratum h where S BAh is the population standard deviation of BA for all units in stratum h (here stratum h refers to the low or high BA strata within a biome) -n h , determined according to the sample allocation method (Eqs. (14) or (15))
-Vð c BAÞ, as it is function of N h , n h and S BAh (Eq. (10), where S yh = S BAh ).
For each allocation method and year and biome combination, Vð c BAÞ is estimated for a set of thresholds (denoted p) evenly distributed across the range of the cumulative distribution percentiles from 0 to 1 in increments of 0.01. For example, p = 0.2 would refer to a BA threshold that divides a year and biome into a high BA stratum and a low BA stratum, the former containing the 20% of BA. That is, all elements with BA below the threshold established by setting p = 0.2 would be assigned to the low BA stratum. By varying p through the range of values between 0 and 1, the value of p that produces the smallest V( c BA) can be determined and this optimal threshold p is then defined as p*. The determination of the stratum threshold based on cumulative BA for the units within the biome follows the approach used by Boschetti et al. (2016) .
Comparing precision of the stratification and allocation options
To compare precision of the different stratified design options, we computed the standard errors for the accuracy estimates using data from a hypothetical population. The hypothetical population included the MERIS version of the Fire_cci project (under development in the Fire Disturbance project Phase II) as the BA product being evaluated and the MCD45 (Roy et al., 2008) product as the reference data to validate the BA product. The time period covered by this population is 2005-2011. The difference between these two products represents a population (i.e., complete coverage census) that approximates a realistic pattern of classification error of BA products. The advantage of working with a hypothetical population with complete coverage is that it allows for evaluating many stratification and sample allocation options. Further, because we have the population we can compute standard errors for each of these options and these standard errors are "exact" in the sense of not being subject to sampling variability.
This hypothetical population satisfies the conditions under which the ratio estimators for several of the accuracy measures are best linear unbiased estimators (Cochran, 1977 ; Section 6.7): (1) "The relation between y i and x i is a straight line through the origin" and (2) "The variance of y i about this line is proportional to x i ". Fig. 4 shows the scatter plots between y i and x i for four accuracy measures, Ce, Oe, DC and relB, and how the two specified conditions are clearly met for the first three measures, but not for relB. Very similar distributions have been observed for samples of validation data derived from real reference data (see Appendix B for validation sample data presented by Padilla et al. (2015) ). According to Cochran (1977; p. 172) , the relationship between x i and y i for Ce, Oe, and DC is such that the precision for an optimal allocation based on ffiffiffiffiffiffiffiffi BA h q (Eq. (14)) will be better than for an optimal allocation based on BA h (Eq. (15)). For each allocation method, relative precision for each accuracy estimate is computed comparing the standard error when selecting a specific per-year-biome BA threshold (denoted as d, for "dynamic" threshold) versus the alternative of selecting a fixed global BA threshold (denoted as g, for "global" threshold). This relative precision is expressed as the ratio of the standard error for g to that
The precision gains of each allocation method (n h ∝N h ffiffiffiffiffiffiffiffi BA h q and n h ∝N h BA h ) can also be compared to the precision of accuracy estimates that would have been obtained under simple random sampling. Precision comparisons were also done for two other sampling designs evaluated by Boschetti et al. (2016) with strata constructed using a fixed global threshold p = 0.2 of the cumulative distribution of active fires counts (MODIS MOD14A1 and MYD14A1 (Giglio et al., 2003) ). These other two stratified options were stratified sampling with proportional allocation (n h ∝ N h ) and stratified sampling for which the standard deviation of active fire counts was used in the optimal allocation formula (n h ∝ N h S AFh ). 
Illustration of the validity of confidence intervals
As is seen in the previous sections precision of accuracy estimates are expressed with a standard error. Therefore, the validity of a confidence interval depends on the normality of the expected sampling distribution of the accuracy estimate. Although the persampling unit accuracy estimates may follow a strongly skewed distribution (Padilla et al., 2014a) , probability sampling theory specifies that the sampling distribution of an estimator will tend to approach normality as sample size increases (Cochran, 1977 ; Section 2.15).
The objective of this illustration is to demonstrate the validity of the normal approximation and confidence interval coverage properties of intervals produced using the stratified sampling design and sample size available for the Fire_cci project (n = 100 per year). The confirmation study uses the hypothetical population mentioned in the previous Section. As in Stehman (1997) , sample of units were selected from a hypothetical population large number of times, 1000 times in this study. Each sample is selected following the sampling designs presented in the current article, i.e. using the stratification and sample allocation methods presented in the previous sections.
Results
Stratification and sample allocation
Using the yearly sample size of 100 (as determined by the foreseeable budget of the Fire_cci project), the sample size allocation for each year and biome was established using Eqs. (14) and (15) and n h ∝N h BA h ) on a common year-biome and illustrates how minimum Vð c BAÞ occurred at different p and hence how the optimal stratification can vary with the allocation used. Tables 2 and 3 show the optimal thresholds p* for all year-biome strata. For the full set of year by biome strata, the 25th and 75th percentiles of p* were 0.18 and 0.29 for allocation n h ∝N h ffiffiffiffiffiffiffiffi BA h q and 0.14 and 0.21 for allocation n h ∝N h BA h . The large differences in the optimal allocation determined from the two methods (Tables 2-5 
Precision comparison for global accuracy estimates
The relative precision achieved by selecting BA thresholds specific for each year-biome (named as method d for "dynamic" thresholds) to selecting a fixed global BA threshold (named method g for "global" threshold) tended to be a minimum at a global threshold of p = 0.2 for the two allocation methods n h ∝N h ffiffiffiffiffiffiffiffi BA h q and n h ∝N h BA h (Fig. 9) . The relative precision was close to 1 for a the range of values of p between 0.1 and 0.4 indicating a "flat optimum" in terms of choice of p. The gain in precision from using a dynamic threshold was remarkably small for allocation n h ∝N h BA h for estimating Ce and relB. Fig. 10 shows the relative precision of the four sampling designs analysed to the precision obtained under a simple random sampling. Standard errors under simple random sampling were 2.5 to 8 times greater than those of the stratified sampling options (Fig.  10) indicating that the stratified designs offer high potential to reduce standard errors. Stratified sampling with n h ∝N h ffiffiffiffiffiffiffiffi BA h q and dynamic burned area thresholds and stratified sampling with n h ∝ N h S AFh and global active fires (AF) p = 0.2 thresholds were clearly more efficient than the other options. The stratified design with n h ∝N h ffiffiffiffiffiffiffiffi BA h q yielded smaller standard errors for DC and Oe than the stratified option with n h ∝ N h S AFh (4% and 10% smaller respectively) but the former option had larger standard errors for Ce and relB (5% and 4% larger respectively). The least efficient sampling design was clearly the proportional allocation stratified design with n h ∝ N h and global BA p = 0.2 threshold (relative precision around 2.5 for all accuracy estimates).
Precision comparisons for year by biome accuracy estimates
To evaluate the different stratified allocation options in greater depth, we examined the standard errors of the accuracy estimates for each biome by year strata. The precision comparisons by biome also provide insight into whether the relative performances of different stratification and allocation options vary by different scenarios of BA. These comparisons are conducted based on standard errors computed for a sample size of n = 100 for each combination of year and biome thus avoiding the influence of the n h ≥ 2 requirement (see Section 2.4). We limit the results shown here to standard errors of accuracy measures Ce and Oe and the standard error of estimated BA determined from the reference classification. The standard errors obtained from the stratification and allocation based on n h ∝N h BA h were almost uniformly higher than the corresponding standard errors obtained based on n h ∝N h ffiffiffiffiffiffiffiffi BA h q (Tables 6-8). Hence of the two sample allocation rules (Eqs. (14) and (15)) suggested by Cochran (1977) , the allocation based on ffiffiffiffiffiffiffiffi BA h q is preferred. This finding is also consistent with the results obtained at global scale (Fig. 10 ) and the advantage of the allocation using ffiffiffiffiffiffiffiffi BA h q relative to BA h is extended to estimates of DC and relB (results not shown).
For the n h ∝N h ffiffiffiffiffiffiffiffi BA h q allocation, the standard errors using a fixed threshold of p = 0.2 were generally similar to the standard errors obtained by searching for the optimal threshold p* (i.e., a "dynamic" threshold) separating low and high BA strata. For most year by biome strata, the ratio of the standard errors for estimating BAref, Oe, and Ce is close to 1 (Tables 9-11) indicating that the choice of a fixed global threshold of p = 0.2 will often be sufficient. In the Boreal Forest biome, the standard error ratio is sometimes close to 2 indicating that p = 0.2 is less favourable for this biome. The fact that the standard errors for the fixed threshold of p = 0.2 are similar to the standard errors for a dynamic threshold is not surprising given that the dynamic threshold chosen is often close to 0.2 (Table 2) . Lastly, a key question is whether the stratified sampling using mapped BA to determine the strata and sample allocation provides an advantage relative to simple random sampling (i.e., not using the BA map in the sampling design). The ratios of the standard errors for simple random sampling divided by the corresponding standard errors of the stratified design using n h ∝N h ffiffiffiffiffiffiffiffi BA h q are almost all N 1 providing strong evidence that the stratified option enhances precision of the accuracy and BAref estimates (Tables 12-14) . Many of the ratios exceed 1.5 indicating that the magnitude of the gain in precision is substantial (i.e., the standard error of simple random sampling is 1.5 times greater than the standard error of the stratified option). Although there are a few cases (biomes and years) for which simple random sampling has a smaller standard error than stratified (all occurred in the Mediterranean biome), there are so few such cases that the stratified design can be implemented with high likelihood that it will achieve better precision.
3.4. Illustration of the validity of confidence intervals and per-year-biome thresholds. As anticipated, distributions of expected values tended to normality, particularly for DC, Ce and Oe, and the 95% confidence intervals produced from the accuracy estimates and accompanying standard errors for each sample (horizontal grey line and black dots on the extremes of intervals) contained the population observed accuracies (vertical red lines) nearly the 95% of the times, from 90% (relB) to 92% (Oe). Very similar trends of normality were observed for allocation n h ∝N h BA h .
Discussion
Several stratification and sample allocation options for defining strata and allocating the sample to strata were described and evaluated for reducing standard errors of accuracy estimates of burned area (BA). The premise of stratified sampling is that the map of BA can be used to tailor the sampling design to reduce standard errors, and a key element of stratification is deciding a threshold of BA to separate the sampling units (in this case defined spatially by TSAs and temporally by available Landsat imagery) into low and high BA strata. The approach to choosing strata and the sample allocation is strongly influenced by the information available at the planning stage of the sampling design, which is the map of BA. The best precision (smallest standard errors) of the accuracy estimates generally occurred at a threshold of p = 0.2 (i.e., the value of BA for the sampling units that corresponded to 20th percentile of the cumulative distribution of BA at each year-biome). This threshold coincided remarkably close to the threshold used by Boschetti et al. (2016) . Precision at that fixed global threshold was very similar to that obtained with the stratification proposed here which allowed different per-year-biome thresholds to be chosen based on the threshold that minimized the variance of the estimated mapped BA, Vð c BAÞ (this approach was defined as the "dynamic" threshold). This suggests that for the particular case of inferring BA accuracy at global scale and with the current sampling units and biome delineations, a practical BA stratification would be to use fixed global p = 0.2 thresholds. For certain year-biome combinations, optimal thresholds were far from p = 0.2 (see Tables 2 and 3 ) so a dynamic threshold may be preferable in such cases. A benefit of the proposed peryear-biome thresholds is that this method can be applied to specific regions of interest and to other estimates of interest (e.g. accuracy of other variables).
The different optimal stratification and sample size allocations recommended by the two methods based on the stratum mean BA (BA h ) highlights the large impacts of allocation methods on the standard errors produced by the sampling design. However two sampling designs apparently different can be similarly efficient. This is the case for one of the two designs proposed by Boschetti et al. (2016) with allocation n h ∝ N h S AFh and fixed global threshold p = 0.2 on and active fire count distribution and the allocation
with the proposed per-year-biome thresholds. Those similar efficiencies can be explained by a high correlation between active fire counts and BA at sampling units, leading to a proportionality between S AFh and ffiffiffiffiffiffiffiffi BA h q , and by the maximum precision found when p is around 0.2. Conversely two apparently similar sampling designs can lead to different efficiencies. The allocation n h ∝N h ffiffiffiffiffiffiffiffi BA h q can lead to much higher precision than the allocation n h ∝N h BA h . This is not in agreement with the findings of Hansen et al. (1946) who recommend the latter allocation specifically for populations with highly skewed distribution of x i , with relatively few sampling units with large x i values accounting for a large proportion of the total X. This is the case of BA sampling units which is expected to have highly skewed distributions across all biomes (Boschetti et al., 2016; Chou et al., 1993; Giglio et al., 2010) . Conversely, the recommendation of allocation n h ∝N h ffiffiffiffiffiffiffiffi BA h q made by Cochran (1977; Section 6.14) suggests that the distribution of the ratio estimator residual variance is key to deciding which allocation method to use. In our case, the variances of y i tend to be proportional to x i (see Fig. 4 ). This relationship would in turn explain how S uh 2 could tend to be proportional to BA h and suggest using an allocation n h ∝N h ffiffiffiffiffiffiffiffi BA h q . The precision evaluation using the hypothetical population provided evidence to support the recommendation to use this allocation method. The common variations of efficiency among sampling designs observed at global scale and at year-biome level (Tables 6-8) may be caused by common distributions of the ratio estimator residual variances at the different scales. Therefore, this further emphasizes the generalization of the proposed stratification and sample allocation at any scale of interest.
The good confidence interval coverage properties obtained from the stratified design supports the validity of the confidence intervals produced from these estimates and standard errors. The frequency that 95% confidence intervals contained the true population accuracy values, close to 95%, provides assurance that even for the relatively small sample size of 100 per year the confidence intervals approximately achieved their stated nominal coverage. The coverage properties depend on the sampling distribution of the estimator and on the sample size (Cochran, 1977; Section 2.15) . Hence, any increase in the sample size has a double benefit, an increase in the likelihood that confidence intervals have the stated nominal coverage, and an increase of the precision of estimates (i.e. decrease of standard errors).
As is true of any case study quantitative evaluation of precision of different sampling options, the results of this study would not necessarily generalize to all other BA product validation exercises. It is challenging to construct hypothetical populations that realistically mimic patterns of classification error of BA products. We constructed one such population, and Boschetti et al. (2016) describe another. For other populations the magnitude of the improvement in precision of accuracy estimates attributable to stratification may not match our results. However, there is reason to believe that some improvement in precision will result in most cases. Sampling theory provides support for this expected improvement as a well-chosen stratification and sample allocation almost always provides some reduction in standard errors. More importantly, we observed the reduction in standard errors due to stratification across a fairly diverse set of biomes and years suggesting that the benefit does extend to a broader set of conditions.
Conclusions
Several conclusions may be drawn from this study comparing standard errors of accuracy estimates for different stratification and sample allocation options. First, use of the mean mapped BA per stratum (BA h ) to guide the definition of strata and sample allocation can produce substantial reductions (one-half to one-eighth) in standard errors relative to simple random sampling. Second, for the case study hypothetical population used in our comparative analyses, a sample size allocation proportional to N h ffiffiffiffiffiffiffiffi BA h q was better than an allocation proportional to N h BA h . Third, a fixed threshold common to all year-biome strata based on the 20th percentile of the cumulative distribution of mapped BA to define low and high BA strata was nearly as effective as a dynamic threshold tailored to each year-biome stratum. Lastly, the benefit of reduced standard errors achieved by the stratified design was found for both global accuracy estimates and for a majority of the biome-year accuracy estimates. Fig . B6 . As in Fig. B1 but Geoland2.
