We examine the validity of the zero duality gap properties for two important dual schemes: a generalized augmented Lagrangian dual scheme and a nonlinear Lagrangetype dual scheme. The necessary and sufficient conditions for the zero duality gap property to hold are established in terms of the lower semicontinuity of the perturbation functions.
Introduction
It is well-known that duality theory is an important topic in optimization. Various Lagrangian functions have been introduced to generalize the traditional Lagrangian duality theory and method. Modified Lagrangian functions have been introduced for constrained convex programs (see [4] ). Very general Lagrangian functions can be constructed for general optimization problems which are not necessarily convex (see [18] ). These general Lagrangian functions include as special cases the convex quadratic augmented Lagrangian functions investigated in [12, 2] and the general augmented Lagrangian functions (with convex augmenting functions) studied in [13] . The numerical efficiency of the augmented Lagrangian method has been established (see [2] ). Most recently, an augmented Lagrangian scheme with a nonconvex augmenting function was given in [6] , which includes the nonconvex and nonsmooth penalty function in [9] as a special case. The convexity of the augmenting function in [13] is replaced by a level-boundedness condition in [6] . A zero duality gap property was also established by means of this type of generalized augmented Lagrangian functions.
Duality theory based on the notion of convolution functions has received considerable attention recently (see [5, 16, 17, 19] ). The theory of abstract convexity (see [11, 14, 18] ) has played an important role in this study. The zero duality gap properties were explored under a coercivity condition in [19] and the references therein. An equivalence between these zero duality gap properties and the one defined by an augmented Lagrangian dual function in [13] was also established in [19] . Some exact penalty results of nonlinear penalty functions were obtained under the generalized calmness condition in [16] .
In this paper, we characterize the zero duality gap property in terms of the lower semicontinuity (lsc for short) of a certain perturbation function. In Section 2, we consider the problem of minimizing an extended real-valued function. A class of generalized augmented Lagrangian functions and corresponding dual problems are introduced. It follows from the Fenchel-Moreau theorem that the zero duality gap property implies the lower semicontinuity of the perturbation function, which is defined as the optimal value function of a dualizing parameterization function. The almost peak at zero property of a family of functions is introduced. We establish that if the family of augmenting functions is an almost peak at zero one, then the lower semicontinuity of the perturbation function guarantees the zero duality gap property. It is worth noting that the peak at zero property is more general than the level-boundedness that was employed in [6] .
In Section 3, we study nonlinear Lagrange-type dual problems, which are obtained based on a convolution of the objective function, the constraint functions and the multipliers, using an increasing function p : IR m+1 → IR (called a convolution function) for the following constrained optimization problem: min f (x) subject to g i (x) ≤ 0, i = 1, . . . , m, where X is a metric space, f is a real-valued function, and g = (g 1 , . . . , g m ) with each g i a real-valued function. The nonlinear Lagrange-type function, corresponding to p, is defined by
More general problems also containing equality constraints g(x) = 0 can be included in this scheme, since the equality g(x) = 0 can be represented as the system of two inequalities g(x) ≤ 0, −g(x) ≤ 0, and we never impose any assumption which does not allow us to use such a representation.
We investigate two classes of such increasing functions p defined on IR 1+m , which give rise to the zero duality gap property as a consequence of the lower semicontinuity of a perturbation function. In one class, p is required to be bounded from below componentwise. In the other class, p is positively homogeneous and satisfies the following conditions:
The perturbation function (also known as the performance function, the marginal function and the value function) is a very important tool for the theoretical examination of constrained optimization problems. In the case under consideration the perturbation function is defined by
which depends only on the problem itself. Thus the results obtained demonstrate that the zero duality gap property corresponding to nonlinear Lagrange-type functions does not depend on the convolution function p, but only on the problem itself.
Zero duality gap for generalized augmented Lagrangians
In this section, we study the zero duality gap property of a generalized augmented Lagrangian scheme and its relations to the lower semicontinuity of the perturbation function.
For two functions f and h defined on a set Z, the notation h ≤ f means that h(z) ≤ f (z) for all z ∈ Z. We assume that the supremum over the empty set is equal to −∞ and the infimum over the empty set is equal to +∞.
Some definitions and results from abstract convexity
We shall study augmented Lagrangians in the framework of abstract convexity (see [11, 14, 18] ). First we present some definitions and results, which will be used in the sequel.
Definition 2.1 Let Z be a set and H be a set of finite functions defined on
Let f : Z → IR ∪ {+∞}. Assume that there exists a point z ∈ Z such that co H f (z) = −∞. Then the support set supp (f, H) is empty, so co H f ≡ −∞. Thus an H-convex function is either greater than −∞ for all z ∈ Z or identically equal to −∞.
Consider a pair (Z, Ω) of sets with a coupling function ρ : Z × Ω → IR. This coupling function allows us to consider an element ω ∈ Ω as a function defined on Z (namely ω(z) = ρ(z, ω)) and an element z ∈ Z as a function defined on Ω: z(ω) = ρ(z, ω). For each pair (ω, c) ∈ Ω × IR consider the function h (ω,c) defined by
(2.1)
We shall use the following notation: F X is the union of the set of all functions f : X → IR ∪ {+∞} and the function f ≡ −∞.
The coupling function ρ allows one to define the Fenchel-Moreau conjugate functions for functions belonging to F Z and F Ω . We denote the conjugate to a function f by f ρ . Let f ∈ F Z and g ∈ F Ω . Then, by definition,
Consider the second conjugate
The proof of this theorem can be found in [11, 14, 18] . It follows from the definition of
Let Z be a metric space with the metric d, and letz ∈ Z. We now describe sets H of continuous functions defined on Z such that f (z) = co H f (z) for all nonnegative continuous functions f . We begin with the following assertion. 
The proof coincides with the proof of Proposition 6.2 in [14] . To establish the result, we can consider only functions which are Urysohn peaks at the pointz, that is, continuous nonnegative functions f δ satisfying f δ (z) = 1 and
We shall use the following notation: 1 is a function defined on a set X by 1(x) = 1 for all x ∈ X.
We also need some definitions from [14] . A set of functions, H, is called conic, if
We say that a function f defined on Z is minorized by a set of functions, H, if there exists h ∈ H such that h(z) < f (z) for all z ∈ Z and h + h ∈ H for all h ∈ H.
A function h, for which (2.2) holds, is called a support to a Urysohn peak, corresponding to (z, ε, δ).
Remark 2.1
The definition of a support to a Urysohn peak can be found in the paper [7] published in 1972. Similar notions can be found in [1, 3] ; see also [11] and references therein. 
The proof coincides with that of Lemma 6.1 in [14] , and we therefore omit it.
Zero duality gap
Let X be a metric space. Consider the problem
where ϕ : X →Ī R. Let Z be a normed space and f :
is called the perturbation function, corresponding to the dualizing parameterization function f .
We shall study problem (2.3) by means of a set of parameters Ω. Consider a function
is called the generalized Lagrangian, corresponding to ρ. The function
is called the generalized Lagrange dual function. Consider the dual problem:
The equality inf
is called the zero duality gap property. Since inf x∈X ϕ(x) = β f (0), we can represent the zero duality gap property in the following form:
The following result is well known (see [18] , Section 0.8 and references therein).
Theorem 2.2 The zero duality gap property holds if and only if
Indeed, an easy calculation shows that
Since ρ(0, ω) = 0, it follows that
Thus the desired result follows directly from the Fenchel-Moreau theorem.
Remark 2.2 The described approach is well-known (see [18] , Section 0.8 and also [1, 3, 8] ).
We now give a necessary condition for the zero duality gap property in terms of the perturbation function.
Theorem 2.3 Assume that the set H ρ consists of lower semicontinuous functions. If the zero duality gap property holds, then the perturbation function β f is lower semicontinuous at the origin.
Proof:
Thus β is lower semicontinuous as the upper envelope of a family of lower semicontinuous functions.
It is interesting to give the conditions which provide the sufficiency of this necessary condition.
Let us consider the set of parameters Ω = IR + ×Y ×U , where Y and U are certain sets. Consider families (ν y ) y∈Y and (µ u ) u∈U of continuous functions defined on Z and mapping into IR. We assume that ν y (0) = 0 for all y ∈ Y , and µ u (0) = 0 for all u ∈ U . Consider the coupling function ρ of the following form:
The generalized Lagrangian, corresponding to function ρ of the form (2.6), is called the generalized augmented Lagrangian. The coefficient r in (2.6) is called a penalty parameter.
Definition 2.2 1) A family (µ u ) u∈U of continuous functions µ defined on a normed space Z is called an almost peak at zero one if µ u (0) = 0 for all u ∈ U , and for each δ > 0 and ε > 0 there exist u ∈ U , ε ∈ (0, ε) and r > 0 such that
We now define peak at zero families, which form a simple subclass of almost peak at zero families, and peak at zero functions.
(ii) for each δ > 0 there exists u ∈ U such that sup z ≥δ µ u (z) < 0.
2) A continuous function µ defined on Z is called a peak at zero if
Remark 2.3 It is easy to check that a peak at zero family (µ u ) u∈U is an almost peak at zero one. Indeed, let sup z ≥δ µ u (z) = η u (δ) < 0. Then for each ε > 0 there exists ε ∈ (0, ε) and r > 0 such that
Remark 2.4 J.P. Penot [10] used potentials in the study of augmented Lagrangians. It follows from the definition given in [10] that k is a potential if and only if −k is a peak at zero. (i) If µ is a peak at zero, then the family (µ u ) u∈U with µ u = µ for all u ∈ U is a peak at zero one.
(ii) If the family (µ u ) u∈U is an almost peak at zero one, then µ is a peak at zero.
Proof: Assertions (i) and (ii) follow directly from Definitions 2.3 and 2.2 respectively.
We now consider conditions which guarantee that the zero duality gap property is equivalent to the lower semicontinuity of the perturbation function at the origin. For this purpose, we shall use Propositions 2.1 and 2.2. Let ρ be a function defined by (2.6), where ν y (y ∈ Y ) and µ u (u ∈ U ) are continuous functions, and µ u (0) = ν y (0) = 0 for all u ∈ U and y ∈ Y . Consider the setH, which consists of all functionsh : Z → IR of the form
with r ≥ 0, u ∈ U and c ∈ IR (Recall that 1(z) = 1 for all z ∈ Z).
Lemma 2.1 The following two assertions are equivalent:
i) For each ε ∈ (0, 1) and δ > 0, there exists a functionh ∈H, which is a support to a Urysohn peak, corresponding to (0, ε, δ);
ii) the family (µ u ) u∈U is an almost peak at zero one.
which shows that the family µ u∈U is an almost peak at zero one.
(ii) =⇒ (i) Take ε ∈ (0, 1) and δ > 0. Since (ii) holds, it follows that there exist ε ∈ (0, ε) and r > 0, such that µ u (z) ≤ ε /r if z < δ, and
It easy to check that h is a support to the Urysohn peak at zero.
For each ω = (r, y, u) ∈ Ω and c ∈ IR, consider the function h ω,c defined by (2.1). We have
Then
Thus h ∈ H ρ if and only if there exist y ∈ Y and a functionh ∈H such that h = ν y +h.
(HereH is the set of functionsh defined by (2.7).)
We shall assume that H ρ contains a nonpositive function. This holds if there exist u ∈ U andȳ ∈ Y such that µū and νȳ are bounded from above. Proof: (i) =⇒ (ii) Consider the setH. It is clear that this set is conic and (h ∈H, d ∈ IR) =⇒ h − d1 ∈H. Assume that β, minorized by H ρ , is a function which is lower semicontinuous at zero. As β is minorized by H ρ , we see that there exist r ≥ 0, y ∈ Y, u ∈ U and c ∈ IR, such that
Let Y 0 be a set of y ∈ Y , such that (2.8) holds with some r ≥ 0, u ∈ U and c ∈ IR. For each y ∈ Y 0 , consider the function
Since β is minorized by H ρ , it follows that g y is minorized byH. Let us check that
Indeed, let y ∈ Y 0 and h := ν y +h ∈ ν y + supp (g y ,H). Due to the fact thath ∈H and h ≤ g y = β − ν y , we know that h ∈ ν y +H ⊂ H ρ and h ≤ β, hence h ∈ supp (β, H ρ ). Thus the inclusion "⊆" in (2.10) has been proved. To prove the opposite inclusion, consider
, where gȳ is defined by (2.9) with y replaced withȳ. Thus h ρ ∈ y∈Y 0 (ν y + supp (g y ,H)). We have demonstrated that (2.10) holds.
It follows from (2.10) and the equality ν y (0) = 0 that
Let y ∈ Y 0 . By the continuity of ν y , we see that the function g y = β − ν y is lower semicontinuous. Due to Lemma 2.1 and Proposition 2.2, we have
Combining now (2.11), (2.12), (2.9) and the equality ν(0) = 0, we have
(ii) =⇒ (i) Let β be a nonnegative continuous function. Since H ρ contains a nonpositive function, it follows that β is minorized by H ρ . We have
The desired result now follows from Proposition 2.1 and Lemma 2.1. (ii) The family (µ u ) u∈U is an almost peak at zero one.
Proof: (i) =⇒ (ii) Let β : Z → IR be an arbitrary function which is minorized by H ρ and lower semicontinuous at zero. Let f (x, z) = β(z) for all x. The perturbation function β f , corresponding to f , then coincides with β. Indeed, inf x∈X f (x, z) = β(z). It follows from (i) that β(0) = β ρρ (0) for all such functions β. Applying Proposition 2.4, we conclude that (ii) holds.
(ii) =⇒ (i) This follows directly from Proposition 2.4.
Remark 2.5
Note that the validity of the zero duality gap property does not depend on the family (ν y ) y∈Y , which provides the existence of a nonpositive function belonging to H ρ .
Zero duality gap for Lagrangians based on convolution functions 3.1 Main definitions
Let X be a metric space, f be a real-valued function defined on X and g = (g 1 , . . . , g m ), where each g i is a real-valued function defined on X. Consider the following mathematical programming problem P (f, g):
The set of feasible elements {x : g(x) ≤ 0} of this problem will be denoted by X 0 . The optimal value inf x∈X 0 f (x) of P (f, g) will be denoted by M (f, g).
Remark 3.1 A more general problem, including equality constraints g i (x) = 0, can be represented in the form (3.1), since we can present this constraint in the form g i (x) ≤ 0, −g i (x) ≤ 0 and we never impose assumptions which do not allow us to consider such a pair of constraints.
We assume in this section that the objective function f is positive over X.
Assume that the space IR 1+m = IR × IR m is equipped with the componentwise order relation. A real-valued function p defined on a subset IR + ×V of IR 1+m is called increasing,
. We shall consider functions p defined on IR + × V, such that the following assumption holds: 
The function L p is called a nonlinear Lagrange-type function corresponding to p.
Remark 3.2
The function L p can be considered as a convolution of the objective f and constraint functions g i with multipliers d i . This convolution is carried out by the function p, so in such a situation we call p the convolution function.
The Lagrange dual function q p corresponding to p has the form
3)
The problem
is called dual to P (f, g) with respect to the convolution function p. The zero duality gap property can be expressed in the following form:
We now compare the Lagrangians, which are based on convolution functions, with the augmented Lagrangians.
Consider the problem P (f, g). Let ϕ be the function defined on X by
Clearly, P (f, g) is equivalent to the minimization of ϕ over X, so we can examine the augmented Lagrangians for the problem min ϕ(x) subject to x ∈ X.
For the sake of simplicity, we consider the augmented Lagrangians of the form
where F P is a dualizing parameterization function, µ = −σ is a peak at zero, and [y, z] stands for the inner product of vectors y and z. We examine two types of dualizing parameterization functions F P .
First, consider the "classical" dualizing parameterization function F 1 P :
The corresponding perturbation function β F 1 P has the form:
The augmented Lagrangian l 1 , corresponding to F 1 P , can be presented as
(3.7) The augmented Lagrangian (3.7) is linear with respect to the objective function f . It depends on m + 1 parameters and cannot be represented in the form (3.2) . Note that Lagrangian (3.2) is not necessarily linear with respect to f .
Consider now another situation. Suppose that the convolution function p is given. Then we can consider the following dualizing parameterization function F 2 P , defined on X × IR m :
The corresponding perturbation function β F 2 P has the following form:
Consider now the augmented Lagrangian l 2 corresponding to F 2 P . We have
The dual function ψ 2 has the form:
which is quite different from the dual function q p defined by (3.3).
We now shall examine some properties of the Lagrangian L p , which is based on the convolution function p. The following result is well-known (see [17] ) and easily follows from Assumption 3.1.
Lemma 3.1 Let p be an increasing convolution function, such that Assumption 3.1 is valid. Then the weak duality holds, that is,
The function β defined by
is called the perturbation function of problem P (f, g). Note that β(z) = β F 1 P (−z), where β F 1 P is defined by (3.6). It follows directly from the definition that β is a decreasing function. Clearly, β(0) coincides with the optimal value M (f, g) of problem P (f, g). Hence, the zero duality gap property can be expressed in the following form:
(3.12)
The perturbation function β depends only on problem P (f, g) (that is, on the function f and the mapping g), and does not depend on convolution function p. Our goal is to establish some relations between the zero duality gap property (which depends on p) and the lower semicontinuity of β at zero.
Necessary conditions for the zero duality gap property

Theorem 3.1 Let p be a continuous increasing convolution function, such that Assumption 3.1 holds. Let the zero duality gap property with respect to p hold. Then the perturbation function β is lower semicontinuous at the origin.
Proof: Suppose to the contrary that there exist an δ > 0 and a sequence {y k } ⊂ IR m such that y k → 0 and
It follows from (3.12) that there exists a vector d ∈ IR m , such that
Since p is increasing, we have
Combining this inequality and (3.13), and using the monotonicity of p, we conclude that
Since y k → 0 and p is continuous, we have, by applying Assumption 3.1,
which is impossible.
Sufficient conditions. Case 1
We now consider increasing convolution functions p, such that the following assumption holds.
Assumption 3.2 There exist numbers
a 1 > 0, . . . , a m > 0, such that p(y 0 , y 1 , . . . , y m ) ≥ max(y 0 , a 1 y 1 , . . . , a m y m ) for all y 0 > 0, (y 1 , . . . , y m ) ∈ IR m .
Theorem 3.2 Let p be an increasing convolution function, such that Assumptions 3.1 and 3.2 hold. Let the perturbation function β of problem P (f, g) be lower semicontinuous at the origin. Then the zero duality gap property holds.
Proof: Due to (3.9), we have
Suppose to the contrary that the zero duality gap property is not valid. Then there exists δ > 0, such that
, where k is a positive integer. Then we have
Applying Assumption 3.2, we conclude that for each k = 1, 2, . . ., there exists a vector x k ∈ X, such that
(3.14) It follows from this inequality that
where
Combining this inequality with (3.14), we get
which contradicts to the lower semicontinuity of β.
The obtained results can be applied to a generalized penalization. Consider the problem P (f, g) and let g + = (g
, where g + j (x) = max(g j (x), 0). P (f, g + ) is then equivalent to P (f, g) in the sense that both problems have the same set X 0 of feasible elements and the same objective function. We can consider the generalized Lagrange-type 
Sufficient conditions. Case 2
In this subsection we consider generalized penalty functions, which are formed by the IPH (increasing and positively homogeneous) convolution functions defined on IR . The theory of IPH functions has been developed in [15, 14] . Denote by P m the class of continuous IPH functions p defined on IR 1+m + such that
Note that the first equality in (3.17) is equivalent to the validity of Assumption 3.1. Assumption 3.2 does not necessarily hold for IPH functions p ∈ P m . The following example confirms this assertion.
Then p is IPH and p ∈ P 1 . Since p(0, 1) = 0, it follows that there is no a > 0, such that p(u, v) ≥ max(u, av). However, it is clear that lim v→+∞ (u + √ uv) = +∞.
We first consider problems P (f, f 1 ) with a single constraint f 1 , such that inf x∈X f (x) > 0 and set X 0 is nonempty. We shall consider the perturbation function β of the problem P (f, f 1 ) only for y ≥ 0, that is
Since β is decreasing, it follows that β is lower semicontinuous at zero if and only if it is continuous at this point.
Let X 1 = X \ X 0 . We also consider the following modified perturbation function β * (y) = inf
Clearly, the function β * is decreasing, hence there exists
The following result holds.
Assume that both sets X 0 and X 1 = X \ X 0 are nonempty and
Let p ∈ P 1 . Then the lower semicontinuity of the perturbation function β of P (f, f 1 ) at zero implies the zero duality gap property
The version of this result, where (3.21) was replaced with the following assumption
has been proved in [16, 14] . The assumption (3.23) was used in [16, 14] only in order to prove that (3.21) holds. Thus Proposition 3.1 follows from the results of [16, 14] . We now extend Proposition 3.1 for problems P (f, f 1 ), which enjoy only the following properties: inf x∈X f (x) > 0 and the set X 0 is not empty.
Then the lower semicontinuity of the perturbation function β of P (f, f 1 ) at zero implies the zero duality gap property.
Proof: First assume that X 1 = ∅. Then β(y) is constant. It is therefore lower semicontinuous. We also have p(f (x), df
. Thus the result holds if X 1 = ∅. Hence, we can assume that X 1 = ∅.
We need to prove that
Indeed (3.26) follows directly from the inequality min
We now show, by applying Proposition 3.1, that (3.26) is impossible. In order to apply this Proposition, consider functionf , defined on X bỹ
whereβ is the number defined by (3.20) . Letβ be the perturbation function of the problem P (f , f 1 ) andβ m be the modified perturbation function (see (3.19) ) for this problem. We have for y > 0:
Sinceβ m is decreasing andβ = lim y→0β (y), it follows that min(β,β m (y)) =β m (y). Thus β(y) =β m (y), so all conditions in Proposition 3.1 hold. Applying Proposition 3.1, we conclude that the zero duality gap property is valid for problem P (f , f 1 ). Let ε be a number such that (3.26) holds. Due to the zero duality gap property, there existsd > 0, such that for all d >d, it holds:
Combining (3.27) and (3.28), we have
Applying the lower semicontinuity of β, we conclude that 29) and (3.30) , we obtain the inequality
which contradicts (3.26).
We next extend this result to problems with m inequality constraints.
Consider problem P (f, g), where g = (g 1 , . . . , g m ). Let f 1 (x) = max j=1,...,m g + m (x). P (f, g) is then equivalent to problem P (f, f 1 ) with a single constraint f 1 , in the sense that both problems have the same set of feasible elements and the same objective function. Let p ∈ P m . Consider function p 1 defined on IR 
. , y).
It is easy to see that p 1 is IPH, and moreover, p 1 ∈ P 1 . Consider the nonlinear penalty function L + for problem P (f, g) with respect to p and the nonlinear penalty function L We now compare the optimal values A and B of dual problems for P (f, g) and P (f, f 1 ), respectively. We have Proof: Since p is increasing, it follows that A ≤ B. As p 1 ∈ P 1 , applying Lemma 3.1, we know that B ≤ M (f 0 , f 1 ) < +∞. Now we can prove that A = B. Suppose to the contrary that there exists an δ > 0, such that Theorem 3.4 Let p ∈ P m . Let P (f, g) be a problem, such that the set X 0 of feasible elements is nonempty and inf x∈X f (x) = γ > 0. Let the perturbation function β of P (f, g) be lower semicontinuous at the origin. Then the zero duality gap property holds for the problem P (f, g).
