I. Introduction and System Model
In a conventional DS-SS communication system a single data bit is transmitted using a pseudo-random sequence or its negative arid binary phase shift keying. T h e number of information bits per channel chip is a measure of the rate of the system when it is used in an environment with multiple-access interference or multipath fading, which limits the maximum data rate capability. An error-correcting code such as convolutional code or block code can be used to provide additional protection, usually at the expense of data rate. It is also important to consider the number of nearest neighbors codewords, which affect error probability. A method to reduce the number of nearest neighbors without sacrificing data rate is to use a combination of an orthogonal code with a trellis at the expense of complexity. In this paper we wish to explore a coding scheme to achieve higher d a t a rate and lower error probability. This coding scheme was first introduced in [l] and analyzed for coherent reception with multiple-access interference. A nonlinear Nordstrom-Robinson (NR) code can also be modified and used with noncoherent detection. This code has good distance and rate performance, and can be efficiently decoded with a soft decision algorithm.
If an orthogonal code has 16 codewords of length 16 with minimum distance 8, the data rate is 4/16 (4 information bits over 16 channel chips). Starting with this code, we can, by adding selected orthogonal cosets t o the original code, increase the number of codewords up to 128 with the minimum distance slightly decreasing t o 6. By doing so we get the nonlinear Nordstrom-Robinson code, which is composed of 8 cosets, each of 16 orthogonal codewords. T h e NR code has the geometric uniformity property; i.e., its distance distribution and its weight distribution are identical. This property greatly simplilies the analysis and simulation because the conditional error probability does not depend on which particular codeword is transmitted. When combined with a 4-state trellis, this trellis coded NR(TCNR) code, an example of finite-state codes, can transmit 6 information bits in every 16 channel chips. Thus we have decreased the minimum distance by 25% while having increased the rate by 50% t o 6/16.
In this paper we examine the performance of this 4-state T C N R code over a frequency-nonselective Rayleigh or Rician fading channel with additive white Gaussian noise. Noncoherent reception is assumed, and the codewords are assumed to be interieaved at every 16 chips. An upper and a lower bound on the error probability have been derived. Also, the error performance (of the T C N R code and a conventional DS-SS code with the same data rate, 6/16, is compared.
Numerical Results and Conclusions
T h e upper bound we derive for the T C N R code is tighter than the standard union bound. This is because in the T C N R code the minimum distaince error events are from codewords within the orthogonal coset, whose error probability can be calculated exactly when the channel is assumed nonselective Rayleigh or Rician fading and thus the orthogonality within each coset is preserved. By taking this minimum distance error and then upper bounding all the remaining error events, we get an improved union bound. Numerical results imply that, at high signal-to-noise ratio (SNR), this upper bound tends to merge with the error probability from minimum distance codewords only, which is our lower bound. It is also shown that at high SNR, the T C N R code has better error performance than the conventional DS-SS code with the same data rate. For example, our results indicate that, compared with the conventional DS-SS code with tlhe same data rate, there is approximately a 4-dB gain in Eb,/N, at high SNR for T C N R code over a Rayleigh fading channel.
