, s 2 ς j . Therefore, the probability of acceptance α ς (r−1) j , ς * j can be written as
Step 2: Sampling the interaction parameter β j for each item j. The prior distribution of β j is assumed to follow the truncated normal distribution β j ∼ N µ β , σ 2 β I (β j > 0). The new value β * j which is sampled from a normal distribution N β
Step 3: Sampling the interaction parameter β j for each item j. The prior distribution of β j is assumed to follow the truncated normal distribution β j ∼ N µ β , σ 2 β I (β j > 0). The new value β * j which is sampled from a normal distribution N β (r−1) j , s 2 β j . Therefore, the probability of acceptance α β (r−1) j , β * j can be written as
Step 4: Sampling the attribute vector α i for each examinee i. Given Y , W , ς and β, we can draw the ith examinee's attribute vector α i from the following multinomial distribution
where the probability of the attribute vector α i belonging to the category c (c = 1, ..., C) can be written as
Step 5: Sampling the latent class probabilities π, The prior of π is assumed to follow the Dirichlet distribution. That is, π = (π 1 , ..., π C ) ∼Dirichlet(δ 0 , ..., δ 0 ) . The full condition distribution of the latent class probabilities π can be written as π |α 1 , ..., α C ∼ Dirichlet δ 0 + N i=1 I (α i = α 1 ) , ..., δ 0 + N i=1 I (α i = α C ) .
(5)
