The smooth particle mesh Ewald (SPME) method is the standard method for computing the electrostatic interactions in the molecular simulations. In this work, the multiple staggered mesh Ewald (MSME) method is proposed to boost the accuracy of the SPME method. Unlike the SPME that achieves higher accuracy by refining the mesh, the MSME improves the accuracy by averaging the standard SPME forces computed on, e.g. M , staggered meshes. We prove, from theoretical perspective, that the MSME is as accurate as the SPME, but uses M 2 times less mesh points in a certain parameter range. In the complementary parameter range, the MSME is as accurate as the SPME with twice of the interpolation order. The theoretical conclusions are numerically validated both by a uniform and uncorrelated charge system, and by a three-point-charge water system that is widely used as solvent for the bio-macromolecules.
I. INTRODUCTION
The electrostatic interaction is one of the most important interactions, and, perhaps, the most computationally demanding part in molecular dynamics (MD) simulations. One popular way of computing the electrostatic interaction is the Ewald summation [1] . It was shown that the optimal computational complexity of this method is O(N 3/2 ) [2] (N being the number of point charges in the system), therefore, as the number of charges increases, e.g. to several hundreds [3] , the Ewald summation becomes relatively expensive.
This stimulates the development of the Ewald-based fast algorithms like the particle mesh Ewald (PME) method [4] , the smooth particle mesh Ewald (SPME) method [5] the particleparticle particle-mesh (PPPM) method [6] and the methods based on the non-equispaced fast Fourier transforms [7] . All these fast methods reduce the computational complexity
to O(N log N) by interpolating the charges on a mesh and solving the Poisson's equation
with the fast Fourier transform (FFT). The Ewald-based fast methods are also proposed to compute the dispersion interactions in the systems that present interfaces [8] [9] [10] . They are shown to be more accurate and even faster than the traditional treatment of the dispersion interactions in these systems, viz. using a large cut-off radius [11, 12] .
The main difficulty of applying the Ewald-based fast methods in practical simulations is how to determine the working parameters. It is well known that the arbitrarily chosen parameters may lead to a substantial slowdown of the computation, or results that are several orders of magnitudes less accurate. This problem may be solved, in a posteriori manner, by comparing the computed forces while scanning the parameter space for a representative snapshot of the system [13] . An alternative way is by a parameter tuning algorithm that automatically determines the most efficient combination of parameters under the restraint of a prerequisite accuracy [14] . The success of this algorithm relies on the quality of the a priori error estimate that quantitatively describes the accuracy of the fast methods as a function of working parameters, and a large amount of work have been dedicated to this direction [14] [15] [16] [17] [18] [19] [20] [21] [22] .
When tuning the parameters, the standard way to increase the accuracy (in the reciprocal space) is to refine the FFT mesh or to use interpolation basis of higher orders. Recently, a non-standard way, i.e. the staggered meshes, was introduced in the SPME and PPPM, and the new methods are called the staggered mesh Ewald (SME) [23] and the interlaced PPPM method [15] , respectively. The SME is theoretically proved to be always more accurate than its non-staggered mesh counterpart [22] .
In this work, we develop the multiple staggered mesh Ewald (MSME) method. It takes the average of the reciprocal forces computed by the SPME method on M meshes, which are shifted to the M equally partitioning points of the mesh subcell diagonal. The MSME method uses M times more FFT mesh points, and achieves, in a certain parameter range, the same accuracy that would need M 3 times more FFT mesh points in the standard SPME.
In the complementary range of parameters, MSME achieves the same accuracy as the SPME that uses twice of the interpolation order. These properties of the MSME are proved, from theoretical perspective, by a systematical error estimate, in which the accuracy is described as a function of the working parameters like the mesh and the interpolation order. The quality of the error estimate is numerically validated both by a uniform and uncorrelated point charge system, and by a rigid three-point-charge water model that is widely used as solvent for biological macromolecules.
This paper is organized as follows. In Section II, the Ewald summation and the particle mesh Ewald method are briefly introduced. The notations are setup and the difference between our implementation of the SPME and that proposed in the original paper is pointed out. In Section III, the MSME method is introduced, and its accuracy is numerically discussed and compared to the SPME method. In Section IV, the numerical phenomena of MSME is analyzed by the error estimate. Section V validates the quality of the error estimate by comparing it to the numerically computed error. In Section VI, the work is concluded and the performance issue is discussed in more details.
II. THE EWALD SUMMATION AND THE PARTICLE MESH EWALD METHOD
We denote the N charged particles in the system by {q 1 , · · · , q N }, and their position by {r 1 , · · · , r N }. If the system is subject to the periodic boundary condition, then the electrostatic interaction is given by:
where r ij = r i − r j . n = n 1 a 1 + n 2 a 2 + n 3 a 3 is the lattice with (n 1 , n 2 , n 3 ) ∈ Z 3 and (a 1 , a 2 , a 3 ) are the unit cell vectors. When n = 0, the inner summation runs over all Coulomb interactions between the particle pairs in the unit cell, otherwise, it is counting the interaction between the unit cell and its periodic images. The " * " over the outer summation means that when n = 0, i = j.
The Ewald summation decomposes the electrostatic interaction (1) into three parts, the direct part, the reciprocal part and the correction part
with the definitions 
The "i" at the exponent is the imaginary unit that should not be confused with the particle index i.
The complementary error function in the direct energy (3) converges exponentially fast w.r.t. increasing distance |r ij + n|, thus it can be cut-off at a certain radius r c . As a consequence, one needs to sum a finite number of terms in (3) , and the cost of this computation is O(N) by using the standard neighbor list algorithm [24] . The summation in the reciprocal energy (4) also converges exponentially fast, so it can be truncated at the reciprocal space cut-off: −K α /2 ≤ m α < K α /2. To achieve a prerequisite accuracy, the number of Fourier modes in summation (4) should be taken the same order as the number of charged particles in the system, i.e. K 1 K 2 K 3 ∼ N. Therefore, the computational complexity of the reciprocal interaction is O(N 2 ).
We temporally assume that N = K 1 K 2 K 3 , and that the charged particles locate on a Before developing the MSME method, we briefly introduce the SPME method and refer the readers to Ref. [5] for more details. We let the number of mesh points on three directions be K α , α = 1, 2, 3. For the coordinate of a particle r , we introduce the notation
and it is clear that 0 ≤ u α < K α . We approximate the complex exponential e 2πimαuα/Kα measured on particle position u α by a linear combination of the complex exponentials measured on mesh (see Eq. (S15) in the supplementary material):
where
. ϕ n denotes the n-th order cardinal B-spline that is defined by the recursive formula:
where χ [− ].φ n (m α ) is the Fourier transform of ϕ n , given bŷ
By using the approximation (7) in three dimensional space, we reach
It should be noted here that the function B defined by Eq. (11) should be distinguished with that defined in the original SPME paper [5] , saying
Inserting the interpolation (10) into Eq. (4), we have the fast method of computing the reciprocal energy,
and Q is the charge distribution defined on the mesh
The symbol "∨" denotes the backward Fourier transform. The operator " * " denotes the convolution, which can be computed by 
The function B appears due to the interpolation of the point charge distribution. By using the FFT, the computational expense of the convolution is of order O(N log N).
The force of a particle can be computed in two ways. The first is known as the ikdifferentiation, which takes the negative gradient w.r.t. particle coordinate on the reciprocal energy (4), and then interpolates the complex exponential e 2πim·r . This yields
where The alternative way is called the analytical differentiation, which takes the negative gradient on the approximated reciprocal energy (14) , and leads to
Remark: The ik-differentiation needs four FFTs: one forward forQ, and three backwards for the three components ofQ(GB 2 ). The three backward FFTs are independent and of the same size, so they can be executed as a multiple variable FFT, which usually saves time comparing with executing three single variable FFTs consecutively.
III. MULTIPLE STAGGERED MESH EWALD METHOD
The MSME method averages the reciprocal interactions computed by SPME on M identical meshes, which locate on the M equally partitioning points of the mesh subcell diagonal, as illustrated by Fig. 1 . The reciprocal force can be computed by either ik-or analytical differentiation, but all meshes in MSME should use the identical force scheme. These two branches of MSME are named by IK-MSME and AD-MSME, respectively. The MSME method can be easily implemented by using the existing SPME codes, because the computation on each mesh is the standard SPME and the different meshes are independent.
We claim that the reciprocal accuracy of MSME that uses M meshes is either of the following two cases:
I. In a certain range of parameter β, the accuracy is the same as the SPME that refines the mesh on each direction by M times, i.e. using an
II. In the complementary range of β, the accuracy is almost the same as the SPME that uses twice order of the B-spline interpolation (2n in our notation).
These claims will be carefully checked both by numerical examples and by theoretical accuracy analyses.
The numerical investigation of the MSME is carried out in two testing systems:
• System 1: The simulation region is a cubic cell of size 3.724nm × 3.724nm × 3.724nm.
In total, 5184 charged particles are uniformly and independently distributed in the region. Each of the 1728 particles carries a negative partial charge of −0.834 e, while each of the rest (3456) particles carries a positive partial charge of 0.417 e. The total charge of the system is neutral.
• System 2: The simulation region is a cubic cell of size 3.724nm × 3.724nm × 3.724nm, and contains 1728 TIP3P [25] water molecules. The partial charges on the hydrogen and oxygen atoms are 0.417 e and −0.834 e, respectively. The configuration was taken from an equilibrium NPT simulation [26] at 300 K and 1 Bar. It should be noted that the number of particles and the amount of the partial charge of each particle are exactly the same as the System 1. The difference is that the charges in System 1 are randomly and independently distributed, while the charges in System 2 are bonded and correlated according to the equilibrium water system configuration.
All the numerical studies in this work are carried out by using our in-house MD package MOASP.
The accuracy in computing the electrostatic interactions is measured by the root means square (RMS) force error that is defined by
where F and F * are the computed and accurate electrostatic forces, respectively. The RMS force error will be called the "error" in short. The direct and reciprocal errors are defined similarly by replacing the electrostatic force in Eq. (20) with the direct and reciprocal forces, respectively. The direct force of MSME is computed in the same way as the Ewald summation, the accuracy of which has already been studied [16, 21] . Therefore, if not stated otherwise, the error estimate is developed only for the reciprocal error. 
The reciprocal error of the IK-MSME as a function of the splitting parameter β investigated in System 1. The chromatic solid line are errors computed from the IK-SPME method (parameters presented along with the lines), while the red "+", the green "×", the blue "⊡" and the pink "⊙" denote the reciprocal errors computed from the IK-MSME with M = 1, 2, 4 and 8, respectively.
The M = 1 IK-MSME is identical to the IK-SPME method. 
The reciprocal error of the AD-MSME as a function of the splitting parameter β investigated in System 1. The chromatic solid line are errors computed from the AD-SPME method (parameters presented along with the lines), while the red "+", the green "×", the blue "⊡" and the pink "⊙" denote the reciprocal errors computed from the AD-MSME with M = 1, 2, 4 and 8, respectively. The M = 1 AD-MSME is identical to the AD-SPME method. 
The reciprocal error of the AD-MSME as a function of the splitting parameter β investigated in System 2. The meaning of the symbols is the same as Fig. 4 . n = 8, K α = 32 and n = 4, K α = 32, 64, 128, 256. The M = 1 MSME is identical to the SPME that uses the same mesh (K α = 32) and interpolation order (n = 4). The accurate forces are computed by well-converged Ewald summations. In the Figures, the points present the reciprocal error of the MSME method, and the solid lines present the reciprocal error of the SPME method. The numerical phenomena of both force schemes in both systems are similar: At relatively small β, the accuracy of the MSME that uses M meshes matches the SPME that uses a mesh refined M times on three directions, while at relatively large β, the MSME error of M ≥ 2 roughly follows the error of SPME that uses twice of the B-spline interpolation order. These numerical results are clear evidences that support our claims I and II.
IV. DISCUSSION OF THE NUMERICAL PHENOMENA AND THE ERROR ES-
TIMATE
The numerical phenomena of the MSME observed in the testing systems are understood by the error estimate, which is derived under the framework proposed in Ref. [22] . It has been shown that the error of a pairwise interaction (electrostatic interaction is pairwise) is composed of three additive parts, which are the homogeneity, inhomogeneity and correlation
The homogeneity error stems from the fluctuation of the error force ∆F (see Eq. (20)), while the inhomogeneity error is due to the inhomogeneous charge distribution and is essentially the bias of ∆F . If the positions of the charges in the system are correlated (due to e.g. covalent bonds, hydrogen bonds, van der Waals interaction and so on), then the correlation error arises. The homogeneity and inhomogeneity error contributions are positive definite, while the correlation error contribution may be negative, which means that the charge correlation reduces the error in force computation [22] .
In this work, for simplicity, we assume that the charges are uniformly distributed, so the inhomogeneity error vanishes. The error estimate that only includes the homogeneity error is precise for the systems, in which the charges are uniformly and independently distributed (e.g. System 1). Besides the homogeneity error, we estimate the correlation error by using the nearest neighbor approximation technique [22] for System 2 (TIP3P water). This correlation error estimate can be directly extended to other rigid water models containing three point charges, like the SPC [27] , SPCE [28] and TIP4P [25] water models. The error estimate is provided without proof, and the readers are referred to the supplementary material for more details on the derivation of the error estimate. The supplementary material also provides the error kernels for the IK-and AD-MSME, from which the error estimates can be easily extended to systems that have non-uniform charge distributions.
A. ik-differentiation
Firstly we introduce the short-hand notation:
By using the definition ofφ n , we have the estimate of |Z α,l (m)| ≤ |m α /(m α + lK α )| n .
Noticing that −K α /2 ≤ m α < K α /2 and l = 0, |Z α,l (m)| is fast decaying w.r.t. growing |l|.
We further denote
G α,l (m) has the first powers of Z α,l (m), and G α,l 1 ;β,l 2 (m) has the second powers of Z α,l (m).
Therefore, in general, we have |G α,l (m)| ≫ |G α,l 1 ;β,l 2 (m)| for l = 0. The homogeneity error is estimated, for IK-MSME, by (see Eqs. (S52)-(S54))
On the r.h.s., E ik, (1) homo and E ik, (2) homo denote the first and second order homogeneity errors, respectively, and are defined by
In the estimates (26) and (27) , the function θ M is defined by
and is introduced by using the multiple staggered meshes. For the IK-MSME with M = 1
homo |, thus the first order error dominates the reciprocal error. This is why the error estimate of SPME (M = 1 MSME) only considered the first order contribution [14] .
In the cases of non-trivial IK-MSME where M ≥ 2, we compute the first order error (26) by
Here we explicitly write the dependency of the error estimate on the working parameters:
(number of mesh points) and M (number of meshes). The last equation holds because of the identity MlK
Thus the leading order error of MSME using M identical K 1 × K 2 × K 3 meshes is the same as the IK-SPME using an MK 1 × MK 2 × MK 3 mesh.
In the estimate of the second order error (27) , only the terms with α = β contribute significantly (will be shown by numerical examples later), and in this case l 1 = l 2 terms are much smaller than the l 1 = l 2 terms due to the fast decaying of Z α,l (m) w.r.t. |l|. Therefore, we have
The second equation holds because of the definition ofφ n (m), i.e. Eq. (9). Eq. (30) means that the second order error of the IK-MSME is approximately 1/ √ 2 times of the first order error of the IK-SPME method using twice order of the B-spline interpolation.
As the number of staggered meshes M increases, the first order error decreases, while the second order error does not. Therefore, the Claim II (see Sec. III) holds in the β range that the first order error decreases to smaller than the second order error. The Claim I holds in the complementary range, in which the first order error still dominates. The boundary of the ranges can be determined by solving the equation E ik, (1) homo (β, n, K , M) = E ik, (2) homo (β, n, K , M) w.r.t. variable β.
The correlation error in the water system contains bonded and non-bonded contributions.
The former is easily estimated by the nearest neighbor approximation with the knowledge of the O-H bond length and H-O-H angle, while the latter is partially estimated by the same technique with the knowledge of the radial distribution functions (RDFs). It should be noted that the estimate for the bonded correlation error is a priori, because the values of O-H bond length and H-O-H angle are set up by the water model, and are constrained over the simulations (for the rigid water models). By contrast, the estimate for the nonbonded correlation error is a posteriori, because the RDFs are, in general, computed out of the molecular configurations sampled by the simulation. Ref. [22] showed that, for a water system, the bonded contribution accounts for the substantial part of the correlation error, and is good enough for the applications like the parameter tuning [22] . Therefore, we only consider the nearest neighbor approximation for the bonded correlation error.
For the MSME using the ik-differentiation, the nearest neighbor approximation to the correlation error in a three-point-charge water system is (see Eq. (S65))
where the function T w provides the information of the bonded charge correlation in the water molecule, and is defined by 
B. Analytical differentiation
An extra error due to the "self-interaction" presents in the AD-SPME force computation, and can be removed by subtracting the analytic formula of the self-interaction from the force [22, 29] . For the AD-MSME, the self-interaction is given by (see Eq. (S79))
where we introduce the notations
We also have |F α,l (m)| ≫ |F α,l 1 ;β,l 2 (m)| for l = 0. When the self-interaction is removed, the homogeneity error of the AD-MSME is estimated as (see Eqs. (S93)-(S95))
where, similar to the IK-MSME, the homogeneity error of the AD-MSME is also composed of the first and second order contributions, which are defined by
The first order error in the estimate is
Thus the first order error of AD-MSME using M identical K 1 × K 2 × K 3 meshes is the same as the AD-SPME using a mesh M times finer on each direction, i.e. an MK 1 × MK 2 × MK 3 mesh.
In the second order error, only the terms with α = β, l 1 = l 2 contribute significantly, so we have the approximation
The last approximation holds because the IK-SPME is usually much more accuracy than the AD-SPME when the parameters are the same (see, e.g. Figs. 2 and 4 ). Eq. (41) means that the second order error of AD-MSME is roughly the same as the error of the AD-SPME with twice order of the B-spline interpolation.
Finally, the nearest neighbor approximation to the correlation error of AD-MSME is given by (see Eq. (S101))
V. NUMERICAL VALIDATION OF THE ERROR ESTIMATE
In this section we numerically check the quality of the error estimate. The reciprocal error of the MSME and the corresponding error estimate are shown in Figs. 6-9. The reciprocal error is obtained by comparing the MSME reciprocal force with a well converged terms in the Ewald summation, which become increasingly significant with larger parameter β [14] . In this work, we do not consider this contribution, because the error estimate would become too complicated.
The error estimates of the IK-and AD-MSME in System 2 are presented and compared with the actual error in Figs. 7 and 9 , respectively. Both the error estimates of IK-and AD-MSME are sharp, but they are less precise when β is smaller than 1.6 nm −1 . The maximum deviation at β = 0.6 nm −1 is 87%, which is acceptable for the applications like the parameter tuning [14, 22] . The error estimates without counting the correlation error are also presented (1) homo ) and second order (E ik, (2) homo ) homogeneity errors of the IK-MSME in System 1. The points plot the reciprocal errors of IK-MSME with M = 1 (red "+"), noticed that the error of IK-MSME is not sensitive to the charge correlation in the system, while the error of the AD-MSME is very sensitive to the charge correlation: At relatively small β, the charge correlation reduces the error by more than one order of magnitude. This reminds us that, if the correlation error is important but difficult to estimate, simply using the error estimates without considering the charge correlation may be more reliable for the IK-MSME than for the AD-MSME.
In Sec. IV, the Claims I and II were explained by the estimates of the first and second order homogeneity errors. We plot those of the IK-and AD-MSME for System 1 in Figs. 10 and 11, respectively. When M = 1 (MSME reduces to the SPME), the first order error dominates. This explains why only the first order error was estimated for the SPME. For the non-trivial MSME with M > 1, first order error dominates at the relatively small β, while the second order error dominates at the relatively large β. Therefore, we observe that the actual error firstly matches the first order error estimate at relatively small β, and then follows the second order error estimate at relatively large β. When the M increases, the (1) homo ) and second order (E ad, (2) homo ) homogeneity errors of AD-MSME in System 1. The meaning of the symbols is the same as Fig. 10 .
first order error decreases, but the second order error does not, therefore, the range that the first order error dominates shrinks. The dashed and dotted cyan lines in Figs. 10 and 11 denote the α = β and α = β contributions (see Eqs. (27) and (39)) in the second order error, respectively. The α = β contribution overlaps with the second order error, while the α = β contribution is at least one order of magnitude smaller, therefore, it is demonstrated that the α = β contribution dominates the second order error.
VI. CONCLUSION AND DISCUSSION
In this work, the multiple staggered mesh Ewald (MSME) method is proposed to improve the accuracy of the smooth particle mesh Ewald (SPME) method. It takes the average of the SPME reciprocal forces computed on M staggered meshes, and achieves, in a certain parameter range, the same accuracy as the SPME that uses M 3 times more mesh points. In the complementary parameter range, it is almost as accurate as the SPME that uses twice order of the B-spline interpolation. The reduction of the necessary FFT mesh points is particularly interesting for the massively parallel computation of the electrostatic interaction, because the FFT is a well known bottleneck in the parallel implementation due to the intensive all-to-all data communications among the processors.
The accuracy of the MSME is understood by a systematical error estimate. We prove that the multiple staggered meshes reduce the first order part of the error as much as refining the FFT mesh in the SPME, and does not change the second order part, which is roughly the same as doubling the interpolation order in the SPME. The error estimate and the theoretical analysis on different orders of the error are validated by both a uniform and uncorrelated charge system and a three-point-charge rigid water model. The error estimate developed in this work is significant not only because it explains the numerical phenomena of MSME, but also because it is of key importance in the parameter tuning.
The difference between the B function used by us (Eq. (11)) and that proposed in the original SPME paper (Eq. (13)) should be noticed in the implementation of MSME.
The number of floating point operations of the MSME method (reciprocal space only)
is M times more than the SPME method. However, it does not mean that the time to solution is also M times longer. It is worth noting that the operations on the M meshes are independent and identical (regardless of the constant shifts of the meshes), thus, it is possible to utilize the single instruction multiple data (SIMD) architecture that is widely provided by the modern processors to greatly reduce the time to solution. For example, the Intel's AVX SIMD processes 4 floating point numbers of double precision at once, which means that the ideal time to solution of an M = 4 MSME can be as short as the SPME that does not use SIMD. In this work, we do not measure the wall execution time of the MSME, nor to compare it to the SPME. One reason is that the current implementation of MSME in MOASP does not use the SIMD architecture, therefore, the execution time would not reflect the highest performance one may obtain from MSME. Secondly, the focus of this work is to introduce the method, and to provide the theoretical analysis on the accuracy.
The future work of MSME would be to optimize the implementation of the method, and to systematically test its performance on different hardware.
