Abstract
Introduction
Computer analysis methods of mammographic images which are based on image processing techniques have been used in various fields, including the improvement of mammographic features, detecting and locating suspicious areas and classification of the micro-calcification clusters. Many of the methods in micro-calcification computer analysis, fractions mammogram to binary areas at first which each area fractioned image showing a micro-calcification. Then the feature analyze would be done on these binary images. Calcification clusters shapes and sizes can be very possible to be associated with cancer complications. Also gray levels values which represents local structure of clusters, have an important role in micro-calcification actual interpretation.
Researchers have different methods for extracting cancer masses. The LI fraction the suspicious areas by fractionation adaptive. Petrik suggested fractions based on improving contrast according to the density and Zheng recommended high-pass filter for the mass fractions. In this paper, a back propagation neural network with normal and abnormal input samples are taught. At new mammogram, suspicious areas are extracted by using growth areas and neural network determine the mass type by using features of the suspected areas.
In section 2, the method used for preprocessing input mammogram, feature extracted, the neural network used, and suspicious mass fractionated method have been described. In Section 3 the test results has been provided and in section 4 they have been concluded.
The proposed method
Automatic detection system used in this article has been shown in figure 1. Input mammogram in the first step will be improved by using the histogram integration methods and morphology operators. In the next step, Statistical features and pixels spatial correlation are extracted. Then classifier with these features will be trained and finally the test would be done on the new mass.
In the test step, the areas placed in abnormal classes by the neural network, as the core are given to the growth suspected areas method and then by applying competitive phase adaptive based on entropy noise removal and extracting masses would be done. 
A) integration of the histogram
If we consider the histogram of a mammogram as a probability distribution, according to information theory, Mammograms produced uniform histogram, have more information itself. If the histogram were uniform as much as possible, to the greatest amount of entropy would be reached and mammogram image would be improved. To uniform histogram to the fractionated areas independently the Histogram adaptive integration method can be used. However some normal tissues and noises would be improved [2] .
morphology Operators

C
Morphology methods and defining the borderoperators can be used to make improvement. This process is performed by making improvements in the features which are similar to point and through the morphology process Top-hat. This operator is used to scan objects with different light background in the images with a non-uniform lighting background. Formula used for this function is as follows:
Which A is the input image, B is the preprocessing image, SE is the structure element, o is the opening operator and -is the two images difference operator. After the difference image operation was performed, the Top of the original image A represent the area we are looking for.
Feature Extraction
A mammogram usually involves a lot of diverse information which represents the different tissues, blood vessels, skin, breast, the edge of the breast, mammography film, and features related to the imaging device [7] . To obtain a good detection system which can categorize normal or abnormal mammograms areas, we have to give all the mammograms information to the recognition system so the system is able to recognize normal and abnormal tissues correctly. However, the use of diverse information Leads to obtain high-dimensional feature vectors and reduce identify accuracy and increases the computational load. Therefore by eliminating unrelated information, you can get reliable mammogram descriptors [4] . In this article, the statistical characteristics and the occurrence matrix features have been used to describe and classify different tissues.
a) statistical properties of tissue
According to the idea that the masses of the same kind the of their neighbors, have the same tissue features, the tissues statistical features can be used for Classification of normal, malignant and benign tissues. Features used in this article includes the mean, standard deviation, smoothness, third moment, Uniformity and Entropy [6.3] . In the figure 2 some examples of normal and abnormal tissues have been shown in the image mdb028.pgm. The histogram correspond to these tissues is shown in Figure 3 . It is evident that the abnormal tissue histogram of brighter gray levels has more value than normal. 
Use of the occurrence matrix
The first level histogram of gray levels, gives the probability distribution of a gray area occurrence in the image. 
7-2 Category 8-2 A) Neural Networks
In the case that the Knowledge Expert System not expressed clearly and cannot be expressed in the form of self-rule regions, neural networks would be used widely. Artificial neural networks can be used at mammograms reviews. The neural network used here is the BackPropagation Nueral Network.
9-2 Fuzzy clustering
Fuzzy clustering is the process of classifying a set of unlabeled patterns to some clusters so that similar patterns attributed to a cluster. The hard clustering techniques, compared each member of the data exactly to a cluster. Algorithm FCM and its derivatives are used successfully in many cases, such as pattern recognition, classification, data mining, and scan images. It is also used for data analysis and model. Usually the FCM consists of several administrative steps. In the first step, the initial cluster center selected randomly of input data. Then, on the next steps, after successive iterations of the algorithm, the result will converge to the actual data clusters. As a result, the selection of the initial set of cluster centers is very important for the algorithm FCM. By the way choosing a good set of initial cluster centers is difficult. [9.10.11] In this article for fractions breast of background, algorithm FCM has been used with the euclidean distance.
10-2 Mass fractions based on adaptive neighborhood
First those who use the comparative neighborhood to improve the contrast of mammogram images were Gordon and Rangayyan [4] . The suggested method included growth background. Morrow improved this method by a new definition of the background areas [7] . The algorithm improves the contrast comparative neighborhood acts as follows: Initial core, pixels is with a maximum amount of light.
Other pixels in addition to have more high brightness compared to other pixels, must have a minimum distance of other cores. This condition Prevent of created core as aggregation in an area. The process to develop the areas of connected pixels and similar to core are be considered as the background. Similar to the pixel brightness difference means less than a certain limit. This value is considered in the implementation stage equal to 10. This growth continues until Tape width 3 pixels be obtained for the background. Background pixels are pixels that are not similar to the core. The new value of the cells pixel is obtained on the basis of the contrast between the foreground and background areas [3.5]
Threshold-based entropy
In the next step, first we determine the membership degree of each pixel to the class of the field, noise and edge by the phase competition method and eliminate the possible noises. Then in the windows 10 × 10 entropy change curve is plotted for different thresholds and at the peak, the threshold is performed. As a result, the threshold of as comparative is performed for areas with different lighting. So cancerous areas (True Positive) that have been diagnosed correctly would increases and the number of areas that go wrong in cancer group (False Positive) reduced.
Test results
To evaluate the proposed method of database MIAS, Mini Mammographic has been used. The database MIAS specify each mammogram with a circle. The information includes an estimate of the mass and radius of it. Since the mass of non-normal is not necessarily circular, the masses provided with this view can be a normal tissue. Therefore for training and test, the areas with the size 35 × 35 to the center abnormal mass, have been chosen because the mass center has the most importance.
1-3 Classification with statistical features
Of the 238 areas existing in the MIAS database, 119 areas have been used for training which there are 60 abnormal areas and 59 normal areas among them. 6 Statistical area features evaluated after normalization was given to the nervous network input layer. Total mass of the second and third layers of the nervous network were respectively6 and 3. The average correct diagnosis in the training step is equal to 96.6% (4 error in 119 samples). For the number of layers in the testing phase, it classified wrongly to 8 abnormal areas and 10 normal areas (table 1) .
Classification by characteristics of the occurrence
For the characteristics of the place, d=1, -45 ° angles, 0°and 45° have been used. Neural network architecture for the previous section, for the angle 45° 11 normal areas and 10 abnormal areas, for the angle 0° 15 normal areas and 14 abnormal areas, for the angle -45 ° 12 normal areas and 11 abnormal areas were classified wrongly (table 2) . Learning curve for the 38 features with the neural network is shown in Figure 4 . After 32 APEC the training error has arrived zero.
Figure 4: Error changes curve in neural network training for the 38 Features
Test results are shown in Table 3 , taking into account all the features and PCA actions to reduce the dimensions of the features. 
Mass extraction
For the images fractionated and obtain the exact location of the mass, the growth method based on the area has been used. The best answer has obtained for the total of 20 primordial nucleus and the connection equal to 10. Cells were selected in areas which mask the tissue fractions were diagnosed suspected tumors. In Figure 5 , the result of fractions image using an algorithm the growth of the areas has been shown. 
Discussion
In the suggested method due to using the threshold adaptive fuzzy which works similar to the human visual system, diagnostic power of in areas with low contrast has been increased dramatically. An important advantage of the human eye toward intelligent systems, is the micro calcification detection in dense areas. With the adaptive threshold, reduce the threshold value in the areas of clear (Which equates to identify clusters in dense areas as result of increase in TP). And increase it in the dark areas which leads to FP reduction. Actually we are do it in the opposite of the background lightening. The use of fuzzy methods to fractionation the chest area, matches the uncertain nature of breast tissue.
Also mask applied to fractionation tissue with large steps, then applying the more accurate it in suspected areas can help to increase the speed of proposed method. The use of boundary features surrounding masses of torque and the edge of the histogram can be used to improve the proposed method. You can also use methods based on genetic algorithms to determine the best features.
Conclusion
In this paper, a system for classification, fractionation of cancerous mass was presented and the performance of different features extracted from the masses were studied. PCA method was used to reduce the size of the features and it is evident that the reduction in size will not compromise the accuracy of the detection system. Use angle ° 45 to achieve the characteristics of the place has obtained the best results and increase the accuracy. The growth areas technique has been used to fractionation images which its results shows that this method has the best adapted to the actual location of the masses. 
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