We present measurements of the redshift-space three-point correlation function of 50,967 Luminous Red Galaxies (LRGs) from Data Release 3 (DR3) of the Sloan Digital Sky Survey (SDSS). We have studied the shape dependence of the reduced three-point correlation function (Q z (s, q, θ)) on three different scales, s = 4, 7 and 10 h −1 Mpc, and over the range of 1 < q < 3 and 0 • < θ < 180 • . On small scales (s = 4 h −1 Mpc), Q z is nearly constant, with little change as a function of q and θ. However, there is evidence for a shallow U-shaped behaviour (with θ) which is expected from theoretical modeling of Q z (s, q, θ) . On larger scales (s = 7 and 10 h −1 Mpc), the U-shaped anisotropy in Q z (with θ) is more clearly detected. We compare this shape-dependence in Q z (s, q, θ) with that seen in mock galaxy catalogues which were generated by populating the dark matter halos in large N-body simulations with mock galaxies using various Halo Occupation Distributions (HOD). We find that the combination of the observed number density of LRGs, the (redshift-space) two-point correlation function and Q z (s, q, θ) provides a strong constraint on the allowed HOD parameters (M min , M 1 , α) and breaks key degeneracies between these parameters. For example, our observed Q z (s, q, θ) disfavors mock catalogues that overpopulate massive dark matter halos with many LRG satellites. We also estimate the linear bias of LRGs to be b = 1.87 ± 0.07 in excellent agreement with other measurements.
INTRODUCTION
The use of correlation functions as probes of the large-scale structure in the Universe has a well established history in cosmology (see Peebles 1980, and references therein) . The lowest order correlation function, the two-point correlation function (2PCF), compares the number of pairs of particles (dark matter or galaxies) as a function of their separation, to that expected from a random distribution. It is therefore, an indicator of the strength of clustering. Next in the hierarchy is the three-point correlation function (3PCF), which compares the number of particle triplets, as a function of the triangle shape, to a random distribution. In recent years, with the advent of large galaxy catalogues like the Sloan Digital Sky Survey (SDSS), there has been considerable interest in accurate measurements of the 2PCF and 3PCF. Combining measurements of both 2PCF and 3PCF provides significantly improved constraints on cosmological parameters (Sefusatti et al. 2006) .
Measuring the 3PCF is computationally intense as the number of triplets scales as N 3 and thus becomes prohibitive for large samples. In the last few years, optimal algorithms such as NPT (Moore et al. 2001; Nichol et al. 2003; Gray et al. 2004 ) and similar treebased algorithms (Szapudi et al. 2001 ) have been developed, making studies of the higher-order clustering tractable on modern-day computational clusters and grids (Nichol et al. 2005) . We use the NPT algorithm in this paper.
In addition, there have been recent improvements in our understanding of the 3PCF (Scoccimarro et al. 2001; Cooray & Sheth 2002; Takada & Jain 2003; Wang et al. 2004 ). These are based on the "halo model" approach, which relates the galaxy 3PCF to that of the underlying dark matter. This approach allows measures of the 3PCF to constrain cosmology and galaxy formation models. Issues of computation and interpretation aside, the measurement itself has been difficult, i.e., previous measurements of the 3PCF have been greatly affected by the presence of rare large-scale structures in the data. For example, Croton et al. (2004) , and Nichol et al. (2006) have all shown that superclusters present in the the 2dFGRS (Folkes et al. 1999; Colless et al. 2001 ) and SDSS Data Release One (DR1) can influence the 3PCF significantly on large scales (∼ 10 h −1 Mpc ). These authors point out the need for samples with large enough volume to "average out" such large-scale structures. The SDSS Luminous Red Galaxy (LRG) sample is well-suited for this purpose as it surveys a volume of ∼ 1 Gpc 3 h −3 (see Figure  1 in Eisenstein et. al. 2005) for the comparison of effective volumes for different surveys.
This paper is organized as follows. In Section 2, we present the sample of LRGs used in our analysis and the measurement of the LRG 3PCF with a full error analysis. In Section 3.2, we discuss our method for preparing mock LRG catalogues, while Section 3.3 contains the measurements of 2PCF and 3PCF from these mock catalogues. We discuss our results in Section 4 and conclude in Section 5. Throughout the paper, we have assumed a ΛCDM cosmology with ΩΛ = 0.7, Ωm = 0.3 and H0 = 100 km s −1 Mpc −1 (h = 1) unless stated otherwise.
SDSS DATA AND 3PCF MEASUREMENT

Data
The Sloan Digital Sky Survey is discussed in a series of technical papers (Fukugita et al. 1996 , Gunn et al. 1998 , York et al. 2000 , Hogg et al. 2001 , Stoughton et al. 2002 , Strauss et al. 2002 , Smith et al. 2002 , Pier et al. 2003 , Blanton et al. 2003b , Ivezic et al. 2004 , Abazajian et al. 2005 , Gunn et al. 2006 , Tucker et al. 2006 . In this paper, we use 50,967 spectroscopically selected LRGs as discussed in detail by Eisenstein et al (2005) and were used to detect and measure the Baryon Acoustic Oscillation peak in the large-scale 2PCF. The details of the LRG selection algorithm are discussed in Eisenstein et al. (2001) . Briefly, our sample is based on the SDSS Data Release 3 (DR3) and spans a redshift range of 0.15 < z < 0.55 with a gband absolute magnitude range of −23.2 < Mg < −21.2. The comoving density is 9.7 × 10 −5 Mpc 3 h −3 , which is approximately constant upto a redshift of z = 0.36 and drops thereafter (Eisenstein et. al. 2005) . For the calculations of the correlation functions (see Szapudi & Szalay 1998) , we use exactly the same random catalogues as Eisenstein et al. (2005) , which contain 16 times the number of galaxies as in the real data and have the same selection function as the real data.
Results of 3PCF measurement
In order to study the dependence of 3PCF on triangle configuration, one needs to parametrize the shape of the triangle. If s12, s23, s31 are the lengths of the three sides of a triangle, then a commonly used parametrization is given as (s, q, θ) with s = s12, q = s23/s12 and θ the angle between s12 and s23. Then we can define the reduced 3PCF (Qz(s, q, θ) ), which is the ratio of the 3PCF (ζ(s, q, θ)), to the sum of the products of the 2PCFs for the three sides (see Groth & Peebles 1977) , or Qz = ζ(s, q, θ) ξ(s12)ξ(s23) + ξ(s23)ξ(s31) + ξ(s31)ξ(s12)
.
(1) This is also known as the "hierarchical ansatz" (Peebles 1980 ) and the subscript z denotes measurements made in redshift-space. One recent issue discussed by Gaztañaga & Scoccimarro (2005; GS05 henceforth ) is the effect of binning resolution on the shape of the observed Qz(s, q, θ) which potentially hinders our ability to measure the characteristic U-shaped anisotropy (between "open" and "collapsed" triangle configurations) witnessed in N-body simulations (GS05, Fosalba, Pan & Szapudi 2005) . The first measurements of the 3PCF from the 2dFGRS (e.g. ) and SDSS (e.g. Nichol et al. 2006) show evidence for this expected Ushaped dependence, but it is not as strong as expected from simulations. Therefore, we measure our Qz(s, q, θ) in as narrow bins of s, q and θ as possible. We use ∆s = 0.2 h −1 Mpc and ∆q = 0.2 for s and q respectively, while we use ∆θ = π/50, giving potentially 50 bins in θ (we actually only measure the alternate bins in θ, giving 25 in total). Making the θ bins any smaller than this value would lead to very small triangle counts in each bin (i.e. < 10 triplets in some bins), which would then require larger bins in s and q. This binning scheme represents the narrowest set of bins we can construct for our sample of LRGs. However, as demonstrated in Figure 1 , this binning scheme is much better than previous measurements and does resolve the shape-dependence of Qz.
In Figure 2 , we show our measurement of the redshiftspace reduced 3PCF, Qz(s, q, θ) , on scales of s = 4, 7 and 10 h −1 Mpc . We also present these data in Tables A1, A2 and A3 in the Appendix. These scales closely match the s scales used in Figure 2 of GS05 (3, 6 and 12 h −1 Mpc respectively in their figure). Measurement of the 3PCF become unreliable on scales less than 4 h −1 Mpc because of the small number of triplets in each bin, i.e., we have < 10 triangles. On s scales greater than 10 h −1 Mpc , our measurement of the 3PCF from this LRG sample become noisy, e.g., at s = 18 h −1 Mpc (a scale used in GS05) , it is difficult to detect the shapedependence in the Qz(s, q, θ) given the large error bars (see Figure 3 ).
Determination of Errors
The error bars on both the 2PCF and 3PCF were estimated using the jack-knife resampling technique (Scranton et al. 2002; Zehavi et al. 2005) . We spilt our sample into 11 (almost) equal area subsets, and then by omitting each of these subsets one-by-one, we repeat the measurement of Qz eleven times to compute the r.m.s. variation between Figure 1 . The effect of binning on the shape of the observed Qz(s, q, θ) . We compare here our measurement for the reduced 3PCF for the triangle configuration of s = 10 h −1 Mpc and q = 2. Also shown is the coarse binning scheme of Nichol et al. (2006) for the same triangle configuration. Errors on both measurements are from jack-knife resampling (see text for explanation). The coarser (wider) bins tend to "smooth out" features in the Qz(s, q, θ) as proposed by GS05. these measurements. This process provides an estimate of the covariance matrix, with the diagonal element of these matrix shown as error bars in our figures. We present in Figure 4 an example of one of our covariance matrices.
One of the advantages of using the jack-knife error technique is demonstrated in Nichol et al. (2006) who used the different Qz(s, q, θ) measurements for the different jackknifes samples to investigate the influence of large-scale structures (e.g. isolated in a single sub-region) on the measurement of the entire sample of galaxies. In Figures 5, 6 and 7 we present the individual measurements of Qz for the eleven jack-knife samples for the three scales, i.e., s = 4, 7 and 10 h −1 Mpc . The first three panels of Figures 5, 6 and 7 show the absolute value of the percentage difference between the individual eleven jack-knife measurements compared to the measurement from the whole LRG sample. These panels demonstrate that there is no single "rogue" sub-region that dominate the error on the 3PCF, unlike the findings of Nichol et al. (2006) that found the 3PCF of the SDSS main galaxies was dominated by the presence of the "Sloan Great Wall".
The last (lower right) panel of Figures 5, 6 and 7 compare our estimation of the errors on Qz(s, q, θ) for the whole LRG sample with the expected Poisson error for the number of triplets in each bin. For the 4 and 7 h −1 Mpc scales, the Poission errors are approximately the same as the jack-knife errors indicating that on these scales the main source of error is simply shot-noise. Therefore, bigger samples of LRG galaxies will improve the measurement of the 3PCF on these small scale. However, in Figure 7 (right panel), we see a different behavior, with the jack-knife errors being three times larger than the Poission errors. This demonstrates that on these larger scale the correlation function bins are highly Figure 2 . Our measurements of Qz(s, q, θ) for three different ranges of triangle scale (s; see label in each panel) and different q values (see all panels for definitions). The dependence of Qz(s, q, θ) on the q parameter does not appear to be strong. We do see the gradual emergence of the expected U-shaped behaviour of Qz(s, q, θ) going from s = 4 to s = 10 h −1 Mpc . We do not plot the errorbars for 0.9 < q < 1.1 to avoid overcrowding while errorbars for 2.9 < q < 3.1 are plotted with an artifical offset of -0.02. Note that the y-axis in the top panel covers a small range of Qz(s, q, θ) values than the other two panels. Also, the s ranges shown only apply to the panels they appear in, while the q symbol definitions apply to all three panels correlated by the large-scale structure in the Universe. The stability of the jack-knife errors on these large scales (s = 10 h −1 Mpc ) also confirms that the jack-knife technique has captured such correlations between the bins and is a better measure of the true error on these scales.
CORRELATION FUNCTIONS OF MOCK CATALOGUES
The Halo Model
We use mock catalogs based on the halo model to interpret our measurements of the LRG 3PCF. Briefly, let p(N |M ) denote the probability that a halo of mass M contains N LRGs. The first moment of this probability distribution, . We present here the normalized covariance matrix for the 3PCF for the triangle configuration of 9.9 < s < 10.1 h −1 Mpc with 1.9 < q < 2.1. See Figure 7 for further explanation.
N |M , gives the mean number of LRGs in a halo of mass M ; it is sometimes called the Halo Occupation Distribution (HOD). We use the following parameterized form for this relation:
The terms central and satellite have the following meanings. In halos which host more than one LRG, the first LRG is placed at the halo center and is called the central galaxy; the others are distributed around this center and are called satellites. The expressions above show that there is assumed to be a reasonably sharp mass threshold Mmin below which halos are increasingly (exponentially) unlikely to host even one (central) LRG. More massive halos which host a central LRG may also host satellites, the typical number of which is assumed to scale as a power law in halo mass: M1 denotes the mass required to host at least one satellite, and the slope of the power law, α, describes how quickly the mean number of satellites increases with mass. Zehavi et al. (2005) have shown that this parametrization, with M1 ≈ 23Mmin and α ≈ 1 provides a good desription of the HOD for galaxies above some threshold luminosity in the SDSS Main Galaxy Sample (Mmin increases with increasing threshold luminosity). The expressions above specify only the mean of p(N |M ). When inserted into the halo model, this is only sufficient to estimate the mean number density of LRGs. To predict the 2PCF, a model for the second moment of this distribution is required; the third moment of p(N |M ) is required for the 3PCF. We specify the entire hierarchy of correlation functions by assuming that the number of satellites in a halo which contains a central LRG is drawn from a Poisson distribution with mean Nsat(M ). This Poisson satellite assumption is motivated by results in Kravtsov et al. (2004) , and was used by Zehavi et al. (2005) in their study of the luminosity dependence of the 2PCF in the SDSS Main Galaxy Sample.
Mock Catalogues
We begin with dark matter halo catalogues generated from a set of six cosmological N-body simulations with a box size of 512 3 (h −1 Mpc) 3 , containing 256 3 particles of mass 8.28 ×10 11 M⊙. The N-body simulations are generated using the Hydra code (Couchman et al. 1995) in collisionless particle-particle-particle-mesh (P 3 M) mode with 256 3 force grids and a Plummer softening length of 0.2h −1 Mpc (see Seo & Eisenstein 2005 for more details about these simulations). The cosmological parameters used to generate the simulation are Ωm = 0.27, ΩΛ = 0.73, h = 0.72, σ8 = 0.9 and n = 0.99, in agreement with the WMAP1 best-fit values. Halos in these simulations were detected using the friendsof-friends algorithm (Davis et al. 1985) with a linking length of 0.6h −1 Mpc and a minimum group multiplicity of 20 particles. We note that these simulations do not use the more conventional b = 0.2 linking length and therefore, our halo masses will exceed the halo masses from more conventional simulations (e.g. which are closer to M200). We have checked that our mass functions are approximately the same as the Sheth & Tormen (1999) z = 0 mass function but with all the masses scaled by 1.5. Our mass functions can therefore be thought of as representing the expected mass functions in the near future and, at a fixed number density, we would not expect the HOD for these massive LRGs to have evolve significantly. This should make comparisons with other HODs in the literature easier, but such issues should be taken into account when performing detailed comparisons with our best-fit Mmin and M1 values, although α should not be different 1 .
Initially, we use a halo catalogue generated from one of the six simulations, henceforth called the parent simulation, and then use the halo model to populate the dark matter Figure 5 . The absolute percentage difference between the 3PCFs of the 11 jack-knife datasets discussed in the text and the full dataset for the s = 4 h −1 Mpc scale (first three panels). No single jack-knife estimation dominates the difference between these measurements, thus indicating the LRG sample is a fair sample of the Universe on this scale. Last panels (lower right) shows the comparison of the errors with the expected Poisson errors. The green triangles are for q = 1, black squares are for q = 2 and red diamonds are for q = 3. halos in the simulations with central and satellite LRGs. The halo model has three free parameters, and so we construct mock catalogs which have a range of Mmin, M1 and α. Specifically, Mmin spans the range from the minimum halo mass in the simulation (called M sim min ) to the maximum halo mass (called M sim max ) in the simulation using integer steps of the value of 1×10 13 M⊙. By varying M1 from Mmin to M sim max in the steps of M sim min , we also find a range of M1 values for each Mmin. As Nsat in Eqns 2 & 3 changes slowly over this range, we sample it in logarithmic steps of 0.1. Using the value of M sim min to increment M1 assures we have a reasonably fine grid of models to test against the observations. The slope α was allowed to vary from 0.9 (the value obtained by Zehavi et al. (2005) for their faintest galaxy sample) to 4 in increments of 0.1.
We compute the mean number of galaxies associated with each HOD and reject those cases in which the associated number density differs by more than 5% from the observed mean density of LRGs in our sample (this latter was estimated from a volume-limited subsample). Eisenstein et al. (2005) show that the comoving density is constant for the redshift range 0.16 < z < 0.36. Only 354 different combinations of HOD parameters survive this test.
For each of the 354 allowed set of HOD parameters, we populate the dark matter halos in the simulations as follows. We bin all halos into 300 equal mass bins between M sim min and M sim max . If Ni denotes the number of halos in the ith bin, then we choose Ni exp − (Mmin/Mi) halos at random from Ni and assign them a central LRG. The central LRG is assigned the same spatial coordinates as the cen- ter of mass of its host halo. For halos which host a central LRG, the number of satellite LRGs was drawn from a Poisson distribution with mean given by Eqn 3. The positions of these satellite LRGs were assigned using the NFW (Navarro, Frenk & White 1997 ) density profile. Since our measurements are in redshift space, we must also model the peculiar velocities of our mock LRGs. We work in the "distant observer approximation", meaning that redshift space effects are incorporated by adding peculiar velocities to the z-components of the position vectors of the mock galaxies. Figure 9 . We present here slices in χ 2 -space (we have normalized these curves by the minimum χ 2 of all the 354 mocks). Each curve corresponds to a unique set of M min and M 1 combinations, as a function of α. The thick, coloured curves are the three preferred solutions discussed in the text. The solid black circles on each of the solid curves corresponds to the solution chosen from that group for the analysis in this paper. We note that some of the curves do not span a full range of α values because these combinations of the three HOD parameters have been excluded by our initial number density constraint, e.g., the magenta curve. Also, curves with parameters that yield (normalized) χ 2 > 60 are not plotted here.
This was done as follows. The central LRG in a halo is assumed to have the same velocity vector as its host, so redshift space distortions are due to the z-component of the halo's velocity vector, vz. The satellites are assumed to be in approximately virial equilibrium; to model this, the velocity of a satellite is given by adding a random Gaussian number with rms σz ∝ M 1/3 halo to vz before combining with the z-component of the spatial position (Sheth & Diaferio 2001) . We populate the halos of the other five simulations using the set of allowed HOD parameters derived from the parent simulation (only the parent simulation satisfies the number density constraint discussed above, while the other five mocks can violate this constraint). Thus, for each allowed set of HOD parameters, we have six mock catalogues all in redshift-space.
Testing the Mocks
In this section, we compare our mock catalogues with the real SDSS data. Using the same initial simulation as discussed in Section 3.2, we measure the 2PCF for each of the 354 allowed mocks. We then define a χ 2 from the difference between the 2PCF measured in the mock and the real data, over the range 0.89 < s < 57 h −1 Mpc (corresponding to 18 bins in separation). For this comparison, we use the full covariance matrix obtained for the real data ( Figure 8 ) using 20 jack-knife sub-samples (instead of 11). We have used more jack-knife regions here than for the 3PCF above (see Section 2.2), as it provides a more stable inversion of the covariance matrix on small scales (0.89 < s < 9 h −1 Mpc ). Figure 9 shows individual slices through the (normalised) χ 2 surface as defined by the Mmin and M1 HOD parameters for the 354 allowed mock catalogues. As can be seen, there are 3 distinct curves (or "valleys") in this 3D parameter space of Mmin, M1 and α that possess the three lowest minima in the χ 2 surface. These three curves are highlighted (in colour) in Figure 9 and have the values of Mmin = 7.66 × 10 13 M⊙, M1 = 4.7 × 10 14 (magenta); Mmin = 7.66 × 10 13 M⊙, M1 = 7.6 × 10 14 M⊙ (cyan); and Mmin = 6.66 × 10 13 M⊙, M1 = 1.3 × 10 15 M⊙ (blue). In Figure 10 , we show the mean and rms variation (from the six mocks) for both the 2PCF and 3PCF for these three sets of HOD parameters with the lowest χ 2 values shown in Figure  9 . Table 1 provides the best fit HOD parameters.
DISCUSSION
In Figure 2 , we show the shape dependence of the reduced 3PCF (Qz(s, q, θ) ) for the Luminous Red Galaxy sample presented in Eisenstein et al. (2005) . On small scales (3.7 < s < 4.3h −1 Mpc ), our Qz(s, q, θ) is nearly constant for all values of q (consistent with the original findings of Groth & Peebles 1977) . There is however clear evidence for a shallow U-shaped anisotropy between "open" triangles (defined to be triangle configurations at the ends of the θ range) and "collapsed" trianges (configurations with intermediate θ values). The absence of a strong U-shape, especially at the ends of the θ range, suggests the lack of strong "Fingers-of-God" (FOG) for these LRGs, which is to be expected as many halos only possess one, or a few, LRGs. For example, approximately 50% of cluster-size halos in our mocks (masses of > 10 14 M⊙) only have a single LRG. This can be contrasted to the sharp U-shaped behaviour (at θ ≃ 0 and θ ≃ 180 degrees) on small scales seen in the dark matter simulations of GS05.
On larger scales (s = 7 and s = 10 h −1 Mpc ), the broad U-shaped anisotropy of the reduced 3PCF becomes more pronounced, due to the emergence of the large-scale filamentary structure in the Universe. This is now in qualitative agreement with earlier results (Frieman & Gaztanaga 1999) and expectations from N-body simulations (but still less than predicted, on these scales, by GS05). A more detailed comparsion of the observed 3PCFs and dark matter simulations will be required and is beyond the scope of this paper.
Throughout this paper, we have used the same 3PCF parametrization of the triangle configurations as GS05 (s, q, θ) to allow for easy comparison with their work and other recent measurements of the 3PCF (Gaztanaga et al. 2005; Nichol et al. 2006 ). However, we note that this parametrization can lead to some triangles being represented more than once in different bins. We have not corrected for this effect here but stress that our jack-knife errors will include any extra correlations due to this effect. This may explain some of the significant off-diagonal elements in the covariance matrices ( Figure 4 ). We note that our mock catalogues have been analysed in the exact same way as the real data and therefore, also include such issues. We also use the narrowest bins possible in s,q and θ, which will minimize this effect and keep the bins as independent as possible.
Instead, we have used the halo model to understand the Figure 10 . We present the 2PCF and 3PCF of the mock LRG catalogues from three "best" mocks discussed in the text, i.e., the three mock catalogues with the lowest χ 2 . The colour scheme follows the same one used in Figure 9 . For each row, from left to right, we show the measurements of the 2PCF (both mock and real data), the 3PCF at the scale 3.7 < s < 4.3 h −1 Mpc , the 3PCF at the scale 6.9 < s < 7.1 h −1 Mpc and the 3PCF at the scale 9.9 < s < 10.1 h −1 Mpc . For the 3PCF, we only show the 1.9 < q < 2.1 bin. The measurements for the mocks are the mean and variance over the 6 simulations available to us. In each group, we see excellent agreement between the 2PCF of the mocks and real data. However, 3PCFs behave very differently.
LRG 3PCF in redshift-space. We have used dark matter halos from large N-body simulations to create mock galaxy catalogues which are tested against the real data using both their mean number density of galaxies and 2PCF. We find that our mock catalogues fall into three distinct groupings (which possess the lowest χ 2 fits to the real data) as defined by their HOD parameters (Mmin, M1, α). In reality however, our 2PCF fits (in Section 3.3), are insensitive to Mmin (the minimum mass of a halo to hold a central galaxy) because it is initially constrained by our requirement on the number density of LRGs. Therefore, only M1 and α are allowed to change and as demonstrated in Figure 10 (first column) there are multiple combinations of these two parameters that give good fits to the 2PCF. Figure 9 clearly shows the degeneracy between M1 and α. However, Figure 10 demonstrates that the 3PCF can break this degeneracy between these parameters as the Qz(s, q, θ) from the mocks changes significantly as M1 and α are varied (while the 2PCF remain almost identical). It is worth discussing here the size of the error bars on our Qz(s, q, θ) measurements for the mocks (i.e., the variance between the 6 mock catalogues used herein) shown in Figure 10 . In particular, the error bars for Groups 2 & 3 in Figure 10 are significantly larger than those for Group 1 and are caused by two of the six dark matter simulations having significantly more massive halos than the other four. This is illustrated in Figure 11 . We denote these two "rogue" simulations as sim1 and sim2, and if we omit these two simulations when computing the mean and variance, then our fits to the 2PCFs and 3PCFs are significantly better with smaller errors, see Figure 12 (columns 2, 3 and 4).
To understand this further, we show in Figure 13 a 50 h −1 Mpc thick slice for one of our mock galaxy catalogues generated using the sim1 simulation and using the Group 3 HOD parameters shown in Figures 10 and 12. As expected with such a high value of α in the HOD, the most massive halos in the mass function become heavily populated with satellite LRGs and therefore, produce very strong FOG (along the z-direction). This is clearly not realistic.
We also note that in the case of Group 3 in Figure  12 , the agreement between the real and mock 2PCF has decreased on small scales. This is due to the removal of the heavily populated mass halos in sim1 and sim2, which mostly affect the 1-halo term, leaving the 2-halo term (on quasi-linear to linear scales) unaffected because it is fixed by the initial number density constraint set on these mock catalogues, i.e., the number density constraint imposes a mass threshold for the halos which contain a central galaxy, which in turn, sets the threshold for the mass peaks that can enter into the 2-point calculation.
This work demonstrates the degeneracy between the M1 and α HOD parameters and how one can overpopulate the Figure 11 ). Even after omitting these two simulations, the 2PCF of the mocks and data are still in good agreement. For the 3PCF, we still witness more anisotropy in the mocks for the bottom two mocks than observed in the data. Figure 11 . The number of halos, greater than a given mass M , for six simulations used in this paper. The functions shown in red are the two simulations excluded in Figure 12 and discussed in the text.
most massive halos to compensate for an increase in the M1 parameter, the mass threshold for adding satellite galaxies to halos. This is clearly illustrated in the three best-fit parameterized HODs presented in Figure 14 . All three HOD models have approximately the same minimum χ 2 's (in Fig-ure 9) , and approximately the same Mmin (because of the constraint on the number density). Clearly, as one increases M1, the slope of the HOD must increase to compensate.
In summary, this work shows that one needs both the 2PCF and 3PCF to break degeneracies in the HOD parameters, especially M1 and α. We also show in Figure 10 that our 3PCF analysis favors HOD models with low values of α, i.e., it prefers to populate lower mass halos with satellites at the expense of overpopulating massive, cluster-like halos with many satellites. This result agrees with Collister & Lahav (2005) , who find α ∼ 1 for the HOD of red galaxies in clusters and groups of galaxies detected in the 2dFGRS (see also Popesso et al. 2006) .
This work provides an important insight into the LRG population and indicates that LRGs are optimal tracers of massive dark matter halos as there is at least one LRG per halo all the way down to M halo ≃ 10 14 M⊙ (see Figure 14) . Therefore, by combining the mean observed number density, 2PCF and 3PCF, and using the halo model to understand how LRGs populate massive halos, one should be able to accurately test the underlying cosmological parameters and assumptions of gaussianity. For example, one can test a suite of different cosmological simulations (by varying parameters like σ8, Ωm etc.) against the data, and using the 3PCF to constrain the HOD parameters, while the large-scale 2PCF would be sensitive to the changes in the cosmology (Zheng & Weinberg 2005) . It is therefore reassuring that our present best-fit mock catalogue (shown in the top row of Figure 10 ) provides an excellent fit to all the Figure 13 . We present a 50 h −1 Mpc slice through our mock catalogue with large 3PCF. Very large "fingers-of-god" are visible e.g. at y ≈ z ≈ 450 h −1 Mpc . Figure 14 . We show here the three HODs ( N (M ) ) with the lowest 3 χ 2 values shown as black dots in Figure 10 .
data presented in this paper, as it is derived from numerical simulations based on the WMAP1 cosmological parameters (Spergel et al. 2003) and assumed gaussian initial conditions. Clearly as the data and mock catalogues improve, we can investigate these issues further and will explore them in future papers.
Finally, in this paper we have focused on the halo model interpretation of the higher-order LRG clustering rather than the more established "biasing" model for relating dark matter to galaxies (see Verde et al. 2002 , Gaztanaga et al. 2005 , Marin et al. 2006 . We plan to explore galaxy biasing in detail in a separate paper (e.g. Nishimichi et al. 2006) using the LRG 3PCF presented in this paper and dark matter simulations. However, we can obtain some insight into linear biasing (even in redshift-space, see Nishimichi et al. 2006 ) (b) using the simulations published by GS05. For example, the top right-hand panel of Figure 2 of GS05 shows that the redshift-space Qz(s, q, θ) for dark matter is close to unity for 30 • < θ < 150 • (their ΛCDM 400 simulation is close to the simulations used herein and our assumed cosmology). Therefore, we fit the observed Qz(s, q, θ) for the s = 7 h −1 Mpc scale with a constant over the same range of θ values and obtain 0.55 ± 0.04. This value is relatively insensitive to the exact θ range fitted and demonstrates that a constant is a good approximation to the form of Qz(s, q, θ) within this θ-range. Assuming linear bias, then b ≃ Q DM z /Q observed z , which gives b = 1.83 ± 0.07 assuming Q DM z = 1. This confirms our expectation that LRGs are heavily biased (with respect the the dark matter) and our measured linear bias value is in excellent agreement with the analysis of Zehavi et al. (2005) , who measured b = 1.84 ± 0.11 (on scales 1 < rp < 10 h −1 Mpc ) from the projected 2PCF of the same LRG sample.
CONCLUSIONS
We present in this paper new measurements of the redshiftspace three-point correlation function of LRGs from the Sloan Digital Sky Survey (see Figure 2 ). We have used the same sample as presented in Eisenstein et al. (2005) and Zehavi et al. (2005) who studied the two-point correlations function of these LRGs. The major conclusions of our work are:
• We see strong evidence for the expected U-shaped anisotropy in the shape-dependence of the reduced 3PCF, Qz(s, q, θ) , as a function of θ (the angle between two sides of the triangle). The evidence is weakest on the smallest scales probed here (s = 4 h −1 Mpc ), where Qz(s, q, θ) is close to a constant as a function of both q and θ. We therefore we are not seeing strong "Fingers-of-God" for LRGs as few LRGs are satellite galaxies. On larger scales, a U-shaped anisotropy is predicted (from perturbation theory) and we see evidence for such large-scale structures in our LRG sample.
• We use jack-knife re-sampling to measure the errors on Qz and find these errors are stable on all scales to which we are sensitive. We find that no single jack-knife region dominates the errors, in contrast to previous measurements of the 3PCF (Croton et al. 2004 ). On small scales (s = 4 and 7 h −1 Mpc ), our jack-knife errors are equal to the expected Poisson errors (based on the number of triplets in each bin), while for the s = 10 h −1 Mpc scale, our errors are approximately three times larger than Poisson, indicating they are correlated due to large-scale structures.
• We interpret the observed Qz(s, q, θ) using a suite of mock galaxy catalogues generated from large N-body simulations and populated with galaxies using the "halo model" approach, i.e., we use a parameterized Halo Occupation Distribution (HOD) to assign LRGs to the dark matter halos. We find that the combination of the observed number density of LRGs, the (redshift-space) two-point correlation function and Qz(s, q, θ) provides a strong constraint on the allowed HOD parameters (Mmin, M1, α) and breaks key degeneracies between M1 and α, the mass threshold for adding a satellite LRG and the slope of the power law for the satellite fraction (Eqns 2 & 3).
• The best-fit mock galaxy catalogue to all the data presented in this paper has HOD parameters of Mmin = 7.66×10 13 M⊙, M1 = 4.7×10 14 and α = 1.4 (see Eqns 1 & 2, Table 1 . The best-fit HOD parameters for the three groups in Figure 9 . Masses are given in M ⊙ . SF and ρ are the average satellite fraction and average number density across the mocks from the six simulations respectively, while σ SF and σρ are the respective errors. The numbers in the bracket are the averages across the mocks exlcuding the rogue simulations. and Figure 10 ). Furthermore, we find our Qz(s, q, θ) strongly rejects HODs with higher values of α as they overpopulate the massive halos leading to stronger "Fingers-of-God" than witnessed in the real data (see Gaztañaga & Scoccimarro 2005) . As shown in Table 1 , only 17% of LRGs are satellite galaxies.
• Assuming linear biasing between the dark matter and LRGs on the scales probed here, we estimate b = 1.83 ± 0.07 (assuming Q DM z = 1). This value is in excellent agreement with Zehavi et al. (2005) based on the projected 2PCF of the same LRG sample.
To facilitate further analysis of the LRG sample, the 2PCF, 3PCF, mass functions and covariance matrices presented in this paper are available on request from Bob Nichol and/or via the website http://www.dsg.port.ac.uk/~nicholb/3pt/kulkarni/ .
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INTRODUCTION
The standard format for papers submitted to Monthly Notices is L a T E X 2ε. The layout design for Monthly Notices has been implemented as a L a T E X 2ε class file. The mn2e class file is based on the mn style file, which in turn is based on article style as discussed in the L a T E X manual (?). Commands that differ from the standard L a T E X interface, or that are provided in addition to the standard interface, are explained in this guide. This guide is not a substitute for the L a T E X manual itself. We also refer authors to ? and ?. Authors planning to submit their papers in L a T E X are advised to use mn2e.cls as early as possible in the creation of their files.
The mn2e document class
The use of L a T E X document classes allows a simple change of class to transform the appearance of your document. The mn2e class file preserves the standard L a T E X interface such that any document that can be produced using the standard L a T E X article class can also be produced with the mn2e class file. However, the measure (or width of text) is narrower than the default for article, and even narrower than for the A4 style, therefore line breaks will change and long equations may need re-setting. When your article is printed in the journal, it is typeset in 9/11 pt Times Roman. As most authors do not have this font, it is likely that the make-up will change with the change of font. For this reason, we ask you to ignore details such as slightly long lines, page stretching, or figures falling out of synchronization, because these details can be dealt with at a later stage. ⋆ Affiliated to ICRA. † Production Editor.
General style issues
For general style issues, authors are referred to the 'Instructions for Authors' on the journal web page. 1 Authors who are interested in the details of style are referred to ? and ?. The language of the journal is British English and spelling should conform to this.
Use should be made of symbolic references (\ref) in order to protect against late changes of order, etc.
Submission of L a T E X 2ε articles to the journal
Authors should refer to the journal web page for instructions on how to submit a new manuscript for refereeing, and on how to supply the files for an accepted paper to Blackwell Publishing. Abbreviated instructions are also available on the inside back cover of the journal. Note that the standard procedure is to supply a PDF file at submission stage and T E X/L a T E X file(s) of the text plus EPS files of the figures at acceptance stage. If for some reason you cannot do this, please notify the RAS as soon as possible.
The correct Monthly Notices House Style should be used -again, details are given in the Instructions for Authors on the journal web page 1 and in the Style Guide published in the 1993 January 1 issue (MNRAS, 260, 1). Ensure that any author-defined macros are gathered together in the file, just before the \begin{document} command.
USING THE MN2E CLASS FILE
If the file mn2e.cls is not already in the appropriate system directory for L a T E X files, either arrange for it to be put there or copy it to your working directory. The mn2e document class is implemented as a complete class, not a document style option. In order to use the MN document class, replace article by mn2e in the \documentclass command at the beginning of your document: \documentclass{article} is replaced by \documentclass{mn2e}
In general, the following standard document style options should not be used with the mn2e class file:
(i) 10pt, 11pt, 12pt -unavailable; (ii) twoside (no associated style file)twoside is the default;
(iii) fleqn, leqno, titlepage -should not be used (fleqn is already incorporated into the MN style);
(iv) twocolumn -is not necessary as it is the default style.
The mn2e class file has been designed to operate with the standard version of lfonts.tex that is distributed as part of L a T E X. If you have access to the source file for this guide, mn2eguide.tex, and to the specimen article, mn2esample.tex, attempt to typeset both of these. If you find font problems you might investigate whether a nonstandard version of lfonts.tex has been installed in your system.
Authors using L a T E X wishing to create PDF files with smooth fonts are advised to read Adobe FaxYI Document Number 131303 by Kendall Whitehouse. Type 1 PostScript versions of the Computer Modern fonts are now freely available and are normally installed with new T E X/L a T E X software. Information is available from Y&Y. 2 Alternatively, you may wish to use Times font when creating your PDF file, e.g.
\documentclass[useAMS]{mn2e} \usepackage{times}
Additional document style options
The following additional style options are available with the mn2e class file:
onecolumn -to be used only when two-column output is unable to accommodate long equations;
landscape -for producing wide figures and tables which need to be included in landscape format (i.e. sideways) rather than portrait (i.e. upright). This option is described below.
doublespacing -this will double-space your article by setting \baselinestretch to 2.
referee -12/20pt text size, single column, measure 16.45 cm, left margin 2.75 cm on A4 page.
galley -no running heads, no attempt to align the bottom of columns.
useAMS -this enables the production of upright Greek characters π, µ and ∂.
usedcolumn -this uses the package file dcolumn.sty to define two new types of column alignment for use in tables.
usenatbib -this uses Patrick Daly's natbib.sty package for cross-referencing.
usegraphicx -this enables the use of the graphicx package for inclusion of figures. Note that the standard L a T E X graphics package graphicx.sty is required in order to use the usegraphicx option.
Please place any additional command definitions at the very start of the L a T E X file, before the \begin{document}. Author-defined macros should be kept to a minimum. Please do not customize the MNRAS macros or class file, or redefine macros that are already in the class file, and please do not include additional definitions unless they are actually used in the paper.
Landscape pages
If a table or illustration is too wide to fit the standard measure, it must be turned, with its caption, through 90 degrees anticlockwise. Landscape illustrations and/or tables cannot be produced directly using the mn2e class file because T E X itself cannot turn the page, and not all device drivers provide such a facility. The following procedure can be used to produce such pages. 
ADDITIONAL FACILITIES
In addition to all the standard L a T E X design elements, the mn2e class file includes the following features.
(i) Extended commands for specifying a short version of the title and author(s) for the running headlines.
(ii) A keywords environment and a \nokeywords command.
(iii) Use of the description environment for unnumbered lists.
(iv) A \contcaption command to produce captions for continued figures or tables.
In general, once you have used the additional mn2e.cls facilities in your document, do not process it with a standard L a T E X class file.
Titles and author's name
In the MN style, the title of the article and the author's name (or authors' names) are used both at the beginning of the article for the main title and throughout the article as running headlines at the top of every page. The title is used on odd-numbered pages (rectos) and the author's name appears on even-numbered pages (versos). Although the main heading can run to several lines of text, the running headline must be a single line ( 45 characters). Moreover, new line commands (e.g. \\) are not acceptable in a running headline. To enable you to specify an alternative short title and an alternative short author's name, the standard \title and \author commands have been extended to take an optional argument to be used as the running headline. The running headlines for this guide were produced using the following code: The \thanks note produces a footnote to the title or author. The footnote can be repeated using the \footnotemark[] command.
Key words and abstracts
At the beginning of your article, the title should be generated in the usual way using the \maketitle command.
Immediately following the title you should include an abstract followed by a list of key words. The abstract should be enclosed within an abstract environment, followed immediately by the key words enclosed in a keywords environment. For example, the titles for this guide were produced by the following source:
\maketitle \begin{abstract} This guide is for authors who are preparing papers for \textit{Monthly Notices of the Royal Astronomical Society} using the \LaTeXe\ document preparation system and the {\tt mn2e} class file. \end{abstract} \begin{keywords} \LaTeXe\ --class files: \verb"mn2e.cls"\ -sample text --user guide. \end{keywords} \section{Introduction} :
The heading 'Key words' is included automatically and the key words are followed by vertical space. If, for any reason, there are no key words, you should insert the \nokeywords command immediately after the end of the abstract environment. This ensures that the vertical space after the abstract and/or title is correct and that any thanks acknowledgments are correctly included at the bottom of the first column. For example, \maketitle \begin{abstract} : \end{abstract} \nokeywords \section{Introduction} :
The key words list is common to MNRAS, ApJ and A&A, and is available from the journal web page. 1 4 A. Woollatt et al.
Lists
The mn2e class file provides numbered lists using the enumerate environment and unnumbered lists using the description environment with an empty label. Bulleted lists are not part of the journal style and the itemize environment should not be used.
The enumerated list numbers each list item with roman numerals:
Alternative numbering styles can be achieved by inserting a redefinition of the number labelling command after the \begin{enumerate}. For example, the list (1) first item (2) second item (3) The following notes may help you achieve the best effects with the mn2e class file. 
Sections
L a T E X 2ε provides four levels of section headings and they are all defined in the mn2e class file: \section \subsection \subsubsection \paragraph Section numbers are given for section, subsection, subsubsection and paragraph headings. Section headings are automatically converted to upper case; if you need any other style, see the example in Section ??.
Illustrations (or figures)
The mn2e class file will cope with most positioning of your illustrations and you should not normally use the optional positional qualifiers on the figure environment that would override these decisions. See the instructions for authors on the journal web page for details regarding submission of artwork. Figure captions should be below the figure itself, therefore the \caption command should appear after the figure or space left for an illustration. For example, Fig. ? ? is produced using the following commands: The tabular environment can be used to produce tables with single horizontal rules, which are allowed, if desired, at the head and foot and under the header only. This environment has been modified for the mn2e class in the following ways:
(i) additional vertical space is inserted on either side of a rule; G is the slope of the Lorentz factor distribution, i.e. n(γ) ∝ γ G , extending between γ 1 and γ 2 , with mean value γ , f is the ratio between the intrinsic jet luminosity and the extended, unbeamed luminosity, while θc is the critical angle separating the beamed class from the parent population.
(ii) vertical lines are not produced.
Commands to redefine quantities such as \arraystretch should be omitted in general. For example, Table ? ? is produced using the following commands. Note that \rmn will produce a roman character in math mode. There are also \bld and \itl, which produce bold face and text italic in math mode. The width of the minipage should more or less be the width of your table, so you can only guess on a value on the first pass. The value will have to be adjusted when your article is typeset in Times, so do not worry about making it the exact size.
Running headlines
As described above, the title of the article and the author's name (or authors' names) are used as running headlines at the top of every page. The headline on left-hand pages can list up to three names; for more than three use et al. The \pagestyle and \thispagestyle commands should not be used. Similarly, the commands \markright and \markboth should not be necessary.
Typesetting mathematics
Displayed mathematics
The mn2e class file will set displayed mathematics flush with the left margin, provided that you use the L a T E X 2ε standard of open and closed square brackets as delimiters. The equation Working this way, scriptstyle and scriptscriptstyle sizes will take care of themselves.
Bold Greek
Bold lowercase Greek characters can now be obtained by prefixing the normal (unbold) symbol name with a 'b', e.g. \bgamma gives γ. This rule does not apply to bold \eta, as this would lead to a name clash with \beta. Instead use \boldeta for bold eta. Note that there is no \omicron (so there is no \bomicron), just use 'o' in math mode for omicron (o) and '\bmath{o}' for bold omicron (o). '\bmath{}' can also be used for other Greek characters.
For bold uppercase Greek, prefix the unbold character name with \mathbf, e.g. \mathbf\Gamma gives Γ. Upper and lowercase Greek characters are available in all typesizes. 
Upright Greek characters
You can obtain upright Greek characters if you have access to the American Maths Society Euler fonts (version 2.0), but you may not have these. In this case, you will have to use the normal math italic symbols and the typesetter will substitute the corresponding upright characters. You will make this easier if you can use the macros \upi, \umu and \upartial etc. in your text to indicate the need for upright characters, together with the useAMS global option: (\documentclass[useAMS]{mn2e}). Characters π, µ and ∂ will appear upright only on systems that have the Euler roman fonts (eurmxx ); characters and appear slanted only on systems that have the AMS series A fonts (msamxx ). On systems that do not have these fonts, the standard forms of the characters appear in the printout; however, they should be correct in the final typeset paper if the correct L a T E X commands have been used.
Special symbols
The macros for the special symbols in Tables ?? and ?? have been taken from the Springer Verlag 'Astronomy and Astrophysics' design, with their permission. They are directly compatible and use the same macro names. These symbols will work in all text sizes, but are only guaranteed to work in text and displaystyles. Some of the symbols will not get any smaller when they are used in sub-or superscripts, and will therefore be displayed at the wrong size. Do not worry about this as the typesetter will be able to sort this out. Authors should take particular note of the symbols \la, \ga, \fdg and \sun. where Author(s) should be the author names as they are cited in the text, Date is the date to be cited in the text, and tag is the tag that is to be used as an argument for the vatious \cite commands. Bibliography entry should be the material that is to appear in the bibliography, suitably formatted. Please, wherever possible, supply the formatted .bbl file of your reference list rather than the 'raw' .bib file(s).
Bibliography
Appendices
The appendices in this guide were generated by typing: \appendix \section{For authors} : \section{For editors} You only need to type \appendix once. Thereafter, every \section command will generate a new appendix which will be numbered A, B, etc. Figures and tables that appear in the Appendices should be called Fig. A1 , Table A1 , etc.
EXAMPLE OF SECTION HEADING WITH SMALL CAPS, lowercase, ITALIC , AND BOLD GREEK SUCH AS µ κ
There are at least two ways of achieving this section head. The first involves the use of \boldmath. You could say: 
