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1Introduction
1.1 Introduction of the chapter
This chapter first briefly recalls the global energy context before introducing
the concept of thermonuclear fusion and its many advantages. In a second time
the tokamak configuration is detailed and the notion of transport is introduced.
The next section deals with Tungsten (W) material, the reasons why it is used in
a tokamak but also the challenges it brings, as well as the situation on the un-
derstanding of the W behavior. Finally, the last section exposes the computational
tools needed to model W behavior, called integrated modeling.
1.2 Global energy context
1.2.1 Energy needs and resources
In the past 40 years, the global energy demand more than doubled. Between
1973 and 2015, according to figure 1.1 from [3], the global primary energy
supply went from 6 000 million tonnes of oil equivalent (Mtoe) to over 13 000
Mtoe. This rise in energy demand has slowed down in the last years because of
the economic growth stabilization in developed countries. However the energy
needs are predicted to expand by 40% between 2015 and 2040 [2], mainly due
to the economic development of emerging coutries like China, India.
Figure 1.1  Graph of the fuel shares in 1973 and 2015 [3]
Figure 1.1 shows that in 2015 about 80 % of this energy comes from fossil
fuels (ie oil, natural gas and coal). Fossil fuels were the motors of the industrial
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revolution in the XIXth century. They have many advantages, such as being abun-
dant and accessible. Fossil fuels provide a large amount of concentrated energy
for a relatively low cost.
However fossil fuels have two main flaws. The first one is, they have limited re-
serves. Assuming that the global fossil fuel consumption remains at its 2016 level,
it is estimated that we have about 50 years of oil and natural gas (including shale
gas) left, along with 150 years of coal [23]. The second issue raised by fossil fuel,
is the pollution and its impact on global warming. Between 1971 and 2015, the
amount of CO2 generated by fossil fuels went from 15 500 Mega tonnes/year to
32 000 Mega tonnes/year. The link between greenhouse gas (such as CO2) and
global warming has been established [75] and the global increase temperature
must be limited to 2°C. If not, 20% to 30% of fauna and flora will be threatened
of extinction, the frequency of extreme climate events will increase. [131] The
global warming also impacts food production and therefore food insecurity.
Overall, the energy challenge has two faces : meeting the increasing energy
demand, and providing clean and sustainable resources.
1.2.2 Low carbon and sustainable energy sources
Sustainable energy sources represent only 14% of the total energy supply. Se-
veral renewable energies sources are developed. The biggest contributor is the
hydropower which constitutes 70% of the global renewable electricity produc-
tion. However hydropower almost reached its maximum deployment in develo-
ped countries and its global potential is limited. Solar and wind contribute at
a very small scale to the energetic mix despite their strong increase in the past
decades. Their main advantages are the low greenhouse gas emission and the un-
limited energy source (sun and wind). However those energy sources are limited
by the intermittency of their production and the lack of efficient solution to store
electricity once produced, making them not well adapted to massive centralized
electricity production.
Nuclear energy represents 5% of the energetic mix. France is the country with
the biggest contribution of nuclear energy (70% of our electricity comes from nu-
clear plants) and produces 17% of the world nuclear energy. The nuclear reaction
used in these nuclear plant, is called nuclear fission. It consists in breaking the
bounds between nucleus elements, which releases energy. Nuclear fission has
many advantages, such as no greenhouse gas emission, massive, constant and
controllable electricity production, good efficiency. However, nuclear energy has
some serious drawbacks, starting with the economical costs needed to ensure the
safety of the nuclear power plants. Moreover, the disposal of nuclear waste is still
a topic under investigation [50]. Finally, Uranium resources are also limited. As-
suming a stabilized global consumption and based on the current nuclear power
plant technologies (Generation III), the Uranium resources would last about 100
years [13]. Actual researches investigate several reactor systems (Generation IV)
for more efficient, cleaner and safer power plants. [1]
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Fission is not the only possible nuclear reaction. Figure 1.2 illustrates the bin-
ding energy/nucleon depending on the atomic mass. Liberating energy is pos-
sible with fission of heavy nuclei and fusion of lighter nuclei. Fusion is the reac-
tion that occurs in the core of the sun and other stars, where hydrogen isotopes
gather to form helium. Note that the fusion reaction releases 5 times more energy
per nucleon compared with fission.
Figure 1.2  Graph of the nuclear energy released depending on atomic mass [130]
Nuclear fusion does not directly produce greenhouse gas nor long-lived radio-
active waste. It does not require chain process, so there is no risk of runaway
reaction. Moreover, it necessitates little reactant quantities. Indeed, per year, a 1
000 MW coal power plant requires 2.7 million tons of coal. For the same power
per year, a fusion power plant would need only 250 kg of hydrogen isotopes
[101]. As a comparison, generating the same power currently requires per year
around 200 tons of natural Uranium [122].
The next section focuses on the nuclear fusion process. A brief history of nu-
clear fusion is given, along with the possible fusion reactions. Finally, the condi-
tions for a nuclear fusion are developed.
1.3 Nuclear fusion process
1.3.1 Brief history of nuclear fusion
In his book "A piece of the sun", Daniel Clery tells the story of the nuclear fu-
sion from 1930 until today [38]. The interest in nuclear fusion developed around
the Second World War, during the race for the nuclear weapon. In 1952, the first
bomb using nuclear fusion, called H bomb, was tested. In the 50s, the first fusion
experimental devices were operating in USSR, USA, United Kingdom, France and
Japan. Progress in nuclear fusion were significantly hampered by the Cold War
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and the lack of knowledge sharing between USSR and the occidental world until
1958. Nuclear fusion happens in the core of the sun thanks to its large mass but
it requires very high temperatures (about 150 million degrees) to produce fusion
reaction on Earth. At those temperatures, the nuclei are separated from the elec-
trons, forming a very hot ionized gas called plasma. Therefore the first issue was
to protect the reactor walls from the plasma. The break-through solution, first
imagined in the USA in 1951 by Lyman Spitzer, is the use the pinch effect and
magnetic fields to contain the fusion reactants : this method is called magnetic
confinement. The operation of a fusion reactor requires a very wide spectrum of
physics topics, from supra conductive magnets to atomic and material physics.
Those specificities make international collaboration in fusion research a key ele-
ment. The Joint European Torus (JET) in Culham (United Kingdom), which is
currently the world’s biggest tokamak, is an example of international collabora-
tion (on the left on figure 1.3). In 1991, JET "achieved the world’s first controlled
release of fusion power in 1991" [110, 100]. In 2003, the longest controlled fu-
sion reaction was achieved by the French tokamak Tore Supra [132].
Figure 1.3  Scheme of JET and ITER tokamaks (from https ://www.iter.org/)
The next milestone is to reach the "break-even" point, when the energy relea-
sed by the fusion reaction compensates for the energy consumed to produce it.
The tokamak ITER ("the way" in latin), currently under construction in France,
will be the world’s largest tokamak with a plasma volume 8 times bigger compa-
red with JET (on the right on figure 1.3). ITER’s objective is to go beyond the
"break-even" point and generate 10 times the energy it consumes : 500MW of
fusion power for 50MW of input power in 400 to 600s [102]. ITER will demons-
trate our ability to control nuclear fusion and use it as an energy source. Finally,
the DEMO (DEMOnstration power plant) reactor, even bigger than ITER, will be
the first fusion reactor that actually produces electricity.
70 years of research on magnetic confinement nuclear fusion lead to several
milestones on the design, geometry and materials required to achieve fusion reac-
tion. Two main reactor designs are currently exploited : the doughnut-shaped to-
kamak (Russian acronym from "TOroidal’naya KAMera s AKsial’nym magnitnym
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polem", ie toroidal chamber with an axial magnetic field) and the stellerator
[123]. The study on the wall materials showed that metallic walls were pro-
blematic due to core radiation. Carbon, chosen as a replacement, caused other
problems, such as erosion and hydrogen isotope retention. In the mean time the
plasma geometry had evolved (explained below in section 1.4), allowing actual
machines to come back to metallic materials such as Beryllium and W. Also, addi-
tional heating sources are needed to reach the temperature required to get fusion
reaction. However this creates turbulent transport in the plasma and strongly mo-
difies its behavior. The heating systems, the different transport mechanisms and
the different plasma geometries will be developed in the section 1.4.
1.3.2 The nuclear fusion reaction
As mentioned earlier, the nuclear fusion reaction consists in two light nuclei ga-
thering to form an heavier nucleus and subatomic particles (neutrons or protons).
However the two nuclei repel each other as they are both charged positively. In
order to get the fusion reaction, the reactants must be sufficiently close together,
and a certain amount of energy is therefore vital to overcome the electrostatic
repulsion and reach the space, extremely close to the nucleus, where fusion can
happen. The probability of overcoming the electrostatic repulsion is expressed
using the effective cross section. Figure 1.4 shows the effective cross sections for
several fusion reactions depending on the interaction energy expressed in keV.
Figure 1.4  Cross-sections of potential fusion reactions depending on interaction
energy [32]
The combination Deuterium-Tritium (D-T), two hydrogen isotopes, offers by
far the highest cross-section, with a maximum at 100 keV. The D-T fusion reac-
tion is written below on equation 1.1 :
2
1D +31 T −→42 He(3.5MeV ) +10 n(14.1MeV ) (1.1)
Deuterium resources are almost unlimited since it can be extracted from sea
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water (33g from one meter cube of seawater). Tritium is an unstable radioactive
element with a half-life of 12.3 year, therefore it cannot be found as is in nature.
The solution is to produce Tritium by placing Lithium blankets in the fusion
reactor and taking advantage of the neutrons produced by the fusion reactions :
6
3Li+10 n −→42 He(2.1MeV ) +31 T (2.7MeV ) (1.2)
Lithium can be extracted from salt flats and is the 25th most abundant element
on Earth crust [67].
1.3.3 Conditions for a fusion reaction : confinement time and
Lawson criteria
As briefly mentioned above, very high temperatures are required to produce
fusion but there is a permanent energy loss, compensated by external heating
systems. The plasma confinement time τe is a key parameter which characterizes
the time needed for all the stored energy to leave the plasma, once all the hea-
ting systems are switched off. It is defined as the ratio of the total energy of the
plasma W, over the power loss PL : τe =
W
PL
. The bigger the confinement time,
the better the performances. The power loss is defined as PL = PH + Pα, as the
sum of the external heating supply PH and the thermonuclear power Pα, gene-
rated by the Helium (also called α) particles produced during a fusion reaction
(see equation 1.1). Ultimately, the goal is to reach ignition, when the plasma is
self-heated thanks to the α-particles, so no external power heating. This ignition
point can be written as [139] :
nτe &
T
< σv > Eα
(1.3)
with σ the cross-section shown on figure 1.4, n, T and v and the particle density,
temperature and velocity, and Eα the α-particles energy.
Around 10-20 keV, which is about the functioning temperature of ITER, the
reaction rate < σv > values borders up 1024T 2m3s−1. With the α-particle energy
from equation 1.3 Eα=3.5 MeV it gives nTτe & 3.1021m−3keV s. This expression,
which is an updated version of what is called the Lawson criteria [88] illus-
trates that the key parameters to produce fusion are the density, temperature
and confinement time. It is clear from figure 1.4 that the temperature must be
around 10 keV in order to maximize the cross-section of the fusion reaction. It
leaves two possible configurations : high density and low confinement time, or
low density and high confinement time. The first configuration corresponds to
inertial confinement fusion [83], developed at the National Ignition Facility [92]
or the Laser Mega Joule [53]. The second configuration corresponds to magnetic
confinement fusion and is studied with tokamaks and stellarators. For example,
for magnetic confinement fusion, the configuration T=10 keV n = 1020m−3 and
τe = 3s allows to reach ignition.
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1.4 The tokamak configuration and confinement
1.4.1 The tokamak configuration
Figure 1.5a shows a sketch of a tokamak with its main elements. The plasma
chamber is also called the vacuum vessel. The magnetic field is a combination
of a toroidal component (green arrows in the ϕ direction) and a poloidal com-
ponent (in the θ direction). The combination of these two magnetic fields create
an helicoïdal magnetic field, as illustrated on figure 1.5b. The toroidal com-
ponent is generated by the toroidal magnetic coil. The central solenoïd in red
induces an electrical current in the plasma, in the toroidal direction. This elec-
tric current generates the poloidal magnetic field, completed by the poloidal
magnetic coils.
(a) Tokamak. (b) Magnetic field lines.
Figure 1.5  Cartoons of a tokamak [48] and the magnetic ﬁeld lines [40]
Figure 1.6 illustrates two possible plasma geometries. In both cases, the plasma
core corresponds to the zone confined by closed magnetic field lines. The region
in grey, after the Last Closed Magnetic Surface (LCMS) and before the wall, is
the Srape-Off-Layer (SOL). The simplest geometric figure is a circular plasma,
with the LCMS connected to the wall through the limiter. The circular shape was
the first one studied in tokamaks, but the proximity between the plasma core
and the wall led to important wall erosion. The divertor (or X point) configu-
ration solves this issue by secluding the areas of plasma/wall interaction away
from the plasma core. As a result, the impurity content of the plasma core was
significantly reduced, which allowed the metallic materials to come back in the
tokamak. The divertors of JET, ASDEX-Upgrade and WEST are now made of W
for less erosion, less Tritium retention and higher melting point. The divertor
configuration requires an extra magnetic coil that shapes the X point and the
two divertor legs.
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Figure 1.6  Two plasma geometries (circular and X point) [63]
As mentioned above, the fusion reaction requires very high temperatures. The
plasma current (in red on figure 1.5a) already provides Ohmic heating, due to
plasma resistivity. However the Ohmic heating is limited because the resistivity
decreases while the temperature rises. Therefore, several additional heating sys-
tems are required. The Neutral Beam Injection (NBI) consists in injecting fast
Deuterium atoms in the plasma. Those atoms get ionized and transfer their ki-
netic energy by collisions. This heating method injects energy, particles and mo-
mentum to the plasma, as will be seen in chapter 3. Another method consists
in injecting electromagnetic waves at specific frequencies. This method is cal-
led ECRH or ICRH (Electron or Ion Cylotron Resonance Heating) depending on
the targeted particle. ICRH covers frequencies from 10 tp 50 MHz, ECRH uses
much higher frequencies up to 100 GHz. A third frequency range(3 to 5 GHz) is
covered by LHCD (Lower Hybrid Current Drive).
The use of these additional heating sources allows to dramatically increase
the input power and this strongly impacts the plasma behavior. Above a power
threshold a high confinement configuration is reached, called H-mode (visible on
figure 1.7). H-mode is characterized by a pressure pedestal at the plasma edge,
which is a consequence of the confinement improvement (around two times big-
ger) through the reduction of turbulence. The turbulence reduction creates an
edge transport barrier (ETB on figure 1.7), decreasing the energy and particle
loss from the core, and thus steepening the gradients. This mechanism leads
to the formation of a pedestal. Thanks to the pedestal, the H mode allows the
plasma pressure to be much higher than in L-mode, which is the low confinement
configuration. However the H-mode also brought some magnetohydrodynamic
(MHD) instabilities, such as Edge Localized Modes (ELMs). ELMs [141] are short
bursts of the order of the ms which occur above a threshold edge pressure. As a
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consequence particle and energy are expelled from the pedestal and are concen-
trated on the target at the bottom of the divertor legs (on figure 1.6). Other core
MHD phenomena occur, such as sawteeth [135]. They correspond to periodic
and abrupt collapses of the plasma pressure in the plasma center, followed by
rebuilding phases of the temperature and density profiles.
Figure 1.7  Cartoon of L and H modes plasma pressure proﬁles with pedestal,
ETB/ITB, ELMs and sawteeth [31]
In the H-mode configuration, there are two main kinds of plasma scenarii :
baseline and hybrid. The baseline pulse corresponds to high confinement mode,
with high plasma current [113]. Its purpose is to reach high power performances,
but those pulses often present MHD instabilities such as sawteeth and Neoclas-
sical Tearing Modes (NTMs), which lead to plasmas more prone to disruptions.
The hybrid is an alternative configuration [79], with less plasma current and the-
refore lower performances. This allows, theoretically, to avoid the current confi-
guration responsible for the appearance of sawteeth and NTMs and therefore
longer and more stable pulses.
1.4.2 Transport in the plasma
Confinement is the key parameter for magnetic confinement fusion. Confine-
ment is limited by thermal and particle losses, as well as radiation. In absence
of instabilities, confinement inside a tokamak depends on Coulomb collisions,
whose effect are described by neoclassical transport. However this collisional
physics has been demonstrated to be inadequate to explain experimental measu-
rements [93]. Indeed, anomalous or turbulent transport, caused by instabilities
in the plasma, is the main contributor to the total particle, heat and momentum
transport.
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In the plasma core, particle, heat and momentum obey the local transport
equation
∂
∂t
[Density] + ~∇ ~[Flux] = [Source]. This expression assumes that the
time evolution of temperature and density is smaller than the characteristic trans-
port time scale, and their variation length is smaller than the characteristic cor-
relation length. The transport equation can be adapted as follows, for particles
(equation 1.4) and heat (equation 1.5)[109] :
∂n
∂t
+ ~∇~Γ = S (1.4)
3nkB
2
∂T
∂t
+ ~∇~q = W (1.5)
with n the particle density, Γ the particle flux (m−2.s−1) and S the particle
source (m−3.s−1) ; T is the temperature, q is the heat flux (W.m−2) and W the
heat source (W.m−3).
The particle flux from equation 1.4 is modeled as the sum of a diffusive and a
convective contributions :
Γ = −D∇n+ V n (1.6)
With D = Dturb + Dneo and V = Vturb + Vneo the diffusion and convection
coefficients, each of them composed of a turbulent and a neoclassical part. This
definition implies that it is an accurate assumption to sum neoclassical and tur-
bulent contributions. It has been demonstrated that this assumption is not exact,
some synergy exists between turbulent and neoclassical contributions. However
it does not drastically modify the transport properties [49].
1.4.2.1 Turbulent transport
Turbulent transport of particles, heat and momentum results from fluctuations
induced by instabilities at the microscopic scale. Instabilities occur because of the
many free energy sources (pressure gradients, drift velocities...) which, in speci-
fic configurations, can create a self-amplifying loop which impacts the plasma
behavior and degrades the confinement.
Drift-wave and interchange instabilities Plasma core instabilities can mainly
have two physical origins : drift-wave and interchange phenomena.
Interchange instabilities represent the majority of the encountered instabili-
ties in the plasma core. They are caused by the presence of magnetic field non-
homogeneity and strong density and temperature gradients. Interchange occurs
under the condition that the magnetic field and pressure gradients are aligned,
which happens only on the Low Field Side (LFS). In this configuration, let us
consider a small local ion cell and a small electron cell. This configuration creates
opposite drift velocities for ions and electrons (see chapter 2 section 2.2 about
drift velocities). As a consequence, ions are driven in the ion cell while electrons
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travel to the electron cell. This creates an amplified electric potential which is
destabilizing. Since interchange instabilities can only occur in presence of ma-
gnetic curvature, they are also referred to as "toroidal" instability category.
The description of the drift-wave instability requires the assumption that elec-
trons, due to their small mass, follow almost instantaneously the variations of
any electric potential fluctuation, given that the frequency of the fluctuation is
small enough compared with the electrons parallel dynamic. The fluctuation of
the electron density creates zones with higher densities and zones with lower
densities. If the electron density and the electric perturbation are in phase, a
drift velocity (explained in chapter 2 section 2.2) smooths out the electron den-
sity gradients. But if the electron density and the electric perturbation are not
in phase, the drift velocity amplifies the electron density gradients, which leads
to charge accumulations. Since the drift-wave instability does not depend on
the gradient and curvature of the magnetic field, it is referred to as the "slab"
instability category.
The kind of instabilities present in the plasma core can have drift-wave and/or
interchange components. Ion Temperature Gradient (ITG) which has both drift-
wave and interchange components, mainly depends on the ratio d(logTi)/d(logni).
The Electron Temperature Gradient (ETG) is similar to ITG, driven by d(logTe)/d(logne).
The Trapped Electron Mode (TEM) is caused by trapped electrons, also driven
unstable by both electron temperature and density gradients.
Modeling turbulent transport In order to understand and predict turbulent
transport in current and future experiments, several computational tools have
been developed over time, with various degrees of accuracy and therefore va-
rious computational requirements. Since it is not feasible to model each particle
separately, two descriptions of the plasma are possible : the fluid and the kinetic
approaches. The kinetic approach studies the evolution of the distribution func-
tion in the velocity and phase space. This gives a 6 dimension problem, which
can be reduced to a 5-D problem using the gyrokinetic assumption. This assump-
tion applies to strongly magnetized plasmas by averaging over the gyro-orbits.
The fluid approach solves the Vlasov equation for moments of the distribution
function and requires an additional closure relation [27, 41].
For either plasma description (kinetic or fluid), several levels of description
are available. The most time consuming method, called the non-linear approach,
accounts for the cross terms between fluctuating quantities such as the density
and the electric potential. A non-linear gyrokinetic code can be either "δf " (i.e.
calculates only the deviations from the equilibrium distribution function) or "full-
f" (i.e. calculates the complete distribution function). The approach can be either
local with only one value of temperature, density and their gradients, or global
with full profiles. A less-time consuming approach studies the linear plasma res-
ponse to a weak perturbation : it is the quasi-linear approach. The complexity of
a code also depends on the chosen collision operator.
Figure 1.8 displays different turbulent transport codes, divided in six sections
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Figure 1.8  Cartoon of diﬀerent turbulent codes depending on their computational
time. Gyrokinetic codes in blue, gyroﬂuid ones in red and empirical one
in green
depending on their computational time, from the most expensive on the left,
to the less expensive on the right. GYSELA [62] is a non-linear 5D gyrokinetic
code able to perform global, full-f and flux-driven simulations. A reduced and
linearized multi-species collision operator has been recently implemented [49].
GYSELA treats electrons as adiabatic, and accounts for ITG instabilities. Due to its
global approach, GYSELA simulations are very expensive with a computational
cost around 106 CPU hours for one radial position. The next codes in line (GENE
[77], GKW [105] and GYRO [25]) are non-linear gyrokinetic codes which all
share a fixed discretized grid in the phase space (called the Eulerian approach),
and the use of periodic, or "flux-tube", radial boundary conditions. Those settings
allow to save CPU time so for one radius the computational time borders up 104
CPU hours. They all account for ITG, ETG and TEM. They also propose a gene-
ral geometry and the impact of the rotation on the turbulence is accounted for.
Moving away from the non-linear codes, QuaLiKiz [22, 20, 37] proposes a gyro-
kinetic quasi-linear approach, which brings the computational time down to less
than a minute for one radial position. QuaLiKiz mode of operation is described
in chapter 3 section 3.3. TGLF [99, 127] is also a quasi-linear code, but with a
gyro-Landau fluid description and general geometry. TGLF accounts for ITG, ETG
and TEM, and has the same order of magnitude of CPU time as QuaLiKiz. [20]
presents a comparative table of QuaLiKiz and TGLF frameworks. GLF23 [136] is
a previously developed version of TGLF, using coefficients tuned on linear gyroki-
netic and nonlinear fluid simulations. The Weiland model [137] is another fluid
model which uses an "advanced" closure rule, and accounts for TEM. Both GLF23
and Weiland have a computational time around 1s for one radial position. Finally,
the Bohm-GyroBohm model [45] is a very fast (almost instantaneous) analytical
model based on scaling laws and coefficients empirically tuned on experimental
measurements.
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1.4.2.2 Neoclassical transport
In a cylindrical plasma, collisional transport can be described using the ap-
proach called classical transport. This description is inappropriate in a toroidal
plasma. Indeed, the toroidal geometry and the non-uniform magnetic field allow
some particles to be trapped on the field lines (as explained on section 2.2 in
chapter 2), and their transport cannot be described using the classical transport
approach. Therefore the collisional transport in a torus is known as neoclassical
transport [139]. In a tokamak plasma, neoclassical transport describes how par-
ticles, heat and momentum evolve thanks to collisions, and is more developed
in the first section of chapter 2. Note that apart from heavy ions, neoclassical
transport is negligible for most species present in the tokamak.
There are several neoclassical codes, at different levels of complexity. NCLASS
[74] is a multi-species fluid model with a simplified collision operator, and does
not account for the effects of toroidal rotation. NCLASS uses the Hirschman-
Sigmar collision operator, based on pitch angle scattering. NEO [15] solves the
full drift kinetic equation, providing a first-principle calculation of the transport
coefficients directly from the kinetic solution of the distribution function [17]. It
uses the full linearized Fokker Planck collision operator [17], which is more ac-
curate than the Hirschman-Sigmar collision operator, especially for multi-species
collisions. NEO is also reliable in general geometry, and accounts for the effect
of poloidal asymmetries on W distribution. NEO needs about 12 CPU hours for
1s of plasma on 16 processors, which makes its computational cost 1000 times
bigger than NCLASS. In chapter 2 section 3 an analytical formulation accouting
for poloidal asymmetries from [9] is combined with NCLASS and compared with
NEO. NCLASS and NEO are radially local. The PERFECT code [86] accounts for
global neoclassical effects and uses the exact linearized Fokker–Planck–Landau
collision operator. The PERFECT code accounts for 3D neoclassical effects, which
are required for the stellarator configuration. It might also be necessary to mo-
del correctly the impact of sawteeth on neoclassical transport in tokamaks [119].
The computational cost for a 4.10−6s simulation is 3 CPU hours, ie 60 000 times
slower than NEO.
Now that tokamak configuration and the different kinds of transports are in-
troduced, the next section focuses on the materials used on the tokamak walls,
especially Tungsten. First, the advantages that W brings are developed, then the
issues caused by W are presented.
1.5 Tungsten as a plasma facing component :
advantages and challenges
As briefly mentioned above in section 3.1, the walls of the first plasma magne-
tically confined devices, operated in limiter configuration, were made of high-
Z (with Z the charge) materials. But due to high central radiative losses (see
for example [104]), metallic walls were replaced by low-Z graphite and carbon
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walls. The use of low-Z materials first improved the plasma performances with
a reduction of central radiation, but the scales of the fusion devices increased,
the geometry and wall requirements evolved. Low-Z wall material causes other
serious problems, such as tritium retention [24], plus limited lifetime of the wall
due to erosion [58]. Moreover, the divertor configuration explained above allows
to reach low temperature at the target, thus limiting the erosion issue. There-
fore high-Z materials are again considered for some wall components. ASDEX-
Upgrade, in Germany, installed a 100% W coverage in 2007 [98] and WEST did
the same in 2016, in France. JET chose to install ITER-Like Walls (ILW), "solid
Beryllium limiters and a combination of bulk W and W-coated carbon fibre com-
posite (CFC) divertor tiles" [91]. In ITER, Beryllium will be used on the first walls
because the heat fluxes in those areas is much lower than on the divertor. Plus,
Beryllium is a good oxygen trap. W is used on the divertor because of its many
advantages : low erosion rate, high melting point so high heat tolerance, and
low tritium retention because low erosion means low co-deposition. However,
the radiation issue encountered 50 years ago comes back to the front.
1.5.1 The W central accumulation issue
W has an atomic mass A=184 and a charge Z=74.Even for ITER core tem-
peratures, W does not get fully ionized. Therefore it radiates, mainly through
dielectric recombination or line emission (see figure 1.9), plus a lower Bremss-
trahlung contribution. W radiation depends on W and electron densities, and on
a cooling factor which depends on the electron temperature and the W charge
state. The cooling factor is calculated based on atomic data and on the contri-
bution of the different collisional and radiative processes. The equation of the
cooling factor is given in chapter 3 section 2. Figure 1.9 shows the cooling factor
estimation from different models [108].
When W concentration exceeds a certain amount in the plasma core, typi-
cally around 2.10−4 radiative losses balance the heating supply, which can lead
to disruption. Moreover, W can enter the central part of the plasma and dis-
turb the plasma. W central accumulation was reported in JET [78] and ASDEX-
Upgrade [97]. Fortunately it has been demonstrated that W levels can be control-
led thanks to gas fuelling to reduce W sputtering at the divertor and other me-
thods such as core heating with ECRH and ICRH [95]. Still, W central accumu-
lation is a key issue to be adressed. W concentration will have to be kept below
10−5 in ITER in order to reach nominal fusion power [96]. Therefore, it is man-
datory to understand W transport.
1.5.2 Properties of W transport
Ever since W central accumulation phenomenon was discovered, W transport
became a central topic. Because of its mass and charge state, W has unique
transport properties. This section gathers the main characteristics of W transport.
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Figure 1.9  W cooling factor depending on electron temperature for several cal-
culations (full lines). Fractional abundances for several few ionization
stages (dashed lines) [108]
W transport is a combination of neoclassical and turbulent components. Fi-
gure 1.10 shows the turbulent (in red) and neoclassical (in blue) contributions
simulated respectively by GKW and NEO, for a JET-ILW hybrid pulse [10].
Figure 1.10  Neoclassical (NEO) and turbulent (GKW) convective (right) and
diﬀusive (left) contributions normalized to the neoclassical ion heat
conductivity at 5.9s for JET-ILW pulse #82722. [10]
Starting with the diffusive term, the neoclassical contribution dominates on
the inner half, while turbulent component dominates the outer half. Neoclassical
transport dominates the convective part of the W flux. Especially, neoclassical
convection is negative in the central part and at the edge, which drives W inward,
i.e. towards the center. This figure illustrates that both turbulent and neoclassical
transport must be accounted for when modeling W transport.
Poloidal asymmetries is another important feature of W transport. The W dis-
tribution can be described as in equation 1.7 from [28]. Equation 1.7 is a ge-
neralization of [140], which comes from the pressure balance equation in the
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poloidal direction.
nW (θ) = nW0 exp(−eZφ(θ)
Ti
+ mWω
2(Rlocal(θ)2 −R20)
2Ti
) (1.7)
With nW0 the W density at the low field side, Rlocal is the local major radius
and R0 its value at the low field side, ω is the angular frequency, θ is the poloidal
angle, Z is the W charge, mW the W mass, and Φ the poloidally varying potential.
Only heavy impurities undergo poloidal asymmetries due to the charge Z and
mass dependencies. Poloidal asymmetries can be caused by NBI [10, 28], which
impacts the rotation ω in equation 1.7 and lead to a centrifugal acceleration ef-
fect. They can also be caused by Radio Frequency heating (ECRH/ICRH) [111,
19] which modifies the potential Φ. Poloidal asymmetries strongly increases neo-
classical transport, up to a factor 10 in JET [10, 28]. Therefore they must be
accounted for in integrated modeling. In chapter 2 section 3, an analytical for-
mulation describing heavy impurity neoclassical transport in the presence of po-
loidal asymmetries is compared to numerical results from NEO.
MHD phenomena such as sawteeth and ELMs also impact W behavior. W pro-
duction is mainly caused by erosion during ELMs [44], but ELMs also have a
more positive impact since they also flush W out of the pedestal [43]. Sawtooth
crashes flatten temperature and density profiles, which impact W transport. Per-
iodic sawteeth seems to reduce W transport in the core.[76, 106]
In Alcator C-mod, experiments showed that with only RF heating [89] W cen-
tral accumulation does not occur. This very encouraging phenomenon is most
likely due to the lack of central fuelling and torque, which are mostly caused by
the use of NBI. This assumption will be studied in our simulations in chapter 3
section 5.
Even in presence of NBI, the use of RF heating limits the W central density
peaking both in ASDEX-Upgrade [11] and in JET. [60]
1.6 Integrated modeling
As seen in the previous section, many actuators are at play to model and un-
derstand W transport : neoclassical and turbulent transport, heating sources and
radiation, MHD instabilities, W source... All these quantities impact each other
through feedback loops and non-linear interplays. Therefore it is mandatory to
model all these quantities self-consistently in order to get an accurate W trans-
port prediction.
1.6.1 Operation of an integrated modeling tool
The use of an integrated modeling tool is mandatory in order to evolve many
plasma quantities at the same time : main plasma and impurity transport (par-
ticles, heat and momentum), but also heating, radiation and plasma current.
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Each plasma parameter, or module, is evolved by a specific code. Several codes
are available per plasma parameter, so the user can choose the level of com-
plexity needed for each module depending on the purpose of his/her study. An
integrated modeling tool is at the same time very powerful and very fragile. In-
deed, coupling many independent codes together brings all kinds of normaliza-
tion adjustments and numerical stability issues. Setting up 5 or 6 codes together
can take months and hundreds of iterations. Moreover, the CPU need of each
module is limited by the fact that modeling 1s of plasma require each module
to be called up to 104 times. For the integrated modeling simulations shown in
chapter 3, simulating 1.5s of plasma took a week of computational time on 16
processors. Assuming that the turbulent transport module is called 104 times, it
means that the transport code has 40s to cover all radial positions at each call.
Figure 1.11 shows a cartoon of an integrated modeling tool.
Figure 1.11  Cartoon of an integrated modeling tool
The simulation starts at t0 with the contents of the green box on the right side
on figure 1.11 : initial ion and electron temperature profiles, electron and impu-
rity densities, plasma rotation. Those profiles are fitted from experimental data
and are distributed as inputs to several codes, via the transport solver, in blue on
figure 1.11. Each code, represented by a magenta box, runs independently with
the given set of input profiles. Then the codes feed back their outputs : transport
coefficients, heat sources and losses and the updated magnetic equilibrium. The
transport solver gathers those information, solves the transport equations 1.4
and 1.5 shown above in section 1.4.2 as well as the angular momentum equa-
tion [40], and updates the temperature, density and rotation profiles. Those pro-
files become the new input profiles at t0 + ∆t. The iteration goes on for several
confinement times, making a self-consistent simulation of the plasma.
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An integrated modeling tool can be run in two different modes : interpretive
or predictive. Interpretive mode means that the plasma profiles (the contents of
the green box : ion and electron temperatures, densities and rotation profiles)
are not evolved by a code, but read from experimental fits. The outputs of such
a simulation are the heat, particle and momentum transport coefficients. The
predictive mode on the contrary uses only the density, temperature and rota-
tion measurements are boundary conditions. The transport modules predict the
fluxes and the outputs of such a simulation are the predicted density, tempera-
ture and rotation profiles.
1.6.2 State-of-art of integrated modeling tools for fusion
1.6.2.1 Short history of first principle transport modules in integrated
modeling
Historically, the Weiland model [138] and GLF23 [136, 84] are among the
first turbulent transport codes used in integrated modeling, evolving heat and
particles [128, 57, 134]. Later momentum transport was implemented in TGLF
[125] and QuaLiKiz [40].
Moving to neoclassical transport, NCLASS [74] is widely used in integrated
modeling [30, 85] but, as seen above, does not account for poloidal asymmetry
effects undergone by high-Z impurities. Self-consistent heavy impurity transport
is now available thanks to the coupling of neoclassical codes accounting for poloi-
dal asymmetries, such as NEO. Chapter 3 presents the first integrated modeling
simulation, using first-principle based codes (QuaLiKiz and NEO), over multiple
confinement times, flux driven, multi-channel (density, temperature, rotation)
including W while accounting for poloidal asymmetry effects.
1.6.2.2 Different integrated modeling structures
Different integrated modeling platforms are currently used is fusion research.
They all solve similar 1D transport equations, but using different approaches and
assumptions.
TRANSP [103], developed at Princeton in the US from the 70s, is one of the
first integrated modeling tools. One of its key elements is the Monte Carlo pa-
ckages used for NBI modeling. This will be mentioned again in section 3 of chap-
ter 3.
JINTRAC [33, 115] is developed at CCFE, in the United Kingdom. It includes
25 different modules that allow a complete description of a plasma, from the
core to the Scrape-Off-Layer. JINTRAC corresponds to the modeling platform in-
cluding the modeling of the SOL. If the modeling focuses on the plasma core,
the integrated modeling platform is called JETTO. JINTRAC evolves ions and
includes an impurity transport code, SANCO [4], which evolves heavy impu-
rity radiations and charge states. It also includes first-principle based turbu-
lent (GLF23, TGLF, QuaLiKiz) and neoclassical (NCLASS,NEO) transport codes.
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Those elements makes JINTRAC the best integrated modeling tool to model self-
consistently W transport in chapter 3.
ASTRA [5, 51] is developed in IPP Garching, in Germany. ASTRA evolves elec-
tron transport. NCLASS, NEO, TGLF and QuaLiKiz are also available in ASTRA.
CRONOS [12] was developed at CEA in France since 1999 and has been used
to analyze data from several tokamaks including Tore Supra, JET and ASDEX-
Upgrade. The strong point of CRONOS lies in the diversity of codes simulating
heating systems. It also uses a user-friendly interface allowing the set up of all
simulation parameters, from input profiles to post-processing. CRONOS, like AS-
TRA, evolves electrons.
The European Transport Simulator [39, 81] is the latest integrated modeling
platform. Its goal is to homogenize and standardize the modules languages and
normalizations, to allow more flexible, modular and machine agnostic work-
flows.
An integrated modeling tool can be used for many purposes : data or model
validation, experiment analysis, diagnostic studies, scenario predictions. The ac-
cent can be put on any physical interest : core transport, MHD instabilities, SOL
transport. JETTO, CRONOS and ASTRA are widely used to model core turbulent
and/or neoclassical transport [10, 28, 14, 37]. Works such as [85] include sim-
pler turbulent (GLF23) and neoclassical (NCLASS) transport but add complexity
by coupling pellets, gas puff, SOL modeling, MHD instabilities and fuelling sys-
tems.
1.7 Purpose of this work
The goal of this work is to progress in the understanding of W central accu-
mulation phenomenon. To do so, integrated modeling is used to reproduce a
JET-ILW pulse, and study how accurate the best simulation can be compared
with experiment. The main driver of W behavior, is W transport. NEO and Qua-
LiKiz codes, which are first-principle based neoclassical and turbulent transport
codes, were recently coupled to JETTO. NEO and QuaLiKiz include treatment
of poloidal asymmetries, which is essential for W transport. Therefore JETTO,
also equipped with SANCO and heavy impurity radiation and charge state mode-
ling, is currently the most advanced platform to model self-consistently the time
evolution of W.
1.8 Conclusion of the chapter
The global energy demand is likely to further increase with time, therefore
finding a sustainable, clean and safe energy source becomes an urgent problem.
Thermonuclear fusion can, in theory, meet all these requirements and be a source
of massive centralized electricity. Among the many challenges faced by fusion re-
searchers, the W pollution and central accumulation is a key issue. Indeed, cur-
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rent design entails W tiles for the most exposed plasma facing component. But
since W is a heavy impurity it causes strong line radiation so W contamination
must be lowered as much as possible. Further degradation related to W central
density peaking, called accumulation, must be avoided. This destabilizes the reac-
tion and strongly limits the current and future plasma performances. In order to
control W pollution, the first step is to understand the mechanisms leading to the
W accumulation, and identify the actuators responsible for it. Since W transport
interplays with many plasma parameters, the problem requires a multi-physics
approach and integrated modeling is the best tool currently available to address
these issues. Modeling self-consistently the W behavior using first-principle ba-
sed models is very new and was carried out for the first time during this PhD
work, since it requires the coupling of several codes and many numerical adjust-
ments. The goal of this work is to self-consistently reproduce 1.5s of a JET-ILW
pulse with first-principle codes embedded in integrated modeling platform and
identify the actuators leading to W accumulation.
The next chapter focuses on neoclassical transport of heavy impurities, which
is a key element of W transport. Chapter 3 presents the integrated modeling
simulations of the time evolution of W transport.
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2High Z neoclassical transport :
with and without the effect of
poloidal asymmetries
2.1 Introduction to the chapter
The purpose of this chapter is to study high Z impurity neoclassical transport.
In a cylindrical plasma, collisional transport can be described using the ap-
proach called classical transport. This description is inappropriate in a toroidal
plasma. Indeed, the toroidal geometry and the non-uniform magnetic field allow
some particles to be trapped on the field lines (as explained on section 2.2.2),
and their transport cannot be described using the classical transport approach.
Therefore the collisional transport in a torus is known as neoclassical transport.
[139] Neoclassical transport is negligible compared to turbulent transport for
most of the species present in a tokamak, but can be dominant for high-Z impu-
rities such as W.
This chapter is divided in two main parts. In the first one, the focus is neo-
classical transport theory in absence of poloidal asymmetry of the impurity den-
sity, which is the most simple configuration. Neoclassical transport deals with
transport by collisions, therefore at first collision frequencies are defined. Then
a simplified version of the diffusion coefficient is presented, associated with the
definitions of collisional regime and collisionality. This simplified diffusion coef-
ficient expression is compared with the neoclassic code NEO [15, 17]. Finally an
analytical formulation for the W neoclassical flux is given, along with poloidal
velocity definitions and parametric dependencies of the W neoclassical flux. This
part introduces an overview of the concepts used in neoclassical transport.
In the second part of the chapter, we study neoclassical transport taking into
account poloidal asymmetries of the impurity density. Note that heavy impurities
are more prone to such asymmetries in presence of rotation leading to centrifu-
gal effects or in presence of RF heating. An analytical formulation to describe
heavy impurity neoclassical transport in the presence of poloidal asymmetries
in specific collisional regimes [9] is compared to numerical results from NEO.
Finally the formula is tested inside an integrated tokamak transport platform
(JETTO [115]) for two different JET-ITER Like Wall (JET-ILW) H-mode pulses
and compared with NEO.
29
2.2 2. Neoclassical transport without poloidal
asymmetries : definitions and generalities
In a tokamak plasma, neoclassical transport describes how particles, heat and
momentum evolve thanks to collision. In the first section, the notion of collision
is defined.
2.2.1 Collision times : definition
Since plasmas are made of charged particles, Coulomb collisions are conside-
red here. Let us consider on figure 2.1 a configuration with an electron e− passing
by an ion i. We shall assume that the impact parameter b is large enough so the
direction of the electron velocity, v, is deflected by a very small angle α.
Figure 2.1  Scheme of an electron-ion Coulomb interaction
The electron then performs a random walk with small modifications to its
velocity, v, at every interaction. This creates a diffusion process, with a diffusion
coefficient which will be discussed in section 2.2.3. The collision time is defined
as "the time after which enough small-angle deflections have accumulated to
cause a significant (say, 90 degrees) scattering of v." [69] The inverse of the
collision time is called the collision frequency.
According to [94], in the case when particle "a" is lighter than particle "b", ie
ma < mb, the collision frequency of the particle a on the particle b is :
νab =
4
3
√
pi
4pinbe2ae2b lnΛ
(4pi0)2m2av3Ta
= 2
1/2
12pi3/2
nbe
2
ae
2
b lnΛ
m
1/2
a T
3/2
a 20
(2.1)
with nb the density of the particle "b", ea and eb respectively the charges of
particles "a" and "b", vTa =
√
2Ta/ma is thermal velocity of the particle "a". lnΛ =
lnλD/λL the Coulomb logarithm with λL = eaeb/4pi0kTa the Landau length and
λD =
√
0kTa/naeaeb the Debye length, with k the Boltzmann constant, 0 the
vacuum permittivity, na and Ta respectively the density and temperature of the
species "a".
For ma = mb and na = nb and ma > mb, equation 2.1 does not stricly applies
and correction factors must be added, according to [94]. For ma = mb and na =
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nb, νaa = (2−1/2)νab. And for the case ma > mb, νab = νba(
mbnb
mana
).
The collision frequency depends on the density of the particle b. It also de-
pends on the charge of both particles. e2a and e
2
b terms can become important for
heavy impurities such as W. The collision frequency also depends on the mass of
the moving particle a : the lighter it is, the higher the collision frequency. Finally,
the collision frequency depends on the temperature of the particle a : the cooler
it is, the higher the collision frequency.
Based on those equations, several collision frequencies between main ion (here
Deuterium), electrons and W are plotted below on figure 2.2 depending on the
W charge.
30 35 40 45 5010
0
101
102
103
104
105
W charge
Co
llis
io
n 
fre
qu
en
cie
s 
[s−
1 ]
 
 
ν
eD
νDD
ν
eW
νDW
νWW
νWD
νDe
Figure 2.2  Collision frequencies depending on W charge. Te = TD = TW =
2.5keV nD = 5.1019m−3 nW/nD = 10−5
The largest collision frequency is νeD because the electron mass is the smallest
of the three species (at the denominator on equation 2.1) and the Deuterium
density is the second biggest at play after ne (on the numerator on equation 2.1).
Note that νeD/νDD =
√
mD/me ≈ 60. Of all the collision frequencies implying W,
the biggest is νWD, which increases with the W charge because of the e2W/mW
term in equation 2.1. νWW increases with e4W/m
1/2
W so the slope of νWW is larger
than the slope of νWD. However since νWD/νWW = (
e2DnD
e2WnW
)
√
mD
mW
> 1, νWD
dominates.
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2.2.2 Trajectories in a tokamak
Neoclassical transport is specific to the toroidal geometry, because of the pro-
perties of the particle trajectories in a toroidal magnetic field. In this subsection
the tokamak geometry is detailed, the characteristics of the particle trajectories
are detailed and the notion of trapped particles is defined.
2.2.2.1 Tokamak geometry
Figure 2.3 illustrates a poloidal cut of a circular plasma as an example. A
tokamak geometry can be expressed using (r,θ,ϕ) coordinates, with r the radius,
θ the poloidal angle and ϕ the toroidal angle. r varies from 0 to a the minor
radius, and R is defined so that R=R0 + rcos(θ) with R0 the major radius. The
symmetry axis represents the central solenoid.
Figure 2.3  Scheme of a poloidal cut of a tokamak presenting coordinates and
notations
As seen in chapter 1, the helical magnetic field B that confines the plasma is
a combination of the toroidal magnetic field Bϕ generated by external coils, and
a poloidal magnetic field Bθ created by the central solenoid. The safety factor
characterizes how tight the magnetic fields are wrapped. At large aspect ratio
(R/r >> 1) and with a circular plasma shape, q can be approximated as :
q = rBϕ
RBθ
(2.2)
q corresponds to the number of toroidal tours per poloidal tour a field line
performs.
Bϕ is generated by N external poloidal field coils in which a current I passes.
Applying Maxwell-Ampere law, it gives Bϕ =
µ0IN
2piR , with µ0 the vacuum per-
meability. Therefore the magnetic field varies on a flux surface (dashed circle on
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figure 2.3) with a minimum at θ = 0 on the Low Field Side (LFS on 2.3), and a
maximum at θ = pi on the High Field Side (HFS on 2.3). This variation in B field,
illustrated below on figure 2.4, has a great impact on particle trajectories and is
the origin of trapped particles.
2.2.2.2 Particle motion and drift velocities
In this subsection, particle motion is explained, and drift velocities are defined.
Cyclotronic motion and guiding-center A particle "s" in a magnetic field ~B,
in absence of electric field, undergoes the Lorentz force and obeys the following
motion equation :
d~vs
dt
= esB
ms
~v × ~B (2.3)
with ms and es respectively the mass and the charge of the particle "s", ~vs its
velocity.
In the configuration with ~B uniform and in the direction of the magnetic field
(z direction illustrated on figure 2.3), the projection of equation 2.3 on (x,y,z)
coordinates corresponds to :
dvx
dt
= ωc,s ~vy
dvy
dt
= −ωc,s ~vx
dvz
dt
= 0 (2.4)
with ωc,s =
esB
ms
the cyclotron frequency of the particle "s". For a Deuterium
particle in a magnetic field B=5T, the cyclotron frequency is about 7.5MHz.
According to equation 2.4 the particle velocity in the z direction, along the
magnetic field is constant. Another derivation and simple substitution in 2.4 al-
low to separate variables and solve the equations in x and y directions. Using
vx = dx/dt and vy = dy/dt the solutions become :
x = −ρscos(ωc,st) y = ρssin(ωc,st) (2.5)
with ρs =
msv⊥
esB
the Larmor radius of the particle "s". For a Deuterium particle
with vT,s ≈ v⊥ = 7.105m/s and B=5T, the Larmor radius is around 2.5mm.
Overall, the particle draws a circular orbital motion around the magnetic field
line. The radius of this motion is the Larmor radius, and the center of gyration
of the particle is called the guiding-center. Guiding-center velocity has a parallel
component vG‖ and a perpendicular one vG⊥. In addition to its gyration motion,
the particle also has a constant velocity along the magnetic field line.
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In order to simplify the particle motion for further calculations, the adiaba-
tic theory is applied [118] since in a tokamak the magnetic field is considered
varying slowly in time and space as compared respectively to the cyclotronic fre-
quency and the Larmor radius. The adiabatic theory conditions can be written
as :
d(∇B/B)
dt
<< ωc,s ρs
∇B
B
<< 1 (2.6)
Particle drifts On their path along a magnetic field line, the particles undergo
large scale drifts that affect the perpendicular component of the guiding-center
velocity. Note that the impact of the drifts is small compared with the parallel
velocity of the particles. In this work three main drifts are introduced : the ExB
drift, the ∇B drift and the curvature drift.
The ExB drift is caused by an electric field ~E perpendicular to the magnetic
field. As a consequence the drift undergone by the particle is perpendicular to
both fields. The ExB drift can be written as :
~vd,E×B =
~E × ~B
~B2
(2.7)
with ~B still along the magnetic field in the z direction and ~E in the y direction
on figure 2.3. Note that the ExB drift does not depend on the particle charge.
The ∇B drift is caused by a gradient in the magnetic field perpendicular to
the magnetic field. This drift, perpendicular to both the magnetic field and its
gradient, in the "y" direction, drives electrons and ions in opposite directions.
The curvature drift comes from a curvature of the magnetic field, causing the
particles to undergo a centrifugal force. In the absence of current, it is convenient
to combine ∇B and curvature drift :
vd,∇B + vd,curvature =
1
2v
2
⊥
ωc,sR
+
v2‖
ωc,sR
(2.8)
2.2.2.3 Fraction of trapped particles
In a tokamak, particles follow the magnetic field lines and therefore undergo
the poloidal variations of the magnetic field introduced in 2.2.2.1. As a conse-
quence some particles with not enough parallel velocity can be trapped along
the magnetic field. Starting from energy invariant applied for a particle :
v2‖ =
2
m
(ε− µB) (2.9)
with µ =
1
2mv
2
⊥
B
and ε the kinetic energy, v‖ and v⊥ respectively the parallel
and perpendicular components of the particle velocity.
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One can see that if ε < µBmax the parallel velocity v‖ vanishes before B(θ) =
Bmax. As seen above, B is maximal for θ = pi. Knowing that in the case of circular
concentric flux surfaces with  = r/R0 << 1 in the limit of large aspect ratio, B
can be written as follows :
B(r, θ) ' B0R0
R0 + rcosθ
;Bmax(r, θ = pi) =
B0
1−  ≈ B0(1 + ) (2.10)
with  = r/R0 the inverse of the aspect ratio.
Manipulating equation 2.9 gives :
ε
µ
= B + 12
mv2‖
µ
= B(1 +
v2‖
v2⊥
) (2.11)
The quantity in equation 2.11 must be smaller than Bmax for the particles to
be trapped. It gives, at θ = 0 :
B(1 +
v2‖
v2⊥
) ≤ B0(1 + )⇔
v2‖
v2⊥
≤ √2 (2.12)
This result is called the trapping condition, which determines the loss cone
in the velocity space (v‖,v⊥) illustrated on figure 2.4. Trapped particles bounce
along the magnetic field with a frequency ωb and an orbit width δb, estimated
below in 2.2.2.4.
Figure 2.4  Scheme from [118] of the characteristics of trapped particles and an
illustration of the loss cone
We shall now calculate the fraction of trapped particles, which involves the
expression of the distribution function f of the particles in the velocity space. In
the simple case of a Maxwellian distribution, f can be written as :
f = (2piv2T )−3/2e(
−(v2‖ + v2⊥)
2v2T
) (2.13)
Then the fraction of trapped particles is :
35
ft = 4pi
∫ ∞
0
v⊥dv⊥
∫ v⊥√2
0
fdv‖ (2.14)
The calculation, not detailed here, gives, in the limit of large aspect ratio toka-
mak, ie  << 1 :
ft ≈
√
2 (2.15)
One can notice that the smaller  is, the smaller is the number of trapped
particles. It means that tokamaks with higher aspect ratios (ie with larger ma-
jor radius for a given minor radius) will get less amount of trapped particles.
For example, in JET, with a = 0.96m and R0 = 2.96m at mid-radius the frac-
tion of trapped particles borders up 55%, which illustrates that trapped particles
represent a non-negligible quantity.
2.2.2.4 Banana width and characteristic frequencies of trapped particles
Banana width Once trapped, a particle bounces back and forth along the ma-
gnetic field line. Its trajectory follows a banana-like shape when projected on
a poloidal cut, as seen on figure 2.4. The width of the trapped particle motion,
called the banana width δb, can be calculated from the invariance of the toroidal
kinetic momentum Pϕ :
Pϕ = msRvϕ + esΨ (2.16)
with ms and es respectively the mass and the charge of the particle "s", vϕ its
toroidal velocity and Ψ the toroidal flux function Ψ =
∫
Bθ.dS = and
dΨ
dr
≈ RBθ.
At θ = 0, the invariance of Pϕ for the bounce motion is applied. Since R >> δb
and using the fact that the toroidal velocity of a trapped particle reverses sign
when moving from the inner to the outer side of the banana orbit, it gives :
Pϕ(R) = Pϕ(R + δb)
⇔ msRvϕ + esΨ(R) = −ms(R + δb)vϕ + esΨ(R + δb)
⇔ 2msRvϕ + esΨ(R) ≈ es[Ψ(R) + δb Ψ
dr
]
⇔ 2msRvϕ ≈ esδbRBθ
⇔ δb ≈ 2msRvϕ
esRBθ
(2.17)
We shall introduce the definition of the safety factor from equation 2.2 and
the expression of the Larmor radius ρs =
msv⊥
esBϕ
from 2.5. Moreover, for trapped
particle at θ = 0, vϕ ≈ v‖ ≈ v⊥
√
2. Equation 2.17 becomes :
36
δb =
2msqv⊥
√
2
esBϕ
⇔ δb ≈ 2q√

ρs (2.18)
The banana width is larger than the Larmor radius of the species "s".
Characteristic frequencies Two frequencies are characteristic of trapped par-
ticles. The first one is the frequency, called the bounce frequency, at which the
trapped particle travels its banana orbit. For one half banana orbit, the trapped
particle covers L‖ = 2piqR at the speed v‖ ≈ v⊥
√
2. The bounce frequency then
corresponds to :
ωb =
v‖
L‖
= v⊥
√
√
2piqR
(2.19)
The "untrapping" frequency is another characteristic frequency for the trapped
particles. Thanks to collisions, a trapped particle can be scattered out of the
loss cone shown on figure 2.4. After a certain time τ , the trapping condition
v2‖ = v2⊥2 is met and the particle is untrapped. τ can be calculated [109] and the
"untrapping" frequency is then defined as νeff = 1/τ :
νeff =
ν
2 (2.20)
with ν the collision frequency defined in 2.2.1.
2.2.3 Neoclassical transport : effective diffusion coefficient
and collisional regimes
As seen above in section 2.2.1, in neoclassical transport, particles are assumed
to perform a random walk ruled by collisions, which creates a diffusion process.
We shall now focus of this diffusion process and the expression of the diffusion
coefficient.
Let us consider a configuration illustrated on figure 2.5 of free electrons in a
magnetic field, in a slab geometry. One can consider electrons in rotation of the
order of their Larmor radius (with homogenous and time independent B field).
Figure 2.5  Scheme of two electrons
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The effective diffusion coefficient Deff can be defined as follows :
Γx = −Deff dn
dx
(2.21)
The electron flux Γx (in the x direction here) corresponds to a number of
particles per surface unit per second. It can also be written as :
Γx = ∆nxVx (2.22)
With ∆nx the variation of electron density : ∆nx = nx − nx+∆x with nx+∆x =
nx+
dn
dx
∆x. It gives ∆nx = −dn
dx
∆x. ∆x is the distance covered with one collision,
in our example ∆x = ρe which is the electron Larmor radius. Vx corresponds to
the speed of the random-walk of the electrons Vx = ∆xνc = ρeνc. It gives :
Γx = −∆x2νcdn
dx
(2.23)
Comparing equations 2.21 and 2.23 gives D = ∆x2νc ie D = distance2 ×
frequency. The diffusion coefficient corresponds to the square of the distance
covered during random walk, multiplied with the highest collision frequency (ie
the one that generates the biggest transport).
In this section, the simplified approach to determine the diffusion coefficient
is chosen, enabling to introduce collisional regimes and a first estimation of the
diffusion coefficient.
2.2.3.1 Collisionality
There are three collisional regimes, each with a corresponding expression of
the diffusion coefficient. The normalized collisionality is the parameter that de-
termines the collisional regime. It corresponds to the ratio of the "untrapping"
frequency (equation 2.19) over the bounce frequency (equation 2.20). The colli-
sionality can be defined as follows, for a thermal species "s" (vT ≈ v⊥) :
ν∗s =
νeff,s
νbounce,s
≈ qR
vT,s
−3/2νs (2.24)
with vT,s the thermal velocity of the species "s" and
νs = νss +
∑
s′
νss′ (2.25)
To calculate the collisionality of the species "s", all the collision frequencies
involving "s" are summed according to 2.25, including the self-specie collision
frequency. According to the ordering on figure 2.2, νDD is used to calculate ν∗DD
and νWD and νWW are summed to calculate ν∗W . The notation ν
∗
DD is used here
to avoid confusion with section 2.2.3.6 where the D collisionality is calculated
using νDe and therefore written ν∗De.
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2.2.3.2 Weakly collisional : Banana regime
In this regime, trapped particles bounce many times before being untrapped,
meaning that νeff << νbounce or ν∗ << 1. In this configuration, the random walk
covered by the particles is the banana width. The biggest collision frequency crea-
ting transport is νeff from equation 2.20. Moreover, in this regime, only trapped
particles contribute to the transport, therefore the fraction of trapped particles
from equation 2.15 needs to be introduced. According to the diffusion coefficient
definition in 2.23 it gives :
Dbanana = ftδ2bνeff =
q2ρ2L
3/2
νs (2.26)
In the banana regime, the diffusion coefficient increases with the collision fre-
quency.
2.2.3.3 Highly collisional : Pfirsch-Schlüter regime
In this regime the mean free path of particles lmfp ≈ vT/νs becomes much
smaller than the transit length piqR, meaning that particles collide very early
along their path. As a consequence, trapped particles do not have time to bounce.
In terms of collisionality, the Pfirsch-Schlüter regime corresponds to :
piqR >> vT/νs ↔ ν∗ >> −3/2 (2.27)
In this regime, the diffusion coefficient is not decomposed as distance2 ×
frequency but rather as velocity2 × time.
Most particles are circulating and traveling along their field lines, creating a
parallel transport with a parallel diffusion coefficient D‖ ≈ v2Tνs [109]. The typi-
cal velocity of the random walk in this regime is dominated by the curvature drift
introduced in section 2.2.2.2 equation 2.8. Therefore the velocity can be written
as vD ≈ v2‖/Rωc,s ≈ ρsvT/R with ωc,s = esB/ms the cyclotron frequency. The
characteristic diffusion time τ‖ corresponds to the time needed for the particle to
travel the distance L‖ = 2piqR before a collision. Finally, it gives :
DPS = v2Dτ‖ ≈ (qρs)2νs (2.28)
In the Pfirsch-Schlüter regime, the diffusion coefficient does not depend on the
inverse of the aspect ratio  since trapped particles play no role in this regime.
2.2.3.4 Intermediary : Plateau regime
The intermediary regime is the plateau. It corresponds to 1 << ν∗ << −3/2.
Only a fraction ωb/νeff of trapped particles travels several times their orbits be-
fore escaping. It gives :
Dplateau =
ωb
νeff
Dbanana =
qvT
R
ρ2s (2.29)
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In the plateau regime the diffusion coefficient does not depend on the collision
frequency.
2.2.3.5 Collisionality example
To illustrate in which collisionality regimes Deuterium and W are, the profiles
shown on figure 2.6 are used to calculate the D and W collisionalities on figure
2.7. Such temperature and density profiles are realistic tokamak values. All spe-
cies are assumed to be at the same temperature.
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Figure 2.6  Density and temperature proﬁles used to calculate collisionalities on
ﬁgure 2.7
Figure 2.7  W and D collisionalities versus r/a for the proﬁles given on ﬁgure 2.6.
R0/a = 3, nW/nD = 10−5 and ZW = 40, q=2
One can see on figure 2.7 that, for the chosen density and temperature profiles,
D is in the banana regime for all radii except the first one. It means that most
Deuterium particles are trapped and do not participate much to the neoclassical
transport. W is in plateau regime for all radii and gets very close to Pfirsch-
Schlüter regime at the very last radius. One could expect an heavy impurity such
as W to be mainly in Pfirsch-Schlüter regime because of the e2s and e
4
s of the
collision frequency expression on equation 2.1. However in our example the W
is present as a trace, therefore its very small density balances its high charge
state.
40
2.2.3.6 Comparison of the analytical formula for the diffusion coefficient
vs NEO and NEO vs GYSELA
Now the approximative formulas for diffusion coefficient depending on the
collisionality regimes are defined, they are compared with the neoclassical code
NEO. Then in a second time the diffusion coefficient from NEO is compared with
a gyrokinetic code, GYSELA [61].
Analytical formulas versus NEO The goal here is to compare the analytical
formula for the diffusion coefficient in the different collisionality regimes (equa-
tions 2.28,2.26,2.29) with NEO results. The analytical formulas of the diffusion
coefficient are applicable to any species, but we shall consider here a pure plasma
with only one main ion, Deuterium, and electrons. Therefore the comparison fo-
cuses on the Deuterium diffusion coefficient. NEO, introduced in the previous
chapter, is run with 19 Legendre and 10 Laguerre polynomials. In order to ex-
tract the diffusion coefficient from NEO outputs , for each set of inputs NEO is
run twice, with two different Deuterium density gradients. The runs are called 1
and 2, with their associated fluxes Γ1 and Γ2, and their Deuterium density gra-
dients ( R
Lni
)1 and ( RLni )2 Assuming that equation 2.18 is a correct description of
NEO results, the effective diffusion coefficient DD can be isolated as shown on
equation 2.30 :
DD =
R
ni
Γ2 − Γ1
( R
Lni
)2 − ( RLni )1
(2.30)
with R
Lni
= −R∇ni
ni
. This method will be used again in section 3.
Figure 2.8a shows the Deuterium diffusion coefficient isolated from the NEO
results in blue and compared with the analytical formulas in magenta for the
different collisionality regimes. The vertical lines correspond to the collisionality
regime limits : banana/plateau limit at ν∗ = 1 and plateau limit at ν∗ = −3/2.
Figure 2.8b is a zoom of the banana area.
When studying the diffusion coefficient, self-species collisions can not be used
to calculate the collisionality because they do no contribute to the transport of
the considered species. Indeed, if for example two Deuterium particles collide,
their velocities balance each other because of momentum conservation. There-
fore in the case of the diffusion coefficient, the D collisionality ν∗De is introduced,
calculated with νDe as νs in equation 2.24.
In order to scan the collisionality, the Deuterium density is scanned over two
orders of magnitude. The density values are completely out of the experimental
ranges, but as seen on figure 2.4 Deuterium barely gets out of the banana regime
and the goal here is to test the validity of the analytical formulas against NEO
over all collisionality regimes.
In the banana regime the formula over estimates NEO results up to a factor
10. Then NEO does not show any flat zone where, according to the analytical
formula, the plateau regime should be. The lack of plateau area comes from
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(a) full scan. (b) zoom of banana regime.
Figure 2.8  Diﬀusion coeﬃcient depending on collisionality for Deuterium. nD =
5.1021 → 5.1023m−3 TD = 1keV r/a = 0.5  = 0.15
the fact that the theory assumes  close to zero, which is not the case in our
simulation ( = 0.15). Finally in the Pfirsch-Schlüter regime, the two curves
show a much better agreement with a error reduced down to 20%.
Note that in the case of the pure plasma, because of the ambipolarity Γi = Γe
and the quasi-neutrality ne = Zini, De = Di.
Overall, the approximated formulae of the diffusion coefficient are not realis-
tic, except in the Pfirsch-Schlüter regime.
NEO versus GYSELA GYSELA [61] is a non-linear 5D gyrokinetic code based
on a semi-Lagrangian method and able to perform global, full-f and flux-driven
simulations. A reduced and linearized multi-species collision operator has been
recently implemented [49], so that both neoclassical and turbulent transport
channels can be treated self-consistently on an equal footing. Therefore it is in-
teresting to compare NEO and GYSELA on the neoclassical transport coefficients.
Figure 2.9 shows GYSELA and NEO results depending on the collisionality for
three species : Carbon, Helium and W, with the collisionality regimes. NEO is
run with adiabatic electrons to match GYSELA electrons modeling, 19 Legendre
and 10 Laguerre polynomials, but NEO can also be ran with kinetic electrons.
As discussed later on 2.12, the kinetic electrons setting starts to impact NEO re-
sults when D is away from the banana regime, which is not the case here. The
parameters values are summarized in Table 2.1.
Species D He C W
Collisionality ν∗W 0.1 0.4 2.1 23.6
Concentration cz 1 2.10−4 10−5 4.10−6
Table 2.1  Collisionality and concentration of the 4 species at r/a=0.5 of the
NEO/GYSELA simulations. q=1.75, s=0.4, T=2.91keV, nD = 2.1020,
a/Ln = 0.031, a/LT = 0.303
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Figure 2.9  Diﬀusion coeﬃcient of 3 impurities (He, C and W) in a Deuterium
plasma versus the impurity collisionality ν∗Z . GYSELA (circles) NEO
(crosses) with the zeroth-order Hirshman-Sigmar collision operator
[17])
One can see that the code results are very close, with the best result at low
collisionality for Helium. [49]
2.2.4 Neoclassical fluxes and poloidal velocity
Now the simplified expression of the effective diffusion coefficient has been
studied, in this section the full analytical expression of the neoclassical particles
fluxe is estimated. In this process the poloidal velocity is also discussed.
The calculation starts from the fluid momentum equation (equivalently called
the force balance equation) :
nsms
d~vs
dt
= esns( ~E + ~vs × ~B)− ~∇ps − ~∇pis −
∑
s 6=s′
nsmsνss′(~vs − ~v′s) (2.31)
Where ns, ms, es, vs, ps, pis, are respectively density, mass, charge, velocity,
pressure and stress tensor associated with the species s. It is assumed that the
plasma has a circular shape with a large aspect ratio, at a stationary state. The
considered species are Deuterium as main ion, electrons and a trace impurity Z.
The projection of the stress tensor in the radial direction is negligible. In the
toroidal direction it equals zero because of the axisymmetry. In the parallel direc-
tion it gives [64] :
u‖ ·∇pis = nsmsµs(vsθ − ks ∇Ts
esBϕ
) (2.32)
with νs the collision frequency, ks a function which will be determined later.
Finally µs = ζq/
√
 with ζ constant and u‖ the parallel velocity. The left hand
part of equation 2.31 equals zero because we chose a stationary state and we
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assume that the fluid velocity is smaller than the sound speed. Now we project
equation 2.31 in radial (equation 2.33), parallel (equation 2.34) and toroidal
(equation 2.35) directions :
0 = esns(Er + vsθBϕ − vsϕBθ)−∇ps (2.33)
0 = esnsE‖ − µsnsms(vsθ − ks ∇Ts
esBϕ
)−∑
s 6=s′
nsmsνss′( ~vs‖ − ~vs′‖) (2.34)
0 = esnsEind + esΓsBθ −
∑
s 6=s′
nsmsνss′( ~vsϕ − ~vs′ϕ) (2.35)
We assume that E‖ = Eind (with Eind the electrostatic field). It is interesting to
notice that if we sum equation 2.35 over all the species, action-reaction principle
makes the collision term to vanish, and electroneutrality causes the first term to
vanish also. It leaves us with the ambipolarity constraint :
∑
esΓs = 0 (2.36)
If we subtract equation 2.35 and equation 2.34 and assuming that vsϕ− vs′ϕ ≈
vs‖ − vs′‖, it gives the flux expression :
Γs = −qµs

nsms
esBϕ
(vsθ − ks ∇Ts
esBϕ
) (2.37)
vsθ is the poloidal velocity which needs to be determined.
2.2.4.1 Poloidal velocity
To estimate the poloidal velocity, equation 2.34 is summed over all the species.
It gives :
∑
µsnsms(vsθ − ks ∇Ts
esBϕ
) = 0 (2.38)
The electron contribution is considered to be negligible because me << mD
and µe ≈ µD . The impurity contribution is also negligible because nZ << nD.
Only Deuterium is left, leading to :
vDθ = kD
∇TD
eDBϕ
(2.39)
The value of the coefficient kD varies depending on the collisional regime (1.17
for banana regime, -0.5 for plateau and -2.1 for Pfirsch-Schlüter). However these
values correspond to  << 1 and are asymptotical. Hinton and Hazeltine created
an interpolation formula (eq 6.(135) of [71]) for a species "s" :
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ks,banana =
1.17− 0.35√ν∗s
1 + 0.7√ν∗s
(2.40)
In the case of the Deuterium, the collisionality used in this formula is ν∗DD. This
formula is valid for banana and plateau regimes. For the Pfirsch-Schlüter regime,
the formula (eq 6.(136) of [71]) is applied :
ks,PS =
ks,banana − 2.1ν∗2s 3
1 + ν∗2s 3
(2.41)
To calculate the impurity velocity, equation 2.33 is written for the impurity
and Deuterium : 
Er + vZθBϕ − vZϕBθ − ∇pZ
eZnZ
= 0
Er + vDθBϕ − vDϕBθ − ∇pD
eDnD
= 0
(2.42)
Assuming that vZϕ ≈ vDϕ and TD ≈ TZ it gives :
vZθ = vDθ +
1
Bϕ
(∇pZ
nZeZ
− ∇pD
nDeD
)
↔ vZθ = TD
eDBϕ
[eD
eZ
∇nZ
nZ
− ∇nD
nD
+ (kD − 1 + eD
eZ
)∇TD
TD
] (2.43)
The Hinton-Hazeltine analytical expression of the impurity poloidal velocity
can now be compared with NEO.
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Figure 2.10  Poloidal velocities depending on r/a. Based on proﬁles from ﬁgure
2.6. W in blue, D in magenta. NEO (circles) Hinton-Hazeltine from
[71] (asterisks)
The velocities are calculated based on the profiles on figure 2.6. Let us first look
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at the Deuterium in magenta. As seen on figure 2.7, the D first point is in plateau
regime and the rest of the profile is in banana regime. From r/a=0-0.2, Hinton-
Hazeltine formula (magenta asterisks) interpolates smoothly between the two
regimes and from r/a=0.2 the two curves agreement improves towards the edge
with Deuterium deeper in banana regime. The largest error (up to 80% in abso-
lute values) between NEO and Hilton-Halzetine occurs for the first points, where
the signs disagree.
For the W, NEO comes closer to Hinton- Hazeltine until r/a=0.5. Then the
Hilton-Hazeltine formula over estimates NEO up 50%.
Overall Hinton-Hazeltine remains significantly different with respect to NEO,
with absolute errors up to 80% and sign difference.
2.2.4.2 Particle fluxes
Thanks to the poloidal velocity expression, the analytical formula of the impu-
rity flux from 2.37 can be finally determined.
ΓZ = −DZ∇nZ + VZnZ (2.44)
with 
DZ =
q

µZρ
2
ZνZD
VZ = −ZDZ [∇nD
nD
+ (1− kD + kZ − 1
Z
)∇TD
TD
]
(2.45)
with Z = eZ/eD. But this formula is not valid in Pfirsch-Schlüter regime. [64]
2.2.4.3 Impurities
According to [94] the impurity neoclassical flux can be written as below, in
the Pfirsch-Schlüter regime only :
ΓZ =
q2ZDcnZ
R
[K( 1
Z
R
LnZ
− R
Lni
)−H R
LTi
] (2.46)
with
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
Dc = ρ2DνDD
K = 1− 0.52α0.59 + α + 1.34g−2
H = −0.5 + 0.29 + 0.68α0.59 + α + 1.34g−2
α = nZZ
2
Z
nDZ2D
g = ν∗D3/2
ν∗DD =
νDDqR
vTD3/2
νDD =
4
3
√
pi
4pinDe4lnΛ
m2Dv
3
D
R
LX
= −R∇rX
X
(2.47)
Two coefficients apply, H and K, respectively on the ion density gradients (main
ion i and impurity Z) and on the main ion temperature gradient. These coeffi-
cients depend on the impurity concentration and charge, as well as on the main
ion collisionality. Indeed, having the main ion in banana regime implies that
ν∗D < 1 so g term from equations 2.47 tends to 0, therefore g−2 >> 1. If the im-
purity concentration is low enough to remain in the trace limit (ie α << 1) then
the combination of the two assumptions (impurity trace and main ion banana
regime) lead K to tend to 1 and H to tend to -1/2.
The impurity flux can be positive, meaning that the impurities are driven out-
ward, or negative, with impurities driven inward. The sign of the flux depends on
the three gradient lengths : the impurity density gradient length
R
LnZ
, the main
ion density gradient length
R
Lni
, and the temperature density gradient length
R
LTi
.
The main ion density gradient length is usually positive since the density profile
is peaked. As a consequence,
R
Lni
> 0 which tends to drive the impurity inward
(ΓZ < 0) and is responsible for the phenomenon of impurity accumulation. This
effect is more dramatic with an heavy impurity because of its Z dependence. This
effect is limited by the counter acting impact of the temperature gradient length
R
LTi
. Again the temperature is usually peaked, leading to a positive temperature
gradient length. With D in banana and the impurity in Pfirsch-Schlüter, the H co-
efficient is negative, so H
R
LTi
< 0 and tends to drive the impurity outward. This
positive effect is called the temperature screening. However this positive effect
is roughly cut by half because |H| ≈ 1/2.
Figure 2.11 shows the W neoclassical flux versus r/a for the profiles from figure
2.6, therefore W is not in Pfirsch-Schlüter (see figure 2.7).
47
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1−6
−5
−4
−3
−2
−1x 10
16
r/a
W
 fl
ux
 (m
−
2 .
s−
1 )
 
 
Analytical theory
NEO
Figure 2.11  W neoclassical ﬂux depending on r/a. Based on proﬁles from ﬁgure
2.6
The W particle flux is negative at all radii, meaning that W is driven inward.
NEO and the analytical formula show different trends, even if they have the same
order of magnitude. An explanation could be that with the chosen profiles (figure
2.6) W is not in the Pfirsch Schlüter regime (see figure 2.7), while the analyti-
cal formula is valid in that regime only. Therefore it can be assumed that with
W forced in deep Pfirsch-Schlüter regime, the fit between NEO and the analyti-
cal formula would agree better. However since increasing the W content would
break the trace limit assumption, the exercise will not be tried here. It highlights
the challenge to have both the W as a trace and in deep Pfirsch-Schlüter regime
as assumed commonly in analytical derivations.
2.2.4.4 Temperature screening and pinch coefficients
In experimental plasmas, the impurities in the trace limit Pfirsch-Schlüter condi-
tions are rarely simultaneously fulfilled (see figure 2.7 for example). This impacts
the numerical value H and K respectively in front of
R
LT i
and
R
Lni
inside equa-
tion 2.47, which is valid only in certain collisionality regimes according to [94].
Therefore the actual values of the H and K coefficients have to be tested against
NEO.
A scan of the main ion (assumed to be Deuterium) collisionality was made
with NEO. The Deuterium density is varied over a large range, in order to vary
the D collisionality. Note that in order to reach Deuterium in deep Pfirch-Schlüter
regime, unrealistic values of Deuterium densities are used, as for figure 2.8. The
ratio nZ/nD = 10−5 was kept fixed to maintain the impurity in the trace limit
nZZ²
nD
= 1.2.10−3 with Z=34 the charge of W. Therefore, the W collisionality is
varied from plateau to Pfirsch-Schlüter regimes. JET-like parameters are used
based on pulse n°85308 time averaged over 10.35s-10.85s at mid-radius. The
profiles can be seen on figures 2.14, the values are in the same range as figure 2.6.
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Figure 2.12 shows the ratio H/K versus Deuterium collisionality ν∗D, as it is not
possible with NEO to extract H and K from the diffusion coefficient Dc. Indeed
the theoretical formulation of Dc is only valid for deep Pfirsch-Schlüter regime,
which makes it not reliable for a collisionality scan. On figure 2.12, NEO H/K
is compared with Wenzel-Sigmar formula (equations 2.46 and 2.47 above) and
with NCLASS ([74]). NCLASS is a neoclassical code based on the fluid moment
approach with a simplified collision operator, and does not account for poloidal
asymmetries. NCLASS uses the Hirschman-Sigmar collision operator , based on
pitch angle scattering. Two NEO scans were made, one with adiabatic electrons,
and the other with kinetic electrons.
Figure 2.12  H/K versus D and W collisionalities. Wenzel-Sigmar formulation
equations 2.46 and 2.47 (solid line squares) NCLASS (diamonds)
NEO kinetic electrons (dashed line and crosses) and NEO with adia-
batic electrons (dot line and circles). The arrow shows JET-like core
values range, see ﬁgure 2.14 below. The parameters used for this scan
are : r/a=0.5, ε = 0.16, Z=34, Ti = Te = 2.1keV , q=1.18, R=2.98,
α = 1.2.10−3, nD = 1019 → 3.1024. Left vertical line : plateau/Pﬁrsch-
Schlüter regime limit for W. Right vertical line : plateau/Pﬁrsch-
Schlüter regime limit for D
Figure 2.12 can be divided in three zones, separated by vertical dashed lines
which correspond to change of collisional regime. The left one indicates that W
enters Pfirsch-Schlüter regime, and the right one that Deuterium enters Pfirsch-
Schlüter regime. Below ν∗D = 0.1 in the far left zone n°1, Deuterium is in the
banana regime and W is in plateau. When 0.1 < ν∗D < 15 in the central zone n°2,
W is in Pfirsch-Schlüter regime and D is in banana/plateau regime. Above ν∗D >
15 in the far right zone n°3, both species are in Pfirsch-Schlüter regime. Core
range values for the JET-ILW case studied and described in section 2.3.3.1 covers
zones one and two, with W in plateau/Pfirsch-Schlüter, and D in banana/plateau
(see figure 2.15). One can start with the first zone : D banana and W plateau.
When the W is in plateau, Wenzel-Sigmar equation 2.46 is not applicable. In this
zone, both NEO and NCLASS agree very well with each other. In the second zone,
D is banana/plateau and W is in Pfirsch-Schlüter, Wenzel-Sigmar equation 2.46
is applicable. The H/K value derived in Wenzel-Sigmar in [94] equals -1/2, NEO
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and NCLASS first converge towards -1/2. But as ν∗D increases, NCLASS remains
at -0.5 while H/K from [94] and both NEO curves move away from -0.5. It means
that when approaching Pfirsch-Schlüter, NCLASS is no longer an adequate model.
In the third zone, both species are in Pfirsch-Schlüter : in this configuration,
according to [116] H/K derived in [94] tends to zero. NEO curve with adiabatic
electrons goes to zero, but the NCLASS curve remains at -0.5, and NEO with
kinetic electrons goes up to 1. NCLASS behavior comes from the fact that it uses
a collision operator which does not include energy scattering, which makes it
non-relevant with D in Pfirsch-Schlüter. NEO with kinetic electrons differs from
the adiabatic electron case due to the electron coupling. Indeed, at low impurity
density, the electron collision frequency with the main ions (i.e. νeD) is larger
than the impurity collisional coupling with the main ions (i.e. νDW ), as seen on
figure 2.2. This explains the difference betwen kinetic and adiabatic electron
NEO runs. NEO with kinetic electrons is the most physical result.
Two conclusions can be made out of this study of H/K term over Deuterium col-
lisionality. First, typical tokamak collisionality values cover a zone where |H/K|
can be lower than 0.5. Secondly, NEO and NCLASS give the same results within
the experimental parameter range. This observation will be useful in section 2.3.
2.2.4.5 Parametric dependencies
In order to have a better understanding of the impact of the gradient lengths
on the W flux, each gradient is scanned while keeping the others fixed : −∇Ti/Ti
on figure 2.13a, ∇nD/nD on, figure 2.13b and nW/nD on figure 2.13c. The goal
is to know for which range of values the flux will be positive, leading to an
outward W flux. The analytical formula 2.43 is also compared with NEO in this
study.
One can see on figure 2.13a that the larger the TD normalized gradient is, the
larger the flux is. It means that the direction of the flux depends on the stiffness
of the temperature gradient. Note that the analytical theory and NEO differs from
up to a factor 2, even if the tendencies are similar. In particular the analytical W
flux changes sign earlier than NEO, meaning that the Pfirsch-Schlüter analytical
formula overestimates the temperature screening phenomena.
For the −∇nD/nD scan on figure 2.13b, the positive values are reached by
NEO when the gradient is close to zero. It means that we need a flat Deuterium
density profile in order to keep the W out of the plasma. The analytical theory
and NEO differs from up to 50%, even if the tendencies are similar, and NEO is
a bit more pessimistic than the analytical formula.
Finally, on the nW/nD scan on figure 2.13c, NEO results show that the greater
the W quantity, the more inward the flux is. If there is more W coming in, it
means it will increase even more the W concentration, creating a feedback loop
with a negative impact on plasma confinement and stability. The error between
the analytical formula and NEO reaches 60%.
Overall, to avoid W accumulation the best configuration contains a stiff main
ion temperature gradient and a flat main ion density gradient. Moreover, the
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Figure 2.13  ΓW dependng on −R∇TD/TD, −R∇nD/nD, nW/nD without rota-
tion TD = TW=1,4 keV r/a=0,79 nD = 3, 4.1019m−3, ZW = 40
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calculation of the W flux requires the use of NEO or NCLASS rather than the
analytical estimation.
In this section, neoclassical transport was described in absence of poloidal
asymmetries. In the next section, the impact of poloidal asymmetries on heavy
impurity is taken into account and an analytical formula is introduced and com-
pared with NEO. Finally the formula is tested inside JETTO for two different
JET-ITER Like Wall (JET-ILW) H-mode pulses.
2.3 Neoclassical transport with poloidal
asymmetries : study of a generalized analytical
formula
W transport is both turbulent and neoclassical. In the central region of JET
core, W transport has been shown to be mostly neoclassical [73, 69, 6, 54, 10],
whereas in the outer part the turbulent transport dominates. Due to its large
mass A=184, W is subject to a strong centrifugal force when the plasma rotates.
This causes poloidal asymmetry in W density. In presence of NBI momentum in-
put, those asymmetries are shown to increase the neoclassical W transport by an
order of magnitude in JET [10, 28]. Radio Frequency heating also impacts the
poloidal distribution of W up to a factor 2 [111, 19]. NEO [16, 17] includes com-
prehensive treatments of poloidal asymmetries. However the computational cost
of running NEO is of the same order of turbulent quasilinear codes such as Qua-
LiKiz [22] and TGLF [124] when embedded in integrated modeling platforms
such as JETTO [115].
The goal of this section is to study an alternative solution applying an analyti-
cal formula that describes the impact of poloidal asymmetries on heavy impurity
transport. Based on previous works such as [140, 70, 114] and especially [55],
Angioni and Helander proposed such a formula in [9]. This formula, combined
with the neoclassical code NCLASS [74] in which poloidal asymmetries are not
included, could offer a faster option for integrated modeling. The Angioni Helan-
der formula [9] derives the impurity neoclassical flux with a simplified collision
model, valid for main ion in banana regime at low Mach number, impurity in
trace limit and in collisional Pfirsch-Schlüter regime. These constraints are not
simultaneously fulfilled for all radii in experimental plasmas. It is therefore es-
sential to explore the validity domain of the analytical formulation accounting
for poloidal asymmetries up to realistic ranges. In order to understand if an al-
ternative to NEO exists to deal with poloidal asymmetries at a lower CPU cost,
JET-ILW like parameters from H-mode plasmas are used as an illustration of such
realistic conditions. This formula was tested out of its validity domain against
NEO for several parameter scans, in order to test its robustness and its limits.
At first it was noted that within the validity domain of the formula a factor had
to be empirically adjusted. Then the modified formula was compared to NEO
outside of its validity range, and it is found to remain valid outside its definition
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domain. Indeed, considering main ions in the banana regime, it well reproduces
NEO results whatever the collisionality regime of impurities, provided the poloi-
dal asymmetry is not too large. Finally, the formula combined with NCLASS is
used inside the transport solver JETTO to simulate a discharge, and then the W
density profiles predicted are compared to the ones obtained with an integrated
simulation with NEO, while gaining about a factor 1100 of CPU time.
The analytical formula and its limits are introduced in section 2.3.1 and are
generalized in 2.3.2. In section 2.3.3 the formula is tested against NEO. Finally
in section 2.3.4 the formula is tested inside JETTO for two different JET-ILW like
H-mode pulses and compared with NEO.
This work has been submitted for publication to the journal Physics of Plasmas.
2.3.1 Analytical formula of the high Z neoclassical flux with
poloidal asymmetries
Neoclassical impurity theory has been generalized to consider the case of po-
loidally asymmetric heavy impurity such as W [140, 114, 55, 56, 18, 9, 7]. The
theory is valid whether the W localization is caused by centrifugal forces or RF
induced temperature anisotropy. The impurity labeled Z has to stay in the trace
limit (α = Z
2
ZnZ
Z2i ni
<< 1 ). The impurity also has to be in the Pfirsch-Schlüter
regime (νZ∗ >> −3/2 ) while the main ion, labeled i, is in the banana regime
(νi∗ < 1). The normalized collisionality ν∗ is still defined as ν∗s =
νsqR
vT,s3/2
. For the
main ion the dominant collisionality is νii. With a simplified collision operator
valid at large aspect ratio (ε >> 1), the neoclassical impurity transport can be
written as follows (equation (2) of [7], recalled from [9]).
R 〈ΓneoZ 〉
〈nZ〉 = q
2DcZ
[( 1
Z
R
LnZ
− R
Lni
+ 12
R
LT i
)
PmodelA − 0.33PmodelB fc
R
LT i
]
(2.48)
with the purely geometric factors :
PmodelA =
1
2ε2
〈B2〉
〈nZ〉
〈nZ
B2
〉
−
〈
B2
nZ
〉−1 (2.49)
PmodelB =
1
2ε2
〈B2〉
〈nZ〉
 〈nZ〉
〈B2〉 −
〈
B2
nZ
〉−1 (2.50)
The structure of equation 2.48 is very similar to the impurity transport flux wi-
thout asymmetries derived above in equations 2.46 and 2.47 in section 2.2.4.3
from [94]. When comparing equations 2.47 and 2.48, one can recognize the dif-
fusive term proportional to ∇nZ , the neoclassical pinch driven by ∇ni, both mul-
tiplied by the PmodelA factor. Concerning the temperature screening driven by∇Ti,
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two terms are contributing : the term without asymmetries multiplied by PmodelA
to which a new term is added, proportional to PmodelB . This new P
model
B term de-
creases the impact of temperature screening. The PmodelA and P
model
B factors are
both purely geometrical and one can notice that without poloidal asymmetries
of the impurity density nZ , i.e. 〈nZ〉 = nZ , PmodelA → 1 and PmodelB = 0 and one re-
covers Pfirsch-Schlüter W flux from equation 2.47 of [94]. In the case of strong
asymmetries, PmodelA and P
model
B increase ; it means that the impurity transport
will be more sensitive to the main ion density gradient, and the benefits from
temperature screening will be reduced.
2.3.2 Theoretical limits and implications of the formula
2.3.2.1 Symmetric neoclassical temperature screening and pinch
coefficients
Equation 2.48 above from [7] is derived with the main ion in the banana
regime, and heavy impurities in the Pfirsch-Schlüter regime. Heavy impurities
must be present as a trace, i.e. α = Z
2
ZnZ
Z2i ni
<< 1. The main ion are also assumed
to remain subsonic, Mi =
√
mi2TiωR < 1, where ω is an angular frequency of
toroidal rotation. The impurity Mach number has no constraint, however one
can notice that in present experiments with NBI [10] tungsten Mach number
can be high, MW = Mi
√
mW/mi > 1 (see figure 2.14c).
In experimental plasmas, the main ions in banana and impurities in the trace li-
mit Pfirsch-Schlüter conditions are not always fulfilled (see figure 2.7 for example),
whereas even in NBI JET cases the bulk ion Mach number remains subsonic. This
impacts the numerical value 1/2 in front of
R
LT i
inside equation 2.48, which cor-
responds to the H coefficient from equation 2.49 with the main ion in banana
regime and the trace impurity in Pfirsch-Schlüter. But as seen in section 2.2.4.4,
typical tokamak collisionality ranges values cover a zone where |H/K| can be lo-
wer than 0.5. It means that keeping the numerical value in equation 2.48 is not
adequate to describe experimental plasmas. The H/K study also shows that NEO
and NCLASS give the same results within the experimental parameter range.
Therefore the combination of NCLASS with PA and PB formula (equations 2.48
2.49 2.50 and [74]) will be compared to NEO with poloidal asymmetries.
Therefore, we assume a generalisation of equation 2.48 as follows :
R 〈ΓneoZ 〉
〈nZ〉 = q²DcZ
[(
K
1
Z
R
LnZ
−K R
Lni
−H R
LT i
)
PmodelA −H0fCPmodelB
R
LT i
]
(2.51)
In the limit of main ion in banana regime and W in the trace limit and Pfirsch-
Schlüter regime, K=1, H=-0.5 and H0 = 0.33 and equation 2.48 is recovered.
The numerical value 0.33 associated with PB term in equation 2.48 is also valid
only for W in Pfirsch-Schlüter. But as shown later in figure 2.15 W is mainly in
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plateau for the studied JET pulse. Therefore in equation 2.51 the 0.33 value is
generalized to an H0 numerical term that will be empirically adjusted based on
NEO results.
2.3.2.2 Extracting PA and PB terms from NEO outputs
In order to explore the validity of equation 2.51, one needs to extract the
transport coefficients from NEO outputs, and then deduce PA and PB terms cal-
culated with NEO and compare them to their theoretical expressions (equations
2.49 and 2.50). For clarity, equation 2.51 is re-written : the idea is to gather the
terms respectively in front of densities and temperature gradients. The general
version of the flux equation, written in equation 2.52 below is the starting point.
The impurity flux is expressed as the sum of a diffusion term and a convective
part. The diffusion coefficient is Dmodelasym and the convection velocity coefficient
is identified as V modelasym . The index asym stands for asymmetric, i.e accounting
for the effects of poloidal asymmetries. “model” means that the coefficients are
based the analytical derivation of PA and PB (equations 2.49 and 2.50).
〈
Γmodelasym,Z
〉
=
Dmodelasym nZ
R
(
R
LnZ
+
V modelasym R
Dmodelasym
)
(2.52)
with the pinch velocity term defined as
V modelasym R = RV modelN,asym +RV modelT,asym (2.53)
We define V modelN,asym and V
model
T,asym as the convection velocities respectively propor-
tional to R
Lni
and R
LTi
:
V modelN,asym = Dmodelasym CmodelN,asym
1
Lni
(2.54)
V modelT,asym = Dmodelasym CmodelT,asym
1
LT i
(2.55)
By identification with equation 2.51 the coefficientsDmodelasym , C
model
N,asym and C
model
T,asym
can be written as follows :
Dmodelasym = q2DcKPmodelA = Dmodelsym PmodelA (2.56)
CmodelN,asym = CmodelN,sym = −Z (2.57)
CmodelT,asym = −Z(
H
K
+ H0fCP
model
B
KPmodelA
) = CmodelT,sym −
ZH0fCP
model
B
KPmodelA
(2.58)
In equation 2.58 fc =
3〈B2〉
4
∫ λc
0
λdλ
(√1−λB) is the fraction of circulating particles
with λ the pitch angle variable. In this section, we use fc provided by NEO. To
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recover the transport coefficients in absence of poloidal asymmetries : Dmodelsym ,
CmodelN,sym and C
model
T,sym one just needs to set P
model
A = 1 and PmodelB = 0 in equations
2.56-2.58.
Next we compute the coefficients 2.54-2.56 from NEO results. The NEO inputs
and outputs that are relevant in our simulations are listed in table 2.2. NEO
inputs are defined at the outboard midplane, noted as (.)0 in table 2.2.
Inputs Outputs
( R
Lni
)0, ( RLTi )0, (
R
LnZ
)0, nW,0/ni,0 ΓNEOasym,Z , ΓNEOsym,Z , fc
Table 2.2  NEO relevant inputs and outputs used for the simulations
NEO equilibrium coefficients come from the EFIT numerical equilibrium of
JET-ILW pulse 85308 at 10.35s. To extract the diffusion coefficient computed
by NEO called DNEOasym , two NEO runs are needed : they are called runs 1 and
2. They share the same inputs, except for the impurity density gradient ( R
LnZ
)0.
Sanity checks have been done to ensure that W flux evolves linearly with the
impurity density gradient, therefore only two values of ( R
LnZ
)0 are needed. The
transformation ( R
LnZ
)0 = RLnZ
〈nZ〉
nZ,0
is applied to match the definition of the average
gradient length as defined in [7], therefore a correction factor 〈nZ〉
nZ,0
was added
to the NEO gradient length defined at the outboard midplane, as explained in
[10]. 〈nZ〉 is the W flux surface averaged density, and nZ,0 is the W density at
the outboard midplane.Γ1 is the output flux associated with the input RLnZ = 2,
noted as ( R
LnZ
)1. Γ2 is associated with RLnZ = 5, noted as (
R
LnZ
)2. DNEOasym is then
calculated as shown in equation 2.59 :
DNEOasym =
R
〈nZ〉
Γ2 − Γ1
( R
LnZ
)2 − ( RLnZ )1
(2.59)
We assume that the description of equation 2.54 is correct, so that V NEON,asym =
−ZDNEOasym 1Lni .
To extract V NEOT,asym, an extra NEO run is needed, with a different main ion tem-
perature gradient compared with run 1. Γ1 is the output flux associated with the
input ( R
LTi
)1 = 1, Γ3 is associated with ( RLTi )3 = 0. It gives equation 2.60 :
V NEOT,asym =
R
〈nZ〉
Γ1 − Γ3
( R
LTi
)1 − ( RLTi )3
1
LT i
(2.60)
In total, to compute transport coefficients with poloidal asymmetries DNEOasym
and V NEOT,asym, and similar coefficients without poloidal asymmetries, D
NEO
sym and
V NEOT,sym, 6 NEO runs are needed.
Since the PmodelA geometry coefficient is equivalent to :
PmodelA =
Dmodelasym
Dmodelsym
(2.61)
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And assuming that equation 2.51 is an accurate description of NEO results, we
define PNEOA as follows :
PNEOA =
DNEOasym
DNEOsym
(2.62)
Now we have extracted PNEOA from NEO coefficients, we need to do the same
with PNEOB . However, isolating PB alone from NEO transport coefficients is not
possible using NEO coefficients (equations [2.59-2.60). Therefore the termQNEOB
is defined in equation 2.63, for it is the simplest coefficient including PB that can
be extracted. QmodelB is defined as :
QmodelB = −
H0fCP
model
B
H
=
V modelT,symP
model
A − V modelT,asym
V modelT,sym
(2.63)
And assuming that equation 2.51 is an accurate description of NEO :
QNEOB =
V NEOT,sym
DNEOasym
DNEOsym
− V NEOT,asym
V NEOT,sym
(2.64)
Now we compare the model built from the generalization of the analytical
formula (equations 2.61 and 2.63) with NEO computed terms (equations 2.62
and 2.64).
2.3.3 NEO vs analytical formula
In this section PNEOA and Q
NEO
B are compared with P
model
A and Q
model
B for gi-
ven JET-ILW plasma profiles. Transport coefficients are then reconstructed with
a combination of NCLASS runs to estimate the symmetric transport coefficients
(DNCLASSsym equation 2.59 and V
NCLASS
T,sym equation 2.60) and geometrical P
model
A
and PmodelB and compared with NEO extracted transport coefficients : D
NEO
asym ,
V NEON,asym and V
NEO
T,asym.
2.3.3.1 JET pulse 85308 presentation and collisionality profiles
The comparison between NEO and analytical PmodelA and Q
model
B is based on
JET-ILW parameters from the baseline H-mode shot 85308 (IP = 2.5MA and
B=2.7T), also presented in [28]. The heating power of this discharge is 19.1
MW of NBI. Be (nBe/nD = 2, 9.10−2), and Hydrogen (nH/nD = 9, 5.10−2) are
present in the NEO simulations. The W concentration is arbitrarily chosen so that
nW/nD = 10−5 and W remains a trace specie. Other dimensionless quantities at 3
radial positions are shown in table 2.3. In this section, unless specified otherwise,
NEO resolution is the follows : 21 theta poloidal gridpoints, 19 extensions in
pitch-angle Legendre polynomial, and 10 energy polynomials. These resolutions
were checked to be sufficient at the extrema of our scans.
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r/a R/LTD = R/LTe R/Lne ZW Zeff q nW/nD MD MW
0.1 2.4 1 44 1.39 0.9 10−5 0.19 1.82
0.4 5.2 1.4 38 1.37 1 10−5 0.18 1.78
0.8 10.4 2.8 26 1.29 2 10−5 0.17 1.66
Table 2.3  JET data main inputs. Pulse 85308 time averaged over 10.35s-10.85s
Figure 2.14 shows the main JET based input profiles, and figure 2.15 shows the
collisionalities calculated with these inputs. Table 2.3 gives the main quantities
that are used for NEO runs at three radial locations, with r/a defined as the ratio
of the mid-plane averaged minor radius r, to the mid-plane minor radius r at the
last closed flux surface a.
(a) Ion temperature profile (b) electron density profile
(c) Impurity and Deuterium Mach num-
bers : Tungsten W, solid line and
D dashed line
(d) W distribution vs the poloidal angle
θ from NEO simulations for r/a=0.1
(blue,crosses) 0.4 (dark, squares) 0.7 (red,
diamonds)
Figure 2.14  Input proﬁles based on JET 85308 baseline H-mode shot (IP =
2.5MA and B=2.7T) for simulated timeslice (averaged over
t=10.35s-10.85s). Experimental data and error bars can be found
in [28]
The Mach number is defined as M=
√
mω²R²
2T where m is the mass of the consi-
dered species, R is the major radius, T the temperature and ω is the angular
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frequency. Mach number from figure 2.14c) is computed based on experimental
angular frequency and temperature.
Figure 2.14d shows that poloidal asymmetries are stronger at the edge. This
comes from the dependency on the local value of R at a given poloidal angle
Rlocal in the expression of the W density presented in [28] and re-written in
equation 2.65 in the case of isotropic temperature :
nZ(θ) = nZ0 exp(−eZφ(θ)
Ti
+ mZω
2(Rlocal(θ)2 −R20)
2Ti
) (2.65)
With nZ0 the impurity density at the low field side, Rlocal is the local major
radius and R0 its value at the low field side, ω is the angular frequency, θ is the
poloidal angle, Z is the impurity charge,mZ the impurity mass, and Φ a poloidally
varying potential.
Collisionality parameter is still defined as ν∗ = qRν
vth3/2
. For Deuterium, the do-
minant collision frequency is νDD defined in equation 2.47. For, W, the dominant
collision frequency is νWD defined in equation 2.1.
(a) D collisionality (b) W collisionality
Figure 2.15  D and W collisionalities calculated from JET-like 85308 proﬁles from
ﬁgure 2.14.
Figure 2.15a illustrates the D collisionality and the limit banana-plateau re-
gime. Deuterium remains deep in the banana regime across the whole plasma.
Note that in this case D collisionality differs from figure 2.7. The same defini-
tion of ν∗DD is used, but in the configuration on figure 2.15, only r/a=0.1-0.8 are
shown, and in this region 2.7 is indeed far from the banana/plateau limit. Moreo-
ver,apart from differences in density and temperature profiles (figure 2.6 versus
figure 2.14), R and q are also varied with the radius on 2.15 while they were
kept fixed on figure 2.7. This strongly impacts  in ν∗ calculation from equation
2.24, which explains the difference.
On figure 2.15b, the dashed line corresponds to the limit above which W
reaches the Pfirsch-Schlüter regime. Again the W collisionality profile is a slightly
different compared with figure 2.7 but the difference is less dramatic than on D.
This is explained by the fact that the W charge is varied with the radius on figure
2.15b while being kept fixed on figure 2.7, which balances the impact of the
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change of the other parameters. One can see that W is in Pfirsch-Schlüter regime
only at r/a>0.6. Therefore r/a>0.6 is the only region where both species are in
the regimes (W trace and Pfirsch-Schlüter, D banana) where the Angioni and He-
lander formula from [9] strictly applies. In the next section we compare PmodelA
and QmodelB with NEO coefficients and we study the impact of the theoretical
assumptions.
2.3.3.2 Focus on terms from the formula accounting for poloidal
asymmetries
PA and QB terms were extracted from NEO as explained in the previous sec-
tion. On figure 2.16, H corresponds to the Wenzel-Sigmar formulation from equa-
tion 2.47. For the studied JET-ILW case, H stays surprisingly close to -0,5, which
is not expected if refering to figure 2.12 in section 2.2.4.4.
(a) Asymmetry pinch enhancement (b) Temperature screening reduction
(c) Ratio of temperature screening coefficients
Figure 2.16  Comparison of NEO results and model results for JET data pulse
n°85308
On figure 2.16a one can see that globally PmodelA shows a good agreement with
NEO, which is very encouraging because, as seen in figure 2.15, not all the as-
sumptions of the analytical derivation are well fulfilled in this pulse. However,
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one can note that for r/a = 0.1 − 0.3, PmodelA underestimates PNEOA . This is li-
kely due to having W in plateau where the analytical formula does not strictly
apply. Figure 2.16b shows QNEOB compared with different Q
model
B combinations,
each with a different H0 formulation. Figure 2.16c shows the numerical value of
H0/|H| extracted : QNEOB is divided by fCPmodelB , assuming that equation 2.51 is
an accurate description of NEO results. |H| corresponds to Wenzel-Sigmar coeffi-
cient from equation 2.47. On figure 2.16b one can see that QmodelB with H0 = 0.33
as initially proposed by Angioni-Helander in [9] (dashed line and diamond) is
well below QNEOB (circles and solid line). Q
model
B with H0 = 1 (crosses and dot
line) seems to be a better approximation, but at low r/a the fit can be improved.
The best fit out of the three H0 formulations presented here seems to be the em-
pirical choice of H0 =
√
νD∗/νD ∗ (0.5), with ν ∗D (0.5) the value of D main ion
collisionality at r/a=0,5 (solid line and squares). The collisionality dependence
allows to simultaneously reproduce the increase of H0/|H| in the center and to-
wards the last closed flux surface, shown on figure 2.16c. The normalisation of
main ion collisionality at r/a=0,5 was chosen because of the excellent agree-
ment between QNEOB and Q
model
B using H0 = 1 at that radius. Indeed, according
to [55], the 0.33 value was calculated with a simplified collision operator and
remains valid only with W in Pfirsch-Schlüter regime and D in banana regime,
for large temperature and density gradients. One can see that H0 = 1 is a better
fit to the numerical results than 0.33, but it mismatches at small r/a and r/a>0.6.
The H0 formulation depending on the collisionality gives a better match. Howe-
ver, a more physics based formulation for H0 is required instead of an adjusted
formulation depending on the normalization value.
To summarize, there is no radial range where both species are in the regimes
(W trace and Pfirsch-Schlüter, D banana) where the Angioni and Helander for-
mula from [9] strictly applies. However analytical PmodelA and Q
model
B show a very
good agreement with NEO coefficients, provided a collisionality dependence is
introduced in H0. In order to further study the validity of the formula, and try
to quantify its reliability, in the next section the impact of W Mach number is
studied.
2.3.3.3 Mach number dependency scan
Mach number for main ions, Mi, for the case Ti = TW , is proportional to
MW by definition, Mi = MW
√
mi/mW . In the MW scan we consider values up
to MW ≈ 3, observed in JET NBI pulses [10]. In this range the bulk ion Mach
number remains small, Mi < 0.3. Figures 2.17 illustrate such a scan where both
W and the main ion (here Deuterium) Mach numbers are simultaneously varied.
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(a) Asymmetry pinch enhancement
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(b) Temperature screening reduction
Figure 2.17  PA and QB terms depending on W Mach number. JET data shot
n°85308, r/a=0.4 in table 2.3 except nW/nD = 10−6. D in banana
and W in plateau. For the last two points, NEO resolution increased
to 41 theta gridpoints and 39 extensions in Legendre polynomials.
One can see that the agreement is very good until MZ ≈ 2 ; above, NEO does
not increase as much as geometric terms predict, both for PA and QB terms with
both H0 formulations, showing a discrepancy up to 50%. In figure 2.18, another
scan of the W Mach number was made, but this time W is placed in the Pfirsch-
Schlüter regime. To do so, we increased both D and W densities, keeping the
ratio nW/nD = 10−5 fixed so that W is still a trace impurity. In the configuration
shown on figure 2.18, W is in Pfirsch-Schlüter and D is still in banana regime.
(a) Asymmetry pinch enhancement
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(b) Temperature screening reduction
Figure 2.18  PA and QB terms depending on W Mach number. JET data shot
n°85308, r/a=0.4 in table 2.3 except nD = 5.1020 m−3. D in banana
and W forced in Pﬁrsch-Schlüter regime
On figure 2.18 the fits are almost perfect for PA untilMZ ≈ 2, with a maximum
error of 7% compared with 20% on figure 2.17a. This can be explained by the fact
that, with W in Pfisch-Schlüter, NEO values are increased. On figure 2.18b for the
QB part, one can see that forcing W into Pfirsch-Schlüter increased QNEOB up to
a factor 3. This brings QNEOB closer to Q
model
B with H0 = 1 formulation. Indeed
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QmodelB with H0 = 1 values were not impacted by the change in W collisionality
from figure 2.17b to figure 2.18b. However, increasing the D content as well as
the W content in order to keep the ratio nW/nD = 10−5 did change the value of
the H0 formulation depending on ν∗DD, which shifted the Q
model
B accordingly. This
reinforces the importance to find be better characterised H0 formulation.
Overall, for very strong poloidal asymmetries, W needs to be in Pfirsch-Schlüter
regime for the formula to be applicable. In this configuration the H0 formulation
plays a crucial role in the estimation of QmodelB . Therefore, until a better H0 for-
mulation is established, the use of NEO is recommended. But for this JET-ILW
case, as shown on figure 2.14c W Mach number is low enough so that analytical
coefficients can be used.
2.3.3.4 Reconstruction of the transport coefficients
To complete the test of the validity of the model, one can compare NEO coef-
ficients from equations 2.59-2.60 with a combination of NCLASS runs and geo-
metrical PmodelA and P
model
B from equations 2.49 and 2.50. NCLASS inside JETTO
provides a factor 1100 speedup compared with NEO because it is a fluid-moment
based model, solving a lower dimensionality problem, while NEO solves exactly
the drift kinetic equation. Moreover, NCLASS uses a simple collision operator,
which saves time compared to NEO especially with multi-species cases, like the
JET-ILW pulse used here.
For clarity, the three transport coefficients are presented as they would be used
in a transport code : the diffusion term, defined in equation 2.56 ; the main ion
gradient pinch velocity term, defined in equation 2.54 ; and the temperature
screening term, defined in equation 2.55. But instead of using the analytical ex-
pressions for the poloidally symmetric coefficients in equations 2.54-2.56, we
use NCLASS poloidally symmetric transport coefficients DNCLASSsym , V
NCLASS
N,sym and
V NCLASST,sym , obtained by using the same procedure shown in equations 2.59-2.60.
Therefore we define, in equations 2.66-2.68, coefficients that combine NCLASS
poloidally symmetric coefficients and analytical PA and PB :DNCLASS,modelasym , V
NCLASS,model
N,asym
and V NCLASS,modelT,asym .
DNCLASS,modelasym = DNCLASSsym PmodelA (2.66)
V NCLASS,modelN,asym = ZDNCLASSsym PmodelA
R
Lni
(2.67)
V NCLASS,modelT,asym = V NCLASST,sym
[
PmodelA +
H0fCP
model
B
H
]
(2.68)
For the comparison between NCLASS and NEO we also introduce transport
coefficients which are a combination of NEO poloidally symmetric coefficients
associated with PmodelA and P
model
B , defined as follows :
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DNEO,modelasym = DNEOsym PmodelA (2.69)
V NEO,modelN,asym = ZDNEOsym PmodelA
R
Lni
(2.70)
V NEO,modelT,asym = V NEOT,sym
[
PmodelA +
H0fCP
model
B
H
]
(2.71)
(a) Diffusion term (b) D density driven pinch term
(c) Temperature screening term (d) V/D ratio VT,asym + VN,asym/Dasym
Figure 2.19  Reconstruction of W transport coeﬃcients : comparison between
NEO and NCLASS+correction factors for the parameters from table
2.3 and ﬁgure 2.14
First of all, one can notice on figures 2.19 that NCLASS alone (dash-dot line
and diamonds) underestimates all transport coefficients by an order of magni-
tude for MW ≈ 2. On the contrary NCLASS combined with PmodelA and PmodelB
(squares and solid line) is very close to NEO (circles and dot line) coefficients
while obtained 1100 times faster. Indeed NEO runs take the same time, with or
without asymmetry. NEO and PmodelA and P
model
B combined with NEO (crosses)
symmetric runs give also globaly similar results.
Regarding the diffusion term (figure 2.19a)), DNCLASS,modelasym (squares and full
line) is lower than both NEO-only diffusion coefficient DNEOasym (circles and dotted
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line), andDNEO,modelasym (crosses). The difference in collision operator between NEO
and NCLASS explains the gap between DNCLASS,modelasym and D
NEO,model
asym . Finally the
difference between DNEO,modelasym and D
NEO
asym comes from the difference between
PmodelA and P
NEO
A on figure 2.16. We mostly want to see how D
NCLASS,model
asym com-
pares with DNEOasym and although we recover the difference between P
model
A and
PNEOA on figure 2.16, both coefficients remain comparable.
The fit on the D density driven pinch term on figure 2.19b shows a similar
trend : V NCLASS,modelN,asym is lower than V
NEO
N,asym. One can notice that this term is one
order of magnitude bigger than the diffusion term in figure 2.19a, due to the W
charge factor.
Concerning the temperature screening term on figure 2.19c we use H0 =√
νD∗/ν∗D(0.5) as it seems to be the best adjustment for this case. On figure
2.19c, there is a sign change at low epsilon, coming from H0 and H compen-
sating each other. The agreement between V NCLASS,modelT,asym and V
NEO
T,asym combined
with analytical PmodelA and Q
model
B is very good except for the last point at r/a=0.8
where a factor 2 discrepancy is observed. However one can notice that the tempe-
rature asymmetry screening term is two times weaker than the D density driven
pinch contribution to the W flux.
Figure 2.19d shows the ratio V/D, ie the ratio of the convection term (combi-
ning VT and VN) to the diffusion term D. One can see that V/DNCLASS (green
dash-dot lines and diamond) overestimates the peaking by one order of ma-
gnitude. The agreement between V/DNEO (red circles), V/DNEO,model (black
crosses) and with V/DNCLASS,model (blue squares) is excellent from the center
until r/a=0.4. For r/a>0.4 V/DNEO,model and V/DNCLASS,model over-estimates
the peaking by a maximum of 50% at r/a=0.8. This difference comes mainly
from the overestimation of the temperature screening term (see figure 2.19c).
The last step is to test the combination NCLASS + geometric PmodelA and Q
model
B
inside a JET transport solver, JETTO. The goal is to compare the resulting W
2D profile time evolution with PmodelA and Q
model
B and full NEO with poloidal
asymmetries.
2.3.4 Application in the integrating modeling tool JETTO
2.3.4.1 85308 : simulation of one set of profiles at a given time
PmodelA and Q
model
B equations are implemented in the JET integrated mode-
ling platform JETTO [115]. JETTO is coupled with NCLASS and NEO, but also
with the impurity module SANCO [4], that calculates impurity profiles and the
amount of radiation produced. JETTO will be introduced in greater details in the
next chapter. The goal of this exercise is to study the impact of the discrepancies
between DNEOasym , V
NEO
asym and D
NCLASS,model
asym , V
NCLASS,model
asym seen of figure 2.19.
To calculate analytically PmodelA and Q
model
B , the fraction of passing particles is
an output from JETTO magnetic equilibrium. The W distribution is calculated
inside JETTO using equation 2.65 above. Therefore, all the pieces necessary to
estimate PmodelA and Q
model
B are computed independently from NEO. The simula-
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tions starting at t=10.35s are performed over 0,5s to make sure NEO/NCLASS
and SANCO are converged. JETTO is ran with all transport channels interpretive.
The input profiles used in JETTO are based on the JET pulse 85308 illustrated
on figure 2.14. Only W neoclassical transport is evolved as W turbulent trans-
port is assumed to be negligible.The total W content remains fixed during the
time evolution of the simulation. JETTO-NCLASS simulations with PmodelA and
QmodelB ran on average 1100 times faster than JETTO-NEO simulations, as found
when comparing stand alone NEO vs NCLASS combined with PmodelA and Q
model
B
in section 2.3.3.
Figure 2.20  Flux surface averaged W density proﬁle < nW > depending
on ρ : comparison between JETTO-NEO and JETTO-NCLASS
+PmodelA /P
model
B based on JET case 85308 at t=10.85s
We compare, on figure 2.20, the W profile calculated with JETTO-NEO, and
the W profile calculated using JETTO-NCLASS with PmodelA and Q
model
B . For the
whole r/a range, JETTO-NEO (full line and circles) and JETTO-NCLASS+PmodelA /Q
model
B
with H0 depending on νD∗(full line) are very close. The agreement of JETTO-
NEO with and JETTO-NCLASS+PmodelA /Q
model
B with H0/|H| = 2 (dashed line) is
also very good within ρ = 0.5, except in the very core where JETTO-NCLASS+PmodelA /QmodelB
with H0/|H| = 2 underestimates the peaking. JETTO-NCLASS (dashed and dot-
ted line) does not account for poloidal asymmetries and therefore does not cap-
ture the W core density peaking. For ρ larger than 0.5 up to the pedestal re-
gion, the curves split in two groups : JETTO-NCLASS+PmodelA /Q
model
B with H0
depending on νD∗ stays in very good agreement with JETTO-NEO. However
in this region JETTO-NCLASS alone and JETTO-NCLASS+PmodelA /Q
model
B with
H0/|H| = 2 both underestimate JETTO-NEO results. In the pedestal region, the
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study made in section 2.3.2 does not apply. JETTO-NCLASS alone and JETTO-
NCLASS+PmodelA /Q
model
B with H0/|H| = 1 both present an increased peaking at
the boundary due to the boundary condition and the total W content forced to
be constant. JETTO-NCLASS+PmodelA /Q
model
B with H0 depending on νD∗ keeps its
very good agreement with JETTO-NEO. Therefore a H0 increase with νD∗ increa-
sing seems to be a key ingredient to predict the W profile, as observed previously
in the stand-alone study on figure 2.19. The underlying physics still requires to
be investigated.
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Figure 2.21  2D maps of the W distribution in particles/m−3 at t=10.85s
Figures 2.21 show the 2D maps of the W distribution at t=10.85s, with PmodelA /Q
model
B
and with H0 depending on νD∗ (left) and JETTO-NEO (right). As seen on figure
2.20, both simulations show similar results, with a central accumulation. The
modeling of the poloidal asymmetries in the outer part is a factor 3 more signa-
lized in the JETTO-NEO simulation than in the JETTO-NCLASS PmodelA /Q
model
B
simulation.
2.3.4.2 82722 : time evolving simulation with time evolving profiles
To further test the robustness of PmodelA and Q
model
B inside JETTO over time,
another JET ILW H-mode pulse was chosen. The hybrid pulse 82722 (BT = 2
TIP = 1.7MA) shows W accumulation due to a dominant neoclassical transport
in the core [10] (see figure 2.23a), therefore it is important to see if the formula
reproduces successfully this pattern. This pulse will be analyzed in details in the
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next chapter. Here, the simulation runs for 1.6s, from 5.5s to 7.1s, which corres-
ponds to the shaded part on figure 2.22. In this time window only Neutral Beam
Injection is at play. We also have several sawteeth (seen on the central tempera-
ture figure 2.22) and Edge Localized Modes. The main plasma profiles evolution
(electron density and temperature, ion temperature and plasma rotation) is not
evolved, instead we use fits based on experimental data. Those profiles are up-
dated every 0.1s. Only W neoclassical transport is modeled using NEO or the
PmodelA /Q
model
B formula combined with NCLASS. The total W content is forced to
remain constant during the whole simulation. At the beginning of the simula-
tion nW/nD = 5.10−5, is chosen to match experimental radiation level, assumed
to be caused by W only. Be is added to match the experimental Zeff = 1.34.
For this JETTO simulation we only used the H0 depending on νD∗ formulation.
The goal of the simulation is to compare the ability of NCLASS combined with
PmodelA /Q
model
B to reproduce NEO results over time.
Figure 2.22  Experimental timetraces of NBI, Te(ECE) of 82722 pulse
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(a) W density over time at θ = 0 at r/a=0.01
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(b) W density over time at θ = 0 at r/a=0.5
0 0.2 0.4 0.6 0.8 10
1
2
3
4x 10
16
r/a
n
W
 
a
t t
=5
.6
s 
(m
−
3 )
 
 
JETTO−NEO
JETTO−NCLASS−PA
model
−QB
model
(c) W density profile at θ = 0 at t=5.6s after 0.2s of simulation
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(d) W density profile at θ = 0 at t=7.1s after 1.6s of simulation
Figure 2.23  W density at the Low Field Side over time at r/a=0.01 and r/a=0.5
and W density proﬁle at the Low Field Side at t=7.1s after 1.6s
of simulation. JETTO-NEO (red full line) and JETTO-NCLASS-
PmodelA −QmodelB (blue dashed line)
In order to quantify more precisely the quality of the simulations, the W den-
sity timetraces of JETTO simulations are shown at r/a=0.01 (on figure 2.23a)
and r/a=0.5 (on figure 2.23b). One can see that at r/a=0.01 on figure 2.23a,
very close to the plasma center, JETTO-NCLASS combined with PmodelA /Q
model
B si-
mulation (blue dashed line) overestimates NEO prediction (red full solid line) by
a factor 6, similarly to the previous case on figure 2.20. At mid-radius on figure
2.23b, JETTO-NEO and JETTO-NCLASS combined with PmodelA /Q
model
B simula-
tions reach a much better agreement, with a maximum of 30% difference. Figure
2.23c shows the W density profile at t=5.6s after 0.2s of simulation. At this time
on both simulations, W is mostly located on the outer half of the plasma. Howe-
ver in the center JETTO-NCLASS combined with PmodelA /Q
model
B already starts to
overestimate JETTO-NEO results by a factor 5. Figure 2.23d shows the W density
profile at t=7.1s after 1.6s of simulation. Both NEO and NCLASS combined with
PmodelA /Q
model
B simulations predict that most of the W moved towards the center.
Between r/a=0.5-0.9, JETTO-NCLASS combined with PmodelA /Q
model
B underesti-
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mates JETTO-NEO results up to a factor 3. And most importantly, in the central
part, JETTO-NCLASS combined with PmodelA /Q
model
B overestimates JETTO-NEO
by a factor 6.
2D W density maps at t=6.8s, therefore after 1.3s of simulation, are shown on
figure 2.24. Figure 2.24a shows the prediction of JETTO-NCLASS and PmodelA /Q
model
B ,
figure 2.24b shows the prediction of JETTO-NEO. The poloidal asymmetries are
clearly visible on figure 2.24b, the W did not move towards the center yet. The
W density absolute values are comparable between the two simulations. Some
W already moved in the center (as seen on figure 2.23c). The JETTO-NCLASS
combined with PmodelA /Q
model
B predicts that all the W already moved toward the
center, overestimating the JETTO-NEO W content by a factor 5, even though the
poloidal asymmetry is still present (red shape on figure 2.24a).
(a) Pa/Pb model + NCLASS (b) NEO
Figure 2.24  Comparison of 2D plots of W density at t=6.8s (after 1.3s of simu-
lation) for 82722
Overall, for the 82722 shot, the JETTO-NEO and JETTO-NCLASS with PmodelA /Q
model
B
simulations seems to agree quite well at mid-radius and disagree in the center.
This can be surprising since on figure 2.21 the agreement in the center was much
better. In order to study this pattern, figures 2.25 show the ratio of the neoclas-
sical convection over the neoclassical diffusion depending on r/a at t=6.8s for
JETTO-NEO and JETTO-NCLASS with PmodelA /Q
model
B . Figure 2.25b focuses on
the central part. On 2.19d,for the pulse 85308, the agreement of the transport
coefficients between JETTO-NEO and JETTO-NCLASS with PmodelA /Q
model
B was
excellent in the center, leading to a good agreement on the W density profile
on figure 2.21. For 82722, in the central part on figure 2.25b, JETTO-NCLASS
with PmodelA /Q
model
B overestimates JETTO-NEO results up to a factor 2. Then from
r/a=0.2-0.85 on figure 2.25a, both ratios altern positive and negative values, -
20 to 10 and a maximum of 50% disagreement, which is consistent with figure
2.23b. However they intersect several times and do not change sign at the same
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radii. Finally from r/a=0.85 outward, JETTO-NEO models a very strong peaking
inward, while JETTO-NCLASS with PmodelA /Q
model
B simulation starts dropping and
then increases again to finish around V/D=-250, a factor 4 too small compared
with JETTO-NEO. Note that NEO starts decreasing at r/a=0.85 before JETTO-
NCLASS, which drops at r/a=0.9.
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Figure 2.25  Neoclassic V/D over rho at t=6.8s. JETTO-NEO (red full line) and
JETTO-NCLASS (blue dash dot)
To summarize, NCLASS associated with the equations PmodelA and Q
model
B allows
to reproduce poorly the W density predicted by NEO in JETTO, while being 1100
times faster. It especially overestimates the core accumulation up to a factor 6.
The choice of the collisionality dependency of H0 formulation was proved to be
crucial to reproduce of NEO results. On a time evolving simulation, NCLASS and
PmodelA /Q
model
B predictions captures correctly the poloidal asymmetries but ove-
restimates the core accumulation. Nonetheless, in case of poloidal asymmetries,
NCLASS associated with the equations PmodelA and Q
model
B can be used within
JETTO to speed up scoping studies, while NEO is required for accurate predic-
tions.
2.4 Conclusion of the chapter
For high-Z impurities such as Tungsten (W), neoclassical transport must be
accounted for in integrated modeling simulations. Neoclassical transport deals
with transport due to particle collisions. Collisions mainly depend on the densi-
ties of the species, their temperatures, their charges and their masses. Depending
on their energies, particles might end up trapped on magnetic field lines. In ab-
sence of poloidal asymmetries, trapping and circulating particles are separated
in three collisional regimes, banana, plateau and Pfirsch-Schlüter. For each ca-
tegory, simplified formulae are used to describe the diffusion process and the
corresponding poloidal velocity and particle flux. But this simplified approach is
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not adequate for Tungsten because,due to its large mass and charge, W neoclas-
sical transport can be significantly enhanced by poloidal asymmetries [9].
Poloidal asymmetries are produced by the centrifugal force in presence of NBI
[72, 140, 114, 55, 10] and/or by RF heating [35, 82, 19]. In some JET cases,
the enhancement can reach an order of magnitude (first established in [114]
and continued in [28, 10, 7]). It is therefore essential to take poloidal asym-
metries into account in integrated modeling. The effect of poloidal asymmetries
are captured by the neoclassical code NEO [10]. At first, neoclassical poloidally
symmetric standard quantities calculated by NEO are compared with text book
analytical derivation (diffusion coefficient, poloidal velocities, impurity flux, dif-
fusion and convection coefficients) in various collisional regimes (banana, pla-
teau, Pfirsch-Schlüter). NEO is also compared to GYSELA for poloidally symme-
tric cases. In numerous regimes NEO is shown to disagree with analytical formu-
lations. But it agrees with NCLASS for D in banana/plateau regimes and W in
plateau/Pfirsch-Schlüter, which are the most likely configurations in experimen-
tal plasmas.
However, NEO leads to significant computational expense in integrated model-
ling applications. In presence of poloidal asymmetries, the goal was to determine
if it was feasible to combine geometric analytical terms from [9] describing the
effect of poloidal asymmetries on W flux, with a simpler and faster neoclassical
code, NCLASS [74], in order to produce results similar to the ones obtained with
NEO.
At first, the analytical formula by Angioni-Helander [9] was tested outside of
its range of applicability. Indeed, W can be in the plateau regime and not only in
Pfirsch-Schlüter regime for realistic tokamak plasma parameters. Furthermore,
the analytical formula has been empirically adjusted to match better NEO by
accounting for a collisionality dependence in the reduction factor of the tempe-
rature screening due to poloidal asymetries. As long as the D is in the banana re-
gime, the analytic formula can be applied even with W out of the Pfisch-Schlüter
regime. For very strong poloidal asymmetries with main ions in the banana re-
gime, the geometric convection enhancement factor QB overestimates NEO re-
sults (up to 50%), impacting also temperature screening term.
In order to test further NCLASS+PmodelA /Q
model
B and NEO, they were implemen-
ted in JETTO. All the profiles are fits from experimental data, only the W profile
is evolved, assuming a purely neoclassical transport. In one case based on JET
baseline scenario parameters, this fast model can predict a very similar 2D W
density map as NEO while saving a factor 1000 in computer time. In a second
JET hybrid scenario case, the central tungsten peaking was overestimated due to
a sensitive balance between temperature screening and inward impurity convec-
tion near the magnetic axis. The model in its present formulation therefore can-
not be considered to have general applicability, but could be used for scoping
studies before running the full NEO model. The parametric dependencies of the
temperature screening reduction due to poloidal asymmetrics still remains to be
better characterised and explained by neoclassical theory ; such an understan-
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ding would allow our fast neoclassical model for heavy impurity transport to be
extended to more general applicability. In order to gain CPU time while keeping
the accuracy of NEO, another possibility would be to develop a Neural Network
regression for NEO, similarly to the work done for QuaLiKiz [37, 107].
In the next chapter, the focus is set on integrated modeling for W transport.
All background profiles are simultaneously evolved and both neoclassical and
turbulent transport are accounted for. From now on, NEO only will be used in
JETTO.
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3First principle integrated
modeling of multi-channel
transport including Tungsten in
JET
3.1 Introduction of the chapter
W transport is both turbulent and neoclassical. As seen in the previous chapter,
neoclassical transport depends on main ion temperature and density gradients,
as well as on plasma rotation. Therefore, in order to understand the mechanisms
of W transport, it is crucial to predict accurately and self-consistently the time
evolution of the temperature, density and rotation profiles. To do so, one needs
to model the interplay between heat, particle, angular momentum, sources and
losses, transport (both neoclassical and turbulent), over multiple confinement
times while self-consistently letting the current diffuse and reconstruct the ma-
gnetic equilibrium. Therefore the use of an integrated modeling tool such as
JETTO [115] is mandatory. The goal of our simulations is to reproduce the ex-
perimental behavior of a representative hybrid JET-ILW shot (n°82722) over 10
confinement times. While it has been demonstrated that MHD phenomena im-
pact the W behavior in the core through sawteeth [89] and at the edge through
Edge Localized Modes [52], they are not modeled in our simulations. This deci-
sion is based on the results of [10], which shows JETTO simulations conducted
with GKW [105] and NEO [15, 17] at given time slices that successfully repro-
duce SXR measurements. Therefore the focus of our work is the time evolution of
W behavior through the modeling of neoclassical and turbulent transport using
the most advanced theoretical models available for integrated modeling, Qua-
LiKiz [22, 20, 37] and NEO. To model the W source, the initial W content was
adjusted to match the bolometry signal, plus a constant incoming flux at the Last
Closed Flux Surface (LCFS). The modeled pedestal remains fixed during the si-
mulation with an artificially adjusted transport matching measurements, without
ELM modeling.
In section 3.2 the JET-ILW shot and its characteristics are presented, especially
the W accumulation process. In section 3.3 all the JETTO modules available are
presented, along with the configuration used in this work. Section 3.4 presents
the results of the simulations compared with measurements for the plasma pro-
files and W. Section 3.5 focuses on two actuators leading to W accumulation :
central particle source and toroidal rotation. Section 3.6 deals with the W stabi-
lization effect in the simulations and its causes. Finally, conclusions are drawn in
section 3.7
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3.2 Presentation of JET-ILW shot : plasma profiles
and W accumulation phenomenon
As seen in the first chapter, understanding and modeling the mechanisms lea-
ding to central W accumulation is a priority. In this perspective, [10] presents a
detailed analysis of the hybrid JET-ILW shot #82722. For two time slices, JETTO
[115]-SANCO [4] interpretive simulations are run, with density, temperature and
rotation profiles made of fits from experimental data. GKW [105] predicts turbu-
lent transport and NEO [15, 17] models neoclassical transport. The simulations
successfully reproduce SXR measurements of the W density, showing that tur-
bulent and neoclassical transport modeling at a given time provide an accurate
description of the W behavior. In order to pursue the work of [10] and deepen
the understanding of the W transport mechanisms, the present work proposes a
self-consistent simulation of the pulse, with time-evolving profiles (density, tem-
perature, rotation) as well as the W transport (both turbulent and neoclassical),
over 10 confinement times. The goal is to quantify how accurately the time evo-
lution of the W behavior is reproduced with the plasma profiles evolving self-
consistently and the modeling of turbulent and neoclassical transport.
Figure 3.1  Experimental timetraces of NBI and radiated power from bolometry
(a), electron density at diﬀerent position from HRTS (b), central elec-
tron temperature from ECE (c), and central (t19) and ρ ==0.22 (t22)
SXR lines of 82722 JET pulse
Timetraces of the chosen JET-ILW pulse (#82722 BT=2T IP=1.7MA) are
shown on figure 3.1. The modeled time window corresponds to the shaded area,
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from 5.5s to 7.1s. In this time window only Neutral Beam Injection (NBI) is at
play for 16 MW. The presence of ELMs in the pedestal is visible on the total ra-
diated power on 3.1a. The total radiated power remains stable during the whole
discharge, showing no sign of W central accumulation. However the SXR central
line t19 on figure 3.1d shows strong peakings when compared with the peripheric
SXR line t22, which denounces the W central accumulation, visible also on figure
3.3. Around 5s, the electron density shown on 3.1b has a hollow profile, which
is more visible on figure 3.2a. Then the central density peaks, though limited by
three sawtooth crashes at 5.9s, 6.5s and 7.1s, with an inversion radius at ρ ≈
0.2. The sawteeth can also be seen on the central temperature on 3.1c and on
the central SXR line on 3.1d. The central electron temperature on 3.1c first in-
creases until 5.5s, then tends to decrease with time. Note that there is no SXR
peak corresponding to the time between the sawteeth at 5.9s and 6.5s. It comes
from the fact that W has not yet moved towards the axis, as seen later of figure
3.3a.
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Figure 3.2  Selection of electron density and temperature proﬁles obtained by cu-
bic spline ﬁts of the JET HRTS diagnostic plotted against ρ, with ρ
the square root of the toroidal ﬂux
Selection of electron density and temperature profiles obtained by cubic spline
fits of the JET High Resolution Thomson Scattering (HRTS) diagnostic are pre-
sented on figure 3.2a and 3.2b. Through the whole time window, the pedestal
height of the electron density varies around 20%, which is due to the presence
of ELMs, visible on the radiation on figure 3.1. At the beginning of our time win-
dow, the electron density profile is hollow at 5.5s, which means that the density
at ρ=0.2 is lower than the density around mid-radius. The central density is al-
ready peaked, meaning that the radial gradient is negative. This phenomenon
is most likely caused by NBI central particle source (see figure 3.24a) and low
central diffusivity [90]. Then the density builds up over time from mid-radius in-
ward, keeping a strong central peaking. One sawtooth crash occurs between 6.3s
and 6.5s, causing the central density to drop. Between 6.8s and 7.1s the central
density increases and then slightly drops again. As explained later on section 3.4,
the electron density gradient, especially the central one, plays a major role in W
transport and accumulation.
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On figure 3.2b, the electron temperature profiles remain quite unchanged
from ρ=0.3 outward. The central temperature tends to decrease over time, from
ρ=0.3 inward. The impact of the three sawtooth crashes (5.9s, 6.5s and 7.1s) is
visible : the central temperature increases between 6s and 6.3s, and again bet-
ween 6.6s and 6.8s. Overall the central electron temperature drops by 35% in
1.6s.
To confirm the presence of W in the core, the poloidal cross sections of the
experimental W density are shown on figure 3.3, at t=6.2s before the central
SXR line on figure 3.1 peaks, and at t=7s during a SXR central line peak.
(a) W density at t=6.2s. (b) W density at t=7s.
Figure 3.3  Poloidal cross sections of the W density estimated from SXR-UV mea-
surements
The W density is reconstructed from SXR measurements based on the method
from [120]. This method is valid for electron temperature above 1.5 keV, which is
the case most of the time in the modeling time window. Moreover, the transport
time-scale must be negligible compared with W recombination and ionization
rates. Assuming that W is the main contribution to radiation, the SXR emissivity
SXR and W density nW are linked by equation 3.2 :
SXR = nWneLSXRW (3.1)
ne is the electron density and LSXRW =
∑
q fW,q(KffW,q + K
fb
W,q + KbbW,q) is the co-
oling factor, defined in [133] and illustrated on figure 8 in chapter 1 section 5.1.
fW,q the fractional abundance of the ionization state Wq, Kff is the emissivity
coefficient of the Bremsstrahlung (free-free) contribution, Kfb is the emissivity
coefficient of the radiative recombination(free-bound) contribution and Kff is
the emissivity coefficient of the ray emission (bound-bound) contribution. The
cooling factor depends on the electron temperature and its estimation for W is
made in [108]. A first SXR emissivity estimation, constant over the flux surface,
is obtained by performing an Abel inversion on the HFS lines of sight. Then, as-
suming a poloidal asymmetric emissivity distribution that can be written as in
[140], a χ2-minimization procedure is performed to match at best all the lines
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of sight. This operation gives a 2D emissivity map. Once the maps on electron
density and cooling factors are obtained, a first estimation of the W density map
is made. Then a cross-calibration between the 2D W density map and the spec-
trometer measurements is performed. Finally, the W density map is adjusted to
match the experimental Zeff value, assuming that Be is the only other impurity.
In our analysis of figure 3.3 we shall assume that the radiations are caused
by W only. On figure 3.3a at t=6.2s, the W did not reach the center yet and
gathers at the Low Field Side, showing strong poloidal asymmetries. At this time
the W concentration is around nW/nD = 7.10−5 so the W is still a trace specie, ie
Z2WnW
Z2i ni
<< 1 with i main ion. At 7s shown on figure 3.3b a significant amount of
W accumulated in the center of the plasma. The central W concentration borders
up nW/nD = 4.10−3 therefore W is no longer a trace specie. Studies performed in
[10] show that for this specific pulse, the breaking of the trace limit assumption
has very little impact on the results of the modeling.
The goal of this work is to reproduce the main features of the 82722 pulse :
central electron density peaking, central electron temperature dropping, and W
central accumulation by predicting with JETTO the time evolution of the plasma
profiles (density, temperature, rotation) as well as the W profile.
3.3 Integrated modeling tool : JETTO
3.3.1 Codes available in JETTO
The use of an integrated modeling tool is mandatory in order to evolve many
quantities at the same time : particles, heat, momentum, but also heating, ra-
diation or current. As seen in the first chapter in section 6, several integrated
modeling tools exist. For our work we selected JETTO, our choice will be explai-
ned as JETTO possibilities are described.
Figure 3.4 represents the different modules of JETTO with the different codes
available.
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Figure 3.4  Scheme of JETTO integrated modeling tool modules
JETTO [33, 115] is coupled to the impurity transport code SANCO [4] and
solves the transport equation. SANCO evolves each ionization state of the im-
purity species and accounts for ionization, recombination and charge exchange.
The used atomic data comes from the ADAS data base [65]. Modeling of the
external heating systems is managed by PENCIL [34] or ASCOT [68] for the
NBI part, and PION [46], LHCD and FRTC [47] for the RF heating. The magne-
tic equilibrium modeling is assured by EFIT [87] or ESCO [33], a fix boundary
solver. Different kind of models are at disposal to model turbulent transport :
empirical (Bohm-Gyro Bohm [45]), drift-wave models (Weiland [137], GLF23
[136], TGLF [99, 127]) or gyrokinetic (QuaLiKiz). Two models are available for
neoclassical transport : NCLASS [74] and NEO [15, 17]. FRANTIC [117] models
the neutrals source. Analytical models describe sawteeth with the Kadomtsev mo-
del [80], Neoclassical Tearing Modes (NTMs) and ELMs. Finally, EIRENE [112]
and EDGE2D [121] assures the modeling of the scrape-off layer (SOL). The as-
sociation of JETTO and the SOL codes is named JINTRAC.
3.3.2 Accomplished work using JETTO
This section proposes a non-exhaustive list of studies performed using JETTO
integrated modeling. [85] models the L-H transition, including the W behavior
using JINTRAC (ie JETTO/SANCO+EDGE2D and EIRENE), GLF23 and Bohm-
GyroBohm, NCLASS, the continuous ELM model, PENCIL, ASCOT, PION, and
HPI2 for the pellet modeling. [37] models the time evolution of density, tem-
perature and rotation profiles using QuaLiKiz in JETTO/SANCO, coupled with
PENCIL and PION. The main difference between [37] and this work is the pre-
sence of W, which requires the coupling with NEO as well as the modeling of
radiation.
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3.3.3 JETTO configuration : codes, assumptions and
numerical settings
Figure 3.5 illustrates the JETTO configuration used for our specific case. The
magenta boxes correspond to the codes that evolve self-consistently, and the grey
boxes correspond to the quantities not modeled. Each code is briefly presented
below, along with the corresponding numerical adjustments. Those settings are
made to assure numerical stability and convergence while saving as much com-
putation time as possible.
Figure 3.5  Scheme of JETTO conﬁguration as used in this work
For the pulse #82722 The time window 5.5s to 7.1s was chosen to be wide
enough to cover several confinement times (with one confinement time of 0.4s)
and at 7s the W already accumulated in the center (see figure 3.3a).
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JETTO settings :
Shot Number 82722
Number of grid points 61
Start time (s) 45.5
End time (s) 47.1
Minimum timestep (s) 10−8
Maximum timestep (s) 10−3
Ion (1) mass 2
Current boundary condition (amps) 1.67.106
Electron temperature boundary condition (eV) 102
Ion temperature boundary condition (eV) 102
Ion Density boundary condition (cm−3) 1.5.1013
Edge velocity boundary condition (cm/s) 106
IGLF23MSIGNCONS (sign preserving of TCI output) 1
ITRDOWNSC (grid resolution for TCI) 25
LAVERAGE_IONS (treat all ions consistently in TCI) 25
TRMAXD (max diff. coeff for drift-wave models) 105
Magnetic equilibrium is not evolved in our simulations. We used instead the
EFIT [87] reconstruction, a method which reconstructs the current profile pa-
rameters, the plasma shapes, and a current density profile satisfying the MHD
equilibrium constraint.
SANCO models the impurity radiative losses and updates impurity gradients
and densities. Especially SANCO can evolve radiative losses of heavy impurities
such as W, which makes JETTO the best integrated modeling tool for our work.
SANCO grid has a higher resolution on the edge and in the core. SANCO runs for
the whole radius range, treats all charge states of the impurities and returns the
most probable one, which is a good assumption for W. The atomic data used for
W is ADAS 50, based on [108]. This choice is motivated by the fact that ADAS
50 data is consistent with the recombination rates which have been adjusted to
experimental observations. [108] ADAS96 is used for Be.
SANCO settings :
Tungsten Berylium
Impurity mass 184 9.0129
Impurity charge 74 4
Escape velocity (cm/s) 0 0
Neutral flux (s−1) 1015 1014
Recycling factor 0 0
Abundance 1 300
IFLUS (use geometry from JETTO) 0 0
INDLIN (JETTO/SANCO profile interpolation) 2 2
ISPLITSANCOT (ratio SANCO/JETTO timestep) 100 100
The initial W content in the JETTO simulation is obtained by tuning the ratio
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nW/nBe (called abundance on the SANCO board above) to match both the ex-
perimental value of Zeff = 1.34, and the initial radiation level from bolometry
diagnostic. This implies that all radiation is caused by W only. A fixed W neutral
flux coming at the separatrix is also added. Note that W initial profile is constrai-
ned to be homothetic to the electron density profile, therefore the simulation
starts with some W in the center. Figure 3.6 shows the W density Flux Surface
Averaged (FSA) at the initial time 5.5s for the JETTO-QuaLiKiz-NEO simulation
in magenta, and W density inferred from SXR-UV in black. The experimental
profile shows no W in the central part at t=5.5s. Moreover, the simulation ove-
restimates the W content at mid-radius up to a factor 2. Tuning the initial W
content only based on radiation level and Zeff was not the most precise method,
but nonetheless this does not prevent the simulation to reproduce correctly the
time evolution of the W behavior shown on figures 3.16, and 3.21 to 3.23.
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Figure 3.6  Flux Surface Averaged W density at t=5.5s, initial time of the JETTO-
QuaLiKiz-NEO simulation (magenta). Comparison with W density es-
timated from SXR-UV measurements (black).
NEO [15, 17] predicts neoclassical transport. Figure 3.3a shows that W pre-
sents strong poloidal asymmetries. As seen on section 3.4 in chapter 2, the com-
bination of the analytical formula with NCLASS [74] is not accurate enough to
model correctly the impact of poloidal asymmetries on neoclassical transport,
making the use of a code accounting for poloidal asymmetries such as NEO ne-
cessary. Within JETTO, NEO runs for the impurity neoclassical transport over the
whole radius range, from the axis to the LCFS. NEO inputs are plasma profiles
(temperature, density, rotation) impurity profiles, concentrations and charges. Its
outputs are, for each specie, neoclassical flux, diffusion and convection.
NEO settings :
Radial grid 16
Minimum pitch angle polynomials 13
NEO timestep 2.10−4
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For the turbulent transport, from pedestal top inward to ρ = 0.03, the quasi-
linear gyrokinetic code QuaLiKiz is used. It is a first-principle gryo-kinetic code
that accounts for trapped and passing ions and electrons, therefore Ion and Elec-
tron Temperature Gradients and Trapped Electron Mode. QuaLiKiz functioning is
detailed in [22, 20, 37]. It accounts for all unstable modes and sums the flux over
the wave number spectrum. It uses the shifted circle (s-α) geometry with a small
inverse aspect ratio expansion. QuaLiKiz inputs are plasma profiles (temperature,
density, rotation) impurity profiles, concentrations and charges. Its outputs are,
for each specie, turbulent flux, diffusion and convection. Both QuaLiKiz and NEO
codes are first-principle based and have a reasonable computational time. This
argument is one of the reasons why JETTO was chosen for this work.
QuaLiKiz settings :
ρmin 0.03
ρmax 0.97
ITRTGLFSM (QuaLiKiz spatial smoothing) 3
TCISMTHTIME (Smootjing time for heat/part. diff.) 0.001
TRTGLFEPS (critical temp./dens. gradient under which heat coeff. set to 0) 0.05
The impact of the rotation is taken into account for ρ > 0.5 since QuaLiKiz is
known to overestimate the ExB stabilization impact for high rotation values [37].
The collisions, kinetic electrons are also accounted for. The ETG scales are not
included because they led to overestimated rotation predictions. A small Bohm-
GyroBohm diffusion is also added (0.1% of particle diffusion coefficient, and 1%
of heat diffusion coefficient) to ensure numerical stability.
The pedestal region is modeled using an "Edge Transport Barrier" (ETB). The
pedestal width and the turbulent transport remains fixed during the whole simu-
lation, with the fixed value of the diffusion tuned so that electron density and
temperature profiles remain within experimental uncertainties at all times. A
Prandtl number is also tuned to match the exprimental rotation. The ETB model
is tuned using the code FRANTIC [129] to model neutral sources at the LCFS. A
continuous ELM model, with tuned particle diffusivity and thermal conductivity
was also necessary to reproduce the experimental pedestal, as in [85].
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ETB settings :
Pedestal width (cm) 4
Lower Thermal limit (cm2/s) 5.103
Lower particle ion limit (cm2/s) 1.103
Electron thermal transport multiplier 1.10−3
Ion thermal transport multiplier 1.10−3
Particle transport multiplier 1.10−2
FRANTIC gas puff target (cm−3) 4.5.1013
FRANTIC ion nominal puff rate (s−1) 6.1021
FRANTIC recycling coefficient 0.1
ELM model max. transport multiplier (m2/s) 1.108
PRANDTL_ETB (Prandtl number for ETB) 0.75
ELMs and sawteeth are not modeled in our specific case, although several
models are available and used in other studies [85].
The heating source, in this case NBI only, is modeled using PENCIL code [34].
PENCIL solves a simplified version of the Fokker-Planck equation and includes
ionization by charge exchange, ionization by plasma electrons and ionization by
plasma ions. PENCIL inputs are the ion energy, the total power and its distribu-
tion over the beams. PENCIL outputs are, in particular, the torque, electron and
ion heating and particle sources.
PENCIL settings :
Octant 4 Octant 8
Ion Mass 2 2
Ion energy (eV) 90.103 97.103
Beam fraction with E, E/2, E/3 0.51, 0.28, 0.21 0.52, 0.30, 0.18
Pini’s 1, 4, 6 1, 4, 6
Normalize power to (W) 6.106 10.106
PENCIL was chosen because of its simplicity and therefore its computation
low cost. In order to validate this choice, a comparison between PENCIL and NU-
BEAM inside TRANSP [103] is shown on figure 3.7. NUBEAM is more accurate
than PENCIL because it is a Monte Carlo code that accounts for prompt losses
and fast ions. At two different time slices (6s on figure 3.7a and 7s on figure
3.7b) the particle source (up) and the electron density (down) profiles are plot-
ted. At 6s on figure 3.7a up, the PENCIL central particle source in red is two
times larger than NUBEAM estimation, but the impact on the electron density is
less than 10%. The same scenario happens at 7s, with a factor 3 difference on
the central particle source and an impact of 10% on the electron density. This
demonstrates that the accuracy of PENCIL is sufficient.
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(a) NUBEAM/PENCIL comparison at t=6s. (b) NUBEAM/PENCIL comparison at t=7s.
Figure 3.7  Comparison between NUBEAM (blue) and PENCIL (red) : particle
source proﬁle (up) and ne proﬁle (down)
3.4 JETTO predictions versus experiments
In this section we compare the experimental data with the self-consistently
predicted profiles from JETTO combined with, in particular, NEO and QuaLiKiz.
3.4.1 Timetraces of the plasma parameters
Figures 3.8 to 3.15 present timetraces of several plasma parameters which are
self-consistently and simultaneously evolved in the simulation : density, tempe-
rature, rotation, current, heating and impurity profiles. For each parameter, the
JETTO-NEO-QuaLiKiz simulation is shown in magenta, and compared with ex-
perimental data when available. Timetraces are shown at three ρ positions : 0.1,
0.4, and 0.75.
(a) ρ=0.1 (b) ρ=0.4 (c) ρ=0.75
Figure 3.8  Electron density timetraces : comparison between JETTO-QuaLiKiz
prediction and HRTS measurements at diﬀerent ρ
85
(a) ρ=0.1 (b) ρ=0.4 (c) ρ=0.75
Figure 3.9  Electron temperature timetraces : comparison between JETTO-
QuaLiKiz prediction and ECE at ρ = 0.1/HRTS measurements at
ρ = 0.4− 0.75
(a) ρ=0.1 (b) ρ=0.4 (c) ρ=0.75
Figure 3.10  Ion temperature timetraces : comparison between JETTO-QuaLiKiz
prediction and Charge Exchange measurements at diﬀerent ρ
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(a) ρ=0.1 (b) ρ=0.4 (c) ρ=0.75
Figure 3.11  Toroidal rotation timetraces : comparison between JETTO-QuaLiKiz
prediction (magenta) and Charge Exchange measurements at dif-
ferent ρ
(a) ρ=0.1 (b) ρ=0.4 (c) ρ=0.75
Figure 3.12  Timetraces of JETTO-QuaLiKiz prediction for NBI particle source
at diﬀerent ρ
(a) ρ=0.1 (b) ρ=0.4 (c) ρ=0.75
Figure 3.13  Timetraces of JETTO-QuaLiKiz prediction for NBI heat source (ion
in magenta solid line and electron in red dashed line) at diﬀerent ρ
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(a) ρ=0.1 (b) ρ=0.4 (c) ρ=0.75
Figure 3.14  Safety factor timetraces : comparison between JETTO-QuaLiKiz
prediction (magenta) and EFTF reconstruction at diﬀerent ρ
(a) Zeff (b) Integrated radiation over time
Figure 3.15  Zeff and radiation timetraces : comparison between JETTO-
QuaLiKiz prediction (magenta) and measurements at diﬀerent ρ
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(c) ρ=0.75
Figure 3.16  W density timetraces : comparison between JETTO-QuaLiKiz pre-
diction (magenta) and estimation from SXR-UV measurements at
diﬀerent ρ
Figures 3.8 show the time evolution of electron density. The electron density
prediction must be accurate in order to simulate properly the W transport, due
to the main ion density gradient dependence of the W neoclassical transport
as seen on equation 51 from chapter 2. The prediction of the central density
peaking especially needs to be accurate in order to predict correctly the central W
accumulation. On figure 3.8a close to the center the predicted density increases
smoothly. The HRTS measurements, while also globally increasing, are impacted
by the sawteeth. The simulation does not take sawteeth into account, therefore
the local gradients are not well captured. For the two other radial position, the
predicted density does not vary much, and mostly stays within experimental
uncertainties with a maximum error of 25%. Overall QuaLiKiz globally captures
the experimental central electron density peaking, even if all the subtle features
are not reproduced due to the non-simulation of the sawteeth.
Figures 3.9 show the electron temperature. Similarly to the electron density
case, the JETTO-QuaLiKiz simulation successfully captures the decreasing trend
of central ECE measurements on figure 3.9a, but misses the sawtooth crashes,
leading to inaccurate estimation of the local gradients. Around mid-radius (fi-
gure 3.9b) and close to the pedestal (figure 3.9c), the experimental temperature
remains quite steady and JETTO-QuaLiKiz estimations lie within experimental
uncertainties over time.
Ion temperature and toroidal rotation are not compared with experimental
data in the center (figures 3.10a and 3.11a) due to the lack of charge exchange
measurements. Profiles shown later on figure 3.20 and 3.21 illustrate that JETTO-
QuaLiKiz central estimations are coherent. Moreover, assuming that Ti ' Te and
comparing with 3.9a, QuaLiKiz predicts the ion temperature equal the electron
temperature within 10%, which seems coherent. At ρ = 0.4 on figure 3.10b,
JETTO-QuaLiKiz predictions tend to underestimate the charge exchange measu-
rements by a maximum of 15% (calculated from the lower bound of the error
bar). This can be explained by the fact that QuaLiKiz is an electrostatic code and
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does not include nonlinear electromagnetic stabilization of ITG due to fast ions
(see [37] and references therein).
Toroidal rotation predictions mostly lie within experimental uncertainties, ex-
cept at early times at ρ = 0.75. Overall the experimental toroidal velocity remains
quite constant over time. Note that the plasma rotates up to 30km/s, which leads
to W Mach number around 2. According to chapter 2 section 3.4 and as seen la-
ter on the W distribution, this creates strong poloidal asymmetries on W and
justifies the use of NEO in the integrated modeling configuration.
Figures 3.12 and 3.13 show the NBI particle and heat sources over time, self-
consistently simulated by PENCIL. Note that the particle source in the center
(figure 3.12a) is two times bigger than the one at mid-radius, which is consistent
with the central electron density peaking seen on figure 3.8a, even if the peaking
is limited by the sawteeth. As for the heating, figure 3.13 show that the ion
heating is more important than the electron heating in the central area of the
plasma.
The predictions of safety factor evolution are shown on figure 3.14. Note that,
in the JETTO-QuaLiKiz-NEO simulation, the current evolves according to the cur-
rent diffusion equation, but the equilibrium shape does not evolve accordingly
since the magnetic equilibrium is not self-consistently simulated. The simulated
q profile globally reproduces the profile reconstructed from EFTF equilibrium
file, with a maximum error of 25%. EFTF magnetic equilibrium is reconstructed
using the same method as EFIT, with the addition of Faraday rotation constraint
[59]. Note that JETTO-QuaLiKiz predictions tend to underestimate the EFTF re-
construction, which means that the q=1 position is also shifted.
Figure 3.15a shows the average Zeff time evolution and figure 3.15b shows
the total radiated power over time. The Zeff globally increases with time, which
can be explained by the fact that W contribution to Zeff increases also with time.
The total radiated power on the other hand varies but shows no sign of W ac-
cumulation. This can be a bit surprising since other discharges with W central
accumulation showed a significant radiation increase [78]. The simulated radia-
tion level does not vary much with time, which is consistent with the experimen-
tal signal. Even if the simulation does not capture all the small variations of the
measurement, the error does not exceed 30%. The radiation timetrace shows no
sign of the W central accumulation because, as seen on equation 3.2, the radia-
tion level due to the W depends on the cooling factor LSXRW . The cooling factor,
illustrated on figure 8 in chapter 1, is maximized around T=1.5 keV. According
to figure 3.18, Te approaches this value in the outter radius, from which comes
most of the radiated power. This explains why the central W accumulation is not
visible on the timetrace of the total radiated power.
Figures 3.16 show the time evolution of the W content. The initial W content
was estimated from the total radiation shown on figure 3.15b. In the central part,
the simulated W density slowly and regularly increases, with a factor 3 increase
between 6s and 7s. The experimental W accumulates a little at 6.3s before being
flushed out. From 6.7s to the end of the time window, W strongly accumulates
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with a factor 10 increase. It is coherent that the simulation does not account
for the flushing out phenomenon since the sawteeth are not modeled, but even
without it the simulation gets the trend that the W is accumulating, showing
that the modeling of neoclassical and turbulent transports only is sufficient to
reproduce the global trend of the W accumulation. The predicted W content at
ρ = 0.4 and ρ = 0.75 overestimates the measurements up to a factor 2.
The goal of this work is to quantify how accurately the integrated modeling si-
mulation self-consistently reproduces the experimental story of the 82722 pulse.
JETTO-QuaLiKiz-NEO predictions are reliable over time for all of the four chan-
nels (density, temperatures and rotation), and this result is the first of its kind,
along with [37], also with QuaLiKiz, and [125] with TGLF. The quality of the
predictions enables a correct estimation of the W central accumulation. To dee-
pen the analysis of the quality of the JETTO-QuaLiKiz-NEO predictions, the next
section focuses on several profiles at different time slices, and 2D poloidal cuts
of the W distribution.
3.4.2 Plasma profiles
3.4.2.1 Electron density
In order to further validate QuaLiKiz predictions, figure 3.17 shows electron
density profiles at three different times : 6.2s after 0.7s of simulation (figure
3.17a), 6.8s after 1.3s of simulation (figure 3.17b) and 7s, after 1.5s of simula-
tion (figure 3.17c). Both HRTS and LIDR are shown on figure 3.17 but we shall
compare the simulation with HRTS only because of its higher time and space
resolutions.
On figure 3.17a at 6.2s, QuaLiKiz predictions in magenta lie within experimen-
tal uncertainties of the HRTS in blue for the whole radius, except close to the axis
where QuaLiKiz smoothes the local variations. The predicted pedestal is modeled
by the ETB which has be tuned to match the experimental data. On figure 3.17b
at 6.8s, QuaLiKiz prediction lies within experimental uncertainties from R=3.3m
outward. But from R=3.3m inward, the experimental density dropped because
of a sawtooth, therefore QuaLiKiz overestimates the central electron density. The
experimental pedestal is stable and well captured by the Edge Transport Barrier
modeling. On figure 3.17c at 7s after 1.5s of simulation, HRTS shows strong
local gradients, especially close to the axis at R=3.1m. The pedestal is slightly
shifted outward, therefore the Edge Transport Barrier no longer lies within ex-
perimental uncertainties. QuaLiKiz captures the global increase of the electron
density and lies within experimental uncertainties. However it does not really
reproduces the stiff central gradient shown by the measurements and smooths it
out. This impacts the W transport as seen in the next section.
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(a) Experimental and predic-
ted ne at t=6.2s after .7s
of simulation.
(b) Experimental and predic-
ted ne at t=6.8s after
1.3s of simulation.
(c) Experimental and predicted
ne at t=7s after 1.5s of
simulation.
Figure 3.17  Comparison of experimental (LIDR in black HRTS in blue) and pre-
dicted (magenta solid line) electron density proﬁles
3.4.2.2 Electron and ion temperatures
The electron and ion temperature predictions are then compared with experi-
mental data. The electron temperature profiles are first showed on figure 3.18 :
at 6.2s after 0.7s of simulation (figure 3.18a), at 6.8s after 1.3s of simulation
(figure 3.18b) and at 7s after 1.5s of simulation (figure 3.18c). QuaLiKiz predic-
tions are in magenta solid line, and the HRTS measurements in blue.
(a) Experimental and predicted
Te at t=6.2s after .7s of
simulation.
(b) Experimental and predicted
Te at t=6.8s after 1s of
simulation.
(c) Experimental and predicted
Te at t=7s after 1.5s of si-
mulation.
Figure 3.18  Comparison of experimental (HRTS in blue) and predicted (magenta
solid line) electron temperature proﬁles
QuaLiKiz predictions show the same trends for the temperature that it did
for the density. On figure 3.18a at 6.2s, QuaLiKiz predictions in magenta lie
within experimental uncertainties of the HRTS in blue for the whole radius, ex-
cept at R=3.3m where QuaLiKiz misses a bump and slightly underestimates the
measurements. On figure 3.18b at 6.8s, the HRTS shows a global decrease of
the electron temperature, while keeping the central peaking and the bump at
R=3.3m. The experimental pedestal remains unchanged and well reproduced
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by the Edge Transport Barrier. QuaLiKiz predicts the global decrease of the elec-
tron temperature, but still misses the bump at R=3.3m. QuaLiKiz predicts the
central peaking and slightly overestimates it. On figure 3.18c at 7s after 1.5s of
simulation, the bump at R=3.3m disappeared while a drop appeared at R=3.5m.
QuaLiKiz predictions barely changed compared with 3.18b. Therefore it misses
the drop at R=3.5m while staying within experimental uncertainties. Qualikiz
still overestimates the very central temperature.
Now the ion temperature profiles are showed on figure 3.19 : at 6.2s after 0.7s
of simulation (figure 3.19a), at 6.8s after 1.3s of simulation (figure 3.19b) and
at 7s after 1.5s of simulation (figure 3.19c). QuaLiKiz predictions are in magenta
solid line, and the Charge Exchange measurements are in black for most of the
radial points, and blue for the pedestal.
(a) Experimental and predicted
Ti at t=6.2s after .7s of
simulation.
(b) Experimental and predicted
Ti at t=6.8s after 1s of si-
mulation.
(c) Experimental and predicted
Ti at t=7s after 1.5s of si-
mulation.
Figure 3.19  Comparison of experimental (Charge exchange in dark) and predicted
(magenta solid line) ion temperature proﬁles
On figure 3.19a at 6.2s, QuaLiKiz predictions in magenta lie within experimen-
tal uncertainties of the Charge Exchange for the whole radius. On figure 3.19b
at 6.8s, the Charge Exchange shows a global increase of the ion temperature, up
to 50% at R=3.2m. QuaLiKiz predictions remain almost unchanged and there-
fore underestimates the measurements by a maximum of 15% (calculated from
the lower bound of the error bar). The possible reasons for this underestima-
tions are already developed in the previous section. On figure 3.19c at 7s after
1.5s of simulation, measured ion temperature slightly decreased at R=3.25-3.4m.
QuaLiKiz predictions barely changed compared with 3.19b. Therefore it still un-
derestimates the measurements at R=3.25-3.4m.
3.4.2.3 Rotation
The last plasma parameter to study is the toroidal rotation, shown on figure
3.20 : at 6.2s after 0.7s of simulation (figure 3.20a), at 6.8s after 1.3s of simu-
lation (figure 3.20b) and at 7s after 1.5s of simulation (figure 3.20c). QuaLiKiz
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predictions are in magenta solid line, and the Charge Exchange measurements
are in black for most of the radial points, and blue for the pedestal.
(a) Experimental and predicted
Vtor at t=6.2s after .7s of
simulation.
(b) Experimental and predicted
Vtor at t=6.8s after 1s of
simulation.
(c) Experimental and predicted
Vtor at t=7s after 1.5s of
simulation.
Figure 3.20  Comparison of experimental (Charge exchange in dark) and predicted
(magenta solid line) toroidal rotation proﬁles
On figure 3.20a at 6.2s, QuaLiKiz predictions in magenta lie within experi-
mental uncertainties of the Charge Exchange for the whole radius. The central
part also lacks experimental measurements. On figure 3.20b at 6.8s, the Charge
Exchange shows a slight global decrease of the toroidal rotation, especially at
R=3.5-3.65m. QuaLiKiz predicts the global decreasing but overestimates the
strongest decrease of the measurements at R=3.5-3.65m. Finally on figure 3.20c
at 7s after 1.5s of simulation, measured velocity profile slightly smooths out and
the pedestal moves slightly. QuaLiKiz predictions barely changed compared with
3.20b. Therefore it slightly overestimates the measurements at R=3.3-3.7m and
the Edge Transport Barrier model, which does not evolve, misses the pedestal.
3.4.3 W poloidal cuts
To analyze more precisely the time evolution of the W profile, figures 3.14,
3.15 and 3.16 below shows 2D maps of the W density at three different times :
t=6.2s after .7s of simulation, t=6.8s after 1.3s of simulation and t=7s after
1.5s of simulation. W densities estimated from SXR-UV measurements are on the
right, predictions are on the left.
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(a) Predicted nW at t=6.2s after .7s of
simulation.
(b) Experimental estimated nW at
t=6.2s after .7s of simulation.
Figure 3.21  Comparison of estimated W density from SXR-UV measurements
(right) and predicted W density (left)at t=6.2s after .7s of simulation
On figure 3.21, one can see that the amount of W in the simulation is of the or-
der of magnitude 1015m−3. Strictly looking at the absolute values, the simulated
W content is about 3 times larger compared with the estimation from measure-
ments. The initial amount of W was estimated from total radiation (see figure
3.15b) with an error of 30%, and the initial W profile in the simulation is ho-
mothetic to the electron density profile. Moving to the distribution of the W, the
experimental W presents strong poloidal asymmetries, and so does the simula-
tion, showing that NEO predicts accurately poloidal asymmetries. Note that one
the simulation some W already moved towards the center. This is caused by the
fact that the starting W profile in the simulation is homothetic to the electron
density profile (see figure 3.6).
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(a) Predicted nW at t=6.8s after 1.3s of
simulation.
(b) Experimental estimated nW at
t=6.8s after 1.3s of simulation.
Figure 3.22  Comparison of estimated W density from SXR-UV measurements
(right) and predicted W density (left) at t=6.8s after 1.3s of simula-
tion
On figure 3.22 at t=6.8s after 1.3s of simulation, the predicted W amount
is moving towards the center, as also seen on the estimation from measure-
ments. The estimated W content from measurements also increased compared
with t=6.2s, reducing the error on absolute W density values to a factor 2.
(a) Predicted nW at t=7s after 1.5s of
simulation.
(b) Experimental estimated nW at
t=7s after 1.5s of simulation.
Figure 3.23  Comparison of estimated W density from SXR-UV measurements
(right) and predicted W density (left) at t=7s after 1.5s of simulation
At the end of the simulation, after 1.5s at t=7s, the estimation from measure-
ment on figure 3.16b shows that most of the W moved towards the center and
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accumulated. On the simulation, most of the W kept moving towards the center,
but not fast enough and a significant W amount is still present at mid radius,
causing the simulated ratio from figure 3.13 to under estimate the experimental
W ratio by a factor 2. However the time evolution of the W behavior definitely
shows a trend of core accumulation.
Three phenomena can explain why the simulation does not fully succeed in
transporting all the W to the plasma center. The first explanation is that the si-
mulation does not model sawteeth and therefore some transport mechanisms
can be missed. The second possibility is that the initial W profile, with some
W already in the center, impacts the radiation profile and therefore modifies the
density and temperature profiles, distorting the initial situation of the simulation.
The third explanation could be that QuaLiKiz, as seen on figure 3.17 globally cap-
tures the global central density peaking but does not fully reproduce all the local
gradients, especially at mid-radius and in the center. This could lead to under
estimated neoclassical transport and therefore a weaker central accumulation.
Overall, the accuracy of the QuaLiKiz predictions of the main plasma profiles,
especially electron density and rotation, allows NEO to correctly estimate the W
neoclassical transport and therefore successfully reproduce the W central accu-
mulation.
3.5 Actuators leading to W accumulation
The simulation successfully predicts self-consistently and simultaneously the
plasma profiles evolution, as well as the W central accumulation. In this section
the actuators leading to the accumulation are studied more closely. According to
equation 51 from chapter 2, two main physical parameters impact the W neo-
classical flux : the density gradient and the PmodelA and P
model
B factors accounting
for poloidal asymmetries. Both can be modified through the NBI injection : the
first one via the position of the fuelling, the second is linked with the toroidal
rotation. In this section the NBI settings are varied to study the impact of the
central particle fuelling and the angular momentum input on the W transport.
3.5.1 Central particle fuelling
As seen in chapter 2 section 2.4, the main ion gradient density has an unfa-
vorable impact on the W neoclassical flux : the stiffer the density gradient, the
more inward the W flux. In the case of 82722, the particle fuelling is stronger in
the central part (see figure 3.13a), causing the central electron density to peak
(figure 3.8a), and thus by ambipolarity the central main ion density peaks too.
This increases the W neoclassical transport towards the axis, which definitely
participates to the W central accumulation.
In order to confirm the link between central particle fuelling and central W
accumulation, two new simulations are set : one with the particle injection ar-
tificially set to zero in PENCIL settings (in blue in the figures below), and the
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other with partial off-axis particle source (in red). Figure 3.24a illustrates the
NBI particle source profile at 6.5s : in magenta the simulation that was analyzed
in the previous section, called from now on the reference simulation ; in blue the
simulation with NBI particle source set to zero ; in red the simulation with partial
off-axis particle source. Note that in the reference simulation the particle source
is strongest close to the axis, explaining the central electron density increasing
with time on figure 3.8a. In the case of the partially off-axis particle source, the
central particle fuelling is reduced by 45%.
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(a) NBI particle source profile at t=6.5s. (b) W density over time at ρ=0.05 at θ = 0.
Figure 3.24  Study of the impact of central NBI particle source on W accumula-
tion. Reference simulation (magenta), simulation with NBI particle
source at zero (blue) and partial-oﬀ axis particle souce (red)
Figure 3.24b shows the W density over time at ρ=0.1, close to the axis. The
shaded section on figure 3.24b from t=5.5s to t=5.7s corresponds to the first
simulated confinement time, needed for the simulation to move away from initial
conditions. The removal of the central density source completely cancels the
W accumulation phenomenon, highlighting the impact of the electron density
gradient in the W transport. With a 45 % reduction of the central particle source,
the central W density is limited, with a reduction of 42%.
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(a) ne at ρ = 0.1 (b) Te at ρ = 0.1
(c) Ti at ρ = 0.1 (d) Vtor at ρ = 0.1
Figure 3.25  Density, temperatures and toroidal rotation over time at ρ = 0.1. Re-
ference simulation (magenta), no NBI particle source (blue), partially
oﬀ-axis NBI particle source (red)
Figure 3.25 show the density, temperatures and rotation timetraces at ρ = 0.1.
For all those parameters, simulations can be divided in two groups : reference
simulation and the simulation with partial off-axis source which share the same
trends, and the no particle source simulation which has a specific behavior. First
let us look at the electron density on figure 3.25a. The removal on the central
particle fuelling cancels the central electron density peaking, which is expected.
The other two simulations have an increasing central electron density. The reduc-
tion of central fuelling by 45% in red leads to a reduction of the central density
peaking by only 25%.
The same trends are observed on ion and electron temperatures and for the
rotation. The reference simulation and the simulation with partial off-axis source
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share decreasing central temperatures and rotation, while these parameters re-
main constant for the simulation with no central particle source. This comes
from the fact that, with no central particle fuelling, W does not accumulate, so
the radiation level remains unchanged and the temperatures and rotation are
not affected.
Overall this study demonstrates the direct link between the central particle
fuelling and the W central accumulation. This is encouraging for devices such as
WEST or ITER, which do not use NBI central particle fuelling.
3.5.2 Toroidal rotation
The other parameter impacting significantly the W neoclassical transport is the
rotation. Indeed, rotation modifies the poloidal asymmetries, accounted for in PA
and PB terms in equation 51 in chapter 2. In this specific JET-ILW pulse, these
geometrical factors enhance the neoclassical convection up to a factor 40. Such
big values are caused by the very important toroidal rotation shown on figure
3.3a. In order to study the impact of the rotation on the W central accumulation,
figure 3.26 shows a comparison between the reference simulation in magenta
and a simulation with no toroidal rotation in blue. The profile of the toroidal
rotation is shown of figure 3.26a, the time evolution of the central W density is
shown on figure 3.26b.
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(a) Toroidal velocity profile at t=6.5s.(b) W density over time at ρ=0.1. (c) W density over time at ρ=0.1.
Figure 3.26  Study of the impact of toroidal velocity on W accumulation. Refe-
rence simulation (magenta) versus simulation with toroidal rotation
at zero (blue)
On figure 3.26b, during the first time confinement in the shaded area, for the
reference simulation in magenta, the central W content drops before increasing
again. Indeed W time scale is much shorter than the energy confinement time
scale. However, for the simulation with no toroidal rotation, the W content re-
mains stable and then increases. This makes the two simulations not directly
comparable. In order to remove the effect of the first confinement time on W
density, figure 3.26c shows the timetrace of W density normalized to its value at
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the end of the first confinement time, at t=5.7s. Without the toroidal rotation, W
central content doubles over time, while in presence of toroidal rotation, the W
density increases by a factor 10. This clearly illustrates that the toroidal rotation
plays a role in the W central accumulation process.
The removal of the toroidal rotation causes the two simulations to have very
different early phases and therefore completely different time evolutions. We
shall focus on the first confinement time in order to understand the mechanisms
leading to such a big difference.
(a) Reference simulation (b) Simulation with no rotation
Figure 3.27  W 2D maps at t=5.55s. Reference simulation (left) simulation with
no rotation (right)
As mentioned earlier, the initial W density profile is homothetic to the electron
density profile, therefore some W is already present in the center at the start of
the simulation. Figure 3.27 show 2D poloidal cuts of the W density after 0.05s
of simulation. In absence of toroidal rotation on figure 3.27b, the W is equally
distributed in the plasma and no longer undergoes poloidal asymmetries, which
strongly affects its transport. Figures 3.28 shows the W transport coefficients
at the end of the first confinement time, at t=5.7s, time averaged over 0.1s to
smooth the QuaLiKiz predictions.
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(d) RVneo at t=5.7s
Figure 3.28  W transport coeﬃcients at t=5.7s, time averaged over 0.1s. Refe-
rence simulation (magenta), no toroidal rotation (blue)
As expected from equation 51 in chapter 2, the removal of the rotation re-
duces by a factor PA, ie about 30, the neoclassical diffusion and convection (on
figure 3.28c and 3.28d). The absence of rotation seems to also impact turbu-
lent transport by reducing the turbulent convection and diffusion up to a factor
10, which can be surprising. In order to study this unexpected turbulence re-
duction, a QuaLiKiz standalone simulation is ran. In this standalone simulation,
the parallel velocity is scanned, while fixing all the other inputs at their value
from the reference JETTO simulation at t=5.7s at ρ=0.7. Figure 3.29 shows the
W particle turbulent effective diffusion calculated by QuaLiKiz standalone. The
magenta circle corresponds to the D Mach number of the reference JETTO simu-
lation, at t=5.7s at ρ=0.7. The blue star corresponds to the particle diffusion
with no torque, which is the configuration of the JETTO simulation shown in
blue on figure 3.28. However the W particle diffusion with no torque cannot be
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directly compared with the values of the JETTO simulation, since in the QuaLiKiz
standalone all the inputs are fixed, while they evolve in the JETTO simulation.
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Figure 3.29  W particle eﬀective diﬀusion from QuaLiKiz standalone simulation,
depending on D Mach number scan. Inputs of QuaLiKiz simulation
correspond to the reference JETTO simulation at t=5s7 and ρ=0.7.
On figure 3.29, from Mach=0 to 0.3, the particle diffusion indeed increases
with the parallel velocity, which corresponds to what is observed on JETTO si-
mulations on figure 3.28. In particular, the difference on the particle diffusion
between the blue star and the magenta circle approaches a factor 5, which is the
right order of magnitude compared with the JETTO simulations.
The impact of poloidal asymmetries on W turbulent transport is accounted for
in QuaLiKiz based on [8], as described in [37]. The analytical formulation from
[8] has been shown to be valid for trace W, and Mach number MD << 1 in the
case of ITG dominant, and up to 0.4 in the case of TEM dominant. In the case of
interest here, the ITG are the dominant mode, and the main ion Mach number
reaches up to 0.5, therefore the analytical formula is valid. The W turbulent diffu-
sion is here increased in presence of rotation. The impact of centrifugal effects on
the various components of the turbulent convection (thermodiffusion, rotodiffu-
sion, pure convection) results of a complex compensation of the different compo-
nents (see [8]). Therefore it is expected to see the W turbulent particle transport
(especially the increase of W turbulent diffusion) responding very differently to
a modified Mach number, velocity shear and ExB shear velocity compared to the
turbulent heat fluxes.
Overall, in absence of rotation, both turbulent and neoclassical W transport
are reduced. As a consequence, W is no longer flushed out from the central zone
of the plasma in the first confinement time. During the rest of the simulation, it
is weakly transported to the center by residual neoclassical convection, but the
W amount transported is negligible compared with the case with rotation (see
figure 3.26c).
Now that the W transport is understood, we shall focus on the main ion
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and electron heat transport in the JETTO simulations. Figure 3.30 shows the
heat fluxes profiles from JETTO simulations (reference and without rotation) at
t=5.7s, and the electron and ion heat diffusivities depending on D Mach number
from the QuaLiKiz standalone simulation. Again on the QuaLiKiz standalone fi-
gures, the blue star corresponds to the heat coefficient value with no torque, and
the magenta circle corresponds to the D Mach number of the reference JETTO
simulation, at t=5.7s at ρ=0.7. Note that the heat diffusivities values are not
exactly the same between QuaLiKiz and JETTO for the reference JETTO simu-
lation, because JETTO is an iterative process while in QuaLiKiz standalone the
gradients are fixed.
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(a) JETTO ion heat effective diffusivity profile
at t=5.7s
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(b) JETTO electron heat effective diffusivity profile
at t=5.7s
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(c) QuaLiKiz standalone ion heat effective
diffusivity
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(d) QuaLiKiz standalone electron heat effec-
tive diffusivity
Figure 3.30  Ion and electron heat eﬀective diﬀusivities proﬁles from JETTO simu-
lations at t=5.7s : reference (magenta) and without rotation (blue).
Ion and electron heat eﬀective diﬀusivities from QuaLiKiz standa-
lone depending on D Mach number (green). All inputs of QuaLiKiz
simulation correspond to the reference JETTO simulation at t=5s7
and ρ=0.7.
The heat fluxes behave as expected both for JETTO and QuaLiKiz standalone
simulations. The rotation stabilizes the turbulence through the ExB shear [66].
As a consequence, the more the rotation increases, the more the heat coefficients
are reduced. Therefore, toroidal rotation has a positive impact on the plasma
confinement.
The comparison of QuaLiKiz standalone simulations with JETTO shows that
W turbulent transport behaves in the opposite direction compared with ion and
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electron heat transport.
Now the transport coefficients were studied and validated, we shall focus on
the density and temperature profiles at t=5.7s, at the end of the first confinement
time. We shall study the impact of the modification of the transport caused by
the disappearance of the rotation.
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(c) Ti at t=5.7s (d) Radiations at t=5.7s
Figure 3.31  Density, temperatures and radiation proﬁles at t=5.7s. Reference
simulation (magenta), no toroidal rotation (blue)
In absence of rotation, the electron and ion heat turbulent transport is increa-
sed. As a consequence, the electron and ion temperatures decrease, as seen on
figures 3.31b and 3.31c. Note that the electron density profile on figure 3.31a is
weakly impacted, except for the central density peaking which is slightly stiffer
in absence of rotation. The central radiation on figure 3.31d is larger in absence
of rotation since the W is not flushed out.
In summary, the removal of the toroidal rotation completely changes the W
neoclassical transport, as expected, but also its turbulent transport (see figure
3.28). The study of the first confinement time allowed us to identify the toroidal
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rotation as destabilizing for the W turbulence (see figure 3.29), but stabilizing
for the main ion and the electrons (see figures 3.30c and 3.30d). Initially, the
removal of the rotation is deleterious for both the energy confinement (increa-
sed turbulence for main ion and electrons) and the central W content since W
is no longer flushed out. But once the impact of the first confinement time re-
moved, it appears that toroidal rotation has a negative impact on the W central
accumulation (see figure 3.26c).
Overall, the impact of the central particle fueling was clearly identified as
an actuator of the W accumulation process. Its removal makes the accumulation
disappear. The suppression of the toroidal rotation reduces both neoclassical and
turbulent W transport. Therefore the W is still carried to the center of the plasma,
however at a reduced rate than in presence of rotation.
3.6 Non-linearities : W stabilization impact
The time evolution of the simulation evolving self-consistently particle, heat,
momentum for electrons, ions and impurities (W and Be) involves numerous
non-linearities. One of these features is the fact that W seems to have a stabiliza-
tion impact on turbulence. In order to study the mechanisms at play, a simulation
with no W is set. In this simulation the Zeff is still 1.34 as in the reference simu-
lation, except the Be is considered the only impurity with concentrations up to
1018. Figure 3.32 shows the ion and electron heat effective diffusions and the ion
particle effective diffusion profiles at t=6.5s. The reference simulation with Be
and W is in magenta and the simulation with Be only is in blue.
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(a) Ion heat effective diffusion
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(b) Electron heat effective diffusion
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(c) Ion particle effective diffusion
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(d) Simulation without radiation
Figure 3.32  Ion and electron heat eﬀective diﬀusion and ion particle eﬀective
diﬀusion proﬁles at t=6.5s, and timetrace of the total energy content
Reference simulation with W and Be (magenta) and simulation with
Be only (blue)
Overtime, the energy content on figure 3.32d is lower in absence of W by a
maximum of 7%. The ion heat diffusion is higher up to 40% in absence of W
on figure 3.32a. The impact is less pronounced on the electron heat diffusion
but still visible. As for the particle diffusion, in absence of W the diffusion is
higher from ρ = 0.2− 0.8. Overall W seems to cause a reduction of the heat and
particle transport. The presence of W impacts two main parameters : the main
ion dilution and the radiation level. To disentangle these two mechanisms, two
simulations are discussed in the next sections, one for each parameter.
3.6.1 Possible cause : radiation
One explanation could be that the radiation caused by W impacts the electron
and ion temperature enough to reduce the turbulence. To validate this assump-
tion, a simulation was run with W and Be but with radiation set to zero. The ion
and electron heat effective diffusions and the ion particle effective diffusion are
shown at t=6.5s on figure 3.33. The reference simulation with W and Be is in
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magenta, the simulation with Be only is in blue and the simulation with Be and
W without radiation is in red.
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(a) Ion heat effective diffusion
0 0.2 0.4 0.6 0.8 10
0.5
1
1.5
ρ
El
ec
tro
n 
he
at
 e
ff.
 d
iff
 (m
2 /s
)
(b) Electron heat effective diffusion
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(c) Ion particle effective diffusion (d) Simulation without radiation
Figure 3.33  Ion and electron heat eﬀective diﬀusion and ion particle eﬀective
diﬀusion at t=6.5s, and timetrace of the total energy content. Refe-
rence simulation with W and Be (magenta),simulation with Be only
(blue) and simulation with Be and W without radiation (red)
On figure 3.33d, the energy content of the Be only and no radiation simula-
tions is similar (1% difference). For the ion and electron heat diffusivities (figures
3.33a and 3.33b), the simulation without radiation behaves similarly. From the
axis to ρ = 0.4, it follows the simulation with no W (in blue). For ρ = 0.4 − 0.6,
it comes closer to the reference simulation (Be, W and radiation on) in magenta.
Then from ρ = 0.6 outward, it comes closer with the simulation with no W. For
the ion particle diffusivity on figure 3.33c, the simulation without radiation stays
close to the simulation with no W. Overall, the removal of the radiation brings
up the heat and particle diffusivities to the level of the simulation with no W.
In order to have a better understanding of the stabilization effect, the time-
traces of ion and electron temperatures, the ratio Te/Ti and the ion heat diffusi-
vity are shown on figure 3.34 for the position ρ=0.7.
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(d) Ion heat eff. diff.
Figure 3.34  Ion and electron temperatures, ratio Te/Ti and ion heat eﬀective
diﬀusion timetraces at ρ=0.7. Reference simulation with W and Be
(magenta), simulation with Be only (blue) and simulation with Be
and W without radiation (red)
The temperature, density and rotation profiles at 6.5s are also shown on figure
3.35.
110
(a) Electron temperature (b) Ion temperature
(c) Electron density (d) Toroidal velocity
Figure 3.35  Proﬁles of the ion and electron temperatures, electron density and
toroidal rotation at t=6.5s. Reference simulation with W and Be
(magenta), simulation with Be only (blue) and simulation with Be
and W without radiation (red)
On all figures the curves split in two groups : the reference simulation with
W and radiation on one side (magenta), and the simulations without radiation
(red) and without W (blue) on the other side. The electron temperature on fi-
gure 3.34a is higher over time for the simulation without W and radiation. The
electron temperature profile at 6.5s on figure 3.35a is very similar for the three
simulations. The ion temperature on figure 3.34b is also impacted and is lowe-
red in absence of W or in absence of radiation. On figure 3.35b, the central ion
temperature of the simulations without radiation (red) and without W (blue) is
decreased by 7%. The modification in the temperature impacts the ratio Te/Ti
shown on figure 3.34c, which is higher for the simulations without W and wi-
thout radiation. The electron density on figure 3.35c and the toroidal velocity on
figure 3.35d are also lower for the simulations without W and without radiation.
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The enhanced electron temperature, combined with lower ion temperature
leads to enhanced Te/Ti, which is known to increase turbulence (see [26]). The-
refore, the stabilization effect could be explained by this mechanism : the remo-
val of W causes the radiation level to be significantly reduced. This impacts the
temperature profiles as seen on figure 3.34 and the ratio Te/Ti is enhanced, cau-
sing the turbulence to be reduced. In order to validate this explanation, a QuaLi-
Kiz standalone simulation is run, scanning the electron temperature. All the other
inputs are taken from the JETTO reference simulation parameters from t=6.5s
and ρ=0.7. The ion and electron heat effective diffusivities and the ion particle
effective diffusion are shown on figure 3.36. The red diamond corresponds to the
Te/Ti ratio at t=5.7S at ρ=0.7 for the simulation without radiation, in red on fi-
gure 3.34. The magenta circle corresponds to the Te/Ti ratio at t=5.7S at ρ=0.7
for the reference simulation. Again, the values are not exactly the same between
QuaLiKiz and JETTO for the reference JETTO simulation, because JETTO is an
iterative process while in QuaLiKiz standalone the gradients are fixed.
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(a) Ion heat effective diffusion
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(b) Electron heat effective diffusion
0.8 0.9 1 1.10
0.2
0.4
0.6
0.8
T
e
/Ti
D
 e
ff.
 p
ar
tic
le
 d
iff
. (m
2 /s
)
(c) Ion particle effective diffusion
Figure 3.36  QuaLiKiz standalone : ion and electron heat eﬀective diﬀusion and
ion particle eﬀective diﬀusion at t=6.5s.
On figure 3.36a and 3.36b, ion and electron heat effective diffusivities both
increase with the ratio Te/Ti, as expected. It is coherent with the JETTO simu-
lation from figure 3.34 : without radiation, the Te/Ti ratio is bigger therefore
the turbulence increases. Note that the slope of the increase of heat coefficients
is quite stiff. As a consequence, a small modification of the Te/Ti ratio impacts
significantly the turbulence. In this case, the removal of the radiation (i.e. the
variation of heat diffusion between the red diamond and the magenta circle)
caused an increase of 2.0 m2/s for the ion heat diffusion, 0.54 m2/s for the
electron heat coefficient and 0.61 m2/s for the ion particle diffusion coefficient.
The removal of the radiation impacts the temperature and has a destabilizing
effect. This indicates that a large portion of the stabilization phenomenon oc-
curs through the radiation. The next section focuses on the other mechanism
susceptible to has a stabilizing effect : the effect of dilution.
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3.6.2 Other possible cause : dilution
The other mechanism that could participate to the stabilization effect of W, is
dilution. Indeed, even if W is a trace impurity, it undergoes poloidal asymmetries
and therefore could locally no longer be a trace. Figure 3.37 shows the 2D po-
loidal cut of the W contribution to the Zeff at t=6.5s as an illustration. The W
contribution to Zeff remains similar at all times of the simulation.
Figure 3.37  W contribution to the Zeﬀ ∆Zeff = Z2nW/ne at t=6.5s
On the LFS the poloidal asymmetries cause the W to contribute to Zeff up
to 0.5. In those zones, the W is no longer a trace species and can contribute to
the main ion dilution as well as modify the collisionality. It is established that
increased Zeff has a stabilizing impact through dilution [42, 126, 21, 26].
To estimate the impact of such a W contribution to Zeff , QuaLiKiz standalone
is run. Figure 3.38 illustrates QuaLiKiz ion and electron heat coefficients, as well
as the ion particle diffusion. The blue star corresponds to the zero W concen-
tration for the simulation with Be only, in blue on figures 3.33. The magenta
circle corresponds to the W concentration at t=6.5s at ρ=0.7 for the reference
simulation.
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(a) Ion heat effective diffu-
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(c) Ion particle effective diffusion
Figure 3.38  QuaLiKiz standalone : ion and electron heat eﬀective diﬀusion and
ion particle eﬀective diﬀusion at t=6.5s.
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On figure 3.38a and 3.38b, ion and electron heat effective diffusivities remain
unchanged until ∆Zeff = 2.104. Then they decrease and reaches stable modes
for ∆Zeff = 3.10−1. On figure 3.38c, the main ion particle diffusion follows
a completely different trend. This can be explained by the fact that QuaLiKiz
ensures quasi neutrality, therefore the D content varies accordingly to the W
content. Therefore the D density and density gradients are modified. The values
of transport coefficients between the case without W and the W concentration
from reference JETTO simulation (ie the difference between the blue star and
the magenta circle) are of 3.1 m2/s for the ion heat diffusion, 0.97 m2/s for the
electron heat coefficient and 0.62 m2/s for the ion particle diffusion coefficient.
Therefore the contribution of the dilution to the stabilization effect is 30% bigger
compared with the contribution through the radiation seen on figures 3.36.
Overall, the W has a stabilizing effect on the turbulence. The effect mainly
occurs through radiation and the modification of temperature profiles, but also
through main ion dilution and increase of collisionality.
3.7 Conclusion of the chapter
Overall, for the first time, a simulation over multiple confinement times, flux
driven, multi-channel (temperature, density and rotation profiles), including Be
and W, accounting for poloidal asymmetries is performed. Within the integrated
modeling environment JETTO, first-principles codes such as QuaLiKiz and NEO
model respectively turbulent and neoclassical transport, up to the pedestal top.
An empirical model is tuned to reproduce experimental measurements in the
pedestal. The NBI particle, heat and sources are self-consistently modeled using
PENCIL, while SANCO evolves radiation levels.
The simulation successfully reproduces the time evolution over 1.5s (hence 5
confinement times) of the temperature, density and rotation profiles. The predic-
ted electron density, electron and ion temperature and rotation profiles lie within
experimental uncertainties at all times. Moreover, the W central accumulation is
correctly reproduced with the simulation of turbulent and neoclassical transport,
but with no accounting of sawteeth and ELMs.
Actuators of the W accumulation are studied : central particle fuelling and
torque inputs through NBI. It appears that removing the central particle source
cancels the central W accumulation, and cutting by half the central particle fuel-
ling reduces also by half the W central accumulation. This is encouraging for
devices such as WEST or ITER, which do not use NBI central particle fuelling.
The suppression of the torque reduces the neoclassical W transport as expected,
but also reduces the W turbulent transport. It means that in this case, the toroi-
dal rotation has a stabilizing impact on the main ion and electron turbulence,
and a destabilizing impact on the W transport. Therefore the W is still carried to
the center of the plasma, however slower than in presence of torque.
Finally, the stabilization effect of the W is studied and its causes are inves-
tigated. Indeed, removing W from the integrated modeling simulation led to a
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significant reduction of the main ion heat diffusivity. Two mechanisms that could
explain this stabilization effect are studied : through radiation and through dilu-
tion. First, radiation causes electron temperature to decrease and ion tempera-
ture to increase, leading to reduced Te/Ti which is stabilizing. This mechanism
represents most of the stabilization effect. This is encouraging because it means
that W radiation has a positive impact on the plasma confinement, even if this
small advantage does not fully compensate the catastrophic consequences of W
accumulation. Locally, because of W poloidal asymmetries in a rotating plasma,
the W contribution to Zeff at the outboard mid-plane can go up to 0.5. This
locally impacts turbulent transport through dilution and modified collisionality,
which both have a stabilizing impact on turbulent transport.
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4Conclusions and perspectives
The global energy demand is likely to further increase with time, therefore
finding a sustainable, clean and safe energy source becomes an urgent problem.
Thermonuclear fusion can meet all these requirements and be a source of mas-
sive centralized electricity. In particular, magnetic confinement fusion is currently
the most advanced technology for this challenge, as ITER will be the first fusion
device to produce more fusion energy than what it consumes. Among the many
challenges faced by fusion research, the W pollution and central accumulation is
a key issue. Indeed, current design entails W tiles for the most exposed plasma
facing component. W has many advantages, such as low erosion rate, high mel-
ting point so high heat tolerance, and low tritium retention. But since W is a
heavy impurity it causes strong line radiation so W contamination must be lo-
wered as much as possible. Further degradation related to W central density
peaking, called accumulation, must be avoided. W central accumulation is cur-
rently a key issue which limits the performances of fusion plasmas. In order to
control W behavior, the first step is to understand the mechanisms leading to the
W accumulation, and identify the actuators responsible for it. Since W transport
interplays with many plasma parameters, the only way to understand the story
of W behavior, is account simultaneously for radiation, heat particle and momen-
tum source, turbulent and collisional transport. This is made possible thanks to
integrated modeling platforms.
W behavior is impacted by many plasma parameters in complex non-linear
interplays. Therefore modeling self-consistently W transport requires the use of
first-principle based codes, which leads to a non-negligible computational cost.
Especially, the W poloidal assymmetric distribution makes the use of a neoclas-
sical code mandatory (NEO [15, 17]). In order to determine if it was feasible
to combine geometric analytical terms from [9] describing the effect of poloi-
dal asymmetries on W flux, with a simpler and faster neoclassical code, NCLASS
[74], in order to produce results similar to the ones obtained with NEO at re-
duced CPU costs. At first, the analytical formula by Angioni-Helander [9] was
tested outside of its range of applicability, for realistic tokamak parameters. Pro-
vided an empirically adjusted parameter for a better matching of NEO results,
the analytical formula proved to be reliable enough, even out of its strict range
of applicability. However, for very strong poloidal asymmetries, the analytical
formula overestimates (up to 50%) NEO results, which makes it inadequate. The
analytical formula was then combined in NCLASS and implemented in the inte-
grated modeling environment JETTO. All the profiles are fits from experimental
data, only the W profile is evolved, assuming a purely neoclassical transport. In
one case based on JET baseline scenario parameters, for only one time slice, this
fast model can predict a very similar 2D W density map as NEO while saving a
factor of a thousand in computer time. In a second JET hybrid scenario case, for
a simulation of 1.5s of plasma, the central tungsten peaking was overestimated
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due to a sensitive balance between temperature screening and inward impurity
convection near the magnetic axis. The model in its present formulation there-
fore cannot be considered to have general applicability, but could be used for sco-
ping studies before running the full NEO model. The parametric dependencies of
the temperature screening reduction due to poloidal asymmetrics still remains to
be better characterised and explained by neoclassical theory. Therefore for our
integrated modeling simulations, NEO is used.
For the first time, a simulation over multiple confinement times, flux driven,
multi-channel (temperature, density and rotation profiles), including D, Be and
W, accounting for poloidal asymmetries is performed. Within JETTO [33, 115],
first-principles codes such as QuaLiKiz [22, 20, 37] and NEO model respectively
turbulent and neoclassical transport, up to the pedestal top. An empirical model
is tuned to reproduce experimental measurements in the pedestal. The NBI par-
ticle, heat and sources are self-consistently modeled using PENCIL [34], while
SANCO [4] evolves radiation levels. The simulation successfully reproduces the
time evolution over 1.5s (hence 5 confinement times) of the temperature, density
and rotation profiles. The predicted electron density, electron and ion tempera-
ture and rotation profiles globally lie within experimental uncertainties, except
during sawtooth crashed which are not modeled. Moreover, the W central ac-
cumulation time scale is correctly reproduced with the simulation of turbulent
and neoclassical transport, but without accounting of sawteeth and ELMs and
assuming a constant W flux at the LCFS. Actuators of the W accumulation are
studied : central particle fuelling and torque inputs through NBI. It appears that
removing the central particle source cancels the central W accumulation, and
cutting by half the central particle fuelling reduces also by half the W central
accumulation. This is encouraging for devices such as WEST or ITER, which do
not use NBI central particle fuelling. The suppression of the torque reduces the
neoclassical W transport as expected, but also reduces the W turbulent transport.
It means that in this case, the toroidal rotation has a stabilizing impact on the
main ion and electron turbulence, and a destabilizing impact on the W transport.
Therefore the W is still carried to the center of the plasma, however slower than
in presence of torque. Finally, the stabilization effect of the W is studied and its
causes are investigated. Indeed, removing W from the integrated modeling simu-
lation led to a significant reduction of the main ion heat diffusivity. Two mecha-
nisms that could explain this stabilization effect are studied : through radiation
and through dilution. The presence of radiation impact both electron and ion
temperature, leading to reduced Te/Ti, which is stabilizing. This is encouraging
because it means that W radiation has a positive impact on the plasma confine-
ment, even if this small advantage does not fully compensate the catastrophic
consequences of W accumulation. Locally, because of W poloidal asymmetries in
a rotating plasma, the W contribution to Zeff at the outboard mid-plane can go
up to 0.5. This locally impacts turbulent transport through dilution and modified
collisionality, which both have a stabilizing impact on turbulent transport.
Now the integrated modeling tool works and its results are proofed against
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experiment, many applications are possible. Before increasing the complexity of
the simulation and coupling new codes, a first step would be to keep the same
settings and try to reproduce another NBI-only JET-ILW pulse, in presence of W.
This would allow to test the robustness of the numerical settings, especially for
the ETB and the W source. The actual simulation could also be completed by
a simple model for sawteeth, which would not increase too much the compu-
tational cost. This would answer the interrogation on the sawteeth impact on
the profiles, for reproducing more accurately the W central accumulation. An
ELM model could also be added [85], to model the pedestal and the W source
more accurately. Finally, the SOL codes available in JINTRAC could be added in
order to have a simulation accounting for all aspects of the plasma and study
the impact of the W source on the central accumulation. It would also be very
interesting to understand the mechanisms leading the RF heating to limit cen-
tral accumulation. To do so, the study of a RF-only pulse could be a start, to
isolate the interesting mechanisms. Then another pulse with NBI first and then
RF heating could be modeled, to see if the mechanisms from the RF-only are
reproduced and how they are modified by the presence of NBI heating. This as-
pect of W behavior is currently under investigation [29]. Finally, predictions for
JET D-T campain, WEST or even ITER are now possible, the main doubt being
the pedestal prediction. Also, in order to lighten the computational cost of first-
principle codes in integrated modeling while keeping the physics accuracy, faster
tools such as Neural Networks are currently developed for QuaLiKiz [36].
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