Abstract: We present a method of multiproxy reconstruction of the climate of Europe during the last millennium. The proxies used comprise long tree-ring width series, grape harvest dates, Greenland ice oxygen isotope series and temperature indices based on historical documents. The proxies are calibrated using gridded April to September mean temperatures for western Europe, i.e., between 108W and 208E and between 358N and 558N. They are calibrated also using the long instrumental summer temperature series of the Marseilles observatory of Longchamp, which begins in the mid-eighteenth century. The method is a combination of an analogue technique, which is able to deal with missing data, an artificial neural network technique for an optimal non-linear calibration and a bootstrap technique for calculating error bars on the reconstruction. About 70% of the temperature variance is reconstructed. The amplitude of the past temperature variations is particularly well reconstructed, which is important when considering whether the recent temperature trend is or is not within the natural variability. It appears that the temperature of the last decade of the twentieth century was reached only 14 times during the last millennium. The reconstruction is discussed with respect to other multiproxy and borehole temperature reconstructions. We conclude that a reconstruction such ours, with a specific regional focus (as opposed to the larger Northern Hemisphere) is more reliable and is in better agreement with borehole results, even allowing for the fact that only a part of the long-term variance is reconstructed. 'Little Ice Age' (c. AD 1560 Á/1930) summers were 0.29/0.58C cooler than the 1961 Á/1990 period. Borehole temperatures indicate a cooling of 0.48C which falls in the 95% confidence interval of our reconstructions.
Introduction
It is now agreed that the Earth's climate has significantly warmed: a mean annual increase of about 0.69/0.28C during the twentieth century (Intergovernmental Panel on Climate Change (IPCC), 2001). Even if palaeoclimatologists know that under natural forcing, such as orbital variations, the Earth has already experienced such changes, the problem is to know if, when anthropogenic forcing is absent, there is any possibility to observe such change. The last millenium is a period for which insolation changes resulting from orbital variations are small, but other natural forcing factors such as volcanos and solar activity are dominant . The last decade (1990s) is the warmest of the last century but solar activity was also higher than during the previous centuries (Lockwood et al., 1999) . We need longer periods, however, for which natural forcings have been combined differently to understand the natural climate variability.
Many climate reconstructions covering the last millennium have been published. They are based on single proxies such as tree-rings Esper et al., 2002) , *Author for correspondence (e-mail: guiot@cerege.fr)
The Holocene 15,4 (2005) pp. 489 Á/500 boreholes (Huang et al., 2000) , writen historical documents (Pfister, 1992; Pfister et al., 1996) , speleothems (Proctor et al., 2000; Baker et al., 2002) , dated glacier moraines (Zumbü hl and Holzhauser, 1988) or using multiproxy combinations (Mann et al., 1999; Luterbacher et al., 2002 Luterbacher et al., , 2004 . The coverage is often irregular and heterogenous and the long-term variations, at the century scale, are not always properly processed (Esper et al., 2002) . This explains the large differences between the various Northern Hemisphere average curves in the low-frequency domain (Crowley, 2000) . Several of these reconstructions have been analysed to determine the possible influence of forcing factors Crowley and Lowery, 2000) .
Assuming that each proxy simply reponds to annual mean temperature is generally not always appropriate. Indeed, we know that tree-growth at temperate latitudes depends on spring Á/summer temperature (Briffa et al., 1988) . Even if it is possible to calibrate tree-ring series in terms of annual temperature because these seasonal and annual values are in some way correlated, we know that this correlation may have fluctuated in the past. Indeed, have shown that winters have warmed relative to summers during the last two centuries compared with earlier centuries and that usually the winter season in the Northern Hemisphere dominates the annual average. So, the reconstruction of annual temperature is sometimes biased in favour of summer and sometimes in favour of winter. Therefore it is crucial to reconstruct the signal that is actually registered by the proxies and not an indirect one. That is not always easy, as some species can respond to temperature earlier or later in the year. In such cases the diversity of proxies can help to properly deconvolve the recorded signal. It is the purpose of this paper to present a statistical method able to undertake this and to point out the strengths and weaknesses of climate reconstructions.
We focus here on western Europe where a large set of diversified data exists: tree-rings, grape harvest dates, river floods, old meteorological measurements, freeze-up and breakup dates of rivers, ice-derived oxygen isotope series, etc. All of them will be used in an integrated approach with the hope that their complementarity will enable a precise identification of the proper climatic signal to be developed.
Material
The data used (Table 1; Figure 1 ) comprise some of the longest tree-ring width series in western Europe. All these series are more than 450 years long and most of them are extracted from the International Tree-Ring Data Base (Grissino Mayer and Fritts, 1997) or from Lamb (1977) . The original references are cited in Table 1 . Other useful tree-ring data are 46 Moroccan cedar chronologies (Till, 1987; Till and Guiot, 1990 ) and the Swedish Torneträsk scots pine series of Grudd et al. (2002) . Among them, we use 18 starting before AD 1068. These treering series respond to growing-season temperature, even the cedar series, which are located in the mountain up to 2000 m a.s.l. These tree-ring series are complemented by grape harvest dates from France and Switzerland (Le Roy Ladurie, 1983; Guerreau, 1995; Pichard, 1999) , the number of weeks with seaice close to Iceland and over the Baltic Sea (Lamb, 1977) , ice accumulation rates in Greenland (Clausen et al., 1988; Cuffey et al., 1995; Cuffey and Clow, 1997 ) and a documentary-based temperature index for April Á/September reconstructed by Pfister (1992) . The grape harvest dates are dependent on the summer temperature but more specifically they are sensitive to spring and August temperatures (Souriau and Yiou, 2001 ). Ice accumulation evidently needs high precipitation but also low melting in summer. These proxy series are then all more or less influenced by summer sensu lato. We will use the period between April and September as suggested by Briffa et al. (1992a,b) .
Our aim is to extend the Climatic Research Unit (CRU) gridded temperature series (Jones, 1994; Jones and Moberg, 2003) for 58 gridboxes located across western Europe, between 108W and 408E and between 358N and 608N. We also use the long instrumental series of the Marseilles observatory of Longchamp, i.e., monthly temperatures available since the beginning of the eighteenth century (Angot, 1897; Pichard, 1999) . For comparison with the Marseilles station data, we will focus on the closest CRU gridbox centred on 42.58N, 7.58E.
Methods
Guiot (1992), Mann et al. (1999) and Mann (2002) have shown that a combined approach using complementary proxy and documentary data increases reconstruction reliability. Indeed, historical documentary data have the advantage of frequently being strongly related to a single climatic variable but they are often discontinuous in space and time, while biological data such as tree-rings are generally abundant and continuous in time and space but reflect a complex interaction of several climatic factors that are often difficult to isolate. We therefore implement statistical methods able to take advantage of the heterogeneity between series.
Figure 2 illustrates how difficult the problem is. Even the calibration period, over which the proxies are scaled to climate, is sometimes interspersed with gaps. This does not allow us to apply calibration methods without substantial preprocessing.
Missing data preprocessing
For preprocessing, i.e., for infilling of missing data, we chose a method that has proved to be efficient on Quaternary timescales (Guiot et al., 1989; Guiot, 1990a; Chalié, 1995; Cheddadi et al., 1998) : the analogue technique. We define a distance index d 2 ik between year i (for which we need to obtain an estimate) and year k (used to fill the gaps in year i). It measures how close these two vectors of data are:
where x ij represents the value of proxy j in year i, x kj the value of proxy j in year k, (x Mj (/x mj ) is the amplitude (difference between maximum and minimum) of proxy j calculated using all data available. d j ik is an index equal to 1 if data are available for proxy j in year i as well k, and 0 otherwise. The sum is computed for the m ik components of the m-vector where data are available for both years k and i, i.e.,
We divide equation (1) by m ik to make all the distances comparable, i.e. independent of the number of values available. We select the k i best analogues available for year i, i.e., the k i vectors with the smallest distances based on the condition that they are B/0.5 (an arbitrary small value). Obviously, it is also necessary that data are available, represented by a d j ik 01; for each year k used for the estimate. 
It is undertaken for all year i and all proxy j. At this stage, the gaps of most proxies are estimated. If there were not sufficiently good analogues and/or if there were too many gaps, some missing data can remain in the regressor matrix (see remaining gaps in the curves of Figure 4 ).
Climate calibration on proxy series
The second stage is to calibrate the relationship between instrumental climate series (in this case grid-box temperatures) and proxies for the period in which climatic data are available. This is undertaken using an artificial neural network (ANN) technique, a promising technique for a large class of non-linear problems (Walczak and Wegscheider, 1994) . ANN implies a black-box approach, which nevertheless allows some subsequent analysis of the causality between input and output variables. A review of the application in the statistical domain has been presented by Amari et al. (1994) and Cheng and Titterington (1994) . An excellent introduction for applications in ecology can be found in Lek and Guegan (1999) . This technique has been applied in palaeoclimatology (Malmgren and Nordlund, 1997; Peyron et al., 1998; Guiot et al., 2000) and in dendroclimatology Keller et al., 1997; Woodhouse, 1999; D'odorico et al., 2000; Carrer and Urbinati, 2001; Ni et al., 2002) . The method has also been adapted in order to work with a limited number of missing data, say less than 5%. The first stage is then necessary only when this condition is not filled. An ANN consists of a number of simple and interconnected processors called neurones. A signal coming from input variables passes through these neurones to reach the output variables. The interconnections are defined by coefficients that are adjusted to best fit the output variables (also called target variables). The architecture of the ANN is composed of a set of layers, each of which consists of a set of neurones ( Figure 3 ). In each layer (except the first one, which is directly related to the Till (1987) *Indicates if the proxy is used for the Marseille temperature reconstruction. Figure 2 The use of analogues to fill the gaps in a multiproxy matrix. For a given target vector (a year either in the calibration or in the extrapolation period), we search for the best analogues (represented by A1 and A2) using an Euclidian distance index, which must be minimized. Each missing value is estimated by the weighted mean of the corresponding values of the analogue vectors when they are avalaible input signals), a neurone j receives a set of stimuli x j from the previous layer and translates them into a response stimulus I j by linear combination of the input stimuli, p being the number of neurones in the previous layer:
Figure 1 Location of the sites used in this analysis
This stimulus is transformed by an activation function f(I). The result is sent to the next layer. An example of a possible activation function is the sigmoid function, which translates the input in the [0,1] domain and smooths extreme values. This function introduces non-linearity in the model.
The coefficient b is called 'bias'. Together with the weights, the bias coefficients are estimated in such a way that deviations between the targets and the estimates are minimized. The process of estimating the adjustable parameters is called /training /. Many thousand iterations are required for this process. Usually, the more we iterate, the more we introduce non-linearity to the system, and the greater the possibility of introducing chaos. A compromise must be achieved between a best fit (high number of iterations) and a conservative predictability (small number of iterations). One of the most popular ANN methods is the feedforward network trained with the backpropagation learning algorithm (Rumelhart et al., 1986) . The weights between neural layers, and the biases, are modified recursively. The algorithm first modifies the weights between the output and the hidden layer and then uses this information to modify the weights between the hidden layer and the input layer. Practically each observation is used iteratively and many times until the sum of squared errors stabilizes.
As Figure 3 shows, the sizes of the input and output layers are defined by the number of input and output variables, respectively. Only the intermediate layer is specified by the user. There is no rule for defining its size. Goodness of fit increases with the size of the intermediate layer, but not necessarily significantly. We have found from experience that a number somewhere in the range between the input layer size and the output layer size is reasonable. In this paper, the size of the intermediate layer has been set to four for all purposes, in order to avoid overestimation from a too-high number of parameters.
The input and output data must be standardized to vary between 0 and 1 before operating the ANN. This is usually done by subtracting the minimum value and dividing by the range.
Error assessment
To asses the reliability of the ANN we use a bootstrap method (Efron, 1979) widely used in dendroclimatology (Guiot, 1990b; Till and Guiot, 1990; Woodhouse, 1999) . We do not calibrate the ANN on the whole data set, but on a subset randomly extracted as follows: 1) n random numbers between 1 and n are extracted with replacement using a uniform law, the replacement ensuring that some observations are taken several times and others are not taken; 2) the proxies and the temperature variables for the year corresponding to that number are selected (they can be selected several times); 3) the calibration is then performed on that subset and also applied to the years not selected; 4) a calibration correlation coefficient between observations and estimates is calculated on the selected subset and an independent correlation is calculated using those not selected; 5) this is replicated a large number of times; here we limit the replications to 100 times as ANN needs a long computation time; tests have shown that this was sufficient (Guiot, 1990b) ; 6) the bootstrapping is summarized by averaging the correlation coefficients on the 100 replications; the corresponding standard deviations provide us with confidence intervals; 7) the 100 ANN are applied to the total data set including the years before the instrumental series and the climate reconstruction is given by their mean and a 90% confidence interval is given by the 5th and 95th percentiles.
We define the calibration error as the mean of the squared discrepancies between observations and estimates. For the calibration data, these measures are denoted e 2 c and on the verification data by e 2 v : As usual in statistics, the verification error increases when the calibration error becomes too close to the intrinsic errors within the data, i.e., various noise terms present in all measurements. We have to stop the iteration process before, i.e., when the sum e 2 c 'e 2 v is minimum. This is called early stopping (Finnoff et al., 1993) .
When the model is applied to a proxy data vector to make a prediction, the prediction error is unkown, but we can estimate it (Carney et al., 1999) by the sum of the bootstrap squared error e 2 b resulting from the bootstrap variability of the model and thus from the representativity of the data set, and the model squared error e 2 m ; which is intrinsically dependent on the model quality. Assuming independence of both error sources, the total prediction squared-error is then e Assuming normality of these errors, we deduce the 95% confidence interval for each prediction from the quantity y p (2e p ; y p '2e p :
The inputs of the neural network are the proxies and the output is the April Á/September temperature. The majority of the missing data in these proxies have been estimated by the analogue method, but some gaps remain in the inputs. For this reason, the computer program has to be able to deal with them, so that when an input is missing, it does not send a signal to the following layer.
Before applying the bootstrap, we divide the calibration interval into two parts. Then (1) we calibrate on the first part Figure 3 A neural network is composed of several layers, themselves comprising several neurones. At each neurone, the signal from each neurone of the previous layer is averaged and transformed by a non-linear function f(I). Input data are the proxies and verify on the second one, (2) we calibrate on the second part and verify on the first, and (3) we calibrate on the total dataset. This cross-validation enables a preliminary check of the possibility of obtaining a stable extrapolation.
Results

Western Europe
The proxy matrix has 47 columns (variables) and 926 rows (years), with many gaps, especially for the historical documentary proxy series. The analogue method allows estimation of the majority of the gaps with a good fit. This is verified by comparing the true values, when available, with the estimates. Table 2 shows that the correlation between observations and estimates varies from 0.61 to 0.98 with a mean of 0.84. Figure 4 shows an example of the extrapolations obtained by the analogue method for two historical document time series. The grape harvest dates (counted from 1 September) on the Plateau of Valensole, southeast France, have observations starting at the beginning of the sixteenth century (Guerreau, 1995) . Harvest dates were progressively later from the sixteenth century until the end of the eighteenth century: they occurred 12 days later on average, i.e., from 5 to 17 October. The extrapolation also shows that before the sixteenth century and during the twentieth century, the mean harvest date was rather 12 October (42nd day). The correlation between estimates and observation is 0.76, but the estimates slightly underestimate the variability of the measured dates. The second time series corresponds to grape harvest dates from the lower Rhone Valley (Le Roy Ladurie, 1983). It confirms the previous curve. At the two ends of the curve (before the mid-sixteenth century and after the first half of the nineteenth century), this curve confirms the extrapolation of the previous one. The harvest became progressively later during the sixteenth century, for the Valensole plateau as well as for the Rhone Valley. The sixteenth century was a period for which the harvest was particulary early (10 days earlier than those of the twentieth century) and 17 days before the mean date of the 1750 Á/1850 period. The correlation between observations and estimates for the Rhone Valley is 0.86 also with an underestimate of the variability. The comparison of these series shows that the estimates from the analogue method provide coherent extrapolations. They also show that the sixteenth century was relatively warm and that the coolest period occurred between 1650 and 1920.
For the calibration of the summer temperature, the period for which instrumental data are available is divided into two parts: 1851 Á/1920 and 1921 Á/1987. Table 3 shows that calibration explains 68 Á/70% of the temperature variance. This variance falls slightly to 46 Á/52% for the verification period but remains largely statistically significant. The filtered extrapolation of the three ANN models (calibrated using the three periods) is presented in Figure 5 . The overall correlations between unfiltered series are excellent between the three curves (0.81 Á/0.89). There is no systematic bias in the average (maximum deviation between the three averages is 0.078C) or in the standard deviation (maximum deviation is 0.078C).
These results prove that it is possible to obtain a reliable reconstruction for summer temperature by the ANN technique. We will restrict the calibration period to the twentieth century, say the 1900 Á/1987 period, so that the pre-1900 data should only be used as an additional independent verification. We apply bootstrapping with early stopping (see above) to the ANN technique. between climate and proxies is clearly linear, both methods provide similar results and when the relationship is not really linear, we can expect improvement from the ANN approach. Figure 6 shows the smoothed summer reconstruction. We can observe a long cold period from the mid-sixteenth century to the beginning of the twentieth century with a culmination between AD 1800 and 1820, which appears to be the coldest period of the millennium. Another relatively cold period can be found during the twelfth to fourteenth centuries. The twentieth century is clearly the warmest of the millenium. The 95% error bars (two sigma) calculated by adding the bootstrap error and the residual error is on average 0.468C. The ultimate validation of the results is provided by the correlation coefficient between observations and estimates on the independent period of AD 1851 Á/1899: we calculate a squared value of 0.25, which is highly significant (p /0.001) but below the verification R 2 of 0.41.
Marseille
We use a subset of 19 variables for the Marseille temperature reconstruction. They are marked by an asterisk in Table 1 . To assess the reliability of this reconstruction, we have reconstructed in parallel the Marseille-Observatoire series and the closest CRU gridbox [42.58N, 7.58E]. As the MarseilleObservatoire series is 100 years longer than the gridbox series, a good correlation between both reconstructions is an additional guarantee of the reliability of the calibration. The calibration for Marseilles uses the 1823 Á/1994 period and for the gridbox [42.58N, 7.58E], the 1900 Á/1994 period. Data before these periods are available for independent validation of the reconstruction. Table 4 shows that both calibrations satisfy the bootstrap verification test. Indeed, if the calibration squared correlations are high (0.70 and 0.81), the verification R 2 values remain high (0.51 and 0.55). Regarding their confidence intervals, all these coefficients are highly significant. Figure 7 presents the whole reconstruction. Correlation between both observed series is 0.93, which is very high. It remains high for the reconstructions: 0.89 for the whole period. The correlations between observations and estimates for the precalibration periods are highly significant (p /0. 
Discussion
Comparison of the reconstructions to the proxies
If we compare the European curve (ES) to the Marseilles curve (MS), we see in both ( Figures 6 and 7) an important warming during the twentieth century. In both series also, the cold period known as the 'Little Ice Age ' (Lamb, 1977) (1961 Á/1990 ), except at the beginning of the fifteenth century and the end of the eleventh century. MS temperature was, in the same way, below 19.58C, the corresponding reference temperature in Marseilles, but the warmest period was during the first part of the sixteenth century. The average over AD 1100 Á/1559 was, respectively, (/0.188C and 19.168C. The end of the warm Mediaeval period discussed by Lamb (1977) could correspond in ES to the strong cooling of 0.58C around AD 1100. Alexandre (1987) confirmed that the summers of the 1050 Á/ 1400 period were generally wet and the springs cold except in the thirteenth century.
The ANN method is not linear and does not give any indication as to which of the predictors most influence the reconstruction. Even if Ni et al. (2002) conclude that it is an intrinsic advantage of the ANN method to focus on the net effect of all the predictors (including the numerous interactions) rather than on each predictor as in a linear regression, it may be instructive to calculate the correlation between each predictor and the reconstructed series. Table 5 shows the significantly (at the p 0/0.05 level) correlated predictors ordered according to influence. The first five series are mainly based on documentary archives: the Pfister index for April Á/ September temperature (Pf_AMJJAS) has a correlation of 0.72, the wine harvest dates in Switzerland (VendSuis) have a correlation of (/0.61, the wine harvest dates in France (VendLRLd, VEND_PI, VEND_LL) have a correlation ranging from (/0.55 to (/0.34. It must be noted that the predictors are not all independent as they are sometimes based partly on the same information. The first tree-ring series is the Swedish series of Torneträsk with a correlation of 0.31. Before AD 1500, only tree-ring and ice series are available so that the reconstructions depend exclusively on them.
The problem of the de-trending in the tree-ring series A fact discussed by Esper et al. (2002) is the problem of treering series standardization. They show that carefully selected tree-ring chronologies from 14 sites in the Northern Hemisphere extratropics with appropriate standardization method may preserve multicentennial temperature trends. Except for the Torneträsk data (Grudd et al., 2002) , here we use tree-ring series standardized in a traditional way, which does not necessarily preserve this trend, but they are coupled with historical document series that do not have this problem of non-climatic trend. Even if the latter are extrapolated from the longest series, the extrapolation method based on the analogues preserves the trend, as illustrated in Figure 4 , where there is clear evidence of the strength of very low frequencies. The comparison with the Esper et al. (2002) reconstruction, which is assumed to have properly preserved the 'Mediaeval Warm Period', may help to assess the quality of the low frequencies in ES, even if the season covered is not completely overlapping (annual versus summer). They showed that the cold period started around the mid-eleventh century and finished during the mid-nineteenth century, with an annual temperature 0.58C lower than during the 1961 Á/1990 reference period. The corresponding cooling in ES is only 0.28C (as shown by the polynomial curve). However, we have to take into account that annual temperature is more influenced by winter than summer (see, for example, the seasonal recontructions of Luterbacher et al. 2004) . However, the summer temperature has a lower variance than the annual temperature (as illustrated in Figure 8 ). This is confirmed by comparing the observed twentieth-century warming for both seasons in Europe: the cold season warming is 0.68C/century and the warm season warming is 0.48C/century. The Northern Hemisphere annual temperature series also has lower variance than the European series, as shown on the basis of the Jones (1994) data, where the twentieth-century warming is 0.78C for the Northern Hemisphere and only 0.58C for Europe. To take into account the difference of season and of geographical domain, we have then to multiply our cooling by two, giving an anomaly of (/0.48C that compares well with Esper et al.'s (2002) anomaly of (/0.58C. This implies a good preservation of the trend in our reconstruction. Mann et al. (1999) have proposed a reconstruction for the Northern Hemisphere where the temperature of the decade of the 1990s largely exceeds the variability of the last millennium. Our reconstruction goes some way towards the same conclusion, but our region is smaller. Following Mann et al. (2000) , if we restrict the Mann et al. (1999) reconstruction to the same European region, the differences are not so striking (Figure 8 where the series are not filtered). Indeed the 1990 Á/2000 average is exceeded several times during the 1750 Á/1990 period for both reconstructions. The comparison of both reconstructions of the same season (April Á/September) clearly shows that the Mann et al. reconstruction variability is underestimated, making any discussion of the natural variability of the temperature difficult. The observed European temperature value for variability over the 1991 Á/2001 period is 0.568C. If we look at the unfiltered reconstruction (not presented here), this value is reached 14 times during the last millennium before 1987: five times in the twentieth century, once during the nineteenth century (1834) and eight times before exclusively during the warm eleventh and sixteenth centuries (i.e., 1086, 1536, 1540, 1545, 1559, 1599, 1603 and 1607) . This end of the twentieth century is then clearly exceptional as it had a E b is the bootstrap mean standard error and E m is the mean standard error due to the model fit.
Temperature variability
probability of 1.5% (14/921) to be reached during one year. On the filtered curve of Figure 6 , the 1990 Á/2001 average is 0.588C, which is never reached by the reconstructed curve, proving an unequalled climate.
Temperature long-term variations
Independent long-term temperature reconstructions at the Northern Hemisphere scale are provided by ground temperature measurements down boreholes. They have the advantage that temperature profiles are clearly related to surface ground temperature and they are robust at the centennial timescale (Harris and Chapman, 2001 Mann et al. (2000) . Certainly borehole temperature reconstruction is not perfect. In particular, the centennial rates of change calculated by the geophysicists have a large spatial variability, much larger than instrumental data. Even for a rather small area such as Europe, the spatial error is about 0.58C (at the 95% confidence level) and even 36% of the 1110 rates of change are negative. There is thus certainly some work to do to reach a robust curve from borehole profiles. It remains true nevertheless that the Mann et al.'s curve rests on a few tens of proxy series for the whole northern hemisphere. We propose a reconstruction based on an equivalent number of proxies for just a continent. Better reconstructions from multiproxy series could be obtained by working separately at a regional scale with the maximum of series available and by merging the regional curves into a hemispheric one.
Conclusion
We have used a number of long tree-ring chronologies supplemented by other proxies. Even if other good series become available for Europe, we consider our results to be reliable. This original methodology has proved able to manage such heterogeneous predictor data and our results are a local improvement on those from reconstructions by Mann et al. (1999) . Nevertheless, long-term variations must receive careful attention. This can be done by using a better method to standardize tree-ring series, as suggested by Esper et al. (2002) . Borehole data may also be included in the data set, but the method should be adapted to deal with series that do not contain any information in the high frequency domain (Moberg et al., 2005) . The methodology used is innovative and efficient, especially to deal with discontinuous multiproxy series. It is based on an analogue technique used as a preprocessing technique to homogenize the predictors, followed by an artificial neural technique to provide the desired extrapolations. This methodology appears to correctly preserve the variability of the series to be reconstructed.
In our reconstruction, the 'Little Ice Age' is well marked and the cold period extends from AD 1560 to 1930 with a mean summer temperature of (/0.138C according to the 1961 Á/1990 reference period. We find the same degree of cooling in the Marseille reconstruction. The subsequent warm period (1930 Á/2001 ) is '/0.188C and the temperature of the last decade of the twentieth century is '/0.58C (according to the 1960 Á/1990 reference period). Even if comparison with previous estimates is made difficult because they concern different seasons (summer versus year), our reconstruction is a step towards reconciling the multiproxy approach towards the borehole approach. Our results show also that it is much preferable to work at the regional scale, and to deduce a global curve from properly validated continental reconstructions rather than work directly at the global level, which necessarily implies heterogeneously documented regions.
Considering the European temperature observed over 1991 Á/2001, the hottest decade of the last millenium, we conclude that this value is actually reached 14 times during the last millennium before the last decade: five times in the twentieth century, once during the nineteenth century (1834) and eight times previously. The latter peaks occured exclusively before the 'Little Ice Age' during the warm eleventh and sixteenth centuries. The last decade of twentieth century is then clearly exceptional as there was a probability of 1.5% for the peak to be reached during one year and a null probability for it to be reached during a decade. 
