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Abstract
It is shown that every ring isomorphism between norm closed standard subalgebras of nest
algebras acting on infinite dimensional Banach spaces is either a spatial isomorphism or a
spatial conjugate isomorphism. This is then used to characterize the linear or additive maps
between nest algebras which preserve zero products.
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1. Introduction
Let X and Y be Banach spaces over field F (F = R or C, the field of real numbers
or the field of complex numbers). As usual,B(X, Y ) andF(X, Y ) (B(X) andF(X)
if X = Y ) will denote the Banach space of all bounded linear operators from X into
Y and the subspace of all finite rank operators in B(X, Y ), respectively. A nest on
X is a chain N of closed (under norm topology) subspaces of X containing {0}
and X, which is closed under the formation of arbitrary closed linear span (denoted
by
∨) and intersection (denoted by ∧). AlgN denotes the associated nest algebra,
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which is the set of all operators T in B(X) such that TN ⊆ N for every element
N ∈N. When N /= {0, X}, we say that N is nontrivial. It is clear that if N is
trivial, then AlgN = B(X). We denote AlgFN = AlgN ∩F(X), the set of all
finite rank operators in AlgN. A subalgebraA of AlgN is called a standard subal-
gebra ifA contains the identity I and AlgFN. In this paper, we are interested in the
question of characterizing the ring isomorphisms (i.e., the additive and multiplica-
tive bijective maps) between standard subalgebras of nest algebras and the question
of characterizing the zero product preserving linear or additive maps between nest
algebras. Recall that a map  between algebras is said to be zero product preserving
if (T )(S) = 0 whenever T S = 0;  is said to be zero product preserving in both
directions if (T )(S) = 0 ⇔ T S = 0.
Characterizing the zero product preserving linear or additive maps between alge-
bras is an interesting topic which attracts many authors’ attention (for a few refer-
ences, see [5–7,14,21,22] and the literatures therein). Our main purpose is to discuss
the linear or additive maps between nest algebras on Banach spaces which preserve
zero products. This topic was firstly attacked in [6] for the special case of linear maps
between atomic nest algebras on Hilbert spaces.
This paper belongs to the study of so-called the preserver problems, that is, the
problems to characterize the maps between operator algebras or operator spaces
which preserve some properties, functions, relations, subsets, etc. invariant. The
interest in discussion of the linear or additive preserver problems on operator alge-
bras or operator spaces is growing remarkably in recent years. Compared with linear
preserver problems, additive preserver problems are more general. It is surprising
that the answers to additive preserver problems are often not too far from the answers
to linear ones. However, this does not mean that the study of additive preserver prob-
lems is a trivial generalization of linear ones. In many cases, to arrive the answers,
it is much more difficult to deal with the additive ones than linear ones, and the
gap between them is often quite big. Moreover, it has been found from many recent
results that it is the additive preservers that play a more important role in the study
of general preserver problems and their applications. For example, to characterize
distance preservers and numerical radius distance preservers on some operator alge-
bras, even to solve some questions arisen in quantum mechanics by use of results on
preserver problems, a key step is to reduce the questions to ones of characterizing
certain additive preservers (see [1–3,8,18]). It is also worth to mention that it is much
more difficult to solve the preserver problems for nest algebras on Banach space than
that for nest algebras on Hilbert spaces because the nests of Banach spaces have no
associated sets of projections.
To get a characterization of zero product preserving additive maps between nest
algebras on Banach spaces, we need a structure theorem of ring isomorphisms
between standard subalgebras in nest algebras. For algebraic isomorphism case, the
isomorphism theorem of nest algebras on Hilbert spaces was obtained by Ringrose
[20] which states that every algebraic isomorphism, say π , between two nest alge-
bras on Hilbert spaces is spatial, that is, there exists an invertible bounded linear
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operator A between the underlying Hilbert spaces such that π(T ) = ATA−1 for all
T in the domain algebra. It is known that this isomorphism theorem holds also for
isomorphisms between nest algebras on Banach spaces (see [11,13]). However there
is no corresponding characterization of ring isomorphisms between nest algebras ob-
tained. By use of a result on characterizing rank-one preserving linear maps between
nest algebras in [13], we get much more and show that every ring isomorphism π
between two norm closed standard subalgebras of nest algebras on infinite dimen-
sional Banach spaces has the form π(T ) = ATA−1 for all T , where A is an invertible
bounded either linear or conjugate linear operator (Theorem 2.2). In other words, the
ring isomorphisms between norm closed standard subalgebras of nest algebras are
exactly spatial algebraic isomorphisms if the underlying Banach spaces are real; are
spatial algebraic isomorphisms or spatial conjugate algebraic isomorphisms if the
underlying spaces are complex. When the assumption of “norm closed” is omitted,
the same result is true if at least one of the nests involved is not continuous at one
of its end points (Theorem 2.4). Though our main interest is of infinite dimensional
cases, a similar characterization as above is also obtained for finite dimensional cases
except that A is only τ -linear (Remark 2.6). Recall that an additive map φ is called
τ -linear if τ is an automorphism of F and φ(λx) = τ(λ)φ(x) for all λ ∈ F and for
all elements x in its domain; φ is called conjugate-linear if it is τ -linear with τ the
conjugation, that is, τ(λ) ≡ λ¯.
In Section 3, for some quite general kinds of nests (which includes all nests on
Hilbert spaces), by applying the results in Section 2 and the results on character-
izing rank-one preserving additive maps and rank-one nilpotent preserving additive
maps between nest algebras in [1,9], we give a characterization of linear bijections
and additive bijections  preserving zero products with (I ) injective between nest
algebras on Banach spaces without any continuity assumed (Theorems 3.1 and 3.5),
which generalize a few results in [6] for atomic nest algebras on Hilbert spaces; we
also get a complete classification of additive surjections  with (I ) affine between
nest algebras which preserve zero products in both directions (Theorem 3.7). Without
any additional assumptions, a characterization of zero product preserving additive
bijections from B(X) onto B(Y ) with X having infinite multiplicity was given in
Theorem 3.9, which is valid especially when X is one of the infinite dimensional c0-
spaces, lp-spaces, Lp-spaces (1  p ∞) and Hilbert spaces. It turns out, all such
linear zero product preservers (resp. additive zero product preservers) mentioned
above are isomorphisms (resp. ring isomorphisms) multiplied by a scalar.
Let us fix some more notations. Relation “A ⊂ B” means that set A is a proper
subset of set B. For N ∈N, define N− = ∨{M ∈N |M ⊂ N} and N+ = ∧{M ∈
N |N ⊂ M} and define 0− = 0 and X+ = X. For a closed linear subspace N in X,
write N⊥ = {f ∈ X∗ | 〈x, f 〉 = 0 for every x ∈ N}, where 〈x, f 〉 is the value of
functional f at x. Denote the sets D1(N) = ⋃{N ∈N |N− /= X} and D2(N) =⋃{N⊥− |N ∈N, N /= 0}, here N⊥− = (N−)⊥. It is clear that D1(N) = X if X− /=
X (D2(N) = X∗ if 0 /= 0+); and for else, the closure of D1(N) is X− = X (the
closure ofD2(N) is 0⊥+ = 0⊥ = X∗). Note that,N⊥ = {N⊥ |N ∈N} is a nest on
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X∗ ifN is a nest on X. Let x ∈ X and f ∈ X∗, the operator of rank at most 1 defined
by y → 〈y, f 〉x will be denoted by x ⊗ f . It is well known that x ⊗ f ∈ AlgN if
and only if there exists N ∈N such that x ∈ N and f ∈ N⊥− . Throughout this paper
X and Y will denote Banach spaces over F (= R or C) of dimension greater than 1;
N andM nests on X and Y , respectively.
2. Ring isomorphisms
The following lemma is useful in this section as well as in next section, which
might be known, although we do not have a handy reference.
Lemma 2.1. Let A be a standard subalgebra in a nest algebra AlgN. Then the
following statements are equivalent:
(1) A ∈A is of rank 1.
(2) For any B,C ∈A, BAC = 0 will imply either BA = 0 or AC = 0.
(3) For any rank-one operators B,C ∈A, BAC = 0 will imply either BA = 0 or
AC = 0.
(4) For any nilpotent rank-one operators B,C ∈A, BAC = 0 will imply either
BA = 0 or AC = 0.
Proof. It is obvious that (1) ⇒ (2) ⇒ (3) ⇒ (4).
(4) ⇒ (1). Suppose A has rank at least 2. Let
N0 =
∨{
N ∈N | rank(A|N)  1
}
.
It is obvious that A|N0 has rank at most 1. So there exists an N1 ∈N with (N1)− /=
X such that A|N1 has rank at least two. Regard A|N1 as an operator in Alg (N ∩ N1);
then (A|N1)∗ ∈ Alg(N⊥/(N1)⊥) has rank at least two and hence there exists an
N2 ∈N such that (A|N1)∗|((N2)⊥/(N1)⊥) has rank at least two. Take h ∈ N1 such that
Ah /= 0 (in the case that N1 = X and dimX⊥− = 1, we can take h ∈ (N1)− = X−).
It is implied by rank((A|N1)∗|((N2)⊥/(N1)⊥))  2 that there exists an f ∈ (N2)⊥ such
that (A|N1)∗(f + (N1)⊥) /= 0 and
0 = 〈h, (A|N1)∗(f + (N1)⊥)〉 = 〈Ah, f 〉.
Note that A∗f /= 0. Now pick nonzero elements u ∈ N2 and g ∈ (N1)⊥− so that
〈h, g〉 = 0 (it is possible by the choice of h); then u ⊗ f , h ⊗ g ∈ AlgFN ⊆A
are nilpotent operators. Furthermore, (u ⊗ f )A = u ⊗ A∗f /= 0 and A(h ⊗ g) =
Ah ⊗ g /= 0, yet (u ⊗ f )A(h ⊗ g) = 〈Ah, f 〉u ⊗ g = 0. This completes the
proof. 
Theorem 2.2. LetN andM be nests on infinite dimensional Banach spaces X and
Y over the field F (F = R or C), and let A and B be norm closed standard sub-
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algebras of AlgN and AlgM, respectively. Then π :A→ B is a ring isomor-
phism if and only if there exists a dimension preserving order isomorphism θ :N→
M, and an invertible bounded either linear or conjugate-linear operator A : X → Y
satisfying A(N) = θ(N) for every N ∈N such that
π(T ) = ATA−1 for all T ∈A.
Proof. It is obvious that we need only to check the “ only if” part. Assume that π is
a ring isomorphism.
Claim 1. There is an automorphism τ of F such that π(λT ) = τ(λ)π(T ).
Since π(λI) commutes with every operator in AlgFM ⊂ B, it is a scalar mul-
tiple of I, say π(λI) = τ(λ)I. It is clear that τ : F → F is additive and multipli-
cative. τ is also onto. So τ is an automorphism of F, and π(λT ) = π(λI)π(T ) =
τ(λ)π(T ) for every T ∈A.
Claim 2. π is linear or conjugate-linear.
If F = R, then τ is the identity on R, that is, π is (real) linear.
Assume that F = C. We only need to check that τ is either the identity or the
conjugate. To do this, it suffices to show that τ is continuous. If N is an infi-
nite set, w.l.o.g. there exist, say {Nk}∞k=1 ⊂N such that 0 ⊂ Nk ⊂ Nk+1 ⊂ X for
every k = 1, 2, . . . Fix a small positive number ε and pick a unit vector x1 ∈ N1.
Note that (Nk+1/Nk)∗ = N⊥k /N⊥k+1. For any fixed unit vector ξ ∈ (Nk+1/Nk), there
exists a unit functional η ∈ (N⊥k /N⊥k+1) such that 〈ξ, η〉 = 1. So there exist some
xk+1 ∈ (Nk+1\Nk) and fk+1 ∈ (N⊥k \N⊥k+1) with [xk+1] = ξ and [fk+1] = η such
that ‖xk+1‖ < 1 + ε, ‖fk+1‖ < 1 + ε and 〈xk+1, fk+1〉 = 1, k = 1, 2, . . .. If N is
a finite set, there must be an element N ∈N such that dim(N/N−) = ∞. In this
case, obviously one can find {xk} ⊂ N and {fk} ⊂ N⊥− such that ‖xk+1‖ < 1 + ε,
‖fk+1‖ < 1 + ε and 〈xk, fl〉 = δkl , k, l = 1, 2, . . . (see [19]). In any case, xk ⊗
fk+1 ∈A. Now assume, on the contrary, that τ is not continuous. Then τ is un-
bounded in any neighborhood of 0 ∈ C. It is easily seen that there exists a se-
quence {λk}∞k=2 ⊂ C so that |λk| < 2−k and |τ(λk)| −
∑k−1
l=2 |τ(λl)τ (〈xk, fl〉)| >
k‖π(xk⊗fk+1)‖
‖π(x1⊗fk+1)‖ . Let T = x1 ⊗ (
∑∞
k=2 λkfk). Then T ∈ AlgFN ⊂A and
T (xk ⊗ fk+1)=
〈
xk,
∞∑
l=2
λlfl
〉
x1 ⊗ fk+1
=
[(
k−1∑
l=2
λl〈xk, fl〉
)
+ λk
]
x1 ⊗ fk+1.
348 J. Hou, X. Zhang / Linear Algebra and its Applications 387 (2004) 343–360
‖π(T )‖ · ‖π(xk ⊗ fk+1)‖

(
|τ(λk)| −
k−1∑
l=2
|τ(λl)τ (〈xk, fl〉)|
)
‖π(x1 ⊗ fk+1)‖.
So
‖π(T )‖  k
for every positive integer k, a contradiction.
In the sequel, we assume that π is linear.
Claim 3. π preserves rank-oneness in both directions.
Obvious from Lemma 2.1. Thus, by [13, Theorem 2.6] (by [12] for trivial nest
case), either
(i) there exists a dimension preserving order isomorphism θ :N→ M and there
exist bijective linear transformations A : D1(N) → D1(M) and C : D2(N) →
D2(M) satisfying A(N) = θ(N), C(N⊥− ) = θ(N)⊥− for every N ∈N with N− /=
X and N /= 0, such that π(x ⊗ f ) = Ax ⊗ Cf for all x ⊗ f ∈ AlgFN;
or
(ii) there exists a dimension preserving order isomorphism θ :N⊥ →M and
there exist bijective linear transformationsA :D2(N) →D1(M) andC : D1(N) →
D2(M) satisfying A(N⊥− ) = θ(N⊥− ), C(N) = θ(N⊥)⊥ for every N ∈N with N /=
0 and N− /= X, such that π(x ⊗ f ) = Af ⊗ Cx for all x ⊗ f ∈ AlgFN.
Furthermore, since π is multiplicative, only case (i) is possible. In fact, if case
(ii) occurs, then, for any xi ⊗ fi ∈ AlgN (i = 1, 2),
〈x2, f1〉Af2 ⊗ Cx1 = π(x1 ⊗ f1)π(x2 ⊗ f2) = (Af1 ⊗ Cx1)(Af2 ⊗ Cx2)
= 〈Af2, Cx1〉Af1 ⊗ Cx2,
this is impossible.
Claim 4. π is a closed map, and therefore, bounded.
For any nonzero g1 ∈ D2(M) and y2 ∈ D1(M), there exist M1 /= 0 and M2 ∈
M with (M2)− /= Y such that g1 ∈ (M1)⊥− and y2 ∈ M2. Pick y1 ∈ M1 ∩ M2 and
g2 ∈ (M2)⊥−. Then, by Claim 3, there exist xi ⊗ fi ∈ AlgN such that π(xi ⊗ fi) =
yi ⊗ gi (i = 1, 2). Let
ϕ(T ) = (y1 ⊗ g1)π(T )(y2 ⊗ g2) = 〈T x2, f1〉π(x1 ⊗ f2).
It is clear that ϕ is a bounded linear map fromA intoB. Remind that bothA andB
are norm closed. Let {Tn, n = 1, 2, . . .} and T ∈A, S ∈ B such that Tn and π(Tn)
converge to T and S, respectively. It follows that
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〈π(T )y2, g1〉y1 ⊗ g2 = ϕ(T ) = lim
n→∞ϕ(Tn)
= lim
n→∞〈π(Tn)y2, g1〉y1 ⊗ g2
= 〈Sy2, g1〉y1 ⊗ g2.
Hence, 〈π(T )y2, g1〉 = 〈Sy2, g1〉 holds for all g1 ∈ D2(M) and y2 ∈ D1(M). This
implies that π(T ) = S by the density of D1(M) and D2(M) in Y and Y ∗, respec-
tively. So π is closed, and, by the closed graph theorem, π is bounded.
Claim 5. Both A and C are bounded and invertible.
It follows from [13, Theorem 2.7] that both A and C are bounded. By considering
π−1 we see that both A and C are also invertible.
Claim 6. π(T ) = ATA−1 for all T ∈A.
Let T ∈A. For any x ∈ D1(N), take f such that x ⊗ f ∈ AlgFN. Then we
have π(T x ⊗ f ) = π(T )Ax ⊗ Cf = AT x ⊗ Cf. This implies that π(T )Ax = AT x
for any x ∈ D1(N) and hence π(T ) = ATA−1.
Assume that π is conjugate-linear. It follows that π preserves rank-one operators
in both directions. A similar argument as that in [13] assures that (i) in Claim 3 holds
with both A and C conjugate-linear. The rest of the proof is similar to that of linear
case and we omit it. 
Remark 2.3. Without the assumption that the standard subalgebras A and B are
norm closed, for every ring isomorphism π :A→ B we still have π(T ) = ATA−1
onD1(M) for all T ∈A, where A : D1(N) → D1(M) is a bijective linear or con-
jugate-linear operator satisfying A(N) = θ(N) for every N ∈N with N− /= X and
N /= 0, and θ :N→M is a dimension preserving order isomorphism. Particularly,
if π is an algebraic isomorphism, then the operator A is linear.
Every nestN on Banach space X has two end points, i.e., 0 and X. We say that
N is not continuous at its end point 0 (or, X) if 0+ /= 0 (or, X− /= X).
Theorem 2.4. LetN andM be nests on infinite dimensional Banach spaces X and
Y over the field F(F = R or C), and letA andB be standard subalgebras of AlgN
and AlgM, respectively. Assume that either N or M is not continuous at one of
its end points. Then π :A→ B is a ring isomorphism if and only if there exists a
dimension preserving order isomorphism θ :N→M, and an invertible bounded
either linear or conjugate-linear operator A : X → Y satisfying A(N) = θ(N) for
every N ∈N such that
π(T ) = ATA−1 for all T ∈A.
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Proof. We need only to check the “only if” part.
Assume that π is a ring isomorphism. Then Claims 1–3 in the proof of Theorem
2.2 are still true.
If M satisfies Y− /= Y or 0+ /= 0, we consider the ring isomorphism π−1. So,
without loss of generality, we may assume thatN satisfies X− /= X (resp. 0+ /= 0).
Then D1(N) = X, (resp. D2(N) = X∗). We have to show that the linear or con-
jugate-linear operator A (resp. C) appeared in (i) in the proof of Theorem 2.2 is
bounded and invertible, and hence the conclusion of Theorem 2.1 is still true.
Assume X− /= X (resp. 0+ /= 0). We first check that A (resp. C) is bounded.
For any nonzero vector x ∈ D1(N) and f ∈ D2(N), there exist N,L ∈N with
N− /= X and L /= 0 such that x ∈ N and f ∈ L⊥−. Take nonzero elements u ∈ N ∩
L and h ∈ N⊥− . Then x ⊗ h, u ⊗ f and u ⊗ h are rank-one operators in AlgN.
Since
〈Ax,Cf 〉Au ⊗ Ch= π(u ⊗ f )π(x ⊗ h) = π((u ⊗ f )(x ⊗ h))
= τ(〈x, f 〉)Au ⊗ Ch,
〈Ax,Cf 〉 = τ(〈x, f 〉) for all x ∈ D1(N), f ∈ D2(N), (2.1)
where τ(λ) ≡ λ or τ(λ) ≡ λ¯. As A (resp. C) has domain X (resp. X∗), it follows
easily that A (resp. C) is closed and hence bounded.
Note further that, if X− /= X (resp. 0+ /= 0 inN), then Y− = θ(X−) /= θ(X) =
Y (resp. 0+ /= 0 in M). Thus D1(M) = Y (resp. D2(M) = Y ∗) and A (resp. C)
is invertible. If 0+ /= 0, then it follows from (2.1) that A∗C = I . Thus A∗ = C−1
is bounded and invertible, and so do A. Hence π(T ) = ATA−1 for all T ∈A if
X− /= X or if 0+ /= 0. 
The following corollary is a generalization of Ringrose’ isomorphism theorem.
Corollary 2.5. Every isomorphism between standard subalgebras of nest algebras
on Banach spaces is spatial if either
(1) both the subalgebras are norm closed;
or
(2) at least one of the nests is not continuous at one of its end points.
Remark 2.6. Assume that one of X and Y is of finite dimensional, with dimX >
2 and π :A→ B is a ring isomorphism, where A and B are standard subalge-
bras of AlgN and AlgM, respectively. As in the proof of Theorem 2.2 we see
that π is τ -linear and preserves rank-one operators in both directions. By [1], it
turns out that bothA andB are finite dimensional and henceA = AlgN andB =
AlgM. Notice that π is multiplicative, we have that dimX = dimY and there exists
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an invertible τ -linear transformation A : X → Y with A(N) =M such that π(T ) =
ATA−1 for all T ∈ AlgN. Also, we can regard A = AlgN and B = AlgM as
the algebras of upper triangular block matricesT(n1, n2, . . . , nk), and by use of [4,
Theorems 5.5 and 7.2], to get an invertible matrix B ∈T(n1, n2, . . . , nk) such that
π has the form π(Tij ) = B(τ(Tij ))B−1 for all (Tij ) ∈T(n1, n2, . . . , nk).
Use the results in [13], a similar argument as in the proof of Theorems 2.2 and
2.4 enable us to get a characterization of ring anti-isomorphisms between standard
subalgebras of nest algebras.
Theorem 2.7. Let N and M be nests on infinite dimensional Banach spaces X
and Y over the field F (F = R or C), and let A and B be standard subalgebras
of AlgN and AlgM, respectively. Assume that either both A and B are norm
closed, or at least one of the nests is not continuous at one of its end points. Then π :
A→ B is a ring anti-isomorphism if and only if there exists a dimension preserving
order isomorphism θ :N⊥ →M, and an invertible bounded either linear or con-
jugate-linear operator A : X∗ → Y satisfying A(N⊥) = θ(N⊥) for every N ∈N
such that
π(T ) = AT ∗A−1 for all T ∈A.
Moreover, X and Y are reflexive.
3. Zero product preservers
In this section we discuss the linear or additive maps between nest algebras which
preserving zero products. We are not able to solve the zero product preserver prob-
lem in this paper completely. However, by the characterization of ring isomorphisms
between standard subalgebras obtained in previous section and the results on char-
acterizing rank-oneness preserving additive maps and rank-one nilpotent preserving
additive maps in [1,9], some new results can be achieved.
We first consider the linear case.
Theorem 3.1. Let N and M be nests on Banach spaces X and Y over the field F
(F = R or C) with dimension  3, respectively. Assume thatN satisfies that every
N ∈N is complemented in X whenever N− = N , and  : AlgN→ AlgM is a
linear map with the linear span of {rng((F )∗) |F ∈ AlgFN} dense in Y ∗ (or, with
(AlgFN) weakly dense in AlgM, or, with (I ) injective). Then the following
statements are equivalent:
(1)  is bijective and preserves zero products.
(2)  is surjective and preserves zero products in both directions.
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(3) There exists a dimension preserving order isomorphism θ :N→M, an invert-
ible bounded linear operator A : X → Y satisfying A(N) = θ(N) for every N ∈
N and a scalar c /= 0 such that
(T ) = cATA−1 for all T ∈ AlgN.
To prove Theorem 3.1, we need a lemma which was appeared in [6]. For the sake
of readers’ convenience, we give its proof here.
Lemma 3.2. Let N be a nest on a Banach space X. If every N ∈N is comple-
mented in X whenever N− = N, then the ideal AlgFN of finite rank operators of
AlgN is contained in the linear span of the idempotents in the algebra.
Proof. It is known from [23] that every finite rank operator in a nest algebra is
a finite sum of rank-one operators it contains. Therefore, we need show only that
every rank-one operator in AlgN is a linear combination of idempotents.
A rank-one operator is either a multiple of an idempotent or has square 0. So
the main task is to check the conclusion of lemma for nilpotent rank-one operators.
Suppose that x ⊗ f ∈AlgN is a nilpotent operator. Let Nx = ∧{N ∈N | x ∈ N};
then x ∈ Nx and f ∈ (Nx)⊥−.
Case 1. (Nx)− /= Nx. Then there exists g ∈ (Nx)⊥− such that 〈x, g〉 = 1. Since
x ⊗ g and x ⊗ (g − f ) are idempotents and x ⊗ f = x ⊗ g − x ⊗ (g − f ), we see
that x ⊗ f is a difference of idempotents.
Case 2. (Nx)− = Nx. By our assumption on the nest, there exists idempotent P ∈
B(X) such that R(P ) = Nx. It is easy to check P ∈ AlgN. Since f ∈ (Nx)⊥− =
(Nx)
⊥ = (R(P ))⊥ = kerP ∗, P ∗f = 0. Therefore x ⊗ f is a linear combination of
idempotents P + x ⊗ f and P − x ⊗ f . 
Proof of Theorem 3.1. (1) ⇒ (3). As in the proof of [5, Lemma 2.1], let E be
an idempotent operator in AlgN. For any T , S ∈ AlgN, T E(S − ES) = (T −
T E)ES = 0 implies that
(T )(ES) = (T E)(S) = (T E)(ES) (3.1)
since  preserves zero products. Take T = I and S = I respectively in (3.1), one
gets
(I )(ES) = (E)(S) = (E)(ES) (3.2)
and
(T E)(I ) = (T )(E) = (T E)(E). (3.3)
Let T = I in (3.3), we have
(E)(I ) = (I )(E). (3.4)
Since, by Lemma 3.2, AlgFN is contained in the linear span of the idempotents in
AlgN, (3.1)–(3.4) hold for all T , S ∈ AlgN and E ∈ AlgFN. Therefore,
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(I )(FS) = (FS)(I ) = (F )(S) (3.5)
and
(I )(T F ) = (T F )(I ) = (T )(F ) (3.6)
hold for all T , S ∈ AlgN and F ∈ AlgFN. Moreover, for any F ∈ AlgFN and
T , S ∈ AlgN, we have
(T )(F )(S) = (I )(T F )(S) = (I )2(T FS). (3.7)
If the linear span of {rng((F )∗) |F ∈ AlgFN} is dense in Y ∗, then it is obvious
from (3.6) that (I )∗ has dense range and hence, (I ) is injective. In particu-
lar, by, (3.7), if F is of rank one and if (T )(F )(S) = 0, then (T FS) = 0.
Hence T FS = 0, which implies T F = 0 or FS = 0. Thus we get (T )(F ) = 0
or (F )(S) = 0. This means that (F ) is of rank one by Lemma 2.1. On the other
hand, if(B) ∈ AlgM is of rank one, and if T BW = 0 for some rank-one operators
T ,W ∈ AlgN, then, by (3.5)–(3.6), (I )2(T BW) = (T )(B)(W) = 0. So,
either(I )(T B) = (T )(B) = 0 or(I )(BW) = (B)(W) = 0, which im-
plies that either T B = 0 or BW = 0. By Lemma 2.1 again, we see that B has rank
one. Thus  preserves rank-oneness in both directions and  maps AlgFN onto
AlgFM. Hence (I ) commutes with every element in AlgFM which implies that
(I ) = cI for some nonzero scalar c. Now, we can apply Remark 2.3 to com-
plete the proof. Let A be the standard subalgebra of AlgN generated by I and
AlgFN, i.e., the smallest standard subalgebra of AlgN. Let B be the smallest
standard subalgebra of AlgM. Without loss of generality, assume that (I ) = I .
Then  :A→ B is an isomorphism by (3.6). It follows from Remark 2.3 that
there is an bijective linear operator A : D1(N) → D1(M) such that (F )|D1(M) =
AFA−1|D1(M) for all F ∈A. Thus, for any T and any x ⊗ f in AlgN, we have
(T )A(x ⊗ f )A−1 = (T x ⊗ f ) = A(T x ⊗ f )A−1. This leads to (T )|D1(M) =
ATA−1|D1(M). Note that D1(N) is invariant under every T in AlgN, so,
(T S) = AT SA−1 = ATA−1ASA−1 = (T )(S) on D1(M). It turns out
(T S) = (T )(S) and  is an algebraic isomorphism from AlgN onto AlgM.
Now Corollary 2.5 implies that (3) of Theorem 3.1 is true.
If (AlgFN) is weakly dense in AlgM, then (3.4) implies that (I ) commutes
with every operator in AlgM and hence (I ) = cI for some nonzero scalar c. The
rest of the proof is just similar to above argument.
The case that (I ) is injective can be treated with similarly.
(2) ⇒ (1). If (S) = 0, then, for any T ∈ AlgN, (T )(S) = 0, which implies
that T S = 0 since  preserves zero products in both directions. Therefore, we must
have S = 0, thus  is bijective.
(3) ⇒ (2). Obvious. 
Note that there is no any continuity assumption made in Theorem 3.1. When weak
continuity is assumed, by checking the proof of Theorem 3.1, it is easily to see that
the following corollary is true, which is also a generalization of [6, Theorem 2.2] for
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the case of atomic nest algebras on Hilbert spaces and [6, Theorem 2.3] for the case
that  preserves 3-zero products in both directions.
Corollary 3.3. LetN andM be nests on Banach spaces X and Y over the field F
(F = R or C) with dimension  3, respectively. Assume thatN satisfies that every
N ∈N is complemented in X whenever N− = N , and  : AlgN→ AlgM is
a weakly continuous linear map. Then the statements (1)–(3) in Theorem 3.1 are
equivalent.
Remark 3.4. Recall that a nestN on Banach space X is called an idempotent nest
if every N ∈N is a range of some idempotent operator in B(X), or equivalently,
every N ∈N is complemented in X. Particularly, every nest on a Hilbert space is an
idempotent nest since it is the set of ranges of a chain of projections (i.e., self-adjoint
idempotents) on the Hilbert space which contains 0 and I , and which is closed in the
strong operator topology. So, the condition that N ∈N is complement whenever
N− = N in above results 3.1–3.3 is satisfied by all nests on Hilbert spaces.
Now let us turn to the zero product preserving additive maps. To get a result
corresponding to Theorem 3.1 for additive maps, we have to assume that the nest is
continuous. Recall that a nest N is called a continuous nest if N− = N for every
N ∈N.
Theorem 3.5. Let N and M be nests on infinite dimensional Banach spaces X
and Y over the field F (F = R or C), respectively. Assume that N is a continuous
idempotent nest and  : AlgN→ AlgM is an additive map with the linear span
of {rng((F )∗) |F ∈ AlgFN} dense in Y ∗ (or, with (AlgFN) weakly dense in
AlgM, or with (I ) injective). Then the following statements are equivalent.
(1)  is bijective and preserves zero products.
(2)  is surjective and preserves zero products in both directions.
(3) There exists a dimension preserving order isomorphism θ :N→M, an invert-
ible bounded linear or conjugate-linear operator A : X → Y satisfying A(N) =
θ(N) for every N ∈N and a scalar c /= 0 such that
(T ) = cATA−1 for all T ∈ AlgN.
Proof. It suffices to check (1) ⇒ (3).
Assume (1). With a careful study of the proof of Lemma 3.2 we see that if the
nest N satisfies the condition that N ∈N is complemented whenever N− = N ,
then every nilpotent rank-one operator in nest algebra AlgN is either a difference
of two idempotents or a product of 12 and a difference of two idempotents in the
nest algebra. Also notice that every rank-one operator in a continuous nest algebra is
nilpotent. So, under the assumptions of Theorem 3.5, a similar argument as that in the
proof of Theorem 3.1 shows that (3.4)–(3.7) still hold for all E,F ∈ AlgFN and
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T , S ∈ AlgN. Assume that the linear span of {rng((F )∗) |F ∈ AlgFN} is dense
in Y ∗, then (3.6) implies that (I ) is injective. Hence, by the argument as that in the
proof of Theorem 3.1, we see that  preserves rank-oneness in both directions and
hence is bijective from AlgFN onto AlgFM. So, (I ) commutes with every oper-
ator in AlgFM and must be a scalar multiple of the identity, say(I ) = cI . Without
loss of generality we may assume that (I ) = I . Then  is a ring isomorphism
from A onto B, where A and B are the smallest standard subalgebras in AlgN
and AlgM, respectively. Applying Remark 2.3 we get a dimension preserving order
isomorphism θ :N→M and a bijective linear or conjugate-linear operator A :
D1(N) → D1(M) satisfying A(N) = θ(N), C(N⊥− ) = θ(N)⊥− for every N ∈N
with N− /= X and N /= 0, such that (F )|D1(M) = AFA−1|D1(M) for all F ∈A.
It follows from (3.6) again that  is a ring isomorphism from AlgN onto AlgM.
Now, use Theorem 2.2 to finish the proof.
The case when (AlgFN) is weakly dense in AlgM, or (I ) is injective can be
treated with similarly. 
Corollary 3.6. LetN andM be nests on infinite dimensional Banach spaces X and
Y over the field F(F = R or C), respectively. Assume thatN is a continuous idem-
potent nest and  : AlgN→ AlgM is a weakly continuous additive map. Then the
statements (1)–(3) in Theorem 3.5 are equivalent.
An operator T ∈ B(X) is said to be affine if T is injective with dense range. For
additive maps which preserve zero products in both directions, we have the following
Theorem 3.7. Let N and M be nests on infinite dimensional Banach spaces X
and Y over the field F(F = R or C), respectively. Assume thatN satisfies that every
N ∈N is complemented in X whenever N− = N, and  : AlgN→ AlgM is a
surjective additive map with (I ) affine. Then  preserves zero products in both
directions if and only if there exists a dimension preserving order isomorphism θ :
N→M, an invertible bounded linear or conjugate-linear operator A : X → Y
satisfying A(N) = θ(N) for every N ∈N and a scalar c /= 0 such that
(T ) = cATA−1 for all T ∈ AlgN.
Proof. It suffices to check the “only if” part. Assume that  is surjective and pre-
serves zero products in both directions. Then  is injective. Eqs. (3.1)–(3.4) hold for
every E, T , S ∈ AlgN with E2 = E. By the proof of Lemma 3.2 and the additivity
of  we see that
(G)(I ) = (I )(G), (3.8)
(I )(GS) = (G)(S) (3.9)
and
(T G)(I ) = (T )(G) (3.10)
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hold for all G, T , S ∈ AlgN with G rank-one nilpotents. Let B ∈ AlgN be such
that (B) is a rank-one operator. For any rank-one nilpotent operator T , S ∈ AlgN,
if T BS = 0, then, by (3.8)–(3.10), we have
(T )(B)(S) = (I )(T BS)(I ) = 0,
which implies that(I )(T B) = (T )(B) = 0 or(BS)(I ) = (B)(S) = 0
since (I ) is affine and (B) is of rank one. It follows from the injectivity of  that
T B = 0 or BS = 0. So, by Lemma 2.1, B is of rank-one. Hence −1 preserves
rank-oneness as well as rank-one nilpotency. It follows that  preserves rank-one
operators in both directions. Thus  also preserves nilpotent rank-one operators
in both directions. In particular,  maps AlgFN onto AlgFM by the additivity
of .
To continue the proof, we need a lemma which was proved in [9, Theorem 3.1].
Lemma 3.8. Let N and M be two nests on Banach spaces X and Y over F (F =
R or C), respectively. Assume that there exists N0 ∈N with dimN0  3 and
dim(N0)⊥−  4. If φ : AlgFN→ AlgFM is an additive map preserving rank-one
nilpotent operators in both directions and its range contains all rank-one nilpotent
operators in AlgFM, then there is a ring automorphism τ of F such that one of the
following holds true:
(i) There exists a dimension preserving order isomorphism θ :N→M and
there exist τ -linear bijective maps A : D1(N) → D1(M) and C : D2(N) →
D2(M) satisfying A(N) = θ(N) and C(N⊥− ) = θ(N)⊥− for every N ∈Nwith N− /=
X and N /= 0, respectively, such that φ(x ⊗ f ) = Ax ⊗ Cf for every rank-one
nilpotent operator x ⊗ f ∈ AlgFN.
(ii) There exists a dimension preserving order isomorphism θ :N⊥ →M and
there exist τ -linear bijective maps A : D2(N) → D1(M) and C : D1(N) →
D2(M) satisfying A(N⊥− ) = θ(N⊥− ) and C(N) = θ(N⊥)⊥ for every N ∈N with
N /= 0 and N− /= X, respectively, such that φ(x ⊗ f ) = Af ⊗ Cx for every rank-
one nilpotent operator x ⊗ f ∈ AlgFN.
It is clear that the nest N in Theorem 3.7 contains an N0 as that in Lemma
3.8 since X is infinite dimensional. So we can apply Lemma 3.8 to . Thus there
exist bijective τ -linear maps A and C as showed in (i) or (ii) of Lemma 3.8 such
that either (x ⊗ f ) = Ax ⊗ Cf for all nilpotent rank-one operators x ⊗ f ∈
AlgN or (x ⊗ f ) = Af ⊗ Cx for all nilpotent rank-one operators x ⊗ f ∈
AlgN.
Next we show that(I ) = cI for some nonzero scalar c. To do this, letD0(N) =
{x ∈ X | there exists f ∈ X∗ such that x ⊗ f ∈ AlgN is nilpotent}. It is clear that
A(D0(N)) = D0(M) since  preserves rank-one nilpotents in both directions.
If dimX⊥− /= 1, then D0(N) is a dense subspace of X. Assume (i). Applying
Eq. (3.8), we see that the τ -linear operator (I )A satisfies that (I )Ax is a scalar
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multiple of Ax for every x in the dense subspace D0(N). This yields (I )A = cA
by [15, Lemma 1.1] and hence (I ) = cI for some nonzero scalar c. Case (ii) is
similarly dealt with.
If dimX⊥− = 1, then D0(N) = X−. We claim that the case (ii) of Lemma 3.8
does not occur. Assume the contrary. Fix a nonzero functional f0 ∈ X⊥− . If there
exists N ∈N such that {0} /= N ⊂ X−, then we can take x ∈ X− and f ∈ N⊥ such
that 〈Af,Cx〉 /= 0. Picking a nonzero vector u ∈ N , we get (x ⊗ f0)(u ⊗ f ) = 0 but
((x ⊗ f0))((u ⊗ f )) = (Af0 ⊗ Cx)(Af ⊗ Cu) = 〈Af,Cx〉Af0 ⊗ Cu /= 0, a
contradiction. If above N does not exist, thenN = {0, X−, X} andM = {0, 0+, Y }.
In this case, both A and C are bijective from X∗ onto Y and from X onto Y ∗,
respectively. Take a nonzero vector x ∈ X−. Then Cx ∈ 0⊥+ ∈M and there exists
a vector y ∈ Y\0+ such that 〈y, Cx〉 /= 0. Write y = Af and take a nonzero vector
u ∈ X− such that 〈u, f 〉 = 0. It is clear that both x ⊗ f0 and u ⊗ f are nilpotent
in AlgN with (x ⊗ f0)(u ⊗ f ) = 0. However, ((x ⊗ f0))((u ⊗ f )) /= 0, again
a contradiction. So  has the form (i) of Lemma 3.8. It follows that dimY⊥− = 1,
D0(M) = Y−, and A is bijective from X onto Y as well as from X− onto Y−. Take
x0 ∈ X so that 〈x0, f0〉 = 1. Let y0 = Ax0 and pick a g0 ∈ Y⊥− such that 〈y0, g0〉 =
1. It is easily checked from (3.8) that, according to the space decomposition Y =
Y−+˙[y0], (I ) =
(
cI W
0 d
)
with W = v0 ⊗ g0 for some scalars c, d and a vector
v0 ∈ Y−. Since (I ) is affine and commutes with all rank-one nilpotent operators
in AlgM, one sees that d = c /= 0. Moreover, either (I ) = cI or (I ) = cI +
v0 ⊗ g0 with 0 /= v0 ∈ 0+ ∈M. Let us check that the case(I ) = cI + v0 ⊗ g0 can
never occur. If(I ) = cI + v0 ⊗ g0 with v0 ⊗ g0 /= 0, we must have dim 0+(N) =
dim 0+(M) = 1 and v0 ∈ 0+(M), where 0+(N) stands for the elements 0+ in the
nest N. In fact, if dim 0+(M) /= 1, then there exists a rank-one nilpotent y ⊗ g
in AlgM such that (y ⊗ g)(v0 ⊗ g0) /= 0. Since (I ) commutes with y ⊗ g, we get
cy ⊗ g = cy ⊗ g + (y ⊗ g)(v0 ⊗ g0), a contradiction. Without loss of generality we
may assume that (I ) = I + v0 ⊗ g0. It is the time to use the property that  also
preserves rank-oneness in both directions. Choose e0 ∈ 0+(N) such that Ae0 = v0.
By [1, Theorem 3.6] and what have showed above, it is easily checked that there
exist bijective additive maps A1 from X onto Y and C1 from X∗ onto Y ∗ such
that A1|X− = A|X− and C1|0⊥+ = C|0⊥+ are τ -linear bijections, and for each rank-one
operator x ⊗ f ∈ AlgFN,
(x ⊗ f ) =


Ax ⊗ Cf if x ∈ X− and f ∈ 0⊥+,
Ae0 ⊗ C1
(
f (x)
f (e0)
f
)
if x ∈ X− and f /∈ 0⊥+,
A1
(
f (x)
f0(x)
x
)
⊗ Cf0 if x /∈ X− and f ∈ 0⊥+.
(3.11)
Take f ∈ X∗ so that 〈e0, f 〉 = 1. Then e0 ⊗ f is a rank-one idempotent in AlgN.
By (3.11), there is a g ∈ Y ∗ such that (e0 ⊗ f ) = v0 ⊗ g. It follows from (3.4) that
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(v0 ⊗ g)(I + v0 ⊗ g0) = (I + v0 ⊗ g0)(v0 ⊗ g),
which implies that 〈v0, g〉 = 0. So, v0 ⊗ g is nilpotent, contradicting to the fact that
 preserves rank-one nilpotents in both directions. So we get again that (I ) = cI .
Now, without loss of generality, we may assume that (I ) = I . It is also obvious
that (λI) = τ(λ)I for every λ ∈ F. By taking T = I and S = λI in Eq. (3.1), one
gets (λE) = τ(λ)(E) for every λ ∈ F and idempotent E ∈ AlgN. So, Lemma
3.2 can be applied and we obtain that, for every finite rank operator F in AlgN,
(λF ) = τ(λ)(F ). Consequently, (3.5)–(3.6) hold for all F, T , S in AlgN with
F of finite rank. It follows that
(FS) = (F )(S)
and
(T F ) = (T )(F )
hold for all F, T , S ∈ AlgN with F of finite rank. Hence,  is a ring isomorphism
from A onto B, where A and B are the smallest standard subalgebras in AlgN
and AlgM, respectively. Now, as in the proof of Theorem 3.5, by applying Remark
2.3 we show that  is also a ring isomorphism from AlgN onto AlgM, and then,
Theorem 2.2 ensures that  has the desired form stated in Theorem 3.7. 
If X is a Banach space with infinite multiplicity, then we can give a complete
classification of zero product preserving additive surjections on B(X) without any
additional assumptions. Recall that X is a Banach space of infinite multiplicity if
X is isomorphic to X ⊕ X and to X ⊕ X ⊕ · · · an infinite direct sum X(∞) of cop-
ies of X in such a way that arbitrary permutations of coordinates and transforma-
tions of the form A(∞) (with A ∈ B(X)) are bounded operators, and such that, for
bounded operators A,B on X, A(∞) ⊕ B(∞) acting on X(∞) ⊕ X(∞) is similar to
(A + B)(∞) acting on (X ⊕ X)(∞). Infinite dimensional c0-space, infinite dimen-
sional lp-space, Lp[0, 1], 1  p ∞, and infinite dimensional Hilbert spaces are
examples of Banach spaces of infinite multiplicity [10].
Theorem 3.9. Let X and Y be Banach spaces over F (F = R or C) with X of infinite
multiplicity. Let  : B(X) → B(Y ) be an additive map. Then the followings are
equivalent:
(1)  is bijective and preserves zero products.
(2)  is surjective and preserves zero products in both directions.
(3) There exists a nonzero scalar c and an invertible bounded either linear or conju-
gate linear operator A : X → Y , such that (T ) = cATA−1 for all T ∈ B(X).
Proof. It suffices to check (1) ⇒ (3).
Assume (1). By [10, Lemma 2.7], every operator inB(X) is a difference of sums
of idempotents in B(X). Thus (3.1)–(3.4) hold for all A,C,E ∈ B(X). It turns out
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that (I ) = cI for some nonzero scalar c ∈ F and = c−1 is a ring isomorphism
from B(X) onto B(Y ). Now the conclusion of (3) follows from Theorem 2.2 for
trivial nest case. 
The following corollary for Hilbert space case is immediate from Theorem 3.6,
which was obtained by [5, Corollary 2.8] with conjugate-linear case missed.
Corollary 3.10. Let H and K be infinite dimensional Hilbert spaces over F (F =
R or C). Let  : B(H) → B(K) be a bijective additive map. Then  preserves zero
products if and only if there exists a nonzero scalar c and an invertible bounded
either linear or conjugate linear operator A : H → K, such that (T ) = cATA−1
for all T ∈ B(H).
Appendix. After this paper was finished, we were informed that Lu [17] also ob-
tained a characterization, similar to that in Corollary 2.5, of isomorphisms between
standard subalgebras of nest algebras, however, on Hilbert spaces. Combine his result
with [16, Theorem 3.1], one can get Theorems 2.2 and 2.4 for Hilbert space case.
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