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Abstract
Quantum phase transitions and quantum critical behavior can be observed
in magnetically unstable 4f - and 3d-electron systems. In contrast to clas-
sical phase transitions, which are induced by temperature changes, quan-
tum phase transitions arise as a result of the variation of a non-thermal
control parameter e.g. the change of concentration at zero temperature.
A great number of complex magnetic ground states are observed close to
such quantum phase transitions, which are not fully understood yet. There-
fore, we performed stoichiometry studies of CePt3B1−xSix, Nb1−yFe2+y
and Ta(Fe1−xVx)2. During the determination of the magnetic ground
state properties of the observed materials studies were performed on a
macroscopic scale by measurements of magnetization, resistivity and spe-
cific heat and on a microscopic scale by muon spin rotation (µSR) and
57Fe Mössbauer spectroscopy. Combining these different experimental
methods has led to comprehensive insights into the static and dynamic
magnetic properties and allows the construction of magnetic phase dia-
grams.
For low silicon concentration, the non-centrosymmetric system
CePt3B1−xSix shows physical properties similar to those of CePt3B: an
antiferromagnetic ground state and for lower temperatures a weakly ferro-
magnetic phase. Increasing silicon content leads to a continuous decrease
of the antiferromagnetic phase, while the weakly ferromagnetic ordering
is completely suppressed for a critical Si concentration xc ≥ 0.8. Further,
the heavy-fermion system CePt3Si exhibits an additional unconventional
superconducting phase.
Moreover, the magnetic ground state properties of the isostructural C14
abstract
Laves phase systems Nb1−yFe2+y and Ta(Fe1−xVx)2 are investigated in
this thesis. Slight changes in stoichiometry lead to complex magnetic
phase diagrams in both systems, with evidence for quantum critical be-
havior at the transition from a ferromagnetic ordering to a spin density
wave ordering. Detailed µSR experiments confirm the rare case of a spin
density wave modulated phase in Nb1−yFe2+y , −0.006 ≤ yc ≤ 0.02,
which is surrounded by ferromagnetic phases and a quantum critical
point. Furthermore, the magnetic properties are analyzed in µSR exper-
iments close to quantum critical behavior for critical concentrations of
−0.006 ≤ yc ≤ −0.015.
Ta(Fe1−xVx)2 is also discussed as a system with a spin density wave
modulated phase and a ferromagnetic quantum critical point. 57Fe Möss-
bauer spectroscopy identified a spin density wave modulated state in
Ta(Fe1−xVx)2 for 0.04 ≤ x ≤ 0.27 similar to Nb1−yFe2+y . Further,
a ferromagnetic instability for x = 0.02 in Ta(Fe1−xVx)2 is observed by
means of magnetization studies. This indicates a quantum critical behavior
similar to the behavior of Nb1−yFe2+y .
Kurzfassung
Quantenphasenübergänge bzw. quantenkritisches Verhalten wird oft
in magnetisch instabilen 4f - und 3d-Elektronensystemen beobachtet.
Im Gegensatz zu klassischen Phasenübergängen, die bei Änderung
der Temperatur auftreten, sind für einen Quantenphasenübergang
am absoluten Temperatur-Nullpunkt nicht-thermische Kontrollparame-
ter wie z. B. Konzentrationsänderungen verantwortlich. Nahe solchen
Quantenphasenübergängen werden immer mehr komplexe magnetische
Grundzustände beobachtet. Um dieses Verhalten besser zu verstehen
wurden Konzentrationsstudien an CePt3B1−xSix sowie an Nb1−yFe2+y
und Ta(Fe1−xVx)2 durchgeführt. Hierzu wurden Experimente auf
makroskopischer Skala wie Untersuchungen der Magnetisierung, des
elektrischen Widerstands und der spezifischen Wärme, sowie Techniken
auf mikroskopischer Skala wie der Myon-Spin-Rotation (µSR) und der
57Fe Mössbauerspektroskopie angewandt. Diese experimentelle Vielfalt
liefert umfassende Einblicke in die statischen als auch dynamischen mag-
netischen Eigenschaften und ermöglicht uns die Erarbeitung der magnetis-
chen Phasendiagramme.
Die magnetischen Grundzustandseigenschaften des nicht-zentrosymme-
trischen Systems CePt3B1−xSix ähneln im Bereich geringer Silicium-
Konzentrationen denen von CePt3B, welches einen antiferromagnetischen
Zustand und für tiefere Temperaturen einen weiteren schwach ferromag-
netischen Zustand aufweist. Mit Erhöhung der Si-Konzentration bis zu
CePt3Si, einem Schwer-Fermion-System, wird der antiferromagnetische
Zustand in Form einer kontinuierlichen Abnahme der Übergangstemper-
atur geschwächt. Die schwach ferromagnetische Ordnung wird ab einer
Kurzfassung
kritischen Konzentration xc ≥ 0, 8 vollständig unterdrückt. Eine voll-
ständige Substitution von Bor durch Silicium führt zu einer zusätzlichen
unkonventionellen supraleitenden Phase.
Des Weiteren werden in dieser Arbeit die magnetischen Grundzustands-
eigenschaften der isostrukturellen C14 Laves Phasen Nb1−yFe2+y und
Ta(Fe1−xVx)2 untersucht. Bereits geringe Konzentrationsänderungen
führen in beiden Systemen zu komplexen Phasendiagrammen mit Hin-
weisen auf quantenkritisches Verhalten im Übergang von einer ferro-
magnetischen Phase zu einer modulierten Spindichtewellen-Phase. Für
Nb1−yFe2+y wird im Rahmen dieser Arbeit erstmalig eine modulierte
Spindichtewellen-Phase im Bereich von −0, 006 ≤ y ≤ 0, 02 mit-
tels µSR-Messungen bestätigt, welche von ferromagnetischen Phasen
umgeben ist. Zudem werden die magnetischen Eigenschaften in µSR-
Messungen für kritische Konzentrationen −0, 006 ≤ yc ≤ −0, 015 in der
Nähe des quantenkritischen Verhaltens beobachtet.
Ebenfalls diskutiert wird Ta(Fe1−xVx)2 als ein System mit einem
ferromagnetisch quantenkritischen Punkt nahe einer modulierten
Spindichtewellen-Phase. Studien der 57Fe Mössbauerspektroskopie
identifizieren in Ta(Fe1−xVx)2 eine modulierte Spindichtewellen-
Ordnung ähnlich wie für Nb1−yFe2+y . Weiterhin wird anhand von
Magnetisierungsstudien für x = 0, 02 ferromagnetische Instabilität
beobachtet, die in Analogie zu Nb1−yFe2+y ebenfalls auf solch ein
quantenkritisches Verhalten deutet.
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1 Introduction
The rapid development of technology characterizes our daily life, illus-
trated for example by computer storage media, which are diminishing in
size while memory capacities increase. The necessary scientific knowl-
edge for such developments is provided by fundamental research. Espe-
cially electronic and magnetic properties of metals are important fields of
basic research. In this context, in particular, the search for new materi-
als with unique physical behavior is one of the most important aspects
of solid state physics. Identifying new crystal structures and combining
such observations with studies of the corresponding characteristic physical
properties allows a deep understanding of how new materials may affect
physical, chemical or biological processes. Thus, this type of research in
solid state physics on experimental and theoretical level can clarify many
previously not understood physical properties.
For many decades, in the field of solid state physics, electronic and mag-
netic correlations caused by interacting electrons in metallic compounds
have been explained by the Landau Fermi liquid theory [1–3]. Regard-
ing this issue, Landau found a way to express the complex interactions
between electrons by a comparatively simple model of interacting non-
scattering quasiparticles, which describes the interaction of ions and elec-
trons as in simple metals. As a result, the existence of well-defined quasi-
particles and their excitations with Fermi-Dirac statistics characterizes the
electronic properties in very many metals qualitatively as well as quantita-
tively correct. However, in recent years metallic compounds have been
discovered where the validity of the Fermi liquid model is not given.
Representative materials are highly correlated electron systems such as
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high-temperature superconductors, heavy fermion systems or certain inter-
metallic d-electron compounds. Over the years it has been found that such
intermetallic f - and d-electron metals may exhibit extraordinary physi-
cal properties, which are caused by the interaction of localized f - and
d-electrons with the conduction electrons. d-electron systems can be lo-
calized by discrete bonds between metallic atoms or delocalized over an
extended bond system. In contrast, f -electrons usually are localized by
the metallic atom which leads to a high magnetic moments in many cases.
Some of these systems exhibit special order phenomena such as uncon-
ventional superconductivity and unusual types of magnetic order, which
hitherto are not (fully) understood. At present, quantum phase transitions,
which arise at absolute zero temperature, are in the focus of investigations.
In contrast to typical classical phase transitions like for instance the melt-
ing of ice or the vaporization of water, which are caused by thermal fluc-
tuations as a result of heat supply, quantum phase transitions are driven
by quantum fluctuations. As these phase transitions occur at the abso-
lute zero temperature, thermal fluctuations do not exist. Instead, quantum
fluctuations occur because of the Heisenberg uncertainty principle [4] of
quantum mechanics, which implies that even at zero temperature the en-
ergy of particles is not absolutely zero. Quantum phase transitions can
be driven by non-thermal control parameters like pressure, magnetic fields
or chemical composition, and are identified as deviations of temperature
dependent thermodynamic properties from Landau Fermi liquid behavior.
The strong electronic correlations produce a complex quantum mechanical
ground state at the quantum critical point at T = 0 K, and also affect the
electronic properties in a so-called non-Fermi liquid regime in its vicinity.
As by today, quantum critical behavior can not be explained by a single
standard model, but depends on various details of the system considered.
Therefore, quantum phase transitions of heavy fermion systems for
instance of cerium and ytterbium compounds are examined in detail
[5, 6]. Heavy fermion systems e.g. CePd2Si2 [7], CeCu2Si2 [8] and
YbRh2Si2 [9] are characterized by an increased effective electron mass,
3which is attributed to interactions of the localized 4f -electrons with
electrons of the conduction band. These correlations between the 4f -
electrons and the conduction electrons cause a strongly increased density
of states at the Fermi level. At the quantum critical point the magnetic
collective excitations become soft and therefore the interaction between
the quasiparticles induce a non-Fermi liquid (NFL) behavior [10–12]. In
this context the possible occurrence of unconventional superconductivity
under suppression of magnetism are explored, e.g. on CeCu2Si2. Further-
more, in transition-metallic compounds like ZrZn2 [13] and MnSi [14]
similar fundamental questions arise about the quantum critical character
and its effect on the physical ground state properties of these materials.
Latest experiments for instance on MnSi indicate the existence of a
non-Fermi liquid phase with partial order and an unusual helical spin
arrangement in the magnetically ordered state.
In this thesis studies on various 4f - and 3d-electron systems are presented,
which were investigated by macroscopic and microscopic measurement
techniques, while the non-thermal control parameters chemical concentra-
tion and pressure are used to change their physical properties. Chapter 2
describes – after a brief outline of the Fermi liquid theory – the physical
principles of f - and d-electron systems which are important for the un-
derstanding of the presented studies. This section is followed by a short
introduction into the topic of quantum phase transitions, including a dis-
tinction with respect to antiferromagnetic and ferromagnetic quantum crit-
ical points.
The main focus of this work lies on the study of local magnetic prop-
erties by microscopic experiments. Chapter 3 presents an overview of
the experimental techniques of muon spin relaxation and Mössbauer spec-
troscopy which were used to investigate local magnetic states of the f -
electron system CePt3B1−xSix and the d-electron systems Nb1−yFe2+y
and Ta(Fe1−xVx)2. Both magnetic resonance techniques provide infor-
mation on the local environment of the microscopically probing element,
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and allow to determine static and dynamic magnetic fields as well as the
magnetic moments caused by the electronic interaction with the nuclei.
Chapter 4 examines the non-centrosymmetric system CePt3B1−xSix,
0.0 ≤ x ≤ 1.0, by means of thermal and transport measurements,
via a pressure study up to pressures p ≤ 5.5 GPa and in µSR spec-
troscopy experiments. CePt3Si is the first heavy fermion superconductor
(Tc = 0.75 K) with a lack of inversion symmetry in the crystallographic
structure in coexistence with a long-range antiferromagnetically ordered
state (TN = 2.2 K) [15]. The isostructural material CePt3B undergoes
two magnetic transitions at low temperatures, from a paramagnetic state
to antiferromagnetic ordering (TN = 7.8 K) and one into a weakly ferro-
magnetic signature (TC ∼ 5 K), and does neither show superconductivity
nor heavy fermion behavior [16]. The usage of the control parameter of
chemical composition by replacing silicon with boron allows to analyze a
possible correlation between the ferromagnetic ground state in one region
of the phase diagram and the development of unconventional supercon-
ductivity.
Quantum critical behavior has also been discovered in transition metals of
the class of Laves phases systems, e.g. in ZrZn2 [13]. Therefore, in the
next two chapters two intermetallic d-electron systems belonging to the
C14-Laves systems are studied. In chapter 5 the system Nb1−yFe2+y is
discussed, which has been examined for many years due to its complex
magnetic phase diagram containing a number of different magnetic re-
gions: two ferromagnetic regions and a presumed spin density wave mod-
ulated state [17–19]. Moreover, at only 1.5% niobium excess a quantum
critical point is observed. Microscopic experiments of muon spin relax-
ation and Mössbauer spectroscopy confirm the magnetic phase diagram,
especially the existence of the spin density wave modulated state.
Chapter 6 presents for the first time the properties of the system
Ta(Fe2−xVx)2 studied by Mössbauer spectroscopy. TaFe2 is an isoelec-
tronic Laves system to NbFe2, but with a slightly smaller mean atomic
volume (∼ 13.25 Å3) than NbFe2 (∼ 13.35 Å3). Hence, TaFe2 could be
5expected to be closer to a quantum critical point than NbFe2, due to the fact
that magnetic properties in NbFe2 can be tuned from a ferromagnetic via
a spin density wave modulated state to a quantum critical point by chang-
ing the composition within a narrow homogeneity range or by applying
hydrostatic pressure [17, 19–21]. Stoichiometric TaFe2 exhibits a para-
magnetic ground state, while substitution of iron by vanadium produces
an itinerant antiferromagnet in the range of 0.05 ≤ x ≤ 0.25. Mössbauer
spectroscopy indicates magnetic fluctuations in Ta(Fe2−xVx)2, which also
causes a spin-density wave modulated state as in Nb1−yFe2+y .
Conclusively, chapter 7 summarizes the results of this thesis and brings
an outlook regarding further investigations that might help to resolve the
scientific issues discussed here.
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2 Theoretical background
A large number of important physical properties of a solid is generated
on the basis of a quasi-free electron model. Correspondingly, there are
many theories developed in solid state physics to describe the behavior of
electrons within the boundaries of this assumption. Here, one of the most
important models is the Landau Fermi-liquid theory, which is introduced
in this chapter. In addition, the essential theoretical concepts to describe
the materials relevant to this thesis, i.e., heavy fermion and Laves phase
systems, will be presented in detail. As a last point, the models which are
important for the interpretation of the experimentally determined results
will be described in the context of non-Fermi-liquid behavior (thus, for
cases beyond Fermi-liquid theory) at a quantum critical point.
2.1 Fermi liquid theory of Landau
Conventional metals such as copper or aluminum can be described in terms
of non-interacting free electrons. Such electrons are thus only scattered by
atomic defects or phonons. Then, free electrons in metals can be described
as a Fermi gas within the Drude-Sommerfeld model. This model is valid
for an ensemble of electrons, which obey the Fermi-Dirac statistics. These
fermions occupy distinct energy levels due to the Pauli exclusion principle,
where only one electron (neglecting spin) is allowed per quantum mechan-
ical eigenstate. With the large number of electrons in solids, energy bands
are formed which are occupied up to the Fermi energy EF .
Now, in real materials there will always be (residual) interactions between
electrons. The effect may be small for simple metals as a result of the
Pauli exclusion principle, the Fermi-Dirac statistics and the free electron
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picture. When the density of states at the Fermi energyN(EF ) is high, for
instance in the case of narrow energy bands or reduced spatial dimensions,
the electron interactions are more important and thus can not be neglected
anymore.
In 1957 L. D. Landau developed Fermi liquid theory (LFF) to take account
of such electron-electron interactions [1–3], which originally was used to
describe the properties of 3He liquids. These days, it has been realized that
the theory can be used to explain the ground state properties of various in-
teracting fermionic systems. The basic assumption is that the interaction
between fermions can be turned on adiabatically, implying a similar be-
havior between the single-particle excitations of the non-interacting and
those of the interacting systems. Then, the interacting system shows a
one-to-one correspondence with the free Fermi gas spectrum for low en-
ergies. The excitations, which are called quasiparticles, exhibit the same
quantum number (momentum k and spin state σ) as fermions. They still
obey the Pauli exclusion principle, but they now obtain an effective mass
m∗ that is not equal to the mass of free electronsme. The effect of interac-
tions with other quasiparticles may be expressed in terms of a Fermi-liquid
interaction function fkσ,k′σ′ :
fkσ,k′σ′ =
1
2N0
∞∑
l=0
Pl
(
k̂ · k̂′
)
[F sl + F al σσ′] , (2.1)
with k̂ = k/ |k|, σ = ±1, the Legendre polynomials Pl(x), and the dimen-
sionless spin-symmetric F sl and spin-antisymmetric F
a
l Landau parame-
ters [22]. The total energy of a system of weakly excited quasiparticle
states with respect to various occupation numbers of states is given by
E = Eg +
∑
k,σ
(k)δnkσ +
∑
kσ,k′σ′
fkσ,k′σ′δnkσδnk′σ′ , (2.2)
with ground state energyEg and a quasiparticle dispersion (k) ≈ vF (k−
kF ) (Fermi velocity vF , Fermi wave vector kF ), which is parametrized by
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vF = ~kF /m∗. The last term in Eq. (2.2) incorporates the self-interaction
among the quasiparticles, while the first term represents the energy of a
single quasiparticle.
The difference between the effective mass m∗ and the mass of free elec-
trons me due to interaction effects can be calculated from a microscopic
theory of the system. Considering a Galilean invariant system where
all particles have an additional infinitesimal pulse ~q and comparing the
changes in energy in Eq. (2.2) of the system and a single particle, we ob-
tain the following relation of m∗:
m∗ = me
(
1 + F
S
1
3
)
. (2.3)
Thus, in heavy fermion systems m∗ can reach values up to 103me due
to strong interactions. Landau’s concept allows to derive the equilibrium
thermodynamic properties at low temperatures like the specific heat ca-
pacity C and the Pauli susceptibility χ analogous to the considerations in
the non-interacting problem. They are given by
C|T→0 = m
∗
me
γT (2.4)
χ|T→0 = m
∗
me
1
1 + F a0
χ0. (2.5)
The concept of scattering of quasiparticles is limited in its applicability
range, mainly due to the lifetime of the quasiparticle. At finite temper-
atures T quasiparticles in a range of kBT around the Fermi energy EF ,
where (k) is small, are well-defined. The lifetime of a quasiparticle,
1
τ ∝ ((k) − EF )2, increases for wave vectors close to kF more than
the inverse excitation energy. Far from EF (large (k)) the adiabatic con-
tinuity will break down since quasiparticles will decay before interaction
can be completely established [22]. In practice, this means that Landau’s
theory is useful for phenomena at energy scales much smaller than the
Fermi energy, but inapplicable otherwise.
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For most metals we find that EF ≈ 3 . . . 5 eV according to that they can
be described very well by the Fermi-liquid model in the normal state [23].
However, in recent years more and more f - and d-electron systems have
been found that show a non-fermi liquid (NFL) behavior as result of a
quantum phase transition, which exists close to absolute zero temperature
[6]. In this situation, deviations from the Fermi-liquid theory as described
above are seen in various physical bulk properties. Up to now, a general
model are not existing that allows to describe this type of NFL behavior
completely.
2.2 Basics of f -electron systems: Heavy fermion systems
A special class of f -electron systems are intermetallic materials composed
of rare earth (Ce, Yb) or actinide (U, Np, Pu) elements. These systems
often exhibit a very remarkable physical behavior at low temperatures,
which involves partially filled 4f - or 5f -electron orbitals. These orbitals
are strongly coupled to the conduction electron bands, with the conse-
quence that the interaction between the electrons can not be neglected as
in the free electron gas model. As result of the strong electronic inter-
actions heavy fermionic quasiparticles are formed, with effective masses
typically of about 100 to 1000 times larger than the mass of free electrons
me [24] (in the view of the materials band structure, there are narrow
electronic bands with a correspondingly strong enhancement of the effec-
tive band mass m∗). Because of this observation regarding the effective
electron mass, these strongly coupled electron systems are called heavy
fermion systems (HF).
The strongly enhanced quasiparticle mass m∗ can also be understood
within a picture of electronic hybridization, which results from the overlap
of partially filled and well-localized f -orbitals with itinerant conduction
electrons with energies close to the Fermi level. Within this approach, it
is seen that heavy fermion systems can have different electronic ground
states depending on the competition between the Kondo and Ruderman-
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Fig. 2.1: The Doniach phase diagram, illustrating the evolution of the Kondo tem-
perature TK (red line) and the RKKY coupling temperature TRKKY
(blue line) as function of the exchange interaction J between f -electrons
and conduction electrons and the density of states at the Fermi level
N(EF ) [25, 26]; for details see text.
Kittel-Kasuya-Yosida (RKKY) interaction. This is illustrated in the so-
called Doniach diagram [25], see Fig. 2.1.
The essential parameter in this model is the hybridization strength J be-
tween localized f - and delocalized conduction electrons. Qualitatively,
for relatively weak hybridization (J < JC) an RKKY-mediated antifer-
romagnetic (AFM) state will form (see section 2.2.2). In contrast, for
relatively large hybridization (J > JC) there is a non-magnetic ground
state as a result from the Kondo interaction (2.2.1), which can be de-
scribed by the Landau Fermi liquid (LFL) model. Because of the regu-
lar arrangement of Kondo scattering centers, the term ”Kondo lattice” has
been coined for this state. For an even larger hybridization strength the
local f -electron is ”absorbed” in the conduction electron band, effectively
leading to mixed valence behavior. In the intermediate regime close to
a critical hybridization strength Jc, where RKKY- and Kondo interaction
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are similar in strength, the antiferromagnetic transition temperature is sup-
pressed to TN → 0. Thus, there is a quantum critical phase transition (viz.,
a phase transition happening at T = 0 K). Associated to this, various new
physical phenomena appear such as non-Fermi liquid (NFL) behavior (e.g.
CeCu6−xAux [27], YbRh2Si2 [28]) or unconventional superconductivity
(e.g. CeCu2Si2 [8], UPt3 [5]).
The class of heavy fermion materials is found in the range close to Jc.
The enhanced effective mass m∗ is reflected in a strongly increased con-
tribution of the electronic specific heat C at low temperatures, which is
accounted for a non-magnetic ground state by a term of electronic (∼ T )
and lattice (∼ T 3) contributions:
C = γ T +AT 3. (2.6)
Here, the Sommerfeld parameter γ (within the limit of the free electron
model) is proportional to the effective electron mass m∗:
γ = pi
2k2BN(EF )
3 =
k2BkF
2m∗
3~2 . (2.7)
Experimentally, γ is determined by extrapolation of the specific heat
limT→0 CT ∼ N(EF ) ∼ m∗, because the phonon contribution is neg-
ligible for T → 0. Historically, this observation of a largely contribu-
tion of enhanced electronic specific heat prompted the labeling ”heavy
fermions” [8].
2.2.1 The Kondo effect
Placing a small number of magnetic ions in the host lattice of a non-
magnetic material causes an increase of the electrical resistivity ρ with
lowering temperature, a behavior distinctly different to the behavior of
the pure metal at low temperatures. This effect has been explained for
the first time by J. Kondo [29] in 1964. Conceptually, at high tempera-
tures the electrical resistivity of most metallic materials is dominated by
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the electron-phonon scattering. Therefore, upon lowering the temperature
the electrical resistivity decreases, since the number of phonons decreases
as well. The temperature dependence of the resistivity is controlled by
the number of phonons and thus by the temperature factor of the Bose-
Einstein statistics. In consequence, the electrical resistivity is proportional
to T at temperatures of the order or higher than the Debye temperature
ΘD of the phonons, and proportional to T 5 at temperatures T  ΘD.
In contrast to this simple metallic resistivity, in magnetically diluted met-
als the scattering of the conduction electrons with the magnetic ions is
dominated by a spin-spin interaction below a characteristic temperature.
According to the Kondo model, the conduction electrons effectively form
a cloud with a spin polarization opposite to that of the local magnetic mo-
ment. Thus, the local magnetic moment is screened at low temperatures,
resulting in a non-magnetic ground state of the system, viz., the Kondo
effect destroys magnetic ordering. The screening electrons enhance the
electronic scattering rate by polarization causing the electrical resistivity
to increase with decreasing temperature. Experimentally, this is given in a
logarithmic temperature dependence of the resistivity with a characteristic
minimum. The energy which is required to destroy the Kondo singlet state
(the Kondo energy) follows
EK = kBTK ∝
1
N(EF )
exp
(
− 1
JN(EF )
)
, (2.8)
with the Kondo temperature TK , exchange interaction parameter J and
the density of states at the Fermi level N(EF ).
In Kondo systems with small distances between the magnetic atoms
(which is achieved for example by increasing the concentration of the mag-
netic scattering centers) the screening clouds of single magnetic atoms can
overlap. If the magnetic ions reside on a translationally invariant sublat-
tice, the clouds become phase coherent below the coherence temperature
Tcoh. Such a state is called a Kondo lattice. Are the Kondo clouds spa-
tially periodic like the lattice in the limit T → 0, they form Bloch like
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states which do not contribute to the resistivity, but only to the forma-
tion of energy bands with corresponding effective masses. With the large
scattering cross section of the clouds the energy bands are flat and m∗ is
correspondingly very high [30]. Altogether, experimentally as a result of
this formation of the Kondo lattice a pronounced maximum in ρ is ob-
served typically at the coherence temperature Tcoh. Coming from high
temperatures, and with decreasing T , the increase of ρ upon approaching
Tcoh reflects incoherent Kondo scattering. With the Kondo lattice form-
ing below Tcoh the resistivity becomes metallic again. As the dominant
scattering process is between electrons, sufficiently far below Tcoh a tem-
perature dependence
ρ = ρ0 +AT 2 (2.9)
is observed, with a constant residual resistivity ρ0 and a quasiparticle scat-
tering amplitude A ∼ (m∗)2 reflecting the mass enhancement of the elec-
trons.
2.2.2 The RKKY interaction
In contrast to well-separated magnetic impurities in a metal (considered
in the single ion Kondo problem above), in a HF system the magnetic
rare earth ions are arranged on a periodic lattice. Then, the Kondo in-
teraction leading to the screening of the local moments, competes with
an interaction between localized magnetic ions due to the polarization of
the conduction electrons. This interaction is called the RKKY interaction
(abbreviation for Ruderman, Kittel, Kasuya and Yosida [31, 32]).
In the vicinity of a local magnetic moment, its spin polarizes the surround-
ing conduction electron cloud through the exchange interaction JRKKY .
It leads to a damped oscillation of the conduction electron spin polariza-
tion, which in turn couples to an adjoining local magnetic moment at a
distance r. Thus, via the spin polarization of the conduction electrons and
depending on the distance r, the two local magnetic moments are ferro-
or antiferromagnetically coupled to each other. The coupling strength is
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given by
JRKKY ∝
cos(2kF r)
r3
, (2.10)
according to this the spatial oscillation of the spin polarization occurs at a
wave length pi/kF .
As for the Kondo effect, the RKKY interaction gives rise to a characteristic
energy scale for magnetic order. This energy scale ERKKY due to the
RKKY coupling with the critical temperature TRKKY is defined by
ERKKY = kBTRKKY ∝ J2N(EF ). (2.11)
Now, the exchange interaction J can be controlled by external pressure,
chemical substitution or applied magnetic fields. It governs both the cou-
pling strength between magnetic ions as well as between a magnetic ion
and the surrounding Kondo screening cloud. Then, within the Doniach
model the competition between Kondo effect and the RKKY interaction
leads to the HF behavior, the magnetic or non-magnetic ground states,
Fermi- or non-Fermi liquid states and the occurrence of quantum phase
transitions.
2.2.3 Unconventional superconductivity in heavy fermion
compounds
Unconventional superconductivity is observed for various material
classes: heavy fermions (e.g. CeCu2Si2 [8], UPd2Al3 [33]), high-
temperature superconductors (e.g. (La,Sr)2CuO4, YBa2Cu3O7 [34]) and
related oxide materials (e.g. Sr2RuO4 [35]), the class of organic super-
conductors (e.g. (TMTSF)2X, with X = PF6 or ClO4 [36, 37]), and most
recently the Fe based superconductors (e.g. LaFeOAs [38], FeSe [39]).
In contrast to conventional superconductivity as described by Bardeen,
Cooper and Schrieffer (BCS theory) [40], in unconventional superconduc-
tors the process of Cooper pair formation and/or the symmetry of the su-
perconducting wave function do not adhere to predictions of BCS theory.
For conventional superconductivity two electrons with opposite spin form
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a Cooper pair with an angular momentum of zero, this is mediated by an
electron-phonon coupling mechanism. In consequence, the superconduct-
ing state is characterized by an s-wave pair function, which is a spin singlet
due to fermion antisymmetry, and an energy gap of the density of states
for quasiparticles which are almost independent of the wave vector k of
electrons.
In HF systems, the large effective mass of quasiparticles arises from in-
teractions between conduction electrons and localized magnetic moments
on the f -orbitals. The magnetic interactions are essential for supercon-
ductivity in these compounds, while the electron-phonon coupling is not
effective as a pairing mechanism. A heavy quasiparticle, assuming that it
has caused a local lattice distortion like in conventional superconductors,
can not be removed quickly enough to reduce the Coulomb repulsion with
its partner required in BCS theory.
A major difference to the phonon induced pairing mechanism is the vec-
tor character of the electron spins and local magnetic moment, which
is preferably parallel or antiparallel to the polarized electron spin. In
consequence, symmetric or antisymmetric pair wave function of paired
electrons generates spin singlet (L = even, S = 0) or spin triplet
(L = uneven, S = 1) superconducting states. The pairing interaction
is a consequence of the anti-ferromagnetic (spin singlet) or ferromagnetic
(spin triplet) spin excitation. In either case it causes the disappearance of
the energy gap ∆0 of the Fermi energy in distinct directions [41–43].
For a long time it was assumed that superconductivity is not possible
in magnetic compounds lack inversion symmetry. The discovery of su-
perconductivity in CeCu2Si2 [8] and other heavy fermion systems in
the vicinity of a magnetic instability such as UBe13 [45], UPt3 [5] or
CePd2Si2 [7] was surprising. The low kinetic energy of the heavy quasi-
particles are extremely unfavorable to form Cooper pairs. In such systems
the magnetism excludes spin singlet coupling because of the lack of time-
reversal symmetry, and the crystal structure excludes spin triplet coupling
through the absence of inversion symmetry. In these materials a strong
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Fig. 2.2: Schematical illustration of the split Fermi surface in non-
centrosymmetric materials (from Ref. [44]); for details see text.
spin-orbit coupling leads to an additional splitting of electronic energy
bands. Therefore, the Fermi surface splits into two surfaces with an en-
ergy separation of 10 − 1000 K, which are characterized by a different
chirality as it is schematically illustrated in Fig. 2.2. These two Fermi sur-
face sheets are different in volume but very similar to each other in terms
of their topology, which reflects the antisymmetric spin-orbit interaction
arising from the non-centrosymmetric crystal structure. These Fermi sur-
face features give rise to a number of new phenomena with respect to the
magnetic and superconducting properties of such materials.
By now, there exists a significant number of established non-
centrosymmetric superconductors, which has initiated intensive research
on a new aspect of unconventional superconductivity. Several new non-
centrosymmetric HF superconductors with unique physical properties
have been identified such as CePt3Si [15], CeRhSi3 [46] and CeIrSi3 [47].
These compounds are antiferromagnetic HF systems, and it is suspected
that there is a magnetic coupling mechanism to superconductivity. Further,
typical for all of these materials are a competition between superconduc-
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tivity and long range magnetic order, with an assumed superconducting
order parameter as a mixture of spin singlet and spin triplet configuration,
as it is seen for instance in pressure or substitutional experiments [48–51].
2.3 Basics of d-electron systems: Laves phase systems
The Laves phases are one of the most widespread groups of intermetallic
compounds named after F. Laves [52]. These phases of a general compo-
sition AB2, where the larger atom A usually stands for 3d-, 4d-, 5d-metals
and 4f -rare-earth elements and the smaller atom B for 3d-transition met-
als, are common types of tetrahedrally close-packed structures. So far,
more than 1400 binary Laves phases exist [53, 54], which are further cat-
egorized into three structural subclasses. The typical structure types are
known as the MgZn2 (hexagonal, C14, Z = 4 formula units per cell),
the MgCu2 (cubic, C15, Z = 8) and the MgNi2 type (hexagonal, C36,
Z = 8), see Fig 2.3. The MgNi2 type is a double hexagonal structure of
the C14 phase with the same symmetry, but structurally has been consid-
ered a mixture of the MgZn2 and MgCu2 lattices. The crystal structures of
the Laves phases contain only two kinds of polyhedra with coordination
numbers (CN) of 12 and 16 [55]. The Frank-Kasper polyhedron [57, 58]
with CN = 16 surrounding the A atoms has 4 six-fold A vertices and
12 five-fold B vertices, whereas the icosahedron (CN = 12) surround-
ing the B atoms has 6 five-fold A and 6 five-fold B vertices (Fig. 2.4).
The structural differences between the three Laves phase types arise from
the way in which these tetrahedra are connected to each other, while the
cavities for the A atoms are always of similar size and shape in each case.
Thus, the Laves phases can be understood as a stacking of variants of atom
layers in planes perpendicular to the crystallographic c axis.
Laves phases have been studied intensely to understand the fundamental
aspects of phase stability and physical properties (e.g. magnetism). Hence,
the question about the origin of the homogeneity and the relevance of dis-
order have to be proven. However, some factors of geometric and elec-
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tronic (valence electron concentration and electronegativity difference) na-
ture are helpful to predict stable Laves phases [55, 59]. For geometric rea-
sons, tetrahedrally close-packed structures based on a hard-sphere model
are compared to the ideal ratio of radii (rA/rB)ideal = (3/2)1/2 ≈ 1.225
[52, 60], which is the major factor controlling the formation of Laves
phases. rA and rB are the radii of the metal atoms in the ordered phase
AB2. Experimentally it is found that the ratio of radii for the two types
of spheres A and B ranges typically from 1.05 to 1.67 and there is obvi-
ously no correlation between the size ratio and the structure type that is
formed [61]. In addition, the stability of Laves phases also depends on
electronic factors. On the one hand there is the difference in electroneg-
ativity of a Laves phase AB2 between atoms A and B, which affect the
contraction due to the attractive interaction between the A and B atoms.
On the other hand the valence electron concentration plays a major role,
which induces a change in the crystal structure. For a number of Mg-based
Fig. 2.3: The three Laves phase structure types MgZn2 (C14), MgCu2 (C15)
and MgNi2 (C38) (left to right) in a hexagonal setting, as taken from
Ref. [55].
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Fig. 2.4: Frank-Kasper polyhedron in MgCu2. The polyhedron with CN = 16 sur-
rounding the Mg atoms (a) stretch by 4 six-fold Mg vertices a tetrahedron
and by 12 five-fold Cu vertices, forming 4 triangles. The icosahedron
around a Cu atom (b) with CN = 12 surrounding the Cu atoms has 6
five-fold Mg and 6 five-fold Cu vertices; as taken from Ref. [56].
ternary Laves phases and transition metal Laves phases stable homogene-
ity ranges of Laves phase structure types are predicted in terms of the num-
ber of valence electrons per atom e/a. For example, in Mg-based Laves
phases, the C15 phase is stabilized at e/a < 1.8, while the C14 phase is
stabilized at higher electron concentrations. In transition-element Laves
phases, the C15 phase is the most stable structure (e/a > 2.3) and the
C14 phase is stabilized at very low electron concentrations (e/a < 0.73)
[55, 62].
Various transition-metal Laves phases (Tab. 2.1) and closely related rare-
earth Laves phases (e.g. TbB2, SmB2, UB2) show interesting magnetic
properties, which are affected by the stability of the crystal structure
[13, 63–66]. The magnetic properties and the crystal structure are both
influenced by the A atoms. Considering AFe2 Laves phase compounds
the width of the Fe d-band changes slightly according to the A atom. De-
pending on the number of the d-electrons of the A atom the lattice spacing
decreases and the width of the Fe d-band increases, whereas the d-level
of Fe becomes closer to the d-level of the A atom and the mixing be-
tween both d-bands becomes strong. This slight variation of the width
of the Fe d-band has a strong effect on the magnetism [67]. In the fol-
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lowing a brief overview is given about Laves phases of transition metal
compounds, which usually exhibit magnetism of itinerant nature carried
by the B atoms, while the A atoms are non-magnetic. Among these Laves
phases the magnetic compounds of the AFe2 series possess the most in-
teresting magnetic properties in the C14 and C15 structure, while most
of the other compounds are paramagnetic, see Tab. 2.1. C15 cubic com-
pounds like ZrFe2 and HfFe2 exhibit both ferromagnetic behavior with
large Curie temperatures and large spontaneous moments [13, 68, 69]. In
contrast, members of the C14 hexagonal structure like TiFe2, NbFe2 and
TaFe2 [17, 70, 71] present different types of magnetic behavior (antiferro-
magnetism, spin density wave and paramagnetism with strongly enhanced
ferromagnetic fluctuations). In this thesis the focus will lie on the C14 sys-
tems Nb1+yFe2−y and Ta(Fe1−xVx)2, and subsequently their structural
properties will be explained in more detail.
A
B
Cr Mn Fe Co Ni
Sc C14 C14 C15 C15PM FM PM PM
Ti C15 - C14 C14 C14 C15PM PM AFM AFM
Zr C15 - C14 C14 C15 C15 C15PM PM FM PM
Nb C15 - C14 C14 C14 C15PM PM SDW PM
Hf C15 C15FM PM
Ta C15 - C14 C14 C14 C15PM PM PM PM
Ta C15 C15 C15 C15AFM FM
Tab. 2.1: An overview of crystal structures of MgZn2 (C14) and MgCu2 (C15)
type Laves phases AB2 and their basic magnetic properties (PM – param-
agnetic, AFM – antiferromagnetic, FM – ferromagnetic and SDW – spin
density wave modulated phase) of transition-metal Laves phase com-
pounds [13, 65, 66].
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2.3.1 C14 Laves phases: Structure and magnetism
In the chapters 5 and 6 of this thesis extensive studies of NbFe2 and TaFe2,
which belong to the hexagonal C14 Lave phase systems, will be presented.
The C14 Laves structure (space group P63/mmc) has 12 atoms per unit
cell. Each Nb or Ta (A) atom is surrounded by 12 nearest neighbors (NN)
of Fe (B) atoms and 4 next nearest neighbors (NNN) Nb or Ta atoms. In
this case, the Fe atoms on the B sites have two distinct positions within the
unit cell labeled Fe(6h) and Fe(2a) sites. The Fe(6h) sites form a planar
Kagomé net of equilateral triangles and regular hexagons, while the Fe(2a)
sites lie midway between these planes, so that they form regular tetrahe-
dra, joined at the vertices, with the triangles of the Kagomé net. Each
Fe(2a) atom only arrange every second triangle of the Fe(6h) Kagomé
structure (Fig. 2.5), which leads to different bonding between the pairs of
Fe(6h) atoms in the Kagomé layers. Fig. 2.5 illustrates the crystal structure
along the c-axis in combination with the calculated charge density, where
color coding is used to distinguish between upper and lower Kagomé lay-
ers of Fe(6h) atoms. According to total-energy calculations, the Fe(2a)
sites draw away the charge density towards the out of plane Fe(2a)-Fe(6h)
bonds and thus form Kagomé triangles with significant variation of the
bonding between Fe(6h) sites.The interatomic bond distances among the
Fig. 2.5: The left figure displays a view of the crystal structure of NbFe2 and TaFe2
along the c-axis with the upper Kagomé layer of Fe(6h) (red), the lower
Kagomé layer of Fe(6h) (green), Fe(2a) (blue) and Nb/Ta (gray). In the
right figure the charge density contours in the upper Kagomé plane are
depicted; as taken from Ref. [19].
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Fe sites for stoichiometric NbFe2 are calculated to a distance of 2.42 Å
for the sites of Fe(2a)-Fe(6h), 2.37 Å for Fe(6h)-Fe(6h) and 3.95 Å for
Fe(2a)-Fe(2a). Significantly, the nearest-neighbor distances from Fe(2a)
and Fe(6h) sites are similar [19]. However, the Fe atoms on both sites have
6 NN and 6 NNN in an ideal radii ratio of
√
8/3, i. e., the volume avail-
able around both sites is nearly the same. Therefore, in an alloyed study,
the dopants choice of position in the lattice should not depend on volume
effects. Rather, it will be determined by the energetics of the resulting
electronic structure. For NbFe2, recent numerical calculations suggest
that the Fe(6h)-site is more favorable for A doping than the Fe(2a)-site
(see Ref. [19]), implying that in such a concentration study an excessive
occupation of A atoms will take place within the Kagomé nets.
With respect to magnetic properties, a large number of C14 binary com-
pounds are paramagnets (cf. Tab. 2.1), and only a small number exhibit
long-range magnetic order (e.g., NbFe2 [17], TiFe2 [70]). In contrast to
C15 structure types the magnetic properties in C14 Laves compounds are
reflected in the density of states at the Fermi level of two types of B atoms,
the B(2a) and B(6h) density of states, whereas in the C15 structure only
one kind of B atom contributes. While in most cases the Fe(2a) sites are
believed to be non-magnetic (e.g. TiFe2 [70]), the competition of ferro-
magnetic and antiferromagnetic ground states of Fe(6h) Kagomé sites are
discussed in the context of strong geometric frustration [72–75]. In the
vicinity of a quantum critical point frustrated antiferromagnets on a tri-
angular lattice (e.g. for two dimensional Kagomé structures) have been
investigated for many years [76, 77]. Hence, it is speculated that geo-
metric frustration and magnetic instability of the iron moments in Laves
phases might go hand in hand. In addition the nature of magnetism can
changed as a function of external parameters such as concentration, pres-
sure or temperature with a first order phase transition (e.g. Hf1−xTaxFe2
for x ≥ 0.3 [78]) or a second order phase transition (e.g. Sc1−xTixFe2 for
x > 0.7 [79]).
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2.4 Classical phase transitions
Phase transitions play an essential role in our daily life, most prominently
as an example the transformation of water into ice, liquid or vapor. Hence,
the understanding of phase transition is of prime importance to physics. In
everyday life we observe phase transitions at finite temperatures T , which
are driven by thermal fluctuations and are called classical phase transi-
tions [80, 81]. Ehrenfest classified these transitions by considering the
free enthalpy G of a thermodynamic system [82],
G = U − TS, (2.12)
with the internal energy U of the microscopic particles, the entropy
S = kB ln(Ω), and the microscopic multiplicity of the macroscopic state
Ω. Then, the phase transitions are distinguished with respect to their be-
havior in the partial derivative of G(T, p,N), with the natural variables
temperature T , pressure p and particle numberN . A phase transition from
a phase 1 into a phase 2 is labeled ”first order” in the case of a disconti-
nuity in the first derivative ∂G/∂(T, p,N) of the two phases at the point
of transition. For example, the phase transition from liquid to solid at the
melting temperature Tc is associated by a latent heat dQ = TcdS. Then,
the first derivative is discontinuous with S = (∂F/∂T )V .
In contrast, ”second-order” transitions exhibit continuity in the first deriva-
tives of G, thus there is no latent heat at the transition. Only for the sec-
ond derivatives of G there are discontinuities at the transition. Second-
order phase transitions are classified as continuous transitions, which are
of particular interest since the typical length and time scales of the thermal
fluctuations of the characteristic property of the transition diverge at the
transition point [83].
As continuous phase transitions are characterized by a divergence of fluc-
tuations, the resulting singularities at the transition point are called critical
point. The phase transition can be characterized by an order parameter, a
concept formalized for instance by Ginzburg-Landau theory. In the dis-
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ordered phase the order parameter is zero in the thermodynamic average,
while its fluctuation (i.e., the variations of the average at a distinct time or
place) are nonzero. The typical length scale of the fluctuations, the cor-
relation length ξ, increases while approaching the critical point from the
disordered side. Close to the critical point it diverges as
ξ ∝ t−ν , (2.13)
where ν is critical exponent of ξ and t is a dimensionless distance to the
critical point. If the transition occurs at a nonzero temperature, t can be
defined as t = |T−Tcoh|/Tcoh. In addition to the correlation in space there
are analogous correlations of the order parameter fluctuations in time. The
typical time scale for the decay of fluctuations is the correlation time τc.
Close to the critical point τc diverges as
τc ∝ ξz ∝ t−νz, (2.14)
with a dynamical critical exponent z. These divergences are responsible
for the different critical phenomena. At the critical point there exist fluctu-
ations on all length and time scales, hence, the system is ”scale-invariant”.
Microscopic details of certain configurations of the system are unimpor-
tant due to the large correlation length. In consequence, all physical prop-
erties depend via power law functions on external parameters. Then, the
critical exponents are identical for entire classes of phase transitions that
may occur in different physical systems. Here, the critical exponents are
rather dependent on the dimensionality of the system, their interactions,
symmetry and distance then on microscopic details [80, 84].
2.5 Quantum critical phase transitions
In recent years a different class of continuous phase transitions, the so-
called quantum critical phase transitions, have been observed. These tran-
sitions occur at zero temperature and are therefore not thermally driven.
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Instead, a non-thermal control parameter (e.g., pressure, chemical concen-
tration, magnetic field) is varied to produce the transition from one phase
into another. Then, the question about the influence of quantum mechani-
cal effects on such continuous phase transitions arises.
Quantum physics is the essential aspect of such phase transitions. On
the one hand, the ordered phases appearing in conjunction with quantum
phase transitions can often be only understand by means of quantum me-
chanics (e.g., in the case of (unconventional) superconductivity). On the
other hand, the critical behavior linked to the phase transition is not only
affected by thermal fluctuations, but even more so by quantum fluctua-
tions. These different types of fluctuations have to be distinguished by the
typical scales of thermal energy kBT and quantum energy ~ωc, respec-
tively. Approaching the critical point the typical fluctuation time scale τc
diverges (cf. section 2.4). Correspondingly, the frequency scale ωc ap-
proaches to zero with the typical energy (measured in reduced tempera-
ture):
~ωc ∝ 1
τc
∝ |t|νz. (2.15)
In consequence, for a phase transition at finite temperatures (Tcoh 6= 0)
quantum mechanics become unimportant for |t| < tx with a crossover dis-
tance tx ∝ T 1/νzcoh . These thermal fluctuations dominate on a macroscopic
scale, while quantum fluctuations can only be relevant on a microscopic
scale. Thus at finite temperatures the transitions are called classical phase
transitions. In contrast, phase transitions at zero temperature (Tcoh = 0) as
a function of a non-thermal control parameter δ (e.g., pressure, concentra-
tion etc.) dominate quantum critical fluctuations, since with the crossover
distance tx = 0 the condition |t| < tx is never fulfilled. Thus, a so-called
quantum phase transition (QPT) occurs [80, 85].
The competition between thermal and quantum critical fluctuations leads
to a schematic phase diagram (Fig. 2.6) close to the quantum critical point
(QCP), which is divided into different regions dependent on the dominant
type of order parameter or critical fluctuation. At zero temperature the
critical control parameter δc defines the QCP. In the quantum disordered
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Fig. 2.6: The schematic phase diagram of a material residing in the vicinity of
a quantum critical point, as taken from Ref. [84]; for details see text.
Tcoh is a microscopic temperature scale e.g. a Fermi temperature.
region (δ > δc) the dominating quantum fluctuations lead to a Landau-
Fermi liquid behavior in metallic systems. In contrast, thermal (classical)
fluctuation dominate in the thermally disordered region above the long-
range ordered phase (δ < δc). The classical critical region close to the
phase transition becomes narrower with decreasing temperature. Between
the thermally and quantum disordered regions there exists a quantum crit-
ical region close to δc, where both kinds of fluctuations are important.
Here, the behavior is determined by thermal excitations of the quantum
critical ground state, kBT > ~ωc ∝ |δ − δc|, where often non-Fermi liq-
uid behavior, unconventional power laws, etc. prevail. Such universal
behavior is only observed close to a QCP, if the correlation length of the
quantum fluctuations is significantly larger than the microscopic length
scale [6, 10, 80, 85].
The comparison of classical and quantum critical magnetic systems re-
veals different relations between the static and dynamic magnetic behav-
ior. In quantum critical systems spatial and temporal fluctuations interact,
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whereas in purely classical systems both are uncorrelated. This implies a
correlation between classical and quantum mechanic behavior. The effec-
tive dimensionality for a system near a quantum phase transition increases,
deff = d+ z, with the spatial dimensionality d and dynamical scaling ex-
ponent z. In result, this allows a mapping of quantum critical systems to
classical phase transitions and by applying deff provides scaling laws for
the characteristic behavior close to a QCP. The identification of the spe-
cific nature of a QCP relies on the findings of such scaling behavior in
the temperature dependence of thermodynamic and transport properties.
Correspondingly, different theories with varying proposed scaling to ac-
count for NFL behavior have been put forth by Hertz, Millis, Moriya and
Lonzarich [6, 10, 86].
Nowadays, different models of quantum critical behavior exist for heavy
fermion systems (e.g. CeCu2Si2 [8], YbRh2Si2 [28]) and for itiner-
ant transition-metal magnets (e.g. MnSi [87], ZrZn2 [88]), respectively.
Therefore, different kinds of QCPs are distinguished, a ferromagnetic and
an antiferromagnetic one. These are considered in more detail in the fol-
lowing sections.
2.5.1 The antiferromagnetic quantum critical point
Antiferromagnetic heavy fermion metals are model systems to study quan-
tum criticality, where the occurrence of QCPs are caused by the compe-
tition between local Kondo and non-local RKKY interactions (cf. sec-
tion 2.2). Studies on the interplay of these two phenomena have revealed
different types of antiferromagentic (AFM) QCPs depending on the be-
havior of the Kondo singlet, viz., the spin density wave (SDW) or Kondo
breakdown scenario. The most prominent examples of quantum criti-
cal HF metals are CeCu6−xAux [89], YbRh2Si2 [28], CeCu2Si2 [8] and
CePd2Si2 [90].
The traditional picture described in terms of a SDW state is related to a
mean-field type of quantum critical behavior [6, 91]. In this case an an-
tiferromagnetic QCP can be treated as a continuous classical phase tran-
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sition in an effective dimensionality of the order-parameter fluctuations
deff ≥ 4 with z = 2 (z = 3 for a ferromagnetic QCP). In this scenario, as
worked out by Hertz, Millis and Moriya [92–94], the quasiparticles retain
the itinerant antiferromagnetic character. These quasiparticles occur at the
quantum mechanic disordered LFL region as well as in the magnetically
ordered state, where the itinerant antiferromagnetism of conduction elec-
trons is generated by a spontaneous spatial modulation of the spin of the
charge carriers [11].
More recently theoretical concepts have noticed that the description of
quantum critical fluctuations by an order parameter is insufficient and an
additional quantum critical mode has to be emerged. For HF metals these
modes are characterized by a critical breakdown of the local Kondo sin-
glets at the T = 0 AFM transition [11, 95, 96]. This approach quali-
tatively differs from the standard theory of a SDW transition, where the
screened local moments are assumed to exist at the QCP. This critical de-
struction of the Kondo effect decouples the conduction electrons from the
local f -electrons carrying the magnetic order at the QCP, where the lo-
cal problem becomes critical. Therefore two kinds of critical degrees of
freedom coexist: long-wavelength fluctuations of the order parameter and
local fluctuations formed of local moments. This picture leads to a num-
ber of distinct properties, e.g., a large reconstruction of the Fermi surface.
Across the QCP the Kondo entanglement is destroyed as the system orders
magnetically. Thus, the f -electrons contribute to the Fermi surface only
in the paramagnetic phase, because of their hybridization with the conduc-
tion electrons. In contrast, on the long-range ordered side the f -electrons
has a local character and does not contribute to the Fermi surface volume,
resulting in a small Fermi surface here [10, 11, 97, 98].
Both QCP types, illustrated in Fig. 2.7, depend on the competition be-
tween the Kondo interaction and the AFM RKKY coupling among the
local moments at low temperatures. In each case the tuning parameter δ
is the ratio of the RKKY interaction to the Kondo temperature. At some
critical value δ = δc an AFM QCP is expected, separating a paramagnetic
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Fig. 2.7: Two schematic types of quantum critical points illustrating (a) a local
quantum criticality with critical Kondo destruction and (b) a spin density
wave type QCP, where the Kondo breakdown does not occur up to the
region of AFM order. T0 is a crossover temperature scale at which Kondo
screening initially sets in Ref. [11, 95].
metal (δ < δc) from an antiferromagnetic metal (δ > δc). Approaching
to the magnetic side the strength of the Kondo effect is reduced due to
the development of antiferromagnetic correlations among the local mo-
ments. Therefore, at a critical value δloc the screening of local moments
by the conduction electrons is completely destroyed. Hence, a line asso-
ciated with the energy scale Eloc or temperature scale Tloc separates the
localized moments carrying the AFM RKKY interaction from the heavy
quasiparticles arising from interacting f -electrons and conduction elec-
trons with Kondo interaction (Fig. 2.7(a)). This means that the magnetic
ordering transition becomes critical precisely at the same point as the local
problem, δc = δloc. Additionally, Tloc marks the crossover from the small
Fermi surface regime to the large Fermi surface [11, 95, 97, 99, 100].
In contrast, in the universal class of the SDW type quantum phase tran-
sition the energy scale Tloc is independent of the magnetic ordering
(Fig. 2.7(b)). Here, the quasiparticles arising out of the conduction elec-
trons and local moments are present on both sides of the AFM QCP and
form an itinerant magnetically ordered phase in the form of a SDW modu-
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lated state. The breakdown of quasiparticles, which changes the character
of the magnetic order, are distanced from the quantum critical phase tran-
sition, δc 6= δloc. In this picture, an antiferromagnetically ordered heavy
fermion metal arises from an RKKY interaction induced SDW instabil-
ity of the heavy quasiparticles near their Fermi surface. Likewise, heavy
fermion superconductors are considered in terms of the Cooper pairing
instability of the same quasiparticles [11, 95, 99, 100].
Si et al. [95] proposed that the itinerant SDW picture should be applied
for magnetically three-dimensional systems without frustration, while two
dimensional spin fluctuations should be described by a locally quantum-
critical picture. Experimentally, a suitable method to identify the existence
and nature of a QCP in HF systems is to determine the magnetic Grüneisen
parameter Γ(T ) by measuring thermal expansion β(T ) and specific heat
Cp(T ), which leads to a divergence of Γ(T ) at the QCP. The Grüneisen
parameter Γ(T ) is defined as
Γ(T ) ∼ β(T )
Cp(T )
= − 1
Vmol
(∂S/∂p)r
T (∂S/∂T )p
−→∞ at QCP, (2.16)
where S is the entropy and Vmol the molar volume. Within itinerant theory
[101] the Grüneisen parameter at the QCP follows a power law Γ(T ) ∼
T−1/νz , with the correlation length ν and the dynamic exponent z [11].
For instance, in CeNi2Ge2 a value νz = 1 indicates a three dimensional
SDW scenario for the QCP, while YbRh2Si2 possesses νz ∼ 0.7 with an
unconventional quantum critical behavior [102].
2.5.2 The ferromagnetic quantum critical point
For a long time a paramagnetic-to-ferromagnetic transition is well-known
as a second order phase transition at the Curie temperature TC , e.g., for the
elements Fe, Ni and Co. For materials with high TC ferromagnetic (FM)
transitions are experimentally and theoretically well established. In con-
trast, recent experimental studies established that for ferromagnetic ma-
terials with much lower TC the transitions into FM phases are of first
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Fig. 2.8: The schematic phase diagram in the vicinity of a ferromagnetic quantum
critical point (QCP) with first and second order transition together with
the tricritical point (TCP), Ref. [103]; for details see text.
order. In weak itinerant ferromagnets, such as ZrZn2 [88], UGe2 [104],
URhGe [105] and CoS2 [106], the transition can been tuned to different
TC by applying a non-thermal control parameter δ, e.g. pressure or mag-
netic fields. Interestingly, at low temperature the FM transition of for in-
stance MnSi, which shows a long-wavelength helical magnetic structure,
was found to be of first order, while at higher transition temperatures it is
of second order.
A possible explanation of itinerant electron systems at T = 0 was devel-
oped by Belitz et al. [107], which treats the fact that particle-hole excita-
tions are typical for systems with a Fermi surface coupled to the magnetic
order parameter fluctuations. Such ferromagnetic (FM) QCPs are gener-
ally discontinuous or of first order in the absence of quenched disorder
in spatial dimensions d = 2 and d = 3 [103], in contrast to the Hertz
theory for second order transitions [92]. For this reason, FM phase tran-
sitions have to be distinguished qualitatively by their Curie temperatures
TC . For rather low values of TC (viz., close to complete suppression of
FM order) first order transitions are found, while at higher TC values the
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transition is of second order (see Fig. 2.8 for a schematic illustration of
this observation). Necessarily, the two types of transitions connect at a tri-
critical point (TCP). By a non-thermal control parameter the second order
transition can be suppressed to first order at T = 0, if soft modes couple
with order parameter fluctuations. At a FM QCP soft modes are fermionic
particle-hole excitations that are massless at T = 0. With increasing tem-
perature, T > 0, the first order transition diminishes and the soft modes
acquire a mass. Taking into account an additional small magnetic field H
the first order transition splits into magnetic field surfaces or so-called tri-
critical wings. These wings are bounded by lines of second order and end
in a pair of two FM QCPs in the zero temperature plane [86, 103, 107].
In addition to such long-range FM QCPs Belitz et al. [103] have shown
that this phase diagram also applies for any system with a nonzero homo-
geneous magnetization, such as metallic ferrimagnets or canted ferromag-
nets.
Latest theoretical studies identified first order phase transitions with spin
modulated phases arising beyond the tricritical points. Here, quantum
fluctuations reconstruct the magnetic phase diagram, leading possibly to
spiral or nematic phases [108] as schematically indicated in Fig. 2.8 by the
area within the dashed line. Experimentally, all these proposed features
associated to the FM QCP have not proven yet. In this situation, an
important representative itinerant ferromagnetic system with an expected
three dimensional FM QCP is NbFe2 [17], which is assumed to undergo
a transition into a SDW (i.e., a modulated) magnetic structure at low
temperatures.
Various magnetically unstable f - and d-electronic metals are typically lo-
cated close to AFM/FM quantum critical points. By non-thermal con-
trol parameters, e.g. concentration, applied pressure or magnetic fields, a
lot of such systems can be driven to quantum critical behavior, which is
typically identified by unusual physical properties in the resistivity, mag-
netism or specific heat. In many cases very low magnetic moments are
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responsible for magnetic instabilities as in CePt3B1−xSix, Nb1−yFe2+y
and Ta(Fe1−xVx)2. All three systems show weak FM/AFM fluctuations
which are investigated in this thesis regarding their concentration depen-
dency.
3 Experimental methods
For the investigation of (itinerant) magnetism in correlated electron sys-
tems, it is essential to carry out experiments at low temperatures. Espe-
cially, as set out in the preceding chapter, for systems exhibiting effects,
such as quantum fluctuations, close to a quantum critical point it is very
important to suppress thermal effects. Therefore, to investigate the phys-
ical properties, and in particular the magnetic properties, of - as in the
present case - quantum critical alloying systems there are a number of
well-established experimental methods. Hence, during the elaboration of
this thesis bulk properties of the observed materials such as magnetiza-
tion, resistivity and specific heat are measured in different cryogenic sys-
tems (mostly He4 and He3 range) in very high magnetic fields down to
low temperatures were studied here [30, 109–114]. Moreover, for spe-
cific material cases also the magnetic behavior is studied using high pres-
sure techniques with two different pressure cells and employing a com-
mercial SQUID magnetometer. All these types of experiments have been
described in the literature extensively, therefore they will not be covered
further in this chapter.
Furthermore, to characterize the static and dynamic magnetic behavior on
a microscopic scale of systems close to quantum criticality as function of
temperature and/or external fields they can be investigated by different ad-
ditional experimental techniques such as electron spin resonance ESR, nu-
clear magnetic resonance NMR, muon spin rotation/relaxation µSR, neu-
tron scattering, as well as Mössbauer spectroscopy [115–122]. Each of
these techniques has its own typical experimental measuring time win-
dow, which in turn implies that each technique probes a given quantum
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critical system in a unique time and energy interval. Combining these
different experimental tools, and including the results derived from bulk
experimental techniques, yields extensive insights into static and dynamic
magnetic properties of the examined materials. In this chapter, two of the
microscopic experimental methods performed within this investigation are
explained in detail: the muon spin rotation/relaxation µSR and the Möss-
bauer spectroscopy. Here, the common abbreviation µSR is used for both,
the study of muon spin rotation and muon spin relaxation, as both phe-
nomena are observed throughout the same muon decay process.
3.1 The principles of muon spin rotation spectroscopy
The story of µSR begins with a subtle revolution in theoretical physics. In
1956 and 1957, Lee and Yang predicted that any process governed by the
weak nuclear interaction might not have a corresponding "mirror image"
process of equal probability [123]. At almost the same time, Garwin, Le-
derman and Weinrich [124] and Friedman and Telegdi [125] have shown
a dramatic effect in the weak interaction decay of pions to muons with
a maximal parity violation of pions, generating perfectly spin polarized
muons. This was the starting point of µSR spectroscopy. In short, µSR
spectroscopy uses muons implanted into a material to probe the magnetic
and electronic properties of matter at the microscopic level. As for the
other charged leptonic particle/antiparticle pairs, muons exist in two dif-
ferent charge states, the negative muon µ− and the positive antimuon µ+.
Embedded in a solid state system, the µ− behaves like an electron, and can
even form bound states in the potential of the atomic nuclei. In contrast,
the µ+ are pushed away from the atomic nuclei, and because of the pos-
itive charge the antimuon stops on interstitial sites. Here, the muon spin
couples to the local magnetic field and performs a precession movement
in this field. After a short life time the antimuon decays under emission
of a positron in the predominantly direction of its spin orientation. These
positrons are detected as function of their direction, and this information is
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stored together with the time of the muon decay. In this way, in solid state
physics the time and angular dependent spectra of the µ+ spin relaxation
are determined and used.
The following sections (3.1.1 - 3.1.5) provide a short description of the
fundamental properties of muons and the principle of µSR experiments
with positive muons. Only those aspects which are relevant to this work
will be discussed in detail. For an elaborate description of the technique
it is referred to the books of A. Schenck [126], G. Schatz and A. Wei-
dinger [116] and the review articles in the Refs. [122, 127, 128].
3.1.1 Production, decay and implantation of the muons
High energy protons, which can be generated in a particle accelerator, in-
teract with protons or neutrons of the nuclei of a given target (e.g. graphite
in many experiments) to produce positively charged pions (pi+) via the
possible reactions:
p+ p −→ p+ n+ pi+ (3.1)
p+ n −→ n+ n+ pi+. (3.2)
The unstable pions decay after a life time of 26 ns into antimuons and
muon neutrinos:
pi+ −→ µ+ + νµ. (3.3)
Since the pion is spinless and the neutrino has a negative helicity h = −1,
both the neutrino and the µ+ are ejected with spin anti-parallel to their lin-
ear momentum in the pion rest frame. In effect, this allows the production
of a nearly 100% spin polarized µ+-beam. After a mean lifetime of 2.2 µs
the antimuon decays in a process according to:
µ+ −→ e+ + νe + νµ. (3.4)
Now, the positrons are emitted preferentially along the direction of the µ+
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Fig. 3.1: Picture of the angular distribution of positrons emitted via muon decay
with the asymmetry parameter A = 1/3 as a result of integration over
all positron energies, relative to the surrounding detector banks drawn
schematically.
spins in the moment of the decay due to this parity violating decay. In
turn, by measuring the direction of positron emission it allows a determi-
nation of the spin polarization of a µ+ ensemble at the time of decay, and
therefore to investigate the time evolution of the muon spin polarization.
The energy of the emitted positrons varies continuously between zero and
52.83 MeV, depending on the angles φ between the momentum vectors.
The anisotropy of the direction of the positron emission probability with
respect to the muon spin at the decay time is given by
W (φ) = 1 +A cos(φ), (3.5)
with the angle φ between the µ+ spin direction Sµ and the positron mo-
mentum pe+ . The asymmetry parameter A depends on the polarization
of the muon beam and the energy of the emitted positron. For a maxi-
mal positron energy it is found that A = 1, while for integration over all
positron energies it is A = 1/3, cf. Fig. 3.1. Accordingly, on average
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the positrons are predominantly emitted in the direction of the µ+ spin.
For reference, the important properties of the µ+ for the use in solid state
physics are listed in Tab. 4.1.
mass mµ 206.769me ∼ 1.88 · 10−28 kg
charge +e
spin Sµ 1/2
magnetic moment µµ 3.18µp
average life time τµ = t1/2ln2 2.197 · 10−6 s
gyromagnetic ratio γµ 2pi · 135.54 MHz/T
Tab. 3.1: Main physical properties of the positive muon µ+, with the values taken
from the Refs. [116, 126]. µp labels the magnetic moment of a proton.
Experimentally, the muons are implanted into the sample of interest, where
they lose their energy very quickly and come to rest. This way, the µ+ pen-
etrates a few µm to mm into the sample and stops generally at interstitial
sites. This process takes place within 10−10 − 10−9 s. Then, an influence
of the local fields, that are passed by the muon on its way through the
sample can be neglected. Further, the sample is located in a cryostat and
is surrounded by the positron detectors and Helmholtz coils for generating
an external field (see section 3.1.3).
3.1.2 Technique of the µSR measurement
As soon as the muon is located at the interstitial site, the muon spin Sµ
precesses in the local magnetic field B with a Larmor frequency ωµ given
by
ωµ = γµB, (3.6)
where γµ is the gyromagnetic ratio for the muon (cf. Tab 4.1). If the
implanted µ+ are subject to magnetic interactions, their polarization be-
comes time dependent, P µ(t). The time evolution of P µ(t) can be de-
duced by measuring the angular positron distribution as a function of time.
A schematic setup of a µSR spectrometer for such an experiment is shown
in Fig. 3.3. As the positron is emitted after the decay of the muon along
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the axis of its spin, several detectors are placed around the sample in order
to register the positron. Usually there are six positron detectors, which are
named according to their position (Backward, Forward, Right, Left, Up
and Down).
In the time-differential µSR technique, repeated measurements (∼ 107)
are made of the time interval between the µ+-implantation into the sample
and the detection of the emitted positron in a particular direction. The
µSR histogram (Fig. 3.2(a)) shows the corresponding signal oscillation as
a result of the spin precession, together with the exponential decay. The
histogram of positron counts N(t) for each detector are given by:
Ne+(t) = Nbackgr +N0 exp(−t/τµ) [1 +AG(t)] , (3.7)
whereNbackgr is a time-independent background (e.g., mostly from an Ag
plate which serves as sample holder), N0 is a normalization constant and
the exponential function accounts for the time distribution of µ+ decay
times with average τµ. Further, G(t) describes the time dependence of
the µ+-polarization Pµ(t), which can be identified as the projection of
P µ(t) along the direction of the initial polarization P µ(0), i.e., Pµ(t) =
P µ(t) ·P µ(0)/Pµ(0) = G(t)Pµ(0). G(t) reflects the normalized µ+-spin
auto-correlation function
G(t) = 〈Sµ(t) ·Sµ(0)〉
Sµ(0)2
, (3.8)
which depends on the average value, distribution, and time evolution of
the internal magnetic fields and therefore contains all the physics of the
magnetic interaction of the µ+ inside the sample. The time evolution of
the muon spin polarizationP µ(t) is given by the classical Bloch equation:
dP µ(t)
dt
= γµP µ(t)×B, (3.9)
which describes the Larmor precession of P µ(t) around B . The local
magnetic fieldB is the superposition of an internal fieldB int and a possi-
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Fig. 3.2: Schematic illustration of (a) the number of positrons detected in the for-
wardN2(t) and backwardN1(t) detectors and (b) the resulting asymme-
try function A(t) in µSR experiments [122].
ble external applied magnetic fieldBext. Internal fields can originate from
dipolar fields Bdip of localized magnetic moments acting on the µ+ spin
and from the Fermi contact interaction BFermi of polarized conduction
electrons with µ+. In addition, the demagnetization Bdem and Lorentz
BL fields, which can be calculated from the bulk magnetization and de-
magnetization tensor need to be taken into account (see Ref. [126]):
B = Bext +Bdip +BFermi +Bdem +BL. (3.10)
BL originate from macroscopic magnetization of the investigated sample
contribution to the local magnetic field.
The depiction, as shown in Fig. 3.2(b), of the product A G(t) versus t is
often called µSR signal or asymmetry spectrum with an envelope of G(t).
Therefore, two raw data sets N(t) of opposite detectors 1 and 2 are used
to derive the asymmetry spectrum:
AG(t) = N1(t)− αN2(t)
N1(t) + αN2(t)
. (3.11)
This way, the background noise and the exponential decay of the spectra
are averaged, and only the information, which is relevant for the evaluation
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of magnetic signal component of the spectra, is derived. Experimentally,
in general the efficiency of the different detectors differs and we have to
use a coefficient α to compensate this, usually α is close to 1. The exact
value can be determined by fitting the data in transverse field µSR, where
the relaxation is distinctly shorter than the time window [129]. Thus, the
final spectrum is composed of the initial asymmetry, that remains the same
for all further measurements with a given detector constellation and the
time evolution of the polarization of the muon spins:
A(t) = AG(t). (3.12)
Both quantities A(t) and G(t) contain now all the information about the
interaction of the muon with its environment and thus the interesting
physical aspects of the system studied. In an idealized case the asym-
metry parameter is A = 1/3 (see Eq. (3.5)), while in praxis values of
A ∼= 0.20− 0.25 are obtained.
In the case of static local magnetic fields B at the µ+-site, G(t) is given
by
G(t) =
∫
f(B)
[
cos2(φ) + sin2(φ)cos(γµBt)
]
dB, (3.13)
where f(B) is the magnetic field distribution, φ the angle between the
local fieldB (B = |B |) and the initial polarizationP µ(0). The expression
within the square brackets describes the Larmor precession with frequency
ω = γµB of the µ+ spin along the field direction. Only the component of
the µ+ spin perpendicular to the internal field (sin2(φ)) precesses.
The possible presence of different magnetic environments, i.e., different
µ+-stopping sites or domains with different types of ground states, may
be identified by different components in the spin auto-correlation functions
G(t) =
∑
i
aiGi(t). (3.14)
Since the µ+ are uniformly implanted in the sample, the amplitudes ai
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Fig. 3.3: Schematic illustration of the µSR technique with the example of a setup
for a transverse field experiment; for a detailed description see text and
Ref. [126].
(
∑
i ai = A) of the associated volume fractions of different domains are
measured.
All measurements presented in this work were performed at the Paul
Scherrer Institute (PSI), Villigen, Switzerland. Here, the time-differential
(TD) µSR with a continuous muon beam is used. For the time measure-
ment, a "clock" starts when the first detector in Fig. 3.3 (the muon counter)
is passed by the muon, and stops in one of the detectors after decay of the
muon. Also, if two decay events are registered after one entrance event
these will be discarded.
In the present work we are mainly interested in the determination of mag-
netic hyperfine fields at the muon site. These fields are either produced
by magnetic moments within the investigated compound or by externally
applied magnetic fields. In weak transverse fields, zero fields and longi-
tudinal fields µSR experiments are used to study the magnetic behavior,
subsequently these experimental approaches will be introduced.
3.1.3 Weak transverse field µSR measurements
In a weak transverse field (wTF) experiment a magnetic field (of the or-
der of 10 mT) is applied perpendicular to the initial muon polarizationP µ
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(i.e. with a muon spin in z-direction). Then, for all muon spins a mag-
netic field component perpendicular to their orientation exists, even if the
internal field is parallel to the muon spins. For a specific material, wTF
measurements are mostly used in non-magnetic regimes, i.e. in paramag-
netic states. In contrast, for magnetically ordered phasesB int is typically
much smaller thanBext, and thus zero field measurements are more suit-
able (see section 3.1.4). Hence, in the paramagnetic state the depolariza-
tion function G(t) can be analyzed with simple mathematical models (for
e.g. damped harmonic oscillation).
Since in wTF experiments, the external magnetic fields are usually much
larger than any internal fields, only the field inhomogeneity along the di-
rection of Bext, i.e. along the x-axis, has to be considered (Bext >>
σ/γµ). In this case Eq. (3.13) can be simplified and leads typically to two
different models depending on the magnetic field distribution. For an inho-
mogeneous field distribution caused by static nuclear or electronic dipole
fields, the muons located at different sites detect as well slightly different
fields. Such isotropic field distribution results in a loss of polarization by
dephasing of the muons, corresponding in a Gaussian distribution with a
damping cosine signal:
Gx(t) = exp(−12σ
2t2) cos(ωµt+ φ), (3.15)
where σ2 = γ2µM2, with the second moment M2 of the corresponding
field distribution along the direction ofBext, the frequency ωµ of the local
field at µ+ and the phase shift φ. If the field distribution is caused by nu-
clear dipole fields, M2 can be easily calculated and will usually depend on
the direction of Bext. Hence, the comparison of the angular dependence
of the observed depolarization rate σ with the calculated M2 will provide
an additional test for the determination of the µ+ site [127].
Analogously, homogeneous field distribution caused by fluctuating inter-
nal fields leads to an exponential loss of polarization of the precessing
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muon spins. The depolarization function is given by:
Gx(t) = exp(−λxt) cos(ωµt+ φ), (3.16)
where the damping rate λx = σ2/ν is the half width at half maximum of
the Lorentzian distribution function and ν the single fluctuation rate [128].
In particular, further TF experiments are suitable, i.e., for investigations
of magnetic field distributions in type II superconductors or Knight shifts
K = −∆B/Bext. However these are no subjects in this thesis.
3.1.4 Zero field µSR measurements
Zero field (ZF) µSR is a very sensitive method to detect internal magnetic
fields, which are either of electronic origin or caused by nuclear magnetic
moments of the host lattice atoms. The local magnetic fields stem either
from ordered magnetic moments within the sample, or there are random
fields that are static or fluctuating with time. The large magnetic moment
of the muon (µµ = 8.9µNwith the magnetic moment µN of a neutron)
makes the µSR sensitive for extremely small internal magnetic fields e.g.
due to nuclear dipoles.
Static fields
Static magnetic fields are caused by magnetic order in a given material.
Here, the muon spin autocorrelation function G(t) depends sensitively on
the details of the magnetic structure and on the interstitial positions of the
muon. In the simplest case an ordered arrangement of magnetic moments
produces a local hyperfine field of well-defined magnitudeB and direction
at the µ+ site. If there is an angle φ between B and the initial muon-spin
direction, the muon spin will precess around a cone of a semi-angle φ at the
local magnetic field. For a single-domain mono-crystalline sample with a
well-defined internal magnetic field B. The magnetic field distribution
f(B) is corresponding to a δ-function and simplifies Eq. (3.13). Hence,
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G(t) is given by
G(t) = cos2(φ) + sin2(φ) cos(ωµt), (3.17)
with the Larmor frequency ωµ = γµB, where B = |B |.
Further, for the case of zero applied magnetic field it is not ensured that
all muons implanted into the sample are influenced by a magnetic field
component perpendicular to their spin, for instance because of multiple
domains or in case of a polycrystalline sample. Then, on average, 1/3 of
all muon spins are parallel to the local internal fields and do not precess
along the field direction (cf. Eq. (3.5) and Fig. 3.1). In this case the µSR
spectra present oscillation of about 1/3 corresponding to the internal mag-
netic field at µ+ site. Hence, for polycrystalline structures an average of
the angular dependence yields
G(t) = 13 +
2
3 cos(ωµt+ φ). (3.18)
The second term represents the spontaneous µ+ Larmor precession in the
internal field. The precession signal becomes only maximal forB⊥P µ.
For real materials the situation is often even more complicated, thus certain
field distributions are considered. Such distributions may arise from dis-
order, dynamic behavior or additional internal fields as for instance from
static nuclear or electronic dipole fields. In that case, a more complex time
evolution of the depolarization function G(t) is generated.
Due to nuclear magnetic moments or to randomly frozen electronic spins
the strength of the local internal magnetic field is depended from a Gaus-
sian distribution of width ∆/γµ. Hence, the field distribution is centered
around zero and no spontaneous frequency is observed. GKT (t) is given
by the static Kubo-Toyabe function:
GKT (t) =
1
3 +
2
3
(
1−∆2t2) exp(−12∆2t2). (3.19)
where the width ∆2/γ2µ represents the second moment of the local field
3.1 The principles of muon spin rotation spectroscopy 47
distribution at the muon site. Such a depolarization function is characteris-
tic for a paramagnetic state where the muon depolarization is only depend-
ing on the dipolar fields from the nuclear moments which appear randomly
oriented and static within the µ+ lifetime. The origin of the function shows
two characteristics, first GKT (t) decrease from unity to a minimum with
GKT (t) ∼= exp(−∆2t2) at the beginning times (t << ∆−1) and then
recover to an average value of one-third after a short relaxation time.
In another case, a material with an incommensurate magnetic structure
(described by one q wavevector) exhibits a sinusoidal distribution of the
internal field, given by a strongly damped oscillation of the Bessel function
j0 [127, 130–132]:
GBssl(t) =
1
3 +
2
3j0 (ωµ,maxt+ φ) , (3.20)
where ωµ,max = γµBmax represents the cutoff field of the local field
distribution at the µ+ site. Therefore, incommensurate spin modulation
structures are well described by GBssl(t) (e.g. UNi2Al3, CeCu6−xAux
[127]). Again the 1/3 term of the magnetic component is caused by the
fraction of the muon ensemble for which the static internal field at the
µ+ site is parallel to the initial µ+ polarization. The term containing the
Bessel function describes the muons precessing in a modulated internal
field. In contrast, commensurate magnetic structures reveal a sharp local-
field distribution at the µ+ site.
Fluctuating fields
The µSR spectra taken in non-magnetic regimes are determined by dy-
namics caused by the fluctuations of magnetic moments producing the
local magnetic fields and eventually in addition by muon diffusion. The
latter phenomenon is of no relevance to the experiments presented here
and therefore is not considered further.
For the analysis of magnetic fluctuations, first of all it is to be noted that
electronic and nuclear moments fluctuate on rather different time scales
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(νspin; νnuc). Commonly, at high temperatures, in non-magnetic regions,
the fluctuations of electronic dipolar moments are very fast with the effect
that the fields they produce at the muon site are negligible on average.
In the following the most common case of time dependence of the Gaus-
sian distribution of internal fields are discussed. In fluctuating fields the
static Kubo-Toyabe functionGKT (t) of the Gaussian distribution (for dis-
ordered quasi static nuclear moments) is modified to the so called dynam-
ical Kubo-Toyabe function GdynKT (t) to account for fluctuations from elec-
tronic spins in magnetically disordered regions, which with the exception
of some limiting cases, cannot be expressed analytically. Numerical re-
sults for GdynKT (t) are available in form of tables that are automatically
used for fittings of experimental data. Nevertheless using for calculating
of the strong collisions model [129] implies that every fluctuation destroys
the correlation between the field distribution before and after the event
completely. However, for different approximations of fluctuation GdynKT (t)
can be specified. For fast fluctuations (ν/∆ >> 1) muons interact with
the spin fluctuations and the depolarization function is characterized by a
weak decreasing exponential function:
Gfast(t) = exp(−2∆2t/ν) ≡ exp(−λt), (3.21)
where ν characterize the fluctuation rate. The depolarization rate describes
the spin-lattice relaxation (2∆2/ν = λ) and involves spin-flip transitions
induced by the fluctuating magnetic fields with components perpendicular
to P µ(0).
On the other hand, in the case of T → 0 slow fluctuations (ν/∆ << 1)
are given by the static Kubo-Toyabe function GKT (t) with an additional
damping in the 1/3 term at longer times:
G(t) = 13 exp(−
2
3νt) +
2
3(1−∆
2t2) exp(−12∆
2t2). (3.22)
In contrast, for the analysis of magnetic fluctuations (T → TC) slow fluc-
tuations lead to a oscillation (not symmetrical) in the µSR spectra around
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1/3 with an additional damping of the signal, given by
Gmag(t) =
1
3 exp(−λLt) +
2
3 cos(ωµt+ φ) exp(−λT t), (3.23)
with a longitudinal damping λL, which describes the dynamics of mag-
netic moments in the muon region, and a transversal damping λT , which
comes from the dynamics of neighbor moments and the field distribution
of the µ+ site of local disorder in the long-range magnetic order. Thus
applies: λL ∼ νspin and λT >> λL. Therefore, a very small λT indicates
static magnetic order.
3.1.5 Longitudinal field µSR measurements
Muon depolarization can arise from either static or fluctuating field dis-
tributions, because of some intrinsic properties of the sample, of the µ+
position, or of muon diffusion. In zero field µSR experiments it is not
possible to distinguish between these possibilities. However, this can be
accomplished by a set-up of longitudinal field (LF) µSR measurements,
applying external fields BLF parallel to the initial muon spin polariza-
tion P µ(0). By choosing BLF to be much stronger than internal fields
(γµBLF /∆ >> 1) some decoupling of the µ+ spins from the randomly
oriented internal static fields occurs, i.e. any static distribution of the in-
ternal fields will not affect the time evolution of the µ+-polarization. For
internal fields that are Gaussian distributed, the depolarization function
GstatKT,LF (t, BLF ) [129] as function of an applied field is given by
GstatKT,LF (t, BLF ) = 1−
2∆2
γ2µB
2
LF
[
1− exp(−12∆
2t2) cos(γµBLF t)
]
+ 2∆
4
γ3µB
3
LF
∫ t
0
exp(−12∆
2τ2) sin(γµBLF τ)dτ,
(3.24)
where the width ∆ represents the Gaussian field distribution and ν the
fluctuating rate. It has to be considered that this calculation assumes that
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the external field does not reorient the dipoles which give rise to the in-
ternal fields at the µ+ sites. For strong BLF the depolarization function
vanishes, i.e. GstatKT,LF stays constant at ∼ 1. Analogous to the very fast
dynamics, the muon spin does not precess and remains in its µ+ implan-
tation position. In analogous form the Lorentzian function describes the
field distribution for dilute dipole moments, whilst Gaussian field distribu-
tions are applicable for concentrated dipole moments.
Internal field dynamics, resulting either from the muon hopping (with a
hopping rate Γ) between different interstitial sites or from internal fluctu-
ating fields, can be accounted within the strong collision approximation
[129]. Assuming that the local field changes its direction at a time t and
that the internal field after such a "collision" is chosen randomly from the
distribution and is entirely uncorrelated with the field before the collision
distribution. Hence, the total muon polarization is a superposition of the
polarization function g(n)(t) of each muon under consideration of the ex-
perienced field change at time t, given by:
GdynKT,LF (t) =
∞∑
0
g(n)(t)
= g(0)(t) +
∑
0
∞ν
∫ t
0
g(n−1)(t− t′)g(0)(t′)dt′
= g(0)(t) + ν
∫ t
0
GdynKT (t− t′)g(0)(t′)dt′ (3.25)
where g(0)(t) = g(t) exp(−νt) characterizes the field distribution with-
out an experienced field change at time t. This expression can be evalu-
ated by numerical integration for any internal field distribution (i.e. Gaus-
sian or Lorentzian ) with an applied external field similar to the one ob-
served in zero field (Eqs. (3.21)-(3.23)). For fast fluctuations of the inter-
nal fields, i.e., in the spin-lattice relaxation regime, induced irreversible
spin-flip transitions will lead to a depolarization with λ = (2∆2/ν)/(1 +
(γµBLF /ν)2) [127, 129, 133, 134].
Hence, using LF µSR, the dynamic contributions to the internal fields can
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be separated from static sources and is approached in different cases in
dependence of the correlation time.
3.2 Mössbauer spectroscopy
In 1957, Rudolf L. Mößbauer discovered the recoilless nuclear resonance
absorption and emission of γ-quanta [135]. After its discoverer this ef-
fect is called the Mössbauer effect. Nowadays, the experimental technique
developed to utilize this effect, the Mössbauer spectroscopy, is one of the
most sensitive nondestructive techniques for analyzing the chemical bond-
ing, hyperfine magnetic splitting and local crystallographic symmetry of a
probe nuclei embedded in a solid state material.
The Mössbauer effect can be observed in an experimental arrangement of
specific γ-rays directed onto an absorber material, with a γ-detector either
in transmission or reflection to measure the absorption signal. For the spe-
cific case of 57Fe Mössbauer spectroscopy 57Co serves as γ-ray source.
(The amount of the isotop 57Fe in natural iron is only about 2 %.) In the
formed radioactive decay of the nuclide 57Co the excited state of the Möss-
bauer nucleus 57Fe is formed after electron capture from the atomic shell.
The 57Fe nucleus, under transition from the excited state (3/2)− into the
ground state (1/2)−, emits a γ-quantum with an energy of 14.4 keV and
a life time τ = 98 ns. To adjust for resonance absorption in the absorber,
the energy of the γ-quantum emitted at the source is controlled by moving
source and absorber with respect to each other, this way making use of the
γ-quantum energy shift via Doppler effect. The γ-radiation passing the
absorber is detected by a γ-detector behind the absorber in case of trans-
mission spectroscopy, this way yielding the sample specific Mössbauer
spectrum.
The hyperfine structure of such Mössbauer spectra yields information
about the observed nucleus (e.g. nuclear magnetic moments, electric
quadrupole moments) and the electronic properties of the local atomic en-
vironment. In the following section 3.2.1 the Mössbauer effect will be
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explained in detail. Subsequently, the experimental information obtain-
able by Mössbauer spectroscopy is reviewed. For further reviews of the
technique it is referred to the books of H. Wegener [136], P. Gütlich [137],
D. Barb [138] and G. Schatz [116].
3.2.1 Mössbauer effect
The Mössbauer effect is a recoilless absorption and emission process of
γ-rays by atomic nuclei embedded in a solid. In principle, for a transition
of a certain nucleus from an excited energy level Ea into a lower energy
state, viz., the ground state Eg , with the accompanying emission of γ-
rays, this emission generally causes a recoil of the nucleus. However,
Mössbauer discovered the possiblity to have such transitions in which the
recoil is absorbed by the whole crystal the emitting nucleus is bound into.
γ-rays are a type of radioactive radiation resulting from a transition of a
nucleus from an excited high-energy state to a lower energy state. The
energy of the emitted γ-ray Eγ corresponds to the energy difference of the
two nuclear states, E0, minus the energy ER that is lost as recoil to the
emitting atom and a velocity dependent Doppler energy shift ED [116].
For a source moving with the velocity v, the frequency of the observed
quantum shifts in the direction of movement via the Doppler effect in ac-
cordance with ω → ω0(1 + v/c):
Eγ = ~ω = ~ω0 − ~
2k2
2M + ~(k · v)
= E0 − ER + ED. (3.26)
An energy state of the nucleus with mean life time τN has an energy un-
certainty Γ = ~/τN with a natural line width Γ. Correspondingly, the line
spectrum of the emitted γ-rays leads to a Lorentz distribution around the
energy E0 with full width at half maximum (FWHM) Γ/~:
I(E) = const
(E − E0)2 + (Γ2 )2
(3.27)
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Fig. 3.4: The energy shift between absorption and emission lines after recoil of
γ-quanta with a transition energy ∆E, cf. Refs. [116, 137].
For example, 57Fe has a line width Γ of 4.7 · 10−9 eV with a transition
energy of E0 = 14.4 keV and a life time τN = 1.41 · 10−7 s. This transi-
tion energy leads to a large recoil with a rather large life time and in turn
a very small line width. Correspondingly, the effective line width, which
composed out of the natural and the Doppler line width, is also very small.
Consequently, if there is recoil to be taken into account for emission and
absorption of these 57Fe γ-photons, the emission and absorption lines do
not overlap, and thus there is no reabsorption of γ-radiation in the ensem-
ble of Fe nuclei (see Fig. 3.4).
Qualitatively, in solid materials the situation is different. Here, the nu-
clei are strongly bound into a crystal lattice and do not recoil in the same
way. The recoil energy is negligible because of the large lattice mass M
on which the recoil acts (ER ∼ 1/M ). In effect, there is (almost) no en-
ergy shift between the emission and absorption lines, and a reabsorption of
γ-photons by the same type of nuclei is possible.
More precisely, the recoil energy is absorbed by lattice vibrations. The
energy of these vibrations is quantized in units known as phonons. At low
enough temperatures there is only a finite probability of a phonon to be
excited. In the case that no phonons are excited, the Mössbauer effect oc-
curs. Now, the non-shifted emission line becomes rather narrow without
a broadening of the Doppler effect. The recoil-free fraction of γ-emission
54 Experimental methods
is denoted by the Debye-Waller Factor fD(T ). In these cases, since the
recoil energy is negligible, the emitted gamma rays have the appropriate
energy and resonance absorption can occur. With the approximation of a
harmonic oscillator for the potential, in which an atomic nucleus is resid-
ing, this factor becomes
fD = exp
(−k2 〈x2〉) , (3.28)
with
〈
x2
〉
the mean square oscillation amplitude of the nuclei in γ-ray
direction.
The exact form of
〈
x2
〉
depends on the phonon density of states for a
given crystal lattice. For real solids, the phonon frequency spectrum often
is approximated by the Debye model. It describes the lattice oscillations
in a solid as a continuous phonon spectrum with a density of states of
Z(Ω) = 9N~3Ω2/k3BΘ3D, the Debye frequency ΩD = kBΘD/~ and the
material specific Debye temperature ΘD. The Debye temperature depends
on strength of bounding from a nuclei into the crystal lattice, e.g. in case
of pure iron ΘD(Fe) = 470 K. After all, at low temperatures T <<
ΘD it leads to a T 2 dependency of
〈
x2
〉
, which transforms into a linear
dependency at high temperatures T >> ΘD. At low temperatures the
Debye-Waller factor follows
fD(T ) = exp
{
−~
2k2
2M
3
2kBΘD
[
1 + 2pi
2
3
(
T
ΘD
)2]}
. (3.29)
For the detection of the Mössbauer effect, the factor fD(T ) should be
as large as possible. This can be achieved by a small recoil energy
Eγ , with measurements at low temperatures T and for a Debye temper-
ature ΘD [116].
3.2.2 Second order doppler shift
An additional shift of the emission and absorption lines with respect to
each other for a given nucleus in Mössbauer spectroscopy is caused by a
3.2 Mössbauer spectroscopy 55
relativistic effect, the second order Doppler effect. It induces a frequency
shift of the emitted γ-rays because of thermal oscillations of the atoms.
The second order Doppler shift derived from
ω = ω0
√
1− v
2
c2
+ k · v = ω0 + k · v − ω
2
0v
2
2c2 + · · · , (3.30)
with the wave vector k and the frequency ω in the rest frame of the ob-
server and the frequency ω0 in the rest frame of the emitter. In contrast
to the first term linear in v (the linear Doppler effect), the second term,
the second order Doppler shift, is independent of the velocity direction.
On average, the mean velocity < v > of the nucleus (by averaging over
the velocity of an oscillation during the emission time) is zero. However,
the mean square velocity < v2 > is not necessarily zero and can shift the
Mössbauer lines as function of experimental parameters. The second or-
der Doppler shift is dependent on variations of i.e. temperature, pressure
or Debye-temperature.
Mössbauer spectra of real materials consist of one or more resonance lines.
The number and positions of these lines with respect to the relative ve-
locity between source and absorber are the result of interactions between
atomic nuclei and local electric and/or magnetic fields. These interactions
result in the isomer shift of resonance lines, the occurrence of a quadrupo-
lar splitting and a magnetic splitting of the resonance lines.
3.2.3 Isomer shift
The isomeric shift is a shift of atomic spectral lines as a result of the re-
placement of one nuclear isomer by another. The isomeric shift provides
important information about the nuclear structure and the physical and
chemical environment of atoms. Specifically, in Mössbauer spectroscopy
it is due to the combined effect of the recoil-free Mössbauer transition oc-
curring in different local environments during emission and absorption of
the γ quanta.
The isomeric shift depends on different excited nuclear states with differ-
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ent radii. The enlarged nucleus exhibits, due to the electrostatic interaction
between nucleus and electron shell a monopole energy EI at the nucleus:
EI =
Ze2
60
|ψ(0)|2 〈r2〉 (3.31)
with a mean quadratic radius
〈
r2
〉
, a electric charge Ze and a probability
density of the electrons at the nucleus |ψ(x = 0)|2.
In the experimental arrangement of Mössbauer experiments the isomeric
shift occurs between the different local environment in the source com-
pared to the absorber (see Fig. 3.5 as an example of 57Fe). At the transi-
tion of an excited state a to the ground state g, the radius of the nucleus
changes. This leads to a change in the charge distribution and an altered
electrostatic interaction energy between the nucleus and the electron shell.
In addition, a different probability of the presence of s-electrons in the
source |ψ(0)|2Q and in the absorber |ψ(0)|2A contributes to the isomeric
shift:
δEI =
Ze2
60
(
|ψ(0)A|2 − |ψ(0)Q|2
)(〈
r2
〉
a
− 〈r2〉
g
)
. (3.32)
For the experimental arrangement of the Mössbauer effect, where the
source is moved with respect to the absorber, leading to an energy shift
between source and absorber because of the Doppler effect, the isomer
shift is then written in terms of the velocity of the source at resonance:
viso =
Ze2c
60~ω0
(
|ψ(0)A|2 − |ψ(0)Q|2
)(〈
r2
〉
a
− 〈r2〉
g
)
(3.33)
3.2.4 Electric quadrupole splitting
If the Mössbauer nucleus has a quadrupole moment Q, it leads to a
quadrupole splitting if there is an electric field gradient at the site of the
nucleus. A nucleus that has a spin quantum number I > 1/2 has a non-
spherical charge distribution with a splitting of the energy states of the
nucleus into (I + 1/2) sublevels, cf. Fig. 3.5. These sublevels are charac-
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Fig. 3.5: Energy level diagrams for 57Fe with an isomer shift and an additional
electrical quadrupole interaction (a) or magnetic hyperfine field (b) [137].
The case of simultaneously observing an electrical quadrupole interaction
and an additional magnetic hyperfine field is much more complicated and
not depicted.
terized by the magnetic spin quantum number mI .
The electric quadrupole interaction between nuclear moments and the
electrical field gradient (∇Eij = − ∂2V∂xixj = −Vij) gives rise to a split-
ting of the nuclear energy levels. Here, Vij are components for a traceless
tensor of the electric field gradient. For Vij contribute only charges, which
are not located at the nucleus. The asymmetry parameter η is defined as
η =
(
Vxx − Vyy
Vzz
)
(3.34)
with |Vxx| ≤ |Vyy| ≤ |Vzz| (and thus 0 ≤ η ≤ 1) in a suitable coordi-
nate system. Now, the electric field gradient can be specified by the two
parameters Vzz and η. For the energy of the quadrupole splitting it follows
EQ =
eQVzz
4I(2I − 1)
[
3m2I − I(I + 1)
](
1 + η
2
3
) 1
2
. (3.35)
In principle, for an exact calculation the components Vij have to be de-
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termined based on the contributions of lattice ions, of the valence elec-
trons and conduction electrons. The determination of the spatial distribu-
tion of the conduction electrons is quite difficult, and essentially requires
band structure calculations in non-cubic solids. Instead, and simplified,
the point charge model is often used as an approximate approach, with
Vzz = (1− γ∞)Vzz(lat) + (1−R)Vzz(elec), (3.36)
as superposition of an electric field gradient of the lattice Vzz(lat) and
of the valence electrons Vzz(elec). The polarization of the atomic shell
by electric fields of valence electrons and the crystal lattice are taken into
account by the Sternheimer factor R and γ.
Vzz(lat) can be easily calculated within the point charge model as all con-
tributions of the lattice are added and the point of origin is assumed to
be in the center of the nucleus. Hence, the total electric field gradient is
determined as
Vij(lat) =
Ze
4pi0
∑
α6=0
1
r5α
 3x
2
α − r2α 3xαyα 3xαzα
3xαyα 3y2α − r2α 3yαzα
3xαzα 3yαzα 3z2α − r2α
 ,
(3.37)
with the vector rα =
(
x2α + y2α + z2α
)1/2
of the point charge α.
Experimentally, in Mössbauer spectroscopy the electric quadrupole inter-
action shows up as a symmetric splitting of resonance lines around the
isomer shift viso (see Fig. 3.5). In result, the quadrupole transition en-
ergy ∆EQ of an excited level (I = ±3/2 and mI = ±3/2,±1/2) to the
ground level (I = ±1/2 and mI = ±1/2) of, in this case 57Fe, amounts
to
∆EQ =
eQVzz
2
(
1 + η
2
3
) 1
2
. (3.38)
This in turn leads in terms of the Doppler shifted energy of the source
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measured as velocity to a Mössbauer line splitting of
∆v = eQVzzc/2~ω0. (3.39)
3.2.5 Hyperfine splitting in magnetic fields
Magnetic hyperfine splitting can be described by a dipole interaction be-
tween a nuclear magnetic momentµ and a magnetic fieldB . The magnetic
field may either stem from local magnetic moments or from externally ap-
plied magnetic fields. The magnetic field leads to a Zeemann splitting of
the energy levels of the nucleus into (2I+1) hyperfine levels (cf. Fig. 3.5):
E = −µ ·B = µBmI
I
. (3.40)
In the absence of quadrupolar splitting, a resonance spectrum of six dif-
ferent lines can be observed for 57Fe. Under consideration of the selection
rule |ma −mg| ≤ 1 for the excited state (ma) and the ground state (mg),
the six lines correspond to transitions with changes of the magnetic quan-
tum number mI = 0,±1 (Fig. 3.5). This in turn leads to a transition
energy from the excited (a) to the ground state (g) as
∆E =
(
Ea − µaBma
Ia
)
−
(
Eg − µgBmg
Ig
)
= ~ω0 −B
(
µa
ma
Ia
− µgmg
Ig
)
. (3.41)
In terms of the source velocity it causes a splitting
v = c
~ω0
(
mg
µg
Ig
−maµa
Ia
)
B. (3.42)
Microscopically, the magnetic field at the nucleus is a superposition of a
constant nuclear term and a variable magnetic term, which is influenced
by the details of the electronic structure. The total effective magnetic field
60 Experimental methods
is given by
B = Bcontact +Borbital +Bdipolar +Bextern. (3.43)
Here, the main contribution is provided by the Fermi contact field
Bcontact, which arises from s-electrons with either spin ↑ or spin ↓ at the
nucleus as a consequence of spin polarization of the inner filled s-shells
by spin-polarized partially filled outer shells. This polarization is due to
unpaired electrons in the d- or f -orbitals causing a different probability
density of s-electrons with spin ↑ and spin ↓ at the nucleus. This can be
expressed as
Bcontact = −8pi3 µ0µB
(
|ψs↑(0)|2 − |ψs↓(0)|2
)
(3.44)
Furthermore, a contribution Borbital arises from the orbital motion of va-
lence electrons with the orbital momentum quantum number L:
Borbital =
2µ0µB
4pi 〈r
−3〉〈L〉. (3.45)
In transition metals L is usually quenched by interactions with the crystal
field, but it can be substantial in rare earth ions.
The spin-dipolar field Bdipolar arises from dipolar interactions between
the nucleus and the total electron spin moment S of for instance the 3d- or
4f -electrons. Bdipolar can be expressed as
Bdipolar = −2µB〈S〉〈r−3〉〈3 cos2 θ − 1〉. (3.46)
Again, in transition metal compounds the magnitude are zero in conse-
quence of cubic symmetry this field, but it can be substantial in rare earth
materials.
For an arbitrary material, all contributions may have an ef-
fect and add to the total internal effective magnetic field
Bint = Bcontact + Borbital + Bdipolar. By applying an external
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magnetic field of known size and direction, the size and the direction of
the internal effective magnetic field Bint of the investigated material can
be determined.
For example, in pure α-iron metal the Fermi contact at 57Fe field supplies
the largest contribution of Bcontact = −47 T, which is reduced from spin-
polarized s-electrons due to the 3d-electrons. However, the remaining
magnetic fields add a value of ∼ +14 T. This yields to a total magnetic
hyperfine field at the nucleus of about −33 T with a magnetic momentum
of the excited state of µa = −0.1534µN oriented against the alignment
of the external magnetization [116, 136].
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4 Non-centrosymmetric heavy
fermions: CePt3B1−xSix
In this chapter a series of experiments by means of various bulk and mi-
croscopic measurements of an alloyed series of the non-centrosymmetric
system CePt3B1−xSix for 0 ≤ x ≤ 1 is presented. More specifically,
the magnetic phases of the heavy fermion superconductor CePt3Si and the
isostructural CePt3B are investigated by replacing boron by silicon. The
increasing electron correlations with replacement of B by Si leads to the
disappearance of one magnetic phase of CePt3B, while a second magnetic
state seems to persist. Thus, the aim of this chapter is to characterize the
magnetic phase diagram in CePt3B1−xSix and to explore the correlation
between magnetic order and unconventional superconductivity in CePt3Si.
4.1 Basic properties of CePt3Si and CePt3B
Throughout the past three decades topics of prime interest in the field of
studies on heavy fermion superconductors are the mechanisms of the pair-
ing and the symmetry of the superconducting state [139, 140]. For con-
ventional superconductors with a spin singlet state, it is predicted by the
Bardeen-Cooper-Schrieffer (BCS) theory that an electron-phonon medi-
ated process produces pairing of electrons to Cooper pairs. In contrast, for
the spin triplet state in unconventional superconductors there are strong
arguments that the binding of electrons to Cooper pairs occurs via spin
fluctuations [7].
In this context, CePt3Si is the first heavy fermion superconductor with a
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lack of inversion symmetry of its crystallographic lattice [15], cf. sec-
tion 2.2.3. This causes a spin-orbit splitting of the Fermi surface, which
might generate chiral spin states [141]. A pure spin triplet pairing in such a
non-centrosymmetric system is excluded because of fundamental symme-
try arguments [142]. However, CePt3Si exhibits an anomalously large su-
perconducting upper critical field Hc2 ≈ 5 T [15]. To resolve this conflict,
nowadays the common view is that the superconducting pairing involves
an admixture of a spin-singlet and triplet state. Still, up to now, a com-
prehensive explanation of superconductivity in these non-centrosymmetric
systems is lacking.
Therefore, CePt3Si has been the focus of very intensive research efforts
in recent years [15, 51, 144–150]. This system exhibits an unconventional
heavy fermion superconducting ground state (γ = 0.39 J/mole K2) below
Tc = 0.75 K (0.45 K in a high quality single crystal [147]; discrepancy has
not been resolved so far). This superconducting state coexists with a long-
range antiferromagnetically ordered state, with an ordering wave vector
q = (0, 0, 0.5) of strongly reduced moments µord = 0.16µB /Ce atom
being detected below the Néel temperature TN = 2.2 K (see Fig. 4.1(b)
for the spin structure) [143, 151, 152].
By contrast, the isostructural system CePt3B does not show superconduc-
tivity at low temperatures and no heavy fermion behavior [16]. Both
CePt3Si and CePt3B crystallize in the tetragonal non-centrosymmetric
CePt3B structure (space group P4mm) at ambient pressure with lattice
parameters a = 4.072/4.003 Å and c = 5.442/5.075 Å for the Si/B com-
pound, respectively (Fig. 4.1(a)) [15, 16, 146]. With these much smaller
lattice parameters of CePt3B, compared to CePt3Si, it might be argued
that chemical pressure effects take place here, that in some sense CePt3B
would represent a high pressure variant of CePt3Si. However, with the re-
placement of silicon by boron the electron count is lower by one electron
in CePt3B. Naively, one could argue that this should tend to weaken the
hybridization strength because of a lower electron density corresponding
to a reduced chemical pressure. Thus, from hand-waiving it is not obvious
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(a) (b)
Fig. 4.1: (a) The crystal structure of CePt3Si and CePt3B [15] and (b) the magnetic
structure of CePt3Si below the Ne´el temperature TN [143]; for details see
text.
if CePt3B should be considered a high or low pressure variant of CePt3Si.
Effectively, the experimentally observed physical properties of CePt3B ap-
pear to lead to the conclusion that this material is a local moment magnet
with much weaker electronic correlations than CePt3Si. Based on ther-
modynamic and transport experiments it has been established that CePt3B
undergoes two magnetic transitions at low temperatures, the first one into
a state of essentially antiferromagnetic (AFM) nature below TN = 7.8 K,
the latter one into a state with a weakly ferromagnetic (FM) signature be-
low TC ∼ 4.5 − 6 K [16, 146]. To account for the two magnetic phases
in CePt3B one would argue that there is a transition of large magnetic
moments (order of magnitude ∼ µB) into an antiferromagnetic struc-
ture below TN , which transforms into a weakly ferromagnetic state be-
low TC through canting of the magnetic moments. Within this line of
thought, the canting might be a consequence of the lacking inversion sym-
metry, as this would give rise to an additional magnetic exchange term,
the Dzyahloshinskii-Moriya (DM) interaction [153, 154]. In addition to
66 Non-centrosymmetric heavy fermions: CePt3B1−xSix
the magnetic coupling according to the Heisenberg model,
HˆH =
∑
i,j
Ji,jSi ·Sj , (4.1)
with the magnetic coupling constant Ji,j and i, j next neighbor spins Si,j ,
in non-centrosymetric systems the DM interaction contributes to the cou-
pling by a term
HˆDM =
∑
i,j
Dij (Si ×Sj ), (4.2)
with Dij the DM coupling vector. In non-centrosymmetric systems Dij
will aligned perpendicular or parallel to the connecting line of the two
spins, depending on the symmetry. Therefore the spins are trying to adjust
themselves at right angles in a plane perpendicular to the vector Dij . In
combination with an antiferromagnetic Heisenberg exchange, this often
leads to a canting of spins at a small angle. This in turn creates a weak
ferromagnetic moment from the canting, which is perpendicular to the spin
axis of the antiferromagnet [115]. Overall, here in CePt3B, a combination
of ferro-, antiferromagnetic or orthogonal couplings in the lattice might
produces complex magnetic states such as for instances canted or helical
structures [155–157].
Surprisingly, in a recent study of the magnetically ordered phases of
CePt3B by means of neutron scattering and µSR this scenario could not
be verified [158]. On the one hand, in µSR experiments both transitions
TN and TC have been identified in agreement to bulk measurements. As
well, the muon precession frequency suggests the presence of a fairly large
ordered magnetic moment (∼ 1µB /Ce atom) in both phases. On the other
hand, in neutron powder diffraction no additional intensity from scattering
in the magnetically ordered phase has been observed. As yet, this failure
to detect magnetic intensity in neutron scattering is not understood.
Given that CePt3Si and CePt3B are isostructural, the question if there is a
relationship between the magnetically ordered phases in both compounds
arises. One possible route to study this topic is the alloying and pressure
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experiments on the series of the materials CePt3B1−xSix for 0 ≤ x ≤ 1,
which will be presented below.
4.2 Sample preparation and structural analysis
The polycrystalline samples of the series CePt3B1−xSix, 0 ≤ x ≤ 1,
studied here have been prepared by E. Bauer, TU Vienna, by means of
high frequency melting of the constituents in stoichiometric ratio under
argon atmosphere in a water-cooled copper crucible.
Subsequently the samples have been annealed at 880◦C for 14 days in
evacuated quartz tubes. Metallurgically, the materials have been charac-
terized by means of powder x-ray diffraction. All samples crystallize in
a tetragonal lattice with the space group P4mm, in agreement with the
Refs. [15, 16, 159]. Within experimental resolution (∼ 10 vol.%) no sec-
ondary phases have been detected in the diffraction spectra. The lattice
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Fig. 4.2: The tetragonal lattice parameters a and c versus silicon concentration x
for CePt3B1−xSix, 0 ≤ x ≤ 1, under inclusion of the data for CePt3B
taken from Ref. [146] and CePt3Si from Ref. [15].
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x 0.0 [146] 0.2 0.4 0.6 0.8 1.0 [15]
a (Å) 4.004 4.025 4.043 4.068 4.075 4.072
c (Å) 5.075 5.140 5.207 5.286 5.377 5.442
V (Å3) 81.36 83.27 85.11 87.48 89.29 90.23
Tab. 4.1: Tetragonal lattice parameters a and c, together with the unit cell volume
V of CePt3B1−xSix for 0 ≤ x ≤ 1 (space group P4mm).
parameters a and c as determined from x-ray diffraction are summarized
in Tab. 4.1.
Further, Fig. 4.2 visualizes the significant increase of the lattice parame-
ters upon replacing boron by silicon, with a basically linear evolution of
the lattice parameters in accordance with Vegard’s law [160]. Overall, re-
placing boron by silicon leads to an increase of the unit cell volume by
about 10% (Tab. 4.1). This increase of the unit cell volume V corresponds
to a negative chemical pressure of about 16 GPa using the bulk modulus of
162 GPa of CePt3Si [161]. Notably, the change of the c lattice parameter is
much larger (about 7% from CePt3B to CePt3Si) than the a lattice param-
eter (less than 2%), which indicates some anisotropy of this chemically
exerted pressure.
4.3 Magnetic behavior of CePt3B1−xSix
The DC susceptibility and magnetization of CePt3B1−xSix for 0 ≤ x < 1
were measured employing a commercial SQUID magnetometer, at tem-
peratures ranging from 1.8 to 300 K in magnetic fields up to 5 T.
For the following analysis of the phase diagram the data measured for
CePt3B1−xSix with x = 0.2 and 0.4 is included. This data is taken from
the PhD thesis of M. Bleckmann [162].
In ordinary metals, the spins of the free conduction electrons give rise to
the Pauli paramagnetism. In an applied magnetic field the electron band is
spin-split into two sub-bands, one with spin-up, the other with spin-down.
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Then, the almost temperature independent Pauli susceptibility is given by
χP =
µ0M
B
= µ0µ2BN(EF ), (4.3)
with the density of states at the Fermi energy N(EF ). Correspondingly,
since χP ∝ N(EF ) ∝ m∗ with the effective mass m∗ of the electronic
quasiparticles, the Pauli susceptibility is a measure for the mass enhance-
ment of the electrons. Thus, for heavy fermion materials a largely en-
hanced Pauli susceptibility is observed.
In addition, due to the localized 4f - or 5f -moments, heavy fermion sys-
tems exhibit a Curie-Weiss-like behavior in the susceptibility at high tem-
peratures. Altogether, in heavy fermions a crossover from high tempera-
ture Curie-Weiss-like to low temperature Pauli-paramagnetic behavior oc-
curs on a material specific temperature scale labeled T ∗. The properties of
the strongly correlated electron system at temperatures T < T ∗ can usu-
ally be explained by the Fermi-liquid theory, cf. chapter 2.1. Regarding
the sample series CePt3B1−xSix one would naively expect an increasing
susceptibility with increasing x at low temperatures, which reflects an en-
hancement of electronic correlations. We will see in this chapter that this
is not the case, cf. Fig. 4.3.
In Fig. 4.3 the temperature dependence of the magnetic susceptibility χ(T )
and inverse susceptibility χ−1(T ) in a field B = 1 T are depicted. At
high temperatures a paramagnetic Curie-Weiss behavior is observed. The
effective Ce moments µeff are derived from fits of the data between 50
and 300 K using the Curie-Weiss law
χ = [C/(T −ΘCW )] + χ0, (4.4)
with the Curie constant C ∝ µ2eff and Curie-Weiss temperature ΘCW
(summarized in Tab. 4.2). The correction χ0 to the Curie-Weiss law is mi-
nor, with χ0 up to max. 5 % of χ300K(T). This data indicates a stable Ce3+
state at high temperatures for all compositions of CePt3B1−xSix. Further,
the Curie-Weiss temperatures ΘCW indicate predominant antiferromag-
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Fig. 4.3: Temperature dependency of (a) the susceptibility χ(T ) and (b) inverse
susceptibility χ−1(T ) of CePt3B1−xSix for 0 ≤ x ≤ 1 in a magnetic
field of B = 1 T. The data for CePt3B1−xSix, x = 0.2; 0.4, is taken
from Ref. [162] and for CePt3Si from Ref. [163].
netic interactions, which increase with silicon concentration x. Moreover,
also the Kondo temperature TK depends on the magnetic coupling strength
J ∝ ΘCW , which thus increases as well.
As demonstrated in Fig. 4.3(a), at low temperatures deviations from Curie-
Weiss behavior become apparent, denoting the transitions into long-range
ordered states. Transition temperatures are determined as anomalies in
x 0.0 0.2 0.4 0.6 0.8 1.0
TN (K) 8.1 5.6 4.3 2.9 2.2 2.2
TC (K) 5.6 2.4 2.0 - - -
ΘCW (K) -26 -28 -29 -31 -44 -46
µeff (µB) 2.39 2.39 2.34 2.56 2.58 2.54
Tab. 4.2: Magnetic transition temperatures and characteristic physical parame-
ters of CePt3B1−xSix, as determined from susceptibility χ. Values for
CePt3B and CePt3Si are taken from the Refs. [15, 16, 146].
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Fig. 4.4: Magnetic field dependency of the magnetization of CePt3B1−xSix for
x = 0.0 (a) and 0.2 (b); the data of x = 0.2 is taken from Ref. [162].
plots χT vs. T , with TC identified as maximum of χT , and TN as in-
flection point. In this way, the transition temperatures for CePt3B are
determined as TN = 8.1 K and TC = 5.6 K, in good agreement with
the Refs. [16, 146]. For x up to 0.4 two magnetic phase transitions, an
antiferromagnetic and a ferromagnetic one, are identified. In contrast, for
a larger silicon amount x the ferromagnetic transition seems to disappear,
while the antiferromagnetic transition persists for all x, with TN decreas-
ing to 2.2 K in CePt3Si. The values TN and TC as determined from the
susceptibility are also summarized in Tab. 4.2.
Furthermore, magnetization measurements at low temperatures have been
carried out on CePt3B1−xSix for 0 ≤ x ≤ 0.8, see Fig. 4.5. CePt3B
exhibits weak ferromagnetic hysteresis below TC (extrapolated remanent
ferromagnetic moment for T → 0 K: 0.09 µB /Ce atom), in good agree-
ment with Ref. [16] (Fig. 4.5(a)). Conversely, for all alloyed samples
CePt3B1−xSix, x 6= 0, no ferromagnetic hysteresis is observed. How-
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Fig. 4.5: Magnetic field dependency of the magnetization of CePt3B1−xSix for
x = 0.4 (a), x = 0.6 (b) and x = 0.8 (c); the data of x = 0.4 is taken
from Ref. [162].
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ever, the samples x = 0.2 and 0.4 both display a weakly ferromagnetic
shape of the magnetization curve at 1.8 K, consistent with the observa-
tion of a second phase transition in the χ measurements. An extrapola-
tion of the temperature dependency of the remanent magnetization yields
for both (x = 0.2 and 0.4) a residual ferromagnetic moment at 1.8 K of
µ ∼ 0.02 µB /Ce atom. While the samples x = 0.6 and 0.8 show a much
smaller, barely visible, weakly ferromagnetic shape of the magnetization
curve at 1.8 K.
All in all, increasing silicon concentration leads to a smaller χ at low tem-
peratures, although electronic correlations become stronger. This seems to
contradict to the strong ferromagnetic fluctuations on the boron-rich side
of CePt3B1−xSix, which become weaker with increasing x.
4.4 Resistivity of CePt3B1−xSix
Resistivity measurements of CePt3B1−xSix, 0 < x < 1, were carried out
using a standard ac four-point technique at temperatures from 1.8 to 300 K.
To realize a full analysis of the x dependency of the resistivity the data of
CePt3B1−xSix for x = 0.2 and 0.4 from the PhD thesis of M. Bleckmann
[162] is included.
In the context of heavy fermion systems, the electrical resistivity repre-
sents an experimental quantity which shows a number of characteristic
properties that allow conclusions on the strength of correlation effects. In
effect, heavy fermion systems exhibit a much more complex behavior re-
garding electronic transport than normal metals. The electrical resistivity ρ
of normal metals is mainly determined by the scattering of the conduction
electrons from phonons or impurities. In addition, magnetically ordering
systems have a magnetic scattering component. Then the temperature de-
pendency of the electrical resistivity is given by:
ρ(T ) = ρ0 + ρph(T ) + ρmag. (4.5)
ρ0 represents the residual resistivity from scattering with impurities,
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ρph denotes phonon scattering and ρmag the magnetic scattering compo-
nent. Depending on the Debye temperature ΘD the contribution of phonon
scattering has a characteristic temperature dependency: ρph ∝ T holds for
T >> ΘD, while a characteristic dependency ρph ∝ T 5 is observed for
T << ΘD. ρmag can not be specified in such a quantitative manner, as it
depends on the specific type of the magnetic state or fluctuations.
In heavy fermion systems the electrical resistivity also derives from the
Kondo scattering of the conduction electrons, the correlation effects at low
temperatures and to crystal field effects typical for f -electron systems. Af-
ter Kondo, the temperature-dependent resistance increases logarithmically
with decreasing temperature [30],
ρ(T ) ∼= ρ0
[
1− 4JN(EF ) ln ∆
kBT
]
, (4.6)
with the exchange interaction J between the conduction electrons and the
local f -electrons. Thereby just electrons in an energy window δE <
|EF ± kBT |, the density of states at the Fermi energy N(EF ) and the
width ∆ of the conduction band are considered. Phenomenologically,
conduction electron clouds are forming around the Kondo scattering cen-
ter, which thus shield the localized moment. In a periodic heavy fermion
lattice (Kondo lattice) these Kondo clouds are now arranged on a transla-
tionally invariant lattice. They form a coherent many-body state for tem-
peratures below Tko ∼ O [TK ], in which the system can be described by
the Fermi liquid theory (cf. section 2.1).
The temperature dependency of the electrical resistivity ρ(T ) and the nor-
malized resistivity ρ/ρ300K(T ) of CePt3B1−xSix, 0.2 ≤ x ≤ 0.8 are
depicted in Fig. 4.6, together with the resistivity data for CePt3B and
CePt3Si taken from the Refs. [16, 163]. Overall, the absolute values of
the resistivities ρ(T ) increase with silicon amounts up to x = 0.6. This
behavior reflects the enhanced level of disorder from chemical alloying.
Correspondingly, for larger x the disorder level and absolute values ρ(T )
decrease.
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Fig. 4.6: Temperature dependence of (a) the electrical resistivity ρ(T ) and (b) the
normalized resistivity ρ/ρ300K(T ) of CePt3B1−xSix for 0 ≤ x ≤ 1;
data for x = 0 and 1 taken from Refs. [16, 163].
At low temperatures (Fig. 4.7), the drops in ρ(T ) denote the transitions
into antiferromagnetically ordered states. From the data of ρ(T ) the anti-
ferromagnetic transition temperatures TN are determined and included in
Tab. 4.3. Consistent with the susceptibility, it is seen that TN is suppressed
with increasing silicon concentration. While the transition of CePt3B
occurs as a rather sharp kink, the transitions in alloyed CePt3B1−xSix,
x ≥ 0.2, become broader due to chemical disorder. The transition into
the weakly ferromagnetic state at TC is not observable in the resistivity, in
agreement with the conclusions from the Refs. [16, 146]. Such a behav-
ior might be accounted for TC a transition from a ordered magnetic state
into another one, with no change of the size of the magnetic unit cell, and
correspondingly no significant changes to the band structure or scattering
cross sections.
Further, ρ(T ) of the alloying series exhibits a shallow resistive minimum
for the intermediate silicon compositions x = 0.4, 0.6 and 0.8 at tem-
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Fig. 4.7: Temperature dependence T ≤ 15 K of the electrical resistivity ρ(T ) of
CePt3B1−xSix for x = 0.0 (a), 0.2 (b), 0.4 (c), 0.6 (d), 0.8 (e) and
1.0 (f); data for x = 0.0 and 1.0 taken from Refs. [16, 163].
peratures from ∼ 15 to 20 K. Likely, this behavior results from Kondo
scattering at low temperatures [29]. Fits of the temperature range with a
resistive upturn using ρ−ρ0 ∝ ln(T ) yield rough estimates for the Kondo
temperatures and are included in Tab. 4.3. The order of magnitude of the
Kondo temperatures is in agreement with the values given for CePt3B and
CePt3Si (see Refs. [146, 163]), although regarding to the small tempera-
ture and resistive fitting range no firm conclusions about the x dependence
of TK can be drawn.
In an intermediate temperature range, a shoulder is observed in the (nor-
malized) resistivity, denoting scattering from crystalline electric field
(CEF) split levels. The position of the resistive shoulder can be esti-
mated by determining the maximum of the second temperature derivative
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x 0.0 0.2 0.4 0.6 0.8 1.0
TN (K) 7.8 6.1 4.5 2.8 2.6 2.2
TCEF (K) 150 143 140 130 131 119
TK (K) ≈ 7 12 19 18 16 11
Tab. 4.3: Magnetic transition temperatures and characteristic physical parame-
ters of CePt3B1−xSix, as determined from the resistivity ρ. Values for
CePt3B and CePt3Si are taken from the Refs. [15, 16, 146].
d2ρ/dT 2, TCEF , which is a measure for the splitting of the low crystal
field levels. The compositional dependency of this characteristic tempera-
ture TCEF is summarized in Tab. 4.3, it decreases with increasing silicon
composition. Previously, such crystal field effects have been attributed to
a doublet-doublet splitting of the Ce3+ ground state [16, 146], with a level
splitting of the order of magnitude of about 100 K for the different sam-
ples. The decrease of the splitting in CePt3B1−xSix by about 20% with
increasing x is consistent with the increase of the lattice parameter, leading
to a weakening of the electric field strength on the silicon site.
4.5 Specific heat of CePt3B1−xSix
Specific heat experiments in zero magnetic field on CePt3B1−xSix,
0 < x < 1, have been performed in a commercial calorimeter from 0.3 to
300 K at the Helmholtz Zentrum Berlin (Germany) and at the Brookhaven
National Laboratory (USA).
The specific heat represents one of the most important physical quanti-
ties in the context of heavy fermion physics, as it is used to distinguish
heavy fermions from "normal" metals. Heavy fermion systems exhibit an
increased specific heat compared to normal metals, and in particular an
increased electronic contribution Cel. Usually, the specific heat C can be
separated into three terms:
C = Cel + Cph + Cmag. (4.7)
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In addition to the electronic contribution Cel there exist the phonon con-
tribution Cph and the magnetic contribution Cmag . The specific heat at
constant pressure Cp and volume Cv is usually not distinguished in solid
state physics.
In this work we focus on the study of the magnetic properties. A substan-
tial magnetic contribution Cmag to the specific heat can be observed in
the vicinity of the phase transition T → TC , which is determined by the
changes in the derivative of the magnetization, ∂M
2
∂T . This gives rise to a
sharp peak in the specific heat at the phase transition T = TC [164].
In the present context, the entropy S can be regarded as a measure for the
size of the magnitude of magnetic moments. The entropy difference dS of
a system is defined as
dS = dQ
T
⇒ S =
∫
Cp
T
dT, (4.8)
with the change of heat dQ and the temperature T . S can easily be cal-
culated by integrating Cp/T from the experimental data. For a system
with spin J in spin-wave approximation the maximum in the magnetic
contribution to the entropy is achieved at high temperatures with a value
S = R ln(2J + 1). In the context of the Kondo effect, we deal with single
electrons as Kondo scattering centers, and thus J = S = 1/2. Therefore,
it is often convenient to measure the entropy of Kondo systems in units
R · ln 2.
Fig. 4.8(b) depicts the characteristic temperature dependence of the dom-
inant phonon contribution of the specific heat Cp for temperatures above
20 K, which follows the Debye model with T 3 up to 60 K. Below 20 K
there is an overlap of electronic and magnetic specific heat contributions.
In the following this low temperature behavior is analyzed in more detail
by considering the specific heat divided by temperature, Cp/T , versus T
below 10 K.
For CePt3B two magnetic phase transitions can be observed, the first as a
peak inCp/T for the antiferromagnetic transition at TN , and the second as
4.5 Specific heat of CePt3B1−xSix 79
0 2 4 6 8
0 . 4
0 . 8
1 . 2
1 . 6
0 5 0 1 0 0 1 5 0 0
3 0
6 0
9 0
( b )
 
 
  x  =  0 . 0    x  =  0 . 2  x  =  0 . 4  x  =  0 . 6  x  =  0 . 8  x  =  1 . 0  
C p/T
 (J/m
oleK
2 )
T  ( K )
( a )
 
 
 C p 
(J/m
oleK
)
T  ( K )
Fig. 4.8: Temperature dependence of the specific heat versus temperature
Cp/T (a) and specific heat Cp (b) of CePt3B1−xSix for 0 ≤ x ≤ 1;
data for x = 0 and 1 is taken from the Refs. [16, 163].
a shoulder for the weakly ferromagnetic transition at TC . On a qualitative
level, it is apparent that the main peak is moving to lower temperatures
with increasing silicon composition. To determine the transition tempera-
tures TN an entropy balance model is used. For this, in a plot of the mag-
netic specific heat divided by temperature (Cmag/T ) versus temperature
T the transition temperatures are determined by a linear line construction
with equal areas, as it is indicated in Fig. 4.9(a) for the data of the sample
x = 0.2. The transition temperatures TN as determined with this approach
are summarized in Tab. 4.4.
In addition, the position of the specific heat shoulder at TC is determined,
which shifts to lower temperatures with increasing silicon amount. Quali-
tatively, the sample x = 0.4 has a different appearance than x = 0.2, with
the maximum in Cp/T occurring at TC rather than TN . Apparently, this
change of shape reflects that for this sample the entropy is shifted from
the antiferromagnetic to the ferromagnetic phase, if compared to the sam-
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x 0.0 0.2 0.4 0.6 0.8 1.0
TN (K) 7.8 5.3 4.3 2.9 2.6 2.2
TC (K) ≈ 4.5 1.8 1.7 1.6 - -
γ (mJ/mole K2) 57 151 295 337 349 390
Smag(T = TN )
(R ln 2) 0.78 0.74 0.57 0.52 0.48 0.22
Tab. 4.4: Magnetic transition temperatures and characteristic physical parameters
of CePt3B1−xSix, as determined from the specific heat Cp; the values
for CePt3B and CePt3Si are taken from the Refs. [15, 16, 146].
ple x = 0.2. Ultimately, for x > 0.6 the weakly ferromagnetic phase
is not perceivable anymore. Correspondingly, for CePt3Si two peaks are
identified. The antiferromagnetic one and a second for superconductivity
at Tc = 0.7 K, implying that ferromagnetism has disappeared for large
values of silicon x.
Subsequently, the magnetic contribution Cmag from the experimental spe-
cific heat data is derived by subtracting the lattice contribution of isostruc-
tural, non-magnetic LaPt3B1−xSix. For this, the experimentally deter-
mined specific heat of LaPt3B and LaPt3Si (see Refs. [15, 146]) is used
and the corresponding lattice contributions for alloyed LaPt3B1−xSix are
calculated from an interpolation of the specific heat of the two end points.
This way, the magnetic specific heat contribution Cmag is obtained and
plotted in Fig. 4.9(a) as Cmag/T versus temperature T . The plot displays
clearly, that the shape of the specific heat is changing from a double-peak
like structure for x ≤ 0.6 to a single antiferromagnetic peak for x ≥ 0.8.
Previously, for CePt3B the magnetic specific heat contribution at low tem-
peratures (in the antiferromagnetic state) was described in terms of spin
wave excitations following the model of Continentino et al. [165],
Cmag =
δ∆7/2
√
T
exp
(∆
T
) [1 + 3920
(
T
∆
)
+ 5132
(
T
∆
)2]
, (4.9)
with δ ∝ 1/D3. Here, D is the spin wave velocity, while ∆ represents
the value of the antiferromagnetic spin wave dispersion gap. Moreover,
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Fig. 4.9: (a) Temperature dependent magnetic contribution to the specific heat,
Cmag , plotted as Cmag/T versus T and (b) temperature dependence of
the magnetic entropy Smag of CePt3B1−xSix for 0 ≤ x ≤ 1. The
data for x = 0.0 and 1.0 is taken from the Refs. [16, 163], the line con-
struction in (a) illustrates the entropy balance procedure to determine the
transition temperature; for details see text.
the electronic contribution to the specific heat Cel ∝ γT is also taken
into account by the Sommerfeld coefficient γ. Fits of Cmag/T deliver
a x-dependence of the Sommerfeld coefficient γ summarized in Tab. 4.4.
Because of the rather complex fit of the low temperature specific heat there
is an estimated uncertainty in the determination of γ of about 5 % resulting
from parameter interdependence. Evidently, with increasing x the Som-
merfeld coefficient and the effective electron mass m∗ increase as well,
thus reflecting a transition from a local moment antiferromagnet (CePt3B)
to a heavy fermion system (CePt3Si) upon alloying.
With the magnetic specific heat extrapolated this way to T = 0 K the
magnetic entropy Smag can be calculated (Fig. 4.9(b)). Consistent with
the increasing Sommerfeld coefficient with x a suppression of the entropy
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recovered at TN , with Smag at T = TN , is measured in units R · ln 2
(summarized in Tab. 4.4). Commonly, the magnetic entropy Smag is con-
sidered to scale with the size of the ordered magnetic moment. Therefore,
the replacement of B by Si in CePt3B leads to a reduction of the mag-
netic entropy Smag(T = TN ) by a factor of four. This suggest that the
ordered moment should be of the order of 0.6µB per Ce atom for CePt3B,
considering for CePt3Si an ordered magnetic moment of µord = 0.16µB
per Ce atom. This finding is consistent with our observations on the bulk
properties of CePt3B1−xSix as well as the results of muon spin rotation
experiments from Ref. [158].
4.6 A pressure study on CePt3B
A pressure study of the magnetic behavior of CePt3B is an alternative ex-
perimental approach to investigate the electronic ground state properties.
Based on the data of the experimental bulk studies we consider CePt3B
as a low pressure variant of CePt3Si (cf. sections 4.3 – 4.5). In addition,
recent pressure studies CePt3Si reveal a suppression of the antiferromag-
netic state at a pressure of about 0.6 GPa, while the superconductivity
state persists up to a pressure of 1.5 GPa [168, 169]. Thus, for non-
centrosymmetric CePt3Si the appearance of superconductivity is closely
linked to the suppression of magnetic order, although quantum critical
behavior has not been observed in the various physical properties. In
this situation, CePt3B is investigated in a piston pressure cell (pressure
p ≤ 1 GPa) [170] and in a zirconia anvil pressure cell (p ≤ 5.5 GPa)
[167], see Fig. 4.10. Whereas, the magnetic susceptibility under pressure
was measured with a commercial SQUID magnetometer. Experiments
with the zirconia anvil cell for CePt3B have been performed in the labora-
tories of the VLT group of Prof. H. Amitsuka at the Hokkaido University,
Sapporo, Japan.
Both cells consist mostly of the typical pressure cell materials, a copper-
beryllium (CuBe) or copper-titanium (CuTi) composition with an extra
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Fig. 4.10: Schematic drawings of the pressure cells used to study CePt3B: (a) The
piston pressure cell consists of a piston used to compress the Teflon
tube with the sample inside (details shown in Ref. [166]). (b) The zirco-
nia anvil pressure cell consist of anvils compressing the gasket with the
sample inside (Tateiwa type [167]). Both cells are used for susceptibility
measurements in commercial SQUID magnetometers.
high robustness, which can be easily increased by an additional tempering
step of a few hours. The CuBe/CuTi composites provide an almost tem-
perature independent magnetic signal, which in addition has a very low
amplitude. This is a prerequisite to detect very small magnetic moments
of the pressurized samples within the cells of about µ ∼ 10−6 emu in a
commercial SQUID magnetometer.
Commercial SQUID magnetometers have a sample chamber of about
9 mm internal diameter, which limits the pressure cells to an outer di-
ameter of ∼ 8 mm for being used in the SQUID. With this geometry, the
highest possible pressure values and largest sample sizes are limited. In the
piston pressure cell, where the sample resides in a Teflon tube of 1.9 mm
internal diameter, a maximum pressure of 1.3 GPa can be obtained. In
contrast, in the zirconia anvil pressure cell the sample dimensions are lim-
ited to 0.36 × 0.26 × 0.2 mm3 to fit into the gasket (0.5 mm internal
diameter), in which besides of the sample also the pressure medium must
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be incorporated.
In both pressure cell types the pressure is applied by an externally hy-
draulic press, whereas the pressure intensification of the samples in the
two cell types is realized in different ways. For the piston pressure cell
the pistons are used to transmit pressure onto a Teflon tube in the center of
the cell. This tube contains the sample and indium (In) as pressure detect-
ing medium, and is filled with the pressure medium "Daphne oil 7373".
In contrast, in the zirconia anvil pressure cell two zirconia indenters are
pressed onto a gasket of NiCrAl+CuBe, which contains the sample inte-
rior (filled with the sample, lead (Pb) as pressure detecting medium and
also "Daphne oil 7373"). The sample chamber is much smaller, and there-
fore the achievable pressure is higher. Also, zirconia indenters are much
harder than the CuBe piston, correspondingly a pressure of 5.5 GPa can
be generated for the indenter cells as compared to a pressure of 1.3 GPa in
a piston pressure cell.
The pressure in both pressure cell types is determined by the supercon-
ductivity transition temperature of In or Pb, which are also located within
the pressurized volume (Teflon tub or gasket). Both, In and Pb, are type I
superconductors with Tc = 3.41 and 7.2 K under ambient pressure and
B = 0 G, respectively. The critical temperature Tc of indium is de-
termined by using an ac-susceptibility set-up in a 4He-crystat with a He
pumping system, to achieve temperatures down to 1.5 K. The supercon-
ducting transition temperature Tc of In decreases with increasing pressure
according to [171]:
pIn(kbar) =
{
15.623−
√
244.077− Tc(0)− Tc(p)0.0122
}
kbar. (4.10)
In contrast, the superconducting temperature Tc of Pb is detected in a com-
mercial SQUID magnetometer. Here, the field dependent Tc is measured
for fields−80 ≤ H ≤ 80 Oe, whereas Tc as a function of the pressure can
be defined at the intersection for the linear fits of the field dependent Tc for
negative and positive field values, respectively. This critical temperature
4.6 A pressure study on CePt3B 85
2 4 6 8 1 0
2
4
6
8
1 0
1 2
0 2 45 . 4
5 . 6
5 . 8
6 . 0
6 . 2
 
 
 p  =  a t m
 p  =  0 . 5  G P a
 p  =  1 . 6  G P a
 p  =  2 . 1  G P a
 p  =  2 . 8  G P a
 p  =  3 . 4  G P a
 p  =  3 . 8  G P a
 p  =  4 . 0  G P a
χ/χ 1
0K
T  ( K )
 z i r c o n i a  a n v i l  p c p i s t o n  p c
( a )
T C (
K)
p  ( G P a )
( b )
Fig. 4.11: (a) Temperature dependence up to 10 K of the susceptibility χ/χ10K
for various pressure values from the zirconia anvil pressure cell exper-
iment on CePt3B. (b) Pressure dependence up to p = 5.5 GPa of the
ferromagnetic transition temperature TC of CePt3B investigated at low
temperatures in a piston pressure cell (green squares) and a zirconia
anvil pressure cell (orange circles). The dashed line construction is a
guide to the eye.
of Pb is related to the applied pressure via
pPb(GPa) =
{
19.9924− 2.81728 · Tc(p) + 0.00494 · Tc(p)2
}
GPa.
(4.11)
As set out above, the antiferromagnetic state of CePt3B undergoes a tran-
sition producing a weakly ferromagnetic behavior for TC ≤ 5.6 K. In
Fig. 4.11 (a) the accompanying typical ferromagnetic signature in the sus-
ceptibility χ is investigated by studying the pressure dependence up to
5.5 GPa. As in CePt3Si [169] it was observed, that overall χ of CePt3B
decreases with pressure within the experimental error. The antiferromag-
netic transition of CePt3B can not be determined in this experiment (cf.
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section 4.3).
On the basis of the experimental data, the pressure dependence of the fer-
romagnetic transition temperature TC is determined as the minimum of
the derivative of χT (Fig. 4.12). This procedure gives a rather large ex-
perimental error as result of the small sample weight compared to the
large background. In numbers, the zirconia anvil pressure cell gives
rise to a magnetic background signal of about µ ∼ 10−4 emu, there-
fore only ∼ 5 % represent the sample signal of CePt3B with a mass of
m(CePt3B)= 0.22 mg. The overall evolution of the pressure dependence
of TC determined from both, the piston pressure cell and zirconia anvil
pressure cell experiment, is depicted in Fig. 4.11 (b). Up to 0.55 GPa
the transition temperature of the weakly ferromagnetic phase initially in-
creases slightly with increasing pressure, and subsequently saturates at
highest pressures. Such a behavior matches with the shape of the Doniach
phase diagram in the regime of well defined local magnetic moments [25]
(viz., for relatively weak hybridization).
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Our findings are fully consitent with the results of a resistivity study under
pressure up to 1.85 GPa by Lackner et al. [146], who observed an increase
of antiferromagnetic transition TN by about 1 K in this pressure range.
Altogether, these observations reflect that the weakly ferromagnetic phase,
and correspondingly the antiferromagnetic one above TC , are still in the
local moment region of the Doniach phase diagram. Conversely, a much
higher pressure would be required to drive the system into a range of strong
electronic correlations and close to a magnetic instability.
4.7 µSR measurements on CePt3B1−xSix
In the previous part of this chapter the bulk properties of the alloying se-
ries CePt3B1−xSix have been studied in detail, revealing the development
of the antiferromagnetic and weakly ferromagnetic states with the replace-
ment of boron by silicon. Now, as a next step, the magnetic properties of
the sample series will be examined on a microscopic scale. For a start,
we note that previous neutron diffraction experiments for CePt3B did not
deliver information about the nature of the magnetic phases [158, 162].
Conversely, µSR measurements on CePt3B show a distinctive oscillatory
signal below the magnetic transition temperatures, clearly indicating the
presence of static magnetic fields.
Here, we extend the studies mentioned above by means of µSR experi-
ments performed on CePt3B1−xSix in weak transverse applied fields and
zero fields using the general purpose surface-muon spectrometer (GPS) of
the Swiss Muon Source at the Paul Scherrer Institute, Villigen, Switzer-
land. Additionally, further µSR experiments on CePt3B0.2Si0.8 were car-
ried out with the low temperature facility (LTF) instrument allowing to
obtain temperatures between 0.019 − 1.6 K. The samples CePt3B1−xSix
are available in polycrystalline form (x = 0.2 and 0.4) and as powder
(x = 0.6 and 0.8).
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4.7.1 Weak transverse field measurements
First, we present weak transverse field (wTF) µSR experiments on
CePt3B1−xSix, 0.2 ≤ x ≤ 0.8, in the temperature range of 1.6 − 300 K
using an external field of 3 mT applied at an angle of 90◦ relative to the
polarized muon spin. Representative wTF asymmetry spectra are depicted
in Fig. 4.13, which are recorded by forward–backward detectors. To il-
lustrate the typical behavior, selected measurements in the paramagnetic
regime (blue), close to the phase transition (green) and in the magnetically
ordered state (red) are displayed for different temperatures. Qualitatively,
all samples show a similar behavior. In the paramagnetic regime (T > TN )
the muon precession follows a harmonic oscillation (with the frequency
ν ∼ Bext) induced by the transverse external magnetic field, and in addi-
tion it is subjected to a weak damping. At the magnetic phase transition
(T ∼ TN ) the muons become influenced by an additional internal field
from spontaneous magnetic ordering (Bint >> Bext). This results in the
observation of an initial damping of the muon oscillation in the asymme-
try signal. Due to the polycrystalline nature of the investigated materials,
the internal fields are oriented differently for each crystal grain. Conse-
quently, the resulting fields at the muon site are inhomogeneous, which
leads to an incoherent precession. In the long-range antiferromagnetically
and weakly ferromagnetically ordered states (T  TN ) the muon oscilla-
tions from the external field is almost completely suppressed. The asym-
metry spectra now acquire the character of an exponential decay function,
while at a very low level paramagnetic oscillation persist.
The muon precessionATF(t) can be described by a summation taking into
account the paramagnetic signal (first term) and a magnetically ordered
contribution (second term):
ATF(t) = a1 cos (ωt+ φ) exp (−λ1t) + a2 exp (−λ2t) . (4.12)
The harmonic oscillation resulting from the external field in the param-
agnetic state is given by a constant frequency ν = ω/2pi ∼ 0.37 MHz
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Fig. 4.13: Weak transverse field µSR asymmetry spectra at various temperatures
in an external field of 3 mT of CePt3B1−xSix, x = 0.2 (a), 0.4 (b),
0.6 (c) and 0.8 (d). Solid lines are fits to the data, for details see text.
and a phase φ ∼ 41◦ from a fit to the data for the full temperature
range. The magnetic ordering manifests itself in an exponential decay
with the decay parameter λ2 for T ≤ TN . Finally, after full suppres-
sion of the paramagnetic oscillation an asymmetry signal offset of about
ares/atot ∼ 0.05−0.2 can be identified in the magnetically ordered state,
reflecting a signal contribution from the experimental device. The total
asymmetry is determined to atot = a1 +a2 +ares with a varying ratio for
each summand. Altogether, the time dependent asymmetry spectra from
the wTF experiments are fitted with Eq. (4.12) and included as solid lines
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in Fig. 4.14.
The transition from the paramagnetic regime, where a1/atot ∼= 1, into the
magnetically ordered state is reflected in a temperature dependence of the
asymmetry parameters, with a2 increasing on behalf of a1 upon transition
into the magnetically ordered state. The amplitude of the oscillating signal
component represented by a1 is proportional to the paramagnetic volume
fraction. Hence, a1 serves as an indicator for the magnetically ordered
volume fraction for each sample. Correspondingly, Fig. 4.14 depicts the
temperature dependence of the normalized asymmetry parameter a1/atot,
as obtained from fits of Eq. (4.12) to the data. From this figure, the tran-
sition into the antiferromagnetic state can be determined from the onset of
the decreasing shoulder of the temperature-dependent asymmetry param-
eter a1/atot to TN = 6.1 K in CePt3B0.8Si0.2, 4.4 K in CePt3B0.6Si0.4,
3.8 K in CePt3B0.4Si0.6 and 2.7 K in CePt3B0.2Si0.8, in good agreement
with the results from the bulk studies described in the previous sections.
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The samples CePt3B1−xSix, x = 0.2, 0.6 and 0.8 exhibit a fairly sharp
transition with a decrease from a1/atot ∼= 1 in the paramagnetic regime
to a1 ≤ 0.1 atot at the lowest temperatures. This proves the bulk nature
of the magnetically ordered phases for these samples, with a volume frac-
tion of the magnetically ordered phase larger than 90 % for all samples.
In contrast, silicon concentrations of x = 0.2 and 0.4 exhibit a residual
asymmetry with a1/atot ∼ 0.11 at lowest temperatures, which is an arti-
fact of the experimental device. The measurements for x = 0.2 and 0.4
have been performed at a later time and a different slot adjustment for the
µ+-beam than for x = 0.6 and 0.8. In addition, the sample CePt3B0.6Si0.4
shows a broadened transition and a magnetic volume fraction of ∼ 80 %
at lowest temperatures, which is in line with the residual weak oscillatory
asymmetry signal observed at very low temperatures (Fig. 4.13 (b)). Also,
these observations correspond to the temperature dependent magnetic spe-
cific heat contribution Cmag/T , which also reveals a broadened transition
into the antiferromagnetic state for this sample (Fig. 4.9 (a)).
4.7.2 Zero field measurements
More detailed information on the magnetic properties, and in particular the
nature of the magnetically ordered phases, are obtained from zero mag-
netic field (ZF) µSR experiments on CePt3B1−xSix, 0.0 ≤ x ≤ 0.8. In
this experimental configuration, the muon behavior only reflects the muon
precession and relaxation from the internal magnetic fields in the magnet-
ically ordered phases. Then, features like magnetic phase transitions or
spin reorientation processes will result in changes of the internal magnetic
fields and might show up in the muon signal.
In Fig. 4.15 time dependent µSR asymmetry spectra for CePt3B1−xSix,
0.0 ≤ x ≤ 0.8 for selected temperatures are summarized. In com-
parison, the polarization for CePt3Si of Amato et al. [151] is shown in
Fig. 4.16. For all samples, the transition from the paramagnetic phase into
the magnetically ordered state is signaled by the occurrence of a spon-
taneous damped muon oscillation, which for x > 0 fully decays within
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Fig. 4.15: Zero field µSR asymmetry spectra at various temperatures of
CePt3B1−xSix, x = 0.2 (a), 0.4 (b), 0.6 (c), 0.8 (d) and 0.0 (e) from
Ref. [162]. Solid lines are fits to the data. For x = 0.8 normalized LTF
values at T = 1.9 mK are included.
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one oscillation period. In agreement with the wTF µSR measurements,
CePt3B0.6Si0.4 is the only sample with just a weakly discernible oscilla-
tion (Fig. 4.15 (b)). Assuming that this sample contains a secondary non-
magnetic phase with a volume fraction of about 20 %, this behavior can be
explained by a superposition of the oscillatory muon signal from the main
phase and a background signal from a non-magnetic minority phase.
Furthermore, to investigate the possible presence of a ferromagnetic con-
tribution in CePt3B0.2Si0.8 additional ZF µSR measurements are carried
out using the LTF instrument for temperatures between 0.019−1.6 K, with
one data set shown as an example in Fig. 4.15 (d). In order to compare the
µSR data obtained from the GPS and LTF facilities, AZF(t) of LTF ex-
periments are normalized (and adjusted to the values of GPS) to correct
for the signal from silver backing in the LTF. (In the LTF experiments the
sample was glued onto a high-purity silver holder.)
Following previous studies [151, 162], for CePt3B1−xSix, 0.0 ≤ x ≤
1.0, the muon signal in the magnetically ordered phases is described as
a superposition of damped oscillation signals. Correspondingly, the ZF
µSR asymmetry signal in the magnetically ordered state is analyzed by a
superposition of n terms, were n represents the number of distinct muon
sites:
AZF,magn(t) =
n∑
i
{αi cos(ωit+ φi) exp(−λT,it)
+(1− αi) exp(−λL,it)} (4.13)
Here, the first component describes the muon precession with a frequency
νi = ωi/2pi caused by the local internal magnetic field Bint at each muon
site. αi denotes the fraction of transverse internal field components of the
field distribution with respect to the initial muon spin, which give rise to
a precession, and is expected to be 2/3 for an isotropic environment. For
the temperature dependent data analyzed here a nearly constant fraction
αi ∼ 0.7 ± 0.1 was found, indicating an almost coherent orientation for
the spatial average of the localized Ce moments. As expected for a poly-
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crystalline sample, the second "1/3 term" of each summand represents the
fraction of muons possessing an initial polarization along the the internal
field direction. Only close to the magnetic transition a deviation is ob-
served as a consequence of the magnetic phase transition. Further, the lon-
gitudinal depolarization rate λL,i (∼ 0.1µs−1) reflects solely internal spin
dynamics, while the transverse depolarization rate λT,i (∼ 10− 20µs−1)
describes both static and dynamic effects like the spin-spin-interaction.
The temperature dependence of the precession frequency ωi reflects the
evolution of the (sublattice) magnetization.
For higher temperatures T > TN the paramagnetic phase is best described
by the asymmetry function
AZF,PM(t) = aKTGdynKT (ν, σ,Γ, t), (4.14)
with the dynamic Kubo-Toyabe function GdynKT (ν, σ,Γ, t), the field distri-
bution σ, the hopping rate Γ and the frequency ν (see section 3.1.5). In
ZF µSR the frequency is fixed to ν = 0, since the internal fields exhibit no
temporal fluctuations. Γ describes dynamic effects, which are associated
with hopping processes of muons between different interstitial sites. For a
single muon site, the prefactors aj in the Eqs. (4.13) and (4.14) represent
the asymmetry parameters, with
∑
aj giving the total asymmetry atot.
Previously, the experimental ZF muon depolarization data for CePt3B has
been analyzed using Eq. (4.13) with a superposition of three terms (n = 3)
for the magnetically ordered state and Eq. (4.14) for the paramagnetic
phase, implying the existence of three distinct muon sites in the material.
In these fits, the phase φ = 0 and λL ∼ 0.1µs−1 are fixed for all muon
sites. This procedure allows to study in detail the temperature dependence
of the various fit parameters. Far below the phase transition for each muon
site the transverse damping rate λT,i is almost constant, and diverges at
the phase transitions. The temperature dependence of the precession fre-
quencies ωi reflect the evolution of the bulk/sublattice magnetization in
the antiferromagnetic and weakly ferromagnetic states, and is depicted in
Fig. 4.17 for the largest frequency.
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Fig. 4.16: Zero field µSR asymmetry spectra for polycrystalline CePt3Si in the
superconducting phase at 0.1 K (filled circles), in the antiferromagnetic
phase at 1.0 K (open circles) and in the paramagnetic phase at 10.0 K
(upper curve) from Ref. [151].
Also, the antiferromagnetically ordered state in CePt3Si has been analyzed
using this approach, but with a sum of two muon precession signals indi-
cating the presence of at least two in-equivalent muon stopping sites sens-
ing very low internal magnetic fields (≤ 2.3 MHz), cf. Ref. [151] (data
from that reference is included in Fig. 4.17).
All experimental ZF muon depolarization data for CePt3B1−xSix, 0.2 ≤
x ≤ 0.8, has been analyzed using Eq. (4.13) with a superposition of two
terms (n = 2) for the ordered state and Eq. (4.14) for the paramagnetic
phase, which are depicted as solid lines in Fig. 4.15. In comparison, the
necessity to use three muon sites for CePt3B reflects that the damping of
the muon asymmetry spectra is much weaker in CePt3B than for silicon
concentrations of x ≥ 0.2. In effect, about ten oscillation periods have
to be taken into account in the fit of the CePt3B data, which can only be
properly done by using three muon sites (see Fig. 4.15). Per individual
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muon site, however, the magnetic fields, and thus frequencies, are com-
parable. Conversely, for the alloyed samples the strong damping effec-
tively wipes out the information about different local fields, viz., muon
sites. As well, the magnetic field associated to the precession frequency
ν in Eq. (4.13) represents an average field. Now, the muon precession
frequencies ν = γµ/2piBint are of particular interest, which reflect the
evolution of the magnetically ordered phases and magnetic moment µord
as function of temperature and silicon concentration. Fig. 4.17 displays
the temperature dependent precession frequencies νi for CePt3B1−xSix,
0.0 ≤ x ≤ 1.0. For clarity are only shown frequencies with the the high-
est values.
From the temperature dependence of the muon precession frequencies, the
Ne´el temperature TN can be estimated by determining T (ν = 0). As well,
the maximum internal fields Bint are derived from the values ν(T = 0).
Both quantities are summarized in Tab. 4.5.
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Overall, we observe that the µSR frequencies decrease with increasing
Si substitution. This behavior is in agreement with the observations on
the magnetic bulk properties in the previous section of this chapter (sec-
tion 4.5). Further, for decreasing temperature we found at first a rapid
increase of precession frequencies, which for T → 0 becomes almost
temperature independent. Equally, TN and Bint(T = 0 K) decrease with
increasing Si concentration. For 0.0 ≤ x ≤ 0.4 both quantities decrease
significantly with Si alloying, while for larger x values the dependence
is much weaker and for x → 1.0 it approaches the behavior of CePt3Si
[151].
CePt3B0.6Si0.4 exhibits a transition into the antiferromagnetic phase at
4.3 K, whereas the specific heat Cmag(T ) only displays a weak signature
at this temperature. Again, this might be attributed to a lesser quality of
this particular sample, consistent with wTF µSR and bulk experiments.
Summarizing the findings so far, the suppression of the antiferromagnetic
phase in CePt3B1−xSix with increasing silicon amount fully confirms the
bulk measurements.
In contrast to the detection of long-range antiferromagnetic ordering,
which is reflected in the occurrence of a distinct spontaneous muon pre-
cession, determining the transition into the weakly ferromagnetic phase
is a much harder task. For CePt3B it was demonstrated previously that
x TN TC ν(T = 0 K) Bint(T = 0 K)
(K) (K) (MHz) (mT)
0.0 8.0 6.0 14 104
0.2 5.5 1.8 7 53
0.4 4.3 1.8 5 35
0.6 3.0 < 1.6 4 32
0.8 2.7 < 0.019 3 23
1.0 2.3 - 2 16
Tab. 4.5: Magnetic transition temperatures TN and TC , muon precession frequen-
cies ν(T = 0 K) and maximal internal fields Bint(T = 0 K) of
CePt3B1−xSix, 0.0 ≤ x ≤ 1.0, determined from ZF µSR measure-
ments. The values for CePt3Si are taken from the Ref. [151].
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a change of the slope in the temperature dependent muon oscillation fre-
quency occurs below TC [158, 162]. Ferromagnetic ordering causes addi-
tional muon oscillation compared to the antiferromagnetic muon preces-
sion (shown as green line in Fig. 4.15 (e)).
Further inspections of the temperature dependent oscillation frequencies
reveal that for CePt3B0.8Si0.2 there is a feature similar to that seen in
CePt3B. This behavior can be interpreted as an evidence for the occurrence
of weak ferromagnetic ordering from canted magnetic moments, which we
identified as TC (see arrows in Fig. 4.17, values included in Tab. 4.5). The
Curie temperature TC obtained from these kinks are in agreement with the
bulk measurements. CePt3B1−xSix with x = 0.4 and 0.6 do not show
a clear indication for ferromagnetic behavior for T ≥ 1.6 K in the GPS
experiments. Hence, from our data we set an upper limit for the ferromag-
netic transition temperatures for these samples of TC ≤ 1.6 K.
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CePt3B0.2Si0.8 is also investigated in the LTF facility. The depolariza-
tion of the LTF measurements does not show a clear-cut feature signaling
ferromagnetic behavior down to temperatures of 19 mK. As well, in the
experiment no identification for superconductivity is observed.
The size of the magnetically ordered moment µord represents one cen-
tral characteristic of the magnetic properties of CePt3B1−xSix, which can
be estimated from internal fields Bint(T = 0 K) ∝ µord. A qualitative
comparison with the magnetic entropy Smag(T = TN ) reveals that both
behave in a similar way, cf. Fig. 4.18. The magnetic entropy is a measure
of ”disorder” of the magnetic lattice, which is proportional to µord. In-
creasing the silicon concentration leads to a strictly monotone decrease of
Bint(T = 0 K) and Smag(T = TN ), reflecting the gradual suppression of
magnetic ordering with Si. Qualitatively, this can be understood within the
Doniach phase diagram as a result of the increasing screening of localized
magnetic moments via the Kondo effect.
Semiquantitatively, Fig. 4.18 further indicates that the size of the mag-
netically ordered moment changes by a factor of about 5 from CePt3B
to CePt3Si. Given the experimentally determined moment of CePt3Si,
µord = 0.16 µB /Ce atom [143], we would expect for CePt3B a moment
of the order of µord ∼ 0.8 µB /Ce atom, fully consistent with bulk and
microscopic experimental data. Closer inspection of Bint(T = 0 K) and
Smag(T = TN ) reveals that quantitatively a somewhat different depen-
dence on the silicon concentration occurs. One might argue, that in con-
trast to the magnetic entropy, the internal fieldBint(T = 0 K) is more sen-
sitive to the weak ferromagnetic signal for x < 0.6. With the more rapid
suppression of the ferromagnetic phase than the antiferromagnetic one,
Bint(T = 0 K) initially also drops more quickly than Smag(T = TN ).
4.8 Summary
To summarize the findings presented here on the alloying system
CePt3B1−xSix, 0.0 ≤ x ≤ 1.0, antiferromagnetic and weakly ferromag-
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netic phases are observed by means of various macroscopic bulk tech-
niques and microscopic µSR experiments. The effect of silicon alloying
is demonstrated in the corresponding magnetic phase diagram (Fig. 4.19),
where the transition temperatures obtained from bulk and microscopic ex-
perimental techniques are plotted as function of x. While there is some
variation of the absolute values of the antiferromagnetic transition temper-
ature TN and ferromagnetic transition temperature TC , overall the differ-
ent experiments yield rather similar results regarding the phase diagram.
All in all, the phase diagram implies that the antiferromagnetic phase
of CePt3B (TN = 7.8 K) transforms continuously into that of CePt3Si
(TN = 2.2 K), with a smooth suppression of the ordering temperatures.
The antiferromagnetic transition temperatures TN are almost constant for
a silicon content of x ≥ 0.6. In contrast, the weakly ferromagnetic phase
in CePt3B (TC = 6.0 K) is completely suppressed at a critical value of
xc ∼ 0.8. Superconductivity appears close to stoichiometric CePt3Si
(Tc = 0.75 K).
Weakly ferromagnetic behavior can occur as a result of the DM interac-
tion in non-centrosymmetric systems by canting of antiferromagnetically
ordered spins. This ferromagnetic signature is almost completely sup-
pressed at the critical concentration xc, suggesting that the DM interaction
is weakened with Si alloying. With the complete suppression of the DM
interaction unconventional superconductivity occurs in CePt3Si. Qualita-
tively, this behavior can be discussed within the concept of the Doniach
phase diagram, which considers the competition of long-range magnetic
order from an RKKY-like exchange and the Kondo effect [25]. The sup-
pression of antiferromagnetic and weakly ferromagnetic order is accompa-
nied by a significant enhancement of electronic correlations, as evidenced
by the increasing electronic specific heat coefficient γ. Here, it could be ar-
gued that in the strongly correlated state the DM interaction becomes less
relevant, as it is not well-defined for a complex delocalized and correlated
state of f -electrons coupled to the conduction electron band.
Also the splitting of the low-lying crystal electric field (CEF) levels de-
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function of silicon concentration x for CePt3B1−xSix, 0.0 ≤ x ≤ 1.0.
The values for x = 0.0 and 1.0 are taken from the Refs. [16, 163].
creases with Si alloying. Here, it could be asked if this variation also af-
fects the ground state properties of CePt3B1−xSix. Now, judging from
the evolution of bulk properties such as resistivity or susceptibility for
the series of samples, there is only a quantitative reduction of the level
splitting by about 20% with x, but no qualitative change, suggesting that
the crystal field ground state remains the same for all samples. Then,
with the level splitting of the order of 100 K, the ground state properties
of CePt3B1−xSix will depend primarily on the hybrdization between the
f -electrons in the low lying CEF level and the conduction electrons.
With these ideas of the relevance of the DM interaction, we can speculate
about the transformation of the antiferromagnetic phase in CePt3B into
that of CePt3Si. As indicated in the introduction, the antiferromagnetic
structure in CePt3Si is rather simple, with a wave vector q = (0, 0, 0.5)
[143]. While for CePt3B the wave vector is unknown so far, neutron scat-
tering experiments have verified that it is not equal to the one of CePt3Si
[158, 162]. Further, in these experiments no scattering intensity from a
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magnetically ordered phase has been seen in a scattering angle range that
would correspond to ”ordinary” wave vectors, for instance with an an-
tiferromagnetic doubling of the unit cell etc.. Conversely, this seems to
suggest that the ordered magnetic phase in CePt3B reveals a long-range
modulation of the spin-periodicity, which might lead to a signal in neutron
scattering at low scattering angles inaccessible in the experiment carried
out by Bleckmann [162]. Such a phase would also be consistent with the
presence of the DM interaction in CePt3B, which frequently produces such
long-range modulations in magnetic materials. With the suppression of the
DM interaction the long-range modulated state disappears, and instead the
system locks into the wave vector of CePt3Si.
In this context, a common approach to qualitatively assess the relevance
and nature of magnetic fluctuations is to plot the product of susceptibility
and temperature, χT , against the temperature T . This procedure is car-
ried out in Fig. 4.20 for the complete alloying series CePt3B1−xSix. A
decreasing product of χT with decreasing T is considered to indicate pre-
dominant antiferromagnetic fluctuations, as within the Curie Weiss law it
reflects a negative temperature intercept, viz., ΘCW < 0. Conversely, de-
creasing χT with increasing T indicates a ferromagnetic character of the
fluctuations. From this figure, it is evident that CePt3B shows a signature
of predominant ferromagnetic fluctuations, which is consistent with the
phase diagram. Upon alloying, the figure suggests that these ferromag-
netic fluctuations are suppressed on behalf of antiferromagnetic fluctua-
tions. With this observation in mind, a line of thought might be that this
change of the character of the fluctuation spectrum is an element relevant
to account for superconductivity in CePt3Si.
The silicon substitution of boron indicates for the resistivity and therefore
of the Curie-Weiss temperature ΘCW that for both CePt3B and CePt3Si
the Kondo energy scale is of the order of 10 K, and increases with x by
a factor of about two. Further, ΘCW indicates that the basic magnetic
energy scale TRKKY is slightly larger than TK (25 to 45 K), which also
increases with Si concentration. In result, with replacing boron by silicon
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Fig. 4.20: A plot of the product χT versus T to illustrate the nature of predominant
magnetic fluctuations for CePt3B1−xSix, 0.0 ≤ x ≤ 1.0. The values
for CePt3Si are taken from the Ref. [163].
in CePt3B1−xSix a Doniach-like phase diagram is traversed, starting with
the local moment magnet CePt3B. For increasing Si amount the Kondo
effect is enhanced and tends to win over magnetic order, with the end
point of the heavy fermion antiferromagnetic superconductor CePt3Si.
Commonly, such Doniach-like phase diagrams are observed in pressure
experiments or in isoelectronic chemical pressure studies. In the present
case, the situation is somewhat more complicated. Chemically a negative
pressure is exerted in the alloying series CePt3B1−xSix with a large in-
crease of the lattice parameters with x. The negative pressure effect is also
corroborated by the observation of a decreasing crystal field splitting with
x. This negative pressure appears to be counteracted by the increasing
electron count while replacing boron by silicon. Adding one conduction
electron might lead to a small shift of the Fermi energy, and thus affect
the density of states at the Fermi level. A first approximation the replace-
ment of B by Si is often considered to not change band structure properties
significantly [172–174]. These elements only produce broad bands at the
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Fermi level, which should not be of great relevance to the magnetic prop-
erties of the materials. In consequence, CePt3B appears to represent a low
pressure variant of CePt3Si.
In fact, pressure experiments up to 5.5 GPa carried out on CePt3B show a
slight increase of TC by about 5 % with a constant ferromagnetic contribu-
tion at a pressure 1 GPa ≥ p ≥ 5.5 GPa. In contrast to CePt3Si, in which
the magnetic phase is suppressed at p = 0.6 GPa, in CePt3B a pressure of
5.5 GPa is not sufficient to eliminate the ferromagnetic behavior. Within
the concept of the Doniach model, this observation reflects that CePt3B
is still deep in the local moment region of the Doniach phase diagram.
Therefore, a much higher pressure would be required to drive the system
into the range of strong electronic correlations and close to a magnetic in-
stability. Consequently, it would be very interesting to investigate if the
properties of CePt3B1−xSix under very high pressure resemble those of
CePt3Si, and in particular if the system becomes superconducting.
Given these observations, further studies are required for a detailed un-
derstanding of the magnetic instability in the context of unconventional
superconductivity in CePt3Si and the suppression of the effective DM-
interaction in CePt3B. Possible routes to achieve this might be pressure
studies of CePt3B1−xSix and/or studies on samples with a finer gradation
of the Si concentration close to 0.7 ≤ x ≤ 1.0.
5 Quantum critical behavior in
Nb1−yFe2+y
As set out in the preceeding chapters, quantum critical phase transitions
and the associated quantum critical behavior was observed in many in-
termetallic 4f -electron compounds, for example various Ce and Yb com-
pounds [8, 11, 102, 175]. In such correlated-electron materials quantum
critical properties arise from the competition of local Kondo and non–local
RKKY interactions. In contrast, only a few transition metal compounds
are studied in detail in the context of quantum criticality, for instance the
weakly magnetic metals MnSi [176], FeGe [177] and ZrZn2 [178]. These
systems with their remarkable magnetic structures (e.g., the helical spin
structure in MnSi) show a number of yet not understood physical prop-
erties, which can be varied easily by means of non-thermal control pa-
rameters such as pressure and concentration. Detailed theoretical analysis
[86, 108] predict spin density wave order close to quantum critical phase
transitions in such itinerant systems. The same scenario possibly apply to
the itinerant intermetallic series Nb1−yFe2+y , which has been proposed to
display ferromagnetic quantum criticality [17–19].
For decades Nb1−yFe2+y has been of interest to solid state physicists due
to its rich magnetic phase diagram, which contains a number of differ-
ent magnetic regions of ferromagnetic nature and a presumed spin density
wave modulated state. Furthermore, at 1.5 % niobium excess a quantum
critical point is observed. In this chapter the magnetic phase diagram is
investigated in detail by discussing the results of two experimental tech-
niques on a microscopic scale applied to the intermetallic series: the muon
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spin relaxation and Mössbauer spectroscopy. In particular, the nature of
the presumed spin density wave state is studied for stoichiometric and
quantum critical NbFe2.
5.1 Magnetic phase diagram of Nb1−yFe2+y
The hexagonal 3d-electron system Nb1−yFe2+y is a rare example of an
itinerant intermetallic compound displaying quantum criticality in the
vicinity of a weakly magnetic phase. The magnetic phase diagram of
NbFe2 develops upon tiny changes in stoichiometry (Fig. 5.1), and has
been established via the temperature dependence of various thermody-
namic and electrical transport properties [17–19, 179, 180].
NbFe2 crystallizes as a C14 Laves phase system (cf. section 2.3) in
the MgZn2 hexagonal structure (space group P63/mmc; lattice parameter
a = 4.8401 Å and c = 7.8963 Å) with 12 atoms in the unit cell (inset of
Fig. 5.1). The iron atoms form a layered structure of a kagome lattice con-
figuration with Fe(6h) sites separated by Fe(2a) atoms centered between
the kagome triangles, while the niobium atoms occupy the interstices in
this Fe structure and lie slightly out of the plane of the Fe(2a) sites. In
this structure, Fe(6h) and Fe(2a) atoms exist in a ratio of 3 : 1. Niobium
has a site symmetry of 4f at (1/3, 2/3, x), Fe of 2a at (0, 0, 0) and 6h at
(y, 2y, 3/4) with x = 0.0657 and y = 0.1705, respectively [18, 19].
In recent years the effect of slight changes in stoichiometry of
Nb1−yFe2+y has been studied intensively, resulting in the discovery of a
complex magnetic phase diagram divided into an Fe-rich, a stoichiometric
NbFe2 and a Nb-rich region. Nb- and Fe-rich Nb1−yFe2+y , y ≤ −0.02
and y ≥ 0.015, respectively, possess different ferromagnetic states with
ordered magnetic moments expected in a range of some tenth of a µB
per Fe atom [18, 21]. While Nb-rich samples display a decreasing co-
ercive field with increasing Nb-excess with a non-detectable hysteresis
(y ∼ −0.06), Fe-rich material shows a large ferromagnetic hysteresis
[18]. Arrott-plot analysis yields a clear indication of a remanent mag-
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Fig. 5.1: The magnetic phase diagram for slightly doped Nb1−yFe2+y exhibits fer-
romagnetic (FM) and a presumed spin density wave (SDW) modulated
states in the vicinity of a quantum critical point (QCP) at y = 0.015; the
inset shows the hexagonal C14 Laves structure with atoms of Fe(6h) in
red, Fe(2a) in blue, and Nb in gray; taken from Refs. [17, 19].
netization and therefore also of ferromagnetism in Nb-rich NbFe2. Fur-
thermore, spin-dependent Compton scattering measurements have been
carried out for y = +0.015 indicating – in comparison with theoretical
results concerning the spin density – a ferrimagnetic arrangement of Fe
moments being more probable than a ferromagnetic state [181].
For −0.015 ≤ y ≤ +0.05 a spin density wave (SDW) modulated state is
assumed to form. As for instance the stoichiometric NbFe2 is representing
a very rare case of SDW state in an intermetallic compound, with a Néel
temperature TN of around 10 K. The SDW ordering persists up to a con-
centration of 1.5% Nb-excess. Here a quantum critical point (QCP) with
non-Fermi liquid behavior exists, followed by low-moment FM behavior
in the Nb-rich state.
Sometimes in itinerant systems SDW or helical magnetism are found be-
sides ferromagnetism. In the case of spontaneous ferromagnetism energy
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bands are split into spin-up and spin-down bands, which are energetically
shifted against each other in the absence of applied magnetic fields. Effec-
tively, spontaneous ferromagnetism (FM) is possible if the Stoner criterion
is fulfilled:
IN(EF ) > 1. (5.1)
This condition for FM instabilities requires a strong Coulomb interaction
(∼ exchange coupling parameter I) and also a large density of states at
Fermi energy N(EF ) [115]. If the Stoner criterion is not satisfied, elec-
tronic interactions (which are also∼ I) still affect the magnetic properties
of the conduction electrons. Thus, a wave vector-dependent susceptibility
χq is also enhanced by the Stoner factor and follows to:
χq =
χP f(q/2pi)
1− IN(EF )f(q/2pi) , (5.2)
where the function f(q/2pi) is given by
f(q/2pi) = 12
(
1 + 1− (q/2pi)
2
q/pi
log
∣∣∣∣q/2pi + 1q/2pi − 1
∣∣∣∣
)
. (5.3)
This leads to an enhanced Pauli paramagnetism (χP ) by a factor of (1 −
IN(EF ))−1, which also leads to a dramatic increase of the susceptibility
via the Coulomb interaction. More specifically, for the present situation
stoichiometric NbFe2 is on the border of a FM instability reflecting a large
Stoner factor S ∼= 180 (I ·N(EF ) = 0.99 ≈ 1) with
S = (1− I ·N(EF ))−1 (5.4)
and high Wilson ratio RW ∼= 60 [17] given by
RW =
χ/χ0
γ/γ0
. (5.5)
If χP f(q/2pi) reaches unity, the susceptibility diverges at the wave vec-
tor q . Then, an oscillatory static magnetization can develop spontaneously
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in the sample. Ferromagnetism develops for q = 0, antiferromagnetism
for |q| = pi/a, otherwise a SDW or spiral structures are expected as a
function of q .
Stoichiometric NbFe2 is assumed to undergo a transition into a SDW mod-
ulated state with a long-wavelength helical or spiral (q 6= 0) arrangement
of Fe spins below a transition temperature TN = 10 K, which is indi-
cated by thermodynamic, transport and specific measurements measure-
ments. Spin-glass transition, superparamagnetism and domain effects are
excluded by ac-susceptibility, Arrott-plot and specific heat investigations
[17, 18].
This presumed SDW state in Nb1−yFe2+y , −0.015 ≤ y ≤ 0.02, are
bounded by a FM phase of Fe-rich NbFe2 and by a QCP for yc ∼= −0.015
of Nb-rich NbFe2. This QCP appears to be the origin of a logarithmic
Fermi liquid breakdown: the electronic resistivity scaling follows a
T 3/2 power-law and a linear specific heat Cp/T ∝ log T reflects a NFL
behavior, which is characteristic for a FM metal [17, 18]. To date, neutron
diffraction studies have been unable to directly establish the existence of
such spin density wave modulated phase. Therefore, muon spin relaxation
experiments are carried out in order to detect the SDW state and to
distinguish it from a FM phase.
For this purpose, well-characterized high quality single- and polycrys-
talline samples of Nb1−yFe2+y are investigated, which have been char-
acterized previously using Laue diffraction, electrical transport measure-
ments and magnetometry. Tab. 5.1 lists the stoichiometry and the magnetic
transition temperatures of all investigated samples. Single crystals were
grown by a optical floating zone method utilizing a ultra high vacuum mir-
ror furnace from polycrystalline precursor rods. These polycrystals were
prepared from high-purity niobium and iron by radio-frequency induction
melting. The samples used in this thesis closely correspond to similar
single crystals from the same growth runs, which were characterized and
investigated in prior detailed bulk studies [21, 180, 182–184].
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sample name y TN TC crystal structure
OFZ28 y = +0.018 36 32 single crystalline
B4 y = +0.0161 30 22 polycrystalline
OFZ11 y = 0.000 12 - single crystalline
OFZ29 y = 0.000 12 - single crystalline
OFZ12 y = −0.004 8 - single crystalline
C4 y = −0.0055 5.3 - polycrystalline
C5 y = −0.0117 - - polycrystalline
C2 y = −0.0190 3.2 polycrystalline
Tab. 5.1: Overview for all investigated Nb1−yFe2+y samples: transition tempera-
tures of the SDW (TN ) and FM (TC ) states are determined by thermo-
dynamic studies [182].
5.2 Muon spin relaxation on Nb1−yFe2+y
Since for slightly off-stoichiometric Nb1−yFe2+y a magnetic phase
diagram was proposed that contains ferromagnetic and a presumed
SDW phase, the aim of this muon spin relaxation study (µSR) was the
determination of a detailed phase diagram by means of a microscopic
technique, with a special focus on the assumed SDW state close to
quantum critical behavior. If the SDW ordering is identified, it would
confirm the theory of Belitz et al. and Conduit et al. [86, 108]. In recent
years, first µSR spectroscopy was performed by M.R. Crook [66] on
polycrystalline Nb1−yFe2+y , −0.04 ≤ y ≤ 0.04, in a temperature range
of 10 K≤ T ≤ 300 K. This data has identified both FM states and a
intermediate phase for −0.02 ≤ y ≤ 0.02, which deals with the coex-
istence of both static and dynamic random fields. This implied a vague
magnetic state of an anti-structure of the Fe atoms. Performing similar
studies on well-characterized single crystalline and pure polycrystalline
samples promises to produce more detailed results with a better resolution.
Therefore, single and polycrystalline samples Nb1−yFe2+y (Tab. 5.1)
were studied in µSR experiments in weak transverse fields, zero fields
and in longitudinal fields using the general purpose surface-muon (GPS)
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and low temperature facility (LTF) instruments of the Swiss Muon Source
at the Paul Scherrer Institut, Villigen, Switzerland.
5.2.1 Weak transverse field µSR studies
Weak transverse field (wTF) µSR experiments on Nb1−yFe2+y have been
carried out in the range of 1.6 and 300 K using an external field of 5 mT
applied at an angle of 90◦ relative to the polarized muon spin. The µSR
data provides comprehensive microscopic information about the low tem-
perature magnetic states in Nb1−yFe2+y . Fig. 5.2 displays representative
asymmetry spectra of wTF µSR experiments for Nb1−yFe2+y between 2
and 80 K. At higher temperatures (in the paramagnetic state), the muons
precess with the frequency ω in the external field giving rise to an oscilla-
tory asymmetry ATF(t)
ATF(t) = A0 cos (ωt+ φ) exp(−12 (σt)
2) exp(−λTFt). (5.6)
Eq. (5.6) implies a local field distribution caused by nuclear dipoles and an
additionally operative electronic relaxation process. Here, A0 denotes the
asymmetry parameter, ω = 2pif the muon frequency with f ∼ 0.65 MHz,
φ the phase shift, σ the width of a local magnetic field distribution1 and
λTF the damping rate.
At temperatures higher than 100 K the muon precession varies because of
muon diffusion, an effect not analyzed in detail for the present measure-
ments. At low temperatures, the signals are strongly damped and acquire
an additional precession term from local internal fields, see Eqs. (5.7)
and (5.8), in ZF µSR fits indicated by red lines in Fig. 5.2. From fits
of Eq. (5.6) to the data we obtain a temperature dependence of the wTF
asymmetry parameter, which is proportional to the paramagnetic volume
fraction. In Fig. 5.3 the temperature dependence of the asymmetry param-
eter A0 is plotted. It illustrates the complete loss of asymmetry for the
samples with y ≥ −0.0055, which proves the bulk nature of the magnet-
1For the analysis of the temperature dependence σ is fixed for each sample.
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Fig. 5.2: Weak transverse field µSR asymmetry spectra between 1.6 − 80 K in
an external field of 5 mT for Nb1−yFe2+y , y = +0.018 (a), 0.0 (b),
−0.004 (c), −0.055 (d), −0.0117 (e) and −0.019 (f). Solid lines are fits
to the data, for details see text.
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Fig. 5.3: Temperature dependence of the asymmetry parameter A0 of wTF µSR
measurements in Nb1−yFe2+y , y = −0.019 (star), −0.0117 (inverse
triangle), −0.0055 (cubic), −0.004 (diamond), 0.0 (circle) and +0.018
(triangle).
ically ordered phases for these samples at lowest temperatures. Since the
muon detects internal magnetic fields, ω shifts and λTF of Eq. (5.6) di-
verges at a magnetic phase transition. This is the reason of the beginning
magnetic behavior in the asymmetry spectra, while the fitting function of
Eq. (5.6) is only valid for the paramagnetic region. The polycrystalline
Nb1.0055Fe1.9945 seem to suggest a magnetically inhomogeneous sample
together with magnetization measurements (cf. section 5.2.2), since the
loss of asymmetry are incomplete up to T ∼ 1.7 K. For the Nb-rich sam-
ple Nb1.019Fe1.981 a magnetic transition is observed also, although at low-
est experimental temperatures of 2 K the asymmetry is not fully lost yet,
implying that the magnetically ordered phase does not yet cover all of the
sample. In contrast, in quantum critical Nb1.0117Fe1.9883 a bulk magnetic
transition is not detectable down to temperatures of 0.02 K.
The transition temperatures are determined as the midpoint of the tem-
perature dependent asymmetry parameter A0 at the transition to 36 K
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in Nb0.982Fe2.018, 14 K in NbFe2, 8 K for Nb1.004Fe1.996, 5 K for
Nb1.0055Fe1.9945 and 3 K for Nb1.019Fe1.9981, in good agreement with
bulk studies [17, 18, 180, 182–184]. The evolution of the transition tem-
peratures in context of the sample composition will be discussed later, and
will be related to the observed µSR frequencies in zero field measurements
and to the size of the ordered magnetic moment for the magnetically or-
dered states.
5.2.2 Zero field µSR studies
More detailed information, in particular on the magnetically ordered states
of Nb1−yFe2+y , is obtained by zero field (ZF) µSR experiments. Fig. 5.4
depicts the asymmetry spectra for temperatures covering the magnetic
phase transitions for all samples at a time scale of 8µs (for quantum crit-
ical Nb1.0117Fe1.9883 a temperature similar to the neighboring samples
in the phase diagram is plotted). Varying temperatures reveals different
asymmetry signatures for the magnetically ordered samples: a strongly
damped low temperature magnetic state and a weakly damped high tem-
perature non-magnetic state. Above the critical temperatures, in the para-
magnetic range (blue data points/lines in the asymmetry spectra) the data
for all samples indicates dynamic nuclear moments, which can be fitted by
the non-analytically solvable dynamic Gaussian Kubo-Toyabe-type func-
tion (Eq. (3.25)) [128, 129] in zero field with a frequency ν = 0 MHz,
a constant Gaussian field relaxation σ ∼ 0.3µs−1 and a varying hopping
rate Γ, which increases with decreasing temperature.
ZF µSR investigations in the magnetically ordered states (green data
points/lines in the asymmetry spectra) show strongly damped asymme-
try spectra AZF(t), except for Nb1.0117Fe1.9883. Here, at the quantum
critical point no long-range ordered magnetism is observed down to tem-
peratures of 1.6 K, in full agreement with the wTF µSR measurements.
For further analysis, another approach to interpret the experimental data
comes by switching from the time into the frequency domain per numeri-
cal Fast Fourier Transformation (FFT) of the asymmetry spectra. Fig. 5.5
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Fig. 5.4: Zero field µSR asymmetry spectra between 1.6 − 40 K for a time range
t = 8 µs for Nb1−yFe2+y , y = +0.018 (a), 0.0 (b), −0.004 (c),
−0.055 (d), −0.0117 (e) and −0.019 (f). Solid lines are fits to the data,
for details see text.
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Fig. 5.5: Real part of the amplitude of the Fast Fourier Transformation (FFT) of
AZF for t ≤ 0.5µs of Nb1−yFe2+y , −0.019 ≤ y ≤ +0.018, at a
temperature of 1.6 K. Arrows and crosses indicate the characteristic fre-
quencies ΩB/i (SDW/FM), see Eqs. (5.8) and (5.7).
reveals a first overview of the real part of the FFT carried out on the muon
relaxation asymmetry spectra at low temperatures (1.6 K). In this depic-
tion, Nb0.982Fe2.018 exhibits as the only sample a broad maximum at fi-
nite frequency ν, consistent with ferro- or ferrimagnetic ordering from
bulk magnetometry [17, 181].2 Both, NbFe2 and Nb1.004Fe1.996, have
a broad maximum around zero frequency. This is, on top of the sample
holder contribution, consistent with a spin density wave state that pro-
duces a static field distribution around zero field. These maxima become
more narrow for Nb1.0055Fe1.9945 and Nb1.019Fe1.981, reflecting the very
weak magnetic states of these compositions close to the QCP. At the QCP
(Nb1.0117Fe1.9883) with an experimental error of 0.5 MHz the muon re-
laxation frequencies are determined to be zero with a deviation in the FFT
amplitude, in agreement with the magnetic phase diagram from bulk mea-
2The broad anomaly around zero frequency with a FFT amplitude of about 0.3 stems from
the sample holder.
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Fig. 5.6: Real part of the amplitude of the Fast Fourier Transformation (FFT)
of AZF of Nb0.982Fe1.018 at temperatures T = 36, 34, 32 K. Arrows
and crosses indicate the characteristic frequencies ΩB/i (SDW/FM), see
Eqs. (5.8) and (5.7).
surements (Fig. 5.1) – thus, magnetical ordering is fully suppressed.
Detailed analysis of the asymmetry spectra of the ZF µSR for t ≤ 0.2 µs
(Fig. 5.7) observes the different nature of muon relaxation in the differ-
ent magnetic phases of Nb1−yFe2+y as well as the FFT analysis. For
Nb0.982Fe2.018 a spontaneous muon rotation signature is detected at tem-
peratures below 32 K (green data points/lines in the asymmetry spectra in
Fig. 5.7 (a)), consistent with ferro- or ferrimagnetic ordering. This behav-
ior can be analyzed in terms of two distinct muon sites with precession
frequencies Ωi caused by the local internal magnetic field according to
AFM =
2∑
i=1
ai [αi cos (Ωit) exp(−λT,it) + (1− αi) exp(−λL,it)] . (5.7)
The asymmetry parameter ai is associated with muon site i, αi denotes
the fraction of transverse field components of the field distribution with
118 Quantum critical behavior in Nb1−yFe2+y
- 0 . 1
0 . 0
0 . 1
0 . 2
0 . 0 6
0 . 1 2
0 . 1 8
0 . 0 0 0 . 0 5 0 . 1 0 0 . 1 5
0 . 0 7
0 . 1 4
0 . 2 1
0 . 0 5 0 . 1 0 0 . 1 5 0 . 2 0
 

 

		
A ZF(
t)
 

 
  


	





 
 



A ZF(
t)  


 
 




 
 
	


A ZF(
t)
t 
 

 
 



t 
Fig. 5.7: Zero field µSR asymmetry spectra for t ≤ 0.2 µs between 1.6 − 36 K
for Nb1−yFe2+y , y = +0.018 (a), 0.0 (b), −0.004 (c), −0.055 (d),
−0.0117 (e) and −0.019 (f). Solid lines are fits to the data, for details
see text.
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Fig. 5.8: Temperature dependence of µSR frequencies of Nb1−yFe2+y , y =
+0.018 (triangle), 0.0 (circle), −0.004 (diamond), −0.0055 (pentagon)
and −0.019 (star). The closed symbols denote the frequencies of the
FM state, the open ones the frequencies of the SDW state; solid and
dashed lines are guides to the eye. To indicate the SDW phase transi-
tion in Nb0.982Fe2.018 a dashed line is drawn.
respect to the initial muon spin which gives rise to a precession. It re-
mains nearly constant as a function of temperature indicating that also
the direction of Fe moments stays the same. λT/L define the trans-
verse/longitudinal damping rates, which are almost constant with values
of λT,i ∼ 25/20 µs−1 and λL,i of 1/0 µs−1. While λT/L diverge at the
phase transitions. The characteristic muon relaxation frequencies Ωi are
indicated by crosses in Fig. 5.5 and Fig. 5.6, and fits to Eq. (5.7) are de-
picted as lines in Fig. 5.4 and Fig. 5.7. The temperature dependence of the
precession frequencies Ωi, are depicted as solid lines in Fig. 5.8, reflects
the evolution of the bulk magnetization.
Also, based on magnetization experiments, the magnetic phase diagram
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Fig. 5.9: The dependence of the precession frequency Ωi,B(T ) on the transition
temperature for Nb1−yFe2+y ,−0.019 ≤ y ≤ +0.018 scales for the
SDW and FM moment µ in the same way. µ are estimated by a linear
evolution of Ωi,B and the magnetic moment from Ref. [180] as a refer-
ence point (filled red triangle), for details see text.
(Fig. 5.1) has been reported that the Nb-rich Nb1.019Fe1.981 is ferromag-
netic, similar to the Fe-rich Nb0.982Fe2.018. In contrast to the spontaneous
muon rotation of the Fe-rich material, in Nb-rich Nb1.019Fe1.981 only a
strongly damped asymmetry signal is observed in the magnetically or-
dered phase (Fig. 5.7 (f)). This difference might indicate another kind of
(ferro-)magnetic order or may be due to the very small magnetic moments,
which should scale in first approximation with the transition temperatures
TC ∼ 32 K in Nb0.982Fe2.018 and 3 K in Nb1.019Fe1.981. With the size
of the ordered moment for Nb0.982Fe2.018 reported to 0.06µB /Fe atom
[180], the ordered moment for Nb1.019Fe1.981 should be of the order of a
few 1/1000th of µB per Fe atom. After all, however, these experiments
so far do not provide a definite result – further measurements of Nb-rich
samples will have to be carried out in future.
According to the phase diagram from Ref. [17] (see Fig. 5.1) for
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Fig. 5.10: The evolution of the transition temperature TN (green squares) and mag-
netic moments µord (orange triangles) scales with their compositions y
for Nb1−yFe2+y ,−0.016 ≤ y ≤ +0.016 close to the QCP in a different
way.
Nb0.982Fe2.018 a spin density wave phase is claimed to exist in a narrow
temperature range between TC ∼ 32 K and TN ∼ 36 K. This different type
of spin structure is also reflected in the real part of the FFT (Fig. 5.6),
where the distinct maximum at finite frequency is replaced by a distribu-
tion around zero frequency. For all other magnetically ordered samples
of Nb1−yFe2+y a similar response exists for frequencies centered very
near to zero in the ordered phases (Fig. 5.5). It implies that this behavior
represents a common spin density wave signature of the modulated mag-
netic phase. Therefore, and in view of the various bulk magnetic studies
on Nb1−yFe2+y , the overdamped asymmetry signal is ascribed to a wide
field distribution of local magnetic fields caused by a SDW state. Follow-
ing Refs. [131, 132] the local field distribution is parametrized with an
internal Bessel function according to
ASDW = a [αj0 (ΩBt+ φ) exp(−ΛTt) + (1− α) exp(−ΛLt)] , (5.8)
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with asymmetry parameter a, fraction α, Bessel function j0 and transver-
sal/longitudinal damping rate ΛT/L. Here, the argument of the Bessel
function contains the maximal frequency ΩB of the SDW frequency dis-
tribution (corresponding to the maximal local field). The values ΩB are
indicated by arrows in Fig. 5.5 and Fig. 5.6. The constant α exhibits a
larger transversal part than the longitudinal one for all samples. At the
phase transition α, ΛT and ΛLdiverge, while in the magnetic state this
parameters are nearly constant.
Because the µSR frequencies Ωi and ΩB depend on the size of the ordered
moment for the FM and SDW state, respectively, their evolution with tem-
perature and sample composition is of particular interest. Fig. 5.8 depicts
these µSR frequencies, which decrease with increasing Nb substitution.
On closer examination, we observe for Nb1.004Fe1.996 a slow transition
into the SDW phase. At the transition temperature TN ∼ 8 K the asym-
metry parameter indicates that only a part of the sample volume (∼ 35 %)
is already ordered, in good agreement with bulk and wTF µSR data. Fre-
quencies with Nb concentration of y = −0.0055 and −0.019 are close to
zero and do not show the typical temperature dependent behavior of mag-
netic phase transitions. Nevertheless, the magnetically ordered states are
clearly visible in the strongly damped asymmetry functions, in the real part
of the FFT and are analyzable with fitting functions of Eqs. (5.7) and (5.8).
Moreover, for Nb0.982Fe2.018 the data points at ∼ 34 K and ∼ 36 K (open
triangles in the SDW state) can be fitted using Eq. (5.8).
In stoichiometric NbFe2 the temperature evolution of the frequency
ΩB(T ) is consistent with a second order phase transition at TN ∼ 13 K,
in good agreement with the results of bulk and wTF µSR data. Moreover,
ΩB(T = 0) ' 6 MHz is larger than the value for Nb0.982Fe2.018 at 34 K,
ΩB(T = 0) ' 4 MHz (open triangle in Fig. 5.8). If the SDW amplitude
scales with ΩB in the same way as the FM moment scales with Ωi, then
bulk measurements, which give about 0.06µB/Fe atom in Nb0.985Fe2.015
[180], suggest that at low temperatures the SDW amplitude is of the or-
der of 0.01 − 0.02µB/Fe atom in NbFe2, about 6 · 10−3 µB/Fe atom in
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Nb1.004Fe1.996 and about 5 · 10−4 µB/Fe atom in Nb1.0055Fe1.9945. This
rapid drop of the size of the magnetic moment by almost two orders of
magnitude with varying composition y, when TN appears to be reduced
only by a factor six, is rather surprising (see Fig. 5.9 for a plot of the
evolution of the moment size with transition temperatures).
Extrapolating the evolution of the magnetic moments with their composi-
tions (see Fig. 5.10), the µord(y)-data from our µSR-study would imply a
fully suppressed magnetic moment at a composition yc ∼ −0.006± 0.001
(analogous to yc(TN ) ∼ −0.009 ± 0.002), which is distinctly different
from the value yc = −0.015 obtained from bulk studies. It raises the
question about the nature of the magnetically ordered phase in the quan-
tum critical range −0.006 ≤ y ≤ yc.
Quantum critical behavior in Nb1.0117Fe1.9883
Within the series of experiments presented here, for the first time a quan-
tum critical sample, Nb1.0117Fe1.9883, is investigated by µSR in the GPS
and LTF facilities down to temperatures of 0.02 K. As pointed out in the
preceeding section, in this study no distinct indication for long-range mag-
netic ordering is observed, in full agreement with bulk measurements. The
temperature dependence of the inverse magnetic susceptibility χ−1(T )
shows deviations from Curie-Weiss behavior below a temperature of 4.4 K
(Fig. 5.11 (b)), which might reflect weak magnetic ordering of a part of
the sample. Also, the asymmetry parameter of wTF µSR measurements,
which indicate the paramagnetic volume fraction, shows an initial decrease
(Fig. 5.3). In contrast to the wTF µSR data for other compositions in
Nb1−yFe2+y the quantum critical Nb1.0117Fe1.9883 has to be analyzed by
AQCP,wTF(t) = ATF,1(t) +ATF,2(t). (5.9)
Thus, in addition to the muon precession observed in the other samples
Nb1−yFe2+y an additional signal exist, which is described as well by an
oscillatory asymmetry function ATF (Eq. (5.6)). Most likely, it simply re-
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Fig. 5.11: ZF µSR asymmetry spectra (a) and inverse susceptibility χ−1(T ) in a
magnetic field of B = 1 T (b) at temperatures 0.02 K ≤ T ≤ 8 K for
Nb1.0117Fe1.9883.
flects two different muon sites in the sample. Also, for the other measured
samples there should be two muon sites, but here only a very limited set
of data has been taken in the paramagnetic regime, and those high temper-
ature data sets could already be fitted using only one function ATF.
Next, Fig. 5.11 (a) depicts the asymmetry spectra of ZF µSR experi-
ments utilizing the GPS and LTF facilities for the quantum critical sample
Nb1.0117Fe1.9883. The asymmetry spectra of the LTF facility are rather
noisy and include a signal from a dominant silver background from the
sample holder. By comparing the ZF µSR measurements from both fa-
cilities, the LTF asymmetry spectra can be adjusted to correct for the sil-
ver background. Again, the asymmetry spectra of the ZF µSR exhibits
an additional dynamic fluctuation component, which is fitted with an ex-
tra dynamic Gaussian Kubo-Toyabe-type function, Adyn,2(t) (Eq. (3.25)).
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Similar to the wTF measurements, the use of two dynamic contributions
to the asymmetry most likely reflects the presence of two muon sites in
NbFe2.
In addition, below a temperature of 8 K a weakly damped signal is ob-
served, which contains in a strong decay at the early time scale (t ≤
0.4µs). This fast decrease is parametrized by an additional exponential
function. Thus, the ZF µSR spectra of Nb1.0117Fe1.9883 can be described
by
AQCP,ZF(t) = Adyn,1(t) +Adyn,2(t) + exp(−λt). (5.10)
Because of the zero field measurements the precession frequencies are
ν1/ν2 = 0 MHz, the field distributions are fixed to σ1 = 0.237µs−1 and
σ2 = 0.369µs−1, the fluctuation frequency Γ1 increases up to 1.2 MHz
with decreasing temperatures, Γ2 ∼ 0 MHz and the damping rate for fast
fluctuations λ rises also up to 4.5µs−1. Thus, in the quantum critical
regime of NbFe2 there are spin fluctuations which occur on different time
scale.
Altogether, the µSR study on NbFe2 in the quantum critical regime reveals
qualitatively new insights, as the material behavior deviates from the long-
range ordered samples. For Nb1.0117Fe1.9883 additional fluctuations on at
least two different time scales are observed and might be linked to the NFL
behavior.
5.2.3 Longitudinal field µSR studies
Longitudinal field (LF) µSR experiments were performed to clarify the na-
ture of the local magnetic fields, i.e., whether these are static or dynamic.
Exemplary, Fig. 5.12(a) and Fig. 5.12(b) depict the asymmetry spectra for
Nb1.004Fe1.996 at 15 K (viz., above the ordered phase) and quantum crit-
ical Nb1.0117Fe1.9883 at 1.6 K, respectively, with varying magnetic fields
(0− 100 mT) applied along the initial direction of the muon polarization.
In both samples small magnetic fields completely decouple the muon spin
– for Nb1.004Fe1.996 at 5 mT and for Nb1.0117Fe1.9883 at 100 mT. For the
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Fig. 5.12: Longitudinal field µSR asymmetry spectra for Nb1.004Fe1.996 (a) and
Nb1.0117Fe1.9883 (b) under different longitudinal fields. Solid lines are
fits to the data, for details see text.
former sample, already smallest fields of 2 mT lead to a partial suppres-
sion of static internal fields. Thus, for this sample static nuclear fields
can be easily decoupled with applied fields, while in Nb1.0117Fe1.9883 low
frequency fluctuating fields are present, consistent with the physical be-
havior in this quantum critical regime. In the static case a characteristic
Kubo-Toyabe shape is displayed, whereas dynamic fluctuations remains
a linear asymmetry function. The fits were generated by Eq. (3.25) for
Nb1.004Fe1.996 and Eq. (5.10) for Nb1.0117Fe1.9883 with increasing fluctu-
ation frequency Γ and λ in the case of Nb1.0117Fe1.9883.
Below the transition temperatures (T < TN ) LF µSR observe the muon
spin relaxation of electronic local magnetic fields in the sample, as
depicted for Nb1.004Fe1.996 in Fig. 5.13, respectively. For weak longitu-
dinal fields applied along the initial direction of the muon polarization
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(B ≤ 10 mT) the absorptions spectra describe the SDW phase (see
section 5.2.2), in consequences of the pronounced magnetic ground state.
Only for magnetic fields of 100 mT the muon spin completely decouples.
All in all, the proposed magnetic phase diagram (Fig. 5.1) has been veri-
fied in our µSR study. TF and ZF µSR depolarization spectra clearly in-
dicate in the temperature evolution of the experimental damped asymme-
try functions the transition from paramagnetic into magnetically ordered
states. For smallest time scales (t ≤ 0.3µs) Fe-rich Nb0.982Fe2.0183 in-
deed exhibits a µSR-signal with an oscillating damped asymmetry signal
in contrast to all other analyzed samples (Fig. 5.7). This clear difference
in the µSR-signature may imply, in accordance with bulk measurements,
ferromagnetic or ferrimagnetic ordering for this sample. Such behavior
would have to be expected as well for the Nb-rich Nb1.019Fe1.981 accord-
ing to the proposed FM properties from bulk measurements. Yet, this is
not the case, the asymmetry spectra, possibly as a consequence of very
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small magnetically ordered moments, displays only a damped signal, sim-
ilar to Nb1−yFe2+y , −0.0055 ≤ y ≤ 0.0. These damped asymmetry
spectra for Fe substitution of −0.0055 ≤ y ≤ 0.0 in Nb1−yFe2+y are
ascribed to a wide field distribution of local magnetic fields. These prop-
erties are caused by a SDW modulated state in accordance with previous
studies [17–19, 179, 180].
A special position in our study takes Nb1.0117Fe1.9883, where no evidence
of bulk magnetic ordering can be observed in the µSR depolarization.
Only the asymmetry parameter of TF µSR measurements reveals a be-
ginning decrease at lowest temperatures, which might indicate the onset
of magnetic ordering in some segments of the sample. The asymmetry
spectra of ZF µSR shows an additional exponentially damped signal on
a short time scale, as compared to Nb1−yFe2+y , −0.0055 ≤ y ≤ 0.0.
Furthermore, the comparison of the real part of the FFT carried out on the
muon relaxation asymmetry spectra of the quantum critical sample shows
again a different behavior than for the other samples Nb1−yFe2+y . In
contrast, we observe a broadened maximum in the FFT around zero fre-
quency, which possibly reflects the presence of local fluctuating fields for
wide field and time ranges.
5.3 Mössbauer measurements on Nb1−yFe2+y
In addition to the µSR-studies, Mössbauer spectroscopy experiments are
performed on Fe-rich powder Nb0.984Fe2.016 between 4 K and 90 K us-
ing a conventional Mössbauer set-up. This study yields complementary
information of the nature of the magnetic phases. For the material, the
transition temperatures were determined independently to TC ∼ 24 K and
TN ∼ 30 K via magnetization. In Fig. 5.14, as representative examples
the Mössbauer absorption spectra are plotted in the paramagnetic phase at
90 K (a), in the spin density wave (SDW) modulated phase at 28 K (b) and
in the ferromagnetic phase at 8 K (c).
At high temperatures the resonance pattern reveals a doublet structure typ-
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Fig. 5.14: Mössbauer absorption spectra of Nb0.984Fe2.016 at 90 K (a), 28 K (b)
and 8 K (c). The full lines represent the fit used in the data analysis, the
marker denotes an additional weak structure as discussed in the text.
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ical for nuclear electric quadrupole interaction. For the fit we take into ac-
count two Fe sites, i.e., Fe(6h) and Fe(2a), in a ratio of 3 : 1 in agreement
with the structure of the C14 Laves systems, with a quadrupole splitting of
about e2qQ/2 ∼ −0.19 mm/s and 0.38 mm/s for the two sites. Upon low-
ering the temperature below TN the onset of magnetic hyperfine splitting
at the Fe sites becomes visible from a broadening of the resonance pat-
tern. At lowest temperatures the line broadening becomes stronger with
an asymmetric quadrupole splitting. Furthermore, additional weak struc-
ture is observed on the right flank of the Mössbauer absorption spectra
(see marker in Fig. 5.14), which present an additionally kink in the flank
of the Mössbauer absorptions spectra. Possibly, this might be a texture in
the powdered sample.
Altogether, our data indicates a distinct magnetic phase transition in
Nb0.984Fe2.016 for T ≤ 28 K. In contrast to the µSR measurements, where
a SDW modulated state and one with a ferro- or ferrimagnetic ordering is
observed, Mössbauer experiments do not allow such a distinction. The
SDW state, as identified by µSR experiments, shows only a weak line
broadening without an asymmetric quadrupole splitting in the Mössbauer
absorptions spectra at T = 28 K, allowing no further conclusions on the
symmetry of the ordered state.
Hence, a detailed study of the magnetic structures is not possible, be-
cause of the small Zeeman splitting from magnetic moments in a range
of some tenth of a µB per Fe atom [18, 21]. With the two distinct Fe sites
which each produce a multitude of absorption lines from the superposition
of quadrupole and magnetic hyperfine splitting, fit parameter interdepen-
dency is too high as to produce a unique set of fit parameters to account for
the experimental data. The line broadening, however, can be parametrized
by determining the line width of the absorption spectra as full width at
half maximum FWHM as indicated in the Fig. 5.14. From this procedure,
we establish the temperature dependence of the FWHM in the Fig. 5.15.
From this plot, as indicated, we can identify a paramagnetic and another
magnetic phase (for T ≤ 28 K) in good agreement with bulk studies
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Fig. 5.15: Temperature dependence of the parametrized line broadening as
full width half maximum (FWHM) data for Fe-rich powdered
Nb0.984Fe2.016 with the paramagnetic (PM) and ferromagnetic (FM)
phases.
[17, 18, 180, 182–184]. A second phase transition into the spin density
wave modulated phase, which is proposed to occur for TN ∼ 30 K, can
not be detected as result of the very low magnetic moments. Given these
limitations in analyzing these Mössbauer data, additional Mössbauer ex-
periments in applied magnetic fields of a few Tesla might be a possible
solution.
Further, from the full width at half maximum FWHM, the magnetic hy-
perfine field at the Fe ions can be estimated to be less than 2 T, which
in turn corresponds to an upper limit of the ordered magnetic moment
of about 0.15µB /Fe atom from scaling to metallic Fe. This is consistent
with the net moment of 0.06µB /Fe atom [180] inferred from bulk mag-
netometry. These findings contradict the suggestion based on Compton
scattering at elevated magnetic fields [181] that Fe-rich Nb0.985Fe2.015 is
ferrimagnetic, with magnetic moments of 0.4µB (−0.6µB) on the Fe (6h)
(Fe (2a)) site. These moments on the Fe atoms imply magnetic hyper-
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fine fields of greater or equal to 6 T (i.e., in addition a total line broad-
ening of 1.15 mm/s at FWHM). Hence, our observations using Möss-
bauer spectroscopy prove the existence of a weakly ferromagnetic phase in
Nb0.984Fe2.016 and exclude a ferrimagnetic spin arrangement below TC .
The resolution of this discrepancy requires further investigation, but it may
be attributed to the larger energy window probed by Compton scattering,
which could cause large, slowly fluctuating moments to appear to be static.
5.4 High magnetic fields on NbFe2
In recent years, one concept to address the physical properties of materials
close to quantum criticality is that of multiple energy scales controlling the
behavior of the material at the quantum critical point. For instance, this ap-
proach was applied to the f -electron intermetallic YbRh2Si2 [11, 68, 185].
A priori, at present, there are no simple arguments to predict if for a given
material such a scenario might be applicable. In this situation, one can
only test experimentally such a possibility. For NbFe2, given the un-
usual behavior observed in the µSR spectra at the quantum critical point,
it seems worthwhile to perform such an experimental check. Therefore,
we have carried out a high magnetic field study on single crystalline sto-
ichiometric NbFe2 (sample number: OFZ29) by means of magnetization
and resistivity experiments.
The experimental determination of the magnetization and resistivity has
been performed in pulsed high magnetic fields at the Laboratoire National
des Champs Magnétiques Intenses (LNCMI) in Toulouse, France. Mea-
surements of the magnetization in pulsed magnetic fields are carried out by
determining the magnetic induction in a pick-up coil system surrounding
the sample, which is located inside the borehole of the external magnet and
therefor limits the sample dimensions. A large field noise can be reduced
due to a carefully positioning of the sample in the center of the pick-up coil
system at the homogeneity area of the pulsed fields. The electrical resistiv-
ity has been studied utilizing a spot-welded ac four-point method. Magne-
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Fig. 5.16: High field magnetization of NbFe2 for temperatures of 1.5, 4.2 and
12 K, with the external field up to 25 T aligned along the a axis (a)
and c axis (c). Insets (b) and (d) display the magnetization up to 2.5 T
in a temperature range of 1.5− 55 K.
tization and resistivity of well-characterized high quality single crystalline
NbFe2 have been investigated in external field up to 30 T aligned along
the a- and c-axis in the temperature range of 1.4−55 K, which were char-
acterized extensively by bulk experiments of the Refs. [180, 182–184].
Correspondingly, the complete coil arrangement has been placed inside a
4He cryostat.
Fig. 5.16 depicts the high field magnetization M(B) for NbFe2 as func-
tion of an external field up to 25 T aligned along the a- and c-axis
with an equivalent trend at each temperature in a range of 1.5 − 55 K;
observed anomalies at high fields reflect experimental noise. In high
magnetic fields, the magnetization of the PM and SDW modulated state
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Fig. 5.17: (a) Temperature dependence of susceptibility χ for NbFe2 for applied
magnetic fields along the c-axis and (b) the derivatives dχ/dT versus
T are displayed for B = 0.5 T and 1 T. The arrows mark the minima,
corresponding to the energy scale T ∗χ(B); for details see text.
(TN = 12 K) does almost not change, in agreement with the study of
polycrystalline samples in Ref. [182]. In contrast, for low magnetic fields
(B ≤ 2.5 T) a strong anisotropy in M(B) occurs along and perpendicular
to applied magnetic fields, see the insets of Fig. 5.16. At lowest temper-
atures (T ≤ 4.2 K) the magnetic fields along the c-axis exhibit a distinct
kink at a critical fieldBc of about 0.4 T in good agreement with Refs. [17–
19, 21]. This saturation point corresponds to a maximum in the suscepti-
bility for temperatures close to a ferromagnetic instability, T → TC , as we
will see in Figs. 5.17 and 5.18. For increasing temperatures, T >> TC ,
this kink vanishes as an inflection point of the field-dependent magnetiza-
tion M(B) and moves to higher magnetic fields as a result of decreasing
fluctuations close to a ferromagnetic instability.
In contrast to other weakly ferromagnetic systems with a first-order phase
transition from PM-to-FM state, i.e. ZrZn2 [88] and UGe2 [186], the
PM-to-SDW transition was found to be of second order in agreement to
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detailed bulk measurements of Moroni-Klementowicz et al. [18], even
though NbFe2 is rather close to a ferromagnetic state (cf. Fig. 5.1) [187].
Next, the field dependence of the electrical resistivity ρ along the c-axis is
shown in Fig. 5.19 up to 16 T (a) and 30 T (b) for various temperatures.
Below the SDW phase transition of stoichiometric NbFe2 (TN = 12 K)
the electrical resistivity immediately drops for small magnetic fields, while
above TN (orange line) the slope of ρ at zero magnetic field is approxi-
mately zero. In addition, a broadened minimum in ρ is observed, which
shifts to lower magnetic fieldsB with decreasing temperatures. Following
the analysis proposed in the Refs. [11, 68, 95, 185, 188–190], the broad-
ened minimum can be identified as an energy scale T ∗ρ (B) from the dis-
tinct minimum of the derivative dρ/dB (Fig. 5.19 (c)). Typically the min-
imum in ρ(B) corresponds with the minimum of the entropy in magnetic
systems. Due to applied magnetic fields the magnetic fluctuations are sup-
pressed and a minimum in ρ(B) can be obtained in a magnetic system.
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In the same line of thought, the dc-susceptibility χ = M/B as de-
picted in Figs. 5.17 (a) and 5.18 (a) allows to derive the energy scale
T ∗(B) determined at the minimum of the derivation dχ/dT (Figs. 5.17 (c)
and 5.18 (c)) for applied magnetic fields along the c- and a-axis. For low
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Fig. 5.20: Energy scale T ∗(B) for NbFe2 derived from the dc-susceptibility
T ∗χ(B) and resistivity T ∗ρ (B) for B||c (a) and B||a (b). The green
diamonds represents the SDW phase with the Ne´el temperature (TN )
according to the Refs. [17, 18].
magnetic fields (B ≤ 0.1 T) the paramagnetic Curie-Weiss behavior un-
dergoes into the SDW modulated state (TN = 12 K) as indicated by a
maximum, which moves with increasing B to decreasing temperatures.
Fig. 5.20 depicts both energy scales T ∗ρ (B) and T ∗χ(B) of an applied mag-
netic field along the a- and c-axis, as determined from these procedures;
T ∗ρ (B) is only determined forB||c. According to the Refs. [185, 191], this
energy scale represents the inflection point of the field derivative of the en-
tropy S(B), which could be obtained by ∆M/∆T ≈ dM/dT = dS/dB.
Therefore, the scale T ∗(B) defines the lines of d2S/dB2 = 0, and the
magnetic entropy decreases with increasing field. At the PM-to-SDW
transition for NbFe2, the field evolution of the energy scale T ∗(B) changes
discontinuously up to a critical temperature, where T ∗(B) jumps suddenly
to a zero temperature with a crossover field B0 = 0 T.
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A similar behavior of the temperature and field evolution of such an energy
scale can be seen in the prototypical f -electron system YbRh2Si2 [11].
Here, the crossover line T ∗(B) describes the magnetic phase boundary
TN (B) and the paramagnetic Landau-Fermi liquid phase TLFL(B) at
B = Bc in the zero-temperature limit and vanishes at the quantum criti-
cal point. For this material, quantum criticality is investigated extensively
by thermodynamic and transport measurements [11, 68, 175, 185, 192].
The origin of the T ∗ line in YbRh2Si2 is an electronic deceleration of
strong fluctuations caused by f -electrons, which separates a large Fermi
surface (delocalized f -electrons) and a small Fermi surface with localized
f -electrons. This energy scale vanishes at the QCP and is accompanied by
a destruction of the Kondo effect.
In contrast, in the d-electron system NbFe2 and also in several f -systems,
e.g. Yb(Rh1−xCox)2Si2, x ≥ 0.03 [185, 193], the T ∗(B) scale clearly
reaches into the magnetically ordered phase instead of being associated
to quantum criticality. As well, a destruction of the Kondo effect appears
not to be a proper scenario to account for this behavior. Thus, it is an
example for an alternative scenario for this crossover behavior in such d-
metal systems.
5.5 Discussion and Summary
Concluding this chapter, itinerant intermetallic Nb1−yFe2+y , −0.04 ≤
y ≤ 0.04, exhibits a complex magnetic phase diagram including ferro-
magnetic ordering and a SDW modulated state. Slight changes in stoi-
chiometry separate the phase diagram into regions with different magnetic
properties, that is an Fe-rich region, close to stoichiometric NbFe2 and a
Nb-rich region. These three regions of the magnetic phase diagram have
been confirmed to exist as bulk phases. This was realized by utilization
of the microscopic techniques muon spin relaxation and Mössbauer spec-
troscopy for the first time.
Bulk measurements of previous studies presumed a SDW phase being sur-
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rounded by different ferro- or ferrimagnetic phases in Nb- and Fe-rich
regions [17–19, 21, 180, 181]. Spin-glass behavior, superparamagnetism
and domain effects have been excluded for the SDW state [17, 18]. Weak
transverse field µSR experiments observe a complete loss in the temper-
ature dependent asymmetry parameter, and represent a measure for the
volume fraction of the paramagnetic state. Hence, the asymmetry parame-
ter proves the bulk nature of the magnetically ordered states. The internal
magnetic field of the SDW phase is parametrized in ZF µSR by the fit best
suited to describe the data: a Bessel function for the internal field distri-
bution from a SDW state [131, 132]. Here, the conceptional problem is
caused by the very small magnetic moments resulting in a damped asym-
metry spectrum, leaving a wide margin for fit approaches to be used. In
accordance with the bulk properties a fit of the Bessel function provides
the best description of the local field distribution in the spin modulated
phase.
Comparing ZF µSR asymmetry spectra for all investigated Nb1−yFe2+y
samples, we detect a different nature of the magnetically ordered ground
state for Fe-rich Nb0.982Fe2.018. In contrast to a strongly damped signal
as for the SDW ordering, a spontaneous muon rotation signal occurs –
indicating ferro- or ferrimagnetic order which gives rise to distinct local
internal fields at the muon stopping sites. Mössbauer spectroscopy (for
Nb0.984Fe2.016) proves the existence of a weakly ferromagnetic ordered
state. From the line broadening a local magnetic hyperfine field of less
than 2 T is estimated, which corresponds to an upper limit of the ordered
magnetic moment of about 0.15µB/ Fe atom from scaling to metallic Fe.
This is consistent with the net magnetic moment of 0.06µB/ Fe atom, as
determined from magnetization measurements [180]. Previous Compton
scattering studies have been used as an argument to propose ferrimag-
netic order with magnetic moments of 0.4µB(−0.6µB/ Fe atom) for the
Fe (6h) (Fe (2a)) site [181]. These moments on the Fe atoms would imply
transferred hyperfine magnetic fields of greater or equal to 6 T, which is
disproven by the Mössbauer data.
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The characteristic frequency of the internal field in the ferromagnetic state
and the Bessel function for the internal field distribution in the SDW mod-
ulated states, which defines the order parameter, allow an estimation of the
size of the magnetic moment. Assuming that the SDW amplitude scales in
the same way as the ferromagnetic moments, a low temperature magnetic
moment size range from about 0.06µB/Fe atom in Nb0.984Fe2.016 to only
about 5 · 10−4 µB/Fe atom in Nb1.0055Fe1.9945 is obtained.
The temperature evolution of the order parameter for Nb1−yFe2+y ,
−0.019 ≤ y ≤ −0.004, appears to develop in a highly unusual way
(Fig. 5.8). Close inspection of the data (e.g. in Nb1.004Fe1.996) indicates
a wide temperature range for the phase transitions, with parts of PM and
SDW states coexisting in this temperature window. Fits of the data at
lowest temperatures with a strongly damped asymmetry spectrum yields
0 − 1 MHz as the characteristic frequency of the µSR spectrum, which
leads to an extremely small low temperature magnetic moment of a few
1/1000st of µB/ Fe atom.
All in all, the evolution of the temperature dependence of the order pa-
rameter is not a smooth function in the way expected for a second or-
der phase transition parameter. Instead, magnetic order sets in at the
transition temperature, but with an apparently very small characteristic
frequency, which rises at a rather slow rate. A similar anomalous mo-
ment evolution was measured for instance for URu2Si2 [194]. Here, it
has been demonstrated that such a behavior reflects a magnetically inho-
mogeneous sample [195]. In fact, wTF µSR measurements reveal that
for Nb1−yFe2+y , −0.019 ≤ y ≤ −0.004, the magnetic transitions are
significantly broadened. In consequence, the determination of the char-
acteristic frequency just below TN is affected by the volume amount of
magnetically ordered phase, causing a rather large experimental uncer-
tainty. At lowest temperatures, with the complete loss of asymmetry in
the wTF µSR, Nb1−yFe2+y , −0.0055 ≤ y ≤ 0.0, has undergone the
transition into the SDW state with a relaxation appropriately described by
the Bessel function for the internal field distribution in the SDW modu-
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lated state. In contrast, the relaxation for Nb1.019Fe1.981 is studied with
an internal field distribution function for an assumed ferromagnetic state
of bulk measurements. The strongly damped asymmetry spectrum indi-
cates another kind of (ferro-)magnetic order. It is not clear if this is due
to the very small magnetic moment of a few 1/1000th of a µB/ Fe atom,
or if in fact the symmetry of the ordered magnetic state is not a ferro-
magnetic one. This observation, in turn, implies that for Nb1−yFe2+y ,
−0.019 ≤ y ≤ −0.004 and y 6= −0.0117, phase separation into a mag-
netically ordered and a paramagnetic phase appears to occur over a wide
temperature range. Altogether, our findings on the magnetic ground state
of the series Nb1−yFe2+y , −0.019 ≤ y ≤ 0.016, definitely proves that
ferromagnetism is replaced by a bulk SDW phase upon approaching the
quantum critical point (QCP).
Next, the evolution of the Fe ordered magnetic moments as function of
the composition implies a completely suppressed magnetic moment at a
critical composition yc ∼ −0.006± 0.001, using an extrapolation of µord
as linear as possible. In contrast, bulk studies point to a distinctly different
quantum critical point with a value yc = −0.015 – suggesting either an
unusual scaling of the magnetic moment with composition, such as µord ∝
(y−yc)k with k ' 2±1, or implying spontaneous phase segregation again.
Fig. 5.10 indicates already a non-linear and non-consistent behavior for
µord(y) and TN (y). These findings raise the question about the nature of
the magnetically ordered phase in the quantum critical range −0.006 ≤
y ≤ yc.
Furthermore, µSR studies at a quantum critical point are performed for
Nb1.0117Fe1.9883. For this sample, it has been established that down to
lowest temperatures there is no magnetic order. Most notably, at lowest
temperatures spin fluctuations occur on different time scales – a weakly
damped signal (t ≤ 8µs) with a strong drop at short times (t ≤ 0.4µs).
Up to now, there is no existing scenario that accounts for such behavior.
Qualitatively, one might argue that different time scales correspond with
different types of magnetic ordering, and that the suppression of magnetic
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order at the QCP is thus the result of competition, to a degree reflecting
the models at the basis of for instance the Doniach phase diagram. An
experimental proof, or just an indication for this hypothesis does not exist
at present. Usually, the experimental tool to further study this point would
be inelastic neutron scattering. For NbFe2, however, so far this approach
has not resolved the issue, although various attempts have been carried
out.
Alternatively, one might use further µSR studies to gain deeper insight
into the physics of NbFe2. Here, what would be required is a.) a deter-
mination of the muon stopping site, which would allow more accurate fits
to describe the experimental data, and b.) a detailed study of the field and
temperature dependence of the different relaxation times. Given the nature
of µSR studies to be carried out at large scale facilities with only limited
measurement time, following this concept was not possible in the present
work.
Concluding, this microscopic study of the series Nb1−yFe2+y has estab-
lished the intrinsic nature of the quantum critical point in the composi-
tional phase diagram. Thus, the series does represent a prime example of
a system to be discussed in the context of ferromagnetic quantum critical-
ity.
6 Ferromagnetic fluctuations in
Ta(Fe1−xVx)2
The iron containing Laves phase compounds TFe2 (T : transition metal)
constitute one of the most important groups of intermetallic systems (cf.
section 2.3), showing a multitude of different magnetic properties and
ground states as function of the species T . For instance, some of these
compounds display ferro- or antiferromagnetism, as for example ZrFe2
[13, 196] and TiFe2 [70]. In contrast, many of the hexagonal C14 Laves
phase compounds, such as NbFe2 and TaFe2, are weakly to non-magnetic.
Both materials exhibit a quite anomalous magnetic behavior with pro-
nounced ferromagnetic/antiferromagnetic fluctuations (see for instance
the preceding chapter 5 on NbFe2). Moreover, concentration variations
around the stoichiometric composition lead to various forms of ferro-
and/or antiferromagnetism. Measurements of susceptibility and specific
heat reveal the onset of very weak ferro- or antiferromagnetism, respec-
tively, in the two systems [17, 18, 179, 197, 198]. These types of mag-
netically ordered states are generated for approximately the same number
of d-electrons contributing to the conduction band, and for rather simi-
lar lattice constants. TaFe2 has a slightly smaller mean atomic volume
(∼ 13.25 Å3) than NbFe2 (∼ 13.35 Å3) [197]. Hence, TaFe2 could be ex-
pected to be closer to a quantum critical point than NbFe2, due to the fact
that magnetic properties in NbFe2 can be tuned from a ferromagnetic via a
spin density wave modulated state to a QCP by changing the composition
within a narrow homogeneity range or by applying hydrostatic pressure
[17, 19–21].
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Fig. 6.1: Proposed magnetic phase diagram for Ta(Fe1−xVx)2, 0.0 ≤ x ≤ 0.4.
The green and orange points have been obtained from dc-susceptibility
measurements in a magnetic field of B = 0.1 T taken from Refs. [71,
197], and the blue data is a result of 51V NMR experiments from
Ref. [198].
Recent investigations of bulk experiments and 51V NMR present present
a paramagnetic ground state for stoichiometric TaFe2, while substitution
of vanadium for iron induces the formation of an itinerant antiferromag-
netic state in the range of 0.05 ≤ x ≤ 0.25 [71, 197–199]. At low
temperatures the magnetic susceptibility of TaFe2 increases to very high
values (at magnetic fields of B = 0.1 T) without any phase transition.
For Ta(Fe0.98V0.02)2 this unusual behavior is most pronounced with the
largest value of the magnetic susceptibility, while for x ≥ 0.025 the values
decrease already. Also, 51V NMR studies observe a signature of critical
fluctuations for x = 0.025 with a T−0.86 dependence of 1/T1T for small
fields. This reveals Ta(Fe0.98V0.02)2 as a system with a nearly ferromag-
netic state. Accordingly, the magnetic phase diagram of Ta(Fe1−xVx)2
as determined from bulk experiments and 51V NMR is divided into three
regimes, see Fig. 6.1. For very small concentrations of V up to x = 0.025
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the system is paramagnetic with enhanced magnetization at low temper-
atures [71, 197]. Ta(Fe0.98V0.02)2 is a sample close to a ferromagnetic
instability. Upon further doping for 0.05 ≤ x ≤ 0.25, the data shows the
appearance of weak antiferromagnetic (AFM) features with a dome-like
shape of TN (x). For x ≥ 0.25 the system shows paramagnetic behavior
again. The effect of vanadium substitution has been taken as an argument
to classify Ta(Fe1−xVx)2 as an itinerant weak AFM in the framework of
Moriya’s self-consistent renormalization theory [96]. To complement the
studies carried out so far, and in particular to provide additional insight into
the magnetic properties on a microscopic level, Mössbauer spectroscopy
experiments have been performed on Ta(Fe1−xVx)2 and will be presented
in this chapter.
For this study several polycrystalline samples of Ta(Fe1−xVx)2, 0.00 ≤
x ≤ 0.35, have been prepared by A. Kerkau and G. Kreiner at the Max
Planck Institute for Chemical Physics of Solids, Dresden. These have
been produced by arc melting from high purity elements as starting ma-
terials (99.95% Ta, 99.995% Fe and 99.98% V) on the water-cooled cop-
per hearth of an electric arc furnace and subsequent a heat treatment at
1150 ◦C. After annealing for 30 days the samples were quenched in wa-
ter. The actual composition of the samples was determined by inductively
coupled plasma optical emission spectrometry (ICP-OES). Also, X-ray
powder diffraction, metallographic examinations and quantitative chemi-
cal analysis were carried out to check the phase quality, details are given in
Ref. [197]. TaFe2 crystallizes in the hexagonal C14 structure type (lattice
parameter a = 4.8821 Å and c = 7.8963 Å [200]), while TaV2 crystal-
lizes in the cubic C15 structure type (a = 7.160 Å [201]). The lattice
constants a and c increase almost linearly with the substitution of V for
Ta(Fe1−xVx). The homogeneity ranges of the C15 and C14 Laves phases
are investigated in detail in Ref. [197], with a homogeneity range of the
C14 phase of 0.0 ≤ x ≤ 0.35.
Altogether, for the Mössbauer study six samples have been prepared, three
of them being nominally stoichiometric TaFe2 (samples labeled AK170,
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AK136 and AK139), and another three with varying levels of vanadium
alloying according to Ta(Fe1−xVx)2, x = 0.05 (AK172), x = 0.087
(AK168)1 and x = 0.2 (AK126). The three stoichiometric samples were
produced to separate intrinsic from extrinsic magnetic properties. They
show uniform versus non-uniform magnetic behavior. Further, the three
alloyed samples have been chosen to cover the dome of the antiferromag-
netic phase for the alloying phase diagram TN (x).
6.1 Magnetic behavior of Ta(Fe1−xVx)2
For an essential characterization of the samples studied here, magnetiza-
tion experiments were carried out in a vibrating sample magnetometer in
the temperature range of 1.8 − 300 K by M. Brando at the Max Planck
Institute for Chemical Physics of Solids, Dresden. Parts of the results
are already published in Ref. [197]. All in all, depending on the vana-
dium concentration in Ta(Fe1−xVx)2 many interesting magnetic proper-
ties appear, which will be summarized below. In recent years several
magnetic studies of the alloy Ta(Fe1−xVx)2 systems have been carried
out [71, 196, 197, 199, 200], resulting in the magnetic phase diagram in
Fig. 6.1. The stoichiometric TaFe2 and Ta(Fe1−xVx)2 with a low vana-
dium concentration x ≤ 0.02 are proposed to be paramagnetic, while
Ta(Fe1−xVx)2 with 0.05 ≤ x ≤ 0.25 are reported to be itinerant an-
tiferromagnets. Therefore, we studied the temperature dependence of
magnetic dc-susceptibility χ(T ) and inverse dc-susceptibility χ−1(T ) for
all samples used in the following Mössbauer spectroscopy experiments
(cf. Fig. 6.2). Starting from high temperatures in the paramagnetic (PM)
phase, decreasing the temperature leads to two magnetic phase transitions:
a first one around 90 K, and a second less sharp one at T ≤ 70 K.
For a tighter definition of these transitions, ac-susceptibility experiments
have been carried out under a weak alternating ac-field (with a frequency
of 113 Hz) as function of the external magnetic field up to B = 2.5 T.
1The sample AK168 was prepared by Y. Yamada et al. [71].
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Fig. 6.2: Temperature dependence of the (a) dc-susceptibility χ(T ) at B = 0.1 T
and (b) and inverse dc-susceptibility χ−1(T ) for Ta(Fe1−xVx)2, 0.0 ≤
x ≤ 0.2. Data is provided by M. Brando, Max Planck Institute for Chem-
ical Physics of Solids, Dresden.
As a representative set of data the real component of the ac-susceptibility
signal, χ′(T ), of TaFe2 (AK170) is shown in Fig. 6.3. Again, in this data,
both phase transitions appear, but the first one (around 90 K) is almost
completely suppressed for magnetic fields B ≥ 1 T. Magnetization mea-
surements indicate that this feature in the dc- and ac-susceptibility arises
from a negligible amount of clustered ferromagnetic impurities. In other
words, the transition at 90 K is a spurious artifact stemming from sample
impurities and therefore we will not be considered for further experiments.
Conversely, regarding the magnetic properties of Ta(Fe1−xVx)2, only the
low temperature phase transition should be of relevance.
According to the dc-susceptibility data, at low temperatures stoichiomet-
ric TaFe2 undergoes a transition at temperatures of TC = 2 K (AK136),
5 K (AK170) and 9 K (AK139), respectively in contrast to Refs. [71, 196,
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Fig. 6.3: Temperature dependence of the real component of the ac-susceptibility
χ′(T ) of TaFe2 in external fields up to 2.5 T. Data is provided by
M. Brando, Max Planck Institute for Chemical Physics of Solids, Dres-
den.
199, 200]. For T < TN the changing slopes in the Arrott plot (M2 versus
B/M ) suggests a transition into a antiferromagnetic state [18], which is
exemplary shown for AK139 and AK170 in Fig. 6.4. In contrast the Arrott
plot for Ta(Fe0.98V0.02)2 show only a positive slope in the complete tem-
perature range, this indicates no existence of spontaneous magnetization
down to T = 2 K (see Fig. 6.5). For T = 2 K the extrapolation of the curve
yields an intercept M2, which goes almost to zero. A finite M2 intercept
at B/M = 0 would be a clear indication of ferromagnetism. Therefore,
Ta(Fe0.98V0.02)2 is close to a ferromagnetic quantum critical point. For
vanadium substitution of iron in Ta(Fe1−xVx)2 the susceptibility χ(T ) in-
creases weakly with a shoulder at low temperatures and also show a shoul-
der of AFM ordering at the transition temperatures TN = 31 K (x = 0.05,
AK172), 66 K (x = 0.087, AK168) and 42 K (x = 0.2, AK126) in agree-
ment to Y. Horie et al. [71].
These results are as well confirmed by 51V NMR experiments of the
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Fig. 6.4: Temperature dependence of the Arrott plot (M2 versus B/M ) of TaFe2
for AK139 and AK170. Data is provided by M. Brando, Max Planck
Institute for Chemical Physics of Solids, Dresden.
Refs. [71, 185], whereas for very small concentrations of V up to x = 0.05
the system is close to a FM instability. 51V NMR experiments de-
tect a small negative shift of the peak function and for small fields the
51V (1/T1T ) line indicates a T−0.8 dependence of spin lattice relaxation
rate, which is a signature of ferromagnetic spin fluctuations [71, 198].
However, for both samples of x = 0.02 (FM QCP) and x = 0.2 (AFM) a
great difference in the dc-susceptibility at 2 K (Fig. 6.2) can be observed.
The susceptibility of Ta(Fe0.98Vx)0.02 is enhanced by spin fluctuations
related to a Stoner factor of about 240 [197], which is estimated by com-
paring the experimental value of the susceptibility at T = 2 K with the ex-
pected value from the band structure calculations. In comparison, NbFe2
exhibits a smaller Stoner factor of ∼ 180 [17]. Furthermore, the fluctuat-
ing moment in this sample is analyzed with a linear fit to the Curie Weiss
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provided by M. Brando, Max Planck Institute for Chemical Physics of
Solids, Dresden.
law in χ−1(T ) below temperatures of 50 K [197], which is illustrated by
a dashed line in Fig. 6.2 (b). In the special case of Ta(Fe0.98V0.02)2 vari-
ous magnetic studies point to a FM instability with an effective magnetic
moment of µeff = 1.04µB per Fe atom, which is much larger than the
induced magnetic moment measured of ∼ 0.055µB/ Fe atom at 7 T (ex-
trapolation ofM(B), see Ref. [197]). This leads to a characteristic feature
of a weak itinerant ferromagnet. Thus, the strength of FM fluctuations
decreases with increasing vanadium substitution. Therefore, itinerant an-
tiferromagnetism develops in a range of 0.05 ≤ x ≤ 0.25 at low tempera-
tures (TN ≤ 70 K).
TaFe2 and NbFe2 show similar magnetic properties in the existence of
strong antiferromagnetic or SDW order, which may suppress the appear-
ance of ferromagnetism. Therefore, Ta(Fe1−xVx)2 may exhibit a ferro-
magnetic QCP as well as Nb1−yFe2+y .
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6.2 Mössbauer measurements
The presence and extent of ferro- and antiferromagnetic correlations in
Ta(Fe1−xVx)2 are investigated on the powdered samples introduced above
(section 6.1) by means of 57Fe Mössbauer spectroscopy. The experiments
were performed in a continuous-flow cryostat in the temperature range of
4 − 300 K without externally applied magnetic fields. The main focus of
this study is to locally investigate the development of magnetic order and
the related magnetic hyperfine fields Bhf at the Fe sites. As starting point
of the data analysis, we present representative spectra for all samples in
absolute free magnetic states at a temperature around 100 K in Fig. 6.7 and
Fig. 6.8. The absorption spectra show a doublet structure, which is typical
for nuclear electric quadrupole interaction for the I = 3/2 → I = 1/2
nuclear transition of 57Fe. Closer inspection reveals that we have to take
two pairs of quadrupole doublets into account, that have their origins of
different electronic surroundings of Fe occupying Fe(6h) and Fe(2a) sites
in the C14 Laves phases (cf. section 2.3). The two kinds of Fe sites have a
relative occupancy ratio of 3 : 1. This ratio can also be reproduced by the
relative spectra areas of the two doublet pairs used in fitting.
At low temperatures (as we will see below), in the magnetically ordered
states of TaFe2 substituted with 5− 20% vanadium we also find a doublet
structure with a significant line broadening. Notably the spectra structure
now reveals asymmetry. This is caused by small magnetic hyperfine fields
at the Fe atoms. Furthermore, it will turn out that Bhf has no distinct
value, but rather shows a distribution.
All absorption spectra are analyzed using a full Hamiltonian comprising
magnetic and electric quadrupole hyperfine interaction (MossWinn, model
of W. Kündig [202]). This is necessary since both (quadrupole and mag-
netic) hyperfine interactions are of comparable strength and need to be
diagonalized simultaneously for yielding eigenvalues (given relative posi-
tion of resonance lines) and eigenvectors (for determining line intensities)
for the nuclear levels. The nuclear static Hamiltonian is expressed in the
coordinate eigensystem (ex , ey , ez ) of the electrical field gradient (EFG)
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and is solved by a diagonalization. For the case of 57Fe the Hamiltonian
matrixH(I) of the excited I = 3/2 level is a 4×4 Hermitian matrix. The
elements are expressed by:
H(I)mI ,mI = ωQ~
[
3m2I − I(I + 1)− ωH~mI cos(β)
]
H(I)mI ,mI+1 =
−ωH~ sin(β)
2
√
I(I + 1)−mI(mI + 1)eiα (6.1)
H(I)mI ,mI+2 =
ωQ~
2 η
√
[I(I + 1)− (mI + 2)(mI + 1)]
· [I(I + 1)−mI(mI + 1)]
with
ωQ =
1
~
eVzzQ
4I(2I − 1) and ωH =
gN (I)BhfµN
~
, (6.2)
where Bhf denotes the magnetic hyperfine field, β the polar angle and α
the azimuthal angle of Bhf relative to the unit vector ez . Vzz is the elec-
tric field gradient main component (along ez ), η the asymmetry parameter
and Q the nuclear quadrupole moment of 57Fe (I = 3/2). Additional, I
marks the angular momentum quantum number of the excited or ground
state of 57Fe nucleus, while the magnetic spin quantum number mI goes
through the values of −I,−I + 1...I − 1, I . Further parameters are the
gyromagnetic factor gN and the nuclear magnetic moment µN of ground
state of 57Fe.
For proportional spectral areas the corresponding eigenvectors of the ex-
cited and ground state levels taking into account the appropriate angular
momentum selection rules for the magnetic γ-transition between I = 3/2
and I = 1/2. The calculation of the Hamiltonian matrix of the 57Fe
ground state (I = 1/2) is done analogously to the calculation of the ex-
cited level (Eq. (6.1)), whereasH(I) is independent ofQ. We furthermore
have assumed that our samples are powders with random orientations of
the electric field gradient versus the direction of γ-ray. Isomer shift IS
(center of gravity of spectrum) and experimental line width LW are addi-
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Fig. 6.6: Nearest-neighbor atomic environment of the C14 Laves (2a) site (a) and
(6h) site (b) in an Cartesian coordinate system for principal axes of the
EFG tensor, taken from Ref. [203].
tional fitting parameters.
On consideration of the multitude of possible fitting parameters (e.g. η),
we introduce some simplification. η of the EFG is determined with a
nearest-neighbor point-charge model according to a Mössbauer spectro-
scopic study of Zr(FexCr1−x)2 by J. A. H. Coaquira et al. [203]. Assum-
ing that all nearest-neighbor sites are either Fe(2a) or (6h) atoms or sub-
stituted by vanadium, this model takes into account the nearest-neighbor
atomic environment of both Fe sites (Fig. 6.6), resulting in the diagonal-
ized components of the EFG tensor (Eq. (3.37)). After all, for the Fe(2a)
sites it results in
Vxx =
3d2b − 6d2a
d5a
= −0.214 (6.3)
Vyy =
3d2b − 6d2a
d5a
= −0.214 (6.4)
Vzz = 6
(
3
d3a
− d
2
b
d5a
− 1
)
= −5.142 (6.5)
η = 0.0 (6.6)
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and for the Fe(6h) sites in
Vxx =
−2
d3a
− 1
d3b
= −0.214 (6.7)
Vyy =
2d2b
d5a
− 2
d3a
+ 5
d3b
= 0.357 (6.8)
Vzz =
4
d3a
− 2d
2
b
d5a
− 4
d3b
= −0.142 (6.9)
η ∼= 0.2 (6.10)
with the interatomic bond distance of da = Fe(2a) − Fe(6h) =
2.412 Å and db = Fe(6h)− Fe(6h) = 2.410 Å calculated for TaFe2 by
d2a = 3(1−
5
6)
2a2 + 116c
2 (6.11)
d2b = 9(1−
5
6)
2a2 (6.12)
for C14 Laves phases taking into account the lattice parameters a and c
[204]. For the condition |Vxx| < |Vyy| < |Vzz| and Eq. (3.34) the equa-
tions mentioned above lead to η2a = 0.0 and η6h ∼= 0.2. Thus for both
Fe(2a/6h) sites the electric field exhibits an almost cubic symmetry at the
position of the Fe nucleus in Ta(Fe1−xVx)2. In this situation of a very
small asymmetry parameter, the azimuthal angle α has negligible effect
on the fitting. Therefore, we keep it fixed to zero.
6.2.1 Mössbauer studies on stoichiometric TaFe2
As set out above, stoichiometric TaFe2 seems to be paramagnetic with
antiferromagnetic (AFM) fluctuations for B = 0.1 T as seen in suscep-
tibility measurements (cf. section 6.1). We have studied the absorption
spectra of stoichiometric TaFe2 (AK170, AK136 and AK139), shown in
Fig. 6.7 for the temperatures 4 K and 100 K respectively. For all samples
the typical paramagnetic patterns of sharp doublet structures from nuclear
quadrupole interactions are observed. Even at lowest temperatures the ab-
sorption spectra provide no evidence (line broadening, asymmetry, etc.)
6.2 Mössbauer measurements 155
8
6
4
2
0
8
6
4
2
0
1 2
1 0
8
6
4
2
0
- 2 - 1 0 1
8
6
4
2
0
1 2
1 0
8
6
4
2
0
- 2 - 1 0 1 2
8
6
4
2
0
3 . 4  K
T a F e 2  A K 1 7 0
abso
rpti
on (
%)
 
1 0 0  K
T a F e 2  A K 1 7 0
F W H M~  0 . 6 3  m m / s  F W H M~  0 . 6 3  m m / s  
F W H M~  0 . 6 3  m m / s  
4 . 0  K
T a F e 2  A K 1 3 6
abso
rpti
on (
%)
  ab
sorp
tion
 (%
)
4 . 5  K
T a F e 2  A K 1 3 9
v  ( m m / s )
F W H M~  0 . 6 4  m m / s  
 
1 0 0  K
T a F e 2  A K 1 3 6
F W H M~  0 . 6 3  m m / s  
1 0 1  K
T a F e 2  A K 1 3 9
v  ( m m / s )
F W H M~  0 . 6 3  m m / s  
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of a phase transition down to 4 K. Thus, in contrast to the susceptibility
measurements by means of Mössbauer spectroscopy no magnetic order-
ing behavior in stoichiometric TaFe2 is detected. Therefore, the magnetic
properties observed in the bulk measurements could be ascribed to inho-
mogeneous samples (and thus magnetic order form a minority phase).
As described above the absorption spectra analyzed by means of the model
in section 6.2 with a fixed area fraction for iron ions occupying (2a) and
(6h) sites in a ratio of 1 : 3. The results of the fits are shown in Fig. 6.7
and summarized in Tab. 6.1. The temperature dependence of the isomer
shifts IS and the full line widthLW are identical for both Fe sites. The IS
decreases with lowered temperatures as result of the temperature depen-
dent second order Doppler shift (see chapter 3.2.2). Both Fe sites exhibit
almost equal IS values, which indicates the same valence in both Fe sites.
Besides, the electric quadrupole splitting (∆EQ = 1/2eQVzz
√
1 + η2/3)
for the Fe(2a) sites with ∆EQ = 0.44 mm/s is about two times larger
than for the Fe(6h) sites ∆EQ = 0.26 mm/s. This great deviation to the
calculated values of Vzz and η (in section 6.2) is surprising. However, this
reveals that the absolute values do not correspond to the nearest-neighbor
point-charge model.
6.2.2 Mössbauer studies on Ta(Fe1−xVx)2
The alloyed samples Ta(Fe1−xVx)2 in the range of 0.04 ≤ x ≤ 0.27 and
at temperatures of T ≤ 70 K undergo transitions into itinerant antifer-
romagnetic states. In order to analyze this type of magnetic order on a
microscopic scale, Mössbauer spectroscopy experiments were performed
for the distinct vanadium concentrations x = 0.05, 0.087 and 0.2 (sample
numbers: AK172, AK168, AK126). Fig. 6.8 depicts the absorption spec-
tra in the magnetically ordered state at a temperature of 5 K and in the
paramagnetic phase at ∼ 80 K.
Again, as in stoichiometric TaFe2, in the paramagnetic phase a dou-
blet structure is observed for all samples, which is fitted accordingly
(see Tab. 6.2 and solid lines in Fig. 6.8). For low temperatures the doublets
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∼ 80 K (right).
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160 Ferromagnetic fluctuations in Ta(Fe1−xVx)2
broaden, which indicates the existence of a small magnetic hyperfine field
at the Fe nucleus. Again, the fitting model described above is used with
a distribution of positive free magnetic hyperfine field values for both Fe
sites. Bhf is given by the weighted average of the corresponding hyperfine
field distribution curve, as depicted in Fig. 6.9. The parameters obtained
from the fit are summarized in Tab. 6.2, in particular Bhf is reflecting
magnetic order in the samples.
The appearance of temperature dependent magnetic hyperfine fields for
both Fe sites verifies long-range magnetic order in alloyed Ta(Fe1−xVx)2
for 0.05 ≤ x ≤ 0.2. The remarkable distribution of Bhf reveals not only
one but several broad maxima of probability (Fig.6.9). The broadened dis-
tribution can not originate from a ordinary commensurate AFM structure,
but rather suggests a possible spin density wave (SDW) modulated state.
Fig. 6.9 (a-c) also shows the weighted average ofBhf for both Fe sites due
to the complex probability distribution. For describing the development of
magnetic order and in view of the complex probability distribution of Bhf
it appears more reasonable to neglect the distribution and only plot the
weighted average Bhf taken from both sites. This is shown in Fig. 6.9 (a-
c) by dashed lines. From this we can extrapolate magnetic transitions using
a temperature dependentBhf ∼ B0
(
1− (T/TN )2
)n
with n ∼ 0.5. Thus,
the determined magnetic transition temperatures of TN = 26 K, 63 K and
41 K for x = 0.05, 0.087 and 0.2 confirm the magnetic phase diagram
(Fig. 6.1). The extrapolated Bhf for lowest temperatures correspond to
magnetic ordered moments of less than µ ≤ 0.2µB/ Fe atom.
For the fits in the SDW ordered state we had to introduce a polar angle
β of the magnetic field relative to Vzz of ∼ 40◦ for the Fe(2a) sites and
of ∼ 65◦ for the Fe(6h) sites. In view of the complicated probability
distribution of Bhf , these angles also have only a weighted character and
can only be considered with a large experimental error.
Furthermore, the isomer shift IS and electric quadrupole splitting ∆EQ
exhibit a similar behavior and values as given for stoichiometric TaFe2 in
section 6.2.1.
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Fig. 6.9: Temperature dependence of (a-c) the weighted average of Bhf of
Ta(Fe1−xVx)2, x = 0.05, 0.087 and 0.2 (sample numbers: AK172,
AK168 and AK126) and (d-l) the probability of magnetic hyperfine fields
for Fe (2a) (green) and Fe (6h) (blue) sites.
6.3 Summary
Summarizing, the magnetic properties of the C14 Laves phase system
Ta(Fe1−xVx)2, 0.00 ≤ x ≤ 0.35, reveals a complex magnetic phase
diagram at low temperatures. While stoichiometric TaFe2 is regarded
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to be paramagnetic, doping with minor amounts of vanadium, viz.,
Ta(Fe1−xVx)2, leads to a very unusual magnetic behavior. In alloying
studies, magnetization and 51V NMR measurements indicate a system
close to a ferromagnetic instability for x = 0.02. Upon higher V con-
centrations up to x = 0.3, the experiments were interpreted in terms of
Ta(Fe1−xVx)2 to undergo AFM ordering with a dome-like shape as a func-
tion of nominal increasing V content [71, 197, 198].
However, Mössbauer spectroscopy measurements cannot be accounted to
show an ordinary commensurate antiferromagnetic structure, but rather
suggest a spin density wave modulated order. Hence, Ta(Fe1−xVx)2 can
be considered as a candidate for SDW order in the proximity of FM fluc-
tuations. Fig. 6.10 shows the determined magnetic phase diagram, which
can be divided into three regimes. For very small concentrations of V up
to x = 0.02, the system resides close to FM instability, indicated by an en-
hanced magnetization at low temperatures as well as a T−0.86 dependence
of 1/T1T for small fields in the 51V NMR spectra. Upon further alloying,
the appearance of SDW ordering with a dome-like shape of TN (x) can be
assumed. For x ≥ 0.3, the system shows paramagnetic behavior again.
Altogether, V doping in Ta(Fe1−xVx)2 leads to a transformation of the
system from a strongly ferromagnetic fluctuating to a paramagnetic one
via a SDW dome-like regime.
In detail, we observe a paramagnetic state with a narrow doublet structure
in the absorption spectra with our Mössbauer spectroscopy experiments,
which reveals weak nuclear electric quadrupole interactions. With iron
substituted by vanadium in TaFe2 a magnetic state appears at low temper-
atures, whereas a line broadening of the doublet structure with a magnetic
hyperfine field distributions occurs. This excludes itinerant antiferromag-
netism, but rather suggests a SDW ordering for vanadium concentrations
of 0.04 ≤ x ≤ 0.27 in Ta(Fe1−xVx)2. Itinerant antiferromagnetism
would expect discrete magnetic hyperfine fields. The weighted average
of magnetic hyperfine fields leads to an estimation for a magnetic order-
ing moment of about 0.2µB per Fe atom. Unfortunately, such small fields
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Fig. 6.10: The determined magnetic phase diagram for slightly alloyed
Ta(Fe1−xVx)2 exhibits FM fluctuations at x = 0.02 and a spin den-
sity wave (SDW) modulated state in the range 0.05 ≤ x ≤ 0.25, in
contrast to Refs. [71, 197, 198]
prevent a strong line splitting to analyze magnetic hyperfine field with de-
tailed information. Mössbauer spectroscopy under high magnetic fields
could be a better option. Nevertheless, a complex magnetic phase diagram
of Ta(Fe1−xVx)2 is detected including Mössbauer spectroscopy, bulk and
51V NMR measurements [71, 198].
However, in stoichiometric TaFe2 and with very weak vanadium concen-
trations, x ≤ 0.04, the SDW modulated magnetic state is suppressed. In
contrast to bulk measurements (e.g. susceptibility) and 51V NMR studies
no ferromagnetic order can be detected. At this point other techniques (e.g.
µSR) should be performed to exclude effects of inhomogeneous samples.
In comparison, Ta(Fe1−xVx)2 reveals a common behavior as observed in
Nb1−yFe2+y with similar order of magnitude of the electric quadrupole
doublets in Mössbauer absorptions spectra, whereas both systems exhibit
low magnetic ordering moments of a SDW modulated magnetic state. Fur-
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thermore, Nb1−yFe2+y induces a ferromagnetic quantum critical point
(FM QCP) at the transition of FM via the SDW phase at y ∼ −0.01
(cf. section 5.2.2). Similarly, a FM QCP for x ∼ 0.02 would also be
conceivable, because of the large Stoner enhancement factor of the order
of 240 and ferromagnetic instability in Ta(Fe0.98V0.02)2.
All in all, the magnetic properties of these compounds are not fully un-
derstood yet, but with the detection of the magnetic hyperfine field distri-
bution in Mössbauer spectroscopy experiments, it seems to be clear that
the magnetic dome-like phase is a SDW modulated magnetic state for
0.04 ≤ x ≤ 0.27. In dependence of increasing vanadium concentrations
for 0.0 ≤ x ≤ 0.04 weak FM fluctuations might be suppressed by the
SDW state, with a possible FM QCP around x ∼ 0.02.
7 Conclusion and outlook
In this thesis concentration-dependent magnetic phase diagrams have been
studied regarding the quantum critical properties in the 4f -electronic sys-
tem CePt3B1−xSix and in the 3d-electronic systems, Nb1−yFe2+y and
Ta(Fe1−xVx)2. All compounds reveal ferromagnetic instabilities that af-
fect extraordinary physical ground state properties of strong electronic cor-
relations, which might originate from quantum critical behavior or uncon-
ventional superconductivity. Due to this remarkable behavior a combined
study on a macroscopic and microscopic scale via measurements of ther-
modynamic, transport, muon spin relaxation (µSR) and Mössbauer spec-
troscopy experiments has been carried out.
In certain cases, these metals show magnetic ground states differing
from the Landau Fermi liquid model in their thermodynamic and trans-
port properties, what indicates a quantum critical behavior in most cases
[5–9, 11–14]. Moreover, the antiferromagnetic CePt3B1−xSix shows a
weak ferromagnetic behavior for high boron concentrations, which is in-
duced as a result of the Dzyahloshinskii-Moriya interaction in a non-
centrosymmetric system. In stoichiometric CePt3Si the ferromagnetic be-
havior is suppressed completely and unconventional superconductivity oc-
curs [15, 16, 205]. In comparison, Nb1−yFe2+y exhibits a more complex
magnetic phase diagram including a quantum critical point at y = −0.015
Nb-excess surrounded by a spin density wave modulated state and fer-
romagnetic states with very low magnetic moments of one tenth µB per
iron atoms. Recent studies revealed deviations from the Landau Fermi
liquid in thermodynamic and transport properties with quantum critical
behavior for NbFe2 [17–19]. The spin density wave modulated state was
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disputed for a long time. These issues of such remarkable behavior are
resolved by muon spin relaxation and Mössbauer experiments, which con-
firmed the spin density wave modulated state near a ferromagnetic quan-
tum critical point in Nb1−yFe2+y for the first time. Furthermore, stud-
ies on Ta(Fe1−xVx)2, which is isostructural to NbFe2, has been studied
in the context of ferromagnetic instabilities, while vanadium substitution
induces also magnetic ground state properties with a similar behavior to
Nb1−yFe2+y [71].
The main focus of this study was the investigation of the magnetic
properties on a microscopic scale as a function of temperature and
external magnetic fields by muon spin relaxation (µSR) and Mössbauer
spectroscopy. The local magnetic environment with its static or dynamic
character of the electronic or nuclei magnetic fields in the sample is ob-
served by µSR measurements. Implanted muons in magnetically ordered
materials precess with an oscillatory frequency, which is proportional to
the local internal magnetic fields in the investigated sample. The large
magnetic moments of the muons make the measurements very sensitive
to extremely small magnetic fields [115]. Even smallest magnetic
moments of one tenth µB per iron atoms and fast spin fluctuations at the
quantum critical point can be detected in Nb1−yFe2+y . 57Fe Mössbauer
spectroscopy is performed to examine iron-based magnetic structures.
Analyzing the magnetic hyperfine structure allows the investigation of
the 57Fe nuclei and their electronic environment by the detection of
local magnetic fields. In addition, the Coulomb interaction between nu-
clear and electronic charge distribution can be determined by the electric
quadrupole moments of the electric field gradient subjected to the nucleus.
In the first part of this thesis the magnetic phase diagram of the alloying
series of the 4f -electronic system CePt3B1−xSix, 0.0 ≤ x ≤ 1.0, is
determined by means of bulk and microscopic measurements detecting an
antiferromagnetic, ferromagnetic and superconducting state. The antifer-
romagnet CePt3B (TN = 7.8 K) performs a continuous transformation
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from the antiferromagnetic phase into the heavy fermion superconductor
CePt3Si (TN = 2.2 K), with a smooth suppression of the Néel tempera-
ture TN . The weakly ferromagnetic contribution of CePt3B is completely
suppressed with the substitution of boron by silicon at a critical value
of xc ∼ 0.8. Weakly ferromagnetic behavior occurs as a result of
the Dzyahloshinskii-Moriya (DM) interaction in non-centrosymmetric
systems by canting of antiferromagnetically ordered spins. With the
complete suppression of the weakly ferromagnetic state unconventional
superconductivity occurs in CePt3Si (Tc = 0.75 K). Replacing boron by
silicon represents a chemical pressure study within the concept of the
Doniach phase diagram, which considers the competition of long-range
magnetic order from an RKKY-like exchange (TRKKY ) and the Kondo
effect (TK) with energy scales of TK ∼ 10 K and TRKKY ∼ 25− 45 K.
With increasing Si the Kondo effect is enhanced and tends to win
over the magnetic order as evidenced of a significant enhancement of
electronic correlations in the heavy fermion superconductor CePt3Si.
Moreover, µSR and magnetization experiments reveal a suppression of
the ferromagnetic fluctuations in CePt3B on behalf of antiferromagnetic
fluctuations. This change might suggest that the magnetic fluctuation
spectrum is an element relevant for superconductivity in CePt3Si. Further,
the increasing silicon concentration leads to an increase of the lattice
parameters and exerts a negative chemical pressure, while the increasing
electron number counteracts this pressure. In consequence, the magnetic
properties change with the substitution of B by Si, and thus affect the
density of states at the Fermi level. Therefore, CePt3B can be seen as a
low pressure variant of CePt3Si. Pressure studies up to 5.5 GPa of CePt3B
confirm this assumption. CePt3B shows only a slight increase of the
ferromagnetic transition temperature for p ≤ 1 GPa with a following con-
stant ferromagnetic contribution at a pressure of 1 GPa ≤ p ≤ 5.5 GPa.
In contrast, the magnetic phase for CePt3Si is already suppressed at
p = 0.6 GPa. Within the concept of the Doniach model, this reflects
that CePt3B is a local moment system. A more detailed understanding
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of the unconventional superconductor CePt3Si could not be achieved
within this study. The analyzed system CePt3B1−xSix with the alloying
steps of 20 % exhibits no superconductivity and no phase transition
from the the weakly ferromagnetic state into superconductivity. The
weakly ferromagnetic state is suppressed for yc ≈ 0.8 far away from the
superconductor CePt3Si. Further studies at lowest temperatures with a
smaller gradation of Si concentration close to 0.7 ≤ x ≤ 1.0 are required
for a detailed analysis of the magnetic instability and its correlation with
unconventional superconductivity.
In the second part of this thesis the 3d- transition metallic system
Nb1−yFe2+y , −0.019 ≤ y ≤ −0.004, was analyzed by means of µSR,
Mössbauer spectroscopy and bulk measurements in high magnetic fields.
For a long time the complex magnetic phase diagram with a presumed
spin density wave modulated phase surrounded by ferromagnetic states
and a quantum critical point at 1.5 % niobium excess was discussed. Now,
microscopic studies confirm the suspected SDW phase with a totally
magnetic ordered ground state at low temperatures for the first time. The
SDW states are detected with a wide field distribution of an overdamped
zero field µSR asymmetry signal in contrast to a spontaneous muon
rotation signal of ferromagnetism. The magnetic state of Fe-rich NbFe2
was identified to be ferromagnetic with an upper limit of the ordered
magnetic moment of about 0.15µB/Fe atom by a combination of the
results of µSR and Mössbauer spectroscopy measurements. Further, local
internal fields in the µSR experiments lead to precession frequencies
of muons at their stopping sites, which depend on the size of the mag-
netically ordered moment of the ferromagnetic and spin density wave
modulated states. The extrapolated evolution of the magnetic moments
with the sample composition proves a fully suppressed magnetic moment
at yc ∼ −0.006 ± 0.001. This is distinctly different from the value
yc = −0.015 at the QCP obtained from bulk magnetometry. This raises
the question about the nature of the magnetically ordered phase in the in-
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termediate range −0.006 ≤ y ≤ yc, and the possibility of the occurrence
of a partially ordered phase [14, 206] close to a ferromagnetic quantum
critical point with SDW modulated magnetic order. Furthermore, the
examination of Nb1−yFe2+y , y = −0.0117, close to the quantum critical
point reveals a qualitatively different behavior to the observed SDW state
in µSR experiments at low temperatures down to 0.02 K. In contrast to
the non-magnetic asymmetry signal an additional fluctuation at a very
short time scale (t ≤ 0.4µs) was detected. This unusual observation
might indicate a signature for ferromagnetic quantum criticality, in
view of the results of bulk studies [17], and which has to be clarified
in further theoretical and experimental investigations. In the context of
this thesis ferromagnetic instabilities are verified in Nb1−yFe2+y , being
replaced by a spin density wave modulated state next to a FM QCP as
described in Ref. [103]. To clarify the magnetic structure in detail we
are looking forward to the latest inelastic neutron scattering experiments
of P. Niklowitz. First results of inelastic neutron spectra show unusual
temperature-dependent, strong quasielastic scattering near the vector q1
in the vicinity of (002) [207]. This might indicate the scenario of a ferro-
magnetic quantum critical point, which is masked by emerging modulated
magnetic order. Alternatively, one might use further µSR studies to gain
deeper insight into the physics of NbFe2. Here, what would be required is
a.) a determination of the muon stopping site, which would allow more
accurate fits to describe the experimental data, and b.) a detailed study of
the field and temperature dependence of the different relaxation times.
In the last part of this thesis the isoelectronic C14 Laves phase TaFe2,
which has approximately the same 3d-electron counts and only slightly
smaller lattice parameters than NbFe2, was studied. The magnetic phase
diagram of the alloyed system Ta(Fe1−xVx)2, 0.0 ≤ x ≤ 0.2, was investi-
gated by 57Fe Mössbauer spectroscopy and thermodynamic experiments.
While stoichiometric TaFe2 is paramagnetic with weak ferromagnetic
fluctuations, the compositional phase diagram exhibits a ferromagnetic
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instability for a vanadium concentration of x = 0.02. Larger substitutions
of iron by vanadium generate a magnetically ordered ground state in the
regime of 0.04 ≤ x ≤ 0.27. The 57Fe Mössbauer absorption spectra re-
veal a magnetic hyperfine field distribution undergoing a line broadening
of the electronic doublet structure, indicating low magnetic moments of
the order of 0.2µB per Fe atoms. The magnetic hyperfine fields resulting
from these moments were analyzed as a distribution function, indicating a
spin density wave modulated magnetic ground state for 0.04 ≤ x ≤ 0.27
with slightly larger magnetic moments than in Nb1−yFe2+y . In a next
step, 57Fe Mössbauer experiments with applied magnetic fields are
expected to split the magnetic hyperfine field of 57Fe nucleus, which
could clarify the nature of the spin density wave modulated state.
Altogether, Ta(Fe1−xVx)2 and Nb1−yFe2+y reveal a common behavior
with similar spin wave modulated states of very low magnetic moments
µord ≤ 0.1µB/ Fe atom. Nb1−yFe2+y reveals a ferromagnetic quan-
tum critical point at the transition from a ferromagnetic phase into a spin
density wave modulated state of second order at y ∼ −0.01. The ferro-
magnetic instability in Ta(Fe0.98V0.02)2 also implies a FM QCP close to
a SDW state. For the future, this scenario of a ferromagnetic quantum
critical point needs more examination both from the theoretical and exper-
imental side. In contrast, in the magnetic phase diagram of CePt3B1−xSix
no quantum critical point is observed, while the suppression of the weakly
ferromagnetic state is accompanied by the formation of unconventional
superconductivity.
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