Abstract. We continue our study of the well-posedness theory of a one-parameter family of coupled KdV-type systems in the periodic setting. When the value of a coupling parameter α ∈ (0, 4) \ {1}, we show that the Gibbs measure is invariant under the flow and the system is globally well-posed almost surely on the statistical ensemble, provided that certain Diophantine conditions are satisfied.
Introduction
In this paper, we consider coupled KdV systems of the form: is self-adjoint, and u and v are real-valued functions. There are several systems of this type: the Gear-Grimshaw system [9] , the Hirota-Satsuma system [12] , the Majda-Biello system [16] , etc. By applying the space-time scale changes along with the diagonalization of A, one can reduce (1) to In this paper, we assume that (2) has a Hamiltonian H of the form "H(u, v) = 1 2 u 2 x + αv 2 x +nonlinear terms" and that both H and N (u, v) = 1 2 u 2 + bv 2 , for some b > 0, are conserved under the flow of (2) . (Note that this is the case for the Gear-Grimshaw and the Majda-Biello systems among other coupled KdV systems.) When α = 1, it is shown in [18] that there is an interval I 0 around α = 1 such that particular resonances occur for α ∈ I 0 \{1} which are not present when α = 1. We show that, for α ∈ I 0 \ {1}, the Gibbs measure dµ = Z −1 exp(−βH(u, v)) x∈T du(x) ⊗ dv(x) is invariant under the flow (2) and that (2) is globally well-posed almost surely on the statistical ensemble, provided that certain Diophantine conditions are satisfied.
As a model example, we consider the Majda-Biello system:
     u t + u xxx + vv x = 0 v t + αv xxx + (uv) x = 0 (u, v) t=0 = (u 0 , v 0 ), (x, t) ∈ T × R,
where T = [0, 2π), 0 < α ≤ 4, and u and v are real-valued functions. This system has been proposed by Majda and Biello [16] as a reduced asymptotic model to study the nonlinear resonant interactions of long wavelength equatorial Rossby waves and barotropic Rossby waves with a significant midlatitude projection, in the presence of suitable horizontally and vertically sheared zonal mean flows.
In [16] , the values of α are numerically determined and they are 0.899, 0.960, and 0.980 for different equatorial Rossby waves. Of particular interest to us is the periodic case because of its challenging mathematical nature as well as its physical relevance of the proposed model (the spatial period for the system before scaling is set as 40, 000 km in [16] .) Several conservation laws are known for the system:
where H(u, v) is the Hamiltonian of the system. There seems to be no other conservation law, suggesting that the Majda-Biello system may not be completely integrable. The system has scaling which is similar to that of KdV and the critical Sobolev index s c is − 3 2 just like KdV. First, we review the local and global well-posedness (LWP and GWP) results of (3) from [18] , [19] . Note that all the results, except for the global well-posedness on T for α ∈ (0, 1) ∪ (1, 4), are sharp in the sense that the smoothness/uniform continuity of the solution map fails below the specified regularities. When α = 1, we showed in [19] that (3) is globally well-posed in H without the mean 0 condition on the initial data, via the I-method developed by Colliander-KeelStaffilani-Takaoka-Tao [7] in the vector-valued variants X s,b p,q of the Bourgain space X s,b [2] . Now, let's turn to the case α ∈ (0, 1) ∪ (1, 4] . In this case, we have two distinct linear semigroups S(t) = e −t∂ 
where · = 1 + | · |. Then, two of the crucial bilinear estimates in establishing the LWP of (3) are:
First, consider the first bilinear estimate (7) . As in Kenig-Ponce-Vega [13] , we define the bilinear operator B s,b (·, ·) by
Then, (7) holds if and only if
. As in the KdV case, ∂ x appears on the left hand side of (7) and thus we need to make up for this loss of derivative from τ − n
for all sufficiently large n ∈ Z. With (17), we proved that (8) holds for s >
) with the mean 0 assumption on u. Note that the mean 0 assumption on u is needed since n 1 = 0 is a solution of (15) for any n ∈ Z. Indeed, it is shown in [18] that (8) fails for any s ∈ R without the mean 0 assumption on u. Remark 1.2. We point out that the bilinear estimates (7) and (8) hold for s ≥ 0 away from the resonance sets, i.e. (7) holds for s ≥ 0 on {(n, n 1 ) : |n| 1, |n 1 − c 1 n| ≥ 1 and |n 1 − c 2 n| ≥ 1}, and (8) holds for s ≥ 0 on {(n, n 1 ) : |n| 1,
Note that s 0 = 1 2 for almost every α ∈ (0, 4] in view of Remark 1.1. In [18] , we proved that, for α ∈ (0, 4] \ {1}, the Majda-Biello system (3) is locally well-posed in H s (T) × H s (T) for s ≥ s * (α) := min(1, s 0 +), assuming the mean 0 condition on u 0 . We'd like to point out the following. On the one hand, we have s * (α) = s 0 (α) = 1 2 + for almost every α ∈ (0, 4] \ {1}. On the other hand, for any interval I ⊂ (0, 4], there exists α ∈ I such that s * (α) = 1. This shows that the well-posedness (below H 1 ) of the periodic Majda-Biello system is very unstable under a slight perturbation of the parameter α.
Using the Hamiltonian H(u, v), one can easily obtain the GWP of (3) in H 1 (T) × H 1 (T). This result is sharp when s * = 1, i.e. when max(ν c1 , ν d1 , ν d2 ) ≥ 1. In particular, it is sharp for α = 4, since c 1 ∈ Q for α = 4.
When max(ν c1 , ν d1 , ν d2 ) < 1, we used the I-method to generate a sequence of modified energies (modified Hamiltonians) H (j) (u, v)(t). Using the second modified energy H (2) , it is shown in [19] that (3) is globally well-posed in H s (T) × H s (T) for s ≥ s * * := max
. In particular, we have s * * (α) = 5 7 + for almost every α ∈ (0, 4] \ {1}. We also showed that the Fourier multiplier for the time derivative of the third modified energy H (3) is unbounded on a nontrivial set. i.e. the I-method fails before the GWP result matches the LWP one. This shows that the GWP obtained via H (2) is the best possible result using the I-method. Note that there is a gap between s * (α) and s * * (α), unless s * = 1. In particular, s * = 1 2 + > s * * = 5 7 + for a.e. α ∈ (0, 4] \ {1}. In an attempt to fill the gap between the LWP and the GWP results, we consider the Gibbs measure of the form "dµ = Z −1 exp(−βH(u, v)) x∈T du(x) ⊗ dv(x)". First recall the following; Given a Hamiltonian flow
Liouville's theorem states that the Lebesgue measure on R 2n is invariant under the flow. From the conservation of the Hamiltonian H, the Gibbs measures e −βH n i=1 dp i dq i are also invariant, where β is the reciprocal temperature. In our context, the Hamiltonian H(u, v) is conserved under the flow of (3). Then, we'd like to use the invariance of the Gibbs measure µ (which holds true in finite dimensional case) to prove a GWP result. At this point, everything is merely formal, which needs to be made rigorous.
In the context of NLS, Lebowitz-Rose-Speer [15] considered the Gibbs measure of the form dµ = exp(−βH(u)) x∈T du(x) where H(u) is the Hamiltonian given by H(u) = 1 2
In the focusing case (with −), H(u) is not bounded from below and this causes a problem. Using the conservation of the L 2 norm, they instead considered the Gibbs measure of the form dµ = exp(−βH(u))χ { u L 2 ≤B} x∈T du(x), i.e. with an L 2 -cutoff. This turned out to be a well-defined
H s (T) (for p < 6 with any B > 0, and p = 6 with sufficiently small B.) Bourgain [4] continued this study and proved the invariance of µ under the flow of NLS and the global well-posedness almost surely on the statistical ensemble. Note that [4] appeared before the so-called Bourgain's method [3] or the I-method [7] , i.e. there was virtually no method available to establish any GWP result from a LWP result whose regularity was between two conservation laws. This was the case for NLS for 4 < p ≤ 6. We use this idea to obtain a.s. GWP of the Majda-Biello system (3). Recently, Burq-Tzvetkov [6] independently and simultaneously used similar ideas to prove a.s. GWP for the nonlinear wave equation on the unit ball in R 3 under the radial symmetry. Also, see other work by Tzvetkov related to this subject [21] , [22] .
For the Majda-Biello system (3), we have
Zhidokov [23] ) that the Wiener measure
2 dx is not signdefinite, we need to add an L 2 cutoff in considering the Gibbs measure (weighted Wiener measure) as in [15] and [4] . Then, dµ = Z −1 exp(
When α = 1, the invariance of the Gibbs measure µ directly follows from Bourgain's argument for KdV in [4] and the GWP of (3) [19] . Now, recall that for α ∈ (0, 4) \ {1}, the Majda-Biello system (3) is LWP in
) in the sense that the solution map is not C 3 (c.f. [18] .) i.e. the flow of (3) is not well-defined on the support of the Gibbs measure µ in terms of the usual Sobolev spaces. We instead consider the Cauchy problem
for some s 1 , s 2 with 0 < s 1 < 1 2 < s 2 < 1 (to be determined later.) First, recall that, as mentioned in Remark 1.2, the bilinear estimates (7) and (8) , ν d1 , ν d2 ) . We have the following theorem. Theorem 1. Let α ∈ (0, 4) \ {1} and max(ν c1 , ν d1 , ν d2 ) < 1. Assume the mean 0 condition on u 0 . Let
As seen in Bourgain's work on mKdV and Zakharov system [4] ,
contains the full support of µ. In [4] , Bourgain proved the invariance of the Gibbs measure and a.s. GWP of mKdV by establishing an improved local well-posedness in H s1,s2 with s 1 = 1 2 − and s 2 = 1−. Following his argument, we obtain the a.s. global well-posedness of (3), using the finite dimensional approximation to (3) along with the invariance of the finite dimensional Gibbs measure.
Theorem 2. Let α ∈ (0, 4) \ {1} and max(ν c1 , ν d1 , ν d2 ) < 1. Assume the mean 0 condition on u 0 . Then, the Gibbs measure µ (with an L 2 -cutoff ) is invariant under the flow of (3), and (3) is globally well-posed a.s. on the statistical ensemble.
We point out that Theorem 2 does not fill the gap between the LWP and GWP of (3) as we initially hoped. However, it does establish a new GWP result for almost every α ∈ (0, 4) \ {1} which can not be obtained by the methods in [18] and [19] .
This work is a part of the author's Ph.D. thesis [17] . This paper is organized as follows: In Section 2, we introduce some standard notations. In Section 3, we go over the basic theory of Gaussian Hilbert spaces and abstract Wiener spaces, and we give the precise meaning to the Gibbs measure µ. In Section 4, we introduce the function spaces and linear estimates. Then, we prove Theorem 1 in Section 5, and extend this local result to a.s. GWP in Section 6. We also establish the invariance of the Gibbs measure µ. In Appendix, we present the proof of a probabilistic lemma from Section 3. Acknowledgements: The author would like to express his sincere gratitude to his Ph.D. advisor, Prof. Andrea R. Nahmod. He acknowledges the NSF summer support in 2005-06 under Prof. Nahmod's grant DMS 0503542. He is also grateful to Prof. Luc Rey-Bellet for helpful discussions in probability and abstract Wiener spaces.
Notation
On T, the spatial Fourier domain is Z. Let dn be the normalized counting measure on Z, and we
If p = ∞, we have the obvious definition involving the essential supremum. We often drop 2π for simplicity. If the function depends on both x and t, we use ∧x (and ∧t ) to denote the spatial (and temporal) Fourier transform, respectively. However, when there is no confusion, we simply use α be as in (5) and (6) . Given any time interval
We define the local in time X s,b α (T × I) analogously. Also, in dealing with a product space of two copies of a Banach space X, we may use X × X and X interchangeably.
Let η ∈ C ∞ c (R) be a smooth cutoff function supported on [−2, 2] with η ≡ 1 on [−1, 1] and let η T (t) = η(T −1 t). We use c, C to denote various constants, usually depending only on s 1 , s 2 , b, and α. If a constant depends on other quantities, we will make it explicit. We use A B to denote an estimate of the form A ≤ CB. Similarly, we use A ∼ B to denote A B and B A and use A ≪ B when there is no general constant C such that B ≤ CA. We also use a+ (and a−) to denote a + ε (and a − ε), respectively, for arbitrarily small ε ≪ 1.
Gaussian Measure in Hilbert Space and Abstract Wiener Space
In this section, we go over the basic theory of Gaussian measures in Hilbert spaces and abstract Wiener spaces and provide the precise meaning of the Gibbs measure "dµ = Z −1 exp(−βH(u, v)) x∈T du(x) ⊗ dv(x)" appearing in Section 1. For simplicity, we set the reciprocal temperature β = 1. For details, see Zhidokov [23] , Gross [11] , and Kuo [14] .
First, recall (centered) Gaussian measures in R n . Let n ∈ N and B be a symmetric positive n × n matrix with real entries. The Borel measure ρ in R n with the density
is called a (nondegenerate centered ) Gaussian measure in R n . Note that ρ(R n ) = 1. Now, we consider the analogous definition for the infinite dimensional (centered) Gaussian measures. Let H be a real separable Hilbert space and B : H → H be a linear positive self-adjoint operator (generally not bounded) with eigenvalues {λ n } n∈N and the corresponding eigenvectors {e n } n∈N forming an orthonormal basis of H. We call a set M ⊂ H cylindrical if there exists an integer n ≥ 1 and a Borel set F ⊂ R n such that
For a fixed operator B as above, we denote by A the set of all cylindrical subsets of H. Note that A is a field. Then, the centered Gaussian measure in H with the correlation operator B is defined as the additive (but not countably additive in general) measure ρ defined on the field A via
The following theorem tells us when this Gaussian measure ρ is countably additive. Consider a sequence of the finite dimensional Gaussian measures {ρ n } n∈N as follows. For fixed n ∈ N, let M n be the set of all cylindrical sets in H of the form (19) with this fixed n and arbitrary Borel sets F ⊂ R n . Clearly, M n is a σ-field, and setting
for M ∈ M n , we obtain a countably additive measure ρ n defined on M n . Then, one can show that each measure ρ n can be naturally extended onto the whole Borel σ-field M of H by ρ n (A) := ρ n (A ∩ span{e 1 , · · · , e n }) for A ∈ M. Then, we have Proposition 3.2. Let ρ in (20) be countably additive. Then, {ρ n } n∈N constructed above converges weakly to ρ as n → ∞. Now, we construct the Gaussian measure which comes from the quadratic part of the Hamiltonian
First, we identify a pair of real-valued functions (φ, ψ) on T with their Fourier coefficients (a, b) = (a n , b n ) n∈Z . Since φ and ψ are real-valued, we have a −n = a n and b −n = b n . Then, define the finite dimensional Gaussian measure ρ N on C N × C N = (a n , b n ) : 1 ≤ n ≤ N with the normalized density (21) dρ
d(a n ⊗b n ). Note that this measure is the induced probability measure on
where {f n (ω)} and {g n (ω)} are i.i.d. standard complex Gaussian random variables. In particular, ρ N is a Wiener measure on C 2N . Next, define
where 
The right hand side is exactly the expression appearing in the exponent in (22) . Recall the following definitions [14] : Given a real separable Hilbert space H with norm · , let F denote the set of finite dimensional orthogonal projections P of H. Then, define a cylinder set E by E = {x ∈ H : Px ∈ F } where P ∈ F and F is a Borel subset of PH, and let R denote the collection of such cylinder sets. Note that R is a field but not a σ-field. Then, the Gauss measure ρ on H is defined by
for E ∈ R, where n = dimPH and dx is the Lebesgue measure on PH. It is known that ρ is finitely additive but not countably additive in R.
A seminorm ||| · ||| in H is called measurable if for every ε > 0, there exists P 0 ∈ F such that ρ(|||Px||| > ε) < ε for P ∈ F orthogonal to P 0 . Any measurable seminorm is weaker than the norm of H, and H is not complete with respect to ||| · ||| unless H is finite dimensional. Let B be the completion of H with respect to ||| · ||| and denote by i the inclusion map of H into B. The triple (i, H, B) is called an abstract Wiener space. Now, regarding y ∈ B * as an element of H * ≡ H by restriction, we embed B * in H. Define, for a Borel set F ⊂ R n ,
where y j 's are in B * and (·, ·) denote the natural pairing between B and B * . Let R B denote the collection of cylinder sets {x ∈ B : ((x, y 1 ), · · · , (x, y n )) ∈ F } in B.
Theorem 3.3 (Gross [11] ). ρ is countably additive in the σ-field generated by R B .
In the present context, let H = H 1 0 × H 1 0 and B = H s1,s2 × H s1,s2 with 0 < s 1 < 1 2 < s 2 < 1. Then, it basically follows from (the proof of) Lemma 3.5 that the seminorms · B is measurable. Hence, (i, H, B) is an abstract Wiener space, and ρ in (22) is countably additive in B.
Next, we consider the full Gibbs measure "dµ = Z −1 exp(−H(φ, ψ)) x∈T dφ(x) ⊗ dψ(x)" where H(φ, ψ) =
See [15] , [4] . Let Ω N = {(a n , b n ) : 0 ≤ n ≤ N } and Ω = {(a n , b n ) : n ≥ 0}. Let B be a cutoff on the L 2 norm and consider the ball in
(Recall a −n = a n and b −n = b n .) Also, define Ω B = (a n , b n ) n≥0 : (a n , b n ) L 2 n ≤ B . Let P N be the projection onto the Fourier modes ≤ N given by P N φ = φ N = |n|≤N a n e inx . Then, we
where
and da 0 and db 0 are the Lebesgue measures on C. Similarly, the weighted Wiener measure µ on (a n , b n ) : n ≥ 0 by
where Z = exp
At this point, Z need not be finite. Indeed, the result below follows from [15] and [4] . Lemma 3.4. For any r < ∞, we have
In particular, dµ is a probability measure. Moreover, we have dµ N ≪ d(a 0 , b 0 ) ⊗ dρ N and dµ ≪ d(a 0 , b 0 ) ⊗ dρ. For our application (in Theorem 2), we assume that u 0 (and u(t) for any t) has mean 0. Hence, in the following, we let da 0 in (23) and (24) to be the delta measure at n = 0 rather than the Lebesgue measure on C. Note that da 0 plays no significant role in any case.
Finally, define Ω N,B (s 1 , s 2 , K) and Ω B (s 1 , s 2 , K) by
Then, we have Lemma 3.5 (tightness). Let 0 < s 1 < 1 2 < s 2 < 1. Then, for large K > 0, there exists c > 0, independent of N , such that
The proof is analogous to that of Lemma 3.4 in [4] . We prove Lemma 3.5 in Appendix.
Function Spaces and Linear Estimates
In this section, we go over the basic function spaces and linear estimates needed to establish Theorems 1. First, we define a variant of the Bourgain spaces for H s1,s2 defined in (18) . Let X s2,∞,b and X s2,∞,b α be the space given by the norms
Recall that when b > where the norm is given by
α and Y s2,∞ α for v are analogously defined with the obvious change of τ − n 3 by τ − αn 3 . Recall (c.f. [7] ) that the for appropriate s 1 , s 2 . Next, we discuss the linear estimates. By writing (3) in the integral form, we see that (u, v) is a solution to (3) with the initial condition (u 0 , v 0 ) for |t| ≤ T ≤ 1 if and only if
where S(t) = e −t∂ 3 x and S α (t) = e −αt∂
Lemma 4.1. The following estimates hold for any s 1 , s 2 , b ∈ R.
α is analogously defined with the change of τ − n 3 by τ − αn 3 . Recall from [2] , [10] that a factor of T 0− appears on the right hand sides of (29) if we replace η by η T in (29). By the standard computation [2] , we have
Then, a direct computation shows that
i.e. we have
As before, a factor of T 0− appears on the right hand sides of (30) if we replace η by η T in (30). Similarly, we have η(
, where Z s2,∞ α is analogously defined with the change of τ − n 3 by τ − αn 3 . Lastly, define Z s1,s2 and Z 
New Local Well-Posedness Result for α ∈ (0, 4) \ {1}
In this section, we prove Theorem 1 by constructing a contraction in
, where
) and max(ν c1 , ν d1 , ν d2 ) < 1. Once we prove the bilinear estimates
with the mean 0 condition on u, the local well-posedness of (3) in H s1,s2 × H s1,s2 on a time interval of size ∼ 1 follows from Lemmata 4.1, 4.2, (31), and (32), provided that (u 0 , v 0 ) H s 1 ,s 2 ×H s 1 ,s 2 is sufficiently small.
To establish the LWP for the general initial data (u 0 , v 0 ) without the smallness assumption, we need to gain a positive power of T from the bilinear estimates (31) and (32), assuming that the functions are supported on the time interval [−2T, 2T ]. In particular, we need to prove
for some θ > 0. For the rest of this section, we first present the proof of (31) and (32) in Propositions 5.2, 5.3, and 5.4. Then, we mention how to obtain the positive power of T as in (33) and (34).
First, recall the following result in [18] . (See Remark 1.2.)
Lemma 5.1. Let s 1 ≥ 0. Then, we have
where n, n 1 , and n 2 are the spatial Fourier variables of v 1 v 2 , v 1 , and v 2 . Also, we have
where n, n 1 , and n 2 are the spatial Fourier variables of uv, u, and v.
We point out that the proof of (35) and (37) are basically the same as that of the bilinear estimate for KdV for s ≥ 0 in [2] . Hence, by assuming that v 1 v 2 in (35) and uv in (37) are supported on time interval [−2T, 2T ], we gain a positive power T θ on the right hand sides. For details, see [2] . Now, we prove (31) in Propositions 5.2 and 5.3.
Proof. In view of Lemma 5.1, we restrict our attention to 
The rest follows from Hölder inequality in n and Young's inequality in τ . Now, consider the second part of the Z s1 norm. It suffices to show
where c = sup n τ − n 3 −1− dτ 1/2 < ∞. The rest follows from the previous part as long as From [18] , we have
This can be seen from the fact that P n (n 1 ) := n 3 − αn
2 is a quadratic polynomial in n 1 for fixed n and that ∂ n1 P n (n 1 ) at n 1 = c 1 n, c 2 n (i.e. at the zeros of P n (n 1 )) is of order n 2 . It suffices to show
If |n 1 |, |n 2 | |n|, then we have, from (45),
Otherwise, we have |n 1 | ≪ |n| or |n 2 | ≪ |n|. In this case, we have MAX |n 3 − αn It suffices to show, for
From (41), we have It suffices to show
As in the proof of Proposition 5.2, apply Hölder's inequality in τ , and the rest follows from Case (1) for 2s 1 > s 2 .
• Case (4): Near resonances. In this case, it suffices to show, for
As in Case(3), apply Hölder's inequality in τ , and the rest follows from Case (2) as long as for
Proposition 5.4. Assume max(ν d1 , ν d2 ) < 1 and the mean 0 condition for u. Then, for
for any ε > 0. The rest follows as in the proof of Propositions 5.2 and 5.3
This establishes the LWP for the periodic Majda-Biello system (3) for small initial data (u 0 , v 0 ) ∈ H s1,s2 × H s1,s2 . For the general data without the smallness assumption, one can exploit small time intervals [−2T, 2T ], T ≪ 1 to gain an extra factor T θ for some θ > 0 as in (33) and (34). We discuss how to gain T θ in (42) assuming the functions are localized in time, i.e. by replacing f (or g) by
Suppose MAX = τ − n 3 . Then, it suffices to prove (48) LHS of (42) with f replaced by
By (42), Hölder in n, and Young's inequality in τ , we have LHS of (48)
, and the first factor is bounded by
by Young's inequality. Next, suppose MAX = τ 1 − αn LHS of (42) with g replaced by
By (42), Hölder in n, τ , and Young's inequality in τ , we have LHS of (49)
All the other estimates in Propositions 5.2, 5.3, and 5.4 can be modified in a similar manner to gain T θ and we omit the detail. (Note that we have L Once we establish the local well-posedness of (3) via the fixed point theorem and tightness of µ N and µ (Lemma 3.5), Bourgain's argument in [4] yields the global well-posedness a.s. on the statistical ensemble. As for the invariance of the Gibbs measure µ (Theorem 6.6), we follow the argument in Rey-Bellet and Thomas [20] . We include these arguments for the sake of completeness.
Consider the finite dimensional approximation to (3):
In the following, we assume that the mean of u 0 is 0. Note that (u N ) 2 + (v N ) 2 dx is conserved under the finite dimensional flow. Moreover, the finite dimensional truncation of the Hamiltonian
is conserved as well. Therefore, by Liouville's Theorem, µ N is invariant under the flow of (50).
In the following, we first establish the a.s. GWP of (50) (with an explicit growth bound modulo small set), independent of N . Then, using this and the invariance of µ N , we show the a.s. GWP of (3) and the invariance of µ.
Proof. Let S N (t) be the flow map corresponding to (50). By Liouville's theorem, µ N is invariant under S N (t) for all t (as long as the solution exists.) Note that P N acts continuously on the function spaces used for the local theory of (3) in H s1,s2 × H s1,s2 . Then, from the local well-posedness of (3) in H s1,s2 × H s1,s2 , we obtain the local well-posedness of (50) in H s1,s2 × H s1,s2 with the same bound; i.e. if (u
for |t| ≤ δ ∼ K −θ with some θ > 0. Note that this is independent of N .
Let S = S N (δ) and consider the set Ω N,ε = 
Since the flow is time-reversible, we have u
Proof. With T j = 2 j and ε j = ε 2 j+1 , construct Ω for all t ∈ R.
Proof. First, fix σ 1 , σ 2 such that 1 4 < s 1 < σ 1 < 1 2 < s 2 < σ 2 < 1 with 2σ 1 > σ 2 . Also, fix T < ∞, ε > 0, and large N = N (T, ε) (to be determined later.) Consider (50) with (U, V ) = (u N , v N ) and (U, V )| t=0 = (U 0 , V 0 ) = (P N u 0 , P N v 0 ). Then, with γ = min(σ 1 − s 1 , σ 2 − s 2 ) > 0, we have
As in the proof of Lemma 6.1, construct the Ω N,ε set with the large radius K ∼ log 2 . Now, let Ω ε = {(a n , b n ) n≥0 ∈ Ω B (σ 1 , σ 2 , K) : (a n , b n ) 0≤n≤N ∈ Ω N,ε }. Note that Ω ε really depends on both ε and T since N depends on ε and T . This dependence is explicitly discussed in the last paragraph of the proof. Then, with the understanding that Ω Now, consider the difference of the solutions (u, v) and (U, V ) to (3)and (50). By writing as integral equations, we have
where F (t) = ∂ 
Then, from the local theory along with the boundedness of P N , we have First, recall that n s2 | φ(n)| ∼ n s2−1 |f n (ω)|. Let X n (ω) = |f n (ω)| 1 1−s 2 . Then, we have E[X n ] < ∞, which immediately implies that n −1 X n → 0 a.s. Then, by Egoroff's Theorem, given ε > 0 there exists a set E ⊂ Ω with ρ(E c ) < ε such that n s2 | φ(n)| → 0 uniformly on E. Then, choose N 0 sufficiently large such that n s2 | φ(n)| < ε on E for all |n| ≥ N 0 . This shows that ρ( P ≥N0 φ B s 2 ≥ ε) < ε as desired.
