Abstract-A Kalman filter is optimal in that the variance of the error is minimized by the estimator. It is shown here, in an infinite-dimensional context, that the solution to an operator Riccati equation minimizes the steady-state error variance. This extends a result previously known for lumped parameter systems to distributed parameter systems. It is shown then that minimizing the trace of the Riccati operator is a reasonable criterion for choosing sensor locations. It is then shown that multiple inaccurate sensors, that is, those with large noise variance, can provide as good an estimate as a single highly accurate (but probably more expensive) sensor. Optimal sensor location is then combined with estimator design. A framework for calculation of the best sensor locations using approximations is established and sensor location as well as choice is investigated with three examples. Simulations indicate that the sensor locations do affect the quality of the estimation and that multiple low-quality sensors can lead to better estimation than a single high-quality sensor.
I. INTRODUCTION

I
N MOST systems the full state is not measured, but must be estimated based on the available measurements. The accuracy of an estimate depends not only on the type of estimator, but also on the type of sensor. For distributed parameter systems, the location of the sensors is also a variable in estimator design. For a given expenditure, what is the best choice of sensors? What are the best locations?
The sensor selection and location problem has been considered by many researchers in various contexts. Observability is a common criterion for sensor placement. In [25] , a method for optimal sensor placement based on observability on a thin double-curved shell structures was presented. The concept of partial observability was introduced in [18] to determine the optimal sensor locations in numerical weather predictions. Optimal actuator/sensor placement problem for transport-reaction processes, with respect to controllability and observability defined using spatial H 2 norm, was considered in [1] . Optimizing the shape and the location of sensors with respect to observability was investigated in [22] - [24] .
However, a common criterion for estimator design is to minimize the variance of the error. It makes sense to use the same criterion for sensor placement. This is reinforced by the results in [28] where it was shown that locations that maximize controllability do not generally minimize the linear quadratic cost for structural vibrations. Since minimum variance estimation is dual to optimal linear quadratic control and observability is dual to controllability, this suggests that points of maximum observability are not the best locations from the viewpoint of estimation error. Furthermore, there are numerical issues with maximizing controllability and observability for distributed parameter systems [28] . In [6] , a procedure for sequential optimal sensor location for systems on a finite-time interval was formulated, with the error variance at the final time as the optimality criterion. The procedure was applied to an example of a tubular-flow reactor system with multiple sensors placed both simultaneously and sequentially.
A Kalman filter is an optimal state estimator that minimizes the estimation error variance. The well-posedness of minimizing the error variance at a finite time for distributed parameter systems was established in [3] and [7] ; see also the review [8] and the book [10] . Well-posedness of the time-varying case and conditions for using approximations in optimization of the sensor locations were established in [27] and applied to a problem of advection diffusion. Conditions that ensure the existence of Bochner integrable solutions to infinite-dimensional Riccati integral equations were established in [5] , with an application to optimal sensor placement in a convection-diffusion example. In [4] , the optimal filtering problem for mobile sensor networks was investigated, with the cost functional defined as the time integral of the trace of the weighted error covariance.
In many applications, an infinite-time Kalman filter is used, partly because it leads to a constant operator that is simple to implement. In [17] , the sensors were placed to minimize the trace of the Riccati matrix in a problem of channel flow estimation. In this paper, it is shown that the infinite-time Kalman filter minimizes the steady-state error variance for distributed parameter systems. This extends a result known for lumped parameter systems. More precisely, the steady-state error variance is shown to be the nuclear norm of the operator that solves an algebraic Riccati equation (ARE). This is used as the criterion for sensor placement. It is then proven that this cost decreases with 0018-9286 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the number of sensors and increases with sensor noise. Thus, if enough inaccurate sensors are used, the estimator error can be smaller than that obtained with a small number of accurate sensors. Sensor location that minimizes the error variance is the dual problem to the linear quadratic optimal actuator location. The results on well-posedness and also the use of approximations in calculating the optimal locations in [21] are used to obtain results on the computation of optimal sensor locations. In [13] , an algorithm for computation of linear quadratic optimal actuator locations was presented and this is modified to use in computation of the optimal sensor locations here. The effect of the sensor noise and the number of sensors on the accuracy of an estimator is examined on a number of examples. A preliminary version of some of the results in this paper (without proofs) and the first example were presented in [29] .
II. INFINITE-DIMENSIONAL KALMAN FILTER
Consider an infinite-dimensional integral process
with measurement
where T (t) is a C 0 -semigroup with infinitesimal generator A on a separable Hilbert space Z , w(t) is a Wiener process of incremental covariance Q on a separable Hilbert space W , and v(t) is a Wiener process of incremental covariance R on a separable Hilbert space Y . The operators G and C are bounded linear operators:
The covariance operator of a Z -valued random variable ζ with E{ ζ 2 } < ∞ is defined by
Assume that the initial state z 0 is a Z -valued Gaussian random variable, with zero mean value and covariance P 0 . This implies that the nuclear norm
. Also, assume the output space Y is finite dimensional, the operator R ∈ L (Y ) is positive, and w(t), v(t), and z 0 are mutually uncorrelated. The inner product on Z will be indicated by ·, · , whereas the inner product on other Hilbert spaces will be specified by inclusion of a subscript, for instance ·, · Y . Define
The objective is to find an estimatez(t) of the state z(t) for each t ≥ 0, based on the measured output {y(s) : 0 ≤ s ≤ t}. More precisely, an estimate of the form
where 
and ess sup
is called a mild evolution operator if it has the following properties:
has a unique solution in the class of mild evolution operators on Z . The solution is called the mild evolution operator generated by A + D(t).
Theorem 2.3 (Infinite-dimensional finite-time Kalman filter):
[10, Th. 6.9, Lemma 6.12] Let [0, t 1 ] be a finite-time interval, and P (t) ∈ L (Z ) the unique self-adjoint, strongly continuous solution to the differential Riccati equation (DRE): for all
Suppose S p (t, ·) is the mild evolution operator generated by
is the unique optimal estimate for z(t) in that for each h ∈ Z
where the minimum is taken over all estimatesz(t) of the form (3). The error covariance satisfies
Moreover, letting · 1 indicate the nuclear norm
Definition 2.4: (a)
A C 0 -semigroup T (t) on a Hilbert space Z is exponentially stable if there exist positive constants M and α such that for t ≥ 0
As time approaches infinity, the Kalman filter converges to a time-invariant filter. The following theorem is presented in [10] and can be proven using [12 
Furthermore, letting P (t) indicate the solution to the differential Riccati equation (5) , P (t) converges strongly to P ss , i.e., for all h ∈ Z lim t→∞ P (t)h = P ss h.
Let T p (t) be the exponentially stable C 0 -semigroup generated by A − P ss C * R −1 C on Z . The steady-state Kalman filter is characterized bỹ
It is now proven that P (t) converges in nuclear norm to P ss . The following lemma, needed in the proof of Theorem 2.7, is a special case of [15, Th. 2] .
Lemma 2.6: If a sequence of self-adjoint nuclear operators X n ∈ L (Z ) converges strongly to a nuclear operator X ∈ L (Z ), and X n 1 converges to X 1 , then
is exponentially stabilizable and (A, C) is exponentially detectable. If both the spaces W and Y are finite dimensional, then P ss is nuclear and
Furthermore
where the minimum is taken over all estimatesz(t) of the form (3) such that the limit lim t→∞ E{ z(t) −z(t) 2 } exists. Proof: The fact that P ss is nuclear is a straightforward consequence of [9, Th. 3.3] by duality and the assumption that both the input space for the process noise and measurement space Y are finite dimensional.
Results on linear quadratic control [12, Ch. 6] will be used. Let
, consider the linear quadratic control problem for the dynamic systemż 
The minimum in (14) is achieved by using the state feedback control
with the optimal state trajectory z(t) = T *
There exist positive constants α and β such that
Thus
By [26, Th. 7 .8]
and since T p (t) is exponentially stable, there is α > 0, β > 0 so that for all t ≥ 0
Let {ψ j } ∞ j =1 be an orthonormal basis of Z . Combining (16) with (17)
Thus, for any > 0, there exists t > 0 such that for all t > t
On the other hand, since P ss is nuclear, there exists a positive integer N such that for any N > N
Also, by Theorem 2.5, P (t) converges strongly to P ss . There existst > 0 such that for any t >t
It follows that for t >t
Combining (18) and (19), for any t > max{t ,t } P ss 1 − < P (t) 1 < P ss 1 + .
Since > 0 is arbitrary
Moreover, since P (t) converges strongly to P ss , and the operators are self-adjoint, Lemma 2.6 then implies that
Hence, P (t) converges to P ss in nuclear norm. Letting t → ∞ in (8) , by (20) , there exists the limit
Taking the minimum over all estimatesz(t) of the form (3) such that the limit lim t→∞ E{ z(t) −z(t) 2 } exists
On the other hand, assumez(t) is an arbitrary estimate of the form (3) such that the limit
letting t → ∞ in the above inequality
Then by (21)
Sincez(t) is arbitrary, combining (22) with (23), it follows that
where the minimum is taken over all estimatesz(t) of the form (3) such that the limit lim t→∞ E{ z(t) −z(t) 2 } exists.
III. SENSOR CHOICE
Theorem 2.7 shows that ||P ss || 1 is the minimum steady-state estimate error variance. The value of ||P ss || 1 is dependent on the measurement operator C, and thus the number of sensors, as well as on the sensor noise covariance R. Selection and location of sensors that minimize ||P ss || 1 is therefore a reasonable design goal. In this section, it is proven that sensors with smaller variance lead to a better estimate; that is the variance of the error estimate is reduced, and also that increasing the number of sensors reduces the error variance.
Consider sensing with observation operatorC ∈ L (Z , Y ) such that the pair (A,C) is exponentially detectable, with noise covarianceR ∈ L (Y ) whereR is positive definite. LetP ss be the unique nonnegative solution to the ARE
The objective is to compareP ss to P ss , the solution to (9) for estimation with the observation operator C and noise covariance R. Define
In [11, Th. 
In the next theorem, it is shown that a similar inequality holds for the finite-time Kalman filter, and this is extended to the infinite-time Kalman filter using Theorem 2.7. A similar approach was used in [3] . Here the proof is different, filling in some steps omitted in [3] and extending the result to the steadystate infinite-time situation. Theorem 3.1: Assume the spaces W and
is exponentially stabilizable, (A, C) and (A,C) are exponentially detectable. Let P (t) be the unique solution to the DRE (5) andP (t) is the unique solution to the DRE with C replaced byC and R replaced byR.
Furthermore, letting P ss be the unique nonnegative solution to the ARE (9) andP ss the nonnegative solution to the corresponding ARE (24)
For an arbitrary h ∈ Z , let φ(t) andφ(t) solve the equationṡ
respectively. Define
ϕ(t) := P (t)φ(t),φ(t) :=P (t)φ(t).
For 0 ≤ t ≤ t 1 , there exists the weak derivativė
Similarly,φ
in the weak sense. Define
θ(t) := φ(t) −φ(t), γ(t) := ϕ(t) −φ(t).
It follows thaṫ
in the weak sense. Thus
Note that
Substituting into (29)
it follows that
Aγ(t),φ(t) dt
Also, by (27) and (28) 
Aγ(t), θ(t) dt
Hence
Notice that
then, since P 0 , GQG * and D are nonnegative operators
Since h is arbitrary, for any orthonormal basis of Z ,
Hence, for any t 1 ≥ 0
It then follows from Theorem 2.7 that
Now suppose that m sensors are used. The measurement operator C ∈ L (Z , R m ) can be written as The following result is now a straightforward consequence of Theorem 3.1.
Theorem 3.2: Let P ss be the Riccati operator that solves (9) for m identical sensors with variance r 0 , and similarly letP ss be the operator obtained for m sensors with variancer 0 . Ifr 0 ≤ r 0 , then
Also, comparing the performance of identical sensors, if m 1 > m sensors are used then the estimate is improved. Letting P ss be the Riccati operator with m 1 sensors, and P ss the Riccati operator with m sensors, then
Proof: Ifr 0 ≤ r 0 , then
By Theorem 3.1
Now suppose that the observation is obtained by m identical sensors each with variance r 0 C = C (1), C(2), . . . , C(m) or m 1 > m of the same sensors
Again using Theorem 3.1
IV. OPTIMAL SENSOR LOCATION
Suppose m sensors with corresponding measurements
are available. The sensors lie within some compact set Ω ⊂ R q . Generally, in applications Ω is a region in space so q ≤ 3. Denoting the location of the m sensors by
the output operator C is parameterized by the sensor location
The location of the sensors should be chosen to minimize the error variance. Continuity of P ss 1 with respect to the sensor location l follows from [21, Th. For an infinite-dimensional system, the solution P ss to the ARE (9) cannot be computed exactly. Commonly, the system is approximated by a finite-dimensional system and the corresponding finite-dimensional ARE is solved. For n ≥ 1, let Z n be an n-dimensional subspace of Z with inner product inherited from Z and Π n ∈ L (Z , Z n ) the orthogonal projection of Z onto Z n . Denote the original system (1) by   (A, C, G) . Let z n = Π n (z) ∈ Z n and approximate the system (A, C, G) by a sequence of (A n , C n ,
Since Z n is also a Hilbert space, the previous theorems in this paper apply to the approximate system. If (A n , C n ) is exponentially detectable and (A n , G n √ Q) is exponentially stabilizable, then by Theorem 2.5, the finite-dimensional ARE
has a unique nonnegative solution P (n )
ss ∈ L (Z n ). The existence of an optimal sensor location vectorl n that minimizes the value of ||P (n ) ss || 1 is guaranteed by Theorem 4.1. Conditions that ensure that the calculated optimal filter and sensor locations converge to the exact optimal filter and sensor locations as the approximation order is increased are needed. Let T n (t) indicate the semigroup of operators generated by A n . The standard assumptions for using approximations in controller (and filter) design are as follows:
1) The family of pairs (A n , G n √ Q) is uniformly exponentially stabilizable, that is, there exists a uniformly bounded sequence of operators K n ∈ L (Z n , W ) such that the semigroups T K n (t) generated by A n − G n √ QK n satisfy
for positive constants α 1 and β 1 ≥ 1.
2) The family of pairs (A n , C n ) is uniformly exponentially detectable, that is, there exists a uniformly bounded sequence of operators F n ∈ L (Y , Z n ) such that the semigroups T F n (t) generated by A n − F n C n satisfy
for positive constants α 2 and β 2 ≥ 1. These assumptions guarantee the convergence of P 
where Π n is the orthogonal projection of Z onto Z n .
With the convergence (31), optimal sensor locations for approximate systems also converge to the optimal sensor location for the infinite-dimensional system. The following result is a dual version of [21, Th. 3.9] , and the proof follows that of [21, Th. 3.5] . 
and there exists a subsequence {l
Moreover, any convergent subsequence of {l n } ∞ n =1 converges to an optimal sensor location. Proof: Writeμ
ss (l)Π n − P ss (l) 1 + P ss (l) 1 . Therefore, by Theorem 4.2 lim sup n →∞μ n ≤μ.
It will now be shown that lim inf n →∞μ n ≥μ.
Since Ω m is compact, there exists a convergent subsequence of {l n k } ∞ k =1 ⊂ Ω m , also denoted by {l n k } ∞ k =1 for simplicity, with limit l. By assumption (H3)2), there exists a sequence of operators
for some positive constant β 0 , and the semigroups T F n (l) (t) generated by A n − F n (l)C n (l) satisfy ||T F n (l) (t)|| ≤ β 2 e −α 2 t for some positive constants α 2 and β 2 ≥ 1. Also
It follows that
lim k →∞ C n k (l n k )Π n k − C(l) = 0. Therefore, (A n k , C n k (l n k ), G n k ), k = 1, 2, ...
, is a sequence of approximations for (A, C(l), G) that satisfies assumptions (H1)-(H3). Theorem 4.2 then implies that
Thus, lim inf n →∞μn ≥μ and lim n →∞μ n =μ which is (32). This and (33) also imply that
that is, l is an optimal sensor location. Since the sequence {l n k } ∞ k =1 was an arbitrary convergent subsequence of {l n } ∞ n =1 , it follows that any convergent subsequence converges to an optimal sensor location.
Thus, approximations can be used to obtain filters and determine optimal sensor locations to arbitrary accuracy. The theory developed in this and the previous section is applied to several examples in the next section.
V. EXAMPLES
A. One-Dimensional (1-D) Diffusion
A 1-D diffusion equation with white Gaussian noise disturbance is considered
where σ is the constant diffusivity, g(x) models the shape of the spatially distributed disturbance, and η(t) is assumed to be a real-valued white Gaussian noise, such that
is a Wiener process of incremental covariance Q. The physical interpretation of z depends on the application and its value is with respect to a reference state. For example, in the case of thermal diffusion, z is temperature, and temperature in Celsius is with reference to the freezing point of water. Let the state space Z = L 2 (0, 1), and A = σ
The state-space representation for (34) is
The operator A generates an analytic C 0 -semigroup T (t), so that the solution to (35) can be expressed as (see [10, Th. 5 .35]) When using approximations of order n ≥ 4, simulation results show that the optimal observability of the approximate systems over the set of possible sensor locations is 0, reflecting the fact that the original model is at best only approximately observability. For more detail on this point in the context of controllability, see [28] . Observability is not a useful cost function. The subsequent approximating systems satisfy the assumptions of Theorem 4.2 (see, for example, [20] ) and so The AREs were solved using MATLAB function "care." All the sensors were optimally placed using a dual version of the algorithm in [13] to calculate the sensor locations that minimized the steady-state estimation error covariance P ss 1 . The initial condition was
where a has normal distribution N (0, 10) and was chosen using the MATLAB function "randn." The stochastic differential equations were solved using the explicit Euler method [19] . Time step size t = 0.001, and the noise term w t (k), that has normal distribution N (0, Q t), was generated by the MAT-LAB function "randn" at each time step. Three different disturbances were considered: spatially uniform, localized, and a mixture of the two types.
Consider first the case where the noise on the state is evenly distributed in space
The initial condition (36) was scaled by a = 8.5886. When using a single sensor, the value of ||P ss || 1 was computed for r 0 ranging from 0.1 to 2. As shown in Fig. 1(a) , ||P ss || 1 is an increasing function of r 0 and it coincides well with
in which the constantC ≈ 1.00. Fig. 1(b) shows that ||P ss || 1 decreases as the sensor number m increases. Calculations of P ss 1 were done with m optimally placed sensors, each which variance r 0 = 2, for various values of m. Let
be the function defined continuously on the interval [0, 20]. As shown in Fig. 1(b) , the curve of function g 1 fits with the value of ||P ss || 1 for m = 1, 2, . . . , 20. For this example, ||P ss || 1 is approximately proportional to the value of r 0 /m
with C =C ≈ C 2 / √ 2. Fig. 1(b) indicates that increasing the number of sensors can compensate for the inaccuracy of a sensor with a large noise variance. The estimates obtained by using a single sensor with noise variance r 0 = 0.2, and by using 15 sensors each with noise variance r 0 = 2, are compared in Fig. 2 with the actual system state z(t) at the middle point x = 0.5 for t ∈ [0, 20]. For a single sensor, the value of ||P ss || 1 was computed for different sensor locations, which is constant with respect to sensor location. Hence, there does not exist a unique optimal sensor location in this case. For 15 sensors, searching by the optimization algorithm from [13] , the optimal sensor locations were found to be centered at Using multiple sensors each with larger noise variance led to a better estimate than a single accurate sensor. Now consider a localized disturbance illustrated in Fig. 3 g(x) = sech(100(x − 0.2)).
The initial condition (36) was scaled by a = 3.3261. By computing the value of ||P ss || 1 for the case that using a single sensor (m = 1) with variance r 0 ∈ [0.1, 2], an ascending curve is derived, as shown in Fig. 4(a) . It again coincides well with a square root function The value of ||P ss || 1 as a function of the number of sensors fits well with the curve of a decreasing function
as shown in Fig. 4(b) . Hence, the same proportional relation (37) but with constant C = C 3 ≈ C 4 / √ 2 appears to hold. Comparisons of the actual system state with estimates made by a single sensor with variance r 0 = 0.2 and by 15 sensors with variance r 0 = 2 are displayed in Fig. 5 . For a single sensor, the value of ||P ss || 1 was computed for different sensor locations; the optimal sensor location is centered atl = 0.18, around where the localized disturbance is. For 15 sensors, searching by the optimization algorithm from [13] , the optimal sensor locations were found to be centered at The errors for the two estimates are similar.
A third disturbance that includes both the evenly distributed disturbance and the spatially localized disturbance g(x) = 0.5 sech(100(x − 0.2)) + 0.5 (see Fig. 6 ) was also considered. The initial condition (36) was scaled by a = 6.8543. The same computations as for the previous two disturbances were done. The value of ||P ss || 1 , as the sensor noise covariance is changed, is shown in Fig. 7 . Two curves were fit to the plots in Fig. 7 (a) and (b), respectively. The same square root relation as for other disturbances seems to hold with constant C = C 5 ≈ C 6 / √ 2. Estimation using one sensor with noise variance r 0 = 0.2 is compared with that obtained using 15 sensors each with noise variance r 0 = 2 in Fig. 8 . For a single sensor, the value of ||P ss || 1 was computed for different sensor locations; the optimal sensor location is centered atl = 0.18, around where the disturbance peaks. For 15 sensors, searching by the optimization algorithm from [13] , the optimal sensor locations were found to be centered at The accuracy of the estimate obtained with multiple poor sensors is better than that obtained with one accurate sensor.
B. Simply Supported Euler-Bernoulli Beam
Consider an Euler-Bernoulli beam of length 1, with KelvinVoigt damping. Let f (t, x) denote the deflection of the beam at time t and position x. The beam deflection is described by the partial differential equation
(38) where c d is the damping parameter, g(x) models the shape of the spatially distributed disturbance, and η(t) is a real-valued white Gaussian noise, such that
is a Wiener process of incremental covariance Q. Assume the initial condition
and simply supported boundary conditions
and the state space Z = H s (0, 1) × L 2 (0, 1), with state z := (f, f t )
T ∈ Z . Equation (38) can be written in the state-space form
where
with domain
Each sensor measures average deflection over a small interval of length > 0. 
where v(t) is an R m -valued Wiener process of incremental covariance
The eigenfunctions of A are used as the basis for a Galerkin approximation. This approximation satisfies the assumptions of Theorem 4.2; see for example [20] for details. As for the diffusion problem, if more than eight modes are used in the approxmation (n ≥ 16), optimal observability of the approximations over the set of posible sensor locations is 0, reflecting the fact that the original model is at best only approximately observability (see [28] for details). The stochastic differential equations were solved using the implicit Euler method
where the time step size t = 0.001, and the noise term w t (k), that has normal distribution N (0, Q t), was generated by the MATLAB function "randn" at each time step. It follows from (40) that
The equation was then solved using MATLAB function "linsolve." Again, three different spatial distributions of the noise were considered. For all cases, unless specified, the parameter Q = 1.
Consider first
g(x) = 1. Fig. 9 shows that the optimal sensor location is dependent on the variance of the process noise. Estimates obtained using a single high-quality sensor are compared with estimates obtained using multiple relatively low-quality sensors. The estimates obtained by using a single sensor with r 0 = 0.002 and by using 15 sensors each with r 0 = 0.02 are compared in Fig. 10 with the actual system state z(t) at the middle point x = 0.5 for t ∈ [0, 15]. The optimal location for the single sensor isl = 0.51; the optimal Then, consider a mixed disturbance that includes both the evenly distributed disturbance and the spatially localized disturbance g(x) = 0.5 sech(100(x − 0.2)) + 0.5. All simulation results illustrated in Figs. 10-12 indicate that increasing the number of sensors can compensate for higher sensor noise.
C. 2-D Diffusion
Let Ω be the L-shaped region in R 2 shown in Fig. 13 . Consider 2-D diffusion on Ω with white Gaussian noise disturbance
where σ is the constant diffusivity, g(x 1 , x 2 ) models the shape of the spatially distributed disturbance, and η(t) is assumed to be a real-valued white Gaussian noise, such that
is a Wiener process of incremental covariance Q. The state space is Z = L 2 (Ω), and the sensor noise operator G ∈ L (R, Z ) is of the form that for k ∈ R Gk = kg(x 1 , x 2 ).
The infinitesimal generator A = σ∇ 2 is defined in the weak form (see [14, Sec. 1.5.3 
Each sensor measures the average of z(t) over a small square of side length > 0. Write
and define A standard finite element method with linear basis functions [2] was used to approximate the 2-D diffusion equation. A triangular mesh of the L-shaped region Ω was created and refined using MATLAB functions "initmesh" and "refinemesh." The mesh is shown in Fig. 13 . Suppose there are n interior nodes {ν j : j = 1, 2, . . . , n} in the mesh. Basis functions {φ j : j = 1, 2, . . . , n} ⊂ V are chosen to be linear spline functions such that φ j (ν k ) = δ j k , j, k = 1, 2, . . . , n where δ j k is the Kronecker delta.
All the assumptions of Theorem 4.2 are again satisfied; see [16] for a similar example.
For simulations, the triangular mesh shown in Fig. 13 was used, which contains N = 526 nodes. The mesh size is 0.1, that The implicit Euler method was used to solve the resulting stochastic differential equation, with time step size t = 0.001, and the noise term w t (k), that has normal distribution N (0, Q t), was generated by the MATLAB function "randn" at each time step. Consider a spatially localized disturbance centered at x = (1.5, 1.5) (see Fig. 14) g(x) = sech(100((x 1 − 1.5) 2 + (x 2 − 1.5) 2 )).
Using a single sensor, the optimal sensor location is centered at x = (1.55, 1.55), near the maximum of the disturbance. When using 25 sensors, the optimal sensor locations are still gathered at around the location of the disturbance (see Fig. 15 ). The estimates obtained by using a single sensor with r 0 = 0.0002, and by using 25 sensors each with r 0 = 0.002, are compared in Fig. 16 . Again, the two estimates are similar, which indicates that using more sensors can compensate for large noise in sensors.
VI. CONCLUSION
It was shown that the nuclear norm of the solution to the operator Riccati equation is the steady-state minimum error variance of an estimate. Earlier results and an algorithm on linear-quadratic optimal actuator location extend in a straightforward way to locate sensors that minimize the error variance.
Using the value of ||P ss || 1 as the optimality criterion, the effects of sensor noise on state estimation were investigated. It was proven formally that reducing the sensor noise improves the estimate, and so does increasing the number of sensors. Thus, a larger number of sensors can compensate for poor sensor quality.
Three examples were examined: 1-D diffusion, simply supported Euler-Bernoulli beam with Kelvin-Voigt damping, and 2-D diffusion. For the 1-D diffusion equation, three different disturbances were considered: spatially evenly distributed disturbance, spatially localized disturbance, and mixed disturbance that combines the evenly distributed disturbance with a spatially localized disturbance. Assuming that all the selected sensors are optimally placed, accuracy of the estimation does depends on sensor quality, as expected. Furthermore, using a larger number of poor-quality sensors, that is those with large noise variance, leads to an estimator with accuracy comparable to that with a single good-quality sensor. Similar results are also observed for the simply supported Euler-Bernoulli beam and the 2-D diffusion equation. Also, for the 1-D diffusion equation, there is an approximately square root relation between P ss 1 and the noise variance, as well as between P ss 1 and the number of sensors. A theoretical justification for this observation has not been established.
Current research effort is concentrating on extending this paper on sensor choice and location to nonlinear systems.
