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Abstract 
    The work presented in this thesis involves efficiency measurements performed with the 
thermodynamic method and the pressure time method. The thermodynamic method has 
limitations with regards to the power plant head, as uncertainty will increase as the head 
becomes low. The Pressure-Time method has limitations concerning geometrical properties 
of the waterways, as it demands a certain length of closed conduit with uniform area. Both 
methods are considered to cause relatively short downtime for turbines to be measured, and 
it is therefore of interest, for economical reasons, to expand the use of the methods to more 
power plants. 
    In the thermodynamic method, a large source of errors and uncertainties comes from flow 
and temperature variations in the draft tube outlet. To investigate if this source of errors and 
uncertainties could be reduced, a setup with multipoint temperature and velocity 
measurements was installed in a low head hydro power plant. The general conclusion is that 
a multipoint measurement is beneficial in connection with low head measurements. 
Uncertainty from temperature variations in the water from the reservoir, and difference in 
the energy at the inlet is also discussed. 
    For the Pressure-Time method, this thesis presents investigations made with shorter 
distances between measurement cross sections than prescribed in the standards, and with 
bends between the measurement cross sections. The investigations were performed both in 
laboratory and in a field measurement. For laboratory experiments it was also investigated if 
developed models for unsteady friction could be used to correct the flow estimates. The 
general conclusions are:  
 Measurements with short distances should not introduce large errors, but the 
uncertainty and spread of measured points will increase.  
 Bends give an underestimation of the flow rate that, under certain circumstances, is 
constant independent of initial velocity. How large the underestimation ratio will 
be can yet not be predicted.  
 Introducing unsteady friction in the Pressure-Time calculations improves the flow 
estimate. However, the results are not fully satisfactorily, and more work has to be 
done to investigate the correction due to unsteady friction. 
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Nomenclature 
Symbol Description Unit Comment 
A Area m2  
a Isothermal factor for water m3/kg  
α Correction factor - Used in thermo dynamic method 
for correcting the waters volume 
with respect to pressure and 
temperature 
β Correction factor used in thermo 
dynamic method 
- Used in thermo dynamic method 
for correcting the waters volume 
with respect to pressure 
Cp Heat capacity J/(kg·K)  
D Diameter m  
D Delta - Used for expressing a difference 
between two parameters of same 
dimension 
mE  Corrective term for external influences in thermo dynamic 
method 
J/kg  
E Energy J/kg  
F Force N  
g Gravity m/s2 For the Waterpower Laboratory 
this constant is 9.821465. 
Otherwise it is calculated from 
equations found in the IEC 41 
standard 
h Enthalpy J/kg  
h Pressure in meter water column m w.c    Efficiency - (or %)  
L Length between measurement 
cross sections 
m Used in connection with 
Pressure-Time measurements 
P Power W  
p Pressure Pa  
Q Flow m3/s  
ρ Water density kg/m3  
s Entropy J/(kg·K)  
T Torque Nm Used in equation 4.3. Not to be 
misunderstood with T as in 
temperature for the rest of the 
thesis. 
θ Temperature K or oC  
t Time s  
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  Friction loss Pa  
ω Angular speed 1/s  
z Geodetic height m a.s. The unit abbreviation mean 
“meters above sea level” 
e absolute uncertainty same as 
parameter 
Uncertainty having the same 
unit as the parameter which the 
uncertainty is evaluated against 
f relative uncertainty - or % Uncertainty relative to the size 
of the parameter which the 
uncertainty is evaluated against 
t Student’s t factor - Factor found from statistical 
properties. Dependent upon 
sample size and demanded 
confidence interval. 
s Sample standard deviation same as 
parameter  2
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Subscripts 
Symbol Description 
1 High pressure section of turbine 
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1-1 Denoting value in measurement 
point on high pressure section of 
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been isentropic in 
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m Denoting the mechanical part of 
the thermodynamic efficiency 
equation 
h Denoting the hydraulic part of 
the thermodynamic efficiency 
equation 
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1 Conclusion 
Two efficiency measurement methods, the thermodynamic method and the pressure time 
method, have been evaluated with aim to make them available for a wider range of 
power plants.  
 
Conclusions for the thermodynamic method 
A low head thermodynamic measurement has been performed at Hol II power plant, 
which has 46.5 meter nominal head. The objective of the measurements was to reduce 
errors and uncertainties from the draft tube outlet. In addition to this, uncertainty from 
temperature variations in the water from the reservoir, and difference in the energy at the 
inlet is discussed. 
  
The Hol II efficiency measurement shows that a thorough temperature analysis at the 
draft tube outlet is valuable. This will reduce the calculated uncertainty, and also detect 
if the temperature sensors in the draft tube outlet are positioned in an area with non-
representative temperature distribution.   
 
Velocity weighted average of energies was used in the test. For most of the power 
outputs the difference was not significant. However, it also proved necessary for one 
power output. Since temperature and velocity variations in the draft tube outlet cannot be 
predicted in advance, multipoint temperature measurements should be combined with 
velocity measurements in low head thermodynamic tests. 
 
It is discussed whether it is the random uncertainty of the absolute temperature or the 
differential temperature that should be included in the uncertainty calculations. For the 
Hol II measurement the uncertainty became smaller when it was calculated with respect 
to differential temperature. Since the differential temperature is independent of time, the 
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rules in statistics indicate that uncertainty with respect to differential temperature is the 
most correct to use.  
 
A large difference between energy in upper and lower measurement sections at the inlet 
on the Hol II measurement caused some doubt regarding the results. It has not been 
clarified whether this was due to a bias error between the temperature sensors, an energy 
variation, or an error made by the operator. If it is caused by an energy variation, several 
temperature sensors should be used at the inlet when performing low head 
thermodynamic measurements in order to reject possible errors. 
 
Conclusions for the pressure-time method 
For the pressure-time method investigations are made with shorter distances between 
measurement cross sections. Measurements with bends between the measurement cross 
sections are also tested. The investigations were performed both in laboratory and in a 
field measurement. For laboratory experiments it was also investigated if models for 
unsteady friction could be used to correct the flow estimates. 
 
For the laboratory measurements, short distances between measurement cross sections 
gives a slightly increasing error with higher initial velocities. However, the error is 
within the uncertainties. As should be expected the uncertainties becomes larger when 
shorter distances is used. For the field measurement short distance between cross 
sections give basically the same result as a reference measurement done within the IEC 
standards (with long distance between measurement cross sections.) 
 
Bends within measurement cross sections give an underestimation of the flow rate 
which, under certain circumstances, seems to have a constant ratio regardless of initial 
velocity. How large the underestimation ratio becomes can not be predicted in advance 
so more tests should be performed in order to determine how pipe diameter, bend angle, 
bend radius and distance from bend to measurement cross section affects the measured 
pressure response. 
 
There is experienced a Reynolds number or velocity dependent estimation error in the 
laboratory measurements. The Brunone unsteady friction modell combined with Vardy’s 
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shear decay friction factor is tested with respect to unsteady friction. Including this in the 
Pressure-Time friction estimates seems to improve the flow estimate. The unsteady 
friction models still needs some correction though.  
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2 Introduction 
Efficiency in a hydro power plant is defined as the ratio between the power produced 
and the power put into the system. The higher the efficiency, the less water is lost, and 
more money is earned. 
 
Power production companies have several reasons for wanting reliable efficiency 
measurements. Marketing divisions for the power production companies operate with 
cost functions based on efficiency for optimizing the production. Having reliable and 
recent efficiency measurements is also useful when it comes to decide whether to 
refurbish a power plant or not. Manufacturers of new equipment for hydro power plants 
will provide expected efficiency when answering to inquiries. The efficiency of the 
existing equipment should therefore be known, enabling the power plant owner to 
predict the financial outcome of the refurbishment project more accurately. This 
information could be vital to whether or not the refurbishment will be carried out.  After 
refurbishment or new installations of turbines, efficiency measurements must be 
performed to prove that the turbine meets the specifications stated in the supply contract. 
This is especially important in cases where financial bonus or penalty is given according 
to the deviation between prototype efficiency and guaranteed efficiency. Efficiency 
measurements are also a good way to control the condition of a turbine[2]. Some kinds 
of degradations of a turbine or the waterways will result in a decrease in efficiency. 
Examples of damages that can give a significant drop in efficiency are among others; 
increased leakage over labyrinth seals and guide vanes, guide vanes out of position, 
damaged runner blades, sediment erosion, cavitation. [3].  
 
For efficiency measurements in the field, the standard commonly used is the IEC 
60041:1991 Field acceptance tests to determine the hydraulic performance of hydraulic 
turbines, storage pumps and pump turbines [1]. A document of this kind is important as 
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power plant owner, turbine manufacturers and the measurement engineers have a 
standard to agree on when it comes to method, scope, and limits to be used in the 
measurement. The IEC 60041 describes many of the methods used today and how to 
perform them. It also sets the minimum requirement for certain tests.  
 
The last publication of the IEC 60041 was released in 1991, and some developments 
have happened in the last 20 years. Among other aspects in the present IEC 60041, 
acoustic methods are only mentioned as an alternative method in the appendix even 
though acoustic methods are fully accepted as a flow rate measurement method today. 
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Pressure-Time 
method 
When a flow in a closed conduit is 
decelerated a pressure rise will 
occur. By measuring this pressure 
rise between two measurement 
points the initial flow can be 
calculated since the pressure rise is 
dependent upon the initial velocity 
and the geometrical properties of 
the conduit. 
Benefits 
Fast installation and 
performance. 
Challenges 
Needs a straight section with 
uniform geometry 
Current meters Most common as mechanical 
propellers. The propeller turns with 
a velocity that is proportional to 
the water velocity. 
  
Benefits 
Versatile and can be used in 
almost any geometry and flow. 
Challenges 
A large amount of current 
meters/measurements needed 
to get good results, and 
installation of sensors can be 
time consuming. 
Calibration of current meters 
demands certain facilities. 
Acoustic time 
of flight 
A signal with known frequency is 
sent back and forth between two 
sender/receiver units that are 
placed upstream and downstream 
in a current.  
The signal travel faster when sent 
in the same direction as the fluid 
and slower when sent against. 
Based on the difference in travel 
time, distance and angle between 
the sender/receiver units the water 
velocity can be found.  
Benefits 
Good accuracy  
Challenges 
Many paths or sender/receiver 
units necessary.  
Sensitive to swirl flow 
Long installation time 
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Acoustic 
Doppler 
A signal with known frequency is 
sent into the water current and 
reflected back by particles. When 
the particle is going towards the 
perpendicular line of the sender the 
signal will be returned with a 
higher frequency than what it is 
sent with. Contrary to when the 
particle is going away from the 
sender, when the signal will be 
returned with a lower frequency. 
The velocity of the particle, and 
thereby the water velocity, is found 
by relations for difference in 
measured frequency when particle 
is going towards and away from 
sender. 
Benefits 
Geometry independent  
Easy installation 
Challenges 
Accuracy not so good 
Acoustic 
scintillation 
Turbulence patterns create 
variations in acoustic signals sent 
between  sender and receiver. Two 
such systems are set up with a 
short distance between them. The 
turbulence pattern is assumed to be 
the same over this short distance 
and the speed of the water is 
measured by the time it takes for 
the second receiver to measure a 
signal that is equal to a signal 
registered by the first receiver 
 
 
 
Benefits 
Geometry independent. 
Challenges 
A large number of 
sender/receiver units are 
needed to integrate the flow 
over the whole area of the 
water current 
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Tracer dilution A compound/tracer with a known 
concentration of salt (e.g. 
rhodamin) is continuously injected 
into the current. Downstream water 
samples are taken and the flow rate 
is found by the relationship 
between the concentration in the 
injected compound and in the 
water sample. 
Benefits 
Relatively geometry  
independent 
Challenges 
Continuous and even 
injection of tracer 
Mounting of tracer injection 
system and water sample 
collector 
Amount of tracer relative to 
water. In large flows, large 
amounts of tracer might be 
needed.  
Tracer velocity  A tracer (salt) that changes the 
waters electrical conductivity is 
inserted into the current. Two 
measuring sections where the 
electrical conductivity is registered 
are set up in the conduit. The flow 
rate is calculated by the time it 
takes for the “tracer cloud” to 
travel between the two sections 
and the geometrical properties of 
the conduit. 
Radioactive compounds can also 
be used instead of salt. 
Benefits 
Good accuracy 
Challenges 
The geometrical properties of 
the conduit have to be found 
very accurately. 
Needs some distance for 
mixing salt with water. 
Installation of electrical 
conductivity sensors is time 
consuming 
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3 Motivation 
This work was initiated by the need for reliable, fast and cost effective efficiency 
measurements for low head hydro power plants. There are mainly two problems related 
to the topic of low head hydro power efficiency measurements. The first is that the 
turbine to be tested will be unavailable for regular power production during mounting 
and dismantling of measurement equipment. The second is that the uncertainty in many 
cases is larger than 1.5 %, which is generally an uncertainty considered too large. 
 
For performing efficiency measurements, one of the great disadvantages with low head 
hydro power is the geometry. For economic reasons it is preferred to build fewer and 
bigger turbines rather than many small ones. A lot of water is therefore flowing through 
each turbine, which leads to large dimensions on intakes and waterways. Several 
efficiency measurement methods, such as the acoustic time of flight method and current 
meter method, rely on distributing sensors around the whole circumference of the 
waterway, or over the whole cross sectional area of the waterway. Installing 
measurement equipment is obviously more time consuming when the dimensions are 
large, as frames or scaffolding has to be inserted in order to mount the equipment. Under 
normal circumstances a full stop and emptying of the waterways are also required for the 
dismantling of the equipment after the test is finished. As an example, it can as much as 
a week to install scaffolding and equipment before the measurement is performed. All 
this downtime causes loss of production, which means severe financial losses. Also, 
during the test itself the turbine will not be able to produce according to market 
demands, which naturally causes additional financial losses. The financial aspect can, on 
some occasions, be of such importance that the entire efficiency measurement test will 
be interrupted and postponed. Low head hydro power plants are often so called run of 
the river power plants with a very limited storage capacity. For this type of power plant a 
short downtime for equipment mounting is especially important. The storage capacity 
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being reached very fast, all surplus water will rapidly be lost over the crest of the dam. 
This could represent a significant loss of profit.  
 
It is not always given that the results of an efficiency measurement can justify the 
potentially high cost the measurement can inflict on the power plant owner. A high 
uncertainty in the measurement might be an important problem. If a measurement is 
performed to aid the planning of a refurbishment project and the uncertainty for the 
measurement is larger than the margins for whether the project is profitable or not, the 
efficiency measurement will be in vain. Finally, uncertainties in measurement can cause 
doubt to whether a unit is degraded over time or not. 
 
For high head turbines the challenges related efficiency measurements are smaller. In 
Norway most efficiency measurements are carried out by use of the thermodynamic 
method, which is considered to be fast to perform. It also has a low uncertainty when 
performed on high head power plants. Generally the dimensions on high head turbines 
are smaller than for low head turbines. In cases of using other methods than the 
thermodynamic method, this simplifies the issue of downtime caused by mounting and 
dismantling the measurement equipment. High head power plants usually also have 
longer sections with uniform geometries which also is an important demand for many 
types of measurement methods. 
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The Pressure-Time method can be used on hydro power plants regardless of available 
head, but the conduit in the power plant must have a section of straight uniform 
geometry of certain length. This is not always the case for low head power plants. It is 
therefore of interest to investigate how the method performs with short distances 
between measurement cross sections as well as when bends are within the measurement 
section. 
 
 
11 
 
The Pressure-Time method can be used on hydro power plants regardless of available 
head, but the conduit in the power plant must have a section of straight uniform 
geometry of certain length. This is not always the case for low head power plants. It is 
therefore of interest to investigate how the method performs with short distances 
between measurement cross sections as well as when bends are within the measurement 
section. 
 
 
11 
 
The Pressure-Time method can be used on hydro power plants regardless of available 
head, but the conduit in the power plant must have a section of straight uniform 
geometry of certain length. This is not always the case for low head power plants. It is 
therefore of interest to investigate how the method performs with short distances 
between measurement cross sections as well as when bends are within the measurement 
section. 
 
 
11 
 
The Pressure-Time method can be used on hydro power plants regardless of available 
head, but the conduit in the power plant must have a section of straight uniform 
geometry of certain length. This is not always the case for low head power plants. It is 
therefore of interest to investigate how the method performs with short distances 
between measurement cross sections as well as when bends are within the measurement 
section. 
 
 
12 
4 Objective 
The objective of this work has been to look into the behavior and uncertainties of the 
thermodynamic method and the Pressure-Time method when performed outside the 
recommendations of the IEC 60041 standard. If the behavior and uncertainties proves to 
be satisfactory for such cases, the methods can be expanded to be used on a wider range 
of power plants. Since both methods are considered to cause short down time for the 
turbines to be tested, using these methods will reduce the financial cost related to 
efficiency measurements.  
 
The thermodynamic method has demands concerning the head between upper and lower 
reservoirs. The IEC 60041 standard states that the height difference between upper and 
lower reservoir should be at least 100 meters, unless conditions are highly favorable. For 
a power plant with 50 m head, and an efficiency of 95% the temperature increase in the 
water would be only 0.0059 oC. The demands on the temperature measuring instruments 
used are therefore high, and the uncertainty from these instruments will give a large 
impact on the uncertainty of the measurement. But just as important are flow and 
temperature variations in the water which can also give a large impact on the 
uncertainties, and be a source of errors. Since improvement of instruments is best coped 
with by manufacturers of instruments and specialists in electronics, this project will 
focus on how to reduce the uncertainties coming from flow variations. By reducing this 
uncertainty the aim is to expand the use of the method to hydro power plants with heads 
down to 50 meters. A significant source of uncertainty in a thermodynamic measurement 
comes from the energy distribution in the outlet of the draft tube. This project aims to 
reduce this uncertainty by: 
 Introducing several measurement subareas in the outlet 
 Weighting energy in each subarea by velocity 
In addition to this other sources of errors and uncertainties will also be investigated.  
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The Hol II Power Plant was available available for a research project. It consists of a 
Francis unit with 46.5 meters nominal head.  
 
For the Pressure-Time method the IEC 60041 standard demand that measurements are 
carried out on a section of at least ten meters straight uniform pipe between two 
measurement cross sections. Another rule, which is found in literature but not printed in 
the standard, is that the distance should be two times the pipe diameter if the pipe 
diameter is more than five meters [6]. The standard also gives the vL-criterion which 
says that vL (velocity multiplied by the length between measurement cross sections) 
shall be more than 50. The general demands are illustrated in Figure 1. 
 
Figure 1: Demands in a Pressure-Time measurement 
 
Such conditions are not always possible to achieve in a hydro power plant, and this 
project aims to expand the method to be used on more power plants by: 
 Investigating how shorter distances between measurement cross sections and 
lower vL numbers affects the measurement. 
 Investigating how bends within the measurement cross sections affect the 
measurements, and see if measurements can be carried out under such 
conditions. 
Unsteady friction is also a source of error in Pressure-Time measurements. This is 
investigated for laboratory measurements. 
 
For research on the Pressure-Time method a test rig was built in the Waterpower 
Laboratory at NTNU, and a field test on Anundsjö power plant in Sweden was carried 
out. 
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5 Basic theory 
5.1 Efficiency measurements in general 
When performing efficiency measurements on a power plant, the objective is to find the 
parameters necessary to solve the equation 
 produced
inserted
P P
P Q p
     [-] (5.1) 
 
where P is the power produced and Q p (flow rate multiplied by pressure difference 
from inlet to outlet) is the hydraulic power put into the system. 
 
The total efficiency from a power producing unit is a product of all the part efficiencies 
as shown in equation (5.2). 
 
  tot transformer generator hydraulic headloss leakage           [-] (5.2) 
 
Some of the part efficiencies in the equation can be found without knowing the actual 
flow rate like the efficiency of the transformer and of the generator. But for the turbine 
efficiency and the head loss efficiency, it is essential that the flow rate is known.  
 
From a mechanical engineering point of view it is often desired to find the turbine 
efficiency, also known as the hydraulic efficiency, isolated. The hydraulic efficiency 
tells how efficient the turbine transforms hydraulic power to rotating mechanical power. 
This is highly dependent on the turbine design, but also wear.  
 
T
Q p
     [-] (5.3) 
 
Since the torque (T) can not be measured on a commercial power plant, the turbine 
efficiency equation is changed to include the generator output and efficiency. 
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    [-] (5.4) 
 
To find this, flow rate, head and generator power has to be measured. In addition to this 
the generator efficiency has to be known. 
5.2 Theoretical foundation for the Thermodynamic method 
The thermodynamic method results from the application of the principle of conservation 
of energy, or the first law of thermodynamics [6]. In other words, any loss (volumetric 
losses excluded) will result in a temperature increase in the water. By measuring the 
temperature difference, the hydraulic losses are found directly. The efficiency will be  
 1 Loss
p
     [-] (5.5) 
Hence measuring the flow is not necessary. However, in order to correct for the velocity 
head at the turbine inlet and outlet, the flow has to be estimated. An eventual error in this 
estimation will not have significant impact on the calculated efficiency. 
 
In an enthalpy-entropy diagram, shown in Figure 2, a perfect process without loss would 
go isentropic from point “1-1” in the diagram to point “s” as the pressure is reduced 
through the turbine. The real process however includes an increase in entropy and ends 
in point “2-1”. 
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the centerlines of inlet and outlet. Adiabatic processes are assumed from centerlines to 
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measurement points. The positions that the indexes are referring to are given in the form 
of geodetic heights in Figure 3.  
 
Figure 3: Levels in the thermodynamic equation 
 
The temperature of the water flowing through a turbine may be influenced by its 
surroundings in different ways. To account for these influences a corrective term mE is 
added to the numerator in equation (5.7). The final equation for the efficiency becomes 
 
 
2 2
1 1 2 1 1 1 2 1 1 1 2 1 1 1 2 1
2 2
1 2 1 2 1 2
1( ) ( ) ( )
2
1 1( ) ( )
2
p m
mechanical
hydraulic
a p p c g z z v v EE
E p p g z z v v
  


                   
       
 [-] (5.8) 
 
The IEC 60041 states that the following conditions should be taken into consideration 
for mE :  
 The waters travel time from inlet measurement cross section to outlet 
measurement cross section, and possible errors due to temperature variations 
over the time span. 
 Heat exchange with the environment in cases where the pipe is exposed to the 
surroundings 
 Heat exchange with the air 
In many cases the leakage flow over the labyrinth seals is suspected to cause problems in 
the measurement. Then the energy in this leakage water has to be measured separately 
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and guided away from the draft tube of the turbine to be tested. The energy in the 
leakage water is added to the corrective term mE . 
 
5.3 Finding the flow estimate with the Pressure-Time method 
When performing a rapid closure of some kind of valve (e.g. guide vanes), this will 
cause a pressure rise in the conduit leading to the valve, due to the inertia in the water 
masses. Hereafter this pressure rise will be called the deceleration pressure response. The 
size of the deceleration pressure response is dependent upon the deceleration rate of the 
water and the properties of the conduit. An example of such a pressure response is given 
in Figure 4 
 
Figure 4: Pressure response between two measurement points when decelerating 
water in a closed conduit 
 
For a section of length L, in a closed conduit with area A, the force from the decelerating 
water masses can, with basis from Newton’s 2nd law, be expressed as F=m.a. For a fluid 
in a straight pipe this is converted into: 
 
dvF L A
dt
      [N] (5.9) 
This is a one-dimensional model where the derivative of the water velocity is well 
defined as the mean velocity in the pipe. In other words v=Q/A. The force can also be 
derived into the equation: 
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 F g A h A p       [N] (5.10) 
Which combined with equation (5.9) gives: 
 
dVg A h L A
dt
         [N] (5.11) 
The pressure gradient and the change of flow is thereby linked by the equation: 
 
L dQh
g A dt
    [m] (5.12) 
which again can be deduced into the equation for finding the flow rate by the means of 
the pressure gradients over a period of time. In a traditional Gibson’s measurement the 
flow rate is found by integration of the pressure curve. 
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There will, however, be friction losses which have to be accounted for. Also there may 
be leakage through the valve, or through the closed wicket gates of the turbine. This has 
to be added to the equation. Then the flow rate equation becomes  
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t
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L
      [m3/s] (5.14) 
 is the friction loss between the two measurement cross sections. This term is assumed 
to follow the equation  
 2kQ   [Pa] (5.15) 
This is the common expression for the friction relative to flow rate at stationary 
conditions in a rough pipe. For the measurements in this project, when the water velocity 
is reduced during the valve closure, the friction at each time step is found by 
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This is an iteration process which has to be done several times. In the equation the 
friction from previous iteration process ( il ) is used. As an initial condition for the first 
iteration, the friction is set to be linear from the stationary friction obtained before valve 
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closure, and to zero friction. In equation (5.16) 1  is the stationary friction before valve 
closure. 
 
The leakage qleak is found by various methods at each power station. A common way is 
to close the gates at the intake, measure how fast the water level sinks in the penstock, 
and thereafter calculate the leakage by use of the geometrical properties of the penstock.  
5.4 Uncertainty calculation 
In order to ensure the quality of the experiments performed, and in order to compare the 
results to previously published results, uncertainty calculations are very important in this 
thesis. To ensure a clear basis of comparison it was decided to use the guidelines given 
in the IEC 60041 standard [1], as far as possible. This means that the root-sum-squared-
method (RSS-method) has been used for adding uncertainties, and that uncertainties are 
evaluated by a 95 % confidence interval for normal distribution or student t distribution. 
The IEC 60041 has not given guidelines for all challenges this research has met, so 
sometimes it was necessary to find procedures based on other sources.  
 
Uncertainty calculation is to break down each parameter into its smallest components 
and find the uncertainty for each component. Thereafter all the uncertainties are added 
together by use of the RSS-method. 
 
The RSS-method is used due to the assumption that not all uncertainties pull in the same 
direction. This assumption prevents worst case results. As an example, uncertainty for 
efficiency measurement with absolute temperature can be used. The temperatures are 
measured by one temperature sensor before and one after the turbine. The uncertainty for 
each sensor is ± 1mK. The uncertainty for the temperature difference becomes  
 
 2 21 1 2 1.414e        [mK] (5.17) 
 
This is less than ±2 mK which would be a possible worst case. It is in the nature of this 
method that uncertainties that are already small will give even less contribution to the 
total uncertainty. 
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When using a system for measuring a parameter, the parameter is mainly affected by two 
uncertainties. One is the systematic uncertainty of the measurement system and the other 
is the random uncertainty caused by variations as the measurement is performed. 
Random uncertainties come from variations in the samples that are taken in the 
measurement. As an example for hydro power plants these variations may be caused by 
pressure pulsations, surges or oscillations in water level. Also the operator can affect the 
random uncertainty in case his presence or procedures affect the measurement in some 
way. Random uncertainty for a mean value of a series of tests is found by the equation 
 0.95random
t se
n
  [-] (5.18) 
In this equation t is the student’s t factor, it is found from the demand of a 95 % 
confidence interval and the number of points used in the calculation of the mean. n is the 
number of sample points in the measurement, and s is the standard deviation of the 
sample points. The student’s t factor is found in tables for statistics.  
 
The systematic uncertainty comes from inaccuracies or properties of the measurement 
system itself. This uncertainty is found from its calibration, and analyses of how 
instruments react to e.g. temperature variations, ambient pressures, changes in the 
measured parameter due to mechanical deformation (hysteresis) etc. A calibration can be 
performed on location with an approved system, or the system can be sent for calibration 
to an approved entity with equipment for performing calibration. Analyses on 
temperature influence etc. can be performed, either by the manufacturer or by the test 
operators.   
21 
When using a system for measuring a parameter, the parameter is mainly affected by two 
uncertainties. One is the systematic uncertainty of the measurement system and the other 
is the random uncertainty caused by variations as the measurement is performed. 
Random uncertainties come from variations in the samples that are taken in the 
measurement. As an example for hydro power plants these variations may be caused by 
pressure pulsations, surges or oscillations in water level. Also the operator can affect the 
random uncertainty in case his presence or procedures affect the measurement in some 
way. Random uncertainty for a mean value of a series of tests is found by the equation 
 0.95random
t se
n
  [-] (5.18) 
In this equation t is the student’s t factor, it is found from the demand of a 95 % 
confidence interval and the number of points used in the calculation of the mean. n is the 
number of sample points in the measurement, and s is the standard deviation of the 
sample points. The student’s t factor is found in tables for statistics.  
 
The systematic uncertainty comes from inaccuracies or properties of the measurement 
system itself. This uncertainty is found from its calibration, and analyses of how 
instruments react to e.g. temperature variations, ambient pressures, changes in the 
measured parameter due to mechanical deformation (hysteresis) etc. A calibration can be 
performed on location with an approved system, or the system can be sent for calibration 
to an approved entity with equipment for performing calibration. Analyses on 
temperature influence etc. can be performed, either by the manufacturer or by the test 
operators.   
21 
When using a system for measuring a parameter, the parameter is mainly affected by two 
uncertainties. One is the systematic uncertainty of the measurement system and the other 
is the random uncertainty caused by variations as the measurement is performed. 
Random uncertainties come from variations in the samples that are taken in the 
measurement. As an example for hydro power plants these variations may be caused by 
pressure pulsations, surges or oscillations in water level. Also the operator can affect the 
random uncertainty in case his presence or procedures affect the measurement in some 
way. Random uncertainty for a mean value of a series of tests is found by the equation 
 0.95random
t se
n
  [-] (5.18) 
In this equation t is the student’s t factor, it is found from the demand of a 95 % 
confidence interval and the number of points used in the calculation of the mean. n is the 
number of sample points in the measurement, and s is the standard deviation of the 
sample points. The student’s t factor is found in tables for statistics.  
 
The systematic uncertainty comes from inaccuracies or properties of the measurement 
system itself. This uncertainty is found from its calibration, and analyses of how 
instruments react to e.g. temperature variations, ambient pressures, changes in the 
measured parameter due to mechanical deformation (hysteresis) etc. A calibration can be 
performed on location with an approved system, or the system can be sent for calibration 
to an approved entity with equipment for performing calibration. Analyses on 
temperature influence etc. can be performed, either by the manufacturer or by the test 
operators.   
21 
When using a system for measuring a parameter, the parameter is mainly affected by two 
uncertainties. One is the systematic uncertainty of the measurement system and the other 
is the random uncertainty caused by variations as the measurement is performed. 
Random uncertainties come from variations in the samples that are taken in the 
measurement. As an example for hydro power plants these variations may be caused by 
pressure pulsations, surges or oscillations in water level. Also the operator can affect the 
random uncertainty in case his presence or procedures affect the measurement in some 
way. Random uncertainty for a mean value of a series of tests is found by the equation 
 0.95random
t se
n
  [-] (5.18) 
In this equation t is the student’s t factor, it is found from the demand of a 95 % 
confidence interval and the number of points used in the calculation of the mean. n is the 
number of sample points in the measurement, and s is the standard deviation of the 
sample points. The student’s t factor is found in tables for statistics.  
 
The systematic uncertainty comes from inaccuracies or properties of the measurement 
system itself. This uncertainty is found from its calibration, and analyses of how 
instruments react to e.g. temperature variations, ambient pressures, changes in the 
measured parameter due to mechanical deformation (hysteresis) etc. A calibration can be 
performed on location with an approved system, or the system can be sent for calibration 
to an approved entity with equipment for performing calibration. Analyses on 
temperature influence etc. can be performed, either by the manufacturer or by the test 
operators.   
22 
6 Previous work 
6.1 Thermodynamic method  
The method was developed by Willm and Campas in France in the 1950’s. The method 
can be used on both turbine and pump systems. [1] The method can also be used to 
determine efficiency on components in oil hydraulics [5]. The method requires very 
temperature sensitive measurement equipment so development of temperature 
measurement systems and sensors has been vital. Today absolute temperatures can be 
measured with accuracies down to 0.001 K. 
 
For the development of the method itself it was important that the factors used for 
isothermal factor, absolute volume and heat capacity were correct. The parameters used 
today were worked out by experiments and calculations in the 1970’s by several research 
institutions [7] [8]. In the international standard today it is the parameters obtained by 
Herbst and Rögener that is used.[1] [8] 
 
There have been measurements on properties for collecting vessels/probes used on the 
turbine inlet. Alming addressed this topic as early as in 1964 [7]. For the probes used on 
the inlet, specifications are found in the IEC 60041. It also exist some recommendations 
for collecting frames and arrangements on the outlet, among these from Alming [9] and 
Brekke [10]. However, recommendations for outlet arrangements have not been listed in 
the standard, with the exception that the energy should be explored in a minimum of six 
points distributed over the outlet cross section area. In the IEC 60041 standard, the 
recommended systematic uncertainties due to the absence of exploration of the energy 
distribution amounts to ± 0.2 % for the inlet and ± 0.6% for the outlet of the turbine, 
regardless of the plant’s head. It is a common opinion that this is not physically correct 
and that the uncertainty should be related to the power plant head [5][9][11]. There are 
several measurements done where the energy at the outlet has been explored and where 
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this is proved. Especially in connection with use of the thermodynamic method on low 
head plants this has been an important consideration [11][12][13].  
 
For Pelton turbines it has been an issue how well the water is mixing in the tail race. 
Tests have been performed with respect to this, and it is stated that if the distance from 
turbine to the outlet measurement cross section is short, the mixing of water and 
temperatures will not be sufficient. [14][15] To compensate for this, multipoint 
measurements should be used. [14]  
 
Experience from the users of the method is an important contributor to the development. 
On the last IGHEM conference a good example of this came through a paper presented 
by Hulaas and Vinnogg [16], where several suggestions for revision of the IEC 60041 
came up. Among these suggestions were: 
 Avoid kinetic friction from the water to the sensors by always using collecting 
vessels 
 Relate uncertainty at draft tube outlet to an absolute temperature rather than to a 
constant relative value 
 Put more practicability on the demands on calibration and stability tests, and 
adjust the calibration demands to fit methods and equipment most commonly 
used today. 
On the last IGHEM conference Abgottspon et. al. also gave some examples and 
recommendations on how to treat corrective terms in the thermodynamic method. [17] 
 
Muciaccia has recently also performed tests with thermo-calorimetric measurements 
[18]. In these measurements the auxiliary water, (cooling water from generator and 
bearings etc.) is not guided away from the draft tube, but taken into the considerations. 
Simultaneously, temperature measurements are taken over relevant heat exchangers as 
well as on the generator and in the environment around the unit. These measurements are 
done to compensate for the error caused by the auxiliary water in the draft tube, and in 
addition it gives the possibility to measure not only turbine efficiency, but the efficiency 
of the whole unit in question. 
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6.2 Pressure-Time method 
The method was developed in the 1920’s by the American engineer N. R Gibson. The 
development of the equipment has gone from use of mercury manometers in the 
beginning, via the Gibson apparatus that was developed at NTH (now NTNU) in the 
1950’s. The integration of the area under the pressure curve is done by use of planimeter. 
Nowadays it is most common to use electrical pressure transmitters and computer aided 
acquisition for registration of the pressures, and numerical computer programs for 
integration of the pressure curve. 
 
Some of the discussions in the later years have been concerning to set the correct 
endpoint for the integration of the pressure response from the deceleration. This is also 
pointed out in the IEC 60041standard. The method given in the standard is based on the 
work of Mollicone [20]. 
 
Since flow variations give an immediate response in the recorded differential pressure 
between two cross sections, Torbjørn K. Nielsen found the method convenient for 
finding high head francis and pump turbine runner characteristics [21]. He has also 
pointed out the importance of the sum of the integration before and after the valve 
closure to be zero. 
 
In Sweden there has been some research on the method in the later years. Magnus 
Lövgren did a PhD-project where low vL numbers were investigated both numerically 
and experimentally [22]. The project showed that flows were over estimated relative to 
the reference flow. However, the over estimation showed a systematic behavior so it was 
concluded that the over estimation could be compensated for. The experiments and 
simulations were made on pipes with small diameters.  
 
In the later years Adam Adamkowsky and Waldemar Janicki et. al. have tested different 
improvements of the method. Some of these are:  
 Correction of friction terms due to instantaneous flow direction change, and 
setting correct end points for the method to be used on hydraulic machinery in 
pump mode. [23] 
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setting correct end points for the method to be used on hydraulic machinery in 
pump mode. [23] 
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 Testing and development of different equipment for installation of sensors 
inside cast in pipes [24] 
 Development of a new method for finding leakage flow through closed wicket 
gates [25] 
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7 Thermodynamic method 
The thermodynamic method is an elegant efficiency measurement method with high 
accuracy. The equipment is relatively easy to mount, and the time consume for 
performing tests are low. To decrease the down time for the power plant during tests is 
economically important. However, the international standard IEC 60041 does not 
recommend this method unless the power plant head is above 100 meters, due to the 
increased uncertainty in temperature measurements as the head decrease. Because of the 
methods benefits, it is of interest to find a way to improve the method so it can be used 
for heads down to 50 m.  
 
To do research on the method, Hol II Power Plant was made available. The power plant 
has one Francis unit with nominal head 46.5 meters. The focus of the investigation has 
been on how to reduce the uncertainties from variations in flow and temperature at the 
outlet of the draft tube. By reducing this uncertainty it is proved possible to expand the 
use of the method to hydro power plants with head down to 50 meters. The main 
improvements of the measurements were : 
 Introducing several measurement subareas in the outlet 
 Weighting the energy in each subarea by velocity 
Other sources to errors and uncertainties have also been analyzed.  
 
7.1 Basic presentation of the Hol II thermodynamic 
measurement 
 
The specifications for the power plant are found in Table 2 and an outline of the power 
station is given in Figure 5. 
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Table 2: Specifications Hol II Power Plant [26] 
Owner E-CO Vannkraft 
Number of units 1 
Type of unit Low head Francis 
Commissioned 1957 
Maximum output 29 MW 
Best efficiency point 23 MW 
Nominal flow rate 50 m3/s 
Nominal head 46.5 meter 
Reservoir capacity 0.7 million m3 
 
Figure 5: Outline of  Hol II power station [26] 
 
As it can be seen from the figure it has a convergent penstock upstream the turbine. The 
waterway upstream the penstock is a 150 meter long blasted tunnel. Due to the 
geometrical properties of the power plant other methods than the thermodynamic were 
considered complicated and time consuming.  
 
At Hol II power station the diameter at the inlet of the turbine is 4.1 m. According to 
demands in IEC 60041 [1], this means that two temperature sensors have to be installed 
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at the inlet. One was installed on the top and one in the bottom of the inlet pipe. 
Temperature sensors were mounted in probes/collecting vessels. Pressure transmitters 
were also connected to the probes for measuring the pressure at the point of temperature 
measurement. The water velocity through the probes was found by the time it took to fill 
a container with known volume and relate this to the area in the probe. Pressure in the 
penstock before the turbine was measured with a pressure transmitter connected to a ring 
manifold. The ambient pressure was also measured.  
 
To investigate the distribution of outlet energy for the Hol II power plant, it was decided 
to explore both temperature and velocity variations in several subareas. To do this, 
altogether four temperature sensors and four current meters were installed into frames 
that could be traversed up and down in the draft tube outlet gate slots. The draft tube 
outlet in Hol II is split by a pillar, and there are two draft tube gates. This meant that two 
frames where needed. Two sets of temperature sensors and two sets of current meters 
were installed on each frame. The sensors were mounted at the same level on the frame. 
This is shown in Figure 7. The frames were traversed between five different height 
levels. This gave twenty measurement points over the outlet. Hereafter these are called 
subareas. The pressure at the outlet was calculated from measurements of the water 
level. A schematic description of the measurement setup is shown in Figure 6. Brief 
specifications of measurement equipment are given in Table 3. In Figure 7 and Figure 8 
the outlet measurement frame and the draft tube outlet cross section with the positions of 
measurement points is shown. 
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Table 3: Specifications for measurement equipment used in the Hol II 
measurement 
Parameter Instrument Symbol/Position Uncertainty 
Temperature  Seabird Electronics 
38 
θ1-1u, θ1-1l,  
θ2-1 (x4) 
1 mK on absolute 
temperature 
Pressure Druck PTX 610 
range 0-10 bar a 
p1, p1-1u, p1-1l, 
pamb 
0.045 % 
Draft tube outlet  
velocity 
Sensa 
Electromagnetic 
velocity meters 
v2-1 (x4) 10 % 
Outlet water level 
measurement 
 
Leica Disto lazer 
distance meter 
p2, p2-1 0.02 m 
Temperature probe 
velocity 
Container with 
known volume and 
stop watch 
v1-1u, v1-1l  0.011 m/s 
Generator output From the power 
station ampere meter 
PGenerator 0.1 MW 
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Data acquisition  National Instruments 
DAQ-mx 
  
 
 
Figure 7: Outlet measurement frame and sensor positions 
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Figure 8: Draft tube outle cross section, and temperature sensor positions 
 
Using multipoint measurements with velocity sensors to investigate the outlet energy 
distribution in connection with thermodynamic measurements has been done before. 
(Dahlhaug et al at Bratsberg Power Plant [12], Hulaas et al at Kaldestad [11], Grego and 
Muciaccia [13].) The general conclusions of the previous work are that the variations in 
energy/temperature and velocities in the outlet can be considerable, and that using 
multipoint measurements therefore will improve the measurement. Hulaas has however 
questioned if the effort of installing extra sensors gives a significantly much better result, 
given that a collector frame is used instead. 
 
The multipoint measurement at the outlet has some weaknesses though which can be 
pointed out: 
 A large number of sensors was not available, therefore the frames had to be 
traversed, giving that the measurements are not taken at the same time for all 
sub areas. There are indications that a flow field can vary during a certain time 
span [27].  
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 The girders in the frame influence the flow field since the girders will create 
swirls when water is passing around them. Due to dimensioning precautions 
regarding strength the girders are also quite large in size.  
 The areas which each temperature and velocity sensor have to cover is very 
large. There are therefore possibilities that some significant energy variations 
are not discovered by the measurements.  
 
There were some criterions fulfilled in the power plant that made Hol II a good case for 
investigating thermodynamic measurements:  
 The 150 meter long blasted tunnel upstream the penstock secure a good mixing 
of the water in order to avoid different temperature layers.  
 Inflow of water from external sources is not present, as all the water in the 
system is passing only through one turbine. Also that the inlet and outlet tunnels 
are quite long is beneficial.  
 The measurement was performed in early spring, when the reservoirs were still 
covered with ice. This reduces the effects from temperature layers due to 
sunshine as the water temperatures in the reservoir will be more stable. 
 
At Hol II, the leakage water was not used for cooling purposes, and it was directed into 
the draft tube cone close to the runner outlet. It was assumed that this water would mix 
very well with the water going through the runner so no special arrangements were made 
for measuring leakage water separately. All of the waterways and turbine, with exception 
of a small portion upstream the turbine inlet, was casted into concrete or surrounded by 
solid rock. The heat exchange with the surroundings was for that reason assumed to be 
negligible according to the IEC 60041 [1].  
 
The waters travel time from inlet to outlet was taken into consideration in the post 
processing of the data. The temperatures at the outlet were collated with the ones at the 
inlet with difference in time which corresponded to the waters travel time. 
7.2 Result of the efficiency measurement 
The efficiencies with uncertainty is given in Figure 9 and Table 4 
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Figure 9: Efficiency curve Hol II Power Plant 
 
Table 4: Efficiencies and Uncertainties the Hol II Measurement 
Power 
[MW] 
Calculated 
efficiency [%] 
Calculated 
uncertainty with 
respect to absolute 
temperatures [%] 
Calculated 
uncertainty with 
respect to 
differential 
temperatures [%] 
9.77 81.41 1.82 1.63 
12.98 86.67 1.73 1.53 
14.85 88.78 1.63 1.50 
16.69 90.91 1.66 1.48 
18.36 92.58 1.51 1.46 
20.62 93.92 1.81 1.46 
21.84 94.38 1.76 1.45 
22.78 94.54 1.44 1.40 
22.85 94.62 1.54  
23.71 94.47 2.01 1.93 
25.12 94.04 1.67 1.60 
27.15 92.06 2.69 1.50 
29.45 88.14 2.00 1.62 
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As can be seen from Table 4, there are two columns regarding uncertainty. One with 
respect to absolute temperatures, and one with respect to differential temperatures. The 
background for this will be explained in chapter 7.5. Using the uncertainty with respect 
to differential temperatures, it can be seen that uncertainty is lower than 1.5 % for some 
of the measured power outputs. This is in the same range as e.g. efficiency 
measurements with current meters, and makes low head thermodynamic measurements 
competitive to other methods.  
 
A reservation concerning the uncertainty has to be made. At the inlet there were two 
temperature measurement sections. The difference in the measured energies in them was 
larger considerably larger than the 0.2 % uncertainty that the IEC 60041 has proposed 
for uncertainty on the inlet. However, the uncertainty of the mean of the energy at the 
inlet is treated with the assumption of 0.2% uncertainty.  
 
For the most power outputs in the Hol II measurement the systematic uncertainty of the 
temperature difference over the turbine is the biggest contributor, as it causes an 
uncertainty of 1.37 %. Better temperature sensors could therefore reduce the uncertainty 
even more. A presentation of the equations used in the uncertainty calculations for the 
Hol II measurement is given in Appendix B.  
 
7.3 Draft tube outlet energy distribution 
 
7.3.1 Objective 
By a thorough exploration of the energy distribution in the outlet, the uncertainty can be 
significantly reduced. Similar investigations have previously been done by Hulaas et al. 
[11], Ole G. Dahlhaug [12], Grego and Mucciaccia [13]. By measuring temperature and 
velocity in several subareas it is assumed that errors can be avoided and the result will be 
trustworthy. The investigation in this chapter however will mainly consider the 
temperature variations, while the use of velocity measurements will be discussed in the 
next chapter. 
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35 
The IEC 60041 states that 0.6 % uncertainty should be added to the uncertainty for the 
outlet energy. This uncertainty is a constant that is not related to the head of the power 
plant. This is intuitively unphysical, and this fact has been addressed on several 
occasions. [11] A suggestion based on experience from Hulås and Vinnogg. [16], is that 
the uncertainty at the outlet, of 0.6 %, in a revised IEC 60041 rather should be replaced 
by an uncertainty in temperature, of 2 mK, if the draft tube outlet energy distribution is 
not explored. Related to the head of 46.5 at Hol II this would give an uncertainty 
contribution of approximately 1.90 % which is considerably higher than 0.6 %. To get a 
better uncertainty calculation, exploration of the energies in the outlet becomes valuable 
with the 2mK uncertainty demand. However, the most important reason for using a 
multipoint measurement at the outlet is to get a trustworthy result for the efficiency and 
not to manipulate the uncertainty calculation.   
 
7.3.2 Results 
The energy between inlet and each subarea was calculated by the equation for 
mechanical energy 
 
 2 21 1 2 1 1 1 2 1 1 1 2 1 1 1 2 11( ) ( ) ( ) 2mi i i pi i i iE a p p c g z z v v                     [J/kg] (7.1) 
  
i is varying from 1 to 20 and denotes the number of the individual subarea. How the 
energy distribution on the outlet became is shown in Figure 10. For better visualization 
of the distribution, the height of the individual bars in the charts is found by the formula  
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_mi relativeE  is the height of the bar. miE is the individually calculated energy in each of 
the subareas.  min mE is the smallest calculated energy in a subarea for that particular 
power output, and mE is the mean of the outlet energy for the particular power output. 
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36 
Looking into equation (7.1) the static pressure energy part and the potential energy part 
will balance each other as the frame is traversed up and down. The dynamic (velocity) 
energy part is very small compared to the rest. It can therefore be said that the outlet 
energy distribution represents the outlet temperature distribution.  
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Figure 10: Energy distribution at outlet (The numbers 1-4 on the x-abscissa refers 
to horizontal position, while numbers 1-5 on the y-abscissa refers to height level in 
draft tube outlet) 
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Figure 10: Energy distribution at outlet (The numbers 1-4 on the x-abscissa refers 
to horizontal position, while numbers 1-5 on the y-abscissa refers to height level in 
draft tube outlet) 
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The uncertainty in the outlet energy distribution is given in Table 5. The random error 
equation for student’s t distribution is used for evaluation. Number of points is set to 20 
according to the number of subareas. 
 
Table 5: Outlet energy distribution uncertainty 
Power output 
[MW] 
Outlet energy 
distribution 
uncertainty 
10 0.197 % 
13 0.119 % 
15 0.134 % 
17 0.186 % 
18 0.167 % 
21 0.295 % 
22 0.301 % 
23 0.199 % 
24 1.407 % 
25 0.749 % 
27 0.159 % 
29 0.311 % 
 
7.3.3 Discussion 
From the table it can be seen that the uncertainty becomes smaller than the 0.6 % 
uncertainty from the IEC 60041 [1]. A thorough examination of the outlet energies can 
therefore give an improvement in the uncertainty calculations. Looking at the charts 
given in Figure 10, it can also be seen that almost all power outputs have energy 
variations that exceed 1 %. This is an argument for performing a thorough examination 
of the outlet energies in order to not risking having measurements only in an area which 
has an energy that is far from the mean energy at the draft tube outlet.  
 
Karlicek [28] is claiming that if measurements are taken in the center of the draft tube, 
the error would probably not exceed the uncertainty. At Hol II, the outlet is split by a 
pillar, and this can introduce some suspicious flow patterns. Neither is there any 
measurements taken in the center of each of the outlet cross sections. However, by 
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taking the measurements on level 3 into consideration, and interpolate the energies in 
horizontal position 1 against 2, and 3 against 4, and assume that this corresponds to the 
energy in center of the outlets, it was found that these energies can have as much as 0.8 
% difference from the mean mechanical energy at the outlet. Measurements only in the 
center of the draft tube outlet cross section would therefore not be adequate for the Hol II 
measurement. 
  
When introducing several measurement subareas in the outlet, the normal- or the 
student’s t distribution can legally not be applied. As continuity has to be fulfilled at the 
outlet, what happens in one measurement point will have to influence some other 
measurement point as well. Since water has to follow rules of inertia, and heat transfer, 
the energy in different subareas can not be treated independent. As an example if there is 
a high energy or velocity in one subarea at the outlet, neighboring subareas can not be 
suspected to have energies and velocities that are totally independent of this. Water with 
low velocity or backflow in one subarea has to be compensated for by higher velocity in 
other sub areas. It can therefore be said that the subareas are coupled. The measurements 
are therefore not independent as they should be when student’s t distribution is to be 
used [18].  
 
However, a standard statistical approach for treating a multipoint measurement has not 
been found. Using the random error equation from student’s t distribution for evaluating 
the uncertainty in the energy outlet as a kind of basis for the uncertainty has therefore 
been chosen since it is a well known method with a well defined procedure. It also 
makes good sense to use this method based on the following arguments: 
 If the energies at the outlet have little variation for all subareas the standard 
deviation will be small, and hence uncertainty will be low as well, and vice 
versa. 
 Using as many control volumes as possible will ensure a good measurement. 
This is counted for in the equation for random error as increasing the number of 
sample points, n, will both decrease the student’s t factor and also increase the 
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numerator in the equation. Hence the random error r
se t
n
   will become 
smaller. 
7.4 Use of velocity weighted averages 
 
7.4.1 Objective 
Taking basis in the equation for the mechanical energy, see equation (7.1), it was stated 
that the variations in calculated energy for each subarea was mainly influenced by 
temperature. This is because the static pressure component and the potential energy 
component would balance each other, and the contribution from the dynamic velocity 
component is very small compared to the thermal energy component. However, mass 
conservation is an important parameter that is not considered in the thermodynamic 
efficiency equation. Water with a high velocity will have a relatively larger amount of 
energy in itself than water with low velocity [30]. This is not reflected in the mechanical 
energy equation. Therefore the real energy distribution should be weighted according to 
the velocity in the different subareas. To do this, the outlet measurement was, as earlier 
explained, also equipped with current meters, which measured the velocity in each sub 
area. The energy was thereafter calculated from the following equation: 
 1
n
mi i
i
m
E v
E
v




  [J/kg] (7.3) 
7.4.2 Results 
The velocity distribution at the outlet for the different power outputs can be seen in 
Figure 11.  
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Figure 11: Velocity distribution at the outlet (The numbers 1-4 on the x-abscissa 
refers to horizontal position, while numbers 1-5 on the y-abscissa refers to height 
level in draft tube outlet) 
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A comparison between the weighted average and a normal average was made. In the 
normal average the energy in each subarea was just added together, without considering 
any velocity, and divided by the number of subareas.  The result from this comparison is 
found in Figure 12 and Table 6. 
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Figure 12: Differences between normal and weighted averages 
 
Table 6: Differences between normal and weighted averages 
Power output 
[MW] 
Efficiency: 
normal average 
[%] 
Efficiency: 
weighted 
average  
[%] 
Difference 
Normal and 
weighted 
average [%] 
9.77 81.40 81.41 -0.010 
12.98 86.65 86.67 -0.022 
14.85 88.88 88.78 0.097 
16.69 91.07 90.91 0.164 
18.36 92.75 92.58 0.170 
20.62 94.19 93.92 0.270 
21.84 94.59 94.38 0.212 
22.78 94.65 94.54 0.107 
23.71 93.02 94.47 -1.442 
25.12 93.65 94.04 -0.390 
27.15 92.30 92.06 0.244 
29.45 88.29 88.14 0.150 
 
7.4.3 Discussion 
As can be seen from the figure and the table, the differences between weighted and 
normal average is very small for most cases. 7 out of 12 tested points have a difference 
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normal average the energy in each subarea was just added together, without considering 
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smaller than 0.2 %. But there is also a point standing out with a difference of 1.442 %. 
This was the point at 23.71 MW. If this test had been performed without weighted 
average, this point would have been an outlier, and it would probably have been taken 
out of the test results. Using weighted average it is “put back into” the efficiency curve 
with a sensible position. The point at 25 MW has the second largest deviation, with a 
difference of 0.39 %. Referring to the outlet energy distribution uncertainty, it was these 
same two points that had the largest uncertainties, with 1.4 % and 0.75 % uncertainties. 
Looking at the energy and velocity distribution for the two outputs, shown in Figure 13 
and Figure 14, it can be seen that the velocities are small in the subareas with the most 
extreme deviations in energy. (It is impossible to see this in the 25 MW figure, but the 
velocity in the subarea with the largest deviation from the rest is only 187 mm/s). When 
weighted average is used, these low velocities cause the impact from the corresponding 
energies to give very little influence on the total energy. 
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Figure 13: Energy and velocity distribution at the outlet at 24 MW 
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Figure 14: Energy and velocity distribution at the outlet at 25 MW 
 
There are, as can be seen in Figure 14, quite a lot of backflow in some subareas, and 
hence these subareas have negative energy. Taking continuity into consideration, this 
negative energy should be balanced by higher velocity and thereby higher positive 
energy in other subareas. An interesting observation though is that the subareas with the 
most backflow are not the ones standing out in difference in energy/temperature 
distribution in Figure 14. It seems as long as there is replacement of water, there will not 
be a significant difference in temperatures and thereby there will be no significant 
measured difference in energy distribution. The extreme deviation in energy in one 
corner of the outlet at the 24 MW point is probably due to a standing whirlpool in this 
region. This means that the water in this region will heat itself up, but since the velocity 
in this water is low, the weighted average cancels out the error from this region. Based 
on this it can be concluded that multipoint temperature measurements should be 
combined with velocity measurements in order to secure a good measurement. 
 
A question that arises is how a measurement frame which collects water from different 
parts of the outlet section, and guides water past one temperature sensor, would perform 
compared with weighted average with velocity measurements. In most cases, installing 
such a frame involves less effort than installing a multipoint setup. Referring to the 24 
MW point the velocities where low in the subareas with “high” temperatures, and there 
44 
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was even backflow in one of these subareas. It is likely that the amount of water 
collected from the different parts in the draft tube is proportional to the velocity in each 
part. It can be speculated if collector frames will be “self-weighting” the energies. To 
investigate this, the test should also have been performed with a collector frame in the 
outlet to see if this would affect the final calculated result.  This was done by Hulaas et 
al in the measurement at Bratsberg Power plant[11]. The conclusion was that a 
measurement frame of this kind gave a result that was well within the uncertainties of a 
multipoint measurement. However, that measurement did not experience the same 
amount of backflow that was discovered in the Hol II measurement. The backflow would 
probably cause a lot of unwanted internal flows in the collector. There is also a 
possibility that the collector frame outlet could be positioned in an area with backflow. 
This would probably have caused errors in the measurement. Comparing collector 
frames with a velocity averaged multipoint measurement setup should, however, be 
looked into in further work.  
 
7.5 A discussion of absolute versus differential temperature, 
and challenges regarding temperature variations 
 
7.5.1 Discussion 
One of the greatest contributors to uncertainty in the measurements was random absolute 
temperature uncertainty.   
 
The uncertainty equation for the temperature when using an absolute temperature 
measurement system is 
  1 1 2 1 1 1 2 12 2 2 2systematic systematic random randomTe e e e e            [K] (7.4) 
 
As can be seen by the equation it involves systematic uncertainty from both inlet and 
outlet sensors, as well as random uncertainty in absolute temperature for both sensors. 
The random uncertainty is found by the standard error for student’s t distribution. 
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 1 1 2 1       [K] (7.5) 
 
into the efficiency equation it can be discussed whether it is the absolute temperatures or 
the temperature difference that is most important in the efficiency calculations. This is an 
argument for replacing equation (7.4) by equation (7.6) 
 
  1 1 2 12 2 2systematic systematic randome e e e         [K] (7.6) 
 
To use this method though, it is very important that the waters travel time between inlet 
and outlet is considered and corrected for, so that the temperature at the inlet is 
correlated to the temperature at the outlet with a time difference. This can quite simply 
be done automatically by implementing a routine in a computer program during post 
processing of the data. The uncertainty of the correction should also be added to 
equation (7.6). The travel time is found by 
 
 travel
inlet outlet
Qt
V 
  [s] (7.7) 
 
(Vinlet-outlet is the volume between the inlet measurement cross section and the outlet 
measurement cross section. ) Further the temperature difference with respect to travel 
time is  
 
minute 60
travel
travel
t    [K] (7.8) 
 
For the uncertainty of the correction for temperature difference due to travel time, the 
following equation is used 
 
 2 2travel travel Q Ve f f     [K] (7.9) 
 
This is added to equation (7.6) so that the final temperature uncertainty equation 
becomes 
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1 1 2 12 2 2 2systematic systematic random travelTe e e e eT T T GT ' '     [K] (7.10) 
The value of traveleGT is chosen from the mean of the temperature variation during the 
test period. 
For illustration on differences between using equation (7.4) or equation (7.10) for 
temperature uncertainty, the 27 MW test run will be used as an example. The 
temperature variation during the test with outlet frame on level 5 is shown in Figure 15.  
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Figure 15: Temperature progress at 27 MW. The outlet frame at level 5.  
As can be seen by Figure 15 the maximum difference in temperature was 32 mK. The 
temperature variation was as high as 8 mK/minute, which actually is in conflict with the 
IEC 60041 demand of no more than 5 mK/minute temperature change. The waters travel 
time between inlet and outlet was 5.7 seconds for this test. Even though the absolute 
temperatures vary significantly, the differential temperature between inlet and outlet is 
very constant. When using equation (7.4) in the uncertainty for the temperature, the 
variations in the 27 MW point caused the total uncertainty to be 2.7%. Using equation 
(7.10) on the same case, the total uncertainty became 1.50 %, which is considerably less. 
Also for the other power outputs, uncertainty with respect to differential temperature 
gave improvements. This can be seen in Table 7 
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Table 7: Differences in uncertainty, absolute vs differential random uncertainty 
Power Output
Uncertainty using 
absolute temperature 
Uncertainty using 
differential temperature 
[MW] [%] [%] 
9.8 1.82 1.63 
13 1.73 1.53 
14.83 1.63 1.50 
16.67 1.66 1.48 
18.37 1.51 1.46 
20.67 1.81 1.46 
21.83 1.76 1.45 
22.83 1.44 1.40 
23.7 2.01 1.93 
25.13 1.67 1.60 
27.1 2.69 1.50 
29.49 2.00 1.62 
 
 
Looking at Figure 15 it can be said that the absolute temperature is dependent of time, 
while the differential temperature is not. “Independent samples” is a criterion for using 
the standard error equation from student’s t distribution. Therefore, according to the 
rules in statistics, using equation (7.10) should be more correct than equation (7.4). 
 
A comment on the IEC 60041 stability demand 
As a demand for stability, the IEC 60041 [1] says that the temperature gradient shall not 
exceed 5 mK/min during a measurement. In cases with shallow intakes or where the 
waterways are subjected to influence from surrounding temperatures, this demand can be 
hard to fulfill. In the Hol II measurements it seems like the differential temperature, and 
thereby the efficiency, was not influenced by the temperature variations. It can therefore 
be discussed whether the IEC 60041 stability demand should be expanded, to perhaps 10 
mK/minute, and in addition set a demand on the variation of the differential temperature. 
A suggestion is that the standard deviation on the differential temperature shall not 
exceed 3mK. 
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Finding the correct absolute temperatures is important in order to use the correct heat 
capacity (Cp), isothermal factor (a) and density (r) in the efficiency equation. But the 
influence on uncertainty from these parameters will not be significant as long as the 
temperature variations are not too large. For heat capacity and density the differences 
from a 1 degree Kelvin difference (which is very large) is less than 0.02 %. For the 
isothermal factor (a), it is higher with as much as 0.5 % difference with a 1 degree 
Kelvin change of temperature. But the mentioned parameters (Cp, a, r,) varies almost 
linearly [13], so using the mean of the temperature during the test run as input parameter 
for finding Cp, a, and r, should not introduce large errors. 
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7.6 The case of different energies in upper and lower 
measurements at inlet  
 
7.6.1 Problem 
In the Hol II measurement there was a clear difference in computed energy between the 
upper and the lower measurement sections at inlet. In case there is an error, this is 
suspected to come from the upper measurement section, since this measurement isolated 
gave an efficiency that was unusually high for this turbine (BEP 95.5 %). The 
differences are represented as efficiency in Figure 16 
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Figure 16: Efficiency difference upper and lower inlet temperature sensor 
 
7.6.2 Results 
The difference is caused by both higher temperature and higher pressure in the upper 
measurement.  Figure 17 shows the energy differences related to flow. The portion of 
difference not coming from temperature is inserted. 
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Figure 17: Energy difference between upper and lower inlet measurement 
 
As can be seen in Figure 17 the difference coming from other sources than temperature 
difference is approximately 0.67 %. This corresponds to 0.31 m w.c. higher pressure in 
the upper temperature probe. If adiabatic processes from center lines and to point of 
temperature measurements are assumed, so that energy in the upper and the lower 
temperature probes were to be the same, the pressure in the upper temperature probe 
should have been approximately 0.4 m w.c. lower than in the other. The “unexplained” 
discrepancy in pressure is therefore approximately 0.7 m w.c.  Looking at the recorded 
pressures in the measurement, the upper measurement (p1-1u) have a higher recorded 
pressure relative to the recorded pressure in the lower temperature probe( p1-1L), and also 
relative to the pressure in the penstock (p1).  
 
7.6.3 Discussion 
Air in the pipes going from the collecting vessel to the pressure transmitter for the upper 
measurement would cause an error in form of a higher recorded pressure. However, 
pipes going to pressure transmitters were vented regularly during the tests. Air in the 
pipes is therefore hopefully and probably not the reason, but there are no records for this 
to be the case.  
 
The discrepancy in the inlet pressure to come from error in measurement of geodetic 
height can be cancelled out. All geodetic heights were measured relative to the same 
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level, and pressure transmitters for both upper and lower measurement, as well as the 
penstock pressure, were placed on the same geodetic height. Pipe arrangements were 
used to transmit the pressures from the collecting vessels, and the penstock, to the 
pressure transmitters. This means it is necessary to insert a correction for pressure 
difference caused by the water column between pressure transmitter level and 
measurement reference level. This has the convenient effect that any error in the 
measurement of geodetic height would be balanced with a corresponding and opposite 
error in the correction of the pressure.  
 
There is a bend just upstream the measurement cross section, and this can cause flow 
variations. Bends are known to cause a high velocity on the inner curve of pipe and low 
velocity in the outer curve. However, the change of velocity should also be met with a 
corresponding change in static pressure according to the Bernoulli equation, as long as 
the energy is equal over the cross section. Disregarding this fact and only looking at 
velocity variation after the bend with worst case conditions, an evaluation of possible 
influence from the bend is made. The bend radius (r) in the center of the bend is 
approximately 12.222 meters. Pipe diameter is 4.1 meter. Free vortex has the 
relationship 
  
 constantCu r   [m2/s] (7.11) 
 
At the best efficiency point the flow rate was approximately 51 m3/s and since the 
diameter is quite large it can be simplified that Cu at the center of the pipe is Q/A. That 
means that Cu·r=64.8. In the upper part of the pipe this gives a velocity of 6.37 m/s and 
in the lower part of the pipe a velocity of 4.54 m/s. The measurement probe is facing the 
flow direction, and like a pitot tube the water velocity will create a stagnation pressure in 
the probe. The calculated velocities correspond to a dynamic head in the upper part of 
the pipe of 2.07 m and 1.05 m in the lower part of the pipe. This gives a difference in 
dynamic head of 1.02 m w.c. which is more than the mentioned difference of 0.31 m 
w.c. A velocity dependency is expected though, and this is not found in the pressure 
measurements.  
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There is a bend just upstream the measurement cross section, and this can cause flow 
variations. Bends are known to cause a high velocity on the inner curve of pipe and low 
velocity in the outer curve. However, the change of velocity should also be met with a 
corresponding change in static pressure according to the Bernoulli equation, as long as 
the energy is equal over the cross section. Disregarding this fact and only looking at 
velocity variation after the bend with worst case conditions, an evaluation of possible 
influence from the bend is made. The bend radius (r) in the center of the bend is 
approximately 12.222 meters. Pipe diameter is 4.1 meter. Free vortex has the 
relationship 
  
 constantCu r   [m2/s] (7.11) 
 
At the best efficiency point the flow rate was approximately 51 m3/s and since the 
diameter is quite large it can be simplified that Cu at the center of the pipe is Q/A. That 
means that Cu·r=64.8. In the upper part of the pipe this gives a velocity of 6.37 m/s and 
in the lower part of the pipe a velocity of 4.54 m/s. The measurement probe is facing the 
flow direction, and like a pitot tube the water velocity will create a stagnation pressure in 
the probe. The calculated velocities correspond to a dynamic head in the upper part of 
the pipe of 2.07 m and 1.05 m in the lower part of the pipe. This gives a difference in 
dynamic head of 1.02 m w.c. which is more than the mentioned difference of 0.31 m 
w.c. A velocity dependency is expected though, and this is not found in the pressure 
measurements.  
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There is also a butterfly valve immediately upstream the measurement cross section. 
This is a violation to the demands in the IEC 60041. How this has influenced flow 
patterns in the inlet is not looked into. CFD-calculations could be a useful tool in this 
matter. Regarding the size of the valve, its exposed area in open position is 
approximately 17 % of the area of the inlet. It can therefore have a significant impact on 
the flow paterns. 
 
The thermometer pocket, which the temperature sensor is inserted into, is outside the 
pipe. It can therefore be influenced by heat transfer from the surrounding air. However, 
the thermometer pocket is very well insulated and the experience with the insulation 
used is very good. If the difference is caused by external heating a time dependency in 
the temperature difference should be expected, but this is not found. I. e. there was not a 
significant higher temperature in the upper sensor at the end of the measurement than at 
the beginning. 
 
Poor mixing of the water can give different temperature layers. However, the waterways 
upstream the penstock is 150 m long, and with very rough walls. This should secure a 
good mixing. The differences should also be suspected to have a more random behavior 
if the mixing was the problem. 
 
The possibility of the higher recorded temperature to come from a bias error can not be 
cancelled out. There was performed a zero point calibration, both before (pre calibration) 
and after the test (post calibration), but in the post calibration it was hard to obtain stable 
temperatures. Standard deviations in the post calibration were larger than the uncertainty 
on the temperature read off itself (uncertainties for temperature read of: 1 mK). In 
addition to this it also got a very different result from the pre calibration. Because of the 
large standard deviations in the post calibration, it was decided that this was made 
invalid, and the values from the pre calibration was used. The mean of the difference 
between the pressure sensors was however within the uncertainty of the temperature read 
off for both pre- and post calibraitons. The pre calibration gave that the lower inlet 
temperature sensor should be corrected by +0.68 mK, relative to the upper one. 
However, since there is no consistency between the calibrations, there is a doubt about 
the stability of the temperature sensors or the calibration. A bias error in the displayed 
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temperature differences can therefore not be cancelled out. Also taking into account the 
calibration done by Seabird Electronics, which produce and calibrate the sensors, it 
seems like the corrections made in the measurements are even more uncertain.  The 
calibrations for the sensors at the inlet were done in January 2005 and December 2008, 
and according to the calibration certificates, there should be a difference in recorded 
temperature of only 0.01 mK. Using this correction however would cause the difference 
in computed energy to increase with another 0.6%, and make the efficiency curve 0.3% 
lower. As mentioned, the results of the pre- and post zero point calibrations were both 
within the uncertainties of the sensors. However, in a low head thermo dynamic 
measurement, these uncertainties give a large impact.  
 
It might also be that there actually is an energy difference in the inlet cross section that 
causes an increase in the temperature and pressure in the water for the upper 
measurement section. If this is the case, the IEC 60041 assumption of 0.2 % uncertainty 
for the inlet is not adequate. To have several measurement points on the inlet could 
therefore be valuable in order to reject errors due to energy variations when doing 
thermodynamic measurements in low head power plants. This should be investigated.  
 
In order to cancel out the doubt to whether it is a flow phenomenon or a bias error that 
causes the discrepancies a good zero point calibration would have been vital. Another 
good solution would have been to change the positions of the sensors while the machine 
was running at an operation point with stable conditions. (This is also a suggestion for 
procedures in the IEC 60041 from Hulaas and Vinnogg [16]) At least the upper and the 
lower temperature probes at the inlet should have been shifted in order to detect whether 
the differences were caused by bias error or local variations in energy. CFD-analysis on 
the penstock and inlet may also give some answers. To have records that all procedures 
are followed, so that one is sure that there e.g. is no air in pressure pipes etc. is also 
important. A last question that arises is how such incidents of large discrepancies in inlet 
energy should be treated in the uncertainty calculations. 
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7.7 Conclusions for the measurements at Hol II. 
 
A low head thermo dynamic measurement has been performed on Hol II power plant. 
The best efficiency became 94.6%. Assuming uncertainty can be calculated with respect 
to random differential temperature, the uncertainties in the measurement were in the 
range of 1.4-2 %. This is competitive to other measurement methods. 
 
Based on the findings in the Hol II efficiency measurement, a thorough temperature and 
velocity analysis at the outlet can be valuable not only for reducing calculated 
uncertainty, but also to secure that measurements in the draft tube outlet, are not only 
taken in a point where the energy deviates much from the rest. Random uncertainty for 
student’s t distribution is used to express the uncertainty of the outlet energy. The 
validity of this can be discussed since the samples in the outlet can not be assumed to be 
random independent variables. The method, however, fulfills certain demands for 
uncertainty calculations that make it useful. Since the method has a clear set of rules, 
using this method ensures a clear foundation for how to compare measurements between 
each other in case of future projects.    
 
Velocity weighted average of energies was used in the test. For most of the power 
outputs the difference was not significant, however it also proved necessary on the 24 
MW power output. Since temperature and velocity variations in the draft tube outlet can 
not be predicted beforehand, multipoint temperature measurements should be combined 
with velocity measurements on low head thermodynamic tests.  
 
It is discussed whether it is the random uncertainty of the absolute temperature or the 
differential temperature that should be included in the uncertainty calculations. 
Originally uncertainty was evaluated with respect to the absolute temperature 
measurements and the random uncertainty became large. If the random uncertainty for 
differential temperature between inlet and outlet is used instead, the uncertainty will 
become smaller. Since the differential temperature is independent of time, the rules in 
statistics indicate that uncertainty with respect to differential temperature is more correct 
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to use. This has also led to a discussion of the IEC 60041 stability demand of no more 
than 5 mK/minute temperature variation.  
 
A large difference between energy in the upper and the lower measurement at the inlet 
has caused some doubt regarding the results. It has not been clarified whether this was 
due to a bias error between the temperature sensors, an energy variation, or an error 
made by the operator. However, if it is caused by an energy variation, several 
temperature sensors should be used at the inlet when performing low head 
thermodynamic measurements in order to reject possible errors. 
 
7.8 Further work for low head thermodynamic method 
 
Multipoint temperature measurement tests with additional velocity measurements in the 
draft tube outlet proved to give a good result in the Hol II measurement. However, using 
collector frames often causes less effort for installation, and the measurement often takes 
shorter time. Investigations as to whether a collector frame will collect water relative to 
the velocity in the different areas in the draft tube outlet, and thereby be self weighting 
the energy, should be performed. 
 
Variations in the absolute temperature in the water from the reservoir is a big problem in 
many tests. It can therefore be hard to obtain the IEC 60041 demand of no more than 5 
mK temperature change per minute. In the Hol II measurement it seemed like the 
variation in temperature did not give errors to the calculation of the efficiencies. If this 
was an isolated case for Hol II, or if it is a generality should be investigated. An 
expansion of the 5 mK/minute stability demand would make measurements with the 
thermodynamic method easier in many cases. 
 
In the Hol II measurement there was a discrepancy in the upper and the lower 
measurements at the inlet. It has not been clarified whether this is due to an energy 
variation, a bias error in the instruments or by an operational error. In case the variation 
is due to energy variations it is important that there are several temperature 
measurements at the inlet, and investigations regarding this should be made as well. 
56 
to use. This has also led to a discussion of the IEC 60041 stability demand of no more 
than 5 mK/minute temperature variation.  
 
A large difference between energy in the upper and the lower measurement at the inlet 
has caused some doubt regarding the results. It has not been clarified whether this was 
due to a bias error between the temperature sensors, an energy variation, or an error 
made by the operator. However, if it is caused by an energy variation, several 
temperature sensors should be used at the inlet when performing low head 
thermodynamic measurements in order to reject possible errors. 
 
7.8 Further work for low head thermodynamic method 
 
Multipoint temperature measurement tests with additional velocity measurements in the 
draft tube outlet proved to give a good result in the Hol II measurement. However, using 
collector frames often causes less effort for installation, and the measurement often takes 
shorter time. Investigations as to whether a collector frame will collect water relative to 
the velocity in the different areas in the draft tube outlet, and thereby be self weighting 
the energy, should be performed. 
 
Variations in the absolute temperature in the water from the reservoir is a big problem in 
many tests. It can therefore be hard to obtain the IEC 60041 demand of no more than 5 
mK temperature change per minute. In the Hol II measurement it seemed like the 
variation in temperature did not give errors to the calculation of the efficiencies. If this 
was an isolated case for Hol II, or if it is a generality should be investigated. An 
expansion of the 5 mK/minute stability demand would make measurements with the 
thermodynamic method easier in many cases. 
 
In the Hol II measurement there was a discrepancy in the upper and the lower 
measurements at the inlet. It has not been clarified whether this is due to an energy 
variation, a bias error in the instruments or by an operational error. In case the variation 
is due to energy variations it is important that there are several temperature 
measurements at the inlet, and investigations regarding this should be made as well. 
56 
to use. This has also led to a discussion of the IEC 60041 stability demand of no more 
than 5 mK/minute temperature variation.  
 
A large difference between energy in the upper and the lower measurement at the inlet 
has caused some doubt regarding the results. It has not been clarified whether this was 
due to a bias error between the temperature sensors, an energy variation, or an error 
made by the operator. However, if it is caused by an energy variation, several 
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7.8 Further work for low head thermodynamic method 
 
Multipoint temperature measurement tests with additional velocity measurements in the 
draft tube outlet proved to give a good result in the Hol II measurement. However, using 
collector frames often causes less effort for installation, and the measurement often takes 
shorter time. Investigations as to whether a collector frame will collect water relative to 
the velocity in the different areas in the draft tube outlet, and thereby be self weighting 
the energy, should be performed. 
 
Variations in the absolute temperature in the water from the reservoir is a big problem in 
many tests. It can therefore be hard to obtain the IEC 60041 demand of no more than 5 
mK temperature change per minute. In the Hol II measurement it seemed like the 
variation in temperature did not give errors to the calculation of the efficiencies. If this 
was an isolated case for Hol II, or if it is a generality should be investigated. An 
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8 Pressure-Time method 
For the Pressure-Time method, the IEC 60041 standard demand that measurements are 
carried out on a section with at least ten meters straight pipe between two measurement 
cross sections, and that the vL relationship should be higher than 50 (Ref chapter 4). 
There are also some demands concerning distances to bends in upstream and 
downstream direction from the measurement cross sections. Long sections with uniform 
straight pipe is not always present in a hydro power plant, but since this is a method that 
often causes little downtime in connection with measurements it is interest to expand the 
method to be used on more power plants. The topics of the investigation have been: 
 How shorter distances between measurement cross sections and lower vL 
numbers affect the measurements.  
 How bends between the measurement cross sections influence the 
measurements.  
In addition to this it has been investigated how, and if, recent findings in connection with 
unsteady friction can be used to correct the flow estimate from this method. Experiments 
have been conducted in laboratory, and a field measurement was carried out at Anundsjö 
Power Plant. 
 
 Research on the Pressure-Time method gave the opportunity to have 
collaboration between NTNU and Luleå University of Technology (LTU) in 
Sweden, who also has an ongoing project on the Pressure-Time method. This 
has been taken care of by PhD. Student Pontus Jonsson. NTNU already have 
good connections with LTU, and being in the same geographical part of the 
world collaboration was natural as well as beneficial. This collaboration 
resulted in: 
 Financing and building of a Pressure-Time test rig at the NTNU  
 Performing laboratory tests and field test together 
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 Exchange and discussions concerning measurement data, experiences, 
hypothesis and results 
 Cooperation on writing papers 
 
Naturally this resulted in a tight interconnection of the projects, without clear 
“ownerships” to the results.  
 
8.1 The laboratory test rig 
 
The laboratory work was performed at the Waterpower Laboratory at NTNU. The test 
rig used is a gravity driven system with a maximum discharge of approximately 0.41 
m3/s. The available head for the system is 9.75 m (from the head level down to the center 
line of the measuring section). The test section consists of a 26.67 m stainless steel pipe 
with an internal diameter of 0.3 m. For performing Pressure-Time measurements, water 
is decelerated by closing a hydraulically driven gate valve. The closing time can be 
adjusted down to 2.5 s but it is kept around 4-5 s. The initial discharge is adjusted using 
a throttle downstream the gate valve. A magnetic flow meter from Krohne (IFS 4000) is 
used as reference during all tests. It is calibrated with a weighing-time system. An 
outline of the test rig is given in Figure 18. 
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Figure 18: Schematic of the test rig at NTNU 
 
For the experiments, measurement sections were made at 11 positions along the test 
section. The first section is located 3.7 m upstream the valve and the 10 remaining 
sections at every meter further upstream. Also a reference measuring section is 
positioned 20.7 m upstream the valve. At each measuring section 4 pressure taps are 
mounted with 90 degree spacing around the circumference.  
 
When double 90 degree bends, or double 45 degree bends are inserted in the system the 
total length of the test section increases with 2.11 and 2.644 m, respectively. The bend 
closest to the gate valve is located 9.2 m upstream the gate valve, see Figure 18. 
 
The tests were performed both with absolute and differential pressure sensors. No 
collecting manifolds were used for the tests. Instead there were sensors at each position 
around the circumference; this meant 4 differential sensors were used. They were 
connected to the pipe with non elastic nylon tubes with an internal diameter of 6 mm and 
a length of 5 m.  
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The reason for using absolute sensors in addition to differential sensors was to check if 
there was any possible influence from connection piping. In addition to this a check was 
made, where steel pipes were used. This test did, however, not reveal any significant 
differences between using the chosen nylon tubes and steel pipes. 
 
A 16 bit data acquisition system (Ni-6221) from National Instruments was used in the 
measurements. The sampling frequency was set to 2 kHz and the logging was performed 
without filtering. 
 
For straight pipes the measurements were performed with 4 different lengths between 
measurement cross sections; L=3, 6, 9 and 17 m. 3 discharges were chosen for the 
survey; Q1≈0.4, Q2≈0.3 and Q3≈0.17 m3/s. Higher discharges was not performed due to 
the limitations in the system, and lower discharge was not performed because this caused 
cavitation and pressure pulses in the discharge adjustment throttle valve. With the 
applied measuring lengths and flow rates the vL relation can be varied from 7 to 100 
m2/s. This variation allows measurements inside and outside the criterions stated in the 
IEC 60041 standard. 
 
For bends the measurements were performed with 4, 6, 9 and 20 m. Double bends was 
chosen to amplify possible effects from the bend. Furthermore, it was most suitable due 
to installation reasons.  
 
8.2 The Anundsjö power plant field test 
 
A field measurement was performed at the Anundsjö power plant in Sweden. It has one 
5 MW Francis unit with a maximum discharge of 10 m3/s. The nominal head is 58.5 m. 
The main part of the penstock is a vertical straight steel tube, which is about 50 m long, 
with an internal diameter of 2.2 m. The major part of the penstock is accessible from the 
outside. This allows easy installation of Pressure-Time measurement equipment. A setup 
with L=30 m between measurement cross sections was installed. It satisfies the IEC 
60041 standard from approximately 65% load (vL>50). In addition to this a setup with 7 
m length between cross sections was installed, for investigation of low vL relations. 
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The measurements were performed with the same sensors as the laboratory experiments. 
6 sensors were available for measurements, 3 sensors were used for each measuring 
length. Hence, the logging was simultaneously performed at both lengths. Pressure taps 
were mounted with 120 degrees around the circumference of the penstock. This is not in 
conflict with the IEC 60041 demands, which say that two pressure taps can be used if the 
penstock diameter is smaller than 4 m. The sensors were connected to the taps with non 
elastic nylon tubes with internal diameter 8 mm.  
 
Since this test was an efficiency test, the measurements were performed over the whole 
operational range and thus, many operational points were tested with the drawback of 
few repetitions. It had been preferable with fewer operational points with gain of more 
repetitions. Totally 19 tests were completed; from part load to full load. 
 
Measurements with the bend were also performed simultaneously. For this matter, 
absolute pressure transducers were used instead of differential pressure transducers, due 
to installation reasons. The transducers were mounted at the uppermost measurement 
cross-section and after the bend. The distance between the straight pipe measurement 
cross-section and the measurement cross-section after the bend is 47.938 m.  
 
A schematic overview of the power plant and measurement setup is given in Figure 19. 
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Figure 19: Anundsjoe power plant overview. (PT are absolute pressure 
transducers, DPT are differential pressure transducers) 
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transducers, DPT are differential pressure transducers) 
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Figure 19: Anundsjoe power plant overview. (PT are absolute pressure 
transducers, DPT are differential pressure transducers) 
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8.3 Uncertainty calculation 
 
Calculation of flow rate is done using equation (8.1) 
 
  
 int pipe
A A
Q
l 
   [m
3/s] (8.1) 
     
 
This gives the uncertainty equation 
 
int
2 2 2 2
A A lpipeQf f f f f      [%] (8.2) 
 
Furthermore, the error and spread of the measurements are evaluated relative to the 
mentioned electromagnetic flow meter which also has an uncertainty EMFf . This 
uncertainty is calculated from the uncertainty given in calibration and the random 
uncertainties during tests. The final uncertainty equation for the measurements becomes 
 
int
2 2 2 2 2
pipeQ A A l EMF
f f f f f f      (8.3) 
 
The integration of the deceleration pressure response is calculated by 
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The uncertainty 
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 [%] (8.5) 
where  ipe   shall consist of both a systematic and a random uncertainty, but since the 
water hammer is a transient phenomenon, the random uncertainty is difficult to evaluate. 
Here it is chosen to use the same random uncertainty for the water hammer as for the 
stationary mean before the valve closure. Further  
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      
1 2
2 2 2
int
. 0.5 0.5
t zero r r syststart endQ p p p
tf e e e
A    
      [%] (8.6) 
t zeroQ
f  is the uncertainty in the determination of pressure lines or the uncertainty in the 
mean of the stationary values before and after the valve closure. The basis for the 
parameter is the random and systematic uncertainty in the averages of the pressures 
before and after the valve closure, and the influence this uncertainty has on the 
integrated area. 
 
The valve used in the laboratory measurements is absolutely tight; hence there is no 
uncertainty contribution from leakage. 
 
In the evaluation of the measured results there can also be seen that there is a flow 
dependent behavior in the estimation of flow. This is probably due to the reason that 
influence from unsteady friction is not known, and thereby that the equations used for 
estimating flows are not sufficient for the measurements done in the laboratory. This 
therefore has nothing to do with the uncertainty as such, but an uncertainty connected to 
the use of the applied equations could have been implemented. Finding this uncertainty 
is not done for this project though, since there are too few investigated setups to get a 
good idea of this uncertainty.  
 
During the investigations it was also discovered that it was important to find endpoints 
that would give consistent results. Two methods were developed; one where the mean of 
several endpoints were used, and one where correct endpoints were found after the 
measurement signals had been filtrated. Filtration of the signal simplified use of the 
method described in IEC 60041 for finding correct endpoint. More details on this can be 
found in Appendix C. Appendix C also describes the uncertainty calculations already 
presented in this chapter. It also describes how uncertainty analysis of a regression curve 
can be used to quantify spread of measurement results, and how to include this into the 
uncertainty. A comment that has to be made for using regression curves which is not 
clear in Appendix C, is that a curve found by regression does not necessarily describe the 
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real efficiency curve. The operator therefore has to use some discretion when using this 
method.  
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8.4 Short distances/low vL-numbers in Pressure-Time 
measurements 
 
8.4.1 Objective 
Two main criterions in the IEC 41 are the limits of the measuring length (L>10 m) and 
the vL relation (vL>50 m2/s). The objective was to perform tests in the Waterpower 
Laboratory at NTNU to examine these criterions. In addition to this a field test at 
Anundsjö Power Plant was set up with measurement setups both within and outside 
standards. 
8.4.2 Results 
 
As mentioned in chapter 8.1, laboratory tests were performed with approximately 170, 
300 and 400 l/s, and 17, 9, 6 and 3 meters length between measurement cross sections. 
With the applied flows, this corresponds to vL numbers ≈40 to 100 m2/s, ≈22 to 51 m2/s, 
≈14 to 34 m2/s and ≈7 to 17 m2/s respectively. In addition to this, tests were also made 
with 4 meter distance, since this was most appropriate for measurements with bends. 
(See chapter 8.5). Tests were performed simultaneously with both differential and 
absolute measurement sensors. Tests for the longest distance, L=17 meters, were 
performed with absolute sensors only.  
 
Results from measurements with differential pressure transducers are given in Figure 20, 
and uncertainties and spread for each flow estimate can be found in Table 8. Results 
from the tests with absolute sensors are given in Figure 21, and corresponding 
uncertainties and spread in Table 9. Uncertainties for the measured values are calculated 
using the procedure described in chapter 8.3. The results of the experiments are 
presented as deviation in percent from the magnetic flow meter used as reference. Each 
value from the laboratory tests are mean values from 18 to 24 runs for the differential 
sensors and 6 to 12 runs for the absolute sensors. (For the tests with L=4 meters and 
differential sensors, the number of runs is 6) 
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Figure 20: Discharge estimation error for different lengths and discharges. 
Measurements performed with differential sensors. 
 
Table 8: Uncertainties and spread for flow estimates using 
differential pressure transducers 
Flow Mean calculated 
measurement 
uncertainty 
Error range of 
measurement 
results (Max-Min) 
One 
standard 
deviation of the 
mean 
 L=9m 
170 l/s ±0.58 % 0.7 % 0.2 % 
300 l/s ±0.43 % 0.65 % 0.17 % 
400 l/s ±0.41 % 0.7 % 0.23 % 
 L=6m 
170 l/s ±0.61 % 1.4 % 0.39 % 
300 l/s ±0.48 % 0.87 % 0.27 % 
400 l/s ±0.43 % 1.4 % 0.4 % 
 L=3m 
170 l/s ±1.10 % 2.2 % 1.02 % 
300 l/s ±0.72 % 1.2 % 0.46 % 
400 l/s ±0.56 % 1.5 % 0.52 % 
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Figure 21: Discharge estimation error for different lengths and discharges. 
Measurements performed with absolute pressure sensors. 
 
Table 9: Uncertainties for flow estimates using absolute pressure transmitters 
Flow Mean calculated 
measurement 
uncertainty 
Error range of 
measurement 
results (Max-Min) 
One 
standard 
deviation of the 
mean 
 L=17m 
170 l/s ±0.59 % 0.99 % 0.4  % 
300 l/s ±0.58 % 0.62 % 0.22 % 
400 l/s ±0.52 % 0.92 % 0.36 % 
 L=9m 
170 l/s ±1.40 % 0.96 % 0.38 % 
300 l/s ±1.16 % 0.88 % 0.30 % 
400 l/s ±0.95 % 0.86 % 0.36 % 
 L=6m 
170 l/s ±2.44 % 0.91 % 0.24 % 
300 l/s ±1.70 % 1.22 % 0.36 % 
400 l/s ±1.22 % 2.25 % 0.79 % 
 L=3m 
170 l/s ±2.52 % 3.32 % 0.96 % 
300 l/s ±2.00 % 3.16 % 0.88 % 
400 l/s ±1.37 % 4.22 % 1.43 % 
 
The mean values for estimated flows are similar for both types of sensors. The spread at 
each measuring length though is larger for the absolute sensors, especially for short 
lengths. Hence, those sensors get a larger relative error compared to the differential 
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Figure 21: Discharge estimation error for different lengths and discharges. 
Measurements performed with absolute pressure sensors. 
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In the field measurement at Anundsjö Power Plant there was, used a setup with both 
L=30 (vL ≈ 36 to 68 m2/s) and L=7 (vL ≈ 8 to 19) meters distance between measurement 
cross sections. This corresponds to vL numbers ≈ 36 to 68 m2/s and ≈ 8 to 19 m2/s 
respectively. Measurements with L=30 m follow the IEC 60041 standard and it is 
assumed that this should be rather accurate. This is therefore used as reference. Figure 22 
presents the discharge error calculated from measurements performed at L=7 m relative 
to the one performed at L=30 m.  The error is plotted versus the guide vane opening, 
where 100% is the highest tested discharge. The mean uncertainty for the flow estimate 
for measurements with L=30 m is 0.6 %. 
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Figure 22: Difference between measured discharge for L=7 and L=30 m at the 
Anundsjoe power plant, Sweden. 
 
8.4.3 Discussion 
In the laboratory measurements, when using L=9 and 17 meters as reference, the 
tendency is that the flow becomes more underestimated with increasing initial velocity 
for shorter distances. The results, however, have relatively large uncertainties and 
spread, and results are within the uncertainties of each other. The measurements with 
L=4 m distance (used for measurements with bends) have an estimation error that has a 
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higher value than both L=3 m and L=6m. This is an indication of the variations present 
in the system. 
 
In the field test, the velocity dependency found in the laboratory measurements can not 
be seen. The difference in estimated flow between long and short L in the field has a 
random behavior. The difference between them never exceeds 1 % and the mean 
difference is as low as 0.1 %. However, in order to detect whether the discrepancies are 
originated in both or mainly is a result of a larger spread in the measurements with short 
distances, an accurate reference should have been installed as well. 
 
The flow estimation error does not exceed uncertainties when the method is used with 
shorter distance between cross sections. It can therefore not be stated that using short 
distances will give a wrong result. However, both uncertainty and spread becomes 
considerably larger with decreasing L. If the Pressure-Time method is to be used with 
short distance between measurement cross sections, the operator has to achieve a large 
number of measurement points in order to ensure that a consistent result is obtained. 
 
8.5 Measurements with bends within the measurement 
section 
 
8.5.1 Objective 
One of the challenges with Pressure-Time measurements is to find straight sections with 
uniform geometry, on which to perform the measurement. Bends are often present in the 
waterway, and if the influence a bend has on a Pressure-Time measurement was known, 
such measurements could be performed with bends within the measurement cross 
section. The objective is therefore to investigate influences from bends. 
 
In addition to laboratory measurements the work with influence from bends also contains 
a small deduction concerning if there can be found a mathematical foundation for saying 
whether there will be a change in inertia in the water when it is flowing through a bend. 
This is also investigated by a CFD-calculation.  
 
70 
higher value than both L=3 m and L=6m. This is an indication of the variations present 
in the system. 
 
In the field test, the velocity dependency found in the laboratory measurements can not 
be seen. The difference in estimated flow between long and short L in the field has a 
random behavior. The difference between them never exceeds 1 % and the mean 
difference is as low as 0.1 %. However, in order to detect whether the discrepancies are 
originated in both or mainly is a result of a larger spread in the measurements with short 
distances, an accurate reference should have been installed as well. 
 
The flow estimation error does not exceed uncertainties when the method is used with 
shorter distance between cross sections. It can therefore not be stated that using short 
distances will give a wrong result. However, both uncertainty and spread becomes 
considerably larger with decreasing L. If the Pressure-Time method is to be used with 
short distance between measurement cross sections, the operator has to achieve a large 
number of measurement points in order to ensure that a consistent result is obtained. 
 
8.5 Measurements with bends within the measurement 
section 
 
8.5.1 Objective 
One of the challenges with Pressure-Time measurements is to find straight sections with 
uniform geometry, on which to perform the measurement. Bends are often present in the 
waterway, and if the influence a bend has on a Pressure-Time measurement was known, 
such measurements could be performed with bends within the measurement cross 
section. The objective is therefore to investigate influences from bends. 
 
In addition to laboratory measurements the work with influence from bends also contains 
a small deduction concerning if there can be found a mathematical foundation for saying 
whether there will be a change in inertia in the water when it is flowing through a bend. 
This is also investigated by a CFD-calculation.  
 
70 
higher value than both L=3 m and L=6m. This is an indication of the variations present 
in the system. 
 
In the field test, the velocity dependency found in the laboratory measurements can not 
be seen. The difference in estimated flow between long and short L in the field has a 
random behavior. The difference between them never exceeds 1 % and the mean 
difference is as low as 0.1 %. However, in order to detect whether the discrepancies are 
originated in both or mainly is a result of a larger spread in the measurements with short 
distances, an accurate reference should have been installed as well. 
 
The flow estimation error does not exceed uncertainties when the method is used with 
shorter distance between cross sections. It can therefore not be stated that using short 
distances will give a wrong result. However, both uncertainty and spread becomes 
considerably larger with decreasing L. If the Pressure-Time method is to be used with 
short distance between measurement cross sections, the operator has to achieve a large 
number of measurement points in order to ensure that a consistent result is obtained. 
 
8.5 Measurements with bends within the measurement 
section 
 
8.5.1 Objective 
One of the challenges with Pressure-Time measurements is to find straight sections with 
uniform geometry, on which to perform the measurement. Bends are often present in the 
waterway, and if the influence a bend has on a Pressure-Time measurement was known, 
such measurements could be performed with bends within the measurement cross 
section. The objective is therefore to investigate influences from bends. 
 
In addition to laboratory measurements the work with influence from bends also contains 
a small deduction concerning if there can be found a mathematical foundation for saying 
whether there will be a change in inertia in the water when it is flowing through a bend. 
This is also investigated by a CFD-calculation.  
 
70 
higher value than both L=3 m and L=6m. This is an indication of the variations present 
in the system. 
 
In the field test, the velocity dependency found in the laboratory measurements can not 
be seen. The difference in estimated flow between long and short L in the field has a 
random behavior. The difference between them never exceeds 1 % and the mean 
difference is as low as 0.1 %. However, in order to detect whether the discrepancies are 
originated in both or mainly is a result of a larger spread in the measurements with short 
distances, an accurate reference should have been installed as well. 
 
The flow estimation error does not exceed uncertainties when the method is used with 
shorter distance between cross sections. It can therefore not be stated that using short 
distances will give a wrong result. However, both uncertainty and spread becomes 
considerably larger with decreasing L. If the Pressure-Time method is to be used with 
short distance between measurement cross sections, the operator has to achieve a large 
number of measurement points in order to ensure that a consistent result is obtained. 
 
8.5 Measurements with bends within the measurement 
section 
 
8.5.1 Objective 
One of the challenges with Pressure-Time measurements is to find straight sections with 
uniform geometry, on which to perform the measurement. Bends are often present in the 
waterway, and if the influence a bend has on a Pressure-Time measurement was known, 
such measurements could be performed with bends within the measurement cross 
section. The objective is therefore to investigate influences from bends. 
 
In addition to laboratory measurements the work with influence from bends also contains 
a small deduction concerning if there can be found a mathematical foundation for saying 
whether there will be a change in inertia in the water when it is flowing through a bend. 
This is also investigated by a CFD-calculation.  
 
71 
To do measurements including bends, it is necessary to define the length of a bend. The 
definition used in this project is illustrated in Figure 23. Regarding L/A relationship and 
volume this follows directly from the volume of a torus [31]. Hence; a bend with length 
L will have the same volume as a straight pipe with the same L and diameter. 
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Figure 23: Length of a bend 
 
 
8.5.2 Results from the measurements 
 
The measurements were made at 4 different lengths and 3 different initial discharges for 
measurements with bends. Two setups were used; one with 2x90 degree bends and one 
with 2x45 degree bends. The results from the measurements are found in Figure 24 and 
Figure 25  
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Figure 24: Differences between straight pipe and 2x90 degree bends 
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Figure 25: Differences between straight pipe and 2x45 degree bends 
 
 
Measurements with bends was also performed in the Anundsjö field test. The difference 
between the section including bend, and the reference, straight pipe with L=30 m, are 
presented in Figure 26.  
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Figure 24: Differences between straight pipe and 2x90 degree bends 
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Figure 24: Differences between straight pipe and 2x90 degree bends 
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Figure 25: Differences between straight pipe and 2x45 degree bends 
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between the section including bend, and the reference, straight pipe with L=30 m, are 
presented in Figure 26.  
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Figure 24: Differences between straight pipe and 2x90 degree bends 
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Figure 26: Difference between measurements with bend and measurements with 
bend in the Anundsjö field test. 
 
8.5.3 Discussion 
 
As can be seen from the figures, there is an underestimation when using 2x90 degree 
bends. For the longest distances, L=9 and 17/20 meters, when taking uncertainty into 
consideration, it seems like the under estimation relative to the straight pipe is constant 
regardless of initial velocity. The mean underestimation for these two cases is 
approximately 0.7 %. For L= 6 meters, the underestimation has increased slightly, and 
the trend of constant underestimation can not be seen that clearly since the 
underestimation is 0.8 % for the lowest discharge and 1.2 % for the highest discharge. 
For this length though, no conclusion regarding constant underestimation can be made 
since the result is within uncertainty. For L=4 meters, the underestimation has increased 
even more, and the trend of constant underestimation is not present with 1.4 % 
underestimation for the lowest discharge, and 2.3 % underestimation for the highest. (It 
should be noted though that the L=4 m on straight pipe measurement did not follow the 
same trend as the L=3 m straight pipe measurement. If this had been used as reference 
instead, the underestimation would be 1.1 % for the lowest discharge and 1.9 % for the 
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highest discharge.) The reason why the underestimation, for L=4 and 6 meters, is higher 
with higher initial discharge, might be that the measurement cross section is more 
affected by influence from the bend when the velocities are higher.  
 
Based on the results from the measurements with 2x90 degree bends, it seems like the 
closer a measurement cross section is to a bend, the higher the underestimation will be. 
For the shortest distance, the downstream cross section is just 1.76 diameters away from 
the bend. Large disturbances appear in the flow, and the 4 taps around the circumference 
may not represent the mean pressure accurately enough. For the other cases, L=6, 9 and 
20 meters, the downstream cross section is located 5.2, 8.53 and 18.53 diameters away 
from the bend respectively. 
 
When having 2x45 degree bends within the measurement cross section, there can not be 
found any significant difference in flow estimation for any of the tested lengths. This 
discrepancy between 2x45 and 2x90 degree bends, is indicating that the bend angle is an 
important parameter. This is probably because swirl flow has not been fully developed 
through the bend for the 2x45 degree case. 
 
In the field test there was also a significant underestimation for the flow when bends are 
between the measurement cross sections. Considering measurement uncertainties and 
spread of the results, the difference also here seems to be quite constant (at 
approximately -8.5%), and independent of initial velocity.  
 
In the Anundsjö field test the down stream measurement cross section was also close to 
the bend. (Approximately 1.2 pipe diameters) For this case the mean underestimation 
was as high as 8.5 %. It should be looked into how much of this underestimation that is 
caused by the distance from the bend. Secondary flows and skewed flow velocity 
distribution in the pipe can be of significance for the calculated result. To get a better 
understanding of the influence from bends, having the pressure transducers in a relative 
position that matched the ones in the laboratory would have been necessary.  
 
Regarding the field measurement, the case that was available for testing was not well 
suited for research on the topic: 
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 The pressure transmitters did not have an optimal position since the distance 
between spiral casing and bend is short. This means the pressure taps had to be 
placed just downstream the bend. Hence, it gives velocity and pressure 
distributions which ads uncertainty to the measurement.  
 The pressure transmitters had to be placed 0.8 m into the converging pipe, 
which make need for compensation in the flow calculation equation in order to 
compensate for the small difference of velocity head.  
 The bottom half of the pipe in front of the spiral casing is cast-in in concrete. 
The pressure transmitters could therefore only be mounted on the top half, 
giving uncertainty for the mean pressure. Further only two pressure transmitters 
were installed, so there is doubtful if the mean pressure in this section is found. 
The pressure transmitters were placed as close to the vertical middle of the pipe 
as far as the installation of the pressure taps allowed it.  
 
How relative differences in the geometry for the field measurement compared to the 
laboratory measurements affects the result can as for now not be explained. The 
differences in geometrical properties between field measurement and laboratory are that 
the field measurement has: 
 
 larger pipe diameter  
 larger bend radius relative to pipe diameter 
 only one 90 degree bend 
 geometrical perturbation downstream the measuring cross-section 
 
8.5.4 Theoretical deduction of inertia variations caused by bends 
 
To check if the underestimation is caused by a change of inertia through bends, a 
mathematical investigation was initiated. This investigation was based on acceleration, 
rather than deceleration, but it is assumed that the physics is the same for both cases.   
 
The basis for the Pressure-Time method is found in Newton’s 2nd law for a fluid in a 
straight pipe: 
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dVg A h L A
dt
         [N] (8.7) 
 
This is a one-dimensional model where the derivative of the water velocity is well 
defined as the mean velocity in the pipe. In other words v=Q/A. The pressure gradient 
thereby follows: 
  
 
L dQh
g A dt
    [m] (8.8) 
     
In a traditional Gibson’s measurement the flow is found by integration of the pressure 
curve. 
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1
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t
g AQ hdt
L
   [m3/s] (8.9) 
In a bend the velocity will no longer be symmetrical over the pipe center. In equation 
(8.7) the acceleration part has to be replaced with a material derivative component. 
 
 
DVg A h L A
dt
         [N] (8.10) 
Dv/dt is the material derivative. In a 2-dimentional representation the material derivative 
becomes: 
 
 x xx y
v vDV dv x v y v dv v v
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                [m/s
2] (8.11) 
 
It is chosen to use a 2-dimentional representation of the problem in stead of a 3-
dimentional. This may result in an unphysical solution to the problem as the secondary 
flow is neglected.  
 
If equation (8.11)  is implemented into equation (8.10), it can be developed into finding 
the flow, Q: 
 
2 2 2
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3/s] (8.12) 
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L dQh
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In a traditional Gibson’s measurement the flow is found by integration of the pressure 
curve. 
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77 
Considering the inertia time constant at a change in flow rate from 0 to Q it can be 
derived how this affects the inertia time constant, both with and without considering the 
velocity variation. 
 
Without considering the velocity variation Tw is set equal to dt and ΔQ=Q and equation 
(8.8) is developed with respect to Tw. 
 w
QT g A h
L
  
 [s] (8.13) 
Considering velocity variation the same is done with equation (8.12): 
  
 
( )
w
x y
QT g A v vh A v v
L x y
       
 [s] (8.14) 
 
In order to get an underestimation of the flow estimate, the inertia time for the water 
masses has to be smaller. To achieve this, the convective part of the equation has to be 
internally negative. Setting positive x- and y-directions with the flow direction, this 
means that the flow has to be shifted towards negative y-direction. However, Figure 27 
shows a fully developed bend flow profile calculated by CFD. As can be seen, the flow 
profile looks to be quite equal at the inlet and outlet of the bend. This means that during 
the acceleration the flow will also shift towards positive x-direction at the bend inlet. It is 
therefore probable that the x and y velocity components will cancel out each other, and 
that the inertia is constant regardless of bends. 
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Figure 27: CFD-calculated velocity profile through bend 
 
 
To investigate further, a CFD model has been made of a pipe with two bends and a 
model of a straight pipe with the same L/A-relationship. The s-shaped pipe had the same 
physical properties as the model made in the laboratory. The CFD-models were meshed 
in Ansys ICEM, and calculations were done in both fluent and Ansys CFX. Mesh 
parameters such as max angle, aspect ratio etc were checked and also the guidelines 
given by Celik [32] were used to obtain a grid independent mesh. This was done to 
ensure the quality of the CFD-calculations. The k-epsilon model was used for the 
calculations. The calculations were done without considering that the flow is initially 
laminar and afterwards have transition and turbulence. 
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79 
The CFD model pipes are initialized with zero flow and fed with an inlet pressure that 
should give approximately the same flow as in the laboratory experiments. Equation 
(8.15) shows how the initial pressure was chosen. 
 
2v g H
P g H
  
   → 
 2
2
init
init friction loss
v
P P


    [Pa]      (8.15) 
 
Thereafter a simulation is done where the flow is developed from 0 to stationary flow. 
The straight pipe and the double bend pipe were fed with the same inlet conditions. An 
adaptive time step scheme was used. The number of iterations per time step was set so 
large that the calculation usually went to the next time step due to reached residual 
demand. 
To develop the flow from 0 to stationary is “opposite” of the laboratory experiments 
where a valve is closed and the flow develops from stationary to 0. But in order to obtain 
an indication of the inertia time effect, this was considered the best way of making a 
CFD simulation of the phenomenon.  
 
The CFD-calculations indicate no significant difference in the development of the flow 
for a straight and a pipe with a double bend for the conditions investigated. Both models 
were fed with the same inlet pressure. In Figure 28 the result from the CFD calculations 
for viscous boundary conditions is shown. The slopes in the beginning represent the 
accelerations and coincide perfectly in both cases. There is a difference in the end when 
stationary conditions are achieved due to a difference in steady state friction. 
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Figure 28: CFD-calculated flow development 
 
However, since the two curves do not coincide perfectly all the way, it can not be stated 
that the bends does not affect the inertia. Something that should have been done in 
addition to the CFD-calculation presented was therefore to perform a simulation with no 
friction. Only if the curves had coincided for this case it could be concluded that bends 
do not affect inertia. 
 
8.6 Implementing unsteady friction in the calculations of flow 
estimate  
 
Referring to the figures in chapter 8.4 and 8.5, the tests performed in the laboratory have 
shown that there is a velocity or Reynolds number dependent error in the flow estimate. 
The reason for this phenomenon may be related to so-called unsteady friction in 
decelerating flows.  
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81 
The fact that this can give an error in the estimated flow has been pointed out earlier, 
among others by Professor Knut Alming as early as in the 1950s [33].1  
 
The topic of unsteady friction, and related topics, is presently investigated by several 
research institutions[34], and the work of finding a consistent correction is an ongoing 
project. Some models for predicting influence from unsteady friction has been 
developed, and as a start, it was decided to try to use some of these models to correct the 
flow estimates. One of the challenges of using these developed models is that they are 
based on lower Reynolds numbers than what is present in the NTNU Pressure-Time test 
rig. 
 
Implementation of unsteady friction in the Pressure-Time flow estimates started by 
numerical investigations done by Pontus P. Jonsson. The same procedure that was found 
applicable in the numerical investigations was thereafter used for correcting the flow 
estimates in the laboratory experiments. As a basis for implementing unsteady friction, 
the Brunone friction model was used [34]. 
 
 q
kD v vf f a
v v t x
         (8.16) 
 
In equation (8.16) fq is quasi steady friction, D is pipe diameter, v is velocity, 
v
t

  the 
acceleration, a the speed of sound in water, and 
v
x

  the convective water velocity. k is a 
dimensionless factor that more or less sets the rate of influence from unsteady friction. 
                                                 
1 A draft written by Professor Almings, concerning correction of pressure-time 
measurements, was found at the end of this PhD project. Sadly, all that could be found 
was the draft, and not a published version. The draft contained no figures to which he 
referred. This made the document quite impractical to use, and there was not enough 
time to go through his material and rediscover his findings in a propper way. Hopefully, 
there can be found a copy of the published version, so that this material can be looked 
into again, or maybe there will be time to do a proper investigation based on his draft 
later. 
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For setting this, Vardy’s shear decay coefficient was used [34]. For laminar flow this is 
C*=0.00476, and for turbulent flow. 
 
  0.05* 14.3log Re
7.41
Re
C   [-] (8.17) 
 
This equation is related to the factor k, by *
2
Ck  .  
 
For the quasi steady part of equation (8.16), the friction factor, fq, cannot be treated as a 
constant for the measurements in the laboratory, as is the normal procedure in Pressure-
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Since the water is decelerated, this means that the Reynolds number has to be calculated 
for every time step through the measurement for equations (8.17) and (8.18), and 
velocity and deceleration/velocity gradient has to be found for each time step for 
equation (8.16). These parameters were found from the calculated flow development 
obtained by the original procedure (assuming constant friction factor during 
deceleration.) For equation (8.18) the relative roughness, e, is set to 0.0015 mm 
according to tabular values for stainless steel pipes. This roughness also matched well 
with the value found from calculations done on the measurements. 
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influence as long as there was bulk flow in the system. This meant that this parameter 
could be taken out of the equation, so that the friction model used was  
 
 q
kD vf f
v v t
       [-] (8.19) 
 
Since the convective term is difficult to implement in the calculations, this simplifies the 
calculation procedure. 
 
After calculating Reynolds numbers and velocity and deceleration for each time step, 
and implementing these into equations (8.19), (8.17) and (8.18), new flow estimates 
were calculated for the  laboratory tests performed with L=9m and differential pressure 
transducers. The result is given in Figure 29. The figure shows flow estimates for:  
 Original calculation procedure, denoted “Constant f”  
 Non-corrected flow estimate with quasi steady friction factor, based on Darcy 
and Haalands formulas, denoted “Quasi steady”  
 Quasi steady flow estimate corrected with unsteady friction, denoted 
“Unsteady” 
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Figure 29: Flow estimates corrected for unsteady friction. 
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Figure 29: Flow estimates corrected for unsteady friction. 
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As can be seen from the figure, the correction did not give a perfect estimation of the 
flow, but the slope of the error became less steep and for the lowest initial flow the error 
in the flow estimate became considerably better (from ca 0.6 % error to ca 0.2 % error). 
This is an improvement, but there is still an aim to find a correction factor that gives an 
even better correction of the flow. This, however, demands more experiments on more 
setups with accurate references. It also has to be taken into account that the measuring 
system has uncertainties that exceed the errors made when implementing the unsteady 
friction.  
 
A more detailed presentation of the process of correcting the flow estimates with 
unsteady friction is given in Appendix D: Attempt of implementing unsteady friction in 
Pressure-Time measurements   
 
8.7 Conclusions for the Pressure-Time method 
 
For the Pressure-Time method, investigations are made with shorter distances between 
measurement cross sections than recommended. Measurements with bends between the 
measurement cross sections are also tested. The investigations were performed both in 
laboratory and in a field measurement. For laboratory experiments it was also 
investigated if models for unsteady friction could be used to correct the flow estimates. 
 
For the laboratory measurements, short distances between measurement cross sections 
gives a slightly increasing error with higher initial velocities. However, the error is 
within the uncertainties. As should be expected, the uncertainties become larger when 
shorter distance is used. For the field measurement, short distance between cross sections 
give basically the same result as a reference measurement done within the IEC standards 
(with long distance between measurement cross sections.) 
 
Bends between measurement cross sections can give an underestimation of the flow rate 
which, under certain circumstances, seems to have a constant ratio regardless of initial 
velocity. How large the underestimation ratio becomes can not be predicted in advance 
so more tests should be performed in order to determine how pipe diameter, bend angle, 
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bend radius and distance from bend to measurement cross section affects the measured 
pressures. 
 
There is experienced a Reynolds number or velocity dependent estimation error in the 
laboratory measurements. The Brunone unsteady friction model combined with Vardy’s 
shear decay friction factor is tested with respect to unsteady friction. Including this in the 
Pressure-Time friction estimates improve the flow estimate. The unsteady friction 
models still needs some correction though. 
 
8.8 Further work for the Pressure-Time measurement 
 
For measurements on short distances, it is concluded that errors is within uncertainties. 
In the field measurement, the long and short distance tests practically gave the same 
results. However, only one field measurement is performed, and this is not enough to 
give a final conclusion. Installing double sets of pressure sensors in future Pressure-Time 
measurements for collecting data for this matter is therefore important.  
 
Based on the results from the measurements with bends it seem like the ratio of the 
underestimation will vary according to different parameters. Important topics in further 
work for Pressure-Time measurements with bends is therefore how pipe diameter, bend 
angle, bend radius and bend radius relative to pipe diameter affect the results. It is a goal 
to obtain some correction factor that can compensate for the underestimation based on 
these parameters.  
 
The distance between measurement cross-sections and bend is not treated thoroughly 
enough in the presented thesis. Bends probably influences the measurements due to 
secondary flows and skewed velocity profiles. If a measurement cross section is close to 
a bend, the bend will give higher velocities in the measurement cross sections and 
thereby lower pressure. The lower pressure will give an error in the calculated flow 
relative to a measurement where the influence from the bend is not present. Predicting 
the influence on the measurement due to the distance from the bend, or predicting when 
the secondary flows and skewed velocity profile is evened out, is therefore important in 
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order to perform measurements with bends between the measurement sections. This is 
also important for the matter of how close to a bend measurement cross sections can be 
in general. CFD can be a helpful tool in this task, in order to predict when the influences 
from bends are evened out. 
 
Investigations on contractions and conical pipes should also be initiated and performed. 
This is a geometry that is often present in power plant pipe systems. 
 
The preliminary results from correction of flow estimates by use of unsteady friction are 
promising, but an adequate correction is not jet found. Investigation on correction 
parameters and methods therefore has to be continued. Neither has any comparative 
measurements with respect to this been performed in field tests against an accurate 
reference.  
 
How the closing time, or in other words the velocity gradient, affects measurements is 
not investigated in this thesis.  This might be an important parameter both for 
measurements with bends, and for unsteady friction.  
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 Appendix A: Deduction of the thermodynamic 
efficiency equation 
In chapter 5.2 it was given that the efficiency of the thermodynamic method with respect 
to enthalpy was: 
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Further is (h1-1-hs) transformed to enthalpy difference where the pressures p1-1 and p2-1 
are included.  
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Where  is the waters reference volume at 00C and atmospheric pressure. (1-0v  ) is a 
dimensionless correction factor correcting the volume of the water for its 
compressibility, relative to .  0v
In same manner (h1-1 -h2-1) is transformed to 
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Where (1- ) is a dimensionless correction factor correcting the volume for the waters 
compressibility and the expansion due to temperature relative to .  0v
 
Since these parameters vary almost linearly with pressure and the temperature changes 
are small, the mean values can be used when calculating the integrals. This will give 
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Deduction of this equation includes  
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   can be found in tables, where their “behavior” 
according to pressure and temperature is accounted for. There are also equations that can 
be used to calculate them. These were worked out during the 70’ies by experiments and 
calculations. By taking into account potential and kinetic energy the turbine efficiency 
can be expressed as 
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As can be seen in the equation, the reference indexes in numerator and denominator are 
different. The indexes in the numerator are referring to the exact points where the 
temperature measurement is performed. The indexes in the denominator are referring to 
the centerlines of inlet and outlet. Adiabatic processes are assumed from centerlines to 
measurement points.  
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The temperature of the water flowing through a turbine may be influenced by its 
surroundings in different ways. To account for these influences a corrective term mE is 
added to the numerator. The final equation for the efficiency becomes 
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Appendix B: Uncertainty calculations for the Hol II 
measurement 
For the deduction given it is assumed that the reader has the basic knowledge of the 
performance of a thermodynamic measurement and of the basic principles of uncertainty 
analysis. The uncertainty deduction is starting with basis in the formula for the 
thermodynamic efficiency  
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The uncertainty for the efficiency is 
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Each parameter is broken down to its components and the uncertainty equation for each 
component is found and added together by the RSS-method. (As will be seen in the 
deduction, uncertainties for pressure and temperature have to be used when calculating 
uncertainties for isothermal factor for water ( a ), specific heat capacity ( pc ) and water 
density (  ). The calculations therefore include some iteration. However, for practical 
matters the iteration process is skipped, just using approximated values for temperature 
and pressure uncertainties. 
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by the area relationship between inlet and outlet of its collecting vessel. The uncertainty 
is therefore the same as for the current meters. 1 1v  is found by filling a container with 
known volume over a period of time and divide this by the area of the cross section at 
the measurement point in the measurement probe 
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The systematic uncertainties for the geodetic levels are generally set to ±0.02 m. The 
uncertainty from the gravity is 0.01%. 
 
Handling uncertainties from the multipoint measurement 
 
In the actual measurement there were two measurement sections at the inlet, and twenty 
at the outlet.  It was assumed that uncertainty was represented by the mean of the 
uncertainties in the subareas. 
 
As an example the test at 25 MW for the Hol II efficiency measurement is shown. The 
uncertainty between inlet and the outlet subareas is shown in Table A. 
Table A 
1.404 1.395 1.412 1.455 
1.395 1.385 1.404 1.443 
1.388 1.381 1.402 1.439 
1.404 1.412 1.397 1.435 
1.404 1.395 1.412 1.455 
 
To set the uncertainty for the test it is chosen to use the mean of all twenty uncertainties. 
For this particular test this amounts to 1.417 %.  
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 In addition to the uncertainties in each component itself the IEC 60041 [1] demands that 
uncertainties for energy are added. 0.6 % uncertainty has to be added for the energy 
distribution at the outlet, but since the measurement at the outlet consist of 20 subareas, 
the 0.6 % addition is replaced by the uncertainty in the distribution of the energies in the 
different control volumes. An example of energy distribution is shown in Table B. 
Table B 
438.477 437.366 435.700 434.915 
441.420 440.421 439.221 438.903 
441.249 441.368 439.985 440.934 
439.272 438.708 440.751 441.332 
438.477 437.366 435.700 434.915 
 
 
The uncertainties for the energy distribution is now found using the equation for random 
error assuming student’s t distribution, with number of points (n) equal to 20 and t equal 
to 2.093 which is the percentile value for student’s t distribution with 19 degrees of 
freedom at 95% confidence interval. 
 Yrandom
t se
n
   [] 
For this power output, the uncertainty in the outlet energy distribution becomes 0.21% 
 The IEC 60041 [1] also demands a 0.2 % addition in uncertainty for the energy 
distribution at the inlet, which also is added to the uncertainty.   
When all the part uncertainties are found these are added together so the uncertainty for 
the mechanical energy becomes 
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Uncertainty for the hydraulic energy 
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VIII 
The part uncertainties for the different parameters in the static pressure energy are 
basically the same for this equation as it is for the static pressure part of the mechanical 
energy. The details can therefore be found from there. The same goes for the potential 
energy component of the hydraulic energy 
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1. Introduction 
 
In order to do research on a measuring method, it is essential to know how the method 
performs relative to the actual conditions. Therefore, finding a flow matching a reference 
flow is not the only goal. Consistency in the measurements to give a statistically good 
foundation for research is essential. There is therefore a need for a statistical foundation 
to describe influence from distance between measurement cross sections, flow velocity, 
bends and so forth.  
A test rig was built in the Waterpower Laboratory at NTNU in Trondheim to perform 
well control experiments. Performing Pressure-Time measurements in a laboratory has 
some disadvantages compared to field measurements: 
 joints and pipes not directly involved in the test can give pressure pulse 
reflections and hence noise in the measurements 
 limitations in 
 pipe diameter 
 length of pipes  
 maximum flow 
 
But there are also some advantages which make laboratory tests very valuable: 
 good reference of real flow  
 high accuracy test geometry specification 
 high accuracy and control of test conditions 
 possibility to perform a large number of tests 
 
Especially the last point is convenient as the tests are not subject to economy or power 
production for a company. 
This paper will present the uncertainty analysis from the laboratory measurements and 
methods to find correct end points in order to minimize the random behavior of the 
method. The uncertainty analysis is motivated by the need of evaluating how the method 
perform with respect to uncertainty, and where to find the largest potentials for 
improvements. It is also discovered that  
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 2. The laboratory set up 
 
Figure 1 shows a schematic overview of the test rig. The Gibson test section consists 
of a stainless steel pipe with 300 mm diameter and 26.7 m long. The valve is operated by 
a hydraulic aggregate and actuator. 
  
Figure 1: Schematic of the laboratory test rig. 
 
The pressure sensors used in this project are Honeywell differential pressure 
transducers (DPT) with a range from -0.5 to 0.5 bar differential pressure. Four sensors 
connected to the pipe by tubing have been distributed around the pipe with an even angle 
of 90o between them. Calibration was done using a Ruska dead weight manometer 
system, and based on this the systematic uncertainty was determined. The systematic 
uncertainties of the sensors obtained by calibration vary from 0.06% to 0.12%, the 
manufacturers specification is 0.25%. In lack of better ways to combine uncertainties 
from several sensors it is chosen to use the mean of all systematic uncertainties as the 
systematic uncertainty for the system as a whole. The reference flow is determined by an 
electro magnetic flux flow meter, calibrated with the laboratory’s flow calibration 
system. The overall uncertainty for the reference flow is approximately 0.3% according 
to the manufacturer.  
The test cases have been performed on three approximate flows, 400, 300 and 170 
l/s, and variable distance between measurement cross-sections. The distances have been 
3, 4, 6, 9 and 17 m. Results for a flow of 400 l/s with measurement cross-sections 
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distance 9 m are mainly used for illustration in the uncertainty analysis. For the end point 
discussion measurements at 6 m and a flow of 170 l/s is used. 
 
 
3. Calculation and uncertainty 
 
Calculation of flow rate is done using equation 2.1 
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   [m
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where 
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This gives the uncertainty equation 
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2f f f f f      [%]   (2.3) 
 
For values of the parameters see Table 1.  
Furthermore, the spread of the measurements are evaluated relative to the mentioned 
EMF flow meter which also has an uncertainty EMFf . This uncertainty is calculated from 
the uncertainty given in calibration and the random uncertainties during tests. The final 
uncertainty equation for the measurements becomes 
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In this equation the parameter 
intA
f is calculated by  
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where  ipe   shall consist of both a systematic and a random uncertainty, but since the 
water hammer is a transient phenomenon, the random uncertainty is difficult to evaluate. 
Values based on experience can be used, but here it is chosen to use the same random 
uncertainty for the water hammer as for the stationary mean before the valve closure. 
Further  
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 [%] (2.5) 
t zeroQ
f  is the uncertainty in the determination of pressure lines or the uncertainty in the 
mean of the stationary values before and after the valve closure. It is based on the 
strategy presented by Hulås and Dahlhaug [2] in Portland 2006, but with some changes. 
The basis for the parameter is the random and systematic uncertainty in the averages of 
the pressures before and after the valve closure, and the influence this uncertainty has on 
the integrated area. 
The valve used in the laboratory measurements is absolutely tight; hence there is no 
uncertainty contribution from leakage. 
Table 1 shows the uncertainty for the different parameters represented in the 
uncertainty calculations. Some uncertainties are individual for each test, e.g., random 
uncertainties. To describe these, the span of uncertainty is showed. 
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 Table 1: Parameter uncertainties. 
Label Explanation Value Unit Comment 
systp
e  Systematic 
uncertainty 
differential pressure 
transducers 
9.25 [Pa] Mean of the 
systematic 
uncertainties 
tf  Uncertainty in time 
logging 
0.01 [%]  
t zeroQ
f   Uncertainty in the mean of the 
stationary values 
before and after the 
valve closure 
0.16-0.26 [%]  
pipeA
f  Uncertainty in pipe 
area 
0.167 [%]  
f  Uncertainty in water 
density 
0.01 [%]  
lf  Uncertainty in length 
between 
measurement cross 
sections 
0.011 [%]  
1rstartp
e
  Random uncertainty in average pressure 
before valve closure 
13.78-16.54 [Pa]  
2r endp
e
  Random uncertainty in mean pressure 
after valve closure 
6.88-14 [Pa]  
EMFf  Uncertainty in 
reference flow 
0.3 [%]  
 
Using the values given in the table the uncertainties for measurements with 9 meters 
distance and 400 l/s becomes ± 0.38% - 0.44%. A large contribution to the uncertainty is 
due to the electromagnetic flow meter: 0.3%. The uncertainty decreases to ± 0.23% - 
0.32% without taking it into account. The spread of the measurements are 0.55% 
(±0.275) which means that the spread is within the calculated uncertainties. 
Hulås and Dahlhaug [2] also implemented friction line uncertainty. This parameter 
is not implemented here as one of the goals for the work in a long horizon is to find 
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whether any adjustments, and what kind of adjustments, should be done to the friction 
line equation, see Jonsson et al [4]. 
 
 
4. The end point discussion 
 
In the process of analyzing the data, it was discovered that the position of the start 
and end point for the water hammer integral influences significantly the calculated flow. 
An article by S. Mollicone from Hydro Quebec [3] states that the end point should be 
picked such as the resulting integral after the end point is zero. This gives in general an 
end point located a small distance after the top or bottom of a peak. The IEC 41 [1] has 
adopted the same principle. Finding suitable end points have however proved to be more 
problematic in the laboratory measurements. The main reason is attributed to noise from 
reflections from joints and pipes connected to the system without flow. Similar 
phenomenon can occur in field measurements where bends, surge tanks, etc. can cause 
noise and disturbances in the measurements. Using randomly distributed end points for 
the case with 6 m distance and 170 l/s, has shown that the difference in calculated flow 
can be as large as 0.6%. To ensure finding correct endpoint, two different methods have 
been tested. One is to filter the signal in order to find the correct pressure peaks to use, 
i.e., zero-passages and peak amplitudes. The method will be presented in the next 
chapter. The other method consists in using several end points, and find a mean based on 
these. Using this method, it also became possible to determine the most appropriate 
integration points for the conditions set for the test. In present case, 100 end points from 
the first lower peak after valve closure and evenly distributed 2 seconds ahead in time 
were used. The flow was calculated for each one of them and thereafter the flow was 
determined as the mean of the calculated flows. Figure 2 shows the end points positions 
over the range after the valve closure and ahead in time. 
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Figure 2: 100 end points, equally spaced in time. The points with an extra square 
are within 0.1% of the mean flow calculated 
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Figure 3: Discharge error for the different end points shown in Figure 2. 
 
The points with an extra square in Figure 2 are points within 0.1% of the mean flow 
calculated. They are mainly located close to the peaks, but there are also points close to 
peaks that are not within the 0.1% span. Therefore, there is no guarantee to get consistent 
results from measurements by picking peaks randomly. There are also more frequent 
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points within the 0.1% span as the points are coming further out on the time abscissa. 
This is expected as the area under/over each peak becomes smaller and hence less 
significant in the integration. Figure 3 shows the error for all tested points shown in 
Figure 2. The spread seems to be randomly distributed with a maximum deviation away 
from the mean around 0.6%. The importance of an appropriate end point for integration 
is again pointed out. 
 
The integration start point is also of importance to determine the flow. An analysis 
using several integration start points similarly to the end points previously described 
point out a difference in calculated flow as large as 0.6% depending of the start point. 
The standard states that the integration start point shall be at the start of the valve 
closure. Neither is the flow before the closing of valve affected by pressure pulsations 
with regular frequencies in the same manner as after the closure. In other words; the 
calculation of flow based on different start points can not be expected to have a cyclic 
behavior in the same manner as the end points. Therefore to perform an analysis of 
where to set the start point is not considered correct. However it introduces an 
uncertainty and it becomes a question of how to include this in the results. 
 
 
5. Filtration of the measurement signals to find correct 
end point. 
 
In order to find the peaks representing the physics of the test cases, signal filtering 
may be used. This may save time in the calculation process since filtration makes it 
possible to automatically calculate several end points which take much shorter time than 
manually (går det inte at göra asutomatisk?) calculating the flow for several points. It 
also gives the advantage to find easily calculation errors and corruped data series. 
As mentioned in chapter 4, it can be hard to find and locate the correct end point in 
laboratory measurements, i.e., locate the zero-passage and peak value which are needed 
to calculate the end point according to IEC 41. 
In case of a pressure signal with significant noise having higher frequencies than the 
swinging in the penstock, the signal can be low pass filtered. This gives a clear signal in 
which the zero-passage and peak values easily can be located. Thus, the appropriate end 
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point can be determined. The attained end point is thereafter used in the integration of 
the original signal. This gives a correct integration limit without losing information due 
to filtration. Since calculation procedure is made by script it is easy and preferable to 
calculate the flow for a couple of subsequent end points. By doing that it is possible to 
find calculation errors and view part of the uncertainties in the integration. 
Figure 4 shows an example of a filtered (black) and original (grey) signal with the 
calculated end points. The signal is obtained at a measuring length of 6 m and a 
discharge of 170 l/s. It is not that noisy, but still it is difficult to determine the exact peak 
amplitudes and zero-passages. 
The calculated discharge error corresponding to each stop point is shown in Figure 
5. The mean error is slightly lower compared to the mean in Figure 3 (just above 1%). 
This is, as well, near the mean error (mean of 6 runs) shown in Jonsson et al. [4]. The 
spread is below ±0.1% from the mean for all tested points and hence confirms the results 
from chapter 4. 
However, the influence of the end points gets more significant in cases with high 
amplitude pressure traces after valve closure. If these high amplitudes appear in a truly 
noisy signal, the filtering method works well and is both fast and simple to use. 
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Figure 4: Filtered (black) and original (grey) signals and calculated end points 
(white squares). 
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point can be determined. The attained end point is thereafter used in the integration of 
the original signal. This gives a correct integration limit without losing information due 
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Figure 5: Discharge error for the different end points shown in Figure 4.  
 
 
6. Implementing uncertainty in regression curve 
 
As stated in chapter 3, there was a spread in the calculated flows. Even though the 
spread is within the calculated uncertainty, there is still reason to believe that there is a 
significant random uncertainty in water hammer. Since this is a transient phenomenon it 
is almost impossible to find the random uncertainty for it. In the laboratory, a large 
number of test points at approximately the same flow is taken. Based on the 
measurments, an expectation for random behavior of the method under certain 
conditions is determined. In the field, the power plant owner will usually demand as 
short down time as possible, and in order to cover the whole range of the turbine, 
running on several flows will also be prioritized contrary to running on the same flow 
several times. This excludes the possibility to find the random behavior of of the method 
at the systematic site for a certain flow. In order to express an expectation for the spread 
in field measurements a choice can be to find the uncertainty for points around a higher 
order regression curve. This is described in the IEC 41 (APPENDIX D), but it seems as 
though this analysis is often skipped in the final uncertainty calculations. 
XXII 
 
31 31.5 32 32.5 33
0.4
0.6
0.8
1
1.2
1.4
1.6
Time [s]
D
is
ch
ar
ge
 e
rro
r [%
]
 
Figure 5: Discharge error for the different end points shown in Figure 4.  
 
 
6. Implementing uncertainty in regression curve 
 
As stated in chapter 3, there was a spread in the calculated flows. Even though the 
spread is within the calculated uncertainty, there is still reason to believe that there is a 
significant random uncertainty in water hammer. Since this is a transient phenomenon it 
is almost impossible to find the random uncertainty for it. In the laboratory, a large 
number of test points at approximately the same flow is taken. Based on the 
measurments, an expectation for random behavior of the method under certain 
conditions is determined. In the field, the power plant owner will usually demand as 
short down time as possible, and in order to cover the whole range of the turbine, 
running on several flows will also be prioritized contrary to running on the same flow 
several times. This excludes the possibility to find the random behavior of of the method 
at the systematic site for a certain flow. In order to express an expectation for the spread 
in field measurements a choice can be to find the uncertainty for points around a higher 
order regression curve. This is described in the IEC 41 (APPENDIX D), but it seems as 
though this analysis is often skipped in the final uncertainty calculations. 
XXII 
 
31 31.5 32 32.5 33
0.4
0.6
0.8
1
1.2
1.4
1.6
Time [s]
D
is
ch
ar
ge
 e
rro
r [%
]
 
Figure 5: Discharge error for the different end points shown in Figure 4.  
 
 
6. Implementing uncertainty in regression curve 
 
As stated in chapter 3, there was a spread in the calculated flows. Even though the 
spread is within the calculated uncertainty, there is still reason to believe that there is a 
significant random uncertainty in water hammer. Since this is a transient phenomenon it 
is almost impossible to find the random uncertainty for it. In the laboratory, a large 
number of test points at approximately the same flow is taken. Based on the 
measurments, an expectation for random behavior of the method under certain 
conditions is determined. In the field, the power plant owner will usually demand as 
short down time as possible, and in order to cover the whole range of the turbine, 
running on several flows will also be prioritized contrary to running on the same flow 
several times. This excludes the possibility to find the random behavior of of the method 
at the systematic site for a certain flow. In order to express an expectation for the spread 
in field measurements a choice can be to find the uncertainty for points around a higher 
order regression curve. This is described in the IEC 41 (APPENDIX D), but it seems as 
though this analysis is often skipped in the final uncertainty calculations. 
XXII 
 
31 31.5 32 32.5 33
0.4
0.6
0.8
1
1.2
1.4
1.6
Time [s]
D
is
ch
ar
ge
 e
rro
r [%
]
 
Figure 5: Discharge error for the different end points shown in Figure 4.  
 
 
6. Implementing uncertainty in regression curve 
 
As stated in chapter 3, there was a spread in the calculated flows. Even though the 
spread is within the calculated uncertainty, there is still reason to believe that there is a 
significant random uncertainty in water hammer. Since this is a transient phenomenon it 
is almost impossible to find the random uncertainty for it. In the laboratory, a large 
number of test points at approximately the same flow is taken. Based on the 
measurments, an expectation for random behavior of the method under certain 
conditions is determined. In the field, the power plant owner will usually demand as 
short down time as possible, and in order to cover the whole range of the turbine, 
running on several flows will also be prioritized contrary to running on the same flow 
several times. This excludes the possibility to find the random behavior of of the method 
at the systematic site for a certain flow. In order to express an expectation for the spread 
in field measurements a choice can be to find the uncertainty for points around a higher 
order regression curve. This is described in the IEC 41 (APPENDIX D), but it seems as 
though this analysis is often skipped in the final uncertainty calculations. 
XXII 
This method was used for the Anundsjoe field measurements. The Anundsjoe Power 
Plant consist of one 5 MW francis unit with nominal head 58,5 meters and a flow of 10 
m3/s. For more details see Jonsson et al [4]   
To estimate the efficiency curve through the measured points, a higher order 
equation for the efficiency curve was found. This was found by a 4th order polynomial 
regression based on the points taken in the measurement. (It is as a start assumed that 
this represents the efficiency curve. However, an efficiency curve can not always get a 
good representation by a higher order equation.) When having plotted the curve and the 
measured points with uncertainties, it could be seen that the curve did not lie within the 
uncertainties for some of the points. Hence, either the curve mismatched the true 
efficiency curve, or the random behavior of the measured points was larger than so far 
calculated uncertainty. Therefore the uncertainty for the regression curve was added to 
the uncertainty calculation. After this the estimated efficiency curve came within the 
uncertainty for all measured points but one. This is illustrated in Figure 6. (It is a 
question whether the calculated uncertainty for the regression curve represents the 
uncertainty of the regression curve itself or the variation in measured points. Whether it 
is the one or the other becomes more clear with an increasing number of test points) The 
efficiency curve is made up by altogether 19 points, but only the efficiency curve at part 
load is shown in order to get a better view. Points with estimated curve not within 
uncertainty are marked with a dotted circle. The ranges of the first calculated 
uncertainties are marked with a “–“, and the ranges of the uncertainties after added 
regression uncertainty is marked with a bold “–“. 
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Figure 6: Relative efficiency with regression curve (4th order polynomial), 
measured points and uncertainties (- represents uncertainty without regression 
uncertainty and bold - represents total uncertainty with regression uncertainty) 
 
There are some challenges to the use of uncertainty for regression curves. One is 
that the efficiency curve can not necessarily be expressed by a higher order equation. 
This can in some cases be solved by splitting the efficiency curve into several lines with 
different equations. Another is that few measured points will give a high uncertainty due 
to the fact that it is based on Student t distribution, and the nature of this distribution will 
give high uncertainty if few points are measured. However, to get consistent results and 
low uncertainty as many points as possible should be taken. If the measurement is done 
under good conditions with good repeatability and the efficiency curve has a good match 
with a higher order polynomial, adding the regression uncertainty will not give a large 
contribution to the total uncertainty. If the case is the opposite, a more correct 
uncertainty will be obtained by adding the regression uncertainty. 
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7. Comments 
 
In the measurements nylon tubes were used for their easily mounted and allowing 
monitoring the presence of air bubbles. To state whether nylon tubing was acceptable, 30 
tests were performed where simultaneous measurements with both steel pipes and nylon 
tubes were performed. The mean difference in calculated flow with nylon tubes versus 
steel pipes was 0.08%, a negligeable difference. 
Absolute pressure transmitters (APT) have also been used. Being mounted directly 
to the pipe wall using absolute measurements should avoid uncertainties related in 
connection tubing effects. Both the calculated instrument uncertainty and the spread 
have proved to be larger for the APTs, but the mean of the results is approximately the 
same for both kinds of sensors. However, the DPTs were preferred for research 
evaluations due to their lower spread and uncertainty compared to APTs. A difference in 
the behavior of the pressure pulsations in the APTs compared to the DPTs was 
registered. The reason for this may be that the absolute sensors are subjected to larger 
pressure peaks that will influence the result, while these peaks are damped out in the 
connection tubing of the differential pressure transducers. 
 
 
8. Conclusion 
 
This paper presents an uncertainty analysis of the pressure-time method. It also 
presents suggestions how to make the post processing more easy to use and accurate. 
The integration end point is in many cases easy to find as well as difficult due to the 
presence of noise and/or interaction of different pressure waves in the signal. Noisy 
signal can result in poor calculations and, thus, give an inaccurate result. The mean of 
100 end points and its variation shows that the deviation can be rather high  for randomly 
selected points; up to ≈ 0.6% in the present case. Filtration of the signal makes it easy 
and straight forward to calculate the correct end points, and thus reduce the uncertainty 
in the results. 
If not having several measurement points to describe random behavior of a 
measurement, e.g., in field tests, some of this random behavior can be described by using 
uncertainty of a polynomial regression curve. 
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ABSTRACT 
 
The Norwegian University of Science and Technology (NTNU) and Luleå University of 
Technology (LTU) have during the last two years collaborated in the development of the 
pressure-time method for hydropower application, also known as Gibson method. The 
collaboration has involved the construction of a test rig at NTNU specifically designed 
to study the method. The test rig allows high accuracy repeatable flow measurements. 
Such measurements are used for the validation of numerical codes on the matter. The 
experimental results revealed a velocity or Reynolds number dependent error of the flow 
estimate when following the IEC 41 standard.  
In parallel a numerical code using the Brunone’s model with Vardy’s shear decay 
coefficient for unsteady friction was developed. A similar trend to the experiments was 
obtained with the code. However, introduction of the unsteady losses in the calculations 
of the flow rate cancelled the systematic error in the simulations.  
In the present work, a development of the Gibson method is presented where the flow 
rate is estimated taking into account a time dependent friction. The systematic error is 
considerably reduced. 
 
 
 
XXVIII 
ATTEMPT OF IMPLEMENTING UNSTEADY FRICTION IN 
PRESSURE-TIME MEASURMENTS 
 
Pontus P. Jonsson1, Jørgen Ramdal2, Michel J. Cervantes1, Torbjørn K. Nielsen2,  
Ole G. Dahlhaug2 
 
1) Luleå University of Technology 
2) Norwegian University of Science and Technology 
 
 
ABSTRACT 
 
The Norwegian University of Science and Technology (NTNU) and Luleå University of 
Technology (LTU) have during the last two years collaborated in the development of the 
pressure-time method for hydropower application, also known as Gibson method. The 
collaboration has involved the construction of a test rig at NTNU specifically designed 
to study the method. The test rig allows high accuracy repeatable flow measurements. 
Such measurements are used for the validation of numerical codes on the matter. The 
experimental results revealed a velocity or Reynolds number dependent error of the flow 
estimate when following the IEC 41 standard.  
In parallel a numerical code using the Brunone’s model with Vardy’s shear decay 
coefficient for unsteady friction was developed. A similar trend to the experiments was 
obtained with the code. However, introduction of the unsteady losses in the calculations 
of the flow rate cancelled the systematic error in the simulations.  
In the present work, a development of the Gibson method is presented where the flow 
rate is estimated taking into account a time dependent friction. The systematic error is 
considerably reduced. 
 
 
 
XXVIII 
ATTEMPT OF IMPLEMENTING UNSTEADY FRICTION IN 
PRESSURE-TIME MEASURMENTS 
 
Pontus P. Jonsson1, Jørgen Ramdal2, Michel J. Cervantes1, Torbjørn K. Nielsen2,  
Ole G. Dahlhaug2 
 
1) Luleå University of Technology 
2) Norwegian University of Science and Technology 
 
 
ABSTRACT 
 
The Norwegian University of Science and Technology (NTNU) and Luleå University of 
Technology (LTU) have during the last two years collaborated in the development of the 
pressure-time method for hydropower application, also known as Gibson method. The 
collaboration has involved the construction of a test rig at NTNU specifically designed 
to study the method. The test rig allows high accuracy repeatable flow measurements. 
Such measurements are used for the validation of numerical codes on the matter. The 
experimental results revealed a velocity or Reynolds number dependent error of the flow 
estimate when following the IEC 41 standard.  
In parallel a numerical code using the Brunone’s model with Vardy’s shear decay 
coefficient for unsteady friction was developed. A similar trend to the experiments was 
obtained with the code. However, introduction of the unsteady losses in the calculations 
of the flow rate cancelled the systematic error in the simulations.  
In the present work, a development of the Gibson method is presented where the flow 
rate is estimated taking into account a time dependent friction. The systematic error is 
considerably reduced. 
 
 
 
XXVIII 
ATTEMPT OF IMPLEMENTING UNSTEADY FRICTION IN 
PRESSURE-TIME MEASURMENTS 
 
Pontus P. Jonsson1, Jørgen Ramdal2, Michel J. Cervantes1, Torbjørn K. Nielsen2,  
Ole G. Dahlhaug2 
 
1) Luleå University of Technology 
2) Norwegian University of Science and Technology 
 
 
ABSTRACT 
 
The Norwegian University of Science and Technology (NTNU) and Luleå University of 
Technology (LTU) have during the last two years collaborated in the development of the 
pressure-time method for hydropower application, also known as Gibson method. The 
collaboration has involved the construction of a test rig at NTNU specifically designed 
to study the method. The test rig allows high accuracy repeatable flow measurements. 
Such measurements are used for the validation of numerical codes on the matter. The 
experimental results revealed a velocity or Reynolds number dependent error of the flow 
estimate when following the IEC 41 standard.  
In parallel a numerical code using the Brunone’s model with Vardy’s shear decay 
coefficient for unsteady friction was developed. A similar trend to the experiments was 
obtained with the code. However, introduction of the unsteady losses in the calculations 
of the flow rate cancelled the systematic error in the simulations.  
In the present work, a development of the Gibson method is presented where the flow 
rate is estimated taking into account a time dependent friction. The systematic error is 
considerably reduced. 
 
 
 
XXVIII 
INTRODUCTION 
 
This paper is the result of a joint project between the Norwegian University of Science and 
Technology (NTNU) and Luleå University of Technology (LTU), where the Pressure-Time 
method, also known as Gibson’s method, is investigated The project includes among other 
things: 
 Laboratory experiments  
 Numerical analysis with simulation of valve closure with corresponding pressure-
time calculation 
 
During the laboratory experiments, a flow dependent error in the results was revealed. This is 
also registered in earlier laboratory tests performed on the method, where pipes with small 
diameters were used [8].  The reason for the discrepancy can be caused by the phenomenon 
unsteady friction which occurs in transient flows. This paper will investigate this possibility of 
correcting the results by adding unsteady friction into the equation. 
 
The pressure-time method, also known as Gibson’s method, was developed in the early 20th 
century, see [1]. The method measures the discharge through pipes and conducts and is an 
indirect method for site efficiency tests. The method is based on Newton’s second law and uses 
the relation of the retardation of water masses and the corresponding transient pressure that 
occurs during the deceleration of the flow. By measuring the differential pressure between two 
cross-sections that have a distance L between them in a closed conduit, and integrate over the 
time of the deceleration (t1 to t2), the initial flow Q can be calculated, see eq  (0.1). 
 
2
1
( )
t
t
AQ p
L
   dt  [m3/s] (0.1) 
 
In addition to the already explained parameters in the equation, A is the area of the conduit, 
 the water density, p  the differential pressure and  the friction loss between the two 
measurement cross sections. In the pressure-time method the friction factor, f, is treated as 
constant (steady state Darcy-Weisbach friction factor) with a value obtained from the initial 
state which is thereafter used during the whole integration with the assumption that it follows 
the equation  
   
 2fQ   [Pa] (0.2) 
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This procedure is the one commonly used in pressure-time measurements, and it is described in 
the international standards [2]. The assumption of a constant friction factor is adequate for 
steady flow in rough pipes according to the experiments performed by Nicuradse [6]. In 
unsteady flow, the equation is only a rude approximation, but by lack of alternatives, it is still 
used in unsteady flow calculations and recommended in IEC description of pressure-time 
method. However, it is known to be one of the main causes for uncertainty in determining the 
flow by integrating the pressure curve. Hereafter the pressure-time method following the IEC 
standard will be denoted as constant f. 
 
LABORATORY EXPERIMENTS 
 
Experimental setup 
 
Laboratory tests using the pressure time method has been performed at the Waterpower 
Laboratory at NTNU. The test rig used for this purpose consists of an open gravity driven pipe 
system with a maximum discharge of approximately 0.410 m3/s. The available head for the 
system, from the head reservoir down to the measuring section, is 9.75 m. The test section 
consists of a 26.67 m stainless steel pipe with an internal diameter of 0.3 m. For the 
experiments, measurement sections are made at 11 positions along the test section. The first 
section is located 3.7 m upstream the valve and the 10 remaining sections at every meter further 
upstream. At each measuring section 4 pressure taps are mounted with 90 degree spacing 
around the circumference. A hydraulic driven gate valve is used for the closing sequence. The 
closing time can be adjusted down to 2.5 s but it is kept around 4-5 s due to safety reasons. 
Repeatability of the closing time and effect of different times can be seen in [3]. The initial 
discharge is adjusted with a throttle downstream the gate valve. A magnetic flow meter from 
Krohne (IFS 4000) is used as reference during all tests. It is calibrated with a weighing-time 
system. The specification from the manufacturer states an accuracy of 0.3 %, but it has been 
calibrated with less than 0.1% deviation from reference. 
The tests are performed with differential pressure sensors. The differential sensors used were 
Honeywell FP2000/FDW. They have a range of ±0.5 bar and an accuracy of 0.25 %. Totally 4 
sensors are used; one at each position around the circumference. A 16 bit data acquisition 
system (Ni-6221) from National Instruments was used in the measurements. The sampling 
frequency was set to 2 kHz and the logging was performed without filtering. 
An outline of the test rig is shown in Figure 1. 
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Figure 1: Schematic overview of the test rig. 
 
 
Measurements 
The measurements analyzed in this paper were performed at a test length of L = 9 m. Three 
discharges were chosen for the survey; Q1 ≈ 0.4, Q2 ≈ 0.3 and Q3 ≈ 0.16 m3/s. This corresponds 
to Re ≈ 1.7×106, 1.3×106 and 6.6×105, respectively. Measurements with higher Reynolds 
numbers could not be performed due to limitations in the test rig, and measurements were not 
performed on lower Reynolds numbers because lower flows gave instabilities in the system 
(Cavitation/pressure pulses in the throttle valve used for flow control). 
 
Results from the laboratory measurements with constant f pressure-time method  
The results from the pressure-time calculations for the laboratory experiments are presented as 
deviation in percent from the reference flow. Each value from the laboratory tests are mean 
values taken from 6 runs. 
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Figure 2: Flow estimation error vs initial Reynolds number obtained from constant f 
pressure-time calculations (IEC standard pressure-time method) 
 
From Figure 2 it can be seen that with a constant friction factor the flow is over estimated for 
the lower initial flow rate. Since the deceleration of the flow generates a transient phenomenon 
it is most likely that the assumption of a constant friction factor is not correct. During 
deceleration of a fluid it has been shown that the wall friction can both be lower and higher than 
the quasi-steady, dependent upon the velocity gradient, see [6]. Since the flow is over estimated, 
for this case, it is an indication that the friction used in calculations is too large. The unsteady 
friction should therefore be lower than with constant friction factor. 
 
 
AN ANECDOTE ON THE QUASI-STEADY FRICTION FACTOR 
 
The result presented in Figure 2 is made with the assumption of a constant quasi-steady friction 
factor in the estimation of the flow. However, the experiments were not done with rough pipe 
flow, which is necessary in order to use the constant friction factor in the quasi-steady 
assumption. Contrary it was very close to the smooth pipe regime. This can be seen in Figure 3 
where the measured points are plotted as black dots in the Moody diagram relative to their 
Reynolds number and friction factor.  
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Figure 2: Flow estimation error vs initial Reynolds number obtained from constant f 
pressure-time calculations (IEC standard pressure-time method) 
 
From Figure 2 it can be seen that with a constant friction factor the flow is over estimated for 
the lower initial flow rate. Since the deceleration of the flow generates a transient phenomenon 
it is most likely that the assumption of a constant friction factor is not correct. During 
deceleration of a fluid it has been shown that the wall friction can both be lower and higher than 
the quasi-steady, dependent upon the velocity gradient, see [6]. Since the flow is over estimated, 
for this case, it is an indication that the friction used in calculations is too large. The unsteady 
friction should therefore be lower than with constant friction factor. 
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Figure 3: Moody diagram with laboratory tests. The smooth pipes friction factor 
progression relative to Reynolds number is marked with a bold whole line and the border 
for the rough pipes region is marked with a bold dashed line. 
 
 
NUMERICAL SIMULATIONS 
 
The first approach to investigate influence from unsteady friction was to use numerical 
simulations. There exist a couple of methods and models for transients in pipe flow. Many of 
these models have been validated or calibrated through accurate experiments. However, most of 
these experiments have been performed with Reynolds numbers that are smaller than the ones 
in the NTNU test rig. The lack of validation data for high Reynolds number at different flow 
cases (e.g., accelerated flow, decelerated flow, sudden closure etc.) makes it hard to make 
accurate simulations for these cases.  
The most common used method for fast transients is Method Of Characteristics (MOC). It is a 
one dimensional method and has the advantage of being fast with regards to computations. 
There exist a couple of different friction models which are easy to implement in MOC. Among 
these is the mentioned Brunone’s friction model, see eq (0.3) 
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In this equation fq is the quasi-steady friction factor, D is pipe diameter, V is the bulk velocity, 
and a is the wave speed. The coefficient k in the equation is for the unsteady part. It can be 
calibrated empirically for certain flows. Another approach is to use Vardy’s shear decay 
coefficient C*, which is related to k by *
2
Ck   (calibrated empirically) [4]. Vardy’s shear 
decay coefficient for laminar flow (Re< 2300) is C* = 0.00476.  For turbulent flow it is: 
  0.05* 14.3log Re
7.41
Re
C   [-] (0.4) 
 
The Brunone friction model in combination with Vardy’s shear decay coefficient is adopted for 
the simulations. The quasi-steady friction factor, fq, is found by the Darcy’s friction factor in the 
laminar flow regime (Re<2300) fq = 64/Re [7] and Haaland’s equation for the turbulent regime 
[7], see eq (0.5) 
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The coefficient k and fq is set to follow the instantaneous Reynolds number. i.e., the coefficients 
are updated for the local velocity at each grid point and time step. A relative roughness e = 
1.5×10-5 is used for all simulations (tabular value for stainless steel pipes). The simulations 
were related to the measurements done in the test rig. All though the test rig consists of different 
pipe diameters and some bends, simulation model is simplified to a straight pipe with a length 
of 40 m and a diameter of 0.3 m. The wave speed obtained from the measurements in the test 
rig is used for the simulations (a = 900 m/s). The three different initial flow rates used in the 
experiments are simulated. As boundary condition at the valve an approximated dynamical 
characteristics of the valve is used. This is obtained from pressure-time integration. Since the 
dynamics vary with initial flow, separate valve characteristics have to be found for each flow 
rate. 
 
MOC with Brunone’s friction has proved to be sensitive to the grid and it is therefore important 
to check the grid effect on the solution, see [5]. The simulations herein are made with 200 
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nodes. Finer grids, with up to 400 nodes, have been tested, but show no major differences on 
the result. From the simulated valve closures the pressure is extracted at same positions as in the 
experiment (measuring length of L = 9 m). A pressure-time calculation is thereafter made and 
the results are compared with the experimental pressure-time results. 
 
Preliminary results from simulations with corresponding constant f pressure-time 
calculation 
The result from the simulations compared to corresponding laboratory experiments are 
presented in Figure 4. The result from the experiments is included as validation data for the 
simulations. It can be seen that the numerical result shows a similar result as for the 
experiments. Thus, the numerical model predicts the transient phenomenon rather good.. 
Having established a model that seems to give satisfactory results compared to the 
measurements, the unsteady friction terms are further investigated. 
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Figure 4: Experimental and simulated flow estimates calculated with constant f pressure-
time method. 
 
UNSTEADY FRICTION 
 
By inspecting the unsteady friction in more detail, it may be possible to find correction terms 
for the pressure-time method. Figure 5 shows simulated quasi-steady and unsteady corrected 
head loss per unit length in the mid-section of the pipe (scaled by the initial head loss). The 
initial flow rate was 0.16 m3/s and the valve closing time was set to 4 s. It can be seen that the 
unsteady corrected head loss is smaller than the quasi-steady, especially at the end of the 
deceleration. This is to be expected since the local deceleration term (du/dt) in the friction 
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model has a negative sign during deceleration and therefore gives a negative contribution to the 
head loss. 
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Figure 5: Quasi-steady and unsteady head loss, at the mid-section of the pipe, during the 
closure sequence. The losses are per unit length and normalized by the initial losses. Initial 
flow rate is 160 l/s. 
 
Figure 6 shows the last part of the deceleration and the first two subsequent pressure wave 
periods. During the deceleration, the local acceleration (du/dt) gives a large (negative) 
contribution while the convective acceleration is almost zero. After the deceleration it can be 
seen that the convective acceleration is damping the pressure oscillations (follows the same 
phase as the velocity) while the temporal acceleration generates a small change in period time 
(90˚ phase shift compared to the velocity). The quasi-steady part is, as expected, large when the 
bulk flow is large. This shows that the temporal acceleration term has the largest influence on 
the friction during the actual closure sequence. 
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Figure 5: Quasi-steady and unsteady head loss, at the mid-section of the pipe, during the 
closure sequence. The losses are per unit length and normalized by the initial losses. Initial 
flow rate is 160 l/s. 
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Figure 6: Simulated pressure, with quasi-steady friction and portion of unsteady friction 
caused by the temporal deceleration (du/dt) and the instantaneous convective acceleration 
(du/dx). 
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contribution and due to the complexity to include it in the pressure-time calculation. 
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The Reynolds numbers were inserted into laminar Darcy’s and Haaland’s equations for finding 
quasi-steady friction. They were also inserted into Vardy’s shear decay coefficient which 
thereafter was inserted into Brunone’s unsteady friction model. The temporal acceleration is 
calculated by 2 following time steps. The friction in each time step is thereafter found by the 
standard equation 
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New simulations were made. The results shown in Figure 7 are from simulated constant f, 
simulated quasi-steady and simulated quasi-steady corrected with unsteady friction. The quasi-
steady friction with variable f gives a larger flow estimate compared to the ones with constant f. 
Thus, a variable friction factor generates higher friction. When the quasi-steady with variable f 
is corrected for unsteady friction it can be seen that the flow estimate error for the lowest 
Reynolds number is decreased to about 0.1 %. 
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Figure 7: Error in flow estimate relative to initial flow from simulations. Methods used 
are constant f, quasi-steady and unsteady pressure-time flow estimate. 
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with variable f corrected for unsteady friction are shown. It can be seen that the flow estimate 
error in the experiments follows a similar pattern to the simulation. The estimated error at the 
lowest Reynolds number is decreased to about half of the one obtained with traditional pressure 
time calculations. At higher Reynolds numbers it is almost unchanged. This means that the 
slope of the error curve is reduced. 
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Figure 8: Error in flow estimate relative to reference flow measurement. Methods used 
are constant f, quasi-steady and unsteady pressure-time flow estimate. 
 
 
 
CONCLUSIONS 
 
As can be seen by Figure 8 the correction with unsteady friction did not give a perfect 
estimation of the flow. The slope of the error, however, became less steep and, this is 
considered an improvement. The improvement for the low initial flow was most significant. 
The discrepancy between the simulations and the experimental results is most likely still due to 
the friction model. The model is calibrated for lower Reynolds numbers and almost sudden 
valve closures. To reduce the flow estimate error for the experiments even more, an approach is 
to empirically calibrate the factor k for similar flows as in present case. 
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NOMENCLATURE 
 
A Cross-sectional area of the pipe  [m2] 
L Measuring length  [m] 
U Initial velocity   [m/s] 
Q Discharge   [m3/s] 
ΔP Differential pressure  [Pa] 
a Wave speed   [m/s] 
f Friction factor   [-] 
q Leakage flow   [m3/s] 
ζ Pressure losses   [Pa] 
ρ Water density   [kg/m3] 
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