Abstract-Dementia is one of the most common neurological disorders among the elderly. Identifying those who are of high risk suffering dementia is important for early diagnosis in order to slow down the disease progression and help preserve some cognitive functions of the brain. To achieve accurate classification, significant amount of subject feature information are involved. Hence identification of demented subjects can be transformed into a pattern classification problem. In this letter, we introduce a graph based semi-supervised learning algorithm for Medical Diagnosis by using partly labeled samples and large amount of unlabeled samples. The new method is derived by a compact graph that can well grasp the manifold structure of medical data. Simulation results show that the proposed method can achieve better sensitivities and specificities compared with other state-of-art graph based semi-supervised learning methods.
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I. INTRODUCTION

D
EMENTIA is one of the most common neurological disorders among the elderly, which can cause a progressive decline in cognitive functions. With the growth of the older population, its prevalence is expected to increase [1] . For example, Alzheimer's disease is a fatal, neurodegenerative disorder that currently affects over five million people in the U.S. It leads to substantial, progressive neuron damage that is irreversible, which eventually causes death. The current annual cost of AD care in the U.S. is more than $100 billion, which will continue to grow fast. Hence early diagnosis of AD is of great clinical importance, because disease-modifying therapies given to patients at the early stage of their disease development will have a much better effect in slowing down the disease progression and helping preserve some cognitive functions of the brain. To separate probably or possibly demented patients from normal persons, some medical data with features for describing symptoms are required [1] . Hence identifying the demented subjects can be transformed into a pattern classification problem.
To handle the pattern classification problem, the conventional supervised learning algorithms, such as LDA and its variants [11] [12] , require sufficient number of labeled samples in order to achieve satisfying sensitivities and specificities. However, labeling large number of samples is time-consuming and costly. On the other hand, unlabeled samples are abundant and can be easily obtained in the real world. Hence semi-supervised learning algorithms (SSL), which incorporate partly labeled samples and a large amount of unlabeled samples into learning, have become more effective than only relying on supervised learning. Recently, based on the clustering and manifold assumptions, i.e. nearby samples (or samples on the same data manifold) are likely to share the same label, graph based semi-supervised learning algorithms have been widely used in many applications. Typical algorithms include Gaussian Fields and Harmonic Functions (GFHF) [2] , Learning with Local and Global Consistency (LLGC) [3] and General Graph based Semi-supervised Learning (GGSSL) [4] [5] .
The GFHF has elegant probabilistic explanation and the output labels are the probabilistic values, but it cannot detect the outliers in data; in the contrast, LLGC can detect outliers, but its output labels are not probabilistic values. Both the problems in GFHF and LLGC have been eliminated by GGSSL, in which it can either detect the outliers or develop a mechanism to calculate the probabilities of data samples. In this letter, motivated by the framework of GGSSL, we develop an effective semi-supervised learning method, namely Compact Graph based SSL, based on a newly proposed compact graph. We then model the proposed CGSSL for medical diagnosis.
The main contribution of this paper is as follows: 1) we propose a compact graph for semi-supervised learning. The newly proposed graph can represent the data manifold structure in a more compact way; 2) we model the CGSSL method for Medical Diagnosis, which can classify the patients as suffering from dementia or not. Simulation results show that the proposed CGSSL can achieve better classification performance compared with other graph based semi-supervised learning methods.
II. THE PROPOSED SEMI-SUPERVISED METHODS
A. Review of Graph Construction
In label propagation, a similarity matrix must be defined for evaluating the similarities between any two samples. The similarity matrix can be approximated by a neighborhood graph associated with weights on the edges. Officially, let denote this graph, where is the vertex set of representing the training samples, is the edge set of associated with a weight matrix containing the local information between two nearby samples. There are many ways to define the weight matrix. A typical way is to use Gaussian function [1] - [5] : (1) where is the neighborhood set of , is the Gaussian function variance. However, is hard to be determined and even a small variation of can make the results dramatically different [7] . Wang et al. have proposed another strategy to construct by using the neighborhood information of samples [7] [8]. This strategy assumes that each sample can be reconstructed by a linear combination of its neighborhoods [9] , i.e.
. It then calculates the weight matrix by solving a standard quadratic programming (QP) problem as:
The above strategy is empirically better than the Gaussian function, as the weight matrix can be automatically calculated in a closed form once the neighborhood size is fixed. However, using the neighborhoods of a sample to reconstruct it may not achieve a compact result [6] . We use Fig. 1 to elaborate this fact, in which we generalize eight samples in . We then, in this next subsection, propose a more effective strategy for graph construction.
Taking as an example and let , we first reconstruct by using its neighborhoods, i.e.
. Following Eq. (2), we have . In this case, the reconstruction error is . Note that is also in the neighborhoods of , i.e. . Hence if we use them, i.e. , to reconstruct as , the error can be . This indicates that using the neighborhoods of to reconstruct is better than that using the neighborhoods of its own, as the former reconstruction error is much smaller.
B. The Proposed Graph Construction
The above analysis motivates us to propose an improved local reconstruction strategy for graph construction. Since the minimum reconstruction error of a sample may not be obtained by its own neighborhood, we need to search in its adjacent samples and find the minimum error. This can be a more compact way to reconstruct each sample. In practice, we first generate a vector to preserve the minimum errors of samples. We then search each sample and its Fig. 2 . Two ways to construct the graph: two-cycle dataset (a) using the strategy of Wang et al. [7] , the total reconstructed error is 12.29283; (b) using the strategy of the proposed method, the total reconstructed error is 0.00039. From the results, we can see the proposed strategy can construct the graph in a compact way. Table I . We also give an example in Fig. 2 to show the improvement of the proposed graph construction, in which we display the merit of our graph construction approach on a two-cycle dataset.
C. Symmetrization and Normalization of Graph Weight
Note that the improved local reconstruction weight obtained by Table I does not satisfy the symmetric property, i.e.
, which means it does not have a close relationship to the graph theorem. Though this drawback can be overcome by the symmetry process, i.e.
, the weight matrix still holds inhomogeneous degrees. In our work, to handle this problem, we design the proposed weight matrix as follows: (3) where is a diagonal matrix with each element being the sum of the th row in , i.e.
. It can be easily verified that is symmetric. In addition, the sum of each row or column of is equal to 1, hence is also normalized. As pointed in [4] , the normalization can strengthen the weights in the low-density region and weaken the weights in the high density region, which is advantageous for handling the case in which the density of datasets varies dramatically. Following Eq. (3), it can be noted that by neglecting the diagonal matrix , is an inner product with each element measuring the similarity between each pair-wise local reconstructed vector and . Given and are close to each other and in the same manifold, their corresponding and tends to be similar and will be a large value; otherwise, will be equal to 0, if and are not in the same neighborhood. The weight matrix defined in Eq. (3) can also be easily extended to out-of-sample data by using the same smoothness criterion. We will discuss this issue in Section II-E.
D. Label Propagation Process
We will then predict the labels of unlabeled samples based on a general graph based semi-supervised learning process (GGSSL) [4] [5] . Let be the initial labels of all samples, for the labeled sample , if belongs to the class, otherwise ; for the unlabeled sample , if , otherwise . Note that an addition class is added to represent the undetermined labels of unlabeled samples hence the sum of each column of is equal to 1 [4] . We also let be the predicted soft label matrix, where are row vectors satisfying . Consider an iterative process for label propagation. At each iteration, we hope the label of each labeled sample is partly received from its neighborhoods and the rest is from its own label. Hence the label information of the data at iteration can be:
where is a diagonal matrix with each element being , , is a parameter for to balance the initial label information of and the label information received from its neighbors during the iteration. According to [4] , the regularization parameter for the labeled data is set to ; for the unlabeled sample , it is set to in the simulations. In this paper, we simply set for labeled sample, which means we constrain , and set the value of for unlabeled sample. The iterative process of Eq. (4) converges to: (5) It can be easily proved that the sum of each column of is equal to 1 [4] [5] . This indicates that the elements in are the probability values and can be seen as the posterior probability of belonging to the class; when , represents the probability of belonging to the outliers.
E. Out-of-sample Inductive Extension
In general, the proposed CGSSL is a transductive method, which cannot deal with out-of-sample data, i.e. it cannot predict the faulty or normal condition for a new patient. In this subsection, we will apply the local approximation strategy in Eq. (2) (3) to extend CGSSL to the out-of-sample data. Specifically, following the work in [10] , we first give the smoothness criterion for the new-coming sample considering the intuition of training in Eq. (2) (3): (6) where is the neighborhood set of , is the similarity between and , is the predicted label of . Note that the nearest neighbors of , i.e.
, are retrieved from , and the weight matrix satisfies the sum-to-one constraint, i.e.
. Since is convex in , it is minimized by setting the derivation of in Eq. (6) w.r.t.
to zero. Then, the optimal can be given as follows: (7) Here, we define the weight matrix following the same form as Eq. (2) (3). Specifically, we first calculate by the same strategy following Eq. (2), which is to minimizing the following objective function: (8) We then extend following the same form of Eq. (3), i.e.
and it can be easily verified A toy example for evaluating the effectiveness of the proposed out-of-sample extension can be seen in Fig. 3 , where we generalize a two-Swiss-roll dataset with one sample labeled per class.
III. SIMULATION
A. Data Description
The proposed method will be evaluated by the demented subjects who meet the criteria for dementia in accordance with standard criteria for dementia of the Alzheimer's type or other non-Alzheimer's demented disorders in their first visits to Alzheimer disease Centers (ADCs) throughout the United States. Data from 289 demented subjects and 9611 controls collected by approximately 34ADCs from 1994 to 2011 are studied. These data are organized and made available by the US National Alzheimer's Coordinating Center (NACC). Among the demented patients studied, 97% of them were classified as probable or possible Alzheimer's disease (AD) patients. Those with dementia and with neither probable AD nor possible AD have other types of dementia such as Dementia with Lewy Fig. 3 . Illustration of out-of-sample extension: two-Swiss-roll dataset (a) out-of-sample results in using Table 3 . The contour lines represent boundary between two classes form by the data points with the estimated label values equal to 0 (b) The z-axis indicates the predicted label values associated with different colors over the region.
Bodies, and Frontotemporal Lobar Degeneration. 5 nominal, 142 ordinal, and 9 numerical attributes of the subjects are included in the study. These attributes include demographic data, medical history, and behavioral attributes, with 5% being missing values. To make the classification problem more difficult, cognitive assessment variable, such as Mini-Mental State Examination score, is not included in the current analysis.
B. Model Stage
This stage is used to identify whether a case in NACC dataset belongs to an AD patient, i.e. to estimate the probability of a case belonging to the AD patient. In practice, we may get some prior information about which cases in NACC are AD patient or not. We then label such cases to form the labeled matrix and our goal is to propagate the label information from the known cases to the unknown cases. Here, for each case , we define its label vector as representing the probabilities of belongings to AD patient, non-AD person and possible AD patient. Specifically, if belongs to AD patient, we set and ; if belongs to non-AD person, we set and ; if is an unlabeled case, we treat it as possible AD patient and set and . After we define the label matrix, we can use it to estimate the labels of the unlabeled cases by the proposed CGSSL.
C. Simulation Results
We compare the performances of CGSSL with other state-of-art graph based semi-supervised learning algorithms such as GFHF [2] , LLGC [3] , GGSSL [4] [5] and LNP [7] . We also compare with one nearest neighbor classifier (1NN) as a baseline. In this simulation, we randomly choose 20-200 samples per class as labeled set and the remaining as unlabeled set. We then perform different methods and the class label of unlabeled sample is determined by . To evaluate the performance of different algorithms, we use sensitivity and specificity for statistically measuring the binary-class classification accuracies. Other parameters are set with the same strategy as in [4] .
The average sensitivities and specificities over 20 random splits of different SSL methods are in Fig. 4 . From the simulation results, we can obtain the following observations: 1) all semi-supervised learning methods outperform 1NN by about 4%-6%. For example, the proposed CGSSL can achieve 8% improved sensitivities and 6% specificities to 1NN, respectively; 2) for most semi-supervised learning methods such as GFHF and LLGC, they achieve higher specificities than sensitivities. For example, the specificities of GFHF and LLGC are higher than their sensitivities by about 1%-2%. 3) Among all semi-supervised learning methods, the proposed CGSSL can achieve the best performances due to the reason as analyzed in Section II-B.
We also compare the performances between the proposed CGSSL and out-of-sample inductive method with different number of labeled samples. In this simulation, we randomly select 2000 samples from unlabeled samples to form the test set. Since CGSSL itself cannot be used to deal with testing samples, we regard testing samples as unlabeled and integrate them for training. The simulation results are given in Fig. 5 . It is obvious that the inductive extension of CGSSL can achieve similar performance as the transductive version. It is natural that the transductive method performs a little better than its inductive extension since we have considered testing samples as unlabeled samples in transductive CGSSL.
IV. CONCLUSION Dementia is one of the most common neurological disorders among the elderly. Identification of demented patients from normal subjects can be transformed into a pattern classification problem. In this letter, we introduce an effective semi-supervised learning algorithm, which is based on a newly proposed graph. The newly proposed graph can represent the data manifold structure in a more compact way. We then model the proposed CGSSL algorithm for Medical Diagnosis. To the best of our knowledge, this letter can be the first work that utilizes graph based semi-supervised learning into medical diagnosis. Simulation results show that the proposed CGSSL can achieve better classification performance compared with other graph based semi-supervised learning methods.
