We provide Monte Carlo evidence on the …nite sample behavior of the conditional empirical likelihood (CEL) estimator of Kitamura, Tripathi, and Ahn (2004) and the conditional Euclidean empirical likelihood (CEEL) estimator of Antoine, Bonnal, and Renault (2007) in the context of a heteroskedastic linear model with an endogenous regressor. We compare these estimators with three heteroskedasticity-consistent instrument-based estimators in terms of various performance measures. Our results suggest that the CEL and CEEL with …xed bandwidths may su¤er from the no-moment problem, similarly to the unconditional generalized empirical likelihood estimators studied by Guggenberger (2008) . We also study the CEL and CEEL estimators with automatic bandwidths selected through cross-validation. We do not …nd evidence that these su¤er from the nomoment problem. When the instruments are weak, we …nd CEL and CEEL to have …nite sample properties -in terms of mean squared error and coverage probability of con…dence intervals-poorer than the heteroskedasticity-consistent Fuller (HFUL) estimator. In the strong instruments case the CEL and CEEL estimators with automatic bandwidths tend to outperform HFUL in terms of mean squared error, while the reverse holds in terms of the coverage probability, although the di¤erences in numerical performance are rather small.
Introduction
Motivated by the practical importance of models de…ned by conditional moment restrictions, a number of recent important contributions have proposed empirical likelihoodbased techniques for estimation and inference of this class of models. Kitamura, Tripathi, and Ahn (2004, KTA henceforth) develop a conditional empirical likelihood estimator of these models. Antoine, Bonnal, and Renault (2007, ABR henceforth) introduce an estimator based on a related idea that instead of the empirical likelihood uses the Euclidean likelihood. A common way of dealing with conditional moment restrictions is to reduce them to unconditional ones by means of instruments. However, this does not come without a cost, as it is generally di¢ cult to …nd good instruments. The two estimators mentioned above are appealing from an asymptotic theoretical point of view as they are able to achieve semiparametric …rst-order asymptotic e¢ ciency without computing the optimal instruments. A few other recent contributions stress the potential of the conditional generalized empirical likelihood (GEL) framework from an asymptotic theory point of view. Gospodinov and Otsu (2009) show that in an AR(1) model with iid errors the local GMM estimator, which is essentially the same as CEEL, has a higher order asymptotic bias smaller than the OLS estimator. Tripathi and Kitamura (2003) show that a test statistic for conditional moment restrictions based on the CEL objective function is asymptotically optimal in terms of a certain average power criterion.
A conclusion of these papers is that empirical likelihood-based estimators are rather appealing for conditional moment restriction models from an asymptotic theory point of view. However, although some of these papers present …nite sample studies of these estimators, none of them provides information on their …nite sample performance in the important class of models with endogenous regressors. Another problem that is important in practice is that, although the CE(E)L are instrument-free methods, they depend on additional unknown parameters, that is, bandwidths. The asymptotic theory of these estimators speci…es the rate at which the bandwidths should change with the sample size in order to obtain asymptotic e¢ ciency, but this does not provide a clear indication on how to choose the bandwidths in practice. For some models (e.g., the linear heteroskedastic model in KTA, or the AR(1) model with ARCH errors in Gospodinov and Otsu, 2009 ) di¤erent bandwidth values lead to similar estimates. For models with endogenous regressors, however, it is not known to what extent the …nite sample performance of these estimators is a¤ected, if one uses di¤erent bandwidths, or if one uses some bandwidth selection procedure.
There are at least two reasons to expect CE(E)L to perform poorly in models with endogenous regressors, especially when the instruments are weak. First, these estimators are the result of a saddle point optimization problem, which may have extensive ‡at parts near the optimum. This may cause the distributions of these estimators to have no moments. Second, for a linear model with an endogenous regressor, Guggenberger (2008) …nds that the unconditional GEL estimators su¤er from the no-moment problem. These estimators are also obtained as the outcome of a saddle point optimization problem, compared to which the dimensionality of the optimization problem increases considerably in the conditional moment case.
Due to these considerations we …nd it important to investigate how the CE(E)L estimators perform in …nite samples. In order to do so, we conduct a Monte Carlo experiment, in which we estimate a one-parameter linear model with an endogenous regressor and heteroskedasticity using several estimators: CEL (KTA), CEEL (ABR), GMM, HLIM, HFUL (the latter two from Hausman et al., 2010) . For the CE(E)L estimators we use a grid search on a very …ne grid in a rather large interval around the true value in order to circumvent possible convergence problems of standard algorithms like simplex search or Newton-Raphson. Since the CE(E)L estimators depend on unknown bandwidths, we compute these estimators for a small grid of …xed bandwidth values, and then out of these we select the best bandwidth according to a cross-validation cri-terion proposed by Newey (1993) . We then evaluate the performance of the estimators according to a range of criteria.
Due to their similarity to unconditional GEL estimators, the CE(E)L estimators may also su¤er from the no-moment problem. Therefore, interpretation of quadratic loss measures such as standard deviation and mean square error computed from Monte Carlo samples should be dealt with care. In order to avoid potential problems of interpretation, in addition to the standard measures of performance, we also look at performance measures like the median absolute error, the nine-decile range, and the tail probability, which do not depend on moments. Fiebig (1985) provides examples on how some estimators with no moments may be preferred to others that have moments. He suggests as a general evaluation criterion in this case the concentration of the estimator around the true parameter. In this respect, his probability of concentration criterion (Fiebig, 1985, equation (2)) is virtually the same as the tail probability statistic used in this paper and also in Guggenberger (2008) .
Our results suggest that CEL and CEEL perform rather similarly. Both estimators computed with …xed bandwidths su¤er from the no-moment problem. We draw this conclusion from the fact that both estimators perform similarly to the HLIM estimator, which is known to have the no-moment problem (Hausman et al., 2010 ). We do not …nd evidence that the CE(E)L estimators with bandwidths computed by cross-validation have the no-moment problem. In addition, these estimators outperform their …xed bandwidth counterparts, especially in the weak instruments case. In this case, these estimators are outperformed by the HFUL estimator (Hausman et al., 2010) , but in the strong instruments case they have competitive …nite sample properties with respect to the other estimators.
The remainder of the paper is organized as follows: Section 2 describes the Monte Carlo setup and the estimators, while in Section 3 we discuss the implementation and the results. Section 4 collects some …nal remarks and, …nally, the Appendix contains the tables and some technical details on estimation and cross validation.
Monte Carlo experiment
In this section we describe the data generating process (DGP) in our Monte Carlo experiment and present the estimators that we study. For our DGP we consider a linear model with heteroskedastic errors that is similar to the one considered by Hausman et al. (2010) . Speci…cally, y i = 0 x i + " i ; i = 1; :::; n; where x i is expected to be endogenous and the exogenous variable z i is observed. The parameter 0 is identi…ed by the conditional moment restriction
where g (y i ; x i ; ) = y i x i . Regarding the primitives of our DGP we assume that
where z i N (0; 1), u i N (0; 1), and
The parameter is computed from the theoretical R 2 for the regression of "
for given values of R 2 . This latter quantity measures the degree of heteroskedasticity, while determines the degree of endogeneity because corr (
; R 2 and we consider the following two parameter combinations:
; R 2 ; = (0:75; 0:1; 1:863521) ;
; R 2 ; = (0:30; 0:2; 1:38072) :
The …rst parameter combination implies a rather large degree of endogeneity and a low degree of heteroskedasticity; the second parameter combination implies a moderate degree of endogeneity accompanied by slightly more heteroskedasticity. 1 We vary the strength of instruments z i by taking = 0:4 and = 0:04; the latter value provides instruments with strength comparable to that in Guggenberger (2008) , where in the case of one instrument the lowest correlation between the endogenous regressors and instruments is 0:032. In order to see the e¤ect of the sample size on the performance of the estimators, we take n = 100 and n = 200. Whenever we use estimators that require instruments, we consider the following two sets of 10 and 30 instruments:
where the variable D ki is a dummy variable that takes value 1 with probability 0:5. In the next sections we describe the estimators that we consider.
Conditional empirical likelihood estimators
In this section we describe the CEL and CEEL estimators. These estimators are the result of a constrained optimization of certain nonparametric objective functions, where one of the constraints is the sample analog of the conditional moment restriction. The nonparametric objective functions are a nonparametric version of the log-likelihood function for CEL, and a local quadratic Cressie-Read discrepancy criterion for CEEL, respectively (see KTA and ABR for further details, as well as Smith (2007) for a uni…ed treatment based on Cressie-Read discrepancy). In practice both estimators can be obtained from unconstrained optimizations of the so-called dual objective functions, which are derived from the …rst order conditions of the constrained optimization. These dual problems have the feature that they are saddle point optimization problems.
In particular, the CEL estimator of 0 is
1 It would be desirable to study the case of high degree of heteroskedasticity as well. However, this does not seem to be possible within the current DGP because the restriction that " i has unconditional variance equal to 1 restricts and R 2 so that R 2 cannot take values much higher than 0:2.
where w ij , i; j = 1; :::; n are de…ned as
that is, the weights of the Nadaraya-Watson nonparametric regression estimator, K is a density function on R, symmetric around 0, playing the role of a kernel function, and i ; i = 1; :::; n are the Lagrange multipliers in the constrained maximization of the original objective function. Determining the CEL estimator from the dual (3) involves the …rst step maximization with respect to these Lagrange multipliers. A computationally e¢ cient method for determining the Lagrange multipliers is discussed in the Appendix in Section B.1.
The CEEL estimator is
where b g i ( ) = P n j=1 w ij g (y j ; x j ; ) with weights given in (4). Di¤erently from the CEL estimator, the CEEL estimator does not require optimization with respect to the Lagrange multipliers. This is because the quadratic Cressie-Read discrepancy criterion implies …rst-order conditions of the constrained optimization that allow for explicit expressions of the Lagrange multipliers. Therefore, although not directly visible in the CEEL-objective function (5), CEEL estimation is also a saddle point problem. We also note that the CEEL estimator is numerically identical to a conditional generalization of the continuously updated GMM estimator of Hansen et al. (1996) (see ABR for further details).
The limiting distribution of the CE(E)L estimators is the same. That is, for k =
is the semiparametric lower bound with
The asymptotic variance of b k , k = CEL; CEEL, can be estimated as
. Speci…cally, the Nadaraya-Watson nonparametric kernel regression estimators for our
Instrumental variable estimation
Suppose that we have an L 1 vector of instrumental variables z i as described in (2) .
Then the conditional moment (1) implies the unconditional moment restrictions
which leads to estimation by means of GMM. GMM estimation generally requires a two step procedure. The …rst step estimator is given by the minimum of
for y and x being n 1 vectors of observations and Z is a n L matrix, such that its ith row is z 0 i . The resulting …rst step estimator is de…ned as
for a certain positive de…nite matrix W . In our simulations W is chosen to be the identity matrix. In order to achieve e¢ ciency and robustness with respect to heteroskedasticity, in the second step we use an Eicker-White matrix (White, 1980) :
and
In a recent paper Hausman et al. (2010) describe a simple one-step estimator that is robust to the presence of heteroskedasticity and many instruments. Such an estimator is similar to LIML and it is based on jackknife techniques. Let us …rst de…ne the projection
and the diagonal matrix D P Z , whose diagonal elements are the diagonal entries of P Z . Then, the so called HLIM estimator is computed as the minimum of
and is equal to
where HLIM is the minimum eigenvalue of the matrix B 1 A. This estimator shares some features with LIML, most notably it may not have moments (Hausman et al. p. 8) in the weak instruments case. These authors propose a correction in the spirit of Fuller (1977) , where the eigenvalue HLIM is replaced by
The parameter C is chosen by the econometrician and following the suggestion of Hausman et al. (2010) we set C = 1. The so called HFUL estimator is then de…ned as
For k = HLIM; HF U L we have the following convergence in distribution: 
Implementation and results
We implement the CE(E)L estimators by using the Epanechnikov kernel:
where 1 In order to provide some insight on the di¢ culty of solving a saddle-point optimization problem, we make a few remarks on the behavior of the CE(E)L estimators for di¤erent bandwidths. First, in cases when the objective functions in (3) and (5) do not have ‡at parts around the optimum for any given bandwidth, the objective functions are similar, and, as a consequence, the estimates corresponding to di¤erent bandwidths will also be similar (the cases studied by KTA in their Monte Carlo experiments appear to be of this type). Second, whenever, for some bandwidths the objective function is ‡at near the optimum, the estimates corresponding to di¤erent bandwidths may be very di¤erent. We illustrate this phenomenon by plotting the objective function in these two cases.
In Figure 1 we present the CEEL objective function for n = 100 in a case with low endogeneity ( = 0:3) and strong instruments ( = 0:4) for four di¤erent bandwidth values. We can see that the objective function is well-behaved in the sense that we can clearly distinguish a global minimum in the case of each bandwidth. The global minima in the four cases occur at values close to 0, which is the true parameter value. (StD) and root mean square error (RMSE). In addition to these standard measures we consider the nine-decile range (9-DR), the tail probability (TailPr) and the coverage probability of a 95% con…dence interval (CovPr). 3 The former provides us with information on how spread out is the distribution of the estimator between the 5th and 95th
percentile. The tail probability is computed as the relative frequency of the estimates for which b > 22:5 (we follow Guggenberger (2008) in choosing this number), and it conveys information on the fatness of the tails of the distribution of the estimators.
The coverage probability of the symmetric 95% con…dence interval is estimated by the relative frequency of the event b to CEL due to the fact that the Lagrange multipliers can be expressed explicitly and need not be estimated via numerical optimization as for CEL (see equations (3) and (5)).
Before discussing the details with respect to the performance measures, we provide some general remarks. In none of the tables can we …nd an estimator that dominates all the others in the sense that it performs better with respect to all measures. The HLIM estimator is often similar to CE(E)L estimators with some …xed bandwidth, especially in the weak instruments case (Tables 1-2 This contrast is rather sharp in the weak instruments case. In what follows we make some distinctive comments on these and the strong instruments case, and then we discuss the properties of the estimators for each performance measure.
Weak instruments case (Tables 1-2 (Table 1) HFUL has just a slightly poorer CovPr. It is di¢ cult to rank the CE(E)L and GMM even if we restrict the comparison to the criteria RMSE and CovPr, because in most cases GMM has lower RMSE but poorer CovPr. (Tables 3-4 MAE. The MAE is a measure of dispersion that is robust to the no-moment problem.
Strong instruments case
It decreases with the strength of instruments and with n, while the e¤ect of the degree of endogeneity is ambiguous. 4 dominates the other estimators. In most of the strong instruments cases the CE(E)L with automatic bandwidths have the lowest MAE, and they dominate HLIM and HFUL in all these cases.
9-DR. The 9-DR is a measure of dispersion that can be estimated consistently for estimators that su¤er from the no-moment problem. In general the performance of all the estimators with respect to the 9-DR improves with the strength of instruments, but their relative performance is speci…c to this feature. In all the weak instruments case GMM has the lowest 9-DR followed by HFUL, which is followed by the CE(E)L with automatic bandwidths. The CE(E)L with …xed bandwidths have rather large 9-DR values, which tend to decrease with the bandwidth. HLIM has 9-DR values similar to those of the CE(E)L corresponding to the highest bandwidths. Compared to these, the 9-DR values of the CE(E)L with automatic bandwidths are lower by a factor ranging roughly between 2 and 3. In the strong instruments case GMM still has the lowest 9-DR in all the cases, but here this is followed by the CE(E)L with automatic bandwidths, which tends to outperform HFUL in most of the cases. The CE(E)L with some larger …xed bandwidths outperform HFUL in most of the cases, while for some lower …xed bandwidths they have 9-DR values similar to HLIM.
In general for all the estimators the 9-DR increases with the degree of heteroskedasticity. For GMM the 9-DR decreases with L, but the reverse holds for HLIM and HFUL.
In the weak instruments case the 9-DR of GMM, HLIM, HFUL tend to increase with n, while for the CE(E)L with automatic bandwidths it tends to decrease; for the CE(E)L with …xed bandwidths it changes ambiguously. In the strong instruments case the 9-DR decreases with n for all the estimators.
StD. We can repeat here the qualitative remarks made in the …rst paragraph of the discussion on the 9-DR. Therefore, we only mention the di¤erences and make some further quantitative remarks. The StD still increases with the degree of heteroskedasticity in most cases, except for CE(E)L in the strong instruments case. In this case the StD of CE(E)L changes in an ambiguous way, which is most probably due to the presence of some non-zero tail probabilities. For GMM the StD still decreases with L, but the reverse only holds for HFUL, while for HLIM it does so only in the strong instruments case. In the weak instruments case the StD of HLIM changes very little and ambiguously with L. Further, in this case the StD of GMM and HFUL tend to increase with n, while for the CE(E)L with automatic bandwidths and HLIM it tends to decrease;
for the CE(E)L with …xed bandwidths it changes little and ambiguously. In the strong instruments case the StD decreases with n for all the estimators.
In the weak instruments case (Tables 1-2 
RMSE.
The RMSE values, although in some cases numerically di¤erent, qualitatively behave like the StD values. Therefore, the discussion on the performance of the estimators regarding the StD is also valid here.
CovPr. In an overall sense, the estimator with the best CovPr tends to be HLIM, which outperforms HFUL most of the times. The latter estimator outperforms the CE(E)L with automatic bandwidths. In almost all cases GMM performs rather poorly, especially in the high endogeneity case (Tables 2,4 
Conclusions
In this paper we …nd evidence that the CE(E)L estimators with certain …xed bandwidths have standard deviations and tail probabilities similar to the HLIM estimator, which is known to have the no-moment problem. This suggests that the CE(E)L with …xed bandwidths also su¤er from the no-moment problem. We also study these estimators with automatic bandwidths obtained through the cross-validation method proposed by Newey (1993) . Our results suggest that the CE(E)L estimators with automatic bandwidths do not have the no-moment problem. This is remarkable for two reasons. First, the closely related unconditional GEL estimators also su¤er from the no-moment problem (Guggenberger, 2008) . Based on these considerations, we recommend the use of HFUL. This advice also takes into account the computational burden that CEEL, and in particular CEL, entail, which increases further when the automatic bandwidth is calculated. Still, in cases when the RMSE is the relevant loss function, and the instruments are known to be strong, one may prefer CE(E)L. In this situation, since CEL and CEEL deliver similar results, we recommend the computationally simpler CEEL. Since even in the strong instruments case it may happen for some …xed bandwidths that the CEEL estimator has a large tail probability, we recommend estimation by using at least a few …xed bandwidths followed by the selection of the best bandwidth.
The conclusions regarding the relative performance of the CE(E)L estimators may be di¤erent in nonlinear models. In such models, since the HFUL estimator has been developed for linear models, the performance of CE(E)L should be compared to other Table 6 : weak instruments, high endogeneity Table 7 : strong instruments, low endogeneity w ij log (1 + g (y j ; x j ; )) :
For simplicity of notation drop the subscript i from w ij and let g j = g (y j ; x j ; ). Then, the Lagrange multiplier corresponding to this generic case is found by maximizing
This is a function strictly concave in unless g j = 0 for all j.
In order to search for values for which 1 + g j > 0 for all j, we compute c = suppose we obtain t = arg max t F (t). Then, the Lagrange multiplier is determined as = c + de This method for computing the Lagrange multipliers (z i ; ) has worked very well for our DGP's.
B.2 Cross-validation
The cross-validation criterion proposed by Newey (1993, p.433 ) adapted to our model is 
The expression b R (z i ) cannot be computed; Newey proposes to estimate it by R (z i ) = The basic idea underlying this estimation is to replace the conditional expectations by their leave-one-out estimators and the estimators of the conditional expectations by the dependent variables in the associated nonparametric regression. In our model the criterion simpli…es to
The cross-validation criterion we use is
For all values of bandwidths b n from a grid (e.g., 0:5, 0:7, 0:9, 1:1, 1:3, 1:5, 1:7, 1:9)
we obtain an estimator b b (b n ). Then we compute the values CV (b n ) for each b n and choose the estimator and the bandwidth that minimize CV (b n ). We refer to the estimator that we obtain this way as the cross-validated estimator, and to the bandwidth that we obtain as the automatic bandwidth.
