We give a solution to the weak Schottky problem for genus five Jacobians with a vanishing theta null, answering a question of Grushevsky and Salvati Manni. More precisely, we show that if a principally polarized abelian variety of dimension five has a vanishing theta null with a quadric tangent cone of rank at most three, then it is in the Jacobian locus, up to extra irreducible components. We employ a degeneration argument, together with a study of the ramification loci for the Gauss map of a theta divisor.
Introduction
The Schottky problem asks to recognize the Jacobian locus J g inside the moduli space A g of principally polarized abelian varieties of dimension at least 4, and it has been a central problem in algebraic geometry for more than a century. In the most classical interpretation, the problem asks for equations in the period matrix τ that vanish exactly on the Jacobian locus. In this form, the Schottky problem is completely solved only in genus 4, with an explicit equation given by Schottky [Sch88] and Igusa [Igu81] . The weak Schottky problem asks for explicit equations that characterize Jacobians up to extra irreducible components. A solution to this problem was given in genus 5 by Accola [Acc83] and, in a recent breakthrough, by Farkas, Grushevsky and Salvati Manni in all genera [FGS17] .
There have been many other approaches to the Schottky problem over the years; see [Gru12] for a recent survey. One noteworthy approach is the study of the singularities of the theta divisor. Indeed, Riemann's singularity theorem says that the theta divisor Θ of a genus g Jacobian has a singular locus of dimension at least g − 4. Andreotti and Mayer [AM67] proved that the locus of abelian varieties with this property contains J g as an irreducible component, thus providing a solution to the weak Schottky problem. Moreover, the singularities of the theta divisor have a deep relationship with the geometry of A g . In genus five, this has been thoroughly explored in [FGMV14] .
In this work, we focus on Jacobians with a vanishing theta null, which is an even twotorsion point in the theta divisor. The abelian varieties with this property have been intensely studied [Mum83, Bea77, Deb92, GM07, GM08] and they form a divisor θ null in A g . The Schottky problem in this case becomes that of recognizing J g ∩ θ null inside θ null .
The first observation is that a vanishing theta null is automatically a singular point of the theta divisor. Hence, following the Andreotti-Mayer philosophy, one is led to study the local structure of Θ around the singular point, and the first natural invariant is the rank of the quadric tangent cone. More precisely, if the divisor is cut out by a theta function, Θ = {θ = 0}, then the quadric tangent cone Q p Θ at p ∈ Θ sing is defined by the Hessian matrix evaluated at p: (1.1)
The rank of Q p Θ is the rank of the Hessian. This leads to a stratification of θ null , first introduced by Grushevsky and Salvati Manni [GM08] ,
where θ h null is the locus of abelian varieties with a vanishing theta null, with a quadric tangent cone of rank at most h. In particular, if a Jacobian has a vanishing theta null, then a result of Kempf [Kem73] shows that the quadric tangent cone has rank at most three, hence
(1.3)
Grushevsky and Salvati Manni proved in [GM08] that this inclusion is actually an equality in genus 4, confirming a conjecture of H. Farkas. In the same paper, they ask whether J g ∩ θ null is an irreducible component of θ 3 null in higher genera, which would imply a solution to the weak Schottky problem for Jacobians with a vanishing theta null. Our main result is an affirmative answer to this question in genus 5. Theorem 1.1. In genus five, the locus J 5 ∩ θ null is an irreducible component of θ 3 null . This solution to the weak Schottky problem is very much in the classical spirit of finding explicit equations in the period matrix. Indeed, the condition of having an even two-torsion point in the theta divisor can be checked by evaluating the theta function at these (finitely many) points, and then the rank of the Hessian can be computed numerically. We include an example of this computation in Example 5.9, where we use the Julia package presented in our companion paper [AC19] . For a similar computational approach to the Schottky problem in genus four, see [CKS18] .
The strategy of our proof is to bound the dimension of θ 3 null , by working over a partial compactification A g 1 = A g ∪ ∂A g of A g , following [GM07] . Via a study of nodal curves with a theta characteristic, we can describe the intersection (J 5 ∩ θ null ) ∩ ∂A g . We can then bound the dimension θ 3 null ∩ ∂A g via a study of the ramification loci, or Thom-Boardman loci, for the Gauss map of the theta divisor, leading to the proof of our main theorem. In particular, the study of these ramification loci fits with classical and recent work on the Gauss map [And58, AMSV93, Krä15, CGS17, ACM19], and might give a way to extend our main result in higher dimensions.
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Preliminaries
We start by defining some standard notation and background, referring the reader to [Igu72, BL04] for more details. The Siegel upper-half space H g is the set of complex symmetric g × g matrices with positive definite imaginary part. A characteristic is an element m ∈ (Z/2Z) 2g , which we will represent as a vector m = [ε, δ], where ε, δ ∈ {0, 1}
g . The theta function with characteristic m is the holomorphic function θ[m] :
The theta function with characteristic m = [0, 0] is called the Riemann theta function, which we will sometimes denote simply by θ(z, τ ). All theta functions satisfy the fundamental heat equation,
The sign of a characteristic m is defined as e(m) = (−1) ε t δ , and we call a characteristic even or odd if the sign is 1 or −1 respectively. As a function of z, θ[m](z, τ ) is even (respectively odd) if and only if the characteristic m is even (respectively odd). There are 2 g−1 (2 g + 1) even theta characteristics and 2 g−1 (2 g −1) odd theta characteristics. The theta constants are the functions on H g obtained by evaluating the theta functions with characteristic at z = 0,
The theta constants corresponding to odd characteristics vanish identically. Now we recall the construction of the moduli space A g . For every τ ∈ H g one defines a principally polarized abelian variety (ppav) by
The polarization on A τ is given by the theta divisor Θ τ = {z | θ(z, τ ) = 0}. Observe that the symmetric theta divisors on A τ are precisely the divisors Θ The modular group Γ g = Sp(2g, Z) acts on H g as follows. For γ ∈ Γ g and τ ∈ H g ,
Two ppavs (A τ , Θ τ ) and (A τ ′ , Θ τ ′ ) are isomorphic if and only if τ ′ = γ · τ for some γ ∈ Γ g , in which case an isomorphism is given by
is the moduli space of principally polarized abelian varieties of dimension g. It is an analytic space of dimension
We next describe how the theta functions transform under the modular group Γ g . The action on H g extends to an action on
The corresponding action on the set of characteristics (Z/2Z) 2g is
This can be combined with the action of the lattice Z g to give the universal family of abelian varieties X g = (C g ×H g )/Z 2g ⋊Γ g → A g . The theta functions obey the Theta Transformation Formula [BL04]:
where φ(γ, m, z, τ ) ∈ C * is an explicit function of the parameters with the same sign ambiguity as det(Cτ + D). In particular, for a fixed τ , the symmetric theta divisor Θ
γ·τ , so the universal theta divisor {(z, τ ) | θ(z, τ ) = 0} is not well defined in X g . To address this issue, we define the subgroups
The group Γ g (4, 8) is normal of finite index in Γ g , so the corresponding quotients
are finite Galois covers of A g and X g respectively. Moreover, Γ g (4, 8) acts trivially on the set of characteristics, so the Theta Transformation Formula shows that for every characteristic m, the universal theta divisor
is well-defined in X g (4, 8). However, we see that the divisor 2Θ = {2z | z ∈ Θ} is defined universally inside X g . Indeed, for any characteristic m, we have 2Θ
and Θ [0] differ just by a translation by a two-torsion point. Hence we get a well-defined set
inside X g . Finally, it holds that for every γ ∈ Γ g (4, 8),
Thus, the even theta constants define a map to projective space,
which is actually an embedding, and realizes A g (4, 8) as an irreducible quasiprojective variety. By definition, polynomials in the homogeneous coordinates of P 2 g−1 (2 g +1) correspond to polynomials in the theta constants.
We would like to point out that, due to the very concrete nature of the theta functions, much of the geometry of abelian varieties presented above can be computed explicitly, especially in low genus; see for example [CKS18, RSSS13, RSS14, FM17] .
Singularities of theta divisors at points of order two
For a general ppav (A, Θ) ∈ A g , the theta divisor is smooth. The locus N 0 ⊆ A g where the theta divisor is singular is called the Andreotti-Mayer locus, and it is a divisor in A g [AM67] . Mumford [Mum83] , Beauville [Bea77] and Debarre [Deb92] proved that N 0 has two irreducible components θ null and N 
Thus, on A g (4, 8) the divisor θ null splits into irreducible components corresponding to the even characteristics, and these components are all conjugate under the action of Γ g . As explained in Section 1, the rank of the quadric tangent cone at the vanishing theta null leads to a stratification
where θ h null is the locus of ppav whose theta divisor contain an even two-torsion point with a quadric tangent cone of rank at most h. In A g (4, 8), the locus θ h null is given by the equations
where the second equality comes from the heat equation (2.2). One should be slightly careful with this description because, as noted by Grushevsky and Salvati Manni, the condition
; it is well-defined only together with the condition {θ[m](0, τ ) = 0}. An alternative set of equations that fixes this problem is given in [GM08] .
If C is a smooth curve of genus g, a vanishing theta null on the Jacobian J(C) corresponds to an even theta characteristic κ such that h 0 (C, κ) ≥ 2. As explained in Section 1,
In [GM08] , it was proved that this is an equality in genus four, and it was asked whether J g ∩ θ null is an irreducible component of θ 3 null in higher genus. In the rest of this paper, we will discuss this problem and present a proof for genus five.
Partial compactification and Gauss maps
Our strategy is to bound the dimension of the irreducible component of θ 3 null which contains J g ∩ θ null . To do so, we will use a partial compactification of A g .
Partial compactification of A g
The idea is to follow the strategy of [GM07] , by studying the boundary of θ 3 null inside the partial compactification A 1 g = A g ∪ ∂A g of A g . This was introduced by [Igu67] and then studied by Mumford [Mum83] . The boundary divisor ∂A g parametrizes rank one degenerations of ppavs, which we briefly describe here, referring to [Mum83] for more details. Let (B, Ξ) ∈ A g−1 be a ppav and let G be an algebraic group, which is an extension of B by C * :
Then we can look at G as a C * -bundle on B, which can be completed naturally to a P 1 -bundle, together with two sections B 0 , B ∞ . These sections can be glued together via translation by a point b ∈ B, and the resulting variety G is a limit of abelian varieties. It also carries a divisor D ⊆ G, which is a limit of theta divisors. Thus, the boundary divisor is a fibration p : ∂A g → A g−1 , with fiber B/ Aut(B, Ξ) over (B, Ξ) ∈ A g−1 , and the general fiber is B/ ±1 , the Kummer variety of B. Analytically, points on the boundary can be seen as limits of g ×g period matrices τ = τ (t) such that the imaginary part of τ gg goes to +∞ as t → 0, and all the other coordinates converge. Hence, the limit has the form
where τ ′ is the period matrix of (B, Ξ) ∈ A g−1 and z ′ represents the translation point b ∈ B. Hence we see that, at least around a point (B, Ξ) ∈ A g−1 , we have a surjective map
The boundary of the theta null divisor in the partial compactification was computed by Mumford [Mum83] . 
where 2 B (Ξ) = {2x | x ∈ Ξ} is the image of the divisor under the multiplication map.
More precisely, by 2 B (Ξ) we mean the image of the universal double theta divisor of (2.13) under the map X g−1 → ∂A g−1 . We denote this component by X g and sometimes we will not distinguish whether we take it in X g−1 or in ∂A g−1 . By (2.13) we can write
where now θ ′ is the Riemann theta function in genus g − 1. The intersections of the strata θ h null with X g were determined by Grushevsky and Salvati Manni [GM07] . 
Thom-Boardman loci of the Gauss map
The last result is best understood in terms of the Gauss map for the theta divisor. If (B, Ξ) ∈ A g−1 is a ppav, then the Gauss map is the rational map
that associates to each smooth point p ∈ Ξ the tangent space T p Ξ, seen as a subspace of T 0 B via translation by p. The base locus of the map is precisely the singular locus of Ξ, and if Ξ = {θ ′ (z ′ , τ ′ ) = 0}, then the Gauss map can be written explicitly as
The Gauss map is related to Theorem 4.2 by the following result, whose proof is the same as [GM07, Lemma 2]; see also [DJ10, Roh14] .
Lemma 4.3. Let (B, Ξ) ∈ A g−1 be a ppav, with the theta divisor given as Ξ = {θ
where dγ z ′ is the differential of the Gauss map at z ′ . If instead z ′ ∈ Ξ is a singular point,
where Q z ′ Ξ is the quadric tangent cone to Ξ at z ′ .
For a map f : X → Y between two smooth connected varieties, the (closed) ThomBoardman loci are defined as
Hence we can interpret Lemma 4.3 as saying that for a theta divisor Ξ τ ′ = {θ ′ (z ′ , τ ′ ) = 0}, the locus of smooth points where rk Dγ(z ′ , τ ′ ) ≤ h coincides with the Thom-Boardman locus
Moreover, Lemma 4.3 suggests also that the Thom-Boardman loci can be naturally extended to a closed subset of Ξ by
(4.14)
Thus Theorem 4.2 can be rephrased as saying that
where the set on the right can be viewed as the universal second multiple of the ThomBoardman locus inside the universal family X g−1 → A g−1 . Observe that this is well-defined in X g−1 because of the multiplication by two.
Jacobians with a vanishing theta null in genus five
Now we turn to the proof of our main theorem. To begin with, we observe that J g ∩ θ null is the image under the Torelli map of the locus of curves with a vanishing theta null. It was proved by Teixidor [TiB88] that this is an irreducible divisor in M g , and since the Torelli map is injective, we see that J g ∩ θ null is irreducible of dimension 3g − 4. What we need to prove is that the irreducible component Z g of θ 3 null which contains J g ∩ θ null has the same dimension. Equivalently, we can compute the codimension inside the divisor θ null , and we expect that
We can bound the codimension of Z g by considering its intersection with X g . More precisely, we proceed in two steps.
1. Prove that J g ∩θ null intersects X g at a smooth point of θ null . Then Z g also intersects X g at a smooth point of θ null , and it is a standard fact that codim
).
Show that codim
, and from the previous step we have codim θ null Z g ≥ 1 2
(g − 2)(g − 3) as well.
We proceed to carry out these steps in genus five.
Limits of Jacobians in the partial compactification
Here we consider points in the intersection J g ∩ ∂A g coming from nodal curves. Let C be a smooth and irreducible curve of genus g − 1 ≥ 4 with two distinct marked points p, q ∈ C, and let C be the nodal curve obtained by identifying these two points. This is a stable curve of arithmetic genus g and the map ν : C → C is the normalization.
The group Pic 0 (C) fits naturally into an exact sequence [ACG11] 0
where J(C) = Pic 0 (C) is the Jacobian of C. This says that a bundle L on C is equivalent to a bundle L on C, together with an identification of the two fibers L(p), L(q), which is given by an element in C * . Hence we see that Pic 0 (C) is a rank one extension of the ppav J(C), as in (4.1). Moreover, in this situation we also have a natural element in J(C) given by O(p − q). According to the description of Section 4.1, this gives us an element in J g ∩ ∂A g . Now we consider nodal curves with a vanishing theta null, following Cornalba's construction [Cor89, Example 3.2, Example 6.2].
Lemma 5.1. Let L be a line bundle on C such that
Proof. We sketch the proof here, referring to [Cor89] for more details. First we observe that deg L = g − 1, and the Riemann-Roch theorem shows that h 0 (C, L − p − q) = h 0 (C, L) − 1, so the linear system of L does not separate the two points p, q. Moreover, this shows that there is a section σ 0 ∈ H 0 (C, L) that does not vanish at either p or q; in fact σ 0 does not vanish at both points. Indeed, suppose that σ 0 (q) = 0 and σ 0 (p) = 0. Then σ 2 0 is a section of 2L(−q) ∼ K C + p − q that does not vanish at p, which cannot happen because p is a base point of K C + p − q, since C has positive genus.
Hence, we can identify the two fibers of L(p), L(q) by identifying σ 0 (p) with σ 0 (q). This induces a line bundle L on C such that 2L ∼ K C , and the sections
According to [Cor89] , this gives a theta characteristic on C, and if h 0 (C, L) = 2, we get that h 0 (C, L) = 2, so this is an even and effective theta characteristic on C. This actually gives an element in (J g ∩ θ null ) ∩ X g as follows.
Lemma 5.2. Let L be a line bundle on C such that
Proof. According to the description of Section 4.1, we need to show that O(p − q) ∈ 2 · Θ, where Θ ⊆ J(C) is a symmetric theta divisor. Recall that all the symmetric theta divisors on J(C) are of the form W g−2 (C) − κ, where
Via this construction, we obtain many points in (J g ∩θ null )∩X g and we can give conditions for these to be smooth points of θ null . This is done in the next two lemmas. 3. The point b ′ has multiplicity at most two in Ξ.
Then (B, Ξ) and b give a smooth point of X g which is also a smooth point of θ null .
Proof. First observe that X g is a component of the intersection of the two divisors θ null and ∂A g , so a smooth point in X g is smooth in both θ null and ∂A g . Hence it is enough to prove smoothness in X g . To do so, we look at the point (b, (B, Ξ)) in the universal abelian variety X g−1 ; this gives a point in ∂A g via the map X g−1 → ∂A g of (4.3). Since we are assuming that (B, Ξ) has no extra automorphisms and that b is not a two-torsion point, we see that the map is a local isomorphism around (b, (B, Ξ)), hence we can work in X g−1 instead of in ∂A g . Moreover, the fact that (B, Ξ) has no extra automorphisms also tells us that the map X g (4, 8) → X g is a local isomorphism around (b, (B, Ξ)). So we can work directly inside X g (4, 8), where we can look at X g = (B,Ξ) 2 B (Ξ) as the image of the universal theta divisor Ξ g−1 = (B,Ξ) Ξ under the global multiplication-by-two map 2 : X g−1 (4, 8) → X g−1 (4, 8) . Now, our second assumption on b shows that the fiber of this map over (b, (B, Ξ)) consists of a single point (b ′ , (B, Ξ)). We also know that the differential of the multiplication-by-2 map is just the usual scalar multiplication by 2, so it is an isomorphism. Hence, the tangent space to X g at (b, (B, Ξ) ) is isomorphic to the tangent space to the universal theta divisor Ξ g−1 at (b ′ , (B, Ξ)). In local coordinates (z ′ , τ ′ ), the universal theta divisor is given by {θ(z ′ , τ ′ ) = 0}, and the heat equation shows that a point (z ′ , τ ′ ) is singular if and only if z ′ is a singular point of Ξ τ ′ of multiplicity at least 3, which in our case is ruled out by the third assumption.
Lemma 5.4. Let C be a smooth curve of genus g − 1 ≥ 4 with only trivial automorphisms and let D ∈ C g−3 be an effective divisor such that
2. K C − 2D ∼ p + q with p, q two distinct points on C.
Then J(C) together with the point O(p − q) give a point in (J g ∩ θ null ) ∩ X g which is a smooth point of θ null .
Proof. First we observe that deg(K C − 2D) = 2(g − 1) − 2 − 2(g − 3) = 2, and since the curve is not hyperelliptic, this implies h 0 (C, K C − 2D) ≤ 1, so the points p, q in (2) are uniquely determined.
We then apply Lemma 5.3. Since the automorphism group of C is trivial, Torelli's theorem implies that J(C) has no extra automorphisms. Moreover, if κ is any theta characteristic on C, we can fix the symmetric theta divisor given by W g−2 (C) − κ, and twice the theta divi-
Reasoning as in the proof of Lemma 5.1, we get
Now we check the three conditions of Lemma 5.3. We see that O(p − q) cannot be a two-torsion point, because otherwise 2p ∼ 2q, but p, q are distinct and C is not hyperelliptic. For the second condition, since p − q ∼ 2L(−q) − K C , we see that
. Thus assumption (3) implies that the intersection (5.3) consists of the unique point L(−q).
For the last condition, we need to check that L(−q) has multiplicity at most two in the theta divisor W g−2 (C). But Riemann's singularity theorem shows that mult
, and h 0 (C, L) = 1 by assumption (1).
We now specialize this discussion to g = 5.
Proposition 5.5. J 5 ∩ θ null and X 5 intersect at a smooth point of θ null .
Proof. We follow Lemma 5.4. Let C be a general curve of genus 4, with only trivial automorphisms. We consider the locus
and we show that a general element in Z satisfies the three conditions of Lemma 5.4. First, we compute the dimension of Z. The condition h 0 (C, K C − 2D) > 0 is equivalent to the fact that the evaluation map ev D :
The evaluation map globalizes to a map of rank four bundles ev :
Thus, Z is precisely the degeneracy locus of the global evaluation map. In particular, if we can show that Z = ∅ and Z = C 2 , it will follow that Z is a divisor in C 2 . To prove this, let x ∈ C be a general point, then h 0 (C, K C − 2x) = 2, so after removing the eventual base locus B, we get a map ϕ : C → P 1 . If y is a point where ϕ is ramified, we see that D = x + y ∈ Z; if instead y ′ is a point outside of B where ϕ is not ramified, then D ′ = x + y ′ / ∈ Z. Now we check the conditions in Lemma 5.4. If D ∈ Z, then h 0 (C, D) = 1, otherwise the curve would be hyperelliptic. For the second condition, suppose that K C − 2D ∼ 2p for some p ∈ C. Then K C ∼ 2D + 2p, so O C (D + p) is a theta characteristic on C. There are only finitely many effective theta characteristics κ and since C is general, they all satisfy h 0 (C, κ) = 1. Hence there are only finitely many such D, and since dim Z = 1, a general D in any component of Z will give K C − 2D ∼ p + q for two distinct points p, q ∈ C.
For the third condition, if we look at C 2 in Pic 2 (C) via the Abel-Jacobi map, we see that D ∈ Z satisfies the third condition precisely when D / ∈ η (C 2 + η), as η varies in
In particular dim(C 2 ∩ (C 2 + η)) ≥ 1, and we will now prove that this cannot happen. To do so, observe that if dim(C 2 ∩ (C 2 + η)) ≥ 1, then the difference map
has a positive-dimensional fiber at η, and by [ACGH85, Exercise V.D-4] this is possible only
is the other. The first possibility cannot happen because then 2x ∼ 2y, and C is not hyperelliptic. For the second possibility, observe that if 2M 1 − K C is two-torsion, then 4M 1 ∼ 2K C . Since C is not hyperelliptic, we know from Noether's theorem that it is projectively normal in the canonical embedding C ⊆ P 3 , hence 4M 1 ∼ 2K C if and only if for every divisor H ∈ |M 1 |, the divisor 4H is cut out by a quadric in P 3 . Using Macaulay2 [GS] , we can easily find a curve where this does not happen, for example the curve C = {X 0 X 3 − X 1 X 2 = X 
Thom-Boardman loci for the Gauss map in dimension 4
Now we need to bound the codimension of θ 3 null ∩ X g inside X g , and by (4.15), we can do it by studying the Thom-Boardman loci in one dimension less.
Lemma 5.6. Suppose that
Proof. We know from (4.15) that θ
, and we can bound the dimension of this by bounding the dimension of the fibers and of the image along the projection
(5.8)
Since the multiplication 2 B : B → B is a finite map, we can replace dim 2 B (Σ 1 (γ Ξ )) ≥ i by dim Σ 1 (γ Ξ ) ≥ i, and if we rephrase the previous inequality in terms of the codimension, we get exactly what we want.
Remark 5.7. When g > 5, Lemma 5.6 requires that the set
is a proper subset of A g−1 . However, this cannot happen; indeed, if (B, Ξ) ∈ A g−1 is a general ppav, then Ξ contains 2 g−1 (2 g − 1) odd two-torsion points, corresponding to the odd characteristics. If Ξ is cut out by a theta function Ξ = {θ ′ (z ′ , τ ′ ) = 0} and z ′ is an odd two-torsion point, then one can see that rk Dγ(z
However, when g = 5 the hypotheses of Lemma 5.6 are satisfied.
Proposition 5.8. It holds that
Proof. According to Lemma 5.6, we need to prove that
• For i = 0, this is immediate, though as observed in Remark 5.7, it is crucial that g = 5.
• For i = 1, we need to show that for a general (B, Ξ) ∈ A 4 , the Thom-Boardman locus Σ 1 (γ Ξ ) is finite dimensional. This is proved by Adams, McCrory, Shifrin and Varley in [AMSV93] , where they show that the locus consists exactly of the odd two-torsion points of Remark 5.7.
For the cases where i > 1, we start with a general observation. Assume that the Gauss map γ Ξ : Ξ sm → P 3 has finite fibers, then dim Σ 1 (γ Ξ ) ≤ 1. Indeed, let Z ⊆ Σ 1 (γ Ξ ) be an irreducible component of positive dimension. By construction, the differential of the induced map γ Ξ|Z : Z → P 3 has rank at most one at a general point of Z, so dim γ Ξ (Z) ≤ 1 by generic smoothness. Since the map has finite fibers, it follows that dim Z ≤ 1. Hence if i > 1, we can have dim Σ 1 (γ Ξ ) ≥ i if and only if the locus {z ′ ∈ Ξ sing | rank Q z ′ Ξ ≤ 3} has dimension at least i.
• For i = 2, let (B, Ξ) ∈ A 4 be such that Ξ is smooth. Then the Gauss map γ Ξ : Ξ → P 3 is finite and the singular locus is empty, so the previous observation implies dim Σ 1 (γ Ξ ) ≤ 1. This proves that the locus {(B, Ξ) | dim Σ 1 (γ Ξ ) ≥ 2} is contained in the divisor N 0,4 = {(B, Ξ) | Ξ sing = ∅}. This divisor has two irreducible components, which are exactly the theta null divisor θ null,4 and the Jacobian locus J 4 [Bea77] . Now, let (B, Ξ) be the Jacobian of a hyperelliptic curve of genus 4. Then (B, Ξ) ∈ θ null,4 ∩ J 4 [Bea77] , and since it is a Jacobian, we know that the Gauss map γ Ξ : Ξ sm → P 3 has finite fibers [And58] . Moreover, the singular locus of Ξ has dimension 1, so the previous observation gives dim Σ(γ Ξ ) ≤ 1. This proves that the locus {(B, Ξ) | dim Σ 1 (γ Ξ ) ≥ 2} does not contain the intersection θ null,4 ∩ J 4 ; in particular, it does not coincide with any of the two components, so it has codimension at least two.
• For i = 3, let (B, Ξ) ∈ A 4 be such that Ξ is irreducible. Then dim Σ 1 (γ Ξ ) ≥ 3 if and only if Σ 1 (γ Ξ ) = Ξ, but this is impossible because the Gauss map is dominant, so its differential at a general point is an isomorphism. Hence, the locus {(B, Ξ) | dim Σ 1 (γ Ξ ) ≥ 3} is contained in the locus of decomposable abelian varieties, which has codimension 3.
Conclusion
We can finally prove our main theorem, and we rewrite the argument here for clarity.
Proof of Theorem 1.1. We want to show that J 5 ∩ θ null is an irreducible component of θ 3 null . As remarked before, we know that J 5 ∩ θ null is irreducible of dimension 11, thus if Z 5 ⊆ θ 3 null is the irreducible component containing J 5 ∩ θ null , we need to show that dim Z 5 ≤ 11, or equivalently, codim θ null Z g ≥ 3. We consider the intersection with X 5 inside the partial compactification A 5 1 ; we know from Proposition 5.5 that Z 5 and X 5 intersect in a smooth point of θ null , hence codim θ null Z 5 ≥ codim X 5 (Z 5 ∩ X 5 ). It is enough to prove that this is at least 3, or more generally, that codim so it is natural to expect that τ ∈ θ 3 null . Indeed, τ is the Jacobian of the genus five curve C obtained as the normalization of the singular plane octic {x 6 y 2 −4x 4 y 2 −2x 3 y 3 −2x 4 y+2x 3 y+4x 2 y 2 +3xy 3 +y 4 +4x 2 y+2xy 2 +x 2 −4xy−2y 2 −2x+1 = 0} .
Using Macaulay2, we can write the equations of C in the canonical embedding and check that it is contained in a quadric of rank 3, so it has a vanishing theta null. To compute τ from C, we use the package [BSZ] in Sage [The19] .
