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• Aim: identify argument structures that can be found within the
discourse
◦ Argumentative schemes
◦ Relationships between pairs of arguments
• Introducing automation ∼ 2000
• Applications :
◦ Stock market
◦ Computerized essay grading






How to automatically mine intertextual
correspondences between U.S. candidates
argumentation during primaries debates and





A spoonful of reality
















• Aim: link dialogical and argumentative structures
• Combination of logic and argumentation theories
• Reference : Budzynska and Reed, 2011






Redditor1 : Every American should be a capitalist.
Redditor2 : Why?

















• The American Presidency Project
• Web archive : American presidency related documents
• Transcripts of all presidential debates from 1960 to 2016
• 2016 elections :
◦ 9 Democratic debates
◦ 12 Republican debates




• Social media and news aggregation, web content rating and
discussion English-speaking website
• subreddits : news, science, politics, gaming, movies, ...
• In /r/politics, October 13 DNC Primary Debate -
During-debate Discussion Megathread
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assembling the reddit comments corpus
1. For each debate, select the corresponding thread.
2. Sort the comments by time-stamp (oldest on top).
3. Remove all comments having no children.
4. Remove all comments trees beginning with irony or wordplay
(rethoric structures are not handled by IAT).
5. Keep comments trees classified by excerpts (time-stamp
identification), discard all others.
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CHAFEE : Anderson, you’re looking at a block of granite when it
comes to the issues. Whether it’s...[crosstalk]
COOPER: It seems like pretty soft granite. I mean, you’ve been a








stating the intertextual correspondence task
Input
R = {r1, . . . , ri, . . . , rn} set of Reddit comments segments.
D = {d1, . . . ,dj, . . . ,dm} set of presidential debates segments.
Output




Natural Language Processing tools :
• Speakers similarity
• Frequent wordsets similarity
• Semantic similarity
















Natural Language Processing tools :
• Speakers similarity
• Frequent wordsets similarity
• Semantic similarity

















ri = “Hillary Clinton knows Bernie Sanders’ gun control record isn’t
his strong suit”
dj = “CLINTON thinks what Senator SANDERS is saying certainly
makes sense in the terms of the inequality that we have”
S(t) = {CLINTON, SANDERS}
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sketching the algorithm
Natural Language Processing tools :
• Speakers similarity
• Frequent wordsets similarity
• Semantic similarity

















Let w be a word of a (non-empty) segment t in a corpus C. Term
frequency of w in t is defined as
Tf(w, t) = |{v ∈ t, v = w}|
|{v ∈ t}| .
Definition (Inverse document frequency)
Inverse document frequency of w in C is defined as
Idf(w, C) =

0 if w /∈ t,
log
|s, s ∈ C|
|s ∈ C,w ∈ s| otherwise.
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tf-idf
Definition (Term frequency–inverse document frequency)
Let w be a word of a segment t in a corpus C.
tf-idf of w in t in C is defined as
tf-idf(w, t, C) = Tf(w, t) · Idf(w, C).
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sketching the algorithm
Natural Language Processing tools :
• Speakers similarity
• Frequent wordsets similarity
• Semantic similarity


























Natural Language Processing tools :
• Speakers similarity
• Frequent wordsets similarity
• Semantic similarity

















• Stating the intertextual correspondence task
• Developing the corpora





Thank you for your attention
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