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The Kitaev-Heisenberg model on the honeycomb lattice has been studied for the purpose of finding
exotic states such as quantum spin liquid and topological orders. On the kagome lattice, in spite of
a spin-liquid ground state in the Heisenberg model, the stability of the spin-liquid state has hardly
been studied in the presence of the Kitaev interaction. Therefore, we investigate the ground state
of the classical and quantum spin systems of the kagome Kitaev-Heisenberg model. In the classical
system, we obtain an exact phase diagram that has an eight-fold degenerated canted ferromagnetic
phase and a subextensive degenerated Kitaev antiferromagnetic phase. In the quantum system,
using the Lanczos-type exact diagnalization and cluster mean-field methods, we obtain two quantum
spin-liquid phases, an eight-fold degenerated canted ferromagnetic phase similar to the classical spin
system, and an eight-fold degenerated q = 0 120◦ ordered phase induced by quantum fluctuation.
These results may provide a crucial clue to recently observed magnetic structures of the rare-earth-
based kagome lattice compounds A2RE3Sb3O14 (A = Mg, Zn; RE = Pr, Nd, Gd, Tb, Dy, Ho, Er,
Yb).
The Kitaev-Heisenberg (KH) model and related mod-
els on the various lattices have been studied theoreti-
cally for the sake of realization of exotic states such as
quantum spin liquid and topological orders [1–11]. The
models have also been examined in connection with real
compounds such as iridium oxides with honeycomb and
triangular lattices [11–42] and α-RuCl3 [43–50].
Concerning spin-liquid phase, the spin-1/2 Heisenberg
model on the kagome lattice (KL) is another candidate.
The model has been studied for several decades [51–71],
and it has theoretically been predicted that the ground
state becomes the gapped Z2 spin liquid [53–56] or gap-
less U(1) spin liquid [57–60]. Moreover, the kagome spin
models with strong anisotropy in exchange interactions,
such as the kagome ice model, have been studied as
well [72–77]. In spite of such intensive studies on the
kagome Heisenberg model, the effect of the Kitaev in-
teraction on the spin-liquid state has hardly been stud-
ied [11]. Furthermore, the precise phase diagram is not
presented.
Recently, the rare-earth-based KL compounds
A2RE3Sb3O14 (A = Mg, Zn; RE = Pr, Nd, Gd, Tb, Dy,
Ho, Er, Yb) whose space group is R3m have been syn-
thesized [78–83]. The compounds except for RE = Gd
have an effective spin with S = 1/2 on the KL because of
the Kramers or non-Kramers doublet ground state [83].
The exchange interactions between the nearest-neighbor
(NN) spins are expected to be anisotropic [83], that
is, magnetic interaction between the NN sites depends
on the bond of a triangular unit in the lattice (see
Fig 1). Although these compounds would not have
Kitaev-type interactions, the effective Hamiltonian of
these compounds must contain the symmetry of R3m.
Since the kagome KH model contains this symmetry
together with bond-dependent anisotropic interactions,
there is a possibility that the phase obtained in the
KH model are continuously connected with that in
FIG. 1. Lattice structure of the KL with three anisotropic
exchange interactions, JX , JY , and JZ . The red, green, and
blue solid lines denote JX , JY , and JZ , respectively. The
black, orange, and purple dashed quadrangles denote the clus-
ters of N = 12, 24 and 30, respectively, used in ED method
with periodic boundary conditions.
the effective models of the compounds. Therefore, the
study of this model will contribute to the understanding
of A2RE3Sb3O14. Hence, it is necessary to perform
a theoretical investigation in order to elucidate its
ground-state properties and to find new novel phases.
In this paper, we investigate the ground state of the
classical and quantum spin systems of the kagome KH
model. In the classical spin system, we obtain an ex-
act phase diagram based on the analytical solution of
a three-spin cluster. We confirm two kinds of phases
that are an eight-fold degenerated canted ferromagnetic
(CFM) and a subextensive degenerated Kitaev antiferro-
magnetic (KAF). In between CFM and KAF, there are
the Heisenberg point and its Klein duality point whose
ground state is a classical spin liquid (CSL) state. For
the quantum spin system, we use the Lanczos-type exact
2FIG. 2. Three-sublattice pattern of the KL (left). Two trian-
gles (right) are equivalent to all triangles in the KL. The red
circle A, green circle B, and blue circle C represent indepen-
dent sublattice. The red, green, and blue solid lines denote
JX , JY , and JZ , respectively.
diagnalization (ED) and cluster mean-field (CMF) meth-
ods. We find that the spin-liquid state in the kagome
Heisenberg model remains even for small Kitaev-type in-
teraction. We also find an eight-fold degenerated CFM
phase similar to the classical spin system, and an eight-
fold degenerated q = 0 120◦ ordered phase induced by
quantum fluctuations, which corresponds to the subex-
tensive degenerated KAF in the classical spin system. It
is interesting that A2RE3Sb3O14 (A = Mg, RE = Gd,
Er) and (A = Mg, RE = Nd) have the same type of the
q = 0 120◦ order [78] and the CMF [79], respectively.
The Hamiltonian of the KH model on the KL is given
by
H =
∑
〈i,j〉
STi Ji,jSj , (1)
where Si is a classical spin vector Si = (S
x
i S
y
i S
z
i )
T ∈ R3
with |Si| = 1 (a quantum spin operator with S = 1/2) at
site i for classical (quantum) system. Ji,j represents the
NN interactions as shown in Fig 1 and takes one of the
three anisotropic interactions, JX = diag(J + K, J, J),
JY = diag(J, J + K, J), and JZ = diag(J, J, J + K),
where K and J correspond to the energy of the Kitaev
and Heisenberg interactions, respectively. We note that
there is the Klein duality [11] in this model, which trans-
forms (J,K) 7→ (J˜ , K˜) = (−J, 2J + K). We introduce
the parametrization (J,K) = (I cos θ, I sin θ), where I is
the energy unit (I = 1).
We first determine the exact classical phase diagram.
The KL can be divided into three sublattices (three color
sites with classical spins, SA, SB, and SC , forming a
triangle) as shown in Fig 2. All of the triangles in the
KL have the same structure as two triangles shown in
the right-hand side of Fig 2. The KH Hamiltonian on a
triangle is given by
h∆ = S
T
AJZSB + STBJXSC + STCJY SA. (2)
FIG. 3. (a) Classical ground-state phase diagram of the KH
model on the KL parametrized by θ. The KAF and CFM
phases are separated by the CSL (green line) and the dual
one (light green line), while the FM point and its dual one
(yellow dotted lines) as well as the KFM point (orange dotted
line) do not change phases. (b) Quantum ground-state phase
diagram obtained by the CMF method with N = 24 cluster.
The CFM and q = 0 120◦ ordered phases are separated by
the QSL phase and the dual one. The FM point and its dual
one (yellow dotted lines) as well as the KAF and KFM points
(orange dotted lines) do not change phases. In (a) and (b),
the dotted lines in the circle connect dual points due to the
Klein duality. The spin structure for the CFM and q = 0
120◦ ordered phases are schematically denoted in (c) and (d),
respectively.
Then, the Hamiltonian (1) reads H = ∑
∆
h∆, where
the summation is performed for all triangles (not
only upward triangles but also downward triangles
in Fig. 2). A special solution for the ground state
of H can be obtained by covering the KL with the
ground-state vectors (SA, SB , SC) of h∆ (2), be-
cause all triangles on the KL have the lowest energy.
The ground-state vectors (SA, SB, SC) and energy
Emin∆ are given as follows: in θ ∈ [0, pi − arctan(2)],
SA = (0,
cy√
2
, cz√
2
), SB = (
cx√
2
, 0,− cz√
2
), SC =
(− cx√
2
,− cy√
2
, 0), and Emin∆ = − 32 (sin θ + cos θ), while in
θ ∈ [pi − arctan(2), 2pi], SA = (cxF (θ), cyG(θ), czG(θ)),
SB = (cxG(θ), cyF (θ), czG(θ)), SC =
(cxG(θ), cyG(θ), czF (θ)), and Emin∆ =
3
4
(sin θ + cos θ)−
3
4
√
sin 2θ + 4 cos 2θ + 5, where cx, cy, cz ∈ {−1, 1},
F (θ) = f(θ)/
√
f(θ)2 + 1 and G(θ) = 1/
√
f(θ)2 + 1 with
f(θ) = 4 cos θ/(cos θ + sin θ − √sin 2θ + 4 cos 2θ + 5).
We note that the wave function at the Heisenberg
points, i.e., θ = 0 and θ = pi, and their dual points, i.e.,
θ = pi − arctan(2) and θ = − arctan(2), has the global
rotation symmetry.
Figure 3(a) shows the exact classical ground-state
phase diagram of the kagome KH model. There are only
two phases: one is an eight-fold degenerated CFM phase
3FIG. 4. Static spin structure factor Sq in the classical system
at (a) θ = 0.5pi and (b) θ = 0.3pi in the KAF phase, obtained
by the Monte Carlo simulation for an N = 24×24×3 (=1728)
lattice with periodic boundary conditions at T = 0.0005. The
green dotted hexagons denote the extended first Brillouin
zone.
for θ ∈ [pi − arctan(2), 2pi] and the other is a 23L-fold
degenerated KAF phase for θ ∈ [0, pi − arctan(2)], where
L is the linear system size. This 23L-fold degeneracy is
caused by the absence of one of the three components
in Si, which leads to 2
L degeneracy for each direction of
the three bonds. In between the CFM and KAF phases,
there is a macroscopic degenerated CSL state and a dual-
CSL state corresponding to the Heisenberg and its dual
points, respectively. There is no phase change across the
Kitaev ferromagnetic (FM) point, i.e., θ = 3
2
pi, as well as
the FM and its dual FM points. The Kitaev FM point
gives a Kitaev ferromagnetic (KFM) state that has 23L-
fold degeneracy as is the case of the KAF state.
When the ground states are degenerate in the classical
spin systems, thermal and quantum fluctuations can in-
duce ordered states through so-called “order-by-disorder”
mechanism. Therefore, we calculate static spin struc-
ture factor Sq at finite temperature to confirm the ef-
fect of thermal fluctuations in the KAF phase using the
Monte Carlo simulation. All three components of Sq at
T = 0.0005 for θ = 0.5pi and θ = 0.3pi have linear distri-
butions in the q space as shown in Fig. 4. This behavior
is different from that of the triangular lattice where one
of the three directions has stronger intensity because of
the nematic order [40]. The intensity of Sq at θ = 0.5pi
is constant on the lines. On the other hand, the intensity
at θ = 0.3pi slightly increases when the lines cross the
extended first Brillouin zone, which indicates a tendency
toward the q = 0 120◦ order which will be discussed be-
low. Therefore, the change from θ = 0.5pi with only K
to θ = 0.3pi with finite J indicates that the “order-by-
disorder” in the KAF phase of the KL will be organized
by J .
FIG. 5. Three-sublattice structure with sublattices A, B, and
C used in our CMF method. (a) N = 12 and (b) N = 24.
Dotted circles and dotted lines denote the mean field sites and
mean field bonds, respectively.
Next, we investigate the quantum system using the
Lanczos-type ED and CMF methods. Our ED calcula-
tions are performed for the KL ofN = 12, 24, and 30 with
the periodic boundary conditions as shown in Fig. 1, and
our CMF method utilizes the N = 12 and 24 clusters
as shown in Fig. 5. We note that the CMF method has
been successfully applied to the analysis of not only the
Heisenberg model [84–86] but also the KH model [35].
We apply the standard mean-field approximation for in-
teractions between the cluster-edge spin at site i, and
the spin at a mean-field site belonging to a sublattice µ:
Si · Sµ 7→ Si · 〈Sµ〉 with 〈Sµ〉 = N−1µ
∑Nµ
iµ
〈Siµ〉, where
µ ∈ {A,B,C} as shown in Fig. 5, and iµ represents a
site belonging to µ whose total number is Nµ. Thus, the
CMF Hamiltonian reads
HCMF =
∑
〈i,j〉
STi Ji,jSj +
∑
〈i,µ〉
STi Ji,µ〈Sµ〉, (3)
where the first and second terms represent intra-cluster
interaction and the mean-field interaction, respectively.
〈Sµ〉 is self-consistently determined by applying the ED
technique to HCMF (3). The ground state is so ob-
tained as to give the minimum CMF energy. As shown
in Fig. 5, we use a three-sublattice structure for both
the N = 12 and 24 clusters. We note that, even if a
twelve-sublattice structure was used in the same clus-
ters, the three-sublattice ordered state has the lowest en-
ergy. We also note that at the Kitaev points (θ = ±0.5pi)
the ground state has 23L degeneracy with L = 2 in the
twelve-sublattice structure.
The ground-state energies per site, emin, and its sec-
ond derivatives with respect to θ, −d2emin/dθ2, obtained
by the ED and CMF methods are shown in Figs. 6(a)
and 6(b). There are two singularities in d2emin/dθ
2 on
either side of θ = 0 as well as on either side of its Klein
duality point θ = pi − arctan(2) for the N = 12 and 30
4FIG. 6. Quantum ground state energy per site, emin (a),
and its second derivative with respect to θ, −d2emin/dθ
2 (b),
obtained by the ED and CMF methods. Normalized magne-
tization |M|/Msat (c) and normalized local moment |〈Si〉|/S
(d) for the quantum systems obtained by the CMF method
and for the classical system.
ED and N = 12 and 24 CMF results. These singulari-
ties come from the level crossing of the ground state. In
the ED results for N = 24, there is no singularity but
peak or hump structures are seen near the level crossing
points. Furthermore, the separation of the two singular
points slightly increases with increasing the system size
in the CMF results. Therefore, these results indicate the
presence of phase transitions on either side of θ = 0 and
its duality point θ = pi − arctan(2). If the level crossing
remains in the thermodynamic limit, the phase transi-
tion will be the first-order one. We note that the region
near θ = 0 corresponds to a gapped quantum spin liquid
(QSL) state in our calculation because of the presence of
a finite gap between the ground state and the first ex-
cited state. If the quantum spin liquid (QSL) at θ = 0
has a finite energy gap in the thermodynamic limit [53–
56], the gapped QSL state will remain near θ = 0 even
in the presence of the Kitaev interaction.
Figure 3(b) shows the phase diagram obtained by the
N = 24 CMF calculation. There is now a solid con-
sensus of the presence of the spin-liquid ground state
at the Heisenberg point (θ = 0) [53–60]. Since there
is no anomaly in d2emin/dθ
2 across θ = 0 in Fig. 6(b),
the region including the Heisenberg point would be a
QSL phase. In this region, the normalized magnetiza-
tion |M|/Msat, where Msat is the saturated magnetiza-
tion, and the normalized local moment |〈Si〉|/S are zero
as shown in Figs. 6(c) and 6(d), as expected from QSL.
We note that, in the classical system, |〈Si〉|/S = 1, be-
ing independent of θ. The corresponding dual region also
shows the same zero value, indicating possible dual QSL
state.
The region including the FM and dual FM points is
an eight-fold degenerated CFM phase with wave vector
q = 0 as is the case of the classical spin system. This is
evident from finite value of both |M|/Msat and |〈Si〉|/S
in Figs. 6(c) and 6(d). On the other hand, we find that
the KAF phase in the classical system is replaced by an
eight-fold degenerated q = 0 120◦ ordered phase due to
quantum fluctuation. This order should have zero mag-
netization, which is clearly seen in Fig. 6(c). A tendency
toward the order even in the classical system was dis-
cussed above as evidenced by the modulation of the in-
tensity in Sq shown in Fig. 4(b).
At the Kitaev points (θ = ±0.5pi) in Fig. 3(b), there
is neither tendency toward the CFM order nor toward
the q = 0 120◦ order. This indicates that quantum fluc-
tuation induces the q = 0 orders only when Heisenberg
interaction J is present. This tendency is also supported
by the previous works [52, 87].
Finally, we compare our results of the KH model on
the KL with the experimental results of the rare-earth
KL compounds A2RE3Sb3O14. The CFM structure in
A=Mg, RE = Nd and the q = 0 120◦ ordered struc-
ture in A=Mg, RE = Gd and Er have been observed
by the neutron scattering experiments [78, 79]. We note
that, although the CFM state can be obtained by intro-
ducing the Dzyaloshinsky-Moriya (DM) interactions, the
q = 0 120◦ ordered structure in Fig. 3(d) cannot be re-
alized even in the presence of the DM interactions [88].
We thus speculate that the latter structure is continu-
ously connected with the q = 120◦ order obtained in our
KH model. In A=Mg and RE = Dy, there is a spin ice
structure [78, 80], which dose not exist in the KH model.
Therefore, we need to add further interactions, for ex-
ample, so-called Γ term [26] and dipole interactions, to
correctly analyze the compound.
In summary, inspired by the recent development of
the KH model on various lattices and the discovery of
the rare-earth-based KL compounds with anisotropic ex-
change interactions, we investigated the ground state of
the classical and quantum (S=1/2) spin KH model on
the KL. In the classical system, we obtained the exact
phase diagram with two kinds of phases that are the
eight-fold degenerated CFM and the subextensive degen-
erated KAF. In the quantum system, we found two QSL
phases, the eight-fold degenerated CFM phase similar to
the classical spin system, and the eight-fold degenerated
q = 0 120◦ ordered phase induced by quantum fluctua-
tions, which corresponds to the subextensive degenerated
KAF in the classical spin system. Moreover, we con-
5firmed that the QSL state expected at the Heisenberg
limit remains even in the presence of the small Kitaev
interaction. A2RE3Sb3O14 for A = Mg and RE = Gd,
Er (A = Mg and RE = Nd) have the q = 0 120◦ or-
der (the CMF) similar to our results. We hope that our
study will motivate further theoretical and experimen-
tal investigations on the KL with anisotropic exchange
interactions in the future.
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