Abstract. Given a weakly uniformly globally asymptotically stable closed (not necessarily compact) set A for a differential inclusion that is defined on R n , is locally Lipschitz on R n \A, and satisfies other basic conditions, we construct a weak Lyapunov function that is locally Lipschitz on R n . Using this result, we show that uniform global asymptotic controllability to a closed (not necessarily compact) set for a locally Lipschitz nonlinear control system implies the existence of a locally Lipschitz control-Lyapunov function, and from this control-Lyapunov function we construct a feedback that is robust to measurement noise.
Introduction.
Herein we consider the related questions of the existence of a weak Lyapunov function for differential inclusions, and the existence of a controlLyapunov function for controlled differential equations, under the assumption of weak asymptotic stability (respectively, asymptotic controllability) of (to) a closed, not necessarily compact, set A.
The converse question in Lyapunov theory has received a great deal of attention. In the case of the differential inclusioṅ x ∈ F (x), x ∈ R n , (1.1) we ask the following question: Given the weak (or strong) asymptotic stability of an attractor A, does there exist a positive definite, proper function V : R n → R ≥0 satisfying a specific decrease condition along at least one trajectory (respectively, all trajectories)?
Numerous results on the existence of smooth, strong Lyapunov functions for strong asymptotic stability have been established, that is, when all solutions of (1.1) satisfy stability and uniform attractivity properties with respect to the set A. Among these results is the pioneering work of Kurzweil [17] and Wilson [31] with recent results by Lin, Sontag, and Wang [18] , Clarke, Ledyaev, and Stern [7] , and Teel and Praly [30] . A more complete summary of these results can be found in Teel and Praly [30] .
All of the above references for strong asymptotic stability generate smooth Lyapunov functions. Lower semicontinuous Lyapunov functions for weak stability (not asymptotic) were given by Roxin [21, Theorem 9.5] for arbitrary closed sets A and by Deimling [10, Proposition 14.2] for A = {0}. Clarke, Ledyaev, and Stern [7, Remark 1.5 and Theorem 6.1] noted that the existence of a continuously differentiable Lyapunov function for weak asymptotic stability of A = {0} implies the existence of a smooth Lyapunov function. However, they further demonstrated that the set-valued map F (·) must satisfy a nongeneric covering condition to admit a continuously differentiable weak Lyapunov function. Since we would like to consider inclusions which do not satisfy this covering condition, we require a decrease condition for nondifferentiable functions. We will make use of the Dini subderivate. 
For a locally Lipschitz function V : O → R (O open) at x ∈ O in the direction v ∈ R
n this simplifies to (see [8, p. 136 
])
DV (x; v) = lim inf
Therefore, in order to consider a more general class of inclusions (i.e., the class that includes inclusions which do not satisfy the previously mentioned covering condition), we search for a locally Lipschitz function V (·) and specify the decrease condition as min w∈F (x) DV (x; w) ≤ −V (x) ∀x ∈ R n .
Under appropriate conditions on the map F : R n → subsets of R n , the existence of a locally Lipschitz weak Lyapunov function for (possibly) noncompact attractors is asserted in Theorem 2.1. This result first appeared in Kellett and Teel [14] . We note that, while their results were stated for controlled differential equations, Clarke et al. [5] and Rifford [20] used differential inclusions as an intermediary. Implicitly, Clarke et al. [5] constructed a weak Lyapunov function, locally Lipschitz on compact sets disjoint from the origin, given, essentially, weak asymptotic stability of the origin. Rifford [20] then combined these functions in a clever way to obtain a weak Lyapunov function that is locally Lipschitz on R n , given weak asymptotic stability to the origin. Now consider the controlled differential equatioṅ
where U is the set of all possible controls, and, rather than a weak Lyapunov function, we are interested in a control-Lyapunov function. An early result related to the existence of control-Lyapunov functions came from Roxin [22] . Results on the existence of control-Lyapunov functions, given asymptotic controllability to the origin, came from Sontag [24] (cf. Sontag and Sussman [29] ), Clarke et al. [6] , Sontag [28] , and Clarke et al. [5] . In [20] , Rifford generated a locally Lipschitz control-Lyapunov function, given asymptotic controllability to the origin, answering a longstanding question on the existence of same. A continuous control-Lyapunov function was generated by Albertini and Sontag [1] under the assumption of asymptotic controllability to a closed (not necessarily compact) set.
It is well known that continuously differentiable control-Lyapunov functions fail to exist for generic systems; i.e., systems which fail to satisfy Brockett's covering condition (see Brockett [4] or Ryan [23] for a definition). Again, we would like to consider a broader class of systems, including those that do not satisfy Brockett's condition. Toward this end, we examine the differential inclusion obtained by allowing the controls to range over the admissable control set; i.e., F (x) := {z ∈ R n : z = f (x, u), u ∈ U} .
Intuitively, then, weak asymptotic stability of A for the differential inclusion thus defined is equivalent to the asymptotic controllability of the differential equation to A. That is, the trajectory ofẋ ∈ F (x) which does not wander too far from and is attracted to the set A is generated by a particular control selection. The notion of controllability used herein will be made precise in section 3. Following the arguments presented for inclusions, the corresponding decrease condition of the control-Lyapunov function then becomes
That is, there exists a control selection such that the direction of the vector field defining the system causes the Dini subderivate of V (·) to decrease. Note that this is an intuitive discussion and we have avoided concerning ourselves with specifics such as a necessary "small-control property," precise regularity conditions on f (·, ·), and other technical details. These specifics are addressed in the following sections. Remark 1. The above decrease condition involving the Dini subderivate was also used in Clarke et al. [5] , [6] . In both references, use is also made of an equivalent formulation in terms of the proximal subgradient; i.e.,
The significance of this novel result stems from the important role that controlLyapunov functions have played in the development of stabilizing state feedbacks over the years. As examples, we refer the reader to Artstein [2] , Sontag [25] , Freeman and Kokotović [12] , and Krstić, Kanellakopoulos, and Kokotović [16] for the case of continuously differentiable control-Lyapunov functions and to Clarke et al. [6] , Sontag [28] , and Clarke et al. [5] for locally Lipschitz control-Lyapunov functions. Similar to the latter articles, in section 4 we present the design of a (discontinuous) stabilizing state feedback that is robust to small additive disturbances and measurement noise using our derived control-Lyapunov function.
Our approach is to convert the control system into a differential inclusion (which is the approach also taken in Clarke et al. [5] and Rifford [20] ) and then use the result on the existence of a Lyapunov function for the differential inclusion to get the promised control-Lyapunov function. The novelty of the current control-Lyapunov function is that the result is derived for closed (possibly noncompact) attractors. The proof technique is also novel in that it follows directly from a comparison function formulation of the controllability or stability property. This result first appeared in Kellett and Teel [15] .
Our paper is organized as follows. Section 2 contains the precise statement of our weak converse Lyapunov theorem for differential inclusions with the associated proof in section 5. Section 3 contains our control-Lyapunov function result. A stabilizing feedback construction for use with locally Lipschitz control-Lyapunov functions, such as the one presented in section 3, is given in section 4, with a robustness result for this feedback given in section 4.4. Section 6 contains necessary technical proofs.
A weak converse Lyapunov theorem.
Having given some insight for the results which follow, we begin to make these ideas more precise. In what follows we let | · | denote the Euclidean norm on R n ; i.e., |x| = x, x . For a closed set A ⊂ R n we write the distance from a point x ∈ R n to the set A as |x| A := inf a∈A |x − a|. We let B n (x, r) denote the closed ball in R n of radius r centered at x; i.e., B n (x, r) := {ξ ∈ R n : |ξ − x| ≤ r}. We define B n := B n (0, 1), where 0 denotes the origin in R n . Recall that a function α : R ≥0 → R ≥0 belongs to class-K ∞ (α ∈ K ∞ ) if it is continuous, zero at zero, strictly increasing, and unbounded. A function β : R ≥0 × R ≥0 → R ≥0 belongs to class-KL if, for each t ≥ 0, β(·, t) is nondecreasing and lim s→0 + β(s, t) = 0, and, for each s ≥ 0, β(s, ·) is nonincreasing and lim t→∞ β(s, t) = 0.
A function
is said to be a solution of the differential inclusionẋ ∈ F (x) if it is absolutely continuous and satisfies, for almost all t ∈ [0, T ],
is said to be a maximal solution of the differential inclusion if it does not have an extension which is a solution belonging to R n ; i.e., either T = ∞ or there does not exist a solution y : [0,
, the set of maximal solutions starting at x that are defined on the time
The following basic conditions guarantee existence of solutions for differential inclusions.
Definition 2. The set-valued map F (·) is said to satisfy the basic conditions on R n if, for each x ∈ R n , F (x) is nonempty, compact, and convex and if F (·) is upper semicontinuous on R n ; i.e., for each x ∈ R n and ε > 0 there exists δ > 0 such that, for all ξ ∈ R n satisfying |x − ξ| < δ, we have F (ξ) ⊆ F (x) + εB n . Previous results which obtained lower semicontinuous Lyapunov functions (see [21] , [10] ) assumed the set-valued F (·) was merely upper semicontinuous. Our stronger result (i.e., existence of a locally Lipschitz Lyapunov function) will require a correspondingly stronger regularity property. 
Our stability condition is phrased in the language of comparison functions (as is our controllability condition in the next section). This presents a simple and concise way to summarize both uniform boundedness and attractivity. The theorem is proved in section 5. Remark 2. The use of the minimum is justified here, and throughout the paper, in place of an infimum by virtue of the fact that the set over which the infimum is taken is compact and the function is continuous; i.e., DV (x; ·) is locally Lipschitz for all x ∈ R n when V (·) is locally Lipschitz (see [8, Exercise 3.4 .1a]).
A control-Lyapunov function.
In this section we state our result that uniform asymptotic controllability to a set implies the existence of a locally Lipschitz control-Lyapunov function. In what follows, we take U to be a locally compact metric space with a unique zero element, "0," and, by abuse of notation, |u| := d(u, 0). We define the closed unit ball in the metric space U as 
Remark 3. We note that U ∩σ is an abuse of notation. It is shorthand for allowing controls from U ∩ σ(|x| A )B U = {u ∈ U : |u| ≤ σ(|x| A )} for each x ∈ R n . Note that the usual definition of UGAC (such as in [24, Definition 2.2] or [27] ) limits the control based on the size of the initial condition of the state, whereas for UGAC with U ∩ σ controls we limit the control through the size of the trajectory. The following lemma is proved in [13, section 5.3.6] .
Lemma 3.1. 
, and V (·) satisfies the weak infinitesimal decrease property
Our result will require the following technical assumption which parallels Assumption 1 and which is essentially [1, Definition 1.5]. Again, this rules out finite time escape of trajectories which is not observable through distance to the set A.
With all the necessary definitions in hand, we state the following theorem. Theorem 3.2. Suppose (1.2) satisfies Assumption 2 and is UGAC to the set A with U ∩ σ controls. Furthermore, assume that the set-valued map
satisfies the basic conditions on R n and is locally Lipschitz on R n \A.
Then there exists a locally Lipschitz control-Lyapunov function with U ∩ σ controls for (1.2).

Furthermore, if F (·) is locally Lipschitz on R n \A, uniformly in distance to the set A, then there exists a locally Lipschitz control-Lyapunov function with U ∩ σ controls which is locally Lipschitz, uniformly in distance to the set A.
Remark 4. Two examples of regularity conditions on f (·, ·) which would give rise to a locally Lipschitz F (·) are as follows.
1. Let c > 0 be constant (possibly +∞) and σ(·) ≡ c. Furthermore, let f (x, ·) be measurable for each x ∈ R n and f (·, u) be locally Lipschitz uniformly in u ∈ U ∩ cB U . Then F (·) is locally Lipschitz. 2. Consider U = R m , and let σ(·) be locally Lipschitz (and nondecreasing) and f (·, ·) be locally Lipschitz. Then F (·) is locally Lipschitz. Note that we have not assumed that the set
These examples extend easily to the case of generating a set-valued map F (·) which is locally Lipschitz, uniformly in distance to the set A. This is done by requiring the corresponding Lipschitz property on f to be uniform in distance to the set A.
The proof follows by noting that the set A will be weakly UGAS for the set-valued map F (·), allowing the application of Theorem 2.1. See [15] and [13] for details.
Control construction.
By making use of the control-Lyapunov function of Theorem 3.2, we can construct a (discontinuous) time-invariant feedback stabilizer that, when implemented with a sample-and-hold strategy, guarantees semiglobal practical asymptotic stability of the set A and robustness to small additive disturbances and measurement noise. By sample and hold we mean that the system state is "sampled," a control action is computed, and then it is implemented (or "held") for a fixed holding period. The procedure is then repeated.
Results of this type were presented by Clarke et al. [6] and Sontag [28] for the case where A is compact, and a construction is given by Clarke et al. [5] that applies to the case of noncompact sets A. Our construction resembles the constructions used in both of these references. In comparison to the construction in [5] , we use proximal aiming to a point that minimizes the control-Lyapunov function in a ball around the current point rather than proximal aiming to a sublevel set of the control-Lyapunov function. This permits a very concise statement of the control synthesis algorithm.
The following assumptions, under which we construct our feedback law, all follow directly from Theorem 3.2. However, these assumptions are somewhat weaker as they simplify the exposition. Specifically, as we use a sample-and-hold strategy to implement our feedback control, we are concerned with only the semiglobal practical qualities of the control-Lyapunov function.
Assumptions. For
V : R n → R and 1 , 2 ∈ {−∞} R such that 1 < 2 , we define V( 1 , 2 ) := {x ∈ R n : 1 ≤ V (x) ≤ 2 }. We denote V(−∞, 2 ) by V( 2 ). Suppose σ(·) is nondecreasing and we are given 1 < 2 , ε 2 > 0, ε 3 > 0, ε 4 > 0, c > 0, L V > 0, L f > 0, M > 0 such that 1. for x 1 , x 2 ∈ V( 1 , 2 + ε 2 ) + ε 3 B n and u ∈ U ∩ σ(max {|x 1 | A , |x 2 | A } + ε 4 )B U (a) |V (x 1 ) − V (x 2 )| ≤ L V |x 1 − x 2 |, (b) |f (x 1 , u) − f (x 2 , u)| ≤ L f |x 1 − x 2 |, (c) min w∈cof (x,U∩σ(|x| A |)B U ) DV (x; w) ≤ −2c;
f (·, u) is continuous and bounded in norm by
Note again that, with appropriate values for the constants, these assumptions are all satisfied by the control-Lyapunov function of Theorem 3.2.
Control design. For the control systeṁ
we define a (discontinuous) control law as follows.
1. Let r ∈ (0, min{
Closed-loop results. We let T
Such a value exists since the derivative with respect to T 1 of the function on the right-hand side evaluated at T 1 = 0 is equal to
, and
We note that T * > 0 and T * → 0 as r → 0. This is evident from the last term that defines T * . Theorem 4.1. Suppose u = α(x) is implemented by sampling and holding with holding period
, and for all t ≥ 0, the resulting solutions satisfy
An outline of the proof of this theorem may be found in [15] with full details to be found in [13] .
Robustness to measurement noise.
In this section we will demonstrate that our control design is robust with respect to small measurement errors. That is, if we implement our control using a corrupted measurement x + n rather than with the true state x, the trajectory of the controlled system will still approach the set A. Similar results are established by Sontag [28] and Clarke et al. [5] . The important observation here is that, while the measurement noise may be persistent, nondifferentiable, and unknown, since we implement the control via a sample-and-hold procedure, it is only the noise values at the sampling instants that are important.
Consider the systemẋ
where n i represents samples of a bounded noise function n : R ≥0 → R n . We construct a fake noise function n L (·) that is globally Lipschitz and matches n(·) at sampling instances. If N is a bound for |n(·)| and T is the sampling period, then n L (·) can be constructed so that it is bounded by N and its Lipschitz constant is 2N/T . Note that such an approximation always exists. For instance, taking a linear interpolation between each noise sample yields such a function. Also note that, in what follows, precise knowledge of this signal is unnecessary. That is, we have not assumed that we know this function, only that it is bounded and we know its Lipschitz constant. We perform a coordinate change, z = x + n L , in order to writė
We rewrite the system aṡ 
. That is, selecting the noise bound N appropriately yields |d| ≤ c/2L V , which allows us to appeal to the result of the theorem.
Remark 5. It is well known that fast sampling is advantageous for stability properties. Specifically, fast sampling is needed for large states to guarantee stability and is desirable for small states to decrease the size of the "practical stability" region. However, as shown by the bound required on the noise, as the sampling time T becomes small, the allowable noise also becomes small. Therefore, one wants to sample fast but not too fast. This observation was also made by Sontag [28, Theorem 1] . However, the observation is worth repeating as the result is made transparent via the above coordinate change.
Proof of weak converse result.
We turn now to the proof of Theorem 2.1. We prove the result without the assumption that F (·) is locally Lipschitz, uniform in distance to the set A. It is easy to see that the Lyapunov function then inherits this property.
Technical preliminaries.
In what follows we will appeal to the following lemma to demonstrate the local Lipschitz property of our Lyapunov function by demonstrating an appropriate bound on the Dini subderivate (see [9, Corollary 3.7] ). 
Next, we state some lemmas that are proved in section 6. We start with a slight refinement of Sontag's lemma on KL-estimates wherein we specify the required regularity property of one of the K ∞ functions [26, Proposition 7] .
Lemma 5.3. For each β ∈ KL and λ > 0, there exist 
The next fact follows [18, Lemma 4.3] .
and DV L (x; v) = 0 for all x ∈ A and all v ∈ R n . The next lemma is used twice in the proof of our main result. Lemma 5.7. Suppose we are given the following:
where g(·) is locally Lipschitz on R n and κ : R ≥0 → R ≥1 is locally Lipschitz, strictly increasing, unbounded, κ(t)κ(T ) ≥ κ(t + T ) for all t, T ≥ 0, and κ(0) = 1.
2. 
Construction and Lipschitz property of V (x).
The following proposition is the key to constructing our Lyapunov function and is proved in section 5.5.
Proposition 
, that have the following properties.
1.
is nonempty and, with T := inf t : Let α ∈ K ∞ also come from Proposition 5.8, and define
The function α f (·) belongs to class-K ∞ . Also 
It follows from (5.13) that
. Therefore, the sequence of integers q(j) is strictly increasing with j. Let the locally Lipschitz
and for each x ∈ R n there exists a finite index set I x such that i λ i (x) = i∈Ix λ i (x) = 1. Let the functions W i (·) come from Proposition 5.8, and define
Note that, on the strips defined by (5.15), this corresponds to f (x) = W q(j+1) (x) and a convex combination of the W i (·) functions between these strips. It follows from the properties of W i (·), given in Proposition 5.8, and λ i (·) that f (·) is locally Lipschitz,
and, for each
and note that, using (5.1) and (5.17), we have
and, using (5.4) and (5.18), we have
The following claim is proved at the end of this section. Claim 1. There exists a decreasing sequence
Since (5.1) and (5.2) hold, we can apply Lemma 5.7 with
, and the sequence { j } ∞ j=1 constructed in Claim 1. So V 1 (·) is continuous on R n , locally Lipschitz on R n \A, and there exists a function T : R ≥0 → R ≥0 that is continuous on R >0 and for each x ∈ R n there exists φ * ∈ S[0, ∞)(x) such that 
It follows that we can apply Lemma 5.6 with V 2 (·) to get ρ 2 ∈ K ∞ that is C 1 on (0, ∞) such that ρ(s) ≤ sρ (s) for all s > 0 and V := ρ 2 • V 2 is locally Lipschitz on R n and satisfies DV (x; v) = 0 for all x ∈ A and all v ∈ R n . Moreover, it follows from (5.24) that (2.1) holds with the class-K ∞ functions α 1 := ρ 2 • ρ 1 •α 1 and α 2 := ρ 2 • ρ 1 •α 2 .
Infinitesimal decrease.
The infinitesimal decrease condition holds for each x ∈ A since DV (x; v) = 0 = −V (x), for any x ∈ A, and v ∈ R n . Let x ∈ R n \A, and let φ * ∈ S[0, ∞)(x) satisfy (5.22). Define T := T (|x| A ), and let t * ∈ (0, 1] be such that T (|φ
Then, for each t ∈ [0, t * ], we have
For almost all s, let g(s) be the unique closest point in F (x) to˙ φ * (s, x). Such a unique closest point exists since F (x) is convex (see [11, section 5 x) ) for almost all s, and F (·) is locally bounded, there exists, M, L > 0 such that, for almost all s ∈ [0,s],
, Lemma 2]). Since F (·) is locally Lipschitz on
We can also write
(5.27)
Then note that the first term on the right-hand side belongs to F (x) for all t since F (x) is convex (see [11, section 5, Lemma 12] ) and the second term on the right-hand side converges to zero as t converges to zero (using (5.26)). Call the first term on the last line of (5.27) v(t) and the sum w(t). Since F (x) is compact, there exists an accumulation point v ∈ F (x) for v(t), i.e., a sequence of times t j converging to zero so that v(t j ) → v. So, we can write φ * (t j , x) = x+t j w(t j ), where w(t j ) → v as t j → 0. Then, using (5.23) and (5.25),
Since V 2 = ρ 1 • V 1 and ρ 1 (s) ≤ α 3 (s)ρ 1 (s) for all s > 0, we have, for all x ∈ R n \A,
Similarly, since V = ρ 2 •V 2 and ρ 2 (s) ≤ sρ 2 (s) for all s > 0, we have, for all x ∈ R n \A,
Proof of Claim 1. For each
Since q(j) is strictly increasing and unbounded, it follows that j decreases monotonically to zero. We now restrict our attention to integers j sufficiently large so that α( j ) ≤ 1. We consider x ∈ R n \A such that |x| A = j , and we will show that 
Third, it follows from (5.11) and 0 < f(x) ≤ 1 that 
It follows from the definition of T that, for all t ∈ [0, T ], 
∀t ∈ [0, T ] (5.33) and thus, using (5.4), we have for all t ∈ [0, T ],
Now define z := φ q(j+1) (T, x) and note that 
. Combining this with (5.34), we have
Proof of Proposition 5.8. Givenẋ ∈ F (x), where F (·) satisfies the basic conditions and is locally Lipschitz on R
n \A, let M 1 come from Assumption 1. We define a modified inclusioṅ . It follows from the properties of F (·) and γ i (·) that F i (·) satisfies the basic conditions on R n and is locally Lipschitz on R n \A. Note that F (x) ⊆ F i (x) for all x ∈ R n by taking the origin in B n . Furthermore, note that for all
To see this, let x 1 ∈ B n and x 2 ∈ F (x), where
We will denote the set of maximal solutions of (5.37) starting at the point x as S i (x).
Since
Let λ = 4, and then let α 1 ∈ K ∞ and α ∈ K ∞ come from Lemma 5.3 so that α 1 (·) is Lipschitz on its domain, C 1 on (0, ∞), α 1 (s) ≤ s α 1 (s) for all s ∈ (0, ∞), and
We make the following definitions: (β 2 (s, t) ) ≤α 2 (s)e −2t ∀s ≥ 0, t ≥ 0; (5.41) (5.39) and the KL-estimate given by (5.40), we have
Proof of (5.6). Given the bound forφ ∈ S
≤ α(|x| A ), (5.42) while the lower bound follows from
Proof of (5.7).
From the upper bound on W i (x), the KL-bound in (5.39), and the KL-estimates in (5.40) and (5.41) we can write, for all x ∈ R n and all t ≥ 0,
Proof of (5.8).
We make the following claim and defer its proof to the end of this section. 
, and we can writeU (t) = (−2
, where the inequality follows from the property α m (s) ≤ sα m (s) for all s ∈ (0, ∞). By a standard comparison lemma we obtain U (t) ≤ U (0)e −2t ; i.e., α m (
. Combining this result with (5.44) we get T, x) ) be arbitrary. Define
Local Lipschitz property of W i (x).
From Lemma 5.7 we know that W i (·) is locally Lipschitz on R n \A. Consequently, since α m (·) is locally Lipschitz, W i (·) is locally Lipschitz on R n \A. This, coupled with Claim 2 and the local Lipschitz property of α 1 (·) and α m (·), implies that W i (·) is locally Lipschitz on R n .
Proof of Claim 2.
Via the same argument as in (5.43), we observe that
, a ∈ A, be a closest point to x, and define 
. These facts, together with (5.47), imply that |ψ(t, is closer than a to ψ(t, x) . The triangle inequality yields
which contradicts that a ∈ A is a closest point to x. Therefore, a ∈ A is also a closest point to ψ(t, x) for t ∈ [0, |a − x|]. More explicitly, |ψ(t, x)| A = |ψ(t, x) − a|. Combining this with (5.47) yields, for almost all t ∈ [0, |a − x|],
Using (5.47) and (5.48), and since α 1 (·) is C 1 on (0, ∞) and α 1 (s) ≤ s α 1 (s), we can write, for almost all
where the final step follows from |x| A ≤
It follows by integrating that 
− κ i (6.4) and pick q i+1 = min {m i , q i }. It follows that q i is nonincreasing. It also follows that
, from which it follows that m i > 0 and so q i > 0. Let t ≥ 0, and let i be such that t ∈ [i, i + 1). Then
Now, suppose that q(·) is integrable. Since the function 1 ω2(s0e −t ) is unbounded, (6.4) and (6.5) imply that lim i→∞ m i = ∞, which implies that there exists j > 0 such that q k = q j > 0 for all k ≥ j. This contradicts q(·) being integrable.
That κ(·) is strictly increasing and (5.1) holds (i.e., κ(0) = 0) is obvious from the definition. We observe that (6.6) that is, (5.3) holds. Furthermore, by considering T = 0 in (6.6) and the constraint (6.3) we see that (5.4) holds.
Since q(s) > 0 for all s ∈ R ≥0 and q(·) is nonincreasing, we have
that is, (5.2) holds. To see that we can simultaneously satisfy (5.5), let q s : R ≥0 → (0, 1] be continuous, nonincreasing, and such that q s (t) ≤ q(t). Then, using the mean value theorem for locally Lipschitz functions, we have that for all t ∈ [0, 1],
Clearly, ϑ(·) is continuous, nonincreasing, and takes values in R >0 .
Proof of Lemma 5.6.
We require some preliminary definitions. Let Ω ⊂ R n \A denote the set (of measure zero) where the gradient of V (·) is not defined in
is a compact subset of R n \A, the latter being a set on which V (·) is locally Lipschitz. Also η (·, d) is nondecreasing and η(c, ·) is nonincreasing so that σ : R >0 → R ≥0 defined as
is nonincreasing. We claim that 
Also, it follows from (6.7), (6.8) , and ρ (s) = π(s) that 
With (6.9) and (6.10), we will be done if we can show that
Since V (x) = 0 and V (ξ) ≥ 0 for all ξ ∈ R n , we just need to show DV L (x; v) ≤ 0. Let x ∈ bdryA. Since ϕ • V (·) is continuous and ϕ(V (x)) = 0, for each ε > 0 there exists a convex neighborhood U of x such that
It follows from (6.7), (6.8) , and
It follows from the convexity of U that ξ ∈ (R n \A) ∩ U, and s ∈ [s 
Since ε > 0 can be taken arbitrarily small, (6.11) holds.
Proof of Lemma 5.7.
Forẋ ∈ F (x) we denote by R ≤T (C) the set of points reachable from a compact set C ⊂ R n in time T > 0; i.e., R ≤T (C) :
Definition 8. The differential inclusion is said to be forward complete if, for every x ∈ R n , all φ ∈ S(x) are defined on [0, ∞). We require several preliminary lemmas prior to proving Lemma 5.7. The first is also [11, section 7, Theorem 3] . 
It follows from this definition that γ(·, µ) is Lipschitz of rank one (i.e., Lipschitz with a Lipschitz constant of one). We define the set-valued map
We note that, for each µ, F µ (·) satisfies the basic conditions and is locally Lipschitz on R n \A. Also, using Assumption 1 and the definition of F µ (x), we have max w∈Fµ(x) |w| ≤ M 3+µ for all x ∈ R n . Therefore, for each µ ≥ 0, the inclusioṅ x ∈ F µ (x) is forward complete. We define S µ (x) to be the set of maximal solutions forẋ ∈ F µ (x). We let Q µ (x) be the subset of S µ (x) whose elements φ(·, x) satisfy
Notice that Q µ (x) may be empty. It follows from the definitions of γ(·, µ) and F µ (·) and (6.13) that when Q µ (x) is nonempty we have Q µ (x) ⊆ S[0, ∞)(x). 6.5.2. An optimal trajectory. We require the following claim.
be a sequence within S[0, ∞)(x), and let {ε k } ∞ k=1 be a sequence of positive real numbers satisfying ε k ≤ ε and monotonically decreasing to zero such that
Sinceẋ ∈ F µ (x) is forward complete and F µ (·) satisfies the basic conditions, it follows from Lemma 6.2 that the sequence φ k has a converging subsequence converging to an element φ * ∈ S µ (x) and that the convergence is uniform on each compact time interval. (We now use φ k to refer to this converging subsequence and ε k to refer to the corresponding values in (6.14).)
We claim that φ * ∈ Q µ (x). If not, then there exist t ≥ 0 and ρ > 0 such that
From the uniform convergence of φ k to φ * on the interval [0, t] and since | · | A is Lipschitz of rank one, there exists k such that
Combining (6.15) and (6.16), we get that φ k / ∈ Q µ (x), which is a contradiction. Next we claim that
. So if (6.17) does not hold, then there exists ρ > 0 and t ≥ 0 such that
Now, from the uniform convergence of φ k to φ * on the interval [0, t], the compactness of R µ ≤t ({x}) (the set of points reachable from x in time t for the modified inclusioṅ x ∈ F µ (x)) from Lemma 6.1, and the continuity of g(·), there exists k such that ε k < ρ/2 and
Combining (6.19) with (6.18) and ε k < ρ/2 we get
which contradicts (6.14). This establishes (6.17).
The local Lipschitz property.
We make the following claim. Claim 4. V (·) is lower semicontinuous on R n ; i.e., for each x ∈ R n and any sequence
Proof. Fix x ∈ R n , and let µ ≥ α
. Let x k be a sequence converging to x and, without loss of generality, assume that |x k − x| ≤ 1 for all k so that µ ≥ α
By extracting a suitable subsequence from x k (and using x k to denote the subsequence), we can construct a sequence ε k monotonically decreasing to zero so that
Let φ * k ∈ S[0, ∞)(x k ) come from Claim 3 so that φ * k ∈ Q µ (x k ). With Lemma 6.2 this sequence has a converging subsequence converging to an element ψ ∈ S µ (x), and the convergence is uniform on each compact time interval. (We now use φ k and x k to refer to this convergent subsequence and ε k to refer to the corresponding values in (6.20) .) We can use the same argument as in the proof of Claim 3 to establish that ψ ∈ Q µ (x). We claim 
