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Dans les dernières années, les réseaux Bayésiens (RB) sont devenus l'une
des méthodes d'apprentissage automatique les plus puissantes permettant de
modéliser graphiquement et de manière probabiliste diﬀérentes types de sys-
tèmes complexes. Un des problèmes communs dans l'apprentissage de la struc-
ture des RB est le problème des données de petites tailles. En eﬀet, le résultat
de l'apprentissage est sensible au nombre d'échantillons de données. En ap-
prentissage automatique, les méthodes d'apprentissage ensemblistes telles que
le bootstrap ou les algorithmes génétiques sont des méthodes souvent utilisées
pour traiter le problème de la pauvreté de données. Toutefois, les méthodes
existantes se limitent généralement à la fusion d'un ensemble de modèles, mais
ne permettent pas de comparer deux ensembles de modèles. Inspiré par les ré-
sultats obtenus par les méthodes ensemblistes, nous proposons une nouvelle
méthode basée sur le graphe quasi-essentiel (QEG - Quasi-Essential Graph)
et l'utilisation d'un test multiple aﬁn de comparer deux ensembles de RB. Le
QEG permet de résumer et de visualiser graphiquement un ensemble de RB.
Le test multiple permet de vériﬁer si les diﬀérences entre les deux ensembles
de RB sont statistiquement signiﬁcatives et de déterminer la position de ces
diﬀérences. L'application sur des données synthétiques et expérimentales a
démontré les diﬀérents intérêts de la méthode proposée dans la reconstruc-
tion des réseaux de régulation génétique et perspectivement dans les autres
applications avec les données de petites tailles.
Mots-clés : réseaux bayésiens, apprentissage ensembliste, étude diﬀéren-




In the recent years, the Bayesian networks (BN) have become one of the
most powerful machine learning methods to modeling graphically and proba-
bilistically diﬀerent kinds of complex systems. One of the common issues in BN
structure learning is the small-data problem. In fact, the result of learning is
sensible to sample size of dataset. In machine learning, the set-based learning
methods such as Bootstrap ou genetic algorithms are the often used methods
to dealing with the small-data problem. However, the existing methods limit
generally to the fusion of a set of models, but do not allow to compare two
set of models. Inspired from the obtained results of the set-based methods, we
proposed a novel method based on the quasi-essential graph (QEG) and the
usage of the multiple testing in order to compare two sets of BN. QEG allows
to resume and visualize graphically a set of BN. The multiple testing allows
to verify if the diﬀerences between two set of BN are statistically signiﬁcative
and to determine the position of the diﬀerences. The application on the syn-
thetic and experimental data demonstrated the diﬀerent interests of proposed
method in gene regulatory networks reconstruction and perspectively in the
other applications with the small dataset.
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L'informatique devient de plus en plus essentielle dans plusieurs domaines.
La recherche biomédicale en fait partie. Alors que les données biologiques de-
viennent de plus en plus volumineuses, il y a de plus en plus de problèmes non
résolus par des connaissances d'experts. La naissance de la bioinformatique
[Baldi 2001] apporte un outils précieux pour chercher systématiquement des
solutions pour ces problèmes. C'est un domaine résultant d'un croisement issu
de la biologie, de l'informatique et de la statistique.
Les gènes sont à la base de toute vie terrestre. Les modiﬁcations sur l'ex-
pression des gènes peuvent poser des problèmes responsables éventuellement
de maladies. En eﬀet, les régulations entre gènes gouvernent et produisent
des fonctions biologiques. Le changement de régulation génétique dans diﬀé-
rentes conditions expérimentales permet de prédire des eﬀets signiﬁcatifs en
terme de pathologie. La comparaison de régulation génétique entre conditions
expérimentales donne des connaissances pour la prédiction biomédicale.
Comme le nombre de gènes dans le patrimoine génétique est très grand
(des milliers de gènes) [Elati 2007], l'identiﬁcation et l'interprétation de ces
relations nécessitent par conséquent des apports fondamentaux d'outils de la
bioinformatique pour :
 le stockage des données,
 le traitement des données,
 l'extraction des connaissances à partir de données,
 l'évaluation et la visualisation des connaissances obtenues.
D'après [Baldi 2001], le volume des données crée un besoin central en re-
cherche théorique et expérimentale pour la récupération, le traitement, l'ana-
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INTRODUCTION
lyse, la navigation et la visualisation. Cependant, dans le cadre de notre travail,
les problématiques ne reposent pas sur la grande quantité de données biolo-
giques mais sur le nombre de variables observées et le nombre d'échantillons
de données collectées. Car un des problèmes communs liés aux données bio-
logiques est que le nombre d'échantillons est trop petit par rapport au nombre
des variables observées. Ce problème pose par conséquent un grand déﬁ pour
les algorithmes d'apprentissage automatique qui sont sensibles au nombre de
données.
Cette situation a, par exemple, donné lieu à plusieurs travaux hors du cadre
de notre étude [Stevens 2005, Rhodes 2002] sur la méta-analyse de données
dont le but est de travailler conjointement avec diﬀérents jeux de données.
Cette thèse présente un cadre théorique et expérimental de diﬀérentes
approches qui permettent de reconstruire, visualiser et comparer des réseaux
de régulation entre des gènes à partir de données, notamment dans le contexte
de données de petites tailles.
L'inspiration de ce travail repose sur des solutions pour les problématiques
dans l'apprentissage de réseaux bayésiens, l'un des outils qui répond à la ma-
jeure partie des questions posées ci-dessus.
Dans un premier temps, nous ciblons la modélisation (construction) de
réseaux de régulation génétique. Comme la construction d'un modèle requiert
une masse de connaissances sur les interactions entre gènes, l'utilisation de
l'apprentissage automatique à partir de données expérimentales pour identi-
ﬁer des gènes potentiellement co-régulés devient appropriée. A ce titre, nous
utilisons les réseaux bayésiens, une approche de l'apprentissage automatique,
qui permettent d'obtenir à la fois un modèle graphique et probabiliste des
variables observées.
Ensuite, dans le but d'augmenter la robustesse de la comparaison notam-
ment lorsqu'il y a très peu de données disponibles, nous choisissons des ap-
proches ensemblistes pour l'apprentissage de la structure de réseaux bayésiens.
Ces approches permettent d'obtenir un ensemble de bonnes structures. Cet
ensemble nous permet ensuite de nous positionner dans le cadre d'une étude
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diﬀérentielle de réseaux bayésiens. Cette étude se base sur l'utilisation d'un
test multiple et d'une méthode de visualisation.
Les contributions de la thèse sont les suivantes :
 l'évaluation et visualisation d'une population de réseaux bayésiens.
Cette contribution a été présentée lors de la conférence ASMDA'2011
[Nguyen 2011b]
 l'étude diﬀérentielle de deux populations de réseaux bayésiens.
Cette contribution a été présentée lors de la conférence KES'2011
[Nguyen 2011a]
 l'architecture générale de la reconstruction de réseaux de régulation gé-
nétique par réseaux bayésiens et de l'étude diﬀérentielle d'une population
de réseaux de régulation génétique par des méthodes ensemblistes. Une
première version de cette contribution a été présentée lors des confé-
rences JOBIM'2009 [Nguyen 2009] et ACIIDS'2010 [Nguyen 2010]
 la validation sur des données synthétiques.
La Figure 1 présente l'architecture générale de cette thèse :
Dans le Chapitre 1, nous présentons l'état de l'art sur les méthodes pour
la reconstruction de réseaux de régulation génétique où les réseaux bayésiens
sont présentés comme l'un des meilleurs outils qui nous permettent de résoudre
des problèmes liés à la nature de données biologiques.
Dans le Chapitre 2, nous abordons l'état de l'art sur l'apprentissage de
réseaux bayésiens et les méthodes d'évaluation des algorithmes d'apprentissage
de la structure.
Dans le Chapitre 3, nous introduisons des méthodes existantes pour l'ap-
prentissage ensembliste et proposons le QEG (Quasi-Essential Graph) pour
évaluer et visualiser un ensemble de réseaux bayésiens.
Dans le Chapitre 4, nous analysons plusieurs solutions possibles et pro-
posons une méthode basée sur un test multiple pour l'étude diﬀérentielle de
deux ensembles de réseaux bayésiens.
Dans le Chapitre 5, nous appliquons les méthodes proposées sur un bench-
mark classique aﬁn de valider nos algorithmes.
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Introduction
La régulation génétique coordonne tout processus de vie, y compris dans la
diﬀérenciation cellulaire, le métabolisme, le cycle cellulaire et la transduction
du signal [Karlebach 2008]. L'objectif général d'un réseau de régulation géné-
tique (RRG) est de décrire la manière dont les gènes sont activés ou réprimés.
La modélisation de RRG à partir de données d'expression génétique permet de
comprendre plus ﬁnement les implications des gènes et est donc d'un apport
capital pour l'industrie pharmaceutique et pour de nombreux autres domaines.
C'est une des techniques qui permettent une meilleure compréhension de la
génomique fontionnelle. Une grande partie des données expérimentales dispo-
nibles aujourd'hui porte sur ces réseaux. C'est la raison pour laquelle l'analyse
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des RRG nécessite des outils de modélisation pour analyser visuellement des
relations entre des gènes, mais aussi des techniques performantes pour traiter
les données.
En eﬀet, la nature des données d'expression pose des diﬃcultés de recons-
truction des RRG. Les valeurs d'expression sont entachées de bruit réduisant
la précision des RRG inférés par des méthodes informatiques. Par ailleurs, les
niveaux d'expression sont continus, et donc ne sont pas toujours compatibles
avec les méthodes de modélisation. Enﬁn, le nombre de gènes est beaucoup
plus grand par rapport au nombre d'échantillons, créant d'une part un pro-
blème de dimension, et, d'autre part, un problème de pauvreté de données.
Cette diﬃculté provient des coûts de la technologie et parfois de la variété des
échantillons.
Ce chapitre présente la reconstruction de RRG à partir de données d'ex-
pression de gènes. La reconstruction de réseau de régulation est un problème
multi-dimensionnel, car pour une étude précise, un grand nombre de gènes
peut être concerné simultanément. Ajoutons à cela le fait que les données
d'expression mesurent le niveau d'expression d'un très grand nombre de gènes
diﬀérents à partir d'un jeu réduit d'échantillons. Donc, l'extraction de connais-
sances pertinentes à partir des données d'expression génétiques est un véritable
déﬁ. Pour aborder cette question, il est nécessaire de mettre en oeuvre une
démarche de développement des approches computationnelles pour modéliser
les RRG. Quelle que soit la méthode utilisée, la diﬃculté principale consiste à
trouver des paramètres qui permettent de décrire le plus précisément possible
le caractère du réseau à partir des observations expérimentales. Par la suite,
nous présentons quelques méthodes parmi les plus utilisées dans la littérature
aﬁn de mieux situer l'inspiration de notre proposition méthodologique.
Le RRG permet de mieux comprendre visuellement le fonctionnement des
gènes dans une vue globale de notre patrimoine génétique. Donc, une meilleure
connaissance du réseau de régulation d'un ensemble de gènes est une aide
essentielle dans l'analyse de caractères complexes susceptibles d'induire des
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Figure 1.1  L'organisation intuitive des notions-clés du Chapitre 1. Il existe
plusieurs types de Réseaux biologiques dont les réseaux de gènes (aussi appelés
les réseaux de régulation génétique), les réseaux de protéines et les réseaux
métaboliques. Il y plusieurs méthodes pour la reconstruction de réseaux de
régulation génétique : Equations diﬀérentielles, Réseau de booléen, Abre de
décision, Réseau de Pétri.... Parmi ces méthodes, les réseaux bayésiens sont
utilisés dans cette thèse.
réseaux de régulations génétiques attire particulièrement l'attention des scien-
tiﬁques. En eﬀet, la recherche sur la régulation génétique avance sans cesse de
manière plus rapide. L'un des exemples les plus frappants de cette évolution
est sans doute les biopuces à ADN. Elles permettent aux outils de modélisation
de visualiser simultanément le niveau d'expression d'un ensemble de plusieurs
milliers de gènes. Notons également l'avènement des techniques de séquen-
çage à très haut débit qui permettent d'analyser les expressions des gènes.
Bien qu'encore coûteuse, cette technique dénommée RNA-Seq est une évolu-
tion majeure en génomique. Toutefois, cette évolution technologique nécessite
des méthodes de modélisation correspondant aux diﬀérentes problématiques
posées. Cette nécessité renforce l'intérêt de la recherche interdisciplinaires non
seulement des biologistes, mais aussi des statisticiens et des informaticiens. La
Figure 1.1 résume une organisation intuitive des notions-clés de ce chapitre.
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1.1 Réseaux de régulation génétique
Nous présentons brièvement dans cette sous-section les notions de base en
génétique que nous utilisons dans la suite de cette thèse. Une présentation
approfondie est disponible dans [Griﬀths 2007].
1.1.1 Notions de base
Nous rappelons brièvement dans cette section des notions essentielles de
biologie moléculaire.
Déﬁnition 1. Cellule
Une cellule est une unité structurale, fonctionnelle et reproductrice consti-
tuant tout ou partie d'un organisme.
Déﬁnition 2. ADN
L'ADN (acide désoxyribonucléique) est une molécule, présente dans toutes
les cellules vivantes, qui renferme l'ensemble des informations nécessaires au
développement et au fonctionnement d'un organisme. L'ADN porte l'informa-
tion génétique.
Déﬁnition 3. Chromosome
Un chromosome est un élément constitué de molécules d'ADN qui apparaît
dans le noyau des cellules au moment de leur division.
Déﬁnition 4. Gène
Un gène est une séquence d'ADN qui correspond à une unité d'hérédité : le
gène est l'élément d'information codant un caractère particulier.
Déﬁnition 5. Protéine
Une protéine est une macromolécule, présente dans toutes les cellules vi-
vantes et indispensable à la vie et au maintien des organismes.
Déﬁnition 6. ARN
Un ARN (acide ribonucléique) est une molécule, présente dans toutes les
cellules vivantes, qui est une copie d'une région de l'un des brins de l'ADN.
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Figure 1.2  De l'homme à l'ADN [Campbell 2005]. Chez l'homme (1), dans
le noyau d'une cellule (2) il y a plusieurs chromosomes (3) qui sont consti-
tués par plusieurs gènes (4). Chaque gène est une séquence de l'ADN qui est
construit par quatre lettres de bases "A" (adenine), "G" (guanine), "C" (cy-
tosine) et "T" (thymine).
Déﬁnition 7. ARNm
Un ARNm (acide ribonucléique messager) est une molécule qui porte l'infor-
mation génétique d'un ou plusieurs gènes qui codent pour des protéines.
Déﬁnition 8. Intron
Un intron est une région de l'ADN qui ne sert pas à coder des protéines.
Déﬁnition 9. Exon
Un exon est une région de l'ADN qui sert à coder des protéines.
1.1.2 De la cellule à l'ADN
Un organisme est une forme de vie individuelle comme une plante, un
animal, une bactérie, ou un champignon. Les organismes sont divisés en
deux grandes familles : les procaryotes, organismes unicellulaires sans noyau
et les eucaryotes, organismes dont les cellules ont un noyau qui renferme
l'information génétique porté par l'ADN. La Figure 1.2 illustre ces diﬀérentes
cellules chez l'être humain.
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Figure 1.3  Le processus de la synthèse de protéines [Campbell 2005].
1.1.3 De l'ADN à la protéine
Déﬁnition 10. Transcription
La transcription est un processus biologique qui consiste à copier des régions
codantes de l'ADN en ARNm. Les ARNm sont des ARN qui contiennent des
exons d'un ou plusieurs gènes qui codent pour des protéines.
Déﬁnition 11. Traduction
La traduction est l'étape d'interprétation des exons de l'ARN messager en
acides aminés pour produire les protéines.
La transcription et la traduction sont les deux principaux processus dans
la synthèse de protéines (voir Figure 1.3). Pour produire des protéines, la
première étape consiste à transcrire l'ADN en ARNm . La deuxième étape
consiste ensuite à traduire l'ARNm en protéine.
Dans la synthèse des protéines, le rôle des gènes est très important. Ils sont
considérés comme les "recettes" qui contiennent les instructions en "langage"
particulier utilisant un alphabet de 4 lettres (A, C, G et T ). L'ordre de ces
lettres, c'est-à-dire la séquence des gènes, détermine la forme et la fonction de
la protéine dans l'organisme. Le processus de la transcription est aussi appelé
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Figure 1.4  Schéma de la régulation génétique. L'image extraite de Wiki-
pedia
l'expression génétique car pour produire les protéines, les gènes doivent être
exprimés. Dans la sous-section ci-après, nous présentons comment un gène
devient "exprimé".
1.1.4 Régulation génétique
Le comportement d'une cellule est déterminé par la concentration de pro-
téines particulières (voir la Figure 1.4). Ces protéines sont appelées des pro-
téines régulatrices (ou simplement régulateurs). Ce sont des facteurs de trans-
cription qui peuvent se ﬁxer sur des sites spéciﬁques, appelé sites de ﬁxation
situés en amont des gènes (région appelée "région promotrice du gène"). Par
l'existence d'un catalyseur (une substance qui augmente ou diminue la vitesse
d'une réaction chimique), ces protéines activent ou inhibent l'expression d'un
gène. Les régulateurs qui peuvent eux-mêmes être régulés, participent à une
voie de régulation génétique.
En général, un gène cible peut être régulé par une combinaison de facteurs
de transcription, et un facteur de transcription peut réguler plusieurs gènes
cibles. Pour modéliser cette régulation, les biologistes ont adopté le concept
d'un réseau. Ce réseau s'appelle le réseau de régulation génétique.
1.1.5 Réseaux de régulation génétique
La biologie moléculaire fait donc fortement appel à la notion de réseaux,
dans des contextes diﬀérents et impliquant des entités biologiques distinctes.
L'un des modèles les plus étudiés est probablement le réseau de régulation
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Figure 1.5  Exemple ﬁctif de réseau de regulation transcriptomique
[Schlitt 2007]. Les grands rectangles représentent la partie codante du génome,
en amont desquels ﬁgurent les sites de liaison (région promotrice des gènes).
Les cercles représentent les facteurs de transcription.
transcriptomique se focalisant sur les relations existantes entre les gènes et
les produits de gènes. Ce type de modélisation a pour but de déﬁnir la ma-
nière dont un gène est régulé en réponse à certains signaux. Dans les années
60, les biologistes ont montré que les gènes possèdent des séquences proches
servant à leur régulation et que des protéines sont capables de se lier à ces
séquences, permettant ainsi le contrôle de l'expression du gène selon deux
modes, l'activation ou la répression. Comme ces protéines régulatrices sont
elles-mêmes le produit de gènes, un réseau de régulation se forme, avec ses
boucles de rétro-action positives et négatives. La ﬁgure 1.5 illustre ce méca-
nisme de régulation. Cet exemple de réseau est bien évidemment une sim-
pliﬁcation de l'activité biologique réelle qui possède d'autres contraintes (de
régulation post-transcriptionnelle par exemple).
Déﬁnition 12. Réseau de régulation génétique
Un réseau de régulation génétique (RRG) est un graphe orienté et signé qui
indique quelles sont les activations et les inhibitions présentes entre les gènes
du réseau. Dans le RRG, chaque noeud est un gène et chaque lien entre deux
noeuds représente une interaction génétique entre deux gènes. Les interactions
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se traduisent par des inﬂuences sur le niveau d'expression des gènes. Le RRG
est aussi appelé le réseau d'interaction entre les gènes.
Outre les réseaux de régulation, il existe d'autres types de réseaux biolo-
giques qui ne font pas l'objet de ces travaux mais qui possédent une importance
capitale. Citons par exemple :
 les réseaux d'interaction des protéines : les protéines qui sont connectées
à des interactions physiques ou métaboliques et les voies de signalisation
de la cellule,
 les réseaux métaboliques : produits métaboliques et les substrats qui
participent à une réaction.
Les interactions entre gènes dépendent de nombreux paramètres de diﬀé-
rentes natures. C'est la raison pour laquelle la structure des réseaux de régula-
tions génétiques est encore largement méconnue. La section suivante présente
diﬀérentes problématiques ainsi que diﬀérentes solutions dans le cadre du pro-
blème de la reconstruction de réseaux de régulation génétique.
1.2 Reconstruction de réseaux de régulation génétique
1.2.1 Problématiques
Les RRG permettent de contrôler le fonctionnement et le développement
des organismes vivants via des relations entre gènes. L'étude sur des RRG
pose des problématiques importantes et diverses.
Premièrement, une proportion très importante de tous les génomes euca-
ryotes est composée de la classe d'ADN non-codant (Intron). Cela veut dire
qu'il y a très peu de gènes qui peuvent éventuellement coder pour les protéines
(voir Tableau 1.1).
Deuxièmement, tous les gènes ne peuvent être exprimés à la fois. Pour ca-
ractériser un organisme vivant, chaque gène s'exprime dans un environnement
spéciﬁque, à des moments précis et pendant une durée limitée en fonction de
son niveau d'expression. En eﬀet, seul un petit nombre de gènes fonctionne
comme un activateur ou un inhibiteur, par conséquence leur identiﬁcation est
un problème important et diﬃcile. Il faudrait également avoir un mécanisme
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Organisme Taille du génome Nbre de gènes Nbre de FT ADN non-codant
Colibacille ∼ 4.6Mb ∼ 4300 ∼ 100 ∼ 10%
Levure ∼ 13Mb ∼ 6200 ∼ 250 ∼ 30%
Homme ∼ 3200Mb ∼ 20000 ∼ 1700 ∼ 98%
Table 1.1  Exemple des génomes eucaryotes, avec la taille du génome, le
nombre de gènes, le nombre des facteurs de transcription (FT) connus et le
pourcentage d'ADN non codant. D'après [Elati 2007].
pour identiﬁer quels sont les gènes qui sont les cibles de ces facteurs.
Troisièmement, la fonction biologique est souvent sous-estimée et la struc-
ture de RRG est encore largement méconnue.
Par ailleurs, les problèmes liés aux données sont un autre problème clas-
sique dans le cadre d'analyse de réseaux de régulation génétique à partir de
données. Nous présentons dans la section suivante la nature de données expé-
rimentales et les techniques de traitement de données.
1.2.2 Données expérimentales et traitement des données
1.2.2.1 Puces à ADN
Déﬁnition 13. Puces à ADN [Madan Babu 2004]
Une puce à ADN (aussi appelées puces à gènes, biopuces, ou en anglais "DNA
chip, DNA-microarray, biochip") est un ensemble de molécules d'ADN ﬁxées
en rangées ordonnées sur une petite surface qui peut être du verre, du silicium
ou du plastique. C'est une technique qui permet d'analyser et de quantiﬁer
simultanément l'expression de plusieurs millier de gènes.
Les puces à ADN [Lander 1999] reposent sur le mécanisme d'hybridation
de la double hélice d'ADN. Ce sont des lames de petite taille sur lesquels
on peut synthétiser de milliers de gènes dont des séquences d'ADN. Ensuite,
elles sont hydridées avec l'ensemble des transcrits issus d'une cellule cible
pour marquer leur niveau d'expression grâce à leur ﬂuorescente. L'hybridation
est une interaction des deux chaînes de séquences complémentaires (liaisons
hydrogènes)
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Figure 1.6  Schéma de principe des expériences à base de puces à ADN.
[Barra 2004]
Figure 1.7  Exemple d'une matrice de données d'expression des gènes issues
de puces à ADN.
Dans les puces à ADN, les changements des niveaux d'expression des gènes
provenant de diﬀérents échantillons fournissent des informations permettant
des techniques d'ingénierie inverse ("reverse engineering" en anglais) pour
reconstruire le réseau de régulation génétique. Pour les méthodes d'appren-
tissage à partir de données, l'utilisation de données de puces à ADN pose les
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deux problématiques suivantes :
 premièrement, il est nécessaire d'avoir un nombre suﬃsant de données
d'observations. Malheureusement, dans les données de puces à ADN, le
nombre de gènes est très élevé ( 20.000 gènes) et excédant toujours celui
des échantillons ( 10− 100 échantillons).
 deuxièmement, comme toutes méthodes de recueil de données, le pro-
blème du bruit est inévitable.
Nous présentons dans la sous-section ci-après les méthodes de traitement
de données de puces à ADN.
1.2.2.2 Traitement des données
Le traitement de ces données d'expression est nécessaire avant de les uti-
liser dans l'apprentissage. Les diﬀérents problèmes à considérer sont les sui-
vants :
Normalisation
Les données d'expression souvent ne sont pas parfaites : valeurs man-
quantes, imprécises, non-homogènes. Le traitement du bruit dans les données
n'est pas un problème facile, surtout dans le contexte de la pauvreté de don-
nées 1 ; il n'est pas facile de distinguer ce qui est le résultat d'une erreur ou
d'une diﬀérence non signiﬁcative d'une observation aléatoire. La motivation
de la normalisation est de réduire ce bruit et de rendre comparable les données
issues d'échantillons diﬀérents. Le résultat du traitement du bruit inﬂue plus
ou moins sur les résultats d'un modèle d'apprentissage. Donc les outils statis-
tiques (traitement de bruit de fond, normalisation, etc.) sont apparues presque
immédiatement après la naissance de la technologie de puces à ADN. Grâce à
l'amélioration considérable des techniques de puces à ADN et des diﬀérentes
techniques de traitement d'image et statistique proposées, nous disposons d'un
grand nombre de méthodes éprouvées [Quackenbush 2002] (voir la Fig.1.8).
La correction de bruit repose sur diﬀérentes techniques (analyse de signal
du voisinage du spot, usage de séquences de contrôle qui ne peuvent s'hydri-
1. le nombre de gènes est très élevé et excédant toujours celui des échantillons
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Figure 1.8  Exemple de la normalisation de données de puces
[Quackenbush 2002].
der avec les gènes de la puce,...). La normalisation proprement dite se base
généralement sur soit un normalisation LOWESS (régression locale), soit une
normalisation par quantile.
Réduction de dimensions
Les données de puces à ADN sont présentées par les matrices. Donc, la
taille de données peut être mesurée selon deux dimensions, le nombre de va-
riables (ligne) et le nombre d'exemples (colonne). Pour la plupart des bases
de données disponibles, les données d'expression sont très dissymétriques, le
nombre de gènes étant beaucoup plus élevé que celui des échantillons. Donc,
il faudrait une réduction des dimensions pour sélectionner un sous-ensemble
qui a deux objectifs : (1) réduire la complexité du calcul ; (2) choisir les gènes
qui sont les plus pertinents.
Discrétisation
Certains algorithmes ne fonctionnent qu'avec des données catégorielles et
surtout des données booléennes. Ainsi on devrait les transformer en variables
discrètes par les méthodes de discrétisation. Les méthodes de discrétisation
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sont nombreuses dans la littérature [Dougherty 1995]. Les modèles de régula-
tion les plus souvent adoptés sont à 2 valeurs (0 : normal et 1 : sur-exprimé)
ou à 3 valeurs (-1 : sous-exprimé, 0 : normal et 1 :sur-exprimé).
Il existe plusieurs types de discrétisation [Hartemink 2001b] :
 Discrétisation basée sur le quantile,
 Discrétisation basée sur l'intervalle,
 Discrétisation stochastique.
1.2.3 Méthodes de reconstruction de réseaux de régulation géné-
tique
D'après [Schlitt 2007], il est possible d'établir une taxinomie des réseaux
en fonction des critères suivants :
 la description des entités biologiques que l'on cherche à modéliser (par
exemple, les facteurs de transcription, les sites de liaisons,...),
 la topologie du réseau. Ce critère désigne notamment le type d'interaction
entre les entités biologiques,
 la logique de contrôle. Ce critère détermine comment se combinent les
eﬀets des noeuds sources sur un noeud cible du réseau,
 le modèle dynamique. Ce critère correspond à la modélisation tempo-
relle du réseau et à la prédiction de la réponse des entités biologiques à
certains stimuli.
1.2.3.1 Description des entités biologiques
La classe de réseaux qui nous intéresse se modélise sous la forme d'un
graphe dont les noeuds sont des gènes ou des protéines et dont les arcs repré-
sentent une relation biologique.
1.2.3.2 Topologie du réseau
On trouve dans la littérature de nombreuses variétés de réseaux biolo-
giques. Parmi ceux-ci, on peut citer :
 les réseaux transcriptionnels : les arcs sont dirigés ; le gène source est
un facteur de transcription ; le gène cible est un gène activé par le gène
source,
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Figure 1.9  Modélisation de la logique de contrôle par une fonction boo-
léenne. La réponse de y est déﬁnie par une fonction logique. Figure extraite
de [De Ridder 2010]
 les réseaux d'interaction : Les noeuds sont des protéines et les arcs non
dirigés représentent des liaison entre protéines (par exemple : la trans-
duction de signal),
 les réseaux de mutation : les noeuds sont des gènes et l'arc dirigé indique
une mutation entre une séquence parente et une séquence ﬁlle,
 les réseaux de co-citation : un arc non dirigé est étiqueté selon la fré-
quence de colocation des deux gènes dans la littérature scientiﬁque.
1.2.3.3 La logique de contrôle
Réseau transcriptionnel
La topologie du réseau permet d'appréhender les relations entre entités bio-
logiques, mais elle n'indique pas le comportement d'un noeud cible en fonction
de celui de ses noeuds sources. Concernant le réseau transcriptionnel, le mo-
dèle le plus simple compare la machinerie biologique à un circuit logique : le
gène cible est activé selon une fonction booléenne, comme l'illustre la ﬁgure
1.9.
Ce modèle suppose une représentation des entités biologiques par des états
discrets : par exemple, on peut associer une valeur booléenne au fait qu'un
gène est exprimé. Une modélisation continue permet d'aﬃner le modèle.
Arbres de décision
Dans [Soinov 2003], une modélisation par arbres de décision a été propo-
sée. Dans ce modèle, l'expression d'un gène est déterminée par les valeurs
d'expression de certains gènes, comme le montre la ﬁgure 1.10.
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Figure 1.10  Arbre de décision du gène CLN2 (d'après [Soinov 2003]). Dans
cet exemple, la régulation du gène est prédite à partir des gènes SWI5, CLN1
et CDC28. Les étiquettes sur les arcs indiquent les seuils de valeur d'expression
déﬁnis à partir de données de puces à ADN.
Réseaux de conﬁance
Les réseaux de conﬁance [Butte 2000, Carter 2004] calculent l'information
mutuelle entre les niveaux d'expression pour chaque couple de gènes, puis gé-
nèrent un réseau de type d'interaction gène-gène. L'hypothèse est la suivante :
"une association avec une information mutuelle élevée signiﬁe qu'un gène est
non-aléatoirement associé à un autre ; dans ce cas les deux sont liés biologi-
quement" ou "deux gènes sont reliés si et seulement si ils sont co-exprimés"
(c'est la raison pour laquelle cette approche est aussi appelé "réseaux de co-
expression").
Butte et Kohane [Butte 2000] ont développé une méthode basée sur l'in-
formation mutuelle. A partir d'un test de permutation, ils considèrent que
deux gènes sont co-exprimés si et seulement si leur information mutuelle est
supérieure à l'information mutuelle maximale obtenue dans les données per-
mutées. Ils montrent que les composantes connexes du graphe obtenu, appe-
lées relevance networks, contiennent des gènes (co-régulés) avec des fonctions
biologiques proches. Pour calculer l'information mutuelle, Butte and Kohane
ont discrétisé des valeurs de niveaux d'expressions. La Figure 1.11 montre un
exemple de réseau obtenu avec cette méthode. Carter et al. [Carter 2004] se
sont intéressés à la topologie de réseaux de co-expression des gènes. Ils uti-
lisent la corrélation de Pearson pour mesurer la relation entre chaque paire de
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Figure 1.11  Exemple d'un réseau obtenu par l'approche basée sur les ré-
seaux de conﬁance. (A) Le réseau le plus large possible. (B) et (C) Deux petites
branches dans (A) en version ZOOM. [Butte 2000]
gènes et éliminent les interactions ayant une faible signiﬁcativité.
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Figure 1.12  Évolution des valeurs d'expression au cours du temps.
Cette méthode prend en compte l'association biologiques des gènes. Tou-
tefois, la discrétisation entraine une perte d'information.
1.2.3.4 Le modèle statique/dynamique
Ce modèle décrit comment évolue le réseau dans le temps (voir la Figure
1.12). Il peut être absent de certains réseaux, purement statiques. Par exemple,
l'arbre de décision (cf. Figure 1.10) ou les réseaux booléens (cf. Figure 1.14)
déﬁnissent la régulation d'un gène en fonction de gènes informatifs, indépen-
damment de la notion de temps. De nombreux modèles dynamiques ont été
proposés [Kauﬀman 1969, Ong 2002, Beal 2004, Kim 2004, Nachman 2004,
Redestig 2007, Zou 2005].
Réseaux booléens
Stuart Kauﬀman [Kauﬀman 1969] a été l'un des premiers à modéliser la
dynamique d'un réseau, en se basant sur le concept de réseau booléen. Dans
ce modèle, on déﬁnit l'activité de chaque gène par une valeur binaire et on
fait évoluer le réseau booléen par des pas de temps discret. Cette approche est
synchrone : tous les gènes changent d'état simultanément (cf. Figure 1.12).
L'idée des réseaux booléens a été ensuite repris par [Akutsu 1999,
Lahdesmaki 2003, Shmulevich 2002, Ribeiro 2008]. La modélisation des RRG
est simple : on modélise un gène par une variable booléenne. Un gène est
donc exprimé, ou non-exprimé. On représente ensuite les inﬂuences (régula-
tions) positives (activation) ou négatives (inhibition) d'un gène sur les autres
par des fonctions booléennes qui déterminent l'état d'un gène en fonction de
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Figure 1.13  Exemple d'un réseau dynamique pour représenter un RRG
avec des données temptorelles [Kauﬀman 1969]. (a) Matrice de transition de
niveau de regulation dans 30 tranches temporelles. (b) Transition entre des
tranches présentées dans (a).
l'état des certains autres gènes.
Plus précisément, c'est un graphe orienté G = (V, F ) où V = {v1, v2, ..., vn}
est un ensemble de noeuds et F est un ensemble de fonctions booléennes qui
déﬁnit une topologie d'arêtes. n est appelé taille ou dimension du réseau. Un
noeud représente un gène. A chaque noeud v, on associe une valeur booléenne
x(v) qui représente le niveau d'expression du gène correspondant. La valeur
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Figure 1.14  Exemple d'un réseau booléen simple pour représenter un RRG
[Shmulevich 2002].
de x sera 1 si le gène est exprimé et 0 sinon.
Cette méthode présente l'avantage d'être simple. Cependant, d'après
[Lahdesmaki 2003] cette méthode accepte implicitement une hypothèse d'ab-
sence de bruit dans les mesures d'expression, hypothèse peu conforme à la
réalité.
Réseaux de Pétri
Les réseaux de Pétri [Chaouiya 2004, Comet 2005, Matsuno 2000,
Steggles 2007] sont des graphes bipartis utilisés pour la modélisation et le
raisonnement sur les systèmes concurrentiels et distribués. Ils sont utilisés
dans le contexte de RRG pour identiﬁer leur structure et leur comportement
dynamique.
Cette méthode prend en compte l'aspect dynamique des relations dans un
RRG. Cependant, c'est une approche basée sur une grande part d'expertise
[Comet 2005].
Equations diﬀérentielles
De manière générale, les approches basées sur les équations diﬀérentielles
[Chan 2007, Hoon 2003] relient la valeur de chaque variable à la valeur de
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Equation différentielle 
Xi(t+∆t) = ∑WijXj(t) 
WAB = 15.09 
WAC = 8.21 
… 






Figure 1.15  Principe de la méthode basée sur les équations diﬀérentielles.
toutes les autres variables sous la forme d'une équation (voir la Figure 1.15).
Ces équations peuvent être linéaires, non linéaires, et/ou des équations dif-
férentielles. Les interactions putatives sont identiﬁées par la résolution d'un
ensemble d'équations incluant des poids comme paramètres. Ces pondérations
représentent l'inﬂuence de chaque variable sur les autres. Généralement, seuls
quelques poids dans l'équation pour une seule variable diﬀèrent considérable-
ment de zéro et sont donc considérés comme des inﬂuenceurs putatifs.
Cette méthode considère un RRG comme un système d'équations diﬀéren-
tielles. Le taux de changement d'une concentration particulière est fonction
d'autres concentrations. Les concentrations de ces composants sont exprimées
par des valeurs réelles positives évoluant dans le temps de manière continue.
La variation de ces valeurs est décrite par une équation diﬀérentielle ayant
comme paramètres les concentrations des molécules régulant l'entité étudiée.
Ce type de modèle permet de prédire les valeurs de concentration des entités
biologiques telles que les protéines, les molécules de signalisation, les ARN
messagers.
L'avantage de cette approche est la précision du calcul. Pourtant, elle est
limitée à un fonction simple à cause de la complexité des paramètres dans le
cas où le nombre de variables est grand. Ce type de modélisation nécessite
la connaissance précise des concentrations des composants moléculaires ainsi
que de leur cinétique, information malheureusement souvent diﬃcile à obtenir.
En plus, cette méthode demande des données temporelles pour apprendre les
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Figure 1.16  Exemple d'un réseau obtenu par l'approche basée sur les équa-
tions diﬀérentielles [Hoon 2003].
paramètres [Chan 2007] (cf. Figure 1.16).
Par ailleurs, cette modélisation ne tient pas compte des ﬂuctuations aléa-
toires du système biologique qui peuvent induire des eﬀets non négligeables
sur les concentrations moléculaires. Des auteurs ont suggéré d'utiliser des mo-
dèles stochastiques [Paulevé 2011] pour modéliser la dynamique des réseaux.
Ce type de modèle déﬁnit la probabilité qu'une variable atteint un état donné
en fonction des états des molécules à un instant donné. Pour ce type de modé-
lisation, les réseaux Bayésiens sont un des outils le plus répandus qui peuvent
capturer les relations linaires, non-linaires, ou stochastiques...
Réseaux bayésiens
Les réseaux Bayésiens (RB) sont utilisés dans de nombreux domaines
comme des outils de modélisation. En eﬀet, ils sont un des représentants les
plus connus des modèles graphiques probabilistes [Naïm 2007]. Ils rendent
particulièrement intéressants la représentation de systèmes complexes. Pour
la modélisation de réseaux de régulation génétique : (i) la partie graphique de
RB donne un outil visuel qui indique non seulement les régulations potentielles
entre les gènes, mais aussi l'orientation de ces régulations (arcs dirigés) ; (ii) la
partie probabiliste permet de quantiﬁer ces régulations. La Figure 3.8 présente
un RB obtenu par la reconstruction du RRG présenté dans [Friedman 2004].
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Figure 1.17  Exemple d'un RB obtenu par la reconstruction du RRG pré-
senté dans [Friedman 2004].
C'est une technique de modélisation de systèmes comportant un grand
nombre de variables, au moyen de relations mesurées par la fonction de dis-
tribution des probabilités conditionnelles (paramètres) et présentées sur un
graphe acyclique orienté (structure). L'apprentissage de RB à partir de don-
nées et de connaissances a priori oﬀre un cadre théorique et méthodologique
pour relier les problématiques de modélisation, d'identiﬁcation, de simulation
du fonctionnement, de l'interaction entre des gènes au sein d'un organisme.
On peut citer quelques propositions de modélisation de réseaux de régulation
génétique par RB depuis ces dernières années : [Friedman 2000, Pe'er 2001,
Hartemink 2001a, Husmeier 2003, Friedman 2004, Auliac 2008].
La Table 1.2 nous permet de voir concrètement les avantages de réseaux
bayésiens par rapport aux autres méthodes dans le contexte de données de
petites tailles et incertaines. C'est un des contextes souvent rencontrés dans
la modélisation de RRG à partir de données de puces à ADN.
1.3 Conclusion
Nous avons présenté dans ce chapitre diﬀérentes approches pour la modé-
lisation de réseaux de régulation génétique. Quelles que soient les approches
utilisées pour modéliser les réseaux de régulation génétique à partir de don-
nées de puces à ADN, la diﬃculté principale consiste à trouver la meilleure
structure qui possède à la fois la robustesse (maximisation de précision de l'in-
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Méthodes Données petites tailles Données incertaines Visualisation
1. Réseau transcriptionnel − − -
2. Arbres de décision − − +
3. Réseaux de conﬁance − − +
4. Réseaux booléens − − +
5. Réseaux de Pétri − − +
6. Equations diﬀérentielles − − -
7. Réseaux bayésiens + + +
(Données petites tailles) : si la méthode permet de remédier le problème de données petites tailles ;
(Données incertaines) : si la méthode permet de remédier le problème de données petites tailles ;
(Visualisation) : si l'interprétation graphique est facile à comprendre ;
(+) : plus favorable ; (−) : moins favorable
Table 1.2  Vue d'ensemble des méthodes de modélisation de réseaux de régulation
génétique
férence avec une bonne précision sur toute quantité/qualité de données) et la
simplicité (minimisation de relations entre variables). Le réseau Bayésien est
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Nous avons présenté dans le Chapitre 1 diﬀérentes approches pour la pro-
blématique de la reconstruction de réseaux de régulation génétique à partir de
données. La nature incertaine des données nous a conduit à choisir les réseaux
bayésiens pour résoudre cette problématique. Avant de mener à l'expérimen-
tation, nous présentons dans ce chapitre le cadre théorique et méthodologique
pour l'apprentissage de la structure de réseaux bayésiens à partir de données :
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- Recherche d’indépendance 





Approches d’apprentissage  
de la structure : 
Figure 2.1  L'organisation intuitive des notions-clés du chapitre 2. L'ap-
prentissage de réseaux bayésiens consiste en deux phases : l'apprentissage des
paramètres et l'apprentissage de la structure. Il y a trois types d'approches
pour l'apprentissage de la structure : les méthodes basées sur la recherche d'in-
dépendance, les méthodes basées sur l'optimisation d'un score et les méthodes
hybrides.
 le lien entre modèle d'indépendance et réseau bayésien qui est fondamen-
tal pour comprendre d'où vient et ce que fait un réseau bayésien,
 la notion d'équivalence de Markov qui pose un problème crucial et com-
mun pour l'évaluation de la qualité d'un réseau bayésien
 l'apprentissage de réseaux bayésiens : apprentissage des paramètres et
apprentissage de la structure.
 les méthodes d'évaluation d'un algorithme d'apprentissage de réseaux
bayésiens
La Figure 2.1 résume une organisation intuitive des notions-clés de ce
chapitre.
2.1 Réseaux bayésiens
Nous déﬁnissons, dans cette section, une série de notions de base qui sont
utilisées dans plusieurs parties de cette thèse.
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2.1.1 Probabilité conditionnelle, théorème de Bayes et indépen-
dance
Déﬁnition 14. (Probabilité conditionnelle) [Dawid 1979]
Etant donnés X et Y deux ensembles de variables aléatoires, sachant que la
probabilité de Y est non nulle, la probabilité conditionnelle de X est déﬁnie
par :
P (X|Y ) = P (X, Y )
P (Y )
(2.1)
Theorème 1. (Théorème de Bayes) [Bayes 1763]
Etant donnés X et Y deux ensembles de variables aléatoires, le théorème de
Bayes permet de déterminer la probabilité conditionelle de X sachant Y à
partir des probabilités de X, de Y et de Y sachant X, avec la formule suivante :
P (X|Y ) = P (Y |X).P (X)
P (Y )
(2.2)
Déﬁnition 15. (Indépendance) [Dawid 1979]
Etant donnés X et Y deux ensembles de variables aléatoires, X et Y sont
indépendantes, noté <X ⊥⊥p Y>, si et seulement si P (X|Y ) = P (Y ).
Déﬁnition 16. (Indépendance conditionnelle) [Dawid 1979]
Etant donnés X, Y et Z trois ensembles de variables aléatoires, X est indépen-
dante conditionnellement de Y sachant Z, noté < X ⊥⊥p Y |Z > si seulement
si P (X|Y, Z) = P (X|Z).
2.1.2 Modèles d'indépendance
Déﬁnition 17. (Modèle d'indépendance) - Dependency Model
[Pearl 1985]
Un modèle d'indépendance (MI) M sur un ensemble d'objets V est un sous-
ensemble quelconque de triplets noté I(X,Z, Y ), aussi noté < X ⊥⊥ Y |Z >M,
où X, Y, Z sont trois sous-ensembles de V . Les triplets dans M représentent
des indépendances. I(X,Z, Y ) ∈ M signiﬁe que X et Y interagissent seule-
ment via Z ou "X est indépendant de Y étant donné Z".
Déﬁnition 18. (semi-graphoïde) [Pearl 1985]
Un modèle d'indépendanceM est un semi-graphoïde s'il satisfait les axiomes
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d'indépendances conditionnelles suivants pour tous les (X, Y, Z, U) sous-
ensembles disjoints de V :
Axiome Condition Conclusion
P0 : Indépendance triviale : < X ⊥⊥ Y |Z >M ⇒ < Y ⊥⊥ X|Z >M
P1 : Symétrie : < X ⊥⊥ Y |Z >M ⇒ < Y ⊥⊥ X|Z >M
P2 : Décomposition : < X ⊥⊥ (Y ∪ U)|Z >M ⇒ < X ⊥⊥ Y |Z >M
P3 : Union faible : < X ⊥⊥ (Y ∪ U)|Z >M ⇒ < X ⊥⊥ Y |(Z ∪ U) >M
P4 : Contraction :
< X ⊥⊥ Y |(Z ∪ U) >M ⇒ < X ⊥⊥ (Y ∪ U)|Z >Met < X ⊥⊥ U |Z >M
Déﬁnition 19. (Graphoide) [Pearl 1985]
Un modèle d'indépendance M est un graphoïde s'il est un semi-graphoïde et
s'il satisfait l'axiome "intersection" :
P5 : Intersection :
< X ⊥⊥ Y )|(Z ∪ U) >M ⇒ < X ⊥⊥ (Y ∪ U)|Z >Met < X ⊥⊥ U |(Z ∪ Y ) >M
Remarque 1. Les axiomes de P0 à P5 ont été premièrement introduits
par [Dawid 1979, Spohn 1980, Pearl 1985]. Il y a bien d'autres axiomes d'in-
dépendances conditionnelles importantes tel que "union forte", "transition
forte", "transition faible", "chordalité" qui sont soigneusement présentés dans
[Lucas 2007].
2.1.2.1 Modèles d'indépendance et Modèle probabiliste
Déﬁnition 20. (Modèle probabiliste) - Probabilistic Model [Pearl 1985]
Un modèle probabilisteMP est déﬁni par la distribution de probabilité P sur
un ensemble de variables V .
Theorème 2. (Pearl et Paz, 1985) [Pearl 1985]
Le modèle probabilisteMP satisfait tous les axiomes d'un semi-graphoïde. Si
P est strictement positive alorsMP satisfait tous les axiomes d'un graphoïde.
Remarque 2. D'après le Théorème 2, le modèle d'indépendance issu d'une
loi de probabilité a une structure de semi-graphoïde. Pourtant la question "Un
semi-graphoïde représente-t-il nécessairement une loi de probabilité ?" est en-
core discutée autour de la conjecture "Completeness Conjecture" [Pearl 1985]
qui donne encore lieu à de nombreux travaux [Kramosil 1988, Studený 1989,




Déﬁnition 21. (Condition de Markov) [Pearl 1985]
La condition de Markov peut être énoncée comme ceci : Chaque va-
riable Xi est conditionnellement indépendante de l'ensemble de ses non-
descendants, NonDescendant(Xi), connaissant l'état de ses parents, Pa(Xi),
soit P (Xi|Pa(Xi), NonDesc(Xi)) = P (Xi|Pa(Xi)).
Déﬁnition 22. (Réseaux bayésiens) [Pearl 1985]
Les réseaux bayésiens sont des modèles graphiques probabilistes. Un réseau
bayésien B = (G, θ) est déﬁni par :
 une structure G = (V,E) qui est un graphe orienté sans circuit (DAG :
Directed Acyclic Graph) où V est l'ensemble des noeuds qui représentent
un ensemble de variables aléatoires X = (X1, ..., Xn)
1 et E est l'en-
semble des arcs,
 et des paramètres θ = [P (Xi|Pa(Xi)] qui sont des distributions de
probabilités pour que B vériﬁe la condition de Markov.
De manière plus générale, les réseaux bayésiens (RB) sont des modèles
graphiques pour représenter les relations probabilistes parmi un ensemble de
variables aléatoires. Les RB oﬀrent une représentation graphique de manière
compacte des lois de probabilité jointes entre variables. La distribution de
probabilités sur l'ensemble des variables est déﬁnie par :




Déﬁnition 23. (Chaîne bloquée) [Geiger 1990]
Soit P une chaîne du noeud X1 au noeud X2, P est dite bloquée par un en-
semble de noeuds Z si et seulement si au moins une des conditions suivantes
est satisfaite :
1. Nous nous plaçons pour ce travail dans le contexte de suﬃsance causale où il n'existe
aucune variable latente parente de variables observées, sauf si cette variable latente est
constante.
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 P est une chaîne linéaire : X1 → m → X2 ou X1 ← m ← X2, où
m ∈ Z.
 P est une chaîne divergente : X1 ← m→ X2, où m ∈ Z.
 P est une chaîne convergente : X1 → m ← X2, où m 6∈ Z et
Descendant(m) 6∈ Z.
Déﬁnition 24. (d-séparation) - Directed separation [Geiger 1990]
Soit X, Y, Z trois ensembles de variables aléatoires, X et Y sont d-séparés par
Z si Z bloque tous les chemins entre X et Y , noté <X ⊥⊥ Y |Z>.
Si une distribution de probabilités représente numériquement les indépen-
dances conditionnelles d'un modèle d'indépendance, le graphe représente in-
tuitivement ces relations. Les déﬁnitions suivantes (D-map, I-map, P-map)
présentent le lien entre un graphe et un modèle d'indépendance.
Déﬁnition 25. (D-map) - Dependency map [Pearl 1985]
Soit un graphe G = (V,E), G est une D-map d'un modèle d'indépendance M
si toute la séparation dans G est une indication d'une indépendance dans M :
< X ⊥⊥ Y |Z >M⇒< X ⊥⊥ Y |Z >G (2.4)
Déﬁnition 26. (I-map) - Independency map [Pearl 1985]
Soit un graphe G = (V,E), G est une I-map d'un modèle d'indépendance M
si toute indépendance dans M est une indication d'une séparation dans G :
< X ⊥⊥ Y |Z >M⇐< X ⊥⊥ Y |Z >G (2.5)
Déﬁnition 27. (P-map) - Perfect map [Pearl 1985]
Soit un graphe G = (V,E), G est une P-map d'un modèle d'indépendance M
si G est à la fois D-map et I-map de M :
< X ⊥⊥ Y |Z >M⇔< X ⊥⊥ Y |Z >G (2.6)
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2.1.4 Equivalence de Markov
Déﬁnition 28. (Equivalence de Markov) [Verma 1991]
Deux graphes sont dit équivalents s'ils ont le même modèle d'indépendance.
Déﬁnition 29. (Squelette) [Verma 1991]
Soit un graphe G = (V,E), un graphe orienté sans circuit. Le squelette est
un graphe non-orienté (ou non dirigé), obtenu en ignorant l'orientation de
chaque arc de G.
Déﬁnition 30. (V-structure) [Verma 1991]
Soit G = (V,E), un graphe orienté sans circuit. Une v-structure dans G est
de la forme X1 → X3 ← X2 tel que X1 et X2 non-adjacents dans G.
Déﬁnition 31. (Arcs réversibles et non-réversibles )[Castillo 1997]
Soit G = (V,E) un DAG, l'arc Eij = Xi → Xi est un arc non-réversible si et
seulement si Eij ∈ E ′ pour tous les DAG G′ = (V,E ′) équivalents à G, sinon
c'est un arc réversible.
Déﬁnition 32. (Arcs inférés)
Les arcs inférés sont des arcs non-réversibles qui n'appartiennent pas à une
V-structure.
Theorème 3. (Verma and Pearl, 1991) [Verma 1991]
Deux DAG sont équivalents si et seulement s'ils ont le même squelette et les
mêmes v-structures.
Déﬁnition 33. (Classe d'équivalence de Markov) [Chickering 2002b]
La classe d'équivalence de Markov est l'ensemble de tous les graphes équiva-
lents.
Déﬁnition 34. (Représentant de la classe d'équivalence de Markov)
[Chickering 2002b]
Le représentant d'une classe d'équivalence de Markov possède le même sque-
lette, les mêmes V-structures et les mêmes arcs inférés que tous les graphes de
la classe d'équivalence. Ce graphe est aussi appelé pattern par [Spirtes 1995],
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Algorithme 2.1 DAG2EG(G) [Chickering 2002b]
Entrées: Un DAG, G.
Sorties: Le graphe essentiel EG.
1: EG← G ;
2: Ordonner les arcs de EG ;
3: ∀arc, tiquette(arc)← ∅ ;
4: A ← liste des arcs non étiquetés ;
5: Répéter
6: (Xi, Xj)← minA(arc) (plus petit arc non étiqueté) ;
7: ∀Xk/tiquette(Xk, Xi)← Non-réversible ;
8: Fin← Faux ;
9: si Xk 6∈ pa(Xj) alors
10: tiquette(x,Xj)←Non-réversible ;
11: A ← A \ (x,Xj) ;
12: Fin← Faux ;
13: sinon
14: tiquette(Xk, Xj)← Non-réversible ;
15: A ← A \ (Xk, Xj) ;
16: ﬁnsi
17: si Fin = Faux alors
18: si ∃arc(Xk, Xj)/Xk 6∈ pa(Xi) ∪X1i alors
19: pour tout ∀(Xk, Xj) ∈ A, faire
20: tiquette(Xk, Xj)← Non-réversible ;
21: A ← A \ (Xk, Xj) ;
22: ﬁn pour
23: sinon
24: pour tout ∀(Xk, Xj) ∈ A, faire
25: tiquette(Xk, Xj)← Réversible ;




30: Jusqu'à A = ∅
31: retourner EG
Table 2.1  Algorithme transformant un DAG en EG
graphe essentiel - EG (essential graph) par [Andersson 1995] ou graphe
orienté maximal (maximally oriented graphs) par Meek [Meek 1995a]. Dans
un EG, les arcs réversibles sont remplacés par des arêtes (non orientées) et
les arcs non-réversibles qui restent orientés.
L'Algorithme 2.1 proposé par [Chickering 2002b] permet d'obtenir d'un
EG à partir d'un DAG donné. L'Algorithme 2.2 proposé par [Dor 1992] permet
d'obtenir un DAG à partir d'un EG.
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Algorithme 2.2 EG2DAG(EG) [Dor 1992]
Entrées: Un graphe essentiel EG.
Sorties: Un DAG G.
1: G← EG ;
2: A ← liste des arêtes de EG ;
3: Répéter
4: Recherche d'un noeud Xi tel que ;
5: il n'existe aucun arc Xi ← Xj dans A
6: et pour tout Xj tel qu'il existe Xi −Xj dans A,
7: (où Xj est adjacent à tous les autres noeuds adjacents à Xi),
8: si Xi n'existe pas alors
9: EG n'admet aucune extension complètement dirigée ;
10: sinon
11: ∀Xj tel que Xi −Xj ∈ A
12: Xi → Xj dans G
13: A ← A \ (Xi, Xj) ;
14: ﬁnsi
15: Jusqu'à A = ∅
16: retourner G
Table 2.2  Algorithme transformant un EG en DAG
2.2 Apprentissage de réseaux bayésiens
2.2.1 Contexte et problématiques
L'apprentissage d'un RB à partir de données se décompose en deux phases :
1. Première phase : Apprentissage de la structure : trouver la meilleure
structure par apprentissage automatique à partir de données observées.
2. Deuxième phase : Apprentissage des paramètres : estimer des paramètres
à partir de données observées.
Les méthodes d'apprentissage de réseaux bayésiens à partir de données
font généralement l'hypothèse de ﬁdélité.
Déﬁnition 35. (Fidélité) [Meek 1995b]
Un réseau bayésien B = (G, θ) est dit ﬁdèle à la distribution de probabilité P
si et seulement si G est P-map du modèle d'indépendance associé à P .
2.2.2 Apprentissage des paramètres de réseaux bayésiens
2.2.2.1 Principes
Etant donnée une structure de RB G et un ensemble de données D, le prin-
cipe de l'algorithme d'apprentissage des paramètres est d'estimer les distribu-
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tions de probabilités (paramètres) θ = {θi} avec θi = P (Xi|Pa(Xi)), table de
probabilité conditionnelle constituée de θijk = P (Xi = xk|Pa(Xi = xj)). Cette
estimation peut être eﬀectuée diﬀéremment selon que les données disponibles
soient complètes ou incomplètes.
2.2.2.2 Apprentissage avec des données complètes
Lorsque toutes les variables sont observées, la méthode simple et souvent
utilisée est l'apprentissage statistique. Elle consiste à estimer la probabilité
d'un événement par la fréquence d'apparition dans la base de données. Elle





L'estimation bayésienne consiste à trouver les paramètres les plus pro-
bables sachant que les données ont été observées, en utilisant des a priori
sur les paramètres. Cette méthode est aussi appelée le maximum a posteriori
(MAP) :
θMAPi,j,k =
Ni,j,k + αi,j,k − 1
ΣkNi,j,k + αi,j,k − 1 (2.8)
où αi,j,k sont les paramètres de la distribution de Dirichlet de la loi P (θ).






2.2.2.3 Apprentissage avec des données incomplètes
Lorsque les variables sont partiellement observées, la méthode d'estima-
tion la plus utilisée est celle qui se base sur l'algorithme EM (Expectation
Maximisation) [Dempster 1977]. Soit X un ensemble de variables observées et
Z un ensemble de variables manquantes. L'espérance de la log-vraisemblance
est déﬁnie par :
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Q(θ : θ′) = EZ|X,θ′ [logP (D|θ)] = EZ|X,θ′logP (X,Z|θ) (2.10)
où logP (D|θ) = logP (X,Z|θ) est la log-vraisemblance des données et θ′ sont
les paramètres actuels.
Soit θ(t) les paramètres à l'itération t. L'algorithme EM consiste en deux
étapes :
 expectation : estimer les Q(θ : θ′) en utilisant X et les paramètres ac-
tuelles θ(t),
 puis, maximisation : choisir la meilleure valeur des paramètres θ(t+1) en
maximisant Q(θ : θ′) :
θ(t+1) = argmaxθQ(θ : θ
′) (2.11)
 et, répéter ces deux étapes tant que l'on arrive à augmenter la valeur de
Q(θ : θ′)
2.2.3 Apprentissage de la structure
2.2.3.1 Principe
L'apprentissage de la structure d'un RB permet de déterminer automati-
quement une structure optimale d'un RB à partir de l'information contenue
dans les données observées.
On distingue trois grandes familles d'approches d'apprentissage de la struc-
ture :
1. Les méthodes basées sur les contraintes et recherche d'indépendances
(constraint-based)
2. Les méthodes basées sur le score et la recherche (score and search based)
3. Les méthodes hybrides
Quelle que soit l'approche choisie, l'apprentissage automatique de la struc-
ture de RB à partir de données pose quelques problèmes communs :
1. la recherche de la structure optimale reste un problème NP-diﬃcile
[Chickering 1996]. Ces méthodes ne sont pas si simples, principalement à
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cause de la taille super-exponentielle de l'espace de recherche en fonction
du nombre de variables.
2. l'apprentissage de la structure est grande consommatrice de données.
C'est-à-dire qu'il faut des bases de taille importante aﬁn de pouvoir
obtenir un modèle de qualité. Cette limite devient un problème crucial
dans les domaines expérimentaux où le recueil de données est diﬃcile,
cher, etc.
Donc, un véritable déﬁ est alors d'abord d'optimiser la recherche (soit
transposer le problème en un espace plus petit, soit utiliser une stratégie de
recherche optimisée), en travaillant sur un jeu de données d'apprentissage
réduit.
2.2.3.2 Méthodes basées sur la recherche d'indépendance
Le but de ces méthodes est de trouver des indépendances conditionnelles
avec l'aide de tests d'indépendance (souvent le test du χ2), puis de construire
le graphe à partir de ces connaissances.
Les méthodes telles que IC (Inductive Causality) [Pearl 2000], PC
[Spirtes 2001], SGS (Sprites, Glymour and Scheines) [Spirtes 1990]) sont des
exemples bien connus pour ce type de méthodes. Ces méthodes cherchent
d'abord à identiﬁer un graphe non orienté qui représente les diﬀérentes in-
dépendances conditionnelles existantes entre les variables observées à l'aide
du test d'indépendance conditionnelle. L'orientation est réalisée à l'aide de la
détection des V-structures (en utilisant les résultats des tests d'indépendance
conditionnelle) et puis la propagation des orientations de certains arcs (arcs
inférés à cause des V-structures).
Certaines autres méthodes permettent de détecter des variables latentes
lors de la phase d'orientation, telles que IC* [Pearl 2000], CI (Conditional
Independence) [Cheng 2002], FCI (Fast Causal Inference) [Spirtes 2001]. Ces
méthodes permettent de relaxer l'hypothèse de suﬃsance causale.
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2.2.3.3 Méthodes basées sur l'optimisation d'un score
Chaque RB B = (G, θ) est noté par un score S(G, D) qui désigne sa ca-
pacité à représenter les données D. Ce score doit prendre en compte deux
propriétés :
 décomposable localement.
S(G, D) = ΣXi∈Xs(Xi, Pa(Xi)) (2.12)
 équivalent, c'est-à-dire qu'il faut assurer que les réseaux équivalents (cf.
Déﬁnition 28) ont le même score.
La plupart des scores proposés dans la littérature (cf. Annexe 2) appliquent
le principe de parcimonie du rasoir d'Occam : "la simplicité est la meilleure",
c'est-à-dire, trouver le modèle qui correspond le mieux aux données et le plus
simple possible. Citons par exemple les scores basés sur les principes de sélec-
tion de modèles comme AIC (Akaike's Information Criterion) [Akaike 1970],
BIC (Bayesian Information Criterion) [Schwarz 1978] et les scores bayésiens
BDe (Bayesian Dirichlet equivalent) [Heckerman 1995]. Ces scores les plus
utilisés sont décomposables et équivalents.
Soit Dim(B) le nombre de paramètres nécessaires pour décrire toutes les




(ri − 1)qi (2.13)
et LL(D|θ,G) la log-vraisemblance du réseau B = (G, θ) :
LL(D|G, θ) = logP (D|G, θ) (2.14)
Le score AIC est déﬁni par :
AIC(G,D) = LL(D|G, θMV )−Dim(G) (2.15)
Le score BIC est déﬁni par :
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Le score BDe est déﬁni par :

















′ × P (Xi = xk, Pa(Xi) = xj|Gc) (2.19)
Gc est le graphe complètement connecté et N ′ est un nombre d'exemples
"équivalent" déﬁni par l'utilisateur.
Le principe des méthodes à base de score consiste à parcourir de manière
heuristique l'espace des DAG ou celui des EG :
1. en cherchant dans l'espace des arbres (MWST - Maximum Weighted
Spanning Tree [Chow 1968]) ;
2. en cherchant dans l'espace des réseaux bayésiens avec un contrainte sur
l'ordre des noeuds (K2 [Herskovits 1991]) ;
3. en faisant une recherche gloutonne dans l'espace des DAG (GS - Greedy
Search [Chickering 1995]) ou dans l'espace des EG (GES - Greedy Equi-
valence Search [Chickering 2002a]).
4. en optimisant la recherche par des métaheuristiques par exemple
avec des approches évolutionnaires comme les algorithmes génétiques
[Pelikan 2000, Pelikan 2001, Blanco 2003, Sun 2005], ou avec PSO - Par-
ticle Swarm Optimization [Cowie 2007] pour l'apprentissage de la struc-
ture de RB.
2.2.3.4 Méthodes hybrides
Le but de ces méthodes est de combiner les avantages des méthodes basées
sur les contraintes et celles basées sur les scores. Inspirées par le principe
"diviser pour régner", les méthodes hybrides consistent en deux étapes :
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 une recherche locale, qui permet d'obtenir un voisinage conte-
nant toutes les dépendances (indépendances) locales intéressantes
avec l'aide de tests d'indépendances. Citons par exemple MMMB
[Tsamardinos 2006], MMPC [Tsamardinos 2006], PCMB [Peña 2007],
MBOR [Rodrigues De Morais 2008].
 une optimisation globale, qui permet de faire une recherche sur l'espace
des DAG en se restreignant aux dépendences locales trouvées précé-
demment. Citons par exemple MMHC [Tsamardinos 2006] qui combine
MMPC et la recherche gloutonne.
Remarque 3. Comme pour l'apprentissage des paramètres, l'apprentissage
de la structure est aussi confronté aux problèmes de données complètes ou
incomplètes. Comme ce n'est pas l'objectif de notre travail, nous ne présentons
pas le cas des données incomplètes, pour lequel le lecteur peut par exemple
consulter [François 2006].
2.3 Evaluation d'un algorithme d'apprentissage de la
structure
Dans les sections précédentes, nous avons présenté les méthodes d'appren-
tissage de réseaux bayésiens, dont les méthodes d'apprentissage de la struc-
ture. Dans cette section nous présentons les méthodes pour évaluer la qualité
du réseau bayésien obtenu par cet apprentissage de la structure.
Il y a deux scénarios pour l'évaluation d'un algorithme d'apprentissage de
la structure :
 Etant donnés un RB théorique B0 = (G0, θ0) et des données D générées
à partir de ce RB, les mesures évaluent la qualité de l'algorithme en
comparant la qualité du graphe appris B = (G, θ) et celle du réseau
théorique B0
 Il n'y a pas de RB B0. Il faut comparer la qualité du graphe appris par
rapport au résultat d'un autre algorithme dit "standard".
Dans ces deux scénarios, il y a besoin de méthodes pour mesurer la qualité
d'un réseau bayésien. Nous allons passer en revue diﬀérentes méthodes en
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résumant les avantages et les inconvénients de chaque approche.
Cette évaluation peut être biaisée par le fait que les algorithmes d'appren-
tissage produisent tous une structure optimale, à une classe d'équivalence près
(cf. Déﬁnition 28). Toutes les structures de cette classe d'équivalence repré-
sentent le même modèle d'indépendance, ont le même score, etc...Il faudrait
donc prendre cette caractéristique en compte dans l'évaluation, quel que soit
le scénario choisi.
Nous allons maintenant passer en revue les méthodes d'évaluation les plus
couramment utilisées en vériﬁant entre autres si le point précédent est bien
pris en compte.
2.3.1 Méthode basée sur le score
2.3.1.1 Principe
Comme précédemment présenté dans la sous-section 2.2.3.3, le score évalue
la qualité d'un réseau bayésien. Pour évaluer un algorithme d'apprentissage
de la structure, il suﬃt d'évaluer le score du graphe appris. L'algorithme d'ap-
prentissage est bon si S(B, D) ' S(G0, D) où S est un score équivalent.
2.3.1.2 Avantages et limitations
Cette approche prend bien en compte équivalence de Markov lors de l'éva-
luation. Si un algorithme retourne un graphe G équivalent à G0, les deux
structures ont le même score. Cet avantage est aussi un inconvénient, puisque
s'il y a peu de données, il est possible d'obtenir un graphe G de même score
que G0, mais qui ne soit pas dans la même classe d'équivalence.
2.3.2 Méthode basée sur la divergence Kullback-Leibler
2.3.2.1 Principe
La divergence de Kullback-Leibler est une mesure de dissimilarité entre
deux distributions de probabilités [Kullback 1951]. Elle est souvent considérée
comme une distance, pourtant elle n'en remplit pas tous les axiomes : elle
n'est pas symétrique et ne respecte pas l'inégalité triangulaire. Toutefois, il
existe également une version symétrique de la divergence Kullback-Leibler
(voir l'équation 2.20).
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Dans le contexte des RB, la divergence Kullback-Leibler est utilisée pour
mesurer la diﬀérence entre la distribution de probabilité du réseau appris, PB
et celle du réseau "cible", PB0 .








Cette formule est utilisée avec une convention où : 0 log 0 = 0. La valeur
de KL est non-négative et est égale à zéro lorsque les lois PB et PB0 sont
identiques.
Remarques :
Une version symétrique de la divergence KL entre deux distributions PG
et PG0 est déﬁnie par :
DsKL(G,G0) = [DKL(G,G0) +DKL(G0, G)]/2 (2.21)
2.3.2.2 Avantages et limitations
Comme la méthode basée sur le score, cette approche prend bien en compte
l'équivalence de Markov lors de l'évaluation. Cependant, il y a des contextes
où la divergence KL souﬀre de limitations. En eﬀet, la complexité des calculs
est exponentielle par rapport au nombre de variables. Dans ce cas, le principe
d'échantillonnage peut être utilisé pour réduire cette complexité.
2.3.3 Méthode basée sur la sensibilité/la spéciﬁcité
2.3.3.1 Notions
La sensibilité est la proportion de bons arcs découverts. A contrario, la
spéciﬁcité est la proportion de mauvais arcs découverts par erreur.
2.3.3.2 Méthode
Etant donné le graphe du réseau théorique G0 = (V,E0) et le graphe du
réseau appris G = (V,E), la méthode basée sur la sensibilité/la spéciﬁcité
commence par calculer les indices suivants :
 TP (true positive) = nombre d'arcs présents à la fois dans G et G0 ;
 TN (true negative) = nombre d'arcs absents à la fois dans G et G0 ;
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 FP (false positive) = nombre d'arcs présents dans G mais pas dans G0 ;
 FN (false negative) = nombre d'arcs absents dans G mais pas dans G0 ;
Ensuite, la sensibilité et la spéciﬁcité peuvent être calculées comme suit :
 Sensibilité, également appelée précision ou TPR (True Positive Rate)




 Spéciﬁcité également appelée rappel ou TNR (True Negative Rate) :




En outre, il y a d'autres indices qui permettent aussi de mesurer la qualité
d'un algorithme d'apprentissage :
 Taux de faux positifs généralement noté FPR (False Positive Rate) :
FPR = 1− spéciﬁcité = FN
TP + FN
(2.24)









2.3.3.3 Avantages et limitations
Ces mesures sont faciles à calculer. Elles sont souvent utilisées dans la
littérature. Toutefois, les diﬀérences d'orientation entre deux graphes de la
même classe d'équivalence sont comptées comme des erreurs.
2.3.4 Méthode basée sur la distance d'édition
2.3.4.1 Notions
Si l'approche basée sur la sensibilité/la spéciﬁcité présentée ci-dessus per-
met de qualiﬁer un algorithme d'apprentissage au niveau de similarité entre
le RB appris et le RB "cible", la distance d'édition s'intéresse à la dissimila-
rité entre eux en calculant le coût des opérations de modiﬁcations nécessaires
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pour transformer le graphe appris vers le graphe "cible". Ces deux mesures
sont très proches en terme de principe.
Plus formellement, la distance d'édition de graphes est une mesure inspirée
de la distance d'édition (ou distance de Levenshtein) entre deux chaînes de
caractères. Elle est déﬁnie comme l'ensemble le moins coûteux d'opérations
nécessaires pour transformer les graphes de l'un à l'autre. Dans le contexte des
RB, la distance d'édition initialement utilisée étant celle entre deux DAG de
même noeuds. Nous présentons dans la suite une version améliorée la dis-
tance d'édition SHD (SHD : Structural Hamming Distance) proposée par
[Tsamardinos 2006]. Une distance d'édition entre graphes possédant des en-
sembles de noeuds diﬀérents est décrite dans [Bunke 1997].
2.3.4.2 Méthodes
[Tsamardinos 2006] propose une distance d'édition entre les graphes essen-
tiels EG et EG0 de deux DAG G et G0. Pour tous les arcs diﬀérents entre
deux graphes essentiels, le coût d'édition est augementé de 1 si :
 l'arc est absent dans EG mais présent dans EG0
 l'arc est présent dans EG mais absent dans EG0
 l'arc est mal orienté dans EG par rapport au EG0
L'algorithme SHD entre deux graphes essentiels est présenté dans Algo-
rithme 2.3. La Figure 2.2 donne un exemple d'application de cette distance.
2.3.4.3 Avantages et limitations
Comme l'approche basée sur la sensibilité/la spéciﬁcité, l'avantage de cette
approche est la simplicité du calcul. Par contre, cette méthode prend aussi en
compte l'équivalence de Markov.
2.3.5 Méthodes basées sur la visualisation
2.3.5.1 Principe
En complément des méthodes d'évaluation qui mesurent numériquement la
qualité d'un réseau bayésien, les méthodes basées sur la visualisation peuvent
être utilisées dans l'évaluation de réseaux bayésiens.
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Algorithme 2.3 SHDEG(EG,EG0) [Tsamardinos 2006]
Entrées: Deux graphes essentiels EG et EG0.
Sorties: La valeur SHD entre EG et EG0.
1: shd← 0 ;
2: A ← liste des arêtes de EG ;
3: pour tout Tous les arcs E diﬀérents dans EG et EG0 faire
4: si E est absent dans EG alors
5: shd← shd+ 1 ;
6: ﬁnsi
7: si E est présent dans EG mais absent dans EG0 alors
8: shd← shd+ 1 ;
9: ﬁnsi
10: si E est mal orienté dans EG par rapport au EG0 alors




Table 2.3  Algorithme SHD pour deux EG
Figure 2.2  Exemple de distance SHD entre deux graphes essentiels
[Tsamardinos 2006].
2.3.5.2 Méthodes
La première approche possible [Ciaccio 2010] consiste en deux étapes : tout
d'abord utiliser un algorithme de placement, comme par exemple "Force-based
algorithms" [Eades 1984], sur l'union des deux graphes G et G0 (cf. Figure
2.3). Les couleurs des arcs représentent la nature d'arcs : présent uniquement
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Figure 2.3  La visualisation par le graphe union [Ciaccio 2010].
Figure 2.4  La visualisation par carte de chaleur [Ciaccio 2010].
dans le graphe appris, présent uniquement dans le graphe théorique, présent
à la fois dans les deux graphes.
La seconde approche proposée par [Ciaccio 2010] utilise une carte de cha-
leur (cf. Figure 2.4) où chaque arc est représenté par une cellule de la matrice
d'adjacence et les couleurs diﬀérentes représentent la nature des arcs comme
dans la première approche.
2.3.5.3 Avantages et limitations
Les avantages de ces méthodes sont la lisibilité et la compréhension. En ef-
fet, toutes les méthodes précédemment présentées donnent les résultats d'éva-
luation numériques qui ne sont pas très bien interprètables pour les utilisateurs
non-experts. Avec une visualisation colorée, il est possible de repérer facile-
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Méthodes Classe d'équiv. Complex. de calculs Interp. Graphique
1. Score + − -
2. Divergence KL + − -
3. Sensib./Spécif. − + -
4. Distance d'édition + + -
5. Visualisation − − +
(Classe d'équiv.) : si c'est une solution pour le problème de classe d'équivalence ;
(Complex. de calcul) : si le calcul est complexe ;
(Interp. Graphique) : si l'interprétation graphique est facile à comprendre ;
(+) : plus favorable ; (−) : moins favorable
Table 2.4  Vue d'ensemble des méthodes d'évaluation
ment les diﬀérences entre graphes appris et graphes théorique. Par contre,
cette méthode n'est pas applicable lorsque le nombre de variables est impor-
tant par manque de lisibilité. De plus, cette méthode ne tient pas compte de
l'équivalence de Markov.
2.4 Conclusion
Après avoir déﬁni la notion de réseau bayésien, nous avons passé en revue
les diﬀérences méthodes d'apprentissage de ces modèles. Nous avons aussi
abordé la question de l'évaluation de ces algorithmes d'apprentissage.
La Table 2.4 présente une vue d'ensemble des méthodes d'évaluation.
La méthode basée sur le score prend bien en compte l'équivalence de Mar-
kov lors de l'évaluation. Pourtant si les données sont réduites, il est diﬃcile
de distinguer deux réseaux diﬀérents par score.
La méthode basée sur la divergence KL est aussi capable de prendre en
compre l'équivalence de Markov, pourtant son calcul est coûteux lors que le
nombre de variables est important.
Les méthodes basées sur la sensibilité/la spéciﬁcité et sur la distance d'édi-
tion reposent sur un principe assez proche. Sensibilité/Spéciﬁcité sont simples
en terme de calculs et indépendantes des données. Cependant elles ne prennent
pas en compte l'équivalence de Markov à la diﬀérence de la distance d'édition.
Les méthodes basées sur la visualisation donnent une représentation intui-
tive, mais sont limitées par des réseaux de grande taille et ne prennent pas en
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Comme mentionné dans le chapitre 2, l'apprentissage de la structure
de réseaux Bayésiens à partir de données est un problème NP-complet
[Chickering 1996], les heuristiques sont souvent utilisées pour trouver un bon
optimum local. De plus, dans plusieurs applications réelles, la quantité de
données disponibles est faible par rapport aux nombre de variables.
Pour ces raisons, il existe plusieurs algorithmes d'apprentissage de struc-
ture qui proposent d'utiliser les approches évolutionnaires [Opitz 1999] (e.g.
Bootstrapping [Friedman 1999b, Rodin 2005], algorithmes evolutionnaires
[Larrañaga 1994, Delaplace 2007, Muruzbal 2007, Auliac 2007, Wang 2010],
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etc...) aﬁn d'apprendre un ensemble de structures candidates au lieu d'une
seule.
L'évaluation de qualité d'une seule structure obtenue avec un algorithme
d'apprentissage classique est simple, comme abordé dans le Chapitre 2.
Le problème posé dans ce chapitre est relativement plus compliqué : nous
ne voulons pas évaluer la qualité d'un seul RB, mais la qualité d'un ensemble
de RB. Une première solution triviale est d'estimer la qualité de cet ensemble
en utilisant une mesure de qualité (distance d'édition, divergence KL, score...)
pour chaque modèle et ensuite d'estimer la moyenne ou de visualiser la dis-
tribution de ces résultats. La visualisation de graphes n'est pas appropriée
quand le nombre de RB dans l'ensemble est trop élevé.
Nous proposons dans cette partie une approche basée sur le principle in-
verse : nous devons tout d'abord trouver le modèle graphique "le plus repré-
sentatif" pour l'ensemble de RB, appelé le graphe quasi-essentiel (QEG -
Quasi Essential Graph), et puis nous appliquons les opérateurs d'évaluation
usuels pour ce nouvel objet. Un inconvénient de cette approche est que le
QEG stocke plus d'informations par rapport à un graphe simple, donc, les
opérateurs d'évaluation de qualité doivent être redéﬁnis pour ce nouvel objet.
Par contre, un grand avantage (l'inspiration de la contribution de cette partie)
est que le QEG est plus facilement visualisable étant donné une métaphore
graphique qui est présentée ci-après.
La Figure 3.1 résume une organisation intuitive des notions-clés de ce
chapitre.
3.1 Méthodes ensemblistes pour l'apprentissage de la
structure de RB
3.1.1 Approches basées sur le Bootstrap
3.1.1.1 Principes
Ces approches proviennent de la famille des méthodes de sélection de mo-
dèles basées sur le principe du Bootstrap proposé par Efron [Efron 1993]. Le
principe de ces méthodes est de re-générer des sous-ensembles de données d'ap-
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Bootstrap Algorithme Génétique 
Méthodes ensemblistes 
Approches 
« Evaluation-Fusion » 
Approches 




QEG (Quasi-Essential Graph) 
POPULATION de réseaux bayésiens 
Figure 3.1  L'organisation intuitive des notions-clés du chapitre 3. Les mé-
thodes d'apprentissage de la structure de réseaux bayésiens basées sur les
méthodes ensemblistes telles que le bootstrap, ou les algorithmes génétiques
permettent d'obtenir une population de réseaux bayésiens. Il y a deux ap-
proches d'évaluation et de visualisation d'une population de réseaux bayé-
siens : approche "Evaluation-Fusion" et approche "Fusion-Evaluation". Nous
proposons une approche de type "Fusion-Evaluation" qui s'appelle "QEG"
(Quasi-Essential Graph) pour résumer une population de réseaux bayésiens
en un représentant graphique de toute la population.
prentissage. Ensuite, l'algorithme d'apprentissage cherche la meilleure struc-
ture à partir de chaque sous-ensemble. On obtient donc plusieurs meilleures
structures en fonction du nombre de sous-ensembles de données ﬁxé par l'uti-
lisateur.
3.1.1.2 Bootstrap paramétrique et Bootstrap non-paramétrique
Soit un jeu de données d'apprentissage D et un algorithme d'apprentissage
de la structure A, la procédure du Bootstrap non-paramétrique (cf. Figure 3.2)
consiste en deux étapes :
 Etape 1 : Pour i = 1, 2...n
 Re-échantillonner avec remise un nouveau jeu de données (noté di) à
partir de D ;
 Appliquer A sur di : A(di) ;
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BOOTSTRAP NON-PARAMETRIQUE APPRENTISSAGE 
D 
Figure 3.2  Architecture des approches basées sur le Bootstrap non-
paramétrique. D (Data) : Jeu de données initial pour l'apprentissage ; S (Sam-
pling) : l'étape d'échantillonnage ; di : des jeux de données ré-échantillonnées
à partir de D ; L (Learning) : un algorithme d'apprentissage de la structure
de réseaux bayésiens ; Mi (Model) : des modèles obtenus par L.
 Etape 2 : Pour chaque A(di), on déﬁnit un score.
Au lieu de re-échantillonner des données à partir du jeu de données initial,
l'approche paramétrique (cf. Figure 3.3) génère des jeux de données à partir
du réseau qui est obtenu par l'apprentissage avec le jeu de données initial. La
procédure détaillée consiste en trois étapes :
 Etape 1 : Apprendre le réseau initial M0 à partir de D ;
 Etape 2 : Pour i = 1, 2...n
 Générer un nouveau jeu de données (noté di) à partir de M0 ;
 Appliquer A sur di : A(di) ;
 Etape 3 : Pour chaque A(di), on déﬁnit un score.
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BOOTSTRAP PARAMETRIQUE APPRENTISSAGE 
D Mo G 
Figure 3.3  Architecture des approches basées sur le Bootstrap paramé-
trique. D (Data) : Jeu de données initial pour l'apprentissage ; S (Sampling) :
un outils d'échantillonnage ; di : des jeux de données ré-échantillonnées à par-
tir de D ; L (Learning) : un algorithme d'apprentissage de la structure de
réseaux bayésiens ; Mi (Model) : des modèles obtenus par L.
Le but de ces deux types d'approches est le même : générer un ensemble
de jeux de données pour l'apprentissage. Cependant, la façon dont chaque
approche génère des données est diﬀérente : le Bootstrap non-paramétrique
se base sur le ré-échantillonnage aléatoire avec remise appliqué sur le jeu de
données d'apprentissage et le Bootstrap paramétrique se base sur le génération
de données avec un réseau appris à partir du jeu de données d'apprentissage.
3.1.1.3 Travaux existants
Dans le cadre de l'apprentissage de la structure de réseaux bayésiens
avec peu de données, [Friedman 1999a] (paramétrique et non-paramétique),
[Friedman 1999b] (non-paramétique), [Friedman 2000] (non-paramétique),
[Pe'er 2001] (non-paramétique), [Djebbari 2008] (non-paramétique) font partie
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des premiers travaux utilisant une approche basée sur le bootstrap.
Quelque soit l'approche choisie, le résultat à la ﬁn de la procédure du
Bootstrap est un ensemble de réseaux associés avec un score. En général, ce
score permet ensuite de choisir la meilleure structure.
3.1.1.4 Avantages et inconvénients
Ces méthodes présentent l'avantage d'être simple à programmer. Ce ne
sont, en eﬀet, que des tirages aléatoires. Toutefois, le temps d'apprentissage
devient grand si le nombre de sous-ensembles de données est grand. Car il faut
apprendre plusieurs fois (en fonction du nombre de sous-ensembles échantillon-
nés) pour choisir la meilleure structure.
3.1.2 Approches basées sur les algorithmes génétiques
3.1.2.1 Principes
Les algorithmes génétiques (AG) sont des algorithmes évolutionnaires
pour l'optimisation heuristique s'appuyant sur l'évolution au ﬁl des généra-
tions d'un ensemble d'individus, chaque individu représentant une solution
potentielle au problème. La qualité d'une solution est évaluée par une fonc-
tion de satisfaction (ﬁtness). La recherche des meilleures solutions est guidée
par la maximisation de cette fonction.
3.1.2.2 Méthode
Plus techniquement, les AG prennent chaque RB à l'entrée comme un indi-
vidu (candidat) aﬁn de constituer la population initiale. Ensuite, ils continuent
à appliquer des opérateurs évolutionaires (la combinaison/le croisement et la
mutation) aﬁn d'obtenir à la ﬁn un ensemble des meilleurs RB en fonction de
leur valeur de score (ﬁtness) (cf. Figure 3.4). Le principe très général des AG
est décrit dans la Table 3.1. La Figure 3.5 présente un exemple de diﬀérentes
étapes de l'apprentissage de la structure de RB par l'algorithme génétique.
3.1.2.3 Travaux existants
Considérés comme les premiers travaux proposant une approche évolu-
tionnaire pour trouver la meilleure structure de RB, les articles de Lar-
rañaga et al. [Larrañaga 1996, nga 1997] sont remarquables en terme de
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Figure 3.4  Architecture des approches basées sur les algorithmes géné-
tiques. D (Data) : Jeu de données initial pour l'apprentissage ; L(GA) Lear-
ning (Genetic Algorithm) : apprentissage de la structure de réseaux bayésiens
avec les algorithmes génétiques ; Mi (Model) : modèles obtenus par GA.
Algorithme. Algorithme Génétique
Entrées: Une population d'individus.
Sorties: Une population de meilleurs individus.
1: Générer alératoirement la population initiale
2: Répéter
3: Sélectionner les meilleures solutions.
4: Produire une nouvelle génération en combinant une
partie de ces paires.
5: Introduire des mutations à cette nouvelle génération.
6: Jusqu'à la condition d'arrêt est vériﬁée
Table 3.1  Algorithme génétique
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Figure 3.5  Exemple de l'apprentissage de la structure de RB basé sur les
AG. (1,2,3,4) : la génération aléatoire des DAG ; (Codage) : le codage des
DAG en individus (candidats) binaires ; (Fitness) : l'évaluation des indivi-
dus par leur ﬁtness (score) ; (Sélection) : la sélection des meilleurs individus ;
(Croisement) le croisement de meilleurs individus ; (Mutation) : la mutation
des individus croisés ; l'itération à l'étape "Sélection" jusqu'à la condition
d'arrêt est vériﬁée. A la ﬁn de cet apprentissage, on obtient une population
ﬁnale des meilleurs individus.
solution. Il y a nombreux travaux dans la littérature qui utilisent les al-
gorithmes génétiques pour l'apprentissage de la structure de réseaux bayé-
siens [Pelikan 2001, Hsu 2002, Haiyang 2008, Lee 2010], avec des applications
par exemple la reconstruction de réseaux de régulation génétique tel que
[nga 1997, Hsu 2002, Auliac 2007, Auliac 2008]. Dans ces travaux, les indivi-
dus sont diﬀéremment codés : par une chaîne binaire [Pelikan 2001, Hsu 2002],
par une matrice d'adjacent binaire [nga 1997, Hsu 2002, Lee 2010], par un
vecteur ternaire [Auliac 2007]. Il y a une variété de façons dont les tra-
vaux appliquent le principe des AG dans l'apprentissage de la structure de
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RB, par exemple : (i) après la mutation, [nga 1997] a proposé un opéra-
teur d'ajout des individus parents et un opérateur de réduction des individus
de faibles ﬁtness ; (ii) [Hsu 2002] utilise les AG pour déﬁnir l'ordre optimal
des variables à l'entrée pour un algorithme d'apprentissage (e.g. K2). (iii)
[Pelikan 2001, Auliac 2007] ont mise en revue une approche de "niching" qui
permet d'obtenir plusieurs optima locaux ; (iv) [Auliac 2007] a proposé diﬀé-
rents stratégies de croisement.
3.1.2.4 Algorithme génétique et algorithme d'estimation de distri-
bution
Il est également important de remarquer que dans la littérature il existe
une extension des algorithmes génétiques qui s'appelle EDA (Estimation of
Distribution Algorithms) [Larrañaga 2002, Sun 2005, Lozano 2006] qui sert
éventuellement à faire l'apprentissage de la structure de réseaux bayésiens.
C'est une optimisation au niveau des opérateurs évolutionnaires. L'EDA garde
quasiment les étapes traditionnelles de l'algorithme génétique, sauf l'étape
"Croisement" et "Mutation". L'EDA remplace ces deux étapes par l'appren-
tissage d'un modèle probabiliste comme les réseaux bayésiens pour représenter
la distribution de probabilité des individus puis générer une nouvelle popula-
tion selon cette loi.
3.2 Evaluation de méthodes ensemblistes pour l'appren-
tissage de la structure de réseaux bayésiens
Nous venons de voir plusieurs méthodes permettant de générer un ensemble
de RB à partir de données. Comment faire maintenant pour évaluer la qualité
de cet ensemble ?
3.2.1 Principes
Il y a deux grandes familles d'approches d'évaluation d'un ensemble de
réseaux bayésiens. Il s'agit de l'approche "Evaluation-Fusion" et de l'approche
"Fusion-Evaluation".
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Figure 3.6  Architecture de l'approche "Evaluation-Fusion". Mi : modèle
de réseau bayésiens appris par l'apprentissage ; E (Evaluation) : Méthode
d'évaluation d'un réseau bayésien ; ei : la qualité du modèle Mi ; F : la fusion
de qualité de modèles par des techniques statistiques simples ; eM : la qualité
globale de la population.
3.2.1.1 Approche "Evaluation-Fusion"
L'approche "Evaluation-Fusion" consiste d'abord à évaluer la qualité de
chaque réseau par une mesure existante (score, KL, SHD... cf. Section 2.3).
Ensuite, ces valeurs sont fusionnées ou synthétisées par des techniques statis-
tiques simple (moyenne, écart-type, boxplot...). La Figure 3.6 est un schéma
intuitif qui présente les étapes de l'approche "Evaluation-Fusion".
L'avantage de cette approche est la simplicité de calcul. L'inconvénient est
qu'il n'y a pas de modèle ﬁnal facile à visualiser.
3.2.1.2 Approche "Fusion-Evaluation"
La deuxième approche "Fusion-Evaluation" (cf. Figure 3.7) consiste
d'abord à fusionner l'ensemble de réseaux bayésiens en un seul modèle. Ensuite,
62
3.2 Evaluation de méthodes ensemblistes pour l'apprentissage de













Figure 3.7  Architecture de l'approche "Fusion-Evaluation". Mi : modèle
de réseau bayésiens appris par l'apprentissage ; F (Fusion) : Une méthode
de fusion de modèles ; M : modèle représentant de la population de réseaux
bayésiens ; E∗ : méthode d'évaluation de la qualité du modèle représentant
M ; e∗M : la qualité globale de la population.
il faut évaluer ce nouveau modèle pour estimer la qualité de tout ensemble.
Il existe diﬀérentes approches de fusion de RBs dans la littérature
1. [Benferhat 2011] ont d'abord proposé un opérateur "produit" pour la
fusion de RB de même structure. Cette solution est ensuite adaptée
dans le cas de structures diﬀérentes en proposant aussi un moyen de
gérer les informations conﬂictuelles.
2. [Santos Jr. 2011] ont proposé une union des règles de connaissances ca-
ractérisées par la ﬁabilité de la source et la probabilité de chaque règle.
Le réseau obtenu est une base de connaissances bayésiennes (Bayesian
Knowledge Bases - BKB), et les dépendances sont formées par les états
des variables aléatoires.
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Figure 3.8  Architecture de l'approche basée sur le QEG.
Il est plus diﬃcile de fusionner des modèles que des indicateurs numériques.
Par contre, le résultat de la fusion est facilement visualisable.
Nous présentons dans la suite notre approche qui permet à la fois d'obtenir
un représentant de l'ensemble de réseaux et une visualisation intuitive sous
forme graphique.
3.3 Notre approche : QEG (Quasi-Essentiel Graph)
Nous proposons une méthode de fusion de graphes décrite dans la Figure
3.8. Nous avons vu dans la section qu'un ensemble de DAG équivalents peut
être exactement résumé par le graphe essentiel associé à la classe d'équiva-
lence. Nous déﬁnissons ici la notion de QEG (Quasi Essential Graph), graphe
quasi-essentiel, aﬁn de résumer approximativement un ensemble de DAG quel-
conques. Puis, nous donnons quelques propriétés intéressantes du QEG. En-
suite, nous décrivons un algorithme pour construire le QEG à partir un en-
semble de DAG donné. Et enﬁn, nous proposons une métaphore graphique
permettant de visualiser ce nouvel objet graphique.
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3.3.1 Déﬁnition
Un QEG (Quasi Essential Graph) 〈V,G,wu, wa〉 est un graphe pondéré
déﬁni par V = {X1, . . . , Xn}, un ensemble de variables aléatoires, un graphe
G, où chaque noeud représente une variable dans V , un ensemble de poids
wu associé à chaque arc non-dirigé dans le squelette de G, et un ensemble de
poids wa associé à chaque arc dirigé de G.
Un QEG Q peut résumer un ensemble de DAG G, pour un seuil donné
α > 0.5, si et seulement si ces trois conditions suivantes sont vériﬁées :
(C0) Q et tous les DAG dans G sont déﬁnis pour le même ensemble de
variables V ,
(C1) deux noeudsXi etXj sont adjacents dansQ ssi leur probabilité d'être
adjacents dans G est égale à wu(XiXj) et supérieure à α,
(C2) un arc dirigé Xi → Xj existe dans Q ssi sa probabilité d'être présent
dans EG(G) (l'ensemble de graphes équivalents associés à G), quand Xi
et Xj sont adjacents, est égale à wa(Xi → Xj) et supérieure à α.
3.3.2 Propriétés
Le QEG résume l'information contenue dans l'ensemble de DAG G donné :
le graphe vide quand il n'y a aucune information (distribution aléatoire) ou
le graphe essentiel quand les informations sont consistantes (tous les DAG
dans la même classe d'équivalence, ou avec de petites perturbations autour
du graphe donné).
3.3.2.1 QEG pour les RB de la même classe d'équivalence
Le QEG résumant G un ensemble de DAG appartenant à la même classe
d'équivalence G = EG est déﬁni par un graphe partiellement dirigé EG et les
poids wu et wa sont égaux à 1.
Comme tous les DAG dans G ont le même squelette, wu = 1 pour toutes les
arêtes de ce squelette, et comme ils ont aussi les mêmes arcs non réversibles,
wa = 1 pour toutes les ﬂèches concernées et G est donc déﬁni par ce squelette
commun et ces arcs non réversibles, ce qui est la déﬁnition du graphe essentiel
d'une classe d'équivalence.
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3.3.2.2 QEG pour les RB quelconque à partir d'une distribution
uniforme dans l'espace DAG
Le QEG résumant un ensemble G de DAG générés par une distribution
uniforme dans l'espace DAG est déﬁni par un DAG partiellement dirigé G.
Ce dernier est égal au graphe non orienté complètement connecté Gc ou un
graphe vide G0 selon la valeur de α, les poids wu sont égaux à 1 si G = Gc, 0
sinon et wa = 0.
Il y a deux manières pour connecter deux noeuds (orienté à gauche ou à
droite) pour trois conﬁgurations. Même si on enlève toutes les conﬁgurations
guidant vers un circuit (impossible pour un graphe orienté sans circuit), la
probabilité de la connexion entre deux noeuds est inférieure à 2/3 et supérieure
à 0.5. Donc, les arcs vont être présents dans G (guidant vers G = Gc) si α est
faible. Si α augmente, les arcs vont être enlevés et G = G0.
3.3.3 Détermination
L'algorithme DAG2QEG décrit dans la table 3.2 comment déterminer le
QEG Q associé à un ensemble de DAG G pour un seuil donné α.
Aﬁn d'éviter des problèmes concernant l'équivalence de Markov, l'étape
pré-traitement consiste à considérer le graphe essentiel correspondant aux
éléments de G et à estimer la fréquence de chaque arc non orienté de son
squelette(étape 3 à 6).
Cet algorithme comprend deux phases : nous déterminons (au cours des
étapes 8 à 10) le squelette de Q et estimons les poids wu de chaque arc non
dirigé en utilisant la condition C1 de déﬁnition d'un QEG (cf. section 3.3.1).
Ensuite nous estimons (étapes 11 à 19) le poids potentiel de chaque arc et son
orientation dans l'ensemble B et nous utilisons la condition C2 pour garder
les ﬂèches consistantes possibles et leurs poids wa correspondants.
3.3.4 Métaphore graphique pour la visualisation
L'inspiration de la contribution de cette partie est liée au fait que la vi-
sualisation d'un ensemble de DAG n'est pas très pratique. Le QEG (Quasi
Essential Graph) est déﬁni comme un nouvel objet graphique. Nous propo-
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sons dans cette partie une métaphore graphique pour visualiser cet objet.
Pour un graphe pondéré classique, les poids sont seulement déﬁnis pour les
arêtes (liens non-dirigé), et la métaphore graphique est simplement obtenue
en variant la taille du trait correspondant.
Comme le QEG associe aussi un poids spéciﬁque aux arcs (liens dirigés),
nous allons aussi faire varier l'épaisseur des ﬂèches correspondantes. Nous
utilisons diﬀérentes couleurs pour mieux diﬀérencier ces deux éléments gra-
phiques.
3.3.5 Evaluation de la qualité d'un QEG
Nous proposons une approche d'évaluation de la qualité du QEG basée
sur la méthode d'évaluation d'un algorithme d'apprentissage par visualisation
présenté dans la Section 2.3.5. Cette approche consiste à construire un graphe
union du graphe théorique G0 et du QEG mais sans prise en compte du poids
des arêtes (cf. Figure 3.9). Les couleurs des arêtes et des ﬂèches représentent
les diﬀérences entre les deux graphes : vert = présent dans le QEG et absent
dans le G0, rouge = absent dans le QEG et présent dans le G0, noire = présent
à la fois dans le QEG et le G0.
3.3.6 Expérimentations
3.3.6.1 Protocole expérimental
Nous proposons dans cette partie un jeu d'exemple pour illustrer l'intérêt
de notre approche QEG. Nos algorithmes ont été implémentés sous C++ avec
la bibliothèque Boost 1 et des APIs fournis par la plateforme ProBT 2. Les
outils de visualisation sont fournis par Tulip 3 et Graphiz 4..
3.3.6.2 Avec une distribution uniforme
Nous avons fait une expérimentation avec une population de DAG de 8
variables qui est générée avec une distribution uniforme. Le QEG déﬁni avec
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Figure 3.9  Graphe union du graphe théorique G0 et du QEG mais sans
pris en compte du poids des arêtes. Les couleurs des arêtes et des ﬂèches
représentent les diﬀérences entre : vert = présent dans le QEG et absent dans
le G0, rouge = absent dans le QEG et présent dans le EG0, noire = présent à
la fois dans le QEG et le G0.
3.3.6.3 Avec une distribution autour d'un graphe ﬁxé
La Figure 3.10 donne un ensemble de 12 DAG générés aléatoirement autour
du premier DAG. Ces variations sont des additions, suppressions ou inversions
entre un et trois arcs dans le graphe initial.
La Figure 3.11(a) décrit la squelette du QEG obtenu après la première
étape de notre algorithme (avec α = 0.55). La Figure 3.11(b) présente des
arcs non réversibles consistants ajoutés lors de la deuxième étape de notre
algorithme. Nous pouvons noter que ce graphe correspond au graphe essen-
tiel du graphe initial. Ce résultat est cohérent par rapport à la déﬁnition du
QEG. La Figure 3.11(c) propose le QEG ﬁnal en utilisant notre métaphore
graphique.
3.3.6.4 Avec une population apprise par méthode ensembliste
La Figure 3.12 montre le QEG obtenu par l'apprentissage de la structure
de RB par bootstrap et recherche glouton sur les données INSULIN décrites
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Figure 3.10  L'ensemble de 12 DAG obtenus par la perturbation aléatoire
à partir du premier graphe.
dans le Chapitre 5.
3.4 Conclusion
L'apprentissage ensembliste permet de construire un ensemble de modèles.
Cette méthode est utilisée lorsque le nombre de données est réduit. Nous avons
passé en revue deux approches ensemblistes, les algorithmes génétiques et le
bootstrap. Pour évaluer ensuite la qualité de l'ensemble des modèles générés,
nous avons proposé une approche de type fusion-évaluation. La fusion des
DAG nous donne notre Quasi-Essential Graph (QEG), qu'il est plus facile de
visualiser.
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(a) (b) (c)
Figure 3.11  (a) Le squelette du QEG obtenu après la première phase de
notre algorithme ; (b) Les arcs non réversibles ajoutés au squelette précédent
après la deuxième étape de notre algorithme ; (c) La métaphore graphique du
QEG utilisant la plateforme Tulip
Figure 3.12  Le graphe union de graphe essentiel du graphe théorique et du




Algorithme 3.2 DAG2QEG(G, α)
Entrées: Un ensemble de DAG, G, et un seuil, α (α > 0.5).
Sorties: Un graphe quasi-essentiel QEG Q.
1: N ← card(G);
2: Q← ∅;
3: pour i = 1 to N faire
4: EGi ← EG(G(i)); {Phase de traitement}
5: ﬁn pour
6: [UG,w(u)]← Union{Skeleton(EGi)};
7: pour chaque arc u ∈ UG faire
8: si w(u) > α alors
9: add_edge(u,Q); {Détermination de squelette}
10: wu(u) = w(u);
11: w(←−u ) = card({EGi|←−u ∈ EGi})/(N ∗ w(u)); {Détermination de
ﬂèches}
12: w(−→u ) = card({EGi|−→u ∈ EGi})/(N ∗ w(u));
13: si w(←−u ) > α alors
14: orient_edge(←−u ,Q);
15: wa(
←−u )← w(←−u );
16: sinon si w(−→u ) > α alors
17: orient_edge(−→u ,Q);
18: wa(






- EG(G(i)) : algorithme retournant le graphe essentiel d'un DAG (cf. Algo-
rithme 2.1)
- Union{Skeleton(EGi)} : algorithme génère un graphe non-orienté qui est
l'union d'un ensemble de squelettes. Cet algorithme compte la fréquence de
chaque arête dans cet ensemble
- pour une arête u = XiXj, deux orientation possibles sont
←−u = Xi ← Xj
et −→u = Xi → Xj
Table 3.2  Algorithme retourne le graphe quasi-essentiel QEG Q pour un
ensemble de DAG G et pour un seuil α donné
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Un système complexe est souvent représenté sous la forme de graphe. Le
graphe d'un réseau bayésien est une représentation d'un ensemble d'objets,
qui se compose essentiellement d'un ensemble ﬁni de paires ordonnées d'ob-
jets (appelés noeuds/sommets) reliés par des liens (appelés arêtes/arcs). Dans
l'apprentissage automatique, les graphes peuvent être appris à partir de don-
nées observées. Normalement, la diﬀérence entre les graphes peut prédire la
diﬀérence entre deux systèmes. Cependant, il est diﬃcile de décrire exacte-
ment cette diﬀérence. En eﬀet, dans de nombreuses applications réelles, la
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taille des échantillons de données disponibles est beaucoup moins grande que
le nombre de variables observées. Pour cette raison, les méthodes ensemblistes
(cf. Chapitre 3) proposent d'apprendre à partir de données observées de chaque
système un ensemble de graphes. Cet ensemble peut représenter le plus exac-
tement possible le système complexe. Ensuite, pour la comparaison de deux
systèmes, il faut un mécanisme permettant de comparer deux ensembles de
graphes correspondant de ces deux systèmes.
La contribution principale de cette section est une approche basée sur le
test multiple pour comparer deux ensembles de modèles basés sur les graphes.
Un jeu de réseaux Bayésiens simulé nous permet de démontrer la performance
de l'approche proposée.
Dans ce travail, nous avons trois questions à traiter :
Tout d'abord, un des enjeux majeurs pour les approches de comparaison
de graphes est l'équivalence de Markov. En eﬀet, certaines arêtes peuvent être
inversées sans changer le modèle d'indépendance. Autrement dit, deux graphes
structurellement diﬀérents peuvent être équivalents. Ainsi, une comparaison
directe de deux graphes est impossible. Une solution est d'utiliser une propriété
de l'équivalence de Markov : tous les graphes équivalents peuvent être résumés
par un graphe essentiel (cf. Sectoion 2.1.4). Cela signiﬁe que pour comparer
deux graphes, nous comparons les graphes essentiels de ces deux graphes.
Ensuite, à l'heure actuelle, il n'y a pas de manière simple de formaliser
une distribution de probabilité des graphes orientés sans circuits. Par consé-
quent, aﬁn de comparer des graphes, nous devrons transposer le problème
sur les arcs de graphes. Pour cela, comme il y a de nombreuses arêtes dans
chaque graphe, nous appliquons un test multiple pour valider si la diﬀérence
est bien signiﬁcative. Lorsque plusieurs hypothèses sont testées, le risque de
commettre des erreurs de Type I (faux positifs) augmente, souvent fortement
et relativement par rapport au nombre d'hypothèses. Il faut donc corriger le
seuil de signiﬁcation global du test.
Finalement, aﬁn de limiter le nombre de tests, nous avons proposé une
approche qui consiste à éliminer certains arcs inutiles à tester. Ces arcs ont
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une faible probabilité d'occurrence. Cette approche se base sur le graphe quasi-
essentiel (QEG - Quasi Essential Graph) qui résume statistiquement chaque
ensemble de RB dans un graphe représentant unique. Le QEG nous permet de
trouver les arcs les plus pertinents dans chaque ensemble original de graphes.
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Figure 4.1  L'organisation intuitive des notions-clés du chapitre 4. L'étude
diﬀérentielle de deux populations de réseaux bayésiens consiste à identiﬁer les
diﬀérences entre ces deux populations. Il y a deux approches possibles : la pre-
mière approche se base sur les méthodes d'évaluation, c'est-à-dire qu'on évalue
la qualité de chacune de ces deux populations puis on compare leur qualité,
et la deuxième approche consiste à utiliser un test statistique pour valider si
les diﬀérences entre deux populations sont signiﬁcatives. Nous proposons une
nouvelle approche basée sur le test multiple qui permet de répondre (1) si les
diﬀérences sont signiﬁcatives et (2) où sont ces diﬀérences.
4.1 Méthodes pour l'étude diﬀérentielle de deux popu-
lations de réseaux bayésiens
4.1.1 Principe
La méthode classique décrite dans la Figure 4.2 consiste à utiliser les me-
sures existantes pour l'évaluation de réseau bayésiens (voir chapitre 3). L'idée
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est simple : évaluer la qualité de chaque population et ensuite comparer leur
qualité par un test statistique.
Cette méthode reprend toutes les étapes d'évaluation d'une population de
réseaux bayésiens par l'approche "Evaluation-Fusion" présentés dans 4.2.1.
La méthode d'évaluation permet d'évaluer localement la qualité de chaque
réseau bayésien. Pour chaque population, nous obtenons donc un ensemble de
valeurs qui estiment la qualité de chaque réseau.
Une fois que nous obtenons deux ensembles de qualités des populations,
l'utilisation d'un test statistique permet de comparer la distribution entre ces
deux ensembles. Il est possible d'utiliser par exemple un test paramétrique
comme le test sur la moyenne, ou un test non paramétrique comme le test du
rang.
4.1.2 Avantages et inconvénients
Cette approche est simple à mettre en oeuvre, et permet d'identiﬁer si les
deux populations sont diﬀérentes. Cependant, elle ne permet pas de localiser
les diﬀérences.
4.2 Notre proposition : Test multiple
4.2.1 Principe
L'approche précédente a un désavantage important : l'impossibilité d'iden-
tiﬁer où sont les diﬀérences. Par conséquent, nous proposons de transposer
l'évaluation au niveau des graphes au niveau des arcs. C'est-à-dire qu'il faut
vériﬁer s'il y a des diﬀérences au niveau des arcs, et si oui, où sont elles ? Nous
avons choisi le test multiple qui peut répondre à ces deux questions indiquées.
La Figure 4.3 présente une vue globale sur les étapes de l'approche que
nous proposons et que nous allons détailler en reprenant les étapes classiques
de construction d'un test statistique :
1. Déﬁnir la population et les variables observées.
2. Choisir le type de test.
3. Déﬁnir l'hypothèse nulle H0.
4. Calculer la variable de décision.
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différence = oui/non 
Figure 4.2  Schéma de l'approche basée sur un test statistique.Mi : modèle
de réseau bayésiens appris par l'apprentissage ; E (Evaluation) : Méthode
d'évaluation d'un réseau bayésien ; eMi et eM ′i : la qualité du modèle Mi et
M ′i ;
5. Choisir le risque de première espèce α (cf. Annexe 1).
6. Conclure le test en comparant α à αseuil.
4.2.2 Population et variables observées
Soit Mi un RB B = (V,Ei). Deux populations de RB {Mi} et {M ′i} sont
déﬁnies sur le même ensemble de noeuds V . Les variables aléatoires qui vont
nous intéresser sont les états "présent"/"absent" d'un arc Ei = {Xi → Xj}
ou une arête Ei = {Xi −Xj}, ∀Xi ∈ V etXi 6= Xj. Ces deux populations sont
non-appariées.
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Figure 4.3  Schéma de l'approche basée sur un test multiple. Mi : modèle
de réseau bayésiens appris par l'apprentissage ; aij : les noeuds du réseaux
concernés, aij prend deux états "absence"/"présence" ou 0/1 ; la valeur d'état
de chaque arc dans tous les réseaux d'une population est réunie dans un sous-
ensemble, on obtient donc deux ensembles de valeurs pour chaque arc ; On
applique simultanément une série de tests (test multiple) sur chaque couple
d'ensembles de valeurs.
4.2.3 Choix de test
La variable d'observation est l'apparition d'arcs qui prend deux valeurs
"absent"/"présent" (variable qualitative). Dans le contexte de la comparai-
son de deux ensembles de graphes, nous proposons d'étudier la fréquence de
l'apparition d'arcs dans chaque ensemble de graphes. C'est pourquoi, dans ce
travail, nous avons choisi des tests sur les données de fréquence dans laquelle
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Pop1 Pop2 Total
Absent a b a+ b
Present c d c+ d
Total a+ c b+ d n
Table 4.1  La table de contingence représente la diﬀérence d'occurrence
d'un arc entre deux diﬀérent ensembles de graphes. Légende : Pop1 et Pop2
représente respectivement le premier et le deuxième ensemble de graphes.
le test exact de Fisher est un test approprié pour notre problème. En fait,
nous n'avons pas toutes les informations sur la distribution de données de
graphes, nous ne pouvons pas utiliser le test binomial. D'une part, le test de
Fisher donne toujours la valeur exacte p. D'autre part, le test du Chi-deux est
simple à calculer mais les résultats ont seulement une valeur approximative.
Par conséquent, nous préférons le test exact de Fisher (cf. Equation 4.1) pour












) = (a+ b)!(c+ d)!(a+ c)!(b+ d)!
a!b!c!d!n!
(4.1)
avec a, b, c, d et n = a+ b+ c+ d déﬁnis dans la Table 4.1
4.2.4 Correction de seuil de signiﬁcation
Normalement, l'approche la plus commune du problème des tests multiples
se réalise en deux étapes : (1) calculer une statistique Ti pour chaque test
i ; (2) appliquer une procédure de tests multiples pour déterminer quelles
hypothèses rejeter convenablement sous un contrôle d'erreurs de type I (faux
positifs) au niveau de signiﬁcation α. Si nous appliquons classiquement un
seul test avec α = 0.05, la probabilité d'obtenir un résultat faux positif est
0.05 et la probabilité de ne pas obtenir un résultat faux positif est égale à
α − 0.05 = 0.95. Maintenant, supposons que, nous eﬀectuons m = 10 tests,
chacun avec α = 0.05. La probabilité que nous obtiendrons au moins un faux
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Nom Déﬁnition Formule
La valeur espérée du nombre de
PCER d'erreurs de Type I divisé par PCER = E(V )/m
(Per-comparison error rate) le nombre d'hypothèses
PFER La valeur espérée du PFER = E(V )
(Per-family error rate) nombre d'erreurs de Type I
FWER La probabilité de commettre FWER = Pr(V ≥ 1)
(Family-wise error rate) au moins une erreur de Type I
FDR La proportion espérée d'erreurs de Type I FDR = E(Q)
(False discovery rate) parmi des hypothèses nulles rejetées
Table 4.2  La liste de types de correction de seuil de signiﬁcation. Légende :
V est le nombre d'hypothèses nulles vraies rejetées ; m est le nombre d'hypo-
thèses ; Q = V/R, où (R = le nombre d'hypothèses nulles rejetées), si R > 0 ;
Q = 0 si R = 0
résultat positif est égale à 1 − 0.95m = 1 − 0.9510 = 0.4. Par conséquence,
le problème est que la probabilité d'obtenir au moins un résultat faux positif
est quasiment certaine lorsque nous testons 1000 tests avec α = 0.05. Cela
signiﬁe que nous ne pouvons trouver aucune évidence pour rejeter l'hypothèse
nulle. Ainsi, nous devons corriger le seuil de signiﬁcation de manière moins
conservatrice dans le but d'augmenter la possibilité de rejeter l'hypothèse
nulle. Cette procédure est appelée le contrôle d'erreur de première espèce ou
la correction de seuil de signiﬁcation α . Il y a quatre catégories d'erreurs de
Type I présentées dans le Table 4.2 [Dudoit 2003].
Dans la littérature, les méthodes de correction de seuil de signiﬁcation
sont quasiment toutes basées sur le FWER (tel que la correction de Bonfer-
roni et la correction de Bonferroni-Holm) et FDR (la correction de Benjamini-
Hochberg). La correction de Bonferroni [Abdi 2007] propose de diviser locale-
ment le seuil classique α par le nombre de tests eﬀectués. Par exemple, si nous
voulons appliquer k = 1000 tests, le seuil dit "local" αi = α/k = 0.05/1000 =
0.00005. Si la p-value de chaque test i est inférieure à αi corrigée, on rejette
l'hypothèse nulle.
La correction de Bonferroni est appelé un méthode "étape-seule" (single-
step). αi est corrigée une seule fois pour tous les tests. A partir de la correction
de Bonferroni, [Holm 1979] a proposé une méthode "progressive" (stepwise)
(αi est corrigé, étape par étape, pour chaque test), cette méthode s'appelle la
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correction de Bonferroni-Holm.
La correction de Bonferroni-Holm examine chaque hypothèse dans une
séquence ordonnée, et la décision d'accepter ou de rejeter l'hypothèse nulle
dépend des résultats de l'hypothèse nulle du test précédent (en commençant
par la p-value la plus petite, et continue jusqu'à ce qu'il échoue à rejeter une
hypothèse nulle).
Par rapport à la correction Bonferroni simple, celle de Bonferroni-Holm
est plus puissante, c'est-à-dire que 1 − β est plus grande (cf. Table A1.1)
et moins conservatrice, c'est-à-dire qu'elle rejette moins d'hypothèses nulles
qui sont vraies. Puisque la correction Bonferroni simple compare toutes les
p-values pour α/k. La méthode de Bonferroni-Holm rejette plus d'hypothèses
nulles par rapport à la méthodes Bonferroni simple. Cependant, ces approches
sont encore très conservatrices. C'est pourquoi [Benjamini 1995] a proposé la
correction Benjamini-Hochberg, qui est moins conservatrice que les méthodes
présentées ci-dessus. La correction Benjamini-Hochberg est basée non seule-
ment sur la probabilité d'obtenir au moins un faux positif (FWER), mais aussi
sur la proportion de faux positifs parmi les hypothèses nulles rejetées (FDR).
Cette proportion peut être pré-déﬁnie par l'utilisateur.
Dans le contexte de tests multiples, nous nous attendons à ce que la valeur
de FDR soit inférieure à un seuil global. Cela nécessite de corriger chaque αi
local aﬁn d'éviter une prise de conclusion fausse positive dans chaque test.
La correction de Benjamini-Hochberg est une des premières méthodes dé-
veloppées et souvent utilisées dans la littérature. La procédure de la correction
de Benjamini-Hochberg est présentée dans l'Algorithme 4.3.
Pour chaque hypothèse Hi, l'algorithme calcule la p-value correspon-
dant pi. k est le nombre d'hypothèses nulles simultanément testées. Puis,
l'algorithme ordonne les p-values p1, ..., pk et les hypothèse correspondantes
H1, ..., Hk de manière ascendante. Pour un FDR souhaité, l'algorithme com-





Chapitre 4 : Etude diﬀérentielle de deux populations de réseaux
bayésiens
Algorithme 4.3 La correction Benjamini-Hochberg
Entrées: Une liste de p-value P = {p1, ..., pk}, k est le nombre de tests et α est la
seuil de signiﬁcation.
Sorties: Une liste des indices des hypothèses nulles rejetées.
1: listIndex← ∅;
2: P ′ ← order(P,ASC);
3: Index← getIndex(P ′, P );
4: pour i = 1 to k faire






order(P,ASC) : fonction qui retourne une liste des p-value ordonnées ascendantes, P ;
getIndex(P ′, P ) : fonction qui retourne des indices des tests selon la liste ordonnée des
p-value, P' ;
Table 4.3  L'algorithme de correction Benjamini-Hochberg [Abdi 2007].
4.2.5 Réduction de nombre de tests
Dans les tests multiples, le nombre de tests est souvent important. Pour
cela, nous devons non seulement corriger le seuil de signiﬁcation α, mais aussi
diminuer le nombre de tests. Une approche naïve qui peut être appliquée est
de ne tester que les arcs trouvés dans au moins un des deux ensembles de
graphes. Cela signiﬁe que nous ne testons pas les n(n−1)
2
arêtes possibles, où
n est le nombre de variables. Dans cette section, nous présentons une autre
approche qui peut être utilisée pour réduire le nombre de tests. En eﬀet, dans
une section précédente (voir la Section 3.3), nous avons proposé un nouvel
objet nommé QEG (Quasi-Essential Graph), le graphe quasi-essentiel pour
résumer statistiquement chaque ensemble de RB dans un graphe représentant
unique et ensuite nous avons utilisé cet objet pour éliminer des arcs bruyants
qui ont une faible probabilité d'occurrence. Cela peut aider à réduire le nombre
de tests pour les tests multiples sur les arcs du graphe.
Etant donné un ensemble de RB B et un seuil β, le QEG Q est un repré-
sentant de B sii : (1) Q a le même ensemble de variables par rapport aux tous
les RB ; (2) la probabilité d'occurrence dans B de chaque arête (non-dirigé) de
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Q est supérieure à β ; (3) la probabilité d'occurrence dans EG(B) de chaque
arc (dirigé) de Q est supérieure à β ;
Notre objectif est de trouver les arcs les plus pertinents en utilisant le QEG
représentant de chaque ensemble de RB. Dans ce travail, nous nous concen-
trons sur les arêtes et mettons les arcs dans le cadre de travaux en perspective.
Nous construisons d'abord une union U des squelettes de deux QEG Q1 et
Q2 ; Ensuite, pour chaque arête non orienté ei dans U , nous comparons son
poids dans le squelette de Q1 et Q2 en calculant Di = wiu(Q1, ei)−wiu(Q2, ei).
Si {Di} 6= 0, ei est marqué comme un arc "pertinent".
Après avoir éliminé des arêtes inutiles, nous pouvons appliquer un test
multiple (cf. Section 4.2.3) pour toutes les arêtes pertinentes des graphes es-
sentiels des deux ensembles de RB.
4.3 Expérimentation
4.3.1 Génération de données expérimentales
L'étude expérimentale a été conçue sur des RB simulés. Soit S1 = {Gi1} et
S2 = {Gi2} deux populations de graphes selon une loi Poisson(Λ) (cf. Table
4.4) et n = Poisson(Λ), la procédure de génération de S1 et S2 consiste en
quatre étapes suivantes :
1. Générer aléatoirement G01
2. Construire S1 en applicant n ajouts/suppressions d'arcs sur G01
3. Générer G02 en applicant n ajouts/suppressions d'arcs sur G
0
1
4. Construire S2 en applicant n ajouts/suppressions d'arcs sur G02
Aﬁn d'assurer une diﬀérence signiﬁcative entre les deux ensembles de
graphes, nous avons appliqué l'opération "ajout d'arc" à partir d'une liste
d'arcs "ﬁxés". Cette liste peut être générée de façon aléatoire en prenant un
nombre ﬁxe d'arcs (nRndE) qui exclurait les arcs présentés du graphe initial.
La Table 4.4 décrit l'ensemble des paramètres de la procédure de génération
de DAG.
Dans ce travail, nous avons choisi nG = 100, nV = 100, nE = 100,
nRndE = {20, 50, 100}, ∆ = {7, 15} et Λ = 5.
83
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bayésiens
Nom Déﬁnition
nG Nombre de graphes par population
nV Nombre de noeuds par graphe
nE Nombre d'arcs par graphe
nRndE Nombre d'arcs aléatoires pour les opérations d'ajout
Moyenne de la distribution Poisson utilisée
pour générer aléatoirement le nombre de diﬀérences
∆ entre deux graphes initiaux de deux populations
par les opérations d'ajout et de suppression
Moyenne de la distribution Poisson utilisée
pour générer aléatoirement le nombre de diﬀérences
Λ entre le graphe initial et les autres graphes dans
une population par les opérations d'ajout et de suppression
Table 4.4  Liste de paramètres pour la procédure de génération de données.
Il est important de noter que nous essayons de ﬁxer certains paramètres.
Par exemple nG, nV , nE or Λ, nRndE et ∆ jouent un rôle important pour
générer les diﬀérences entre les deux ensembles de graphes. Cela permet aussi
de contrôler le taux d'erreurs commises dans les résultats de tests (cf. Section
4.4).
4.3.2 Méthodes d'implémentation
Pour faire l'expérimentation, nous avons utilisé des méthodes suivantes :
 Test multiple : Fisher-exact
 Correction de seuil de signiﬁcation : Bonferroni, Benjamini-Hochberg
 Réduction du nombre de tests : QEG
Ces méthodes ont été codées en C++ avec l'aide de la bibliothèque Boost 1
et des API fournies par la plate-forme ProBT 2.
4.4 Résultats
Le Table 4.5 décrit le résultat de chaque procédure de tests dans plusieurs
contextes expérimentaux (sans correction, correction de Bonferroni ou correc-
tion de Benjamini-Horchberg, et avec ou sans ﬁltrage QEG).
Nous pouvons observer le comportement général suivant : toutes les ap-





(tp) mais diﬀèrent dans leurs erreurs. L'approche "sans correction" a un très
haut taux de faux positifs. Cette valeur diminue d'abord avec l'approche de
correction de Benjamini-Horchberg, BH et ensuite avec l'approche de Bonfer-
roni, BON qui est la procédure la plus conservatrice . L'utilisation de ﬁltrage
QEG diminue clairement le taux de faux positifs quelque soit la méthode de
correction appliquée.
Dans un travail récent, [Dudoit 2003] a prouvé que les procédures basées
sur FDR présentent une alternative prometteuse par rapport aux approches
qui contrôlent le FWER. Ce travail a aussi constaté que les méthodes basées
sur FDR sont également les approches les plus utilisées dans l'application réelle
où des milliers de tests sont eﬀectués simultanément, comme la diﬀérenciation
de l'expression des gènes, etc... Pourtant, dans nos jeux de RB simulés, les
résultats expérimentaux montrent que la correction de Bonferroni (basée sur
FWER) est plus performante que la correction de Benjamini-Horchberg (basée
sur FDR) au niveau du taux d'erreurs commises (cf. Table 4.5). Ceci est un
résultat normal parce qu'il y a beaucoup des diﬀérences réelles entre les deux
échantillons. Ainsi, il est facile de rejeter une hypothèse nulle quelle que soit
la méthode de correction appliquée. En eﬀet, comme la génération de données
n'est pas complètement aléatoire (c'est notre choix, voir la Section 4.3.1),
si une arête a été choisie pour générer la diﬀérence entre les ensembles, ses
fréquences dans les deux ensembles de graphes sont vraiment diﬀérentes. C'est
pourquoi la p-value pour test sur cette arête est vraiment petite et donc, le
taux de rejet de l'hypothèse nulle est eﬀectivement élevé.
Les résultats expérimentaux montrent également que la correction de Bon-
ferroni accepte plus fréquemment l'hypothèse nulle (aucune diﬀérence) pour
les arêtes avec une petite diﬀérence de fréquence entre les ensembles (< 20
100
,
cf. Figure 4.4) par rapport à la correction de Benjamini-Horchberg. Le tableau
4.5 montre que pour 8 expériences, nous avons besoin d'appliquer seulement
836 tests en tout au lieu de 1534. Par ailleurs, les tests ne commettent presque
aucune erreur. Nous voyons que la correction de Benjamini-Horchberg semble
donc plus intéressant ici que la correction de Bonferroni.
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Nsans correction BH BON
tp tn fp fn tp tn fp fn tp tn fp fn
100-15 17 17 218 32 0 17 247 3 0 17 250 0 0 267
50-15 18 18 204 45 0 19 94 26 0 19 104 16 0 139
20-15 19 19 91 29 0 6 172 14 0 6 185 1 0 192
100-7 5 5 243 24 0 18 226 23 0 18 249 0 0 267
50-7 6 6 143 43 0 5 267 0 0 5 267 0 0 272
20-7 9 9 94 36 0 9 96 34 0 9 108 22 0 139
20-3 5 5 95 39 0 5 99 35 0 5 112 22 0 139
10-3 1 1 98 20 0 1 99 19 0 1 100 18 0 119
Total 80 80 1186 268 0 80 1300 154 0 80 1375 79 0 1534
(a) Résultats sans QEG
EXP Réel
Avec QEG
Nsans correction BH BON
tp tn fp fn tp tn fp fn tp tn fp fn
100-15 17 17 89 2 0 17 91 0 0 17 91 0 0 108
50-15 18 18 116 5 0 19 89 1 0 19 90 0 0 109
20-15 19 19 87 3 0 6 97 0 0 6 97 0 0 103
100-7 5 5 95 2 0 18 90 0 0 18 90 0 0 108
50-7 6 6 94 3 0 5 97 0 0 5 97 0 0 102
20-7 9 9 93 2 0 9 95 0 0 9 95 0 0 104
20-3 5 5 93 4 0 5 97 0 0 5 97 0 0 102
10-3 1 1 98 1 0 1 99 0 0 1 99 0 0 100
Total 80 80 1186 268 0 80 1300 154 0 80 1375 79 0 836
(a) Résultat avec QEG
Table 4.5  Les résultats de tests multiples. EXP : Contexte experimental
(nRndE,4) ; Réel : Le nombre de diﬀérences réelles entre le graphe initial
de chaque population ; BH : La correction Benjamini-Horchberg ; BON : La
correction Bonferroni ; tp : True Positive (rejette H0 si une arête existe dans
un graphe initial mais pas dans l'autre) ; tn : True Negative (accepte H0 si
une arête existe dans les deux graphes initiaux) ; fp : (rejette H0 si une arête
existe dans un graphe initial mais pas dans l'autre) ; fn : (accepte H0 si une
arête existe dans un graphe initial mais pas dans l'autre) ; N : nombre de
tests.
4.5 Conclusion
Nous avons présenté dans ce chapitre une architecture permettant d'aﬀec-
tuer une étude diﬀérentielle de deux ensembles de réseaux bayésiens, repré-
sentant deux contextes diﬀérents. Cette solution s'avève intéressante lorsque
le nombre de données est faible et ne permet pas forcément d'estimer un seul
bon modèle par contexte.
Notre approche eﬀectue un test multiple sur les arêtes, permettant ainsi
de localiser les diﬀérences.
L'utilisation d'une correction du seuil de signiﬁcation permet de garantir
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Figure 4.4  La comparaison entre la correction Bonferroni vs. la correction
Benjamini-Horchberg sur la capacité de rejeter des hypothèses nulles selon la
diﬀérence de fréquence d'arêtes entre deux populations.
un contrôle sur les erreurs de Type I.
L'utilisation du graphe quasi essentiel (QEG) permet aussi de réduire le
nombre de tests à eﬀectuer.
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5.1 Contexte et problématique
Nous présentons dans ce chapitre les diﬀérents tests que nous avons ef-
fectués aﬁn de valider nos propositions proposées. Nous nous plaçons dans
le cadre d'une étude diﬀérentielle sur le changement de régulation génétique
entre des gènes, en utilisant le réseau "benchmark" INSULIN proposé par
[Philip P. 2004].
Pour ce faire, nous avons examiné la régulation génétique dans deux
contextes de réseaux diﬀérents. Le premier est celui du réseau INSULIN. Le
deuxième est générés à partir du réseau INSULIN en modiﬁant certaines re-
lations entre des gènes. L'étude diﬀérentielle doit nous permettre de vériﬁer
deux objectifs :
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Figure 5.1  Le réseau INSULIN proposé par [Philip P. 2004]
 vériﬁer s'il y a des diﬀérences entre deux contextes de réseaux
 et localiser où sont des diﬀérences
5.2 Protocole expérimental
5.2.1 Réseau INSULIN
Le réseau INSULIN est un réseau de régulation génétique proposé par
[Philip P. 2004] (cf. Figure 5.1 et Annexe 3). Il comporte 35 noeuds, ﬁgurant
soit des gènes, soit les voies de signalisation relatives à l'insuline (IPA), le glu-
cagon (CPA) et les glucocorticoïdes (GPA). Les noeuds racines autres qu'IPA,
CPA et GPA sont des facteurs de transcription connus pour jouer un rôle im-
portant dans la régulation de la glycémie. Ce réseau permet de contrôler le
métabolisme du glucose dans les hépatocytes périnatale en observant les ef-
fets de diﬀérents facteurs. Le RB INSULIN et les tables de probabilités sont
accessibles via les ressources supplémentaires de [Philip P. 2004].
Ce réseau est représentatif de la problématique applicative qui nous in-
téresse, et est aussi utilisé comme réseau de référence pour évaluer les algo-
rithmes d'apprentissage de la structure des RB.
5.2.2 Simulation de données
Dans le cadre d'une étude diﬀérentielle, il nous faut des jeux de don-
nées représentatifs de deux contextes diﬀérents où le nombre de données est
faible. Pour ce faire, nous utilisons le réseau INSULIN qui permet de géné-
rer des échantillons synthétiques de cellules "normales". A cette condition
de référence, nous avons ajouté un autre modèle, relatif à une condition dite
"pathologique", liée à une défaillance du mécanisme de régulation. Plus par-
ticulièrement, nous avons considéré que la voie de signalisation de l'insuline
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Figure 5.2  Le réseau INSULIN* généré à partir du réseau INSULIN en
supprimant rôle du gène TPA.
est défaillante, sans décrire l'origine biologique de ce dysfonctionnement. Ce
nouveau réseau, nommé INSULIN* (cf. Figure 5.2), est le même qu'INSULIN,
à deux diﬀérences près :
 le noeud IPA n'est plus capable d'exercer son inﬂuence sur les noeuds
ﬁls qu'ils possèdent dans le réseau de référence INSULIN,
 par conséquence, les noeuds ﬁls ne subissent plus que l'inﬂuence des
autres parents si ceux-ci existent, ou sont désormais des noeuds racines.




Pour chaque contexte, nous avons utilisé l'algorithme d'apprentissage par
bootstrap (cf. Section 3.1.1) de 100 réplications appliqué à la recherche glou-
ton. Pour fusionner l'ensemble de RB obtenus par bootstrap, nous avons utilisé
l'approche QEG (cf. Section 3.3) avec un seuil de 0.5.
5.2.3.2 Etude diﬀérentielle
Pour l'étude diﬀérentielle des ensembles de modèles obtenus à partir des
deux contextes, nous avons utilisé notre approche proposée dans la Section 4.2.
Nous avons choisit le test de Fisher exact sur les tests locaux et la correction
Benjamini-Hochberg pour corriger le seuil de signiﬁcation. Nous avons étudié
l'inﬂuence de l'utilisation du QEG pour réduire le nombre de tests.
Tous ces algorithmes ont été implémentés sous C++ avec la bibliothèque
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Figure 5.3  L'évolution de des distances SHD des RB obtenu par Boots-
trap où le nombre d'échantillons dans chaque jeu est variable et le nombre de
réplications est ﬁxé à 100.
Boost 1, des API fournis par la plateforme ProBT 2 et la visualisation est
réalisée avec Graphviz 3.
5.2.4 Critères d'évaluation
Pour évaluer la qualité de résultats obtenu par l'algorithme d'apprentis-
sage, nous avons utilisé la méthode d'évaluation basée sur la distance SHD
(cf. Section 2.3.4) et la visualisation du QEG en comparant avec le graphe
essentiel du graphe théorique (cf. Section 3.3.5).
Pour valider le résultat obtenu par l'étude diﬀérentielle, nous avons utiliser
la liste des arcs diﬀérents entre INSULIN et INSULIN* et vériﬁer si nous
retrouvons bien ces diﬀérences sans commettre trop d'erreurs.
5.3 Résultats et interprétation
5.3.1 Qualité de l'apprentissage ensembliste
En applicant la mesure de qualité d'un algorithme d'apprentissage par la





5.3 Résultats et interprétation
Figure 5.4  Le graphe union de graphe essentiel du graphe théorique et du
QEG obtenu par l'apprentissage de la structure avec Bootstrap dans le contexte
du réseau INSULIN.
TP TN FP FN SEN SPE ACC FDR PPV
16 559 12 8 66.7% 97.9% 96.6% 42.9% 57.1%
Figure 5.5  Le graphe union obtenu dans le contexte 1 et 2. Les arcs en
noir sont des arcs présents dans le QEG obtenu de deux contextes. Les arcs
en bleu sont des arcs présents dans le QEG obtenu dans le contexte 1 mais
absents dans le QEG obtenu dans le contexte 2. Les arcs en rouge sont des
arcs présents dans le QEG obtenu dans le contexte 2 mais absents dans le
QEG obtenu dans le contexte 1. Les arcs en violet sont des arcs présents
à la fois dans le QEG obtenu dans le contexte 2, le graphe INSULIN et le
graphe INSULIN*, mais absent dans le QEG obtenu dans le contexte 1. SEN :
Sensibility ; SPE : Speciﬁcity ; ACC : Accuracy ; FDR : False Discovery Rate.
sage de la structure de réseaux bayésiens par bootstrap augmente en fonction
de nombre d'échantillons dans chaque jeu de données (cf. Figure 5.3).
La Figure 5.5 montre que l'apprentissage dans le contexte INSULIN* a
réussi à détecter les arcs supprimés au tour du gène TPA du graphe INSULIN.
Cependant, il trouve 8 nouveaux arcs qui ne sont pas présents dans le QEG
du contexte INSULIN : AC3−GDH, CPA−FB1, GLK−FA0, PG1−FA0,
AA1−G6D, GPA− IP1, CRP −PY K, SB1−PY K. Parmi ces 7 arcs, il y
a 3 arcs qui sont présents dans le graphe INSULIN. Il s'agit de arcs suivants :
GPA− IP1, CRP − PY K, SB1− PY K. Cela veut dire que l'apprentissage
dans INSULIN* arrive à retrouver des arcs que celui dans INSULIN n'arrive
pas à retrouver.
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Nombre de tests H0 rejecté H0 accepté Taux de H0 rejetés
590 167 432 28.3%






















Nombre de tests H0 rejecté H0 accepté Taux de H0 rejetés
35 20 15 0.571
Figure 5.7  Ligne de décision du test multiple sur contexte 1 et 2 avec la
correction Benjamini-Horchberg avec QEG.
5.3.2 Qualité de l'étude diﬀérentielle
La Table 5.1 représente la liste des arêtes testées par le test multiple avec
QEG et le résultat de décision de chaque test. Parmi 13 arêtes supprimés au
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Arête p-values BH Décision
IPA - GDH 1.12E-57 0.001428571 rejeté
IPA - IP1 1.1E-59 0.002857143 rejeté
IPA - PF2 1.1E-59 0.004285714 rejeté
IPA - AC3 1.1E-59 0.005714286 rejeté
AAT - IPA 1.1E-59 0.007142857 rejeté
AC3 - GDH 2.88E-49 0.008571429 rejeté
IPA - CRP 1.95E-54 0.01 rejeté
IPA - GL4 5.23E-45 0.011428571 rejeté
IPA - PG1 1.12E-57 0.012857143 rejeté
IPA - HK2 1.12E-57 0.014285714 rejeté
IPA - FB1 5.18E-46 0.015714286 rejeté
GLK - FA0 1.87E-36 0.017142857 rejeté
PG1 - FA0 7.96E-22 0.018571429 rejeté
AA1 - G6D 6.71E-24 0.02 rejeté
CRP - PYK 7.55E-23 0.021428571 rejeté
GPA - IP1 4.31E-26 0.022857143 rejeté
HN1 - G6P 0.000548 0.024285714 rejeté
CPA - SB1 0.00209 0.025714286 rejeté
CPA - FB1 0.0022 0.027142857 rejeté
CBA - EBH 0.00232 0.028571429 rejeté
PG1 - LCP 0.0297 0.03 accepté
SB1 - GLK 0.0692 0.031428571 accepté
PF2 - GPA 0.0777 0.032857143 accepté
FA3 - PEP 0.148 0.034285714 accepté
CPA - GLS 0.249 0.035714286 accepté
GPA - G6T 0.249 0.037142857 accepté
CBA - GLS 0.5 0.038571429 accepté
GPA - AA1 1 0.04 accepté
GPA - ALK 1 0.041428571 accepté
CBB - EBH 1 0.042857143 accepté
FA3 - TFN 1 0.044285714 accepté
SB1 - ACC 1 0.045714286 accepté
SB1 - FAS 1 0.047142857 accepté
ALB - CBA 1 0.048571429 accepté
PYK - CPA 1 0.05 accepté
Table 5.1  Résultat de l'étude diﬀérentielle, avec l'utilisation du QEG pour
limiter le nombre de tests. Arête : Listes des arêtes ; p-values : p-values obtenus
par le test multiple ; BH : les seuils de signiﬁcation corrigés avec la méthode
de Benjamini-Horchberg. Décision : la décision accepter/rejecter l'hypothèse
nulle.
tour du gène TPA du graphe INSULIN pour obtenir le réseau INSULIN*,
l'étude diﬀérentielle a réuissi à détecter 10 arêtes (en gras dans la Table 5.1)
comme des diﬀérences entre les QEG obtenus dans les contextes INSULIN et
INSULIN*. C'est-à-dire, le test multiple rejette tous les arcs présents dans un
QEG mais pas dans l'autre et accepte les arcs présents à la fois dans les deux
QEG. Cependant, il y a 3 arêtes CPA− SB1, CPA− FB1 et CBA−EBH
qui ne vériﬁent pas ce principe. Une arête peut être présente dans les deux
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Figure 5.8  Histogram des p-values obtenu avec le test multiple sur contexte
1 et 2 dans les deux approches de correction Benjamini-Horchberg sans et avec
QEG.























Figure 5.9  La courbe ROC du test multiple avec QEG et sans QEG.
QEG mais ses fréquences dans deux contextes sont suﬃsamment diﬀérentes
pour que le test décide que cette diﬀérence est signiﬁcative.
L'histogramme de la Figure 5.8 compare le nombre de tests entre l'ap-
proche sans QEG et avec QEG. Dans l'approche sans QEG, il y a beaucoup
plus de tests avec p-value qui est supérieure au seuil de signiﬁcation maximum
0.05 par rapport à celle avec QEG. Cela veut dire que l'approche sans QEG
96
5.4 Conclusion
risque d'eﬀectuer plus de test sur les arêtes unutiles par rapport à l'approche
avec QEG.
La courbe ROC du test multiple avec QEG et sans QEG présentée dans la
Figure 5.9 montre que le test multiple arrive à découvrir les diﬀérences réelles
entre deux contextes avant de commettre quelques erreurs et l'approche avec
le QEG semble plus intéressant par rapport celle sans QEG.
5.4 Conclusion
Nous avons présenté dans ce chapitre diﬀérents expérimentations sur le
réseau de régulation génétique synthétique INSULIN aﬁn de valider (i) la
méthode basé sur le QEG qui fusionne un ensemble de réseaux bayésiens
issus de d'apprentissage ensembliste ; (ii) l'architecture générale pour l'étude
diﬀérentielle des ensembles de graphes.
Les résultats obtenus montrent l'intérêt du QEG dans la visualisation d'un
ensemble de graphes et dans la réduction de l'étude diﬀérentielle des ensembles
de graphes. L'étude diﬀérentielle basé sur un test multiple nous permet de
détecter des diﬀérences signiﬁcatives dans deux contextes d'apprentissage avec
des données de tailles réduites et aussi de localiser ces diﬀérences.
97




Nous avons présenté dans le Chapitre 1 les diﬀérentes approches pour la
modélisation de réseaux de régulation génétique. Quelles que soient les ap-
proches utilisées pour reconstruire un réseau de régulation génétique ? partir
de puces à ADN, la diﬃculté principale est le nombre limité de données dispo-
nibles. Les réseaux bayésiens dégagent un fort intérêt dans la reconstruction
de réseaux de régulation génétique.
Le Chapitre 2 a permis de montrer qu'il existe plusieurs méthodes d'ap-
prentissage de la structure de réseaux bayésiens et des méthodes d'évaluation
variées de la qualité de ces algorithmes. Une caractéristique importante à
prendre en compte pour toutes ces méthodes est l'équivalence de Markov.
Parmi les méthodes d'apprentissage les plus utilisées, nous avons présenté
dans le Chapitre 3 des méthodes ensemblistes qui permettent d'obtenir un
ensemble de meilleures structures. C'est cet intérêt important qui est l'ins-
piration de ce travail. Cette méthode d'apprentissage permet de remédier au
problème de la pauvreté des données. Pour utiliser cette approche, il faut
être capable d'évaluer, de comparer et de visualiser un ensemble de réseaux
bayésiens. A notre connaissance, les méthodes existantes dans la littérature
permettent de fusionner un ensemble de réseaux bayésiens, mais elles ne per-
mettent d'évaluer et de comparer deux ensembles de réseaux bayésiens. C'est
la raison pour laquelle nous avons proposé un nouvel objet, qui s'appelle QEG
(Quasi-Essential Graph), qui permet de représenter et de visualiser un en-
semble de réseaux bayésiens. Le QEG généralise le graphe essentiel, représen-
tant de tous les graphes d'une classe d'équivalence de Markov. Il a en plus des
poids spéciﬁques pour chaque arête et chaque orientation d'un arc. Par consé-
99
CONCLUSIONS ET PERSPECTIVES
quent, le QEG peut être visualisé avec une métaphore graphique qui rend plus
lisible les propriétés d'un représentant d'une population de réseaux bayésiens.
Pour comparer deux ensembles de réseaux bayésiens, dans le Chapitre 4,
nous avons proposé d'utiliser un test multiple qui permet non seulement de
vériﬁer si la diﬀérence est signiﬁcative mais également de localiser où sont les
diﬀérences. Nous avons montré que l'utilisation d'une méthode de correction
du seuil de signiﬁcation permet de contrôler les erreurs de type I. Nous avons
aussi mis en avant que l'utilisation du QEG permet de réduire le nombre de
tests réalisés.
Pour analyser et valider les mérites des méthodes retenues et proposées,
nous avons fait des expérimentations sur un benchmark spéciﬁque classique-
ment utilisé dans l'évaluation des méthodes de reconstruction de réseaux de
régulation génétique. Les résultats obtenus ont permis de montrer l'intérêt des
méthodes d'apprentissage ensemblistes de la structure de réseaux bayésiens et
de l'architecture proposée pour l'étude diﬀérentielle dans le cas de la pauvreté
de données.
A l'issue de ce travail, toutes les propriétés théoriques et les résultats ex-
périmentaux devraient être étendues. Nous avons identiﬁé plusieurs pistes
perspectives :
1. Proposition des mesures d'évaluation d'un QEG : adaptation de la dis-
tance SHD, de la divergence KL par exemple, pour estimer directement
la qualité d'un QEG donné.
2. Amélioration de la métaphore graphique permettant de comparer le
QEG et le graphe théorique, pour essayer de prendre en compte les
poids du QEG.
3. Utilisation d'autres cadres théoriques (théorie des possibilités
[Dempster 1967, Shafer 1976]) pour déﬁnir le graphe représentant d'un
ensemble de DAG.
4. Etude théorique et expérimentale sur l'intérêt de combiner AG avec ni-
ching [Pelikan 2001, Auliac 2007] pour garantir variabilité des solutions,
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et Bootstrap, pour améliorer la robustesse des méthodes ensemblistes,
lorsqu'il y a peu de données.
5. Prise en compte de l'orientation des arcs dans l'étude diﬀérentielle,
puisque notre solution actuelle compare uniquement les fréquences d'ap-
parition des arêtes.
6. Application de l'architecture proposée à des données réelles de régulation
génétique.
7. Extension de l'approche générale à d'autres domaines d'application par






Annexe 1 : Type d'erreur d'un test statistique
Le risque de première et deuxième espèce sont déﬁnis comme suivants :
 Le risque de première espèce α indique la probabilité de rejeter H0 dans
le cas ou H0 est vrai (cf. Table A1.1).
 Le risque de deuxième espèce β indique la probabilité d'accepter H0
dans le cas ou H0 est fausse (cf. Table A1.1) :
Décision/Vérité H0 est vraie H0 est fausse
accepter H0 1− α β
rejeter H0 α 1− β
Table A1.1  Table de décision du test statistique : α est souvent appelé "le
seuil de la signiﬁcation du test, p-value". α est souvent pris dans l'intervalle
[0.001, 0.05] ; 1− β est souvent appelé "la puissance du test".
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ANNEXES
Annexe 2 : Score
Nom Formule Cat. Car.











AIC [Akaike 1970] AIC(B,D) = LL(B,D)−Dim(B) I D,E
BIC [Schwarz 1978] BIC(B,D) = LL(B,D)− 1
2
log(N)Dim(B)− 1)qi I D,E
MDL [Rissanen 1978] MDL(B,D) = LL(B,D)− 1
2
log(N)Dim(B) +O(1) I D,E
NML [Rissanen 1978] NML(B,D) = LL(B,D)− C(B) I D,E
K2 [Cooper 1992]






























































Table A1.2  Classiﬁcation des principaux scores. (Cat.) Catégories : I : Les
scores basés sur la théorie de l'information, B : Les scores basés sur l'approche
Bayésienne. (Car.) Caractères : D : Décomposable, E : Equivalent
La Table A1.2 présente une liste de scores bien connus dans la littéra-
ture. Il est important de noter que MDL et BIC sont distingués par le terme
O(1). O(1) → 0 si N → ∞ [Grünwald 2007, Foster 2004]. Par ailleurs, ce
terme est décrit plus concrètement comme la longueur de codage de données
pour construire le RB [Nicandro 2006].En terme des composants du score,
apparemment, la fonction généralisé de score Bayésien BD présente implicite-
ment la complexité du modèle. Cependant, Borgelt et al. [Borgelt 2002] ont
démontré que ce score prend en compte également la tendance à sélection-
ner des structures simples. K2 est un cas particulier de BD avec αijk = 1 et
Γ(c) = (c − 1)! où c est un nombre entier. DBe est un score BD où N ′ est le
nombre d'exemples "équivalent". BDe est appelé BDeu en utilisant αijk déﬁni
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par : αijk =
N ′
riqi
. Au niveau des caractères du score, jusqu'à présent, tous les
scores présentés sont décomposables. Les scores LL, AIC, BIC, MDL, NML,
BDe, BDeu sont des scores équivalents. Le reste des scores comme K2, BD ne
sont pas des scores équivalents. En terme de performance, pour une donnée
de petite taille, les méthodes de la famille NML présente une performance
prometteuse [Carvalho 2009]. Le score K2 donne le meilleur résultat par rap-




Annexe 3 : Réseau INSULIN
Le réseau de régulation modélise l'homéostasie du glucose dans les cellules
du foie (hépatocytes). La régulation de la glycémie joue un rôle capital dans
l'organisme pour apporter l'énergie nécessaire aux cellules. Ce contrôle du glu-
cose est eﬀectué par un processus complexe impliquant plusieurs organes (foie,
pancréas, rein essentiellement) ainsi que des mécanismes de signalisation. Le
foie agit sur ce système en stockant le glucose sous la forme de glycogène
quand le taux de glucose est élevé et en le libérant quand le taux de glucose
est faible (en période de jeune par exemple). Cette action est coordonnée par
des hormones spéciﬁques : principalement l'insuline, le glucagon et les gluco-
corticoïdes. L'insuline, secrétée par le pancréas, a un eﬀet hypoglycémiant (elle
assure une baisse du taux de glucose dans le sang). Le glucagon, également
secrété par le pancréas, a une action inverse (hormone hyperglycémiante) tan-
dis que les glucocorticoïdes sont des hormones stéroïdiennes sécrétées par le
cortex de la glande surrénale. L'action des glucocorticoïdes est également an-
tagoniste à celle de l'insuline. L'insuline est donc indispensable à la régulation
de la glycémie : c'est la seule substance capable de réduire le glucose.
Le réseau INSULIN proposé par [Philip P. 2004] comporte 35 noeuds, soit
des gènes, soit les voies de signalisation relatives à l'insuline (IPA), le glucagon
(CPA) et les glucocorticoïdes (GPA). Les noeuds racines autres qu'IPA, CPA
et GPA sont des facteurs de transcription connus pour jouer un rôle dans
la régulation de la glycémie. Le réseau a été constitué à partir d'une étude
bibliographie étendue sur le domaine :
 la topologie du réseau décrit au total 52 interactions. Un arc dirigé
d'un noeud parent vers un noeud ﬁls a été inféré à partir d'un corpus
d'articles,
 les tables de probabilités conditionnelles ont été également déﬁnies à
partir de la littérature, selon le rôle plus ou moins activateur ou inhi-
biteur des gènes et des voies de signalisation. Ces tables déterminent la
probabilité qu'un noeud ﬁls soit en mode 'activé' ou non en fonction des
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