Abstract-In this paper, a class of Random Field model, defined on a multiresolution array is used in the segmentation of gray level and textured images. The novel feature of one form of the model is that it is able to segment images containing unknown numbers of regions, where there may be significant variation of properties within each region. The estimation algorithms used are stochastic, but because of the multiresolution representation, are fast computationally, requiring only a few iterations per pixel to converge to accurate results, with error rates of 1-2 percent across a range of image structures and textures. The addition of a simple boundary process gives accurate results even at low resolutions, and consequently at very low computational cost.
INTRODUCTION
A MONG the statistical approaches to image modeling, Markov Random Fields (MRFs) have been around about the longest [37] , [6] , [9] . Recently, however, they have gained significant attention [8] , [12] , [22] , [28] , [30] , [33] , especially in the segmentation of regions of more or less uniform color or texture. For example, Geman et al. [11] used the KolmogorovSmirnov nonparametric measure of difference between the distributions of spatial features extracted from pairs of blocks of pixel gray levels, with maximum a posteriori (MAP) estimation of the boundary. Panjwani and Healey [30] adopted an MRF model to characterize textured color images in terms of spatial interaction within and between color planes. In a technique which has some similarities with [36] , Bouman and Shapiro used sequential maximum a posteriori (SMAP) estimation in conjunction with a multiscale random field (MSRF) [5] , which is a sequence of random fields at different scales. Other work exploring the multiresolution approach to MRFs is described in [7] , [1] , [32] , [19] , and [31] . The last two of these papers point out the difficulties in preserving the Markovian properties, which require a locality constraint, within a sampling scheme which implies the violation of that constraint. On the other hand, there is ample evidence that multiresolution processing can lead to highly efficient algorithms in many areas-from image restoration to optical flow.
The upsurge in interest in MRFs has been prompted by the work of Besag [2] and Geman and Geman [12] , Geman et al. [11] , largely because of the new approaches to Bayesian or Maximum a Posteriori (MAP) estimation. Although expensive computationally, these algorithms provide a relatively simple way to approach an optimal estimate using the principles of stochastic sampling, or Markov Chain Monte Carlo methods [34] , as they are sometimes called. Alternatively, it is often possible to get adequate results with deterministic procedures, such as Besag's Iterated Conditional Modes (ICM) algorithm [3] . In any event, MAP estimation based on noncausal MRFs suffers from several drawbacks when applied to images. Apart from the considerable computational burden, the simpler models have "low energy" states which represent uniform colorings, so that, if an MCMC algorithm is allowed to run long enough, it will tend to produce results which reflect this, especially if the data are noisy. On the other hand, deterministic algorithms such as ICM can become trapped in local minima, also an undesirable property. While there has been a lot of work showing the efficacy of multiresolution methods, these have often been justified on heuristic grounds. The early stochastic models [7] , [1] , [27] , [5] , such as those based on quadtrees, are prone to the blocking artifacts associated with the sampling scheme.
The last few years have seen a number of papers describing multiresolution RF models and proposing estimation and segmentation algorithms using deterministic or stochastic methods to find a MAP labeling [16] , [20] , [29] , [24] . Although these authors give results on a wide variety of images, they do not address two problems which are important in a number of applications: images may contain an unknown number of classes and regions within which there is significant variation of properties, such as intensity and texture. The work presented here is an attempt to address these issues using a novel form of multiresolution model. As such, it is closely related to the work of Bouman, as well as the more recent work in [16] , [17] , [20] . It also starts from a quadtree process in which the passage from coarse to fine scales can be described as a Markov Chain. It differs fundamentally, however, in the process by which each scale or resolution is conditioned on its immediate predecessor in scale: Whereas, in the simple quadtree model, a pixel at a given scale depends only on its ancestors in scale, in this model it is also directly dependent on its neighbors at its own scale. This allows it to model image structures, such as multiple regions having smooth boundaries, in a more realistic way than earlier models. In this respect, it is closely related to the models presented by Kato et al. [17] and Mignotte et al. [29] . Unlike those works, however, the new model can be applied to images containing an arbitrary number of classes. This approach is complemented by a new observation model, which is suited to problems in computer vision and similar areas, where there is significant variation within regions, as well as between regions. Equally important, by an appropriate choice of model, estimation algorithms can be made independent of the number of classes. MAP estimation with the model is computed using simulated annealing, on a coarse-fine, sequential basis. This is fast compared to conventional approaches and allows simultaneous estimation of model parameters. After presenting the main features of the prior and data models, there is a description of the estimation algorithms derived from them. To demonstrate their effectiveness, the methods are applied to the segmentation of noisy and textured images. The paper is concluded with some remarks on the usefulness of this type of RF model to the segmentation problem and its limitations for such applications.
THE PRIOR MODEL
The most common form of the segmentation problem-the one considered here-is that of inferring the existence of a number of more or less well-defined regions from noisy or ambiguous data. This presupposes that the images of interest have a relatively small number of such regions, each of which is sufficiently distinct in its properties and of sufficient area to be identifiable. Reflecting this in a prior model is by no means simple. In particular, MRF models on 2D lattices suffer from the criticality phenomenon: for interesting ranges of prior parameters, they tend to give uniform colorings, i.e., a single region, with a few small clusters of other colors [18] . This phenomenon is strictly speaking a limiting effect, applying to infinite lattices, suggesting that a multiresolution approach might offer a solution: use the coarse scales to capture the typical sizes and numbers of regions, while finer scales elaborate the boundary shapes. Among the multiresolution models which have been proposed, the approach taken first by Bouman and Shapiro [5] and, recently, elaborated by Mignotte et al. [29] seems to offer this possibility. This preserves the so-called scale causal approach of coarse-fine approximation, within a MRF framework. However, both these works have limitations: The number of classes has to be known (in [29] , it is fixed at 2) and they cannot deal effectively with textures with large cell sizes.
As in [29] , therefore, the image model is a sequence of MRFs, X k ; 0 k N, conforming to a quadtree structure, with a nominal top level 0 and N levels below that, level k having 2 k Â 2 k sites for a finite image of size 2 N Â 2 N pixels.
Note that levels are ordered from 0 at the top of the tree to N at the image level. However, each site s 2 Q has an integer state x s 2 Z, its class label. The neighborhood structure consists of n pixels in an isotropic neighborhood, such as the standard first and second order MRF models [2] . In addition, there is a parent set, on level k À 1, which in the simplest case consists of the quadtree father,
where b:c denotes the floor of a real number and ði s ; j s Þ is the image coordinate of the site s on level k. The "father" site will be denoted pðsÞ, so that, in the above case, P s ¼ fpðsÞg. The main feature of these neighborhood systems is that they imply causality in scale: The process at level k is conditioned on that at level k À 1. This has important consequences for the properties which such fields can display. Only pairwise interactions are involved, so that the conditional probability defining the RF can be written
where m is the label at s, is a normalizing factor and the pairwise interactions are given for a site s 2 Q k , the kth level of the tree, by
where b kl are constants and mn is the Kronecker-. Note that the set Q k contains 2 k Â 2 k sites in this scheme. The model thus defined is independent of the number of classes. Globally, the model can be expressed in terms of Gibbs potentials [18] :
where x l denotes the configuration for the whole level l and for the model of (3),
The model encompasses both the quadtree model, for which b kk ¼ 0 and the conventional "flat" MRF, for which b kkÀ1 ¼ 0. Note that the model is based on differences between labels: It specifies that adjacent sites are more likely to have the same label than not. Because of the product form, the conditioning of X s depends only on the numbers of labels of different classes among its neighbors. The causal nature of the field is expressed via the conditional Gibbs distribution
and Z k ð:Þ is the so-called partition function, which depends on the configuration x kÀ1 at the parent level. The dependence of the configuration on the father level is demonstrated most clearly in the following theorem. Then, the configuration x kÃ which maximizes P ðx k jx kÀ1 Þ, for a given configuration x kÀ1 , is given by
where pðsÞ is the quadtree father of s. In other words, the most likely configuration on level k; x kÃ , is just the copy-or "projection"-of that on the level above.
The proof is given in the Appendix. To illustrate the effect of the father level, Fig. 2a shows an array of sample images generated from the same 16 Â 16 father image using different combinations of father-child and neighbor interactions. Each 32 Â 32 image within this array is the result of 2; 000 iterations of the sampler, more than sufficient for an array of this size to approach the stationary distribution. Note that the image at the top left shows complete randomness, as both interactions are 0 in this case, while moving from top to bottom the neighbor interaction potential doubles at each step and from left to right the father-child interaction similarly doubles. Note that, in this and the other sample images, the image boundary pixels are fixed as "black" ð0Þ, so that, in the absence of fatherchild interactions, for the higher levels of neighbor interaction, the stationary distribution will have a maximum when all pixels are black. Although the 4-neighbor field is simple, it is limited in its ability to produce smooth boundaries and, so, it may be worth considering the 8-neighborhood. Using the 8-neighbors as conditioning elements produces the result shown in Fig. 2b . In comparison with Fig. 2a , the regions are noticeably smoother, with the gaps in the nonconvex shape being filled, but the same general trends can be observed as the interaction strengths increase. For example, with greater potentials to the father level, small regions tend to survive better. This is evident in the images on the right side of the array.
An obvious defect of the above models is that boundaries tend to align with the quadtree, which introduces a "blockiness" into both the statistical structure and the sample images. A simple way around this problem is to make the influence of the father level zero for any site at a boundary (i.e., having a neighbor of a different color). This is accomplished by setting the father-child potential to 0 whenever the father has a neighbor in a different class. With a slight abuse of the notation of (4) to indicate spatial variation of the potentials V s;pðsÞ ðm; nÞ ¼ 0; if x pðsÞ 6 ¼ x r ; for some r 2 N pðsÞ : ð9Þ
This is equivalent to extending the set of parents of s on level k À 1 to a larger set of pixels. A noteworthy consequence of this is that the approximation of a straight edge becomes less jagged as the resolution increases. As an illustration of the effect of these modifications, Fig. 3 shows samples from a binary process using the 8-neighbors plus parents on levels 5 k 8, but a quadtree process, i.e., b kk ¼ 0, on levels 0 k 4. By choosing the model parameters appropriately as functions of the level, different combinations of structure can be obtained. In this case, the coarse structure representing the bottom level of the pure quadtree process is refined by the 8-neighbor multiresolution MRF (MMRF), resulting in a single, smooth "blob" representing the object. Similar results were obtained after 10; 000 iterations of the simulation, indicating that the system is in equilibrium. A second example, using a lower correlation coefficient between neighbors, is shown in Fig. 3b . Note that the large scale structure, in this case, is punctuated by some smaller "objects." For some applications, the two properties of reducing the bias caused by the quadtree, while preserving the region structure given by the highest level in the tree, can be captured using a parent-child probability
where 0 < & k < 1 is a constant for level k and d s is the distance between a site and the nearest site on the same level in a different class. With this dependence on the father, the process tends to behave more like a scale causal From top to bottom, the neighbor interaction energy increases, while from left to right the father-child interaction increases. Each image is the outcome of 2,000 iterations using a common seed.
model in areas far from the boundaries and like a single scale MRF in boundary regions.
THE OBSERVATION MODEL
The simplest model of the observations, given the labeling ! k , is that at each site s there is an observation Y s related to the site label X s by P ðY s jX r ; r 2 QÞ ¼ P ðY s jX s Þ: ð11Þ
In other words, given the site labels, the observations are conditionally independent. In particular, if the data are multivariate normal,
where " i " i ; AE i are the n À d mean and variance parameters associated with the ith class.
However, this model cannot cope with the variability typically seen in some types of image, where the 3D geometry of the world induces smooth lighting and textural variations within and not just between regions. To solve this problem, it is convenient to use a second model, which like the prior, is based on differences between neighboring sites. This is an MRF model, in which the differences between neighboring sites are conditionally independent, given the label field
Although it might seem more complex than the model of (11), in some ways it is simpler: It has the same structure as the label model and can be used with a minimum number of parameters. Moreover, the conditional independence of differences between observations based on blocks of image data is not unreasonable, particularly at large scales. In the application to texture segmentation, a normal model is used, of the form P y y s jy y r ; x s ; x r ; r 2 N s ð Þ
where AE x s x r is the interclass covariance matrix. Note that no difference in means is assumed, even when the two sites are in different classes. This removal of any dependence on class means implies a robustness to smooth variations in the mean, such as those which can be seen on the right side of Fig. 11 : not only the intensity, but also the texture cell size vary considerably within the "reptile" texture. Moreover, if the variance model is reduced to
where AE AE w ; AE AE o are the within and outside class variances, then there are only two matrix parameters to estimate, regardless of the number of classes. Thus, the right combination of prior and observation models does indeed remove the dependence on the number of classes and give robustness to intraregion variation.
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Fig. 3. Samples from two MMRF processes. The bottom level of the pyramid, k=8, is 256 by 256 pixels. 1,000 iterations were used at each level.
(a) has stronger neighbor interaction than (b).
The main application of the model is in inference of the label field X from noisy data. Consider the problem of estimating the image at one level, X k , say, from noisy image data Y . If the image x kÀ1 is known, it is possible to use the Conditional Maximum A Posteriori (CMAP) estimator
where, from (6) above,
the first term on the right being the likelihood. While the CMAP estimate is simple, there are few practical applications where any of the images X k ; 0 k N is available. As a practical alternative, Laferté et al. [20] , Mignotte et al. [29] , following Bouman and Shapiro [5] , use the sequential estimator based on the same conditional structure, in which first the top level X k min is estimated and then each level below that, conditioned on its father level via (17) x x k ¼ arg max
There remains the problem of defining the interaction between the label field X k and the observations. This is tackled in both [5] and [29] by relating the labels at various resolutions to the full resolution data, Y , although in the latter case, this is done directly on the posterior distribution, rather than through the likelihood. The approach adopted here differs in that it is based on a multiresolution representation of the observations: assume there exists a sequence of observation fields of the form fY k ; 0 k Ng, having the same structure as the label fields X k and satisfying the refinement condition
In other words, the detail at resolutions greater than k is independent of both the data and the label fields at resolution k, Y k , and X k . In this case, P ðY jY k Þ may be cancelled between the numerator and denominator in (17), giving
so that the inference for the labels X k need only be based on the observation field Y k at that resolution, givinĝ
Although (19) is a tight requirement, which is not an immediate consequence of the model structure, it turns out to be close to being satisfied in the applications. A heuristic explanation is that the details, in high-frequency wavelet bands, are concentrated in the regions defined by boundaries at coarser scales, where labels are determined by neighbors, not ancestors; within regions, these bands represent noise, which is independent of the region class. This is true of the gray-level images shown in the applications. For the textured images, it is applicable not to the image data, but to the texture features upon which the segmentation is based.
To implement the estimator in a practical application, if the prior has neighbor interactions, only a stochastic-or sampling-method can guarantee to reach the posterior mode and then only asymptotically. Mignotte et al. report satisfactory results using the ICM algorithm [29] . In our experience, a Gibbs sampler, using simulated annealing (SA), gives better results at similar computational cost. The resulting multiresolution estimator, which is called Sequential Multiresolution MAP (SMMAP), is summarized thus:
.
where the constant C k is varied linearly with k, with higher values at low k.
Note that, although SA requires random site visits to guarantee that the equilibrium distribution will be reached, many authors have noted that satisfactory results are obtained using a raster scan. This approach has been used in the experiments shown below. A practical choice for k min is 3 or 4, given that neighbor interactions involve a 3 Â 3 window, while k max is determined by the smallest window used to estimate features, i.e., 1 pixel for gray-level images and 4 Â 4 pixels for the textured images.
The SMMAP algorithm has a number of practical advantages over other methods:
. Because it is sequential, it is easy to tailor the annealing on each scale so that slower convergence, which is relatively cheap at large scales because there are few sites, can be used to overcome local modes in the posterior, as in multitemperature annealing [17] . . The copy configuration can also be used to initialize the estimation at each level below the top level of the tree. This also speeds convergence. . Although a Gibbs sampler can be used if the posterior is suitable, there are many other sampling schemes, such as Metroplis-Hastings, which can be used if the posterior is hard to sample from [34] . The significant weakness of SMMAP is that it cannot maximize the joint posterior for X given Y . Achieving simultaneous maximization is the goal of the multiresolution MAP (MMAP) estimator. For the above problem, P X k ; X kÀ1 ; ::::; X kmin jY
using the Markov property of the sequence X i . To maximize this product requires sampling on the distribution on the right-hand side. Provided these conditional distributions are known exactly, Gibbs sampling can be used, in the following way:
1. Choose a site at random s 2 Q. 2. Update its state by sampling from the posterior P ðx s jy;x x r ; r 2 N s [ P s Þ, wherex x r is the current estimate at site r. As long as each site is visited sufficiently often and a Gibbs sampler is used, then it follows directly from Theorems A and B in [12] that the invariant distribution for the sampler is the product in (23) . Although this is potentially superior to SMMAP, MMAP does not easily allow for multitemperature annealing, which is a significant weakness. There may also be applications where, because of the models used, it is impossible to sample directly from the posterior distribution.
PARAMETER ESTIMATION
Estimation of model parameters has been addressed by a succession of authors, from Besag [2] to Bouman and Shapiro [5] , Kato et al. [17] , Laferté et al. [20] and, most recently, Mignotte et al. [29] . Most methods rely on likelihood or pseudolikelihood maximization which is straightforward if applied at image resolution, but has the potential to cause problems at high levels of a quadtree, where there are insufficient data to support models of high complexity. The problem is particularly acute when the number of classes is unknown since even with the normal model of (12) there are at least 2 independent data parameters per class, in addition to the prior parameters.
In the prior model of (3), there are just two parameters per level: P ðX s ¼ X r ; r 2 N s Þ and P ðX s ¼ X pðsÞ Þ, equivalent to the parameters b kk in (3). The intralevel parameter can be estimated using maximum pseudolikelihood during the segmentation process. Initial estimates are based on the copy configuration at all levels below k min . At k min , it is possible to use the simple approximation that the proportion of boundary cliques is 2
Àð1þkminÞ , based on a single boundary running from top to bottom of the image. Of course, the father-child interaction cannot be approached in this way. While the estimation used by Mignotte et al. [29] or the EM estimator of Bouman and Shapiro [5] are suitable for certain problems, they cannot be used in the segmentation of textures having a cell size greater than the block size at high resolutions. The example in Fig. 11 illustrates the difficulty: the reptile skin texture element consists of two quite distinct types of regionthe light ribs and the dark center. At small scales, these will appear as separate regions, not elements of the same texture. This difficulty can be avoided using the prior of (10), with & k ¼ 0:5, which has been found adequate in practice.
The observation parameters also require estimation. Using the SMMAP or MMAP algorithms, sample averages for the mean and variance parameters of either of the observation models are easily obtained, based on the current labeling, during the annealing process. Using the symmetric observation model of (14), (15) , only two data parameters are required independent of the number of classes.
To summarize, the choice of prior and observation models has significant consequences for the tractability of the parameter estimation problem, in particular, when the number of classes may be unknown.
APPLICATIONS
As a simple example, consider Fig. 4a , which shows the graylevel pyramid obtained from the image at the bottom level of Fig. 3 
where " s ðmÞ is the mean intensity at image level, given that X s ¼ m and f ij is the intensity at the pixel ði; jÞ. The posterior probability is then
where " y y s is the sample mean of Y s from the n k pixels in B s
This conforms to the model of (19) and results in the use of the quadtree shown in Fig. 4a , which is formed from the noisy image data by block averaging. The estimates were initialized by thresholding level 4 in the data pyramid and thereafter using Gibbs sampling. After 100 iterations at each level, the result in Fig. 4b was obtained. The error rates at the various levels for each estimator are shown in Table 1 . Although only few iterations were used, the results at high resolutions are significantly better than were obtained by simply copying the initial level or using a conventional 8-neighbor MRF estimator. Of the estimators, the MMAP algorithm performed better than either CMAP or SMMAP. Closer examination shows that the MMAP estimate gives a more or less constant error rate of 50 percent per boundary pixel, across a range of scales. This is because the data are uncertain in these areas-averaging across the boundary does not improve this. Fig. 5 shows the number of sites changing on each iteration, for each of the four levels. It shows that after an initial burst at each level, occupying a few iterations, the sampler settles down to a steady state where only a handful of sites change on any iteration. Fig. 6 shows that, even with a random initial configuration, the sampler quickly converges to a point where only a few sites change on each iteration. Note that one iteration here refers to a scan-order visit to every pixel on a given level. A more realistic case is the images shown in Fig. 7a , which again is a binary image with added white Gaussian noise at standard deviations of 1, i.e., equal to the difference between object and background intensities. Also, in this experiment, the prior model used the second order neighborhood and the observation model of (12) was used. Prior parameters were tuned by hand and the class means and variances estimated from the data during the SA processing. The estimation error at the highest resolution, using the MMAP algorithm, was 1.3 percent. To the extent that comparisons between results based on different images is possible, this compares favorably with the results reported on similar problems in the literature [5] , [21] , [36] , [20] , [17] , [29] . The resulting estimate is shown in Fig. 7c ; apart from the corners, where the model does not fit the data, the estimate is visually quite good. A similar result, with an error rate of 1.9 percent, was obtained using ICM within the SMMAP algorithm. The best result obtained with a pure quadtree process, i.e., b kk ¼ 0 in (3), was an error rate of 3.1 percent, broadly comparable with the SMAP result on image 1 in [5] or that in Fig. 5 of [20] . The result shown in Fig. 7d , on an input image with a SNR of 5dB, shown in Fig. 7b , was an error rate of 0.46 percent, which again compares favorably with that shown in [17] Fig. 5 , which is similar in terms of shape and SNR. The ICM-SMMAP algorithm gave 0.47 percent error rate in this case-virtually identical to the SA result.
The final set of results using this model show two slices from a CT scan of a vertebra, which have been segmented into bone and soft tissue in using the SA-SMMAP algorithm. These images are also 256 Â 256 pixels, 8 bits/pixel resolution. As is clear from Figs. 8a and 8b, the two classes have very different means and variances: the bone, although lighter on average, is highly variable in its opacity; the edges of the two bone segments are also ill-defined. In these tests, only two levels of resolution were required. The prior parameters were again hand tuned. Fig. 8 shows the original images, along with the results of the SMMAP algorithm, Figs. 8e and 8f, and single resolution MAP using the same second order MRF model on the original image, Figs. 8c and 8d. To facilitate comparison, the results are shown superposed on the original data as boundary lines. The MAP estimator was initialized with the same starting configuration as the SMMAP on the image level and had exactly the same prior parameter b kk . Note that the single resolution result in Fig. 8c shows fusing of two bone regions, which are clearly separate, while the effect of the parent level is sufficient to maintain them as separate in the SMMAP estimate. In Fig. 8c , a dark region has been misclassified as bone because the class variances (17:5 for soft tissue versus 284:4 for bone) are such that likelihood of bone is much higher, despite the mean for soft tissue being 66:5 against 100:0 for bone. The parent level The second test of the model is more demanding: segmenting images containing an unknown number of regions of more or less homogeneous texture. This uses the prior of (3), with a first-order neighborhood, again with only one paramenter to esitmate: the probability that neighboring sites on a given level have the same calss. The father-child probability in this case used the model of (10), with & k ¼ 0:5; k > k min . This avoids the oversegmentation of structured textures, at the expense of having no region significantly smaller than the block size at level k min , which was 32 Â 32 pixels in the examples shown.
The texture model underlying the measurements builds on the local spectrum estimation described in [36] , using the two-component model presented in [15] . The important features of this model are its ability to model textures containing large scale structures with a small number of parameters and to deal effectively with variations in geometry and intensity within regions. The difficulty of capturing such features with a conventional model, such as an MRF model, or with cooccurrence statistics [14] , is illustrated in the first example in Fig. 11 : the reptile skin (right side) consists of approximately hexagonal cells, whose size and orientation vary across the sample, while each cell consists of a dark center surrounded by light edges. The average cell size is about 20 pixels, implying a neighborhood size of 400 pixels for a (nonlinear) MRF texture model and a similar size of array for cooccurrence calculations. There are simply not enough data within the window associated with each site to get adequate estimates of joint probabilities on this scale, even if computational cost were not an issue. Correspondingly, the observation model in these tests is that of (14) , applied independently to four measurements of textural quality. These measurements are based on the "deterministic+stochastic" decomposition, a generalization of the Wold decomposition [25] , [10] of signals, first presented in [15] . The four components are: 
where " y y s is as before the mean intensity at a site. This is the only measure used between father and child sites. 2. Two measures associated with the deterministic component, based on an affine deformation model
where$ $ represents the image coordinate, f s ð:Þ represents the patch of an image centered at site s, site r is a 4-neighbor of site s, A A sr is that 2 Â 2 nonsingular linear coordinate transform and1 1 sr that translation which together give the best fit in terms of total deformation energy between the two patches. These are identified using the method described in [15] , which makes use of local Fourier spectra calculated at the appropriate scale using the Multiresolution Fourier Transform (MFT) [35] . The deformation energy consists of:
a. The deformation term kA A sr À I Ik 2 represents the amount of "warping" required to match the given patch using its neighbor: 
where B s is the block of pixels associated with site s, f ij is as above the image intensity and f ðrÞ ij its approximation using the warped patch, as in (30) . 3. A measure for the stochastic component, based on differences in the spectral energy densities estimated at each site via the MFT, jf fð$ $;! !; 'Þj, wherê
is the (continuous) MFT at spatial coordinate$ $, frequency! !, and scale ' [35] 
wheref f sij is the MFT coefficient at site s and frequency coordinate ði; jÞ, computed via a windowed FFT algorithm. The process of modeling the texture at a pair of sites in this way is illustrated in Fig. 9 . In particular, the magnitude spectra of the windowed data are used both to estimate the matrix A A sr , using the two pairs of centroid vectors, and as a measure of stochastic textural similarity. Note that, each of the variance parameters ' Combining these four potentials, the posterior can finally be expressed as 
In addition, a line process has been introduced to increase the accuracy of the segmentations, especially at coarse scales, at low cost computationally. This is based on an assumption of smoothness of the boundary since texture measurements require a minimum sample size, which corresponds to a sampling interval of 4 Â 4 pixels with the above texture measures. As in [12] , [11] , [13] , the line process is based on pairwise interactions between neighboring boundary blocks. The model is based on the oriented line joining the estimated positions of the putative boundary in each block. Boundary processing is also a simulation designed to find the Bayesian estimate, but occurs after the regions have been identified on a given level. Only region sites having neighbors which belong to a different class are identified as potentially boundarycontaining and the process is run on those alone. This is illustrated in Fig. 10 for the image shown in Fig. 11 .
From the set of potential boundary sites on level k, B k , a subset is selected by stochastic labeling, using a potential 
where the vectorl l sr is the vector joining the feature centroids at sites s; r, and s ; r are the angles between that vector and the features at the two sites, as in Fig. 1 . The centroid position and boundary angle at a site are estimated using the MFT-based technique first described in [35] . In this way, both texture and boundary features can be computed within the same framework [23] . It is assumed that a priori a pair of neighbors r; s 2 B k have a probability 0:5 of being connected. In this case, there are again two variance values: the one used when both sites are boundary sites, i.e., s ¼ r ¼ 1, ' b 2 w is estimated from the bottom half of the sorted list of distances, while if either is nonboundary, it is estimated from the top 50 percent of distances. Then, a summary of the boundary labeling algorithm is:
1. For each site s 2 B k , determine the posterior potential for a boundary label s ¼ 1 using
2. Sample from the corresponding Gibbs distribution to determine the label s . A logarithmic annealing schedule is again followed for the boundary processing, which runs after the region processing is complete at a given level. When the boundary process converges, lines are drawn between the estimated centroids of any pair of neighbors which are both labeled as boundary sites. In the present scheme, no information is propagated from "boundary fathers" to their children and sites in the boundary set B k are labeled as either boundary 1 or 0. The experiments tested the model's ability to segment textured images of various types, as can be seen from Figs. 11 and 12. These images are all 256 Â 256 pixels of 8 bit resolution. In each case, the number of classes was limited to 100 and no tuning was performed: the algorithm ran unsupervised, starting in each case at the same resolution of 8 Â 8 sites. In Fig. 11 , the refinement of the segmentation through the SMMAP procedure is evident, as is the improvement due to the boundary process. Table 2 summarizes the performance of the algorithm on this data, showing the pixel classification error rate of the region processing alone and for the combined region and boundary processing, along with the computational cost, in iterations per pixel, for the two processes. The error rate drops to less than 1 percent with the boundary process at the highest resolution and this is achieved at a normalized number of iterations per pixel of only 2. This figure is the sum of contributions from the various levels, each weighted by the number of sites on that level, divided by the number of pixels. Note that the algorithm terminates two levels above the image level because this is the highest resolution for which meaningful texture and boundary estimates can be made. For comparison, the same procedure was run with ICM instead of SA. As the results in Table 3 show, there is a roughly 30 percent reduction in computation, but the error rates for the deterministic algorithm are marginally worse. This finding was repeated in all the cases examined. In the second figure, a summary of the high-resolution segmentations is shown, for four combinations of two or more textures. The test images were 256 Â 256 pixels, with the textures taken from Brodatz's book. It should be noted that no additional information on the number of textured regions is required by the algorithm. These pictures illustrate the effectiveness of the overall technique and the utility of the boundary process, which both improves the subjective quality and lowers the misclassification rates: Typically, of the order of 1-2 percent, with the worst error rate in the four examples shown being 2.2 percent without the boundary process and 2.1 percent with it. Because of the multiresolution estimation, the overall number of iterations required to attain convergence was low-in the examples shown in Fig. 12 , the total number of iterations/pixel, combining all levels, was of the order of 2-4, combining both region and boundary processing. Tables 4, 5, 6, and 7 summarize the algorithm's performance on these images.
We have compared these results with those presented by a number of authors, including [11] , [19] , [4] , [5] , [21] , [36] , and [26] . It is hard to be categorical in such comparisons because no two authors use the same image data and clearly some methods are better adapted to certain classes of data than others. In their work on boundary detection, Geman et al. show a number of classifications of texture collages similar to the ones used here. It would appear that their approach shows the weakness of using a single resolution: their final labeling in Fig. 10a shows some obvious misclassifications, possibly due to the misalignment of the blocks with the texture boundaries. Unfortunately, no error rates are quoted for their segmentations. In other cases, where results are presented on textures, these are often less structured than the examples in Figs. 11 and 12. Making allowance for this, it seems fair to say that the results shown here compare well with those reported elsewhere.
CONCLUSIONS
In this paper, we have presented a new model for image analysis, which combines multiple resolutions and MRFs to describe image structure statistically. The model builds on earlier MMRF models, but has some features which make it particularly suited to some classes of image segmentation problem. In particular, it was shown that with the right choice of prior and observation models, the segmentation algorithm becomes independent of the number of regions and robust to 
