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Both two-dimensional (2D) carbon and VO2 thin film have attracted much attention 
in the past decade due to a wide range of potential applications arising from their 
interesting properties. For 2D carbon, apart from electrical transport across the 
nanosheet on which most researches have been focused on, electrical transport across 
the atomically sharp edge is equally interesting and important. Considering the 
challenges associated with forming a pure edge-contact to 2D carbon using 
conventional lithography techniques, an ultrahigh vacuum (UHV) nano-probe setup 
with accurately controllable probes is an ideal platform for characterizing 2D carbon 
at both its edge and surface. Such a setup is also suitable for studying the size-
dependent properties of VO2 thin film as no additional lithography, deposition and 
wire-bonding processes are required. In this context, we used an Omicron UHV nano-
probe system to perform systematic electrical measurements on 2D carbon and VO2 
thin films. The work was focused on (1) investigating local electron FE property of 
2D carbon, (2) studying the effect of sputtering deposition, focus ion beam milling 
and field emission (FE) on 2D carbon using point contact measurement, and (3) 
characterizing the oscillation behavior of Pt/VO2 bilayers.  
Firstly, local electron FE was performed on different types of 2D carbon to study 
the dependence of FE characteristics on the anode-to-cathode distance. It was found 
that the field enhancement factor increases with increasing anode-to-cathode distance. 
An analytical model based on simple electrostatics was developed to explain the 
experimental observations. Good agreement was achieved between the calculation 
results and experimental data, including those reported in literature. Our study on 
local FE from 2D carbon was then extended to modulation of the local FE current 
from carbon nanowalls (CNW, a type of 2D carbon), which was achieved by either 
varying the anode-to-cathode distance with the aid of an in-situ AC magnetic field or 
superimposing a small AC bias on a DC bias during the FE measurement. Current 
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modulation ratio of over two orders of magnitude was achieved with the modulation 
becoming more efficient at a smaller anode-to-cathode distance. The experimental 
results were discussed using the Fowler-Nordheim theory in combination with a 
simple cantilever model to account for the modulation effect. The experimental 
results demonstrated good static stability and dynamic controllability of local FE 
current from the CNW.  
Secondly, in order to examine the effect of local field emission on 2D carbon 
emitters, point contact measurement was performed on the edge of carbon nanowall 
(CNW) emitters both before and after local electron field emission measurements. 
This was motivated by our previous findings that the transport property of a 
metal/2D-carbon junction significantly depends on the contact orientation (either 
side- or edge-contact). Experimental results suggest that prolonged field emission at 
high emission current tends to induce loop formation of the graphitic layers at the 
edge of open-boundary type CNW. To simulate the effect of local field emission on 
2D carbon, we further performed point contact measurement on the folded edge of 
CNW and on the surface of highly ordered pyrolytic graphite (HOPG) before and 
after focus ion beam milling or RF sputtering. It was found that ion milling easily 
causes amorphization in graphitic layers and that sputtering deposition mainly 
reduces the graphitic crystallite size. 
Thirdly, we designed a simple Pt/VO2 bilayer oscillator in which the Pt overlayer 
served the dual purposes of heating up the VO2 and weakening the electric field in 
(and voltage across) the VO2. Stable and repeatable electrical oscillation was 
observed in UHV. Experimental results showed that the oscillation frequency 
increases with the bias current and/or with decreasing device dimension. In contrast 
to most VO2-based oscillators reported to date, which were electrically triggered, 
current-induced Joule heating in the Pt overlayer was found to play a dominant role in 
the generation of oscillation in Pt/VO2 bilayers. A simple model involving thermally 
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triggered transition of VO2 on a heat sink was able to account for the experimental 
observations.  
The results presented in this dissertation provide useful insights into the 
characteristics of local FE from 2D carbon and an alternative view of the triggering 
mechanism in VO2-based oscillators, which were made possible by using the unique 
nanoprobe setup in UHV. Many of these results were obtained for the first time, 
which may open more opportunities for exploiting 2D carbon and VO2 thin film in 
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CHAPTER 1 INTRODUCTION 
 
1.1 Background 
As the dimension of material structures and devices continues to shrink into the sub-
10-nm regime, there is an urgent need to develop tools that are suitable for 
characterizing electrical properties of materials at the nanoscale and in a well-
controlled environment, e.g., ultrahigh vacuum (UHV). As far as electrical transport 
is concerned, an ideal tool would be such that it should have four independently 
controllable probes with both nanometer-size and position accuracy, and the four 
probes should be installed in an UHV scanning electron microscope (SEM) chamber 
so as to allow localized electrical characterization in a controlled UHV environment. 
In the last few years, the laboratory in which I have been working has developed a 
nanoprobe system which consists of (i) a scanning electron microscope with spin-
polarization analysis (SEMPA), (ii) a scanning tunneling microscope (STM) or spin-
dependent STM (SPSTM), (iii) four independently controlled nano-probes (including 
the STM probe), (iv) a focused ion beam (FIB), and (v) a sample preparation and 
fabrication chamber with variable temperature and magnetic field features. Although 
this system was initially designed for magnetic research, it is also uniquely suited for 
electrical characterization of various types of nanostructures. In this work, we choose 
to focus on two-dimensional (2D) carbon and patterned VO2 thin films, with the 
background given below. 
Carbon is a material of wonder with many allotropes. Among them, 2D carbon 
(i.e. single-/few-layer graphene) has attracted special attention in the last decade. 
Despite of the fact that 2D carbon forms the basis of other carbon allotropes, it was 
the last experimentally found allotrope of carbon. Although a perfect 2D material is 
known to be unstable thermodynamically in a free-standing form, this does not 
exclude the possibility of existence of 2D materials with a finite size placed on a 
foreign substrate or with formation of finite curvatures.
1
  2D carbon was first found in 
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the form of “vertically aligned few layer stack graphene”, coined by Wu et al. as 
carbon nanowalls (CNWs).
2,3
 The CNWs were found to form inter-connected network 
structures with improved structural stability. The lateral size of the 2D carbon sheets 
that form the nanowalls ranges from 0.2 to several microns and its thickness is 
typically in the range of one to several nanometers. Structural studies showed that the 
2D carbon sheets contain graphite crystallites embedded in defective or amorphous 
host matrix.
1,4
 The size of the crystallites varies from sample to sample and sheet to 
sheet. Subsequent studies showed that some of the nanowalls are single or bilayer 
graphene sheets, though they are highly defective.
5
 In 2004, Novoselov et al. 
successfully exfoliated monolayer graphene onto insulating substrates by repeatedly 
cleaving bulk graphite using the “Scotch Tape Technique”.6 This simple and 
somewhat “crude” way of preparing graphene in single crystal form subsequently 
triggered wide interest in studying the properties and exploring the potential 
applications of different types of 2D carbon, ranging from electronics to photonics, 
spintronics, display, energy storage, mechanical devices, etc.
7-10
 For example, the 
atomically sharp edges and chemical inertness of 2D carbon make it one of the most 
attractive electron field emitters for applications including but not limited to electron 
guns for various kinds of electron microscopy, vacuum micro-/nano-electronics, high-
brightness displays and pressure sensors.
11-13
 The large surface area of 2D carbon 





 The high carrier mobility (~1.5 m
2
/V·s at 300 K and ~6 m
2
/V·s at 4 
K),
6
 tunable carrier mobility, defect-free 2D lattice and weak spin-orbit coupling 
make 2D carbon attractive for future spin field effect transistor applications.
17-20
 
Furthermore, the extraordinary thermal and mechanical stability, high electrical 






 low capacitance 
and ultra-thinness (i.e. a few atomic layers) makes 2D carbon a very promising 





Of our particular interest is the application of 2D carbon in field emission. 
Before 2D carbon burst on the scene, extensive studies have been carried out on field 
emission of both single- and multi-wall carbon nanotubes (CNT) prepared by 
different methods. Global turn-on electric field (defined here as the global electric 
field required for an emission current density of 10 μA/cm2) in the range of ~0.75 – 
7.5 V/μm and maximum emission current density (without destroying the CNT 
emitters) in the range of ~0.1 – 10 A/cm2 have been reported in large-area CNT films 
with a large anode-to-cathode distance (typically ~10 – 600 μm).26-32 Field emission 
characteristics are less sensitive to the types of nanotubes. The emission current was 
shown to be stable for over 20 hours at ~1 mA/cm
2
 but degrade gradually over a 
longer timespan up to 8000 hours.
33
 On the other hand, local field emission studies 
focused on a single CNT have demonstrated an impressive maximum emission 
current of 200 μA per tube and outstanding emission stability (400 nA for up to 54 
hours) in UHV.
34
 More systematic and detailed discussions of the field emission 
properties can be found in review articles.
35-37
 Compared to CNT the advantages of 
2D carbon, in particular, vertically aligned 2D carbon sheets such as CNWs, as a field 
emitter include large height-to-thickness ratio, rigidity and endurance.
1,38,39
 So far, 
various experimental efforts have been made to improve the field emission 
characteristics (such as turn-on electric field and stability of emission current etc.) of 
CNW/CNS; these include but are not limited to (1) reducing the screening effects 
among adjacent CNW/CNS flakes through selective growth,
40-44
 (2) improving the 
structure and morphology of CNW/CNS via fine tuning of the synthesis conditions, 
such as the types of carbon feedstock,
39







 and growth time,
38
 (3) chemical doping to 
reduce the turn-on field,
47-50
 and (4) surface treatment to improve the field emission 
characteristics of the as-grown CNW/CNS, such as selective coating of a thin layer of 
Mo2C,
51
 Au, Al and Ti,
52
 plasma surface modification
53
 and thermal desorption of 
absorbed hydrocarbons.
54
 Most of the experimental results can be successfully 
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explained by the Fowler-Nordheim (F-N) model
55
 which predicts a linear relation 
between emission current (I) and applied electric field (E) in the F-N plot [i.e. ln(I/E
2
) 
vs. 1/E], though slight modification is sometimes needed to better account for the 
experimental observations. So far, very low turn-on field (i.e. the macroscopic 
electric field for an emission current density of 10 μA/cm2) in the range ~0.23 – 6 
V/μm has been reported on large-area samples (typical sample area larger than 1 mm2) 
using a parallel plate configuration.
1,38,39,45,56-60
 A stable milliampere-level field 
emission current for a duration of 200 hours has been achieved with both the anode-
to-cathode distance and macroscopic applied electric field being kept constant.
59
 
These results demonstrate the great potential of CNW/CNS as an efficient electron 
emitter for various applications.  
Despite the experimental and theoretical efforts mentioned above, our 
understanding on the transport properties is still far from complete in the sense that 
most of the previously reported works have been performed on large-area samples at 
a large anode-to-cathode distance and reflect the collective property of 2D carbon 
emitters. In this context, the first part of this dissertation is devoted to investigating 
the local electron field emission properties of 2D carbon using a sharp metallic probe 
(sub-100 nm to several μm in size) at a small anode-to-cathode distance (from near 
contact to ~124 nm) in UHV. As the position of the probe is accurately controlled by 
a piezo-electric inertia drive, the sample-to-probe distance can be determined with a 
precision down to the nanometer scale after proper calibrations. The effect of field 
emission on 2D carbon is also investigated by performing point contact measurement 
at the edge of 2D carbon emitters before and after field emission measurement. 
In the investigation of 2D carbon, we found that the UHV nanoprobe system not 
only is a powerful tool for performing position-specific electrical characterizations 
but also makes size-dependent properties of materials readily accessible without the 
needs for additional lithography and wire bonding process. Therefore, our 
investigations were further extended to vanadium dioxide (VO2). This interesting 
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material has attracted much interest recently due to its ultrafast (typically picosecond 
or even faster) metal-to-insulator transition near the room temperature (~341 K for 
bulk crystals) and outstanding thermodynamic stability.
61-63
 From an application’s 
point of view, the abrupt transition with a very large change in resistivity up to over 
four orders of magnitude opens up new opportunities for a variety of potential solid-
state applications.
64
 As mentioned earlier in this chapter, there is a continuous 
demand to downscale the size of electronic devices which however creates a set of 
challenges including but not limited to maintaining channel controllability and 
efficient heat dissipation. The ability of sub-10nm VO2 thin film to transit between 
metallic and insulating states within an ultrafast time scale upon external stimulation 
may offer a valuable complement or alternative approach to realize low-power and 
ultrafast electronic switches.
65,66
 In addition, the nonlinear I-V curves and hysteresis 
associated with the phase transition can also be utilized to fabricate logic devices.
67
 
On the other hand, the abrupt and large change in the resistivity of VO2 changes 
across phase transition can also be utilized to design various kinds of sensors for 
detecting those external excitations/stimuli such as heat, light, electric field, 
hydrostatic pressure and strain. Another promising potential application of VO2 is 
electrical oscillators with tunable oscillation frequency, which can be useful in clocks, 
signal generators and telecommunications, etc. Among all the potential applications, 
VO2-based oscillator appears to be particularly interesting due to its simplicity in 
implementation and the ease of frequency modulation as compared to conventional 
oscillators which usually consist of active devices, piezoelectric components and/or 
RC circuits. 
Most of the VO2-based oscillators reported to date typically consist of a simple 
two-terminal VO2 device (either in-plane or out-of-plane), a serial resistor typically in 
the kΩ range (either externally connected or from the measuring circuitry), and a 
voltage source (a constant bias voltage with/without a superimposed pulse voltage).
68-
76
 When the applied voltage exceeds a certain threshold, the circuit will oscillate with 
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a frequency up to sub-MHz. It has also been shown that further optimizing the 
external circuit components (i.e. resistor or capacitor), scaling down the size of VO2 
pattern, doping VO2 with tungsten or illuminating VO2 with an infrared laser can help 
increase the maximum frequency to the MHz range.
72,75,77,78
 The underlying 
mechanism of oscillation has often been attributed to the alternative occurrence of 
insulator-to-metal transition (IMT) and metal-to-insulator transition (MIT) of VO2, 
which causes alternative division of the bias voltage between the VO2 device and the 
serial resistor. A distinct feature of the oscillation waveform is that the voltage across 
(and the electric field in) the VO2 device drops abruptly upon reaching a certain 
critical value (0.71 – 65 V/μm in terms of electric field) regardless of the bias method.  
So far, it has not been conclusive yet regarding whether the phase transition 
inside VO2-base oscillators is triggered thermally or electrically. Sakai found that the 
oscillation only occurs for certain combination of the source voltage and load 
resistance, and suggested an electric-field-induced transition model.
70
 Kim’s group 
proposed a modified percolative-avalanche model to account for the observed 
oscillation and also identified the electric field as the most likely candidate for driving 
the VO2 transition.
71,72,79
 Electrically triggered VO2 transitions have also been 
demonstrated by Beaumont et al. by using a DC current source and a novel out-of-
plane device structure [top-electrode/VO2(130 nm)/bottom-electrode] in series with a 
50 Ω resistor.73 The authors show that the fast transition time (10 – 12 ns) of their 
device cannot be explained by a simple Joule heating model alone. On the other hand, 
a Joule-heating-induced transition picture has also been supported by some works. 
Fisher observed oscillations in voltage-biased VO2 needles in series with 42 kΩ 
resistors and associated it with travelling semiconductor domains driven by Peltier 
effect at their boundary.
69
 This conclusion is supported by Gu et al.’s recent work in 
which W-doped VO2 nanobeams are connected to a parallel shunt capacitor (~100 pF) 
and biased with a current source.
77
 The authors conclude that the oscillation is 
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dictated by the Joule-heating-induced MIT, heat dissipation, the Peltier effect and the 
axial drift of single metal-insulator domain walls.  
To shed further light on the triggering mechanism of transition in VO2-based 
oscillators, the second part of this dissertation will be focused on the in-situ electrical 
characterization of the oscillatory behavior in Pt/VO2 bilayer devices.  
 
1.2  Motivation of This Work 
As mentioned earlier, 2D carbon has attracted attention as promising electron 
field emitter materials due to its large field enhancement factor (β) stemming from its 
unique shape and dimensions.
1,59,80
 Despite intensive investigations both theoretically 
and experimentally, however, the exact range of values for β and its quantitative 
dependence on the dimensions of 2D carbon and anode-to-cathode distance (d) are 
still debatable. The experimental values for β extracted from fittings to F-N plot55 
range from 10
3
 to 3 × 10
4
, based on experiments conducted on a variety of 2D 
carbons with d ranging from 20 to 1000 µm.
1,11-13,39,45,51,52,56-60,81-100
 Several theoretical 
studies have revealed that β is largely determined by the height to thickness ratio of 
2D carbon.
101-103
 Although these models are in qualitative agreement with 
experimental observations, the calculated values of β are at least one order of 
magnitude smaller than the experimental values and, in addition, a satisfactory 
explanation of the d-dependence of β has yet to be obtained.101-103 Considering the 
importance of β in understanding the field emission mechanism of 2D carbon, it is of 
crucial importance that additional data can be obtained from experiments conducted 
in an ultra-clean environment and using an experimental setup that allows for 
variation of d from near contact to the sub-micron regime with nanometer accuracy. 
Furthermore, it will be desirable to develop an analytical model that is able to account 
for the experimental results obtained so far on β both in the value and its dependence 
on the sample dimensions and d.     
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From an application’s point of view, 2D carbon emitters can find applications in 
nanoscale vacuum electronic devices. In addition to good static stability which has 
been clearly shown in many reported works in literature, good controllability over the 
emission current in a large dynamic range is also of crucial importance for those 
applications, such as those demonstrated in the gated field emitter design.
59,104,105
 
Since practical nanoscale vacuum electronic devices are normally based on electron 
emission from nano-sized emitters with the d in the nanometer range, it is of practical 
importance to explore both the static and dynamic emission characteristics of 
CNW/CNS in an experimental configuration which resembles the actual device 
design and at the same time allows to perform the experiments in a controllable 
fashion.  
In view of the above, we have used the UHV nanoprobe setup (to be discussed 
in details in Chapter 3) to investigate the relation between turn-on field and the 
anode-to-cathode distance for localized field emission from CNW/CNS samples by 
performing local field emission measurements in UHV. An analytical model based on 
basic electrostatics has been proposed to account for the dependence of the field 
enhancement factor on the anode-to-cathode distance. We subsequently proceeded to 
perform a systematic study of modulation of the field emission current from CNW 
using a sharp probe as the anode in the same nanoprobe setup. Modulation of the 
local emission current was achieved by either varying the anode-to-cathode distance 
with the aid of an AC magnetic field or superimposing a small AC bias on a DC bias 
during the field emission measurement. The experimental results are discussed using 
the F-N theory in combination with a simple cantilever model to account for the 
modulation effect. In order to examine the effect of prolonged field emission at a 
large current on 2D carbon emitters, we further performed point contact measurement 
on the edge of CNW emitters before and after local electron field emission 
measurement. This was motivated by previous studies in the same group that the 
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transport property of a metal/2D-carbon junction significantly depends on the contact 
orientation (either side- or edge-contact). 
After investigating the local field emission properties of 2D carbon, we further 
extended our study to VO2 thin films to make full use of the UHV nanoprobe setup 
which is best suited for performing position-specific and size-dependent electrical 
characterizations. As discussed in the previous section, the true triggering mechanism 
of phase transition in VO2-based oscillators is still under debate. Given the fact that 
the Joule heating effect on the transition of VO2 is closely related to the device 
geometry, the contact material and the bias current,
106
 our understanding on the 
potential role played by Joule heating in VO2-based oscillators is not complete yet. To 
unravel the true triggering mechanism of VO2 transition, we devised a structure 
which consists of only a Pt/VO2 bilayer and studied its oscillation characteristics 
under a constant bias current in UHV. In this design, the role of electric field in 
triggering the oscillation should be reduced since the current passes mainly through 
the Pt layer when VO2 is in the insulating state. On the other hand, current-induced 
Joule heating in the Pt layer is anticipated to play a dominant role. Therefore, the 
bilayer device configuration will help to provide an alternative view of the triggering 
mechanism in VO2-based oscillators. 
 
1.3  Outline of Thesis 
The remaining of this dissertation is organized as follows. Chapter 2 introduces 
some relevant theoretical aspects of 2D carbon, electron field emission and phase 
transition of VO2. Some basic theoretical concepts of electron field emission and 
point contact measurements are discussed.  
Chapter 3 first introduces the UHV nanoprobe setup that will be used 
extensively for most of the experimental works discussed in this dissertation. The rest 
of this chapter is then used to describe the growth of 2D carbon samples, the 
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preparation of probes with desired shape and size and the preparation of VO2 thin 
film. 
Chapter 4 presents the results of systematic local field emission study on 
different types of 2D carbon in UHV with the anode-to-cathode distance varied from 
near-contact to about 124 nm. We show that the enhancement factor of 2D carbon 
emitter is determined by the ratio between the anode-to-cathode distance and 
thickness of 2D carbon. An analytical model is developed to explain the increase of 
field enhancement factor with the anode-to-cathode distance. The enhancement factor 
at small anode-to-cathode distance was found to be smaller than unity due to the 
change of the local distribution of electric field at the 2D carbon emitter surface.  
Chapter 5 is focused on the dynamic properties of the local field emission 
current from CNW via. different approaches. We show that the local field emission 
current can be reproducibly modulated by over two orders of magnitude with the 
modulation becoming more efficient at a smaller anode-to-cathode distance. The 
experimental results are discussed using the F-N theory in combination with a simple 
cantilever model to account for the modulation effect.  
In Chapter 6, we use point contact measurement as a tool to investigate the 
effect of local electron field emission on 2D carbon. We show that high emission 
current induces loop formation in 2D carbon edge emitters which in turn deteriorate 
the emission current. We also simulate the above effect by using focused ion beam 
milling and RF sputtering deposition. Experimental results suggest that while 
sputtering damages 2D carbon by creating additional edges, ion beam milling easily 
induces amorphization of 2D carbon.  
Chapter 7 presents our first observation of stable electrical oscillation in Pt/VO2 
bilayer strips, in which the Pt overlayer serves the dual purposes of heating up the 
VO2 and weakening the electric field in the VO2. We show that the oscillation 
frequency increases with the bias current and/or with decreasing device dimension. 
Current-induced Joule heating in the Pt overlayer is found to play a dominant role in 
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the generation of oscillation in Pt/VO2 bilayers. A simple model involving thermally 
triggered transition of VO2 on a heat sink is used to account for the experimental 
observations.  
Chapter 8 summarizes the main experimental results of this dissertation and 
gives some suggestions for future works.  
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CHAPTER 2 THEORETICAL BACKGROUND 
 
This chapter starts with a brief introduction on some relevant theoretical aspects 
of 2D carbon with an emphasis on single-layer atomic carbon (i.e. graphene). Some 
basic concepts of electron field emission measurements are then discussed. The 
chapter is concluded with a brief introduction of the phase transition of VO2 thin 
films.  
 
2.1  Graphene – A Genuine Two-dimensional System 
Two-dimensional electron gas (2DEG) systems have been investigated for many 
years for both fundamental studies and practical applications. These artificial 2D 
systems are usually created in deliberately fabricated heterostructures such as Si/SiO2 
and III-V compounds. Basically, the charge carriers are confined in a potential well in 
one direction such that their motion in that direction is restricted and the energy is 
quantized. However, the carriers are free to move in the other two directions. If the 
width of the potential well is very narrow, most of the energy levels (except for the 
ground state) will be so high that the electrons will only stay in the ground state. As a 
result, the motion of the charge carriers is confined to the plane that is perpendicular 
to the width direction of the quantum well. Apart from these artificial structures, 2D 
behavior of carriers also exist in naturally formed materials such as the layered 
compounds (including but not limited to graphite, transition metal dichalcogenides 
and black phosphor) and the surface of liquid He. For the former case, adjacent 
atomic layers interact through weak van der Waal interactions and can thus be easily 
separated by applying an in-plane shearing force. In fact, this property of graphite has 
been known long ago and was made use of to make pencils. Although a single layer 
of atomic carbon was often not believed to exist in a stable form by most researchers 
until much recently, Wallace has derived the energy bands of graphene using a tight-
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binding approach as early as the year 1947.
107
 The following paragraphs show the 
basic electronic properties of graphene obtained from this approach. 
 
 
Fig. 2.1 (a) Honeycomb lattice of graphene in real space. a1 and a2 show the unit 
vectors. (b) shows the first Brillouin zone with b1 and b2 the base vectors defining the 
reciprocal lattice. K and K’ are the two inequivalent K points where the graphene 
Dirac cones are located.  
 
An ideal graphene is a single layer of carbon atoms arranged on a honeycomb 
lattice as seen in Fig. 2.1(a). The two lattice vectors are written as 
1 0 2 0
3 3 3 3
( , ), ( , ),
2 2 2 2
a a a a      (2.1) 
where the interatomic distance is a0 ≈ 1.42 Å. This set of lattice vectors are 
corresponding to a reciprocal lattice defined by the base vectors 
1 2 0
0 00 0
2 2 2 2
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     (2.2) 
By drawing perpendicular bisectors of all reciprocal vectors from the origin in the X-
Y plane, it is easily realized that the first Brillouin zone (BZ) of graphene is also  a 
hexagonal [Fig. 2.1(b)]. The corners of the first BZ are particularly important for the 
physics of graphene and consist of two inequilibrium K points where the Dirac cones 
are located. The positions of two of them are given by 
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The energy bands derived from the tight-binding Hamiltonian for electrons by 
considering only electron hopping to the nearest neighboring atoms have the form 
 0 0 0
3 3
( ) 3 2cos( 3 ) 4cos( )cos( ),
2 2
y y xE k t k a k a k a       (2.4) 
where t ≈ 2.75 eV is the nearest-neighbor hopping energy and the plus (minus) sign 
applies to the conduction (valence) band of graphene.
107
 Apparently, Equ. (2.4) 
suggests electron-hole symmetry which is broken if electron hopping to the next-
nearest neighboring atoms is considered in the derivation. A Taylor’s expansion of 
Equ. (2.4) around the K (or K’) point as k = K + q (q << |K|) gives an approximately 
linear dispersion relation 
2( ) | | [( / ) ],FE k v q O q K       (2.5) 
where q is the momentum measured from the Dirac points, vF ≈ 1 × 10
6
 m/s is the 
Fermi velocity of electron and the second term is the second order correction. It is 
worth noting that the Fermi velocity of graphene does not change with changing 
carrier momentum or energy, in sharp contrast with the case for other semiconductors 















      (2.6) 
where gv = 2 and gs = 2 account for the valley and spin degeneracy, respectively. 
Clearly, the carrier concentration near the Fermi level is very low. At this point of 
discussion, it should also be pointed out that the DOS of graphene is distinct from the 
DOS of free electrons. The former is linearly proportional to energy near the Dirac 
point, while the latter is proportion to E
1/2
. The unique energy dependence of DOS 
has a determinant effect on the transport properties of electrons in graphene. 
The local DOS (LDOS) of graphene can be probed experimentally by a few 
different techniques such as STM and point contact measurements. For STM studies, 
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most previously reported works have been performed on the surface,
109-112
 in the 
vicinity of nanopits
113
 and/or step edges
114
 of 2D carbon that lies flat on a substrate. 
However, there are three main drawbacks in using the STM technique to study the 
local electronic properties of 2D materials as discussed below. Firstly, the electronic 
properties of 2D carbon are easily affected by the substrate underneath due to its very 
low DOS near the Fermi level and ultimate thinness. Some metals substrates (such as 
Ni and Co) strongly perturb the characteristic linear DOS of graphene while others 
(such as Pt and Al) shift the Fermi level via. metal-induced doping.
115,116
 Besides, 
trapped impurities between the insulating substrate and 2D carbon can also bring 
additional challenges to obtaining the intrinsic electronic properties of 2D carbon 
using the STM technique. Secondly, the electron transport properties across a 2D-
carbon/metal junction depend on the relative orientation between the graphene basal 
plane and the current direction (i.e. side- or edge-contacted 2D carbon). However, the 
edge of free-standing 2D carbon cannot be easily accessed by an STM probe. Thirdly, 
the current-voltage (I-V) characteristics may vary with the sample-tip distance which 
is usually difficult to know.
117
 The I-V measurement normally needs to be done 
rapidly and the repeatability of the I-V curves is an important indication of the quality 
of the results. In this context, point contact measurement offers a valuable alternative 
for characterizing (quasi-)free-standing 2D carbon. As compared to STM in which a 
vacuum tunneling barrier separate the tip and sample surface, point contact 
measurement uses a sharp probe to form an electrical constriction with 2D carbon. 
Thus, the contact resistance can be as low as a few kΩ which is many orders of 
magnitude lower than the resistance of a typical tunnel junction in STM 
measurements. The damping effect from the physical contact between the sample and 
probe and from the possible contamination/oxide on the tip surface greatly enhances 
the stability of the junction. It is worth pointing out that contamination does not 





Certainly, an STM setup can also be used as a platform to perform 
measurements in the point-contact regime but it faces the same difficulty in accessing 
the edge of free-standing 2D carbon. An alternative for carrying out point contact 
measurement is the mechanically break junction (MBJ) technique, in which a thin 
graphite strip is slowly bent/pulled and torn apart until a narrow bridging constriction 
(usually graphite/multilayer-graphene/graphite) is left for transport study.
119
 However, 
multiple possible types of contact geometries (i.e. end-to-end, side-to-side and end-to-
side) can coexist at the junction at the same time. It is rather difficult to create a 
single contact type or even to know the exact contact geometry.
119
 Furthermore, the 
preparation of sample is very tedious and time-consuming. Therefore, a nano-sized 
metallic probe whose position can be accurately controlled and monitored under an 
in-situ SEM is an ideal tool for characterizing (quasi-)free-standing 2D carbon in the 
sense that it can be easily approached to both the edge and the surface of a 2D carbon 
and that no complicated sample preparation process is required.  
The term “point-contact microscopy (PCM)” was introduced by Smith et al. in 
1986 when they performed point-contact imaging on graphite surface.
120
 In 1992, 
Agrait et al. were the first to have used a low-temperature STM to investigate the 
DOS features in the I-V characteristics of graphite surface in both the tunneling and 
the point-contact limits.
117
 They found that the transition between these two limits is 
gradual and that the differential conductance in the point-contact regime was 
dominated by features of graphite DOS. Similar results were obtained by Berger et al. 
who electrically characterized Hg/HOPG side contact in air.
121
 In 2012, systematic 
point contact measurements on both edge- and side-contacted 2D carbon was 
performed in our group with a W nanoprobe in UHV.
122
 Two different types of 2D 
carbon both with free-standing edges above the substrate surface were chosen to 
minimize the substrate effects. The first types of 2D carbon was few-layer graphene 
(FLG) obtained in situ through mechanical exfoliation of highly ordered pyrolytic 
graphite (HOPG) by using a large-size probe which itself was also used to form a 
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low-resistance contact with HOPG for a closed current loop in the subsequent 
electrical measurements [Fig. 2.2(a)]. The second type of 2D carbon was CNW which 
are graphene nanosheets grown almost vertically on a flat Cu substrate [Fig. 2.2(b)].  
 
 
Fig. 2.2 SEM images of a few-layer graphene peeled off in situ (a) and CNW (b). 
 
 
Fig. 2.3 Schematic of relative orientation of graphene Fermi surface with 
respect to the current direction for the case of a side contact (a) and an edge 
contact (b). 
 
It was found that edge contact on both types of 2D carbon exhibited a clear 
linear dI/dV – V relationship, which is a direct indication of the linear DOS of 
graphene. What is more interesting is that side contacts on both types of 2D carbon 
were characterized by a nonlinear dependence (
3/2/dI dV V ). The difference in 
the dI/dV – V relation can be understood intuitively by taking into account the 
relative orientation of the graphene Fermi disk with respect to the current direction at 
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the point contact. In order to enter graphene, all electrons in the current flowing from 
the W probe to the 2D carbon must possess a finite momentum along the current 
direction, which is normal (parallel) to the graphene basal plane for the case of side 
(edge) contact. While an edge-contacted 2D carbon can provide states for arriving 
electrons, a side-contacted 2D carbon does not have any electron state of out-of-plane 
wavevector to accept them [Fig. 2.3(a)]. Therefore, the out-of-plane wavevector 
component of the latter has to be relaxed upon arriving at side-contacted 2D carbon. 
For a more quantitative understanding of the case that the probe axis is normal to the 
basal plane of 2D carbon (i.e. side contact), the authors further proposed an analytical 
model to estimate the dI/dV – V relationship.122 The calculation is reviewed below. 
Assume that the external bias voltage (V) is shared equally by the shift of Fermi 
levels of both graphene and the metal probe. Then on the metal probe side, one has 
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where m
*
, kt and ktF are the effective electron mass, electron wavenumber and the 
Fermi wavevector of the probe, respectively. Since t tFk k  and tF tFk m v
 , Equ. 
(2.7) can be rewritten as 
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where 
' 2
/ /tk  and 
' 2
tk   are the lateral and longitudinal wavevector components of 
electron in the tip, respectively. The wavevector measured from the Fermi surface is 
given by 
'
t t tFk k k  . A simple rearrangement of Equ. (2.8) for 
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where GE  and 
'
/ /Gk  are the energy measured from the graphene Dirac point and the 
lateral wavevector of graphene, respectively. Substituting Equ. (2.9) into Equ. (2.10), 
one obtain the graphene DOS in 
'
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Let’s further assume that the W probe is a reservoir with infinite number of transport 
channels and all graphene states can accept arriving electrons from the probe with a 
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where 
'
maxtk  is the maximum kinetic energy of conduction electron and is determined 
by the bias (i.e. eV/2). The expression of 
'
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By substituting Equ. (2.13) into Equ. (2.12) and perform the integration, it is straight-








     (2.14) 





2.2  Electron Field Emission 
Electron field emission (FE) is one of the very few unique quantum mechanical 
phenomena that can be observed at room temperature. It normally occurs at the 
surface of conductive materials (i.e. emitter) where the external applied electric field 
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is sufficiently high (10
9
 – 1010 V/m) to significantly narrow the width of the potential 
barrier (such as vacuum) between the emitter and the collector so that the electrons in 
the emitter have a non-negligible probability to tunnel out of the emitter. In 1928, 
Fowler and Nordheim gave the earliest quantitative descriptions of the FE 
phenomenon
55,123
 and their result has agreed with experimental observations so well 
that it is still being cited in most of the FE works reported nowadays. The following 
paragraphs present their main result (also known as the F-N theory or F-N model) by 
starting with the basic assumptions.    
The F-N model considers an infinitely flat emitter surface and treats field 
emission as a one-dimensional (1D) problem. The electrons in the emitter are free 
electrons obeying the Fermi-Dirac distribution. It is also assumed that the externally 
applied electric field only effects on the shape of the vacuum barrier and does not 
penetrate into the metallic emitter. The last assumption is adequate since screening 
effect is strong in bulk metal due to a very large number of free electrons. Thus, the 
field emission current can be rewritten as 
0
( ) ( , ) ,kx kx x kxI eS n E D E E dE

         (2.15) 
where , ,kx xS E E  and ( )kxn E  are the emission area, the part of kinetic energy carried 
by the electron momentum normal to the emitter surface, external electric field 
normal to the emitter surface and the supply function (i.e. the number of electrons 
with energy between Ekx and Ekx + dEkx incident on a unit area of the emitter surface 
from inside the emitter in unit time), respectively. The transmission probability
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where A ≈ 1.54 × 10-6 AV-2eV and B ≈ 6.83 × 103 eV-3/2Vμm-1 are almost constant in 
the electric field range 10
9
 – 1010 V/m. ϕ is the work function of the emitter. Equation 
(2.16) suggests that the I-Ex relationship should be linear if it is plotted in the so-
called F-N coordinate [i.e. 
2ln( / )xI E vs.1/ xE ]. In practice, electron emitters are 
normally shaped into sharp tips which can greatly enhance the local electric field by a 
geometrical enhancement factor β. Thus, Ex is often replaced by βEx and Equ. (2.16) 
becomes the classic F-N equation that is often cited: 
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        (2.18) 
The F-N equation is obtained by assuming that the electrons in the emitter are 
free electrons and that the dispersion relation is quadratic. While this assumption is 
justified for metallic emitters, its applicability to field emission from 2D carbon has 
not been conclusive so far. Xu’s group has suggested that the F-N relationship is not 
applicable to 2D carbon and the charge carriers inside 2D carbon see an effective 
potential barrier larger than the work function due to the quantum confinement felt by 
the electrons in the thickness direction.
103,125
 However, this classical treatment is not 
justified because the charge carriers in graphene are Dirac Fermions with only in-
plane momentum. Besides, the DOS of 2D carbon has not been taken into account. 
Wang et al. argued that an armchair edge has a lower effective potential barrier than a 
zigzag edge does and contributes dominantly to field emission current. The authors 
further proposed a semi-classical model which takes into account the linear DOS of 
graphene (π-bond character) and field penetration.126 This is in contrast to the first 
principle calculation results on graphitic ribbons by Watanabe’s group which 
suggested that the edge structure (i.e. armchair or zigzag) does not significantly 
influence the emission current and that π states have negligible contribution due to 
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screening effect. Instead, dangling-bond states (either at the edge or atomic vacancies) 
are the main source of emission current regardless of the relative orientation between 
the graphene basal plane and the external electric field.
127,128
 Nevertheless, it remains 
elusive whether energetically unflavored dangling bonds are stable during field 
emission.  
 On the other hand, the F-N model has been widely used to account for 
experimentally observed field emission from large-area 2D carbon samples. Linear F-
N curves have often been reported on various types of 2D carbon emitter,
56,87,129,130
 
while superlinear F-N curves can occasionally been found.
96,131,132
 Obraztsov et al. re-
derived the F-N equation by assuming a normal distribution of the emitter size in a 
large-area sample and showed that such non-uniformity caused excess emission 
current and upward curvature in the F-N curve.
132
 Abrupt downward bending feature 





 samples. It is likely to be of extrinsic origins such as surface 
absorbate,
1,134
 physical deformation of the emitter and/or poor adhesion
133
 between 
the emitters and substrate, and thus does not reflect the intrinsic field emission 
properties of 2D carbon.  
 
2.3  Metal-insulator Transition in VO2 Thin Films 
Recently, VO2 thin film has attracted much attention due to its ultrafast MIT and 
IMT near room temperature (340 – 344 K). Before discussing the details of the 
transition, it is helpful to first introduce the definition and classification of insulator.    
In solid-state physics, electrical conduction in a material is due to electron 
transport under a non-equilibrium condition. Electron transport is basically influenced 
by the periodic potential from positive ions, Coulomb interaction with the 
surrounding electrons and externally applied electric/magnetic fields. If we assume 
that the external field is weak so that conduction occurs near thermal equilibrium, we 
23 
 
can define an insulator as one with zero static electrical conductivity in a weak 
electric field at 0 K. In mathematical form, it has
135
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where α and β (= 1, 2, …) are the dimension of the system, and ( , )q  is the 
conductivity tensor as a function of momentum and frequency. It should be noted that 
a clear distinction between conductor and insulator exists only at 0 K at which static 
ion configuration can be assumed.  
The simplest case of an insulator is the band insulator described by Wilson in 
1931.
136
 In this model, the conduction electron is assumed to move through an ideal 
lattice free of static deformation/disorder and its motion is dominated by electron-ion 
interaction. For a 1D case, the interaction between electrons and the periodic ion 
potential opens a band gap in the quadratic dispersion relation (i.e. E-k relation) at 
/k a , where a is the lattice spacing (Fig. 2.4).
137,138
 There is no electronic state 
for conduction electrons inside the band gap since solving the Schrodinger’s equation 
with energy in the band gap gives exponentially decaying/growing solutions. The 
Pauli Exclusion Principle requires that a maximum of two electrons of opposite spin 
can occupy one orbital simultaneously.
139
 As a result, the electrons have to fill up the 
state from the lowest available energy at 0 K.  If the highest occupied energy level 
(i.e. Ek) resides in an energy band, the band is partially filled and electrons at Ek can 
freely move to form an electrical current. On the other hand, if the lower band is 
completely filled while the higher band is completely empty, the material is a band 
insulator because no empty state is available for electrons to move into in a weak 
electric field at 0 K. This is the case for a 1D crystal with divalent atoms. In fact, 
similar arguments for three-dimension crystals can show that a band insulator always 













Fig. 2.4 An E-k diagram 
showing the band gap and bands 
of a 1D crystal with lattice 
spacing a. 
 
As mentioned above, the electrons in 1D crystal with monovalent atoms fill up 
the lower band while leaving the higher band empty. It is tempting to assume that a 
1D crystal with monovalent atoms is a conductor at 0 K. However, it was found that 
many such materials (such as TTF-TCNQ, a set of long organic molecules) exhibit an 
MIT at low temperature due to slight static lattice deformation to pair up neighboring 
ions (i.e. dimerization) and a commensurate charge-density wave of the 
electrons.
141,142
 Consequently, the lattice parameter doubles (i.e. 2a) and a band gap 
opens at / 2k a   which is exactly the Fermi wavenumber of a monovalent 1D 
crystal since each atom only contributes a single electron. In this case, the lower band 
is fully filled by electrons while the upper band is completely empty at 0 K. Although 
elastic deformation of the ions increases the energy of the system, the band gap 
opening reduces the energy of the electrons with wavenumber approaching / 2a in 
the lower band. If this energy reduction outweighs the energy cost of elastic 
deformation, lattice deformation and band gap opening is energetically favored.
137,143
 
In fact, it has been suggested by Peierls that such dimerization is always present in an 
atomic chain with equally spaced monovalent atoms at a low temperature provided 
that the band gap is narrow.
144
 At a high temperature, some electrons are thermally 
excited to above the band gap and, as a result, dimerization cannot reduce 
significantly the overall energy of the system. Thus, IMT transition is expected to 





 This type of materials is termed Peierls insulator and the dimerization is 
called Peierls transition. Certainly, Peierls insulator is not restricted to 1D organic 
molecule and its occurrence generally requires that a small lattice deformation gives 
rise to only completely filled or empty bands at 0 K.
143
 
Both the band insulator and Peierls insulator discussed above have considered 
the interaction between one single electron and the ion potential and do not explicitly 
take electron-electron correlation into account. Their successfulness in explaining the 
electrical conductance behavior of many materials partially relies on the fact that the 
long-ranged Coulomb interaction between electrons is effectively screened in systems 
with itinerant electrons. Nevertheless, it was found that some materials (such as cubic 
NiO) that were predicted by the band insulator model to be a metal turned out to be 
an insulator.
145
 Mott in 1949 discussed this problem with a cubic crystalline array of 
monovalent atoms and argued that the array could transit from a metal to an insulator 
by lowering the free electron density to below a critical value given by 
1/3 0.2HN a 
where aH is the Bohr radius.
146
 Hubbard later formalized this discussion by including 
an additional on-site Coulomb repulsion term in the tight-binding approximation 
(later known as the Hubbard model). Thus, the Hubbard Hamiltonian for a 1D chain 








i j j i i i
i j i




                         (2.20) 
where t, σ, U and <i, j> are the hopping integral determined by the overlapping of 
electron wavefunctions, spin polarization ( or  ), the activation energy given by 
difference between the ionization energy and electron affinity, and nearest neighbor 
index, respectively. 
†
,ic  , ,ic   and 
†
, , ,i i in c c   are the creation, destruction and 
number operator, respectively. The first term in Equ. (2.20) is the kinetic energy term 
from the tight-bind approximation. The second term only considers the Coulomb 
repulsion between two electrons sitting on the same atom. Equation (2.20) suggests 
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that the system is metallic for small lattice spacing due to significant overlapping of 
electron wavefunctions and enhanced screening. When the lattice spacing is increased 
beyond a certain critical value (not too large for tunneling) , the on-site repulsion term 
begins to dominate and it leads to the formation of a band gap. Thus, the system 
transits to an insulator at 0 K. At this point of discussion, it is worth noting that the 
IMT in these Mott-Hubbard insulators can be observed at a finite temperature as long 
as the thermal energy is small as compared to the band gap.  
There are still other types of insulator. For example, the concept of Mott-
Hubbard insulator discussed above can be further supplemented by including the 
long-range order of the magnetic moments in the insulating state (i.e. Mott-
Heisenberg insulators). Besides, the interaction between free independent electrons 
with randomly distributed impurities can also results in an insulating state (i.e. 
Anderson insulators). Recently, intensive researches are also being carried out on 
topological insulators. A detailed review of these insulators will be beyond the scope 
of this thesis. It should be pointed out that classifying real materials is usually not 
straight-forward since all different electron interactions (i.e. electron-ion, electron-
deformation, electron-electron and electron-disorder interaction) are normally present 
simultaneously. One example of such disputed systems is VO2 which is discussed 
below. 
VO2 is a strongly-correlated electron system and has been studied both 
experimentally and theoretically for over fifty years. The complicated interplay 
between the crystal lattice and the electronic degree of freedom inside VO2 has made 
its structural and electronic behavior very sensitive to temperature. At high 
temperature, VO2 has a rutile structure (R) and it transits into a less-symmetric 
monoclinic structure (M1) upon cooling down to the critical transition temperature at 
about 340 K.
148,149
 Figure 2.5 (a) and (b) show the rutile (metallic) and monoclinic M1 
(insulating) structure of VO2, respectively. The rutile structure can be seen as a body-
centered tetragonal lattice consisting of vanadium atoms. Each of the vanadium atoms 
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is surrounded by eight oxygen atoms which together form a near-perfect octahedron. 
The orientation of the oxygen octahedrons centered at the corners and center of the 
tetragonal differs by 90˚ about the tetragonal c-axis [Fig. 2.5(a)]. During the structural 
transition of VO2, the oxygen atoms stay almost at their original positions while the 
vanadium atoms along the tetragonal c-axis shift to pairs up (i.e. dimerization) and 
form a lateral zigzag displacement [Fig. 2.5(b)].
150
 Thus, the resulted monoclinic M1 
cell is of twice the size of the rutile cell. As a result, the crystal increases along the 





Fig. 2.5 (a) The rutile structure and (b) Monoclinic M1 structure of VO2. Figures are 




Simultaneously accompanying the structural transition is the change in the 
electronic properties of VO2. In 1971, Goodenough proposed schematic energy band 
diagrams for both the rutile and monoclinic phases of VO2 to explain the phase 
transition of VO2.
149,153
 Since then, similar schematic band diagrams and explanations 
have been widely adopted by many works [Fig. 2.6(b)]. Firstly, the oxygen 2p and the 
vanadium 3d orbitals hybridize to form σ, σ*, π and π* bands. The σ and π bands are 
completely filled and are mainly of oxygen 2p character. On the other hand, the σ* 
and π* bands are dominated by the vanadium 3d orbitals and constitute the so-called 
3d// and the isotropically dispersing 3dπ
*
 bands located at and above the Fermi level of 
the metallic VO2.
150
 Upon structural transition of VO2 from rutile to monoclinic phase 




band with bonding character and a higher completely unfilled band with antibonding 
character (i.e. 3d//
*
) by an amount of ~2.5 eV
154
 as shown in Fig. 2.6(b). In addition, 
the 3dπ
*
 band shifts to higher energy by ~0.5 eV
154
 due to the dimerization of the 
vanadium atoms as mentioned earlier. As a result, a band gap is formed in VO2 with a 
monoclinic structure. Thus, the change in electrical resistance across phase transition 
can be as large as over four orders of magnitude. For VO2 films of good quality, the 
transition between the M1 and the rutile phase usually occurs very abruptly in terms of 
both transition time (typically in the order of picosecond) and temperature span 
(within a few ˚ C).  
 
Fig. 2.6 (a) A schematic of the projected structure of VO2 in the monoclinic M1 phase 
(upper) and tetragonal R phase (lower). (b) Band diagrams of VO2 for both phases. 




The reversible temperature-induced transition of bulk single-crystal VO2 (i.e. 0.1 
mm in size) at ~341 K was first reported by Morin in 1959.
156
 Since then, the phase 
transition process of different forms of VO2 (such as bulk crystal, powders and thin 
film etc.) and the underlying transition mechanism have been intensively studied. So 
far, it has been reported that the transition of VO2 can be triggered by different 









Despite intensive experimental and theoretical efforts, the physics underlying VO2 
transition is still under debate.
162-164
 Some studies favor a Peierls transition picture in 
which the transition originates from electron-lattice interactions. Basically, during the 
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transition of a Peierls insulator, lattice deformation first changes the periodic lattice 
potential and in turn results in a change in the band structure and electronic property 
(such as the conductivity). Based on the results of local density approximation 
calculations on the monoclinic M1 structure, Wentzcovitch et al. suggested that it is 
more appropriate to categorize VO2 as a Peierls insulator.
162,164
 Cavalleri et al. 
performed ultrafast spectroscopy on VO2 thin films and report evidence of a delay in 
IMT with respect to an ultrafast hole injection.
165
 On the other hand, most other 
evidence suggests a Mott transition model in which electron localization and 
Coulomb repulsion play a critical role in inducing the transition and the structure 
change is just an accompanying phenomenon.
163,166-168
 For example, Kim et al. carried 
out femtosecond pump-probe measurements and observed an intermediate non-
equilibrium phase in-between the structural phase transition (SPT) and IMT.
167
 
Eguchi et al. used bulk sensitive resonant photoemission spectroscopies to directly 
observe the Mott-Hubbard bands in VO2.
169
 More recently, it has also been suggested 
that the transition of VO2 may be better understood as the combination of both Mott 
and Peierls transition.
170-172
 Therefore, more investigations and deterministic evidence 
are still needed in order to draw a conclusion and put an end to this five-decade-long 
debate. 
 
2.4  Conclusion 
This chapter aims to provide some theoretical backgrounds for the experiments 
presented in the rest of this thesis. It starts with a brief introduction on the unique 
electronic band structure near the Dirac point of graphene and a comparative 
discussion on two experimental techniques (i.e. STM and point contact measurement) 
that can be used to probe the LDOS of 2D carbon. Compared to STM, point contact 
measurement using a precisely controllable sharp metallic probe in UHV is more 
stable and has easy access to (quasi-)free-standing edge of 2D carbon. It thus 
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provides a valuable alternative to investigate the local properties of low dimensional 
materials. The second part of the chapter discusses the assumptions and main results 
of the F-N model for electron field emission in details.  A review of the previous 
works focused on electron field emission from 2D carbon shows that field emission 
from 2D carbon largely follows the F-N relation although such agreement is not fully 
understood yet. The debate on the applicability of the F-N model to electron field 
emission from 2D carbon is still on-going and this subject deserves more systematic 
theoretical and experimental studies under well-controlled conditions. The last part of 
this chapter discusses the basics of the phase transition mechanism in different types 
of insulators. A review of the previous works on VO2 transition suggests that VO2 is 





CHAPTER 3 EXPERIMENTAL DETAILS 
 
3.1 Omicron Nanoprobe System 
The Omicron UHV system consists of a nanoprobe chamber, an FIB chamber 
and a preparation chamber. All these chambers are maintained in an ultrahigh vacuum 
environment separately by four-stage pump stations, each of which consists of a 
rotary pump, a turbo-molecular pump (TMP), an ion pump and a titanium 
sublimation pump. A UHV transfer chamber that connects all the three main 
chambers and a load-lock chamber (pressure in the range of 10
-9
 mbar) allows for in-
situ sample transfer between the chambers. A photograph of the UHV system is 
shown in Fig. 3.1.  
 
Fig. 3.1 Photograph of the Omicron UHV System. 
 
All electrical characterizations in this thesis were performed in the UHV 
nanoprobe system with a base pressure better than 2.210-10 mbar at room 
















independently controllable nanoprobes and each probe module uses a piezoelectric 
inertia drive to achieve step motion with nanometer precision. Furthermore, the auto-
approach capability of the probes ensures safe and non-destructive approach of probe 
to the sample surface. The whole UHV system is installed on a vibration isolation 
table using air legs, which itself is placed on the ground floor of a building to further 
minimize external disturbances. All these are crucial for achieving precise control of 
anode-to-cathode distance in field emission measurements and for forming stable a 
point contact of the desired zero-bias resistance (ZBR) in point contact measurements. 
The in-situ SEM allows for site specific electrical measurements down to nanometer 
scale during measurements. The sample stage is fitted with an electromagnet which is 
able to supply a vertical/horizontal field up to 2000 Oe near the sample surface. The 
field can be controlled by an external bipolar power supply. All nanoprobes and the 
sample stage can be connected to external electrical circuits through BNC connectors. 
Figure 3.2 shows a photograph of the sample stage and schematic of the probe and 
electromagnet setup. All measurements were carried out in a Labview-based program 
which synchronises all source meters and allows real-time monitoring of 
measurements. 
 






















3.2 Growth of Carbon Nanowalls  
The carbon nanowall samples used in work was grown by the microwave 
plasma-enhanced chemical vapor deposition (MPECVD) technique using the Carbon 
Nanotube Deposition System (CN-CVD-100, ULVAC Ltd., Japan). A photograph 
and a schematic of the system are shown in Fig. 3.3. Detailed steps for the growth are 
described below. 
A SiO2/Si or Cu foil was thoroughly cleaned in acetone and then in IPA in an 
ultrasonic cleaner. The duration for both cleaning session was 6 minutes. The sample 
was drawn out of the IPA in such a manner that its surface was vertical to the solution 
surface. The sample was immediately flushed by DI water to remove IPA residue and 
was then blown dry by dry N2 gas before loading into the MPECVD.  
After sample loading, the deposition chamber was pumped down by a rotary 
pump. The base pressure dropped to < 1.33 mbar within a few minutes. To burn off 
the oxygen and other residue gas in the chamber, the microwave generator (500 W) 
was turned on with no gas fed into the chamber. The generated microwave was 
guided to the center of the chamber (i.e. the quartz tube) to ignite and sustain plasma. 
The plasma would turn whitish due to the reduction of gas species in the quartz tube 
and die out in a couple of minutes. This process brought the base pressure down to 




Fig. 3.3 Photograph of the Carbon Nanotube Deposition System and a schematic of 
its deposition chamber. 
 
A substrate bias up to 150 V can be applied if desired. H2 (typically 40 sccm) 
was subsequently fed into the chamber through a mass flow controller. An H2 plasma 
was ignited to preheat the sample to 600 – 700 ˚C (can be measured by an infrared 
pyrometer) and also to remove the oxide layer on the sample surface. The H2 plasma 
was maintained for 10 – 15 minutes before CH4 was fed into the chamber. The 
H2:CH4 flow ratio was typically 4:1 to 8:1 and the working pressure is ~1.33 mbar, 
which was controllable with a bellows sealed valve. The microwave generator 
automatically turned off itself when the preset growth time of 5 – 10 minutes was 
reached. This also stopped the plasma. The feed gases were then turned off and the 
chamber was left to natural cooling before being vented by purified N2 gas. 
 
3.3 Preparation of Nanoprobes 
3.3.1 Ex-situ Fabrication of Nanoprobes Using the Lamella Drop-off Technique 
Nanoprobes (W or Ni) of different sizes and shapes were used for manipulating 
nanosized materials and performing localized electrical characterization in this work. 
Commercially available probes were not used mainly because they were typically as 


















drop-off method with a simple custom-made electrochemical etching setup, as shown 
in Fig. 3.4(a). The main idea of this technique was to create an etching neck on a wire 
with the aid of a thin etching solution membrane formed in a gold (or Pt) ring. 
Etching started once an electric current was passed through the neck and 
automatically stopped when the etching neck broke. The lower tip would fall into a 
small hole in the sponge placed below with the sharp end pointing upwards to avoid 
crashing. The lower tip was then flushed by DI water and rinsed in IPA. The upper tip 
continued to be etched unless the bias current was cut off. Even a delay of 1 ms in 
cutting off the current after the breaking of the etching neck would greatly 
compensate the sharpness of the nanoprobe. Loading the as-fabricated probe into 
vacuum (i.e. load-lock chamber) immediately was most preferred. However, if this 
was not possible, the probe was immersed in pure IPA to slow down the oxidation. 
 
 
Fig 3.4 (a) Custom-made electrochemical etching setup for fabricating W 
nanoprobes. (b) Forming lamella of reproducible thickness.  
 
For local electrical characterization, probes with moderate sharpness and 
statistically reproducible shape and size were often more desired than very sharp 
probes that were difficult to reproduce. In this case, forming lamella with a 
reproducible thickness was important since it was closely related to the length of the 

















solution into the lamella until excess etchant dropped down by itself due to 
gravitational force [Fig. 3.4 (b)]. The thickness of the lamella was thus determined by 
the diameter of the gold ring and the surface tension of the etchant.  
 
Table 3.1 Fabrication conditions for W and Ni probes.  




VAC = 1.8 – 2 V, 
80 Hz 
o H2 and tungstate by-products are 
produced. 
o Tungstate flows down and settles at 
the bottom of the lamella, preventing 
the W wire near the bottom surface of 
the lamella from being etched. 
o Typical probe size: 100 nm. 




VDC = 3.42 V 
o Insoluble greenish by-products are 
produced. 
o Too low voltage produces a hollow 
structure above the lamella and a very 
blunt tip below the lamella. 
o Too high voltage produces a ball-
shaped tip due to the local heat 
released from the recoiling force 
when the etching neck is pulled 
broken by the gravitational force.  
o Typical probe size: 20 – 40 nm 
o Success rate: > 70% 
o An electrochemical micro-polishing 
in Ni plating solution can significantly 
improve the cleanness of the as-
fabricated probe without much 
compensating the sharpness. 
o Fabrication of Co tip follows a similar 
recipe. 
 
3.3.2 Tip Approaching Procedures 
Electrical characterization of thin film materials requires very careful tip 
approaching techniques. For this purpose, a detailed tip approaching procedure was 
prepared and followed.  
After being transferred from the load-lock chamber into the characterization 
chamber, the fabricated nanoprobes were first approached to ~1.5 mm above the 
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sample surface with a coarse positioner and by visual inspection from the chamber 
window. For samples with a very smooth surface, a reflection of the probe in the 
sample surface could be seen when the tip of the probe was close to the sample. The 
SEM was then turned on and focused on the sample surface. The probes should be 
out-of-focus and show a very blur image on the SEM screen. A relatively fast speed 
was used to lower the height of the probes while the SEM image of the probe was 
closely monitored until the apex of the probes was almost in focus. At this stage, the 
probe should be quite close (a few to a few tens of micrometers) to the sample surface. 
For conductive sample which was grounded through the sample stage, an auto-
approaching function (the same as in STM) could be activated to reduce the probe-to-
sample distance into the tunneling regime. The feedback of the probe controller was 
then disabled and the height of the probe could be manually adjusted while the 
differential resistance of the contact was closely monitored by passing a 1 μA AC 
current through the junction. On the other hand, a blunt W probe had to be sacrificed 
to ground the sample if the sample was prepared on an insulating substrate (such as 
CNW/SiO2). In this case, the grounded blunt probe was first firmly pressed onto the 
sample surface (i.e. CNW in the case of CNW/SiO2) to form a low resistance 
electrical contact. The same auto-approaching function was then used to approach 
another sharp probe to the sample surface (i.e. the top edge of CNW) in a 
nondestructive manner.   
 
3.3.3 In-situ Shape Formation of Nanoprobes 
For local field emission measurements, an anode with a smooth surface without 
sharp protrusions was crucial in determining accurately the anode-to-cathode distance 
and obtaining good reproducibility. A ball-shaped probe (W or Ni) of desired size 
(100 nm – 2 μm) could be prepared through a 3-step in-situ local electrical melting 
process by first applying a bias of appropriate amplitude between a sharp probe apex 
and the body of a relatively blunt W probe and then bringing them into contact for a 
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self-limited discharge [Step 1 – 2 of Fig. 3.5(a)]. The source meter used was typically 
a Keithley 6221 with the current preset at 1 mA and compliance at 2 – 10 V. Upon 
formation of contact between the two probes, a closed current loop was immediately 
established and within a very short interval, the local heat generated by electrical 
discharge molt the apex of the anode probe into a sphere and automatically opened 
the circuit [Step 3 of Fig. 3.5(a)]. Figure 3.5(b) shows some typical SEM images of 
probes as prepared (sub-100 nm in apex size) and after (600 – 2200 nm) the local 
electrical melting process. 
 
 
Fig. 3.5 (a) A 3-step schematic of the local electrical melting process. (b) Typical 
SEM images of probes as prepared and after the electrical melting process. All scale 
bars are 1 μm. 
 
3.3.4 Calibration of Probe Step Height 
Prior to field emission measurements, calibration measurements were 
performed to determine the step size of the probe (i.e. anode) using gold pads of 
different heights (0.2 – 2 µm), formed on a flat and heavily doped silicon substrate 
using standard optical lithography (Fig. 3.6). The exact height (hex) of these patterned 














procedure was as follows. Firstly, a sharp probe was first approached (or lowered) to 
tunneling regime of the surface of a gold pad using the auto-approach function of the 
nanoprobe controller (Step 1 in Fig. 3.6). After a high-resistance electrical contact 
was achieved, the feedback loop of the controller was de-activated to allow manual 
control of the probe position. The probe was then lowered further manually while the 
differential contact resistance was closely monitored until an ohmic contact was 
formed between the probe and the gold pad. Secondly, the probe was manually 
moved horizontally (< 2 µm) to above the trench between the gold pads, upon which 
the probe was lowered step-by-step at a preset speed till a contact with a similar 
differential resistance was obtained (Step 2 in Fig. 3.6). The total number of steps 
(Ntotal) was recorded. The step size for downward probe motion was then calculated as 
Sdown = hex / Ntotal. The above steps were repeated for many times (> 15) to obtain the 
average downward step size (<Sdown>). 
 
Fig. 3.6 Schematic diagrams showing the process of calibrating the downward step 
size of probe on patterned gold features. 
 
The lifting or upward step size (Sup) was obtained by lifting the probe step-by-
step at a preset speed for a certain step number (Nup) and then bringing it back into 
contact with the silicon substrate with a total number of steps (Ndown); this gave the 
step size for upward motion: Sup  = Ndown × <Sdown> / Nup. This process was then 
repeated for many times to obtain the average lifting step size (<Sup>), which turned 





3.4 Deposition of Vanadium Dioxide (VO2)  
The VO2 (001) thin films used in this work were grown on c-cut sapphire 
substrates at 600 
o
C by DC unbalanced magnetron sputtering of a vanadium target 
(99.9%) with a mixture of Ar:O2 gas (at a ratio of 6:1) and at a power of 275 W at 
Institute of Materials Research and Engineering (IMRE), Singapore. The base 
pressure of the system was 7×10
-7
 mbar. Four-probe electrical measurements on the 
as-grown thin film showed an abrupt resistance change of almost four orders of 
magnitude (i.e. from 10000 to 2 Ω) upon phase transition at round 345 K, suggesting 




3.5  Conclusion 
 
The first part of this chapter discusses in details the UHV nanoprobe setup in 
which most of the experimental studies presented in the rest of this thesis were 
performed and the CNT deposition system in which all the CNW samples were 
grown. The detailed procedures for fabricating and re-shaping nano-sized probes and 
step-height calibration are presented. A 3-step local electrical melting process has 
been first reported and it provides an easy approach to re-shape nano-probes in situ 
and create a clean probe surface. The conditions for preparing VO2 thin film used in 




CHAPTER 4 LOCAL ELECTRON FIELD EMISSION STUDY OF 2D 
CARBON 
 
In this chapter, we first present our experimental results of local field emission 
study on different types of 2D carbons in the UHV nanoprobe system. The 
experimental results will be compared with the reported data in literature. In order to 
explain the experimental observations, we further introduce an analytical model based 
on basic electrostatics. Good agreement between the theoretical model and 
experimental results, including those reported in literature and our results, has been 
obtained for both the value and d-dependence of β. 
 
4.1 Measurement Methodology 
4.1.1 Sample Preparations 
Three different types of 2D samples, namely carbon nanowalls on SiO2 
(CNW/SiO2), CNW on Cu (CNW/Cu) and exposed edges of chemical vapor 
deposited (CVD) single-layer graphene on Cu (SLG/Cu), were employed for the 
current study. The CNW was chosen because it stands rigidly and vertically on a 
substrate and thus best suits the present study.
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 The SLG/Cu sample was used for 
comparison with other reported experimental results. The SLG/Cu sample was 
prepared by first “cutting-and-tearing” a SLG/Cu strip with a STM tip plier, followed 
by “dip-etching” the freshly exposed edge in 1M Fe(NO3)3 solution for 14 min and 
then “dip-rinsing” in DI water for 10 min. Typical SEM images of the fabricated 




Fig. 4.1 SEM images of some suspending single-layer graphene (pointed by arrows) 
fabricated by using the “cutting-and-tearing” method. 
 
The sample was then fastened between two pieces of Si wafers (to make the 
graphene sheet stand vertically on the sample holder) and loaded into vacuum 
chamber immediately after the preparation [see inset of Fig. 4.2(c) for an illustration]. 
 
4.1.2 Procedures of Performing Local Field Emission Measurements 
A blunt W probe was firmly pressed onto the CNW sample to form a low 
resistance electrical contact with the CNW cathode, while the sharp anode was 
carefully approached to the top edge of a single CNW flake by following the tip 
approaching procedures discussed in Chapter 3. After the an electrical contact 
between the CNW and anode was achieved, the anode was then lifted by a certain Nup 
with the pre-calibrated <Sup> to serve as an anode for field emission measurements at 
determined d = Nup × <Sup>. Despite the fact that the edge of 2D carbon is not flat 













along the direction of the applied electric field. These sites are expected to form 
contacts with the metallic anode first during the distance determination process 
described above. Thus, d is naturally the distance between the emission sites and the 
anode bottom surface.  
 
Fig. 4.2 SEM image for FE measurements on CNW/Cu (a) and etched single-layer 
graphene on Cu (c) and schematic of the CNW (b) and graphene sample (d). Insets of 
(a) and (c) are SEM images of the CNW/Cu and etched single-layer graphene sample 
after all the FE measurements, respectively. 
 
It should be emphasized that the results reported in this thesis were obtained 
with a probe that is driven by an STM controller with auto-approach capability 
ensuring safe and non-destructive probe approach even to fragile sample surfaces. 
This is evident in the results of our point contact measurements at the edge and on the 
surface of different kinds of 2D carbon using the same system.
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 With an edge 
contact, a linear dependence of the differential conductance (dI/dV) on the bias 
voltage (V) was observed. The linear dI/dV-V relation reflects the linear density of 
























graphene or with a contact formed on the surface of a graphene. Thus, the anode 
approach and contact formation do not cause changes to the terminating chemistry or 
morphology of CNW edge (i.e. few-layer graphene). 
Typical SEM images taken during a field emission measurement and the 
corresponding schematic diagrams are shown in Fig. 4.2. Multiple runs of FE 
measurements were performed at each d in order to improve the reliability of the 
measurement results. All the measurements were carried out in the UHV chamber at 
room temperature. 
 
4.2 Effect of Anode-to-cathode Distance on Local Field Emission Properties of 
2D Carbon 
Figure 4.3(a) shows the emission current – electric field (I-E) plot obtained from 
the SLG/Cu sample with a 2 µm-in-diameter W tip at different d. The exact d is 
indicated as figures beside the respective curves. Multiple (3-8) sets of curves are 
displayed in the figures for each d; close overlap of the curves at each d indicates 
good reproducibility of the experimental data. The most distinct feature of the I-E 
relation is that the Eref (defined as the global electric field that is required for an 
emission current of 1 nA) decreases rapidly with increasing d. Similar trend was also 
seen in the CNW/Cu and CNW/SiO2 samples. This d-dependence of Eref was 
understood to be the direct consequence of a larger field enhancement factor at a 
larger anode-to-cathode distance (to be discussed later). At this point of discussion, it 
should be noted that a turn-on field (usually defined as the global electric field that is 
required to obtain an emission current density of 10 μA/cm2) is often used as a 
reference for comparison in literature, since it is straightforward to obtain the current 
density in experiments using a large-area anode and cathode. However, it is a great 
challenge to obtain the same in local field emission experiments. For example, the 
typical current density at 1 nA (at d = 11.04 nm) is 3.1×10
5
 μA/cm2, which is over 
four orders of magnitude higher than 10 μA/cm2. If we were to follow the 
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conventional definition of turn-on field, the emission current corresponding to 10 
μA/cm2 would be well below the resolution of our source meter and electrical circuits. 
In this case, we have used 1 nA as a reference emission current, which we believe it is 
more appropriate for defining the threshold turn-on field in local field emission 
experiments. Similar cases can be seen in a few previously reported works.
130,175
  
Figure 4.3(b) – (d), Fig. 4.4(a) and Fig. 4.4(b) show the F-N plot of the SLG/Cu, 
CNW/Cu and CNW/SiO2 sample, respectively. As discussed in Section 2.2, metallic  
field emitters typically exhibit a linear F-N curve which has been predicted by the F-
N relation
176











  ,    (4.1) 




eV, B = 6.83×10
3 
eV
-3/2Vμm-1, Ф = 5 eV and S is the 
emission area. Although the charge carriers in graphene are Dirac Fermions instead of 
free electrons as assumed by the F-N model, it is interesting to find that most of the 
F-N curves of all samples exhibited good linearity, in agreement with the F-N relation, 
although it was also noticed that the F-N curves of the CNW/Cu and SLG/Cu samples 
showed reproducible gentle superlinear and sublinear characteristics at small and 
large distances, respectively [Fig. 4.3(d) and Fig. 4.4(a)]. The true origin of the 
bending of F-N curves is not clear yet. In fact, reproducible superlinear F-N curves 
were also observed in field emission measurements on mechanically exfoliated few-
layer graphene lying flat on SiO2/p
+
-Si substrate at a small d. It may be qualitatively 
understood as a result of the electrostatic interactions between the sample and anode 
in high applied electric field at a small d. Nevertheless, further investigation is 




Fig. 4.3 Typical ln(I)-E and F-N plots: (a) I – E plots for SLG/Cu, (b) and (c) F-N 
plots for CVD SLG/Cu, (d) Comparison between the F-N curves obtained at small 
and large anode-to-cathode distance. Figures beside the curves are the anode-to-
cathode distance in nm. 
 
Fig. 4.4 F-N plots for (a) CNW/Cu and (b) CNW/SiO2 at different anode-to-cathode 
distances, respectively. Figures beside the curves are the anode-to-cathode distance 
in unit of nm. 
It can be easily realized that the slope of the F-N curves can be extracted from 
the F-N curves and β can be readily calculated from the second term of Equ. (4.1) to 
assist in having a more in-depth discussion on the d-dependence of β and Eref. Figure 
4.5(a) shows the calculated β at different investigated anode-to-cathode distances for 
both CNW and CVD SLG/Cu samples as symbols. Each data point is obtained by 









































































































































































distance. It can be seen that β increases rapidly with increasing d for all 2D samples. 
This β-d relation in turn results in the strong dependence of Eref on d [Fig. 4.5(b)]. 
The data at large d (unfilled symbols) are gathered from literature,
1,11-13,39,45,51-53,56-60,81-
88,90-100,131,177,178






Fig. 4.5 (a) Experimental 
(symbols) and calculated (solid 
line) enhancement factor as a 
function of anode-to-cathode 
distance for three different types 
of 2D carbon samples. Inset 
shows the simulated z-component 
of the total electric field strength 
normalized by the global field 
around the gap region. The 
rectangular block at the center is 
the 2D carbon emitter; (b) 
Experimental data of this study 
(data in dotted circle) plotted 
together with the data reported in 
literature for both localized 
(unfilled triangle) and large-area 
FE studies (unfilled diamond) on 
different kinds of 2D carbon. The 
dotted line is the average of the 
reported data from large-area 
studies. 
 
As discussed in Chapter 1, theoretic studies reported so far, both numerical 
modeling and analytical calculations employing conformal mapping, have failed to 
achieve a good agreement with experimental results in both the value of β and its 
dependence on d. Here, we propose a simple analytical model based on basic 
electrostatics to assist in understanding the behavior of β. 
The inset of Fig. 4.6 shows the schematic of the model for calculating β. The 













































emitter. To facilitate analytical calculation, the tungsten (W) anode is modeled as a 
flat plate placed at an infinite d above the upper edge of 2D carbon and extending 
infinitely in the x-y plane. The W plate is grounded and a voltage bias V is applied to 
the 2D carbon. As the height to thickness ratio of 2D carbon is very large and in order 
to simplify the calculation, we assume that the electric field has a vertical component 
on the top surface of 2D carbon and is zero elsewhere. Although this assumption may 
lead to an overestimation of β, it is adequate for describing the spatial variation of 
electric field in the vertical direction. Based on this assumption, the electric field at z 
= 0 is given by 











 .    (4.2) 
Here, El is the local field and t is the thickness of 2D carbon. Based on these 
assumptions, the electric field in the free space between the 2D carbon and W anode 
can be obtained by solving the 2D Laplace equation satisfying the above-mentioned 
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.     (4.4)   
We first look at the extreme case when (d/t) → ∞, which gives β = 1.4π(d/t). This 
simple yet intriguing result can be readily understood as follows. 2π/t is the 
characteristic spatial frequency of the electrical field distribution along x-axis at z = 0. 
This spatial frequency determines the rate of exponential decay of electrical potential 
in the z-direction from the 2D carbon surface. Therefore, the local electric field is 
approximately given by 2πV/t with V being the electric potential of 2D carbon 
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surface. As the global field is V/d, one can readily obtain an enhancement factor of 







Fig. 4.6 Calculated dependence 
of the enhancement factor of 2D 
emitter on normalized sample-
anode distance (d/t) at x = 0. 
Inset shows the schematic of the 
model. 
Figure 4.6 shows the calculated dependence of β on normalized distance (d/t) 
ranging from 1 to 1×10
6
 at x = 0 (dotted-line) in double-logarithmic scale. The 
calculation result shows that β increases with increasing d/t for d >> t, and has a value 
of about 24000 at d/t = 1×10
5
. Here we first look at how the theoretical values are 
compared with the experimental data at large d [Fig. 4.5(b)]. As the local electric 
field is presumably the same as the global field as d → 0, the ratio between the 
average turn-on field at large d (dotted-line) and that when d → 0 should be the 
experimental enhancement factor, which turned out to be around 1.2×10
4
 at d = 1×10
5 
nm. This is in good agreement with the calculated value of 1.26×10
4
 at d = 1×10
5 
nm 
and t = 2 nm from the model. The variation in the reported turn-on field at large d in 
Fig. 4.5(b) can be understood as being caused by the variation of carbon thickness 
from sample to sample in different sets of experiments reported in literature. 
Although Eqs. (4.3) and (4.4) were obtained by assuming d → ∞, the results 
should be equally valid at a much smaller d as exp(-2πd/t) << 1 when d > 2t. We now 
compare the calculation result with experimental result at small d. The solid curve in 
Fig. 4.5(a) is the calculation result with t = 2 nm. It can be seen that the model is able 



















β by a factor of 4 to 10 in the range of 1.4 nm ≤ d ≤ 124 nm. This overestimation in 
the value of β is resulted from assuming that only the top surface of 2D carbon has a 
vertical field. Despite the adequateness of this assumption for the case of large d/t, 
however, the electric field becomes less concentrated on the top surface of the 2D 
carbon at d comparable to t. The change in the local distribution of electric field in 
turn results in a smaller β than the calculation result. To justify our argument, we 
further performed finite element analysis to obtain the field distribution around 2D 
carbon at d/t = 1, which took into account of the electric field originates from the 
sidewall of 2D carbon. In the simulation, the same geometry model as our analytical 
calculation has been used (inset of Fig. 4.6). The applied voltage was set to 30 V 
which is the typical value used in our experiments. The height-to-thickness ratio and 
relative permittivity of 2D carbon was assumed to be 5 and 10, respectively. The inset 
of Fig. 4.5(a) shows simulated z-component of the total field strength normalized by 
the global field (i.e. V/d) at the gap region. Clearly, the local field at the top surface 
of the 2D carbon is smaller than the global field, suggesting an enhancement factor 
less than unity. 
 
4.3 Conclusion 
In conclusion, we have shown that the enhancement factor of 2D carbon emitter 
is determined by the ratio between the anode-to-cathode distance and thickness of 2D 
carbon through analytical calculation based on a simple electrostatic model. Good 
agreement has been achieved between the calculation results and experimental data, 
including both the data obtained in this study and those reported in literature. The 
enhancement factor at small anode-to-cathode distance is smaller than unity due to 
the change of the local distribution of electric field at the 2D carbon emitter surface. 





CHAPTER 5 DYNAMIC CONTROL OF LOCAL FIELD EMISSION 
CURRENT 
 
In the previous chapter, we have investigated systematically the relation between 
turn-on field and the anode-to-cathode distance for localized field emission from 
CNW/CNS samples. In this chapter, we present our study on the dynamic properties 
of local field emission current from the CNW via. three different approaches. In the 
first approach (or Approach I), we used an in-situ AC magnetic field to periodically 
alter the distance between the CNW cathode and a sharp magnetic anode (i.e. a Ni 
probe) under a constant bias voltage. A schematic illustration of the experimental 
setup and energy diagram are shown in Fig. 5.1(a) and (d), respectively. In the second 
approach (or Approach II), a small AC modulating bias was superimposed on a DC 
bias to modulate the overall voltage bias across the anode-cathode gap [Fig. 5.1(b) 
and (e)]. This provided a variable macroscopic electric field between 0.3 kV/µm and 
3 kV/µm in the direction along the emission gap. As a variation of Approach I 
(hereafter referred to as Approach III), the magnetic tip was replaced by a 
nonmagnetic one, and instead, the CNW was in-situ coated with a thin layer of Fe 
[Fig. 5.1(c) and (f)]. As we will discuss in latter sections, in Approach I and III, 
current modulation was mainly achieved through varying the anode-cathode gap. As 
for Approach II, although both bias voltage and anode-distance variations were 
expected to play a role, experimental results suggested that distance variation induced 
effect was dominant. The first two approaches were effective in modulating the 
emission current by over two orders of magnitude and, more importantly, the 





Fig. 5.1 A schematic diagram of dynamic control of field emission current from (a) 
bare CNW with a Ni anode in an AC magnetic field, (b) bare CNW with an AC 
electric field, and (c) Fe/CNW with a W anode in an AC magnetic field . The 
corresponding energy diagrams for (a), (b) and (c) are shown in (e), (f) and (g), 
respectively. Efc, Efm and Evac are the Fermi energy of graphene, metallic probe 
and the vacuum level, respectively. 
 
5.1 Experimental Procedures 
The measurements always began with ramping up the bias voltage till an 
emission current setpoint (typically 1 - 10 nA) was reached. The bias voltage was 
then kept constant for monitoring the emission current at a sampling rate of 8.3 Hz. 
The static stability of emission current was monitored in the first few hundred 
seconds. Upon reaching a stable emission, an external sinusoidal magnetic field H = 
H0 sin t [for Approach I, Fig. 5.1(a)] or a small superimposed sinusoidal voltage bias 
ΔV = ΔV0 sin t [for Approach II, Fig. 5.1(b)] was manually applied to examine the 



















































of AC field is 15.3 s. The magnetization of all Ni probes was saturated in a large 
magnetic field along the emission gap direction prior to measurements.  
After all measurements on bare CNW, the samples were in-situ evaporated with 
a thin Fe layer of a nominal thickness of 5 nm and 26 nm (K-cell temperature 1304˚C)  
for Approach III. A large magnetic field along the emission gap direction was first 
applied to saturate the magnetization of the Fe coating. The same field emission 
measurements as in Approach I (except for the Ni probe replaced by a W probe) were 
then repeated on the Fe-coated CNW samples [Fig. 5.1(c)]. 
 
5.2 Local Field Emission under Static Conditions 
5.2.1 Stability of Local Field Emission under Static Conditions 
The local field emission measurements were monitored closely using the in-situ 
scanning electron microscope. No visible shift of the relative positions of the studied 
CNW flake and probe was observed. The good stability was further confirmed by the 
current-time plot [Fig. 5.2(a)], in which the emission current stayed very stable under 
static conditions over a time span of over 40 minutes. Figure 5.2(b) shows the result 
of another round of stability measurement at a much higher emission current (i.e. 
~150 nA) than the typical current (< 10 nA) in the dynamic response study at zero 
modulation field. It is seen that the emission current can be sufficiently stable at such 
a high current level except for the initial training period of the first few tens of 
seconds. The spike at 454 – 456 s was presumably caused by isolated external 
disturbance after which the emission current recovered to its original value. The 
measurement was manually stopped after ~10 minutes, which was the typical 





Fig. 5.2 Field emission stability measurement with a constant bias voltage at (a) 
small and (b) large emission current. The current compliant was set to 400 nA. Inset 
of (a) shows the W probe used for the measurement.  
 
5.2.2 Screening Effects between Neighboring Carbon Flakes 
It should be emphasized that screening effect from neighboring CNW flakes 
should be negligible since the spacing between adjacent flakes is normally ~1 µm, 
which is much larger than the investigated range of distance (i.e. ~1 nm < d < 12.4 
nm). If this was not the case, the measured field emission characteristics should 
depend on the anode size. To confirm this, we performed field emission 
measurements on the CNW sample with different anode sizes ranging from 600 to 
2200 nm. Considering that a d larger than 150 nm required a field emission ignition 
voltage higher than the maximum output voltage of the source meter (Keithley 2400), 
the emission current was predominantly coming from the CNW flake directly under 
the anode. As seen in Fig. 5.3, the relation between d and the electric field required 
for an emission current of 1 nA obtained with different anode sizes closely overlaps 
with each other. The increase of the required field with decreasing distance is due to a 













































at the emitter surface and the macroscopic field) at a smaller d.
180
 These results 
strongly show that the effect of neighboring flakes on both field distribution and 





Fig. 5.3 Dependence of the 
electric field required for 1 nA 
emission current on anode-to-
cathode distance, obtained from 
CNW with probe of different sizes 
indicated in legend. 
 
5.2.3 Variation in Local Field Emission Current at Different Locations 
 For a constant d, the emission current obtained with a fixed voltage bias depends 
strongly on the uniformity of the grown CNW and may vary largely between at the 
center and near the edge of the CNW/Cu sample (1.5 cm
2
 size). This is particularly 
true for a very small anode-to-cathode distance. Furthermore, a small change in the 
turn-on voltage can result in a large change in the emission current at a fixed bias 
voltage due to the exponential dependence of current on the bias voltage. For 
example for six separate CNWs located a few tens of micrometers from one another, 
the field emission current (obtained with the same probe) ranged from 8 to 20 nA for 
d = 2.76 nm and a bias voltage of 14.7 V, and ranged from 13 to 20 nA for d = 47.8 
nm and a bias voltage of 58 V. Furthermore, the dynamic response of the local field 
emission to a superimposing AC voltage bias was also repeated on multiple CNW 
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Fig. 5.4 Dynamic response of the local field emission to a superimposing AC voltage 
bias at three adjacent locations. 
 
5.3 Dynamic Control of Local Field Emission Current with a Ni Anode in an 
AC Magnetic Field 
5.3.1 Response of Local Field Emission Current to AC Magnetic Field of 
Different Amplitudes 
Fig. 5.5(a) shows the typical response of the emission current to 15 cycles of an 
external sinusoidal magnetic field of amplitude H0 = 80 - 158 Oe, obtained from the 
location shown in Fig. 5.5(b). The measurement was performed at zero-field distance 
d0 = 11 nm (i.e., distance in zero magnetic field), and the relation between emission 
current and electric field at a fixed distance was found to be in good agreement with 







Fig. 5.5 (a) Typical response of the emission current to 15 cycles of AC magnetic 
field of different amplitudes (H0). (b) SEM image for local field emission 
measurements on CNW/Cu using a Ni probe as an anode at d = 11 nm. The lower 
inset is a close-up view of the as-grown CNW (scale bar: 500 nm). 
 
The difference in the emission current response between two consecutive 
applications of external magnetic field should not originate from the intrinsic 
emission current stability due to the reasons below. 
By comparing the heights of the peaks between consecutive cycles of external 
magnetic field of the same magnitude, we found that the peak corresponding to the 
positive magnetic field half-cycle (Peak A) gradually reduced, while the peak 
corresponding to the negative magnetic field half-cycle (Peak B) gradually increased. 
This general trend was constantly seen in the current response to magnetic field of all 











































CNW flakes. Thus, the difference in the peak emission current was not caused by 
unstable emission current. 
One possible cause of the observation is related to the magnetization of the Ni 
probe. The Ni probe is expected to have multiple magnetic domains. As seen in the 
first 300 sec in Fig. 5.5(a), the Ni probe (and thus the emission current) responses 
more strongly to positive magnetic field than to negative magnetic field of the same 
magnitude. This can be understood from the fact that the upper part of the Ni probe 
was above the magnetic holder and thus experienced a much weaker magnetic field 
(Fig. 3.2). Although a small external magnetic field (80 Oe < |H0| < 150 Oe) was able 
to switch the lower part of the probe, the upper part presumably retained its initial 
magnetization direction, which was along the direction of positive external magnetic 
field. This was because the probe has been saturated by a large positive magnetic 
field prior to all measurements. During the positive (negative) half-cycle of the AC 
magnetic field, the magnetization of the upper and lower part of the probe added up 
to (cancelled) each other, resulting in a larger (smaller) net magnetization and in turn 
a larger (smaller) probe deflection. However, the net magnetization of the upper part 
of the probe could be gradually reduced due to perturbation caused by repeated 
sweeping of magnetic field. The consequence was that the response of the emission 
current to positive (negative) magnetic field became weaker (stronger) in the 
subsequent cycles of AC magnetic field. 
Figure 5.6(a) is a color contour plot of emission current as a function of time 
where the color scale has been normalized with respect to the zero-field current (I0, 
defined as the emission current at t = 0 without magnetic field). Superimposed with 
the color contour plot are the emission current in one cycle of a sinusoidal magnetic 
field of amplitude H0 = 37 Oe (white solid curve) and 136 Oe (black solid curve), 
respectively; the dotted line indicates the time when the emission current returns to I0. 
When H0 < 50 Oe, the time-dependence of emission current exhibits approximately a 
sinusoidal shape in the positive half-cycle but a rather flattened shape in the negative 
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half cycle. This is a direct consequence of the combined effects of the variation of d 
caused by the magnetostatic interactions between the Ni probe and the applied 
magnetic field, and the exponential d-dependence of field emission current. In a weak 
applied magnetic field, the magnetization of the Ni probe was oriented along the 
probe axis direction due to strong shape anisotropy. Further, the magnetic flux in the 
probe is expected to be concentrated to the probe apex since it is magnetostatically 
unflavored for the magnetic flux to leak out from the side walls.
181
 When a weak 
magnetic field was applied, the Ni probe was magnetostatically deflected downwards 
(upwards) depending on the direction of applied field, as illustrated in the upper 
(lower) inset of Figure 5.6(b). In turn, the attracted (repelled) state of the Ni probe 
reduced (increased) the anode-to-cathode distance, resulting in a larger (smaller) 
emission current than I0. To further elaborate this point, typical I-t curves 
corresponding to H0 = 12.5 – 74.5 Oe were fitted using the F-N relation
55
 with the 
























,  (5.1) 
where α is a constant in unit of nm·Oe-1 characterizing the strength of the probe-field 
interaction, S is the emission area (in the order of hundreds of nm
2





eV, b = 6.83 eV
-3/2
Vnm
-1, Ф = 5 eV, V = 53.6 V, d0 = 11 nm. β is the field 
enhancement factor which also depends on d.
180
 However, the change of β is typically 
less than 1.5% for all investigated H0 and contributes insignificantly to the observed 
change in the emission current. Thus, a constant β of 1.15 (calculated from the slope 
of the F – N curve at d0 = 11 nm) has been used to simplify the following discussion. 
In Eq. (5.1), /zH z  is the field gradient near the apex of the probe. In the specific 





), where H (in unit of Oe) is the field strength at the top surface of the 
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central magnetic pole. The experimental data (symbols) are plotted together with the 
optimum fitting curves (solid curves) in Fig. 5.6(c). All curves but the lowest one 
have been shifted vertically for clarity, and the figure beside each curve is the 
corresponding H0 value in unit of Oe. It can be seen that the fitting results are 
satisfactory for H0 ≤ 49.8 Oe. Furthermore, inset of Fig. 5.6(c) compares the extracted 
maximum deflections of the probe [|Δd| = d0α( /zH z  )] at different H0 (symbols) 




















,   (5.2) 
where µ0 is the permeability of free space, L = 8.5 mm is the probe length, θ = 45  ˚is 







 is the inertia, v ≈ 3.27×10-2 mm3 is the volume estimated from the probe shape 
and dimensions, Ms = 5.12×10
5





 is the modulus of elasticity for Ni. Good agreement is obtained 
between experimental data and simulation results. It is worth mentioning that 
although the effect of magnetostriction cannot be ruled out completely, it does not 
play a significant role in modulating emission current in the present work mainly due 
to two reasons: (1) the negative magnetostrictive strain of polycrystalline Ni
183
 would 
result in an increase of d and in turn a smaller emission current in an applied 
magnetic field, in contradiction to Fig. 5.5(b), and (2) the I-H dependence would be 
symmetric with respect to zero H if magnetostriction was the mechanism of the 
observed current modulation. The latter argument also excludes electron focusing as 




Fig. 5.6 (a) Response of field emission current to one cycle of sinusoidal magnetic 
field of different H0 at d = 11 nm. Color scale is normalized with respect to the 
emission current magnitude in zero magnetic field (t = 0 s). Dotted lines indicate the 
time when the emission current returns to its zero-H-field value. Superimposed with 
the color contour plot is the typical response of the emission current to a small (large) 
AC magnetic field in white (black). (b) and (e) are typical normalized I-H curves at 
small and large H0, respectively. Black arrows indicate the sweeping direction of the 
magnetic field. Insets illustrate a simple cantilever model. (c) and (d) show the 
response of emission current (symbols) to small and large AC magnetic fields in I-t 
plot, respectively. Solid curves are the optimum fitting curves, and H0 are indicated in 
unit of Oe beside the respective curves. Inset compares the maximum experimental 
probe deflection (symbols) with simulation results (solid line) at different AC 
magnetic fields. (f) Kinks in the I-H curves constantly observed before reversal of net 










































































































































0 5 10 15
Time (s)
55 20 7.4 2.7 1.0 0.4


































































For H0 > 62.1 Oe, a second peak in the emission current was observed (t = ~12 s) 
in the I-t curves [Fig. 5.6(c) and (d)]. The origin of this second peak can be 
understood more intuitively through the I-H curve shown in Fig. 5.6(e). When the 
amplitude of the magnetic field was sufficiently large, switching of the magnetization 
occurred in the Ni probe, leading to downward probe deflection at both positive and 
negative half-cycles of the AC magnetic field [upper insets in Fig. 5.6(e)]. 
Interestingly, a few fine features in the I-H curves were constantly observed due to 
the very sensitive exponential dependence of the current on d. Firstly, the steep 
increase in emission current in the range from ~-70 Oe to -100 Oe was corresponding 
to the reversal of the net magnetization in the Ni probe. One or a few small jumps 
before this magnetization reversal were constantly observed at ~-60 Oe. This can be 
seen more clearly in Fig. 5.6(f) where typical normalized I-H curves corresponding to 
different H0 in the range from 87 Oe to 148 Oe are shown. These jumps suggest that 
the magnetization reversal of the Ni probe used in this work consisted of reversal of 
some small domains followed by a rapid reversal of the magnetization of the entire 
probe. Secondly, the kink at ~-90 Oe is believed to indicate the completion of the 
reversal process of the net magnetization [Fig. 5.6(e)]. Further increase of emission 
current (H < -90 Oe) was presumably caused by the increase of applied magnetic 
field gradient and by rotation of the net magnetization of the probe off the probe axis 
towards the applied field direction. Lastly, the emission current did not normally 
return to I0 when H was swept from H0 to 0 Oe, but would recover to I0 after a 
complete cycle of magnetic field sweeping. This may be understood as being caused 
by a certain degree of inelasticity of the probe under a large magnetic field, though 
more in-depth analyses are needed in order to reveal on the true behavior of this 
nanoelectromechanical system. What is of importance here is that these observations 




Figure 5.6(d) shows the results of optimum fitting to the I-t curves 
corresponding to larger H0 (≥ 99.1 Oe) using Eq. (5.1). The two peaks are fitted 
separately in similar procedure described previously and with the same set of 
parameters except for α, which is weakly dependent on H0 and in the range from 1.9 
× 10
4
 – 3.1 × 104 nm·Oe-1. Comparisons between the extracted Δd and the simulation 
result using Eq. (5.2) show good agreements [inset of Fig. 5.6(d)]. In addition, it is 
found that the probe deflection in the maximum investigated magnetic field (148.1 Oe) 
is only ~ 2.5 nm. Even with such a small deflection, a large current modulation ratio 
(Imax/Imin) of over two orders of magnitude can be achieved [inset of Fig. 5.7 (a)] at d0 
= 11 nm.  
 
Fig. 5.7(a) Dependence of current modulation ratio on d with H0 = 40.46 Oe. Inset 
shows the current modulation ratio obtained in different H0 at d = 11 nm. (b) 
Response of emission current to 3 continuous cycles of AC magnetic field (H0 = 40.46 
Oe) at different d. Color scale is normalized with respect to the emission current 
magnitude at t = 0 s. Typical response of emission current to the magnetic field at a 
small (large) d is shown as the superimposing lower (upper) curve.  
 
5.3.2 Scalability of Dynamic Control of Local Field Emission Current 
To further explore the scalability of dynamic control of field emission current 
from CNW, similar field emission measurements were performed at different d with 
constant H0 = 40.46 Oe, which gave a probe deflection of ~ 0.7 nm. The normalized 
I-t relation in three continuous cycles of sinusoidal magnetic field sweeping is shown 
in Fig. 5.7(b). The superimposing lower and upper curves are I-t curves at a distance 





























































of 1.38 nm and 11 nm, respectively. It can be seen that the response of the emission 
current from 2D carbon to modulation is well reproduced in all three cycles, and 
shows a strong dependence on d. For the sake of clarity, Fig. 5.7(a) shows the 
dependence of the Imax/Imin ratios on different d (symbols) with H0 = 40.46 Oe and the 
averaged Imax/Imin ratio is shown as the solid curve as a visual guide. Clearly, the 
emission current modulation becomes more efficient at a smaller d, suggesting that 
dynamic control of local field emission current by varying d is scalable in nanoscale 
field emission device applications. 
 
5.3.3 The Effects of Ni Anode Size on the Modulation Frequency 
 The effect of the size of Ni anode can be seen in the parameter α which 
characterizes the strength of the probe-field interaction in Equ. (5.1). According to 
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 Clearly, a larger current modulation ratio can be obtained at the same external 
magnetic field with a thinner or longer Ni anode. In fact, this was observed in 
experiments. As seen in Fig. 5.8, the sub-100nm Ni probe could achieve a modulation 
ratio of over 10 times with an AC magnetic field of amplitude 12.5 Oe (upper curve). 
This Ni probe was subsequently molten into a larger tip of ~2.2 μm by using the local 
electrical melting process discussed earlier. It was found that the modulation ratio 
became much smaller even with larger AC magnetic field amplitude. The rapidness 
of the emission current modulation is eventually limited by the natural frequency of 
the Ni probe. For the simplest case (i.e. the first natural frequency with upward or 
downward deflection of the probe), the natural frequency is given by the relation: 












where m is mass per unit length. As seen in Equ. (5.4), the cut-off frequency can be 




Fig. 5.8 A comparison of the local emission current modulation achieved with two Ni 
probes of different sizes in one cycle of AC external magnetic field. 
 
5.4 Dynamic control of local field emission current with a superimposing AC 
voltage bias 
We next turn to modulating local field emission current with an AC electric 
voltage of variable amplitude superimposed on a DC bias. The amplitude of the AC 
electric field (ΔE0 = 0.2 – 3.0 kV/µm) is relatively small as compared to the typical 
bias field (27.6 kV/µm) at the investigated distance of ~1.3 nm. A current modulation 
ratio of 1.3 – 123 has been achieved [Fig. 5.9(a)]. To have a more in-depth 
understanding of the modulation mechanism, Fig. 5.9(b) shows the typical 
experimental I-t curves (symbols) corresponding to three different ΔE0 = 0.5, 1.6 and 
2.6 kV/µm [dotted lines in Fig. 5.9(a)] together with their optimum fitting curves 
(dotted curves) using Eq. (5.1) with experimental parameters V = 38.1 V, d0 = 1.32 
nm, H = 0 Oe, β = 0.2 and S = ~500 nm2. The upper two curves have been vertically 
shifted for clarity. At this point of discussion, it should be noted that β  has been 
extracted from the slope of the F-N curve. The small value of β has been discussed in 































Fig. 5.9 (a) Response of the field emission current to one cycle of sinusoidal electric 
field of different magnitude (ΔE0) superimposed on a constant DC bias field at d = ~ 
1.3 nm. Color scale is normalized with respect to the emission current magnitude at t 
= 0 s. I-t curves with three typical ΔE0 (indicated by dotted lines) are shown in (b). 
Solid (dotted) solid curve is the fitting curve with (without) electrostatic interactions 
between the anode and CNW taken into considerations. 
 
Apparently, variation of bias voltage alone is unable to fully account for the 
large current modulation observed at such a small d of 1.32 nm, where effects arise 
from electrostatic interactions can be significant under a large electric field. The most 
likely explanation for the enhanced current modulation is that d is modulated too due 
to capacitive effects between the probe and CNW [inset of Fig. 5.10]. This argument 
is supported by the significant improvement in the agreement between the 
experimental data and the fitting curves [solid curves in Fig. 5.9(b)] with Eq. (5.1) 
with H being replaced by the amplitude of the AC electric field (ΔE). To quantify the 
electrostatically induced probe deflection and further examine the understanding, the 
dependence of ΔdE (defined as d0αΔE0) on ΔE0 is shown in Fig. 5.10 (symbols). 
Assuming a simple capacitor-and-cantilever model, the initial deflection of the probe 
under a macroscopic electric field E0 and zero AC electric field (i.e. ΔE = 0) can be 
estimated as: 
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 is the area of the bottom 
surface of the anode estimated from the probe size. During the derivation, both the 



























































anode surface and the CNW emitter have been assumed to be flat metallic surfaces 
extending to infinity to simplify the discussion. Taking 
0Ed  as a reference 
deflection, the net deflection caused by the superimposing AC electric field is given 
by: 












   ,                       (5.6) 
where E is the total macroscopic electric field. The simulated dependence of Δd on 
ΔE0 is shown as the solid curve in Fig. 5.10. It can be seen that the simulation result 
agree with the experimental data in the general trend for ΔE0 = 0 – 2.3 kV/µm, though 
the experimental Δd increases much faster with the increase of ΔE0 for larger 
superimposing AC electric field (ΔE0 > 2.3 kV/µm). The reason for the latter 
observation is still not clear yet. The difference between experimental and simulated 
values is attributed to the large morphological and electrical difference between CNW 
and a flat metallic plate. Further systematic investigations are required in order to 
understand the true behavior of the electromechanical system involving the probe and 
the CNW in this regime. 
 
Fig. 5.10 Experimental (symbols) and simulated (solid line) maximum 
electrostatically induced probe deflection at different ΔE0. Inset is a 













































5.5 Dynamic control of local field emission current from Fe/CNW with a W 
anode in an AC magnetic field 
In view of potential difficulty with the use of magnetic anode in certain 
applications, we also investigated the possibility of emission current tuning using a 
magnetic field without resorting to a magnetic probe. To this end, the same the field 
emission measurements with an AC magnetic field were repeated on Fe-coated CNW 
at d = 11 nm. A W anode was used instead of a Ni one so that it does not respond to 
the variation of the applied magnetic field.  
Before coming to the experimental results, it is good to have a brief discussion 
on the possible effects of Fe coating. If the Fe coating is sufficiently thin, the Fe 
nanoparticle decoration layer may help increase the number of emission sites under 
the anode and thus improve the field emission current. It has also been suggested that 
metal nanoparticle decorated graphene has improved field emission characteristics.
184
 
On the other hand, the Fe coating will have a larger thickness near the edge of CNW 
if the Fe coating is thick.
185
 A reduction of the enhancement factor can be reasonably 
expected since the field enhancement factor is determined by the ratio between d and 
the thickness of emitter, as discussed in the previous chapter. For both thicknesses, 
the work function of the Fe-coated CNW should be reduced as compared to un-coated 
CNW. This is because the effective emission sites are most like ly to be Fe, which has 
a lower work function (4.5 eV) than 2D carbon (4.5 – 5.2 eV). Nonetheless, an in-
depth discussion on the effects of different thicknesses of Fe-coating is quite 
complicated and requires additional systematic experimental investigations. 
Although thin metal coating can inevitably change the intrinsic field emission 
properties of CNW, it provides an alternative route for emission current modulation 
which may appear to be more attractive for certain applications. As shown in Fig. 
5.11(a), the emission current decreases with increasing the magnetic field, indicating 
that d is increased by the elastic deformation of the Fe-coated CNW. Based on our 
previous work,
122,185
 it is understood that the coated Fe has a large thickness near the 
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edge. Therefore, when a magnetic field with gradient in the vertical direction is 
applied, the CNW would be deformed due to attractive (repulsive) interactions 
between the Fe layer at the top edge and the applied field. This would lead to a 
decrease (increase) of d and hence an increase (decrease) in the emission current [Fig. 
5.1(c) and (f)]. Current modulation ratio up to only 4.3 was obtained for the 
maximum magnetic field amplitude investigated (i.e. 591 Oe) for a 5 nm thick Fe 
layer and with a 133 nm probe [Fig. 5.11(b)]. The relatively small modulation ratio 
was presumably caused by both the rigidness of CNW and wide spread of Fe on the 
CNW surface. This was further reflected in the fact that a thicker Fe layer (26 nm) 
reduces the modulation ratio, which was more obvious when the measurements were 
repeated with a larger probe (1.8 µm). This is because in addition to generating a 
magnetostatic force through interaction with the magnetic field, the Fe coating also 
increases the rigidity of CNW. It is worth noting that this is just a proof-of-concept 
experiment; a much larger modulation ratio is expected once the emitter structure is 
optimized including the ferromagnetic coating layer.  
 
Fig. 5.11 (a) Response of the field emission current from Fe (5 nm) coated CNW to 
one cycle of sinusoidal magnetic field of different H0 at d = 11 nm. Color scale is 
normalized with respect to the emission current magnitude at t = 0 s. Typical 
response of the emission current to a small (large) AC magnetic field is shown as the 
superimposing dotted (solid) curve. (b) Current modulation ratio obtained from CNW 
coated with two different Fe layer thicknesses (5 and 26 nm) and using W probes of 
two different sizes (0.13 and 1.8 µm) as an anode. 
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In summary, systematic experiments were performed to modulate the local field 
emission current from CNW by varying the anode-to-cathode distance, and by 
varying the electric field in an UHV environment. Stable field emission current was 
obtained and current modulation ratio up to 105 and 123 was achieved for the former 
and latter case, respectively. The experimental results were explained by the F-N 
model in combination with a simple cantilever model to account for the change in 
either electric field or anode-to-cathode distance. Our results demonstrate good 
stability of the local field emission current from CNW during the emission current 
modulation process and good scalability of current modulation at nanoscale, 
suggesting that CNW is a reliable emitter material for nanoscale field emission 
electronic devices. Although the measurements were performed in a nanoprobe setup 
which itself was not scalable, the approach should be applicable to more scalable 
designs such as those which are based on MEMS and with 2D carbon as electron 
emitters. Cross-point array type of designs, such as those used to address individual 
cells in non-volatile memories, might also be used to modulate either electric or 
magnetic field locally.  
Although carbon nanowalls have been used in this work, similar results are also 
expected for other types of emitters including but not limited to 2D nanosheets, 
nanotubes, nanowires, patterned arrays. The combination of magnetic and electric 
field adds more flexibility to the control of emission current and optimization of 
power consumption because one can choose to use either a current (in the case of 
magnetic field) or a voltage (in the case of electric field) to control the emission 
current. It is worth mentioning that precise control of the nanogap between cathode 
and anode may eventually lead to electromechanical switches with extremely large 
on-off ratio, a direction which is also pursued by the CMOS community for beyond-
Si applications.  
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CHAPTER 6 EFFECT OF LOCAL FIELD EMISSION ON 2D CARBON 
 
In the previous chapter, we demonstrated the excellent stability of small local 
emission current from 2D carbon emitters. However, it was also noticed that local 
field emission became less stable at a larger emission current level. Typically, we 
observed deterioration of local emission current with time at a sufficiently large 
emission current which varied from one sample to another. Since stability and 
reliability of electron emitter is of crucial importance for practical applications, a 
detailed examination of the effect of electron FE from 2D carbon emitter is much 
desired. Considering that the height and the actual emission current density of 2D 
carbon emitters varies largely from one to another over a large-area sample, the UHV 
nanoprobe setup again has unique advantages in the sense that it allows for effective 
isolation of one to several 2D carbon emitters from the rest through local electrical 
measurements. Our previous works showed that edge-contacted and side-contacted 
2D carbon exhibited significantly different transport properties. While the former 
showed a linear dI/dV – V relation (i.e. /dI dV V ), the latter was characterized by 
a nonlinear one (i.e. 
3/2/dI dV V ). Motivated by these results, we used point 
contact measurement to investigate the effect of local electron field emission on 
CNW. The main findings are presented in the first part of this chapter. 
Although all field emission measurements in this thesis were performed in a 
UHV environment, a certain degree of damage in the 2D carbon emitter as a result of 
cathode bombardment was still inevitable.
186
 Cathode bombardment effect is 
expected to be more severe in many practical devices which operate in a much poorer 
vacuum level. In this context, we used FIB milling and sputtering to simulate the 
damage effect caused by high and low energy bombarding ions, respectively. Point 
contact measurements were performed on the FIB-milled (or sputtered) CNW and 
HOPG both before and after the FIB milling (or sputtering) process to study the effect 
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of the bombardment on the properties of 2D carbon. The results are presented in the 
second part of this chapter. 
 
6.1 Effects of Field Emission on CNW Electron Emitter 
In this section, we investigate the effects of local electron field emission on 
CNW using point contact measurements. Figure 6.1(a) and its inset are the SEM 
images of the CNW/Cu sample and the CNW flake under studied, respectively. Both 






Fig. 6.1 (a) An SEM image 
taken prior to all 
measurements. A zoom-in 
image of the studied CNW 
flake is shown in the inset. 
(b) A cartoon showing the 





Fig. 6.2 I-E curves (a) and F-N curves (b) of electron field emission from single CNW 
flake at an anode-to-cathode distance of 2.76 nm. Legends indicate the sequence of 
measurements. The current compliance is 100 nA.  
 
The measurements started with a point contact measurement at the edge of a 
single CNW flake as illustrated in the Step 1 of Fig. 6.1(b). A sharp W probe 
(typically several hundred nm) was carefully approached to the selected CNW by 
following the tip approaching procedure described in Chapter 3. The probe height 
was manually adjusted with the lowest speed of the probe controller to obtain the 
desired contact resistance through monitoring the zero-bias resistance (ZBR) using a 
small AC current (typically 1 μA). Once a stable contact had been formed, the dI/dV 
– V relationship was then recorded by slowly sweeping the DC bias current (~1 point 
per second) within a preset range and measuring the dI/dV using the standard lock-in 
technique. Multiple rounds of measurement under the same conditions (such as 
maximum voltage, AC current amplitude, meter settling time etc.) were performed to 
ensure the reliability of data. The same procedure was repeated to obtain dI/dV curves 
from point contact with different ZBRs (from a few kΩ to over 100 kΩ) at the same 
location. Subsequently, the probe was lifted by a very small distance (~2.76 nm) for 
local electron FE measurements [Step 2 in Fig. 6.1(b)]. Figure 6.2(a) and (b) show the 
results of the first ten rounds of local FE measurements on the CNW flake shown in 
the inset of Fig. 6.1(a). It can be seen that the electric field required for obtaining the 
same emission current generally increases with the measurement sequence, indicating 
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degradation of the 2D carbon emitter [Fig. 6.2(a)]. Furthermore, the general shape of 
the F-N curves deviates from a straight line and exhibits a slightly upward bending 
feature which is most likely to be of extrinsic origin such as sample-probe 
electrostatic interaction [Fig. 6.2(b)]. Interestingly, the nonlinearity at the high field 
regime becomes weaker as the FE measurement was repeated. This is probably due to 
the enhancement of the mechanical rigidity of CNW emitter by loop formation at the 
emitting edge during field emission (to be discussed later).  
 
Fig. 6.3 Comparisons of the dI/dV – V relation between before (a) and after (b) 
electron field emission measurements. Experimental data and fitting curves are 
shown as symbols and solid curves, respectively. No vertical shift has been applied to 
the curves. The order of fitting is extracted and shown in (c).  
 
After electron FE measurements, the sharp probe was lowered to form contact 
with the CNW emitter again. The same dI/dV measurements were performed under 
the same conditions to investigate the effect of local field emission on 2D carbon 
emitter [Step 3 in Fig. 6.1(b)]. Some typical experimental dI/dV curves at different 
ZBR values obtained from the same location before and after local electron FE 
measurements are compared in Fig. 6.3(a) and (b), respectively. A significant change 
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in the general shape of the dI/dV curves after FE measurements can be seen. For a 
more quantitative comparison, the experimental data have been fitted (solid curves) 
by the relation /dI dV V , where the order of fitting α is a unitless constant 
ranging from 1 to 2. The values of α used in the fitting for both before (cross) and 
after (empty circle) FE measurements are shown in Fig. 6.3(c) over the entire ZBR 
range from ~3 kΩ to over 100 kΩ for comparison. It can be seen that most the dI/dV 
curves obtained before field emission depend linearly on the bias voltage. In contrast, 
most of the dI/dV curves deviate from linearity and some of them even exhibit a V
1.5
-
dependence which is an indication of the formation of side contact between the W 
probe and the edge of CNW emitter. These observations suggest that structural 
change has occurred at the edge of CNW during FE measurement.  
In order to confirm our findings, we repeated the above investigation with the 
FE measurement replaced by an FE stability measurement of ~23 minutes. This was 
to allow real-time monitoring of the change of emission current over time [Fig. 
6.4(b)]. The bias voltage was first ramped up (voltage ramping mode) to the preset 
target current (100 nA) at which the bias voltage was kept constant for monitoring the 
emission current (current monitoring mode). Using a β of 0.482 and an emission area 
of ~6700 nm
2
 (extracted from the slope and intercept of the F-N curve in the voltage 
ramping mode), one can estimate the emission current density to be ~0.0148 nA/nm
2
 
for an emission current of 100 nA at d = 2.76 nm. It can be seen that the emission 
current quickly dropped by 30% from the initial current within ~1 minute. The 
stability measurement was automatically stopped by a Labview program when the 
emission current degraded to below 30% of the initial current. Careful comparison 
between the in-situ SEM images taken before and after field emission stability 
measurement revealed structural changes in the CNW emitter [Fig. 6.4(a) and (c)]. At 
this point of discussion, it is worth pointing out that the structural change is not likely 
to have been caused by mechanical damage by the probe or by current annealing 
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effect during point contact measurements because the tip approaching process was 
non-destructive and point contact measurement before FE measurement showed 
mostly linear dI/dV curves. 
The occurrence of structural change at the edge of CNW emitter is clearly 
reflected in the result of point contact measurement as seen in Fig. 6.4(d). Again, 
most of the dI/dV curves after field emission are optimally fitted by V
α
 with α 
ranging from 1.3 to 1.5, suggesting tendency of loop formation at the CNW emitting 
edge. Many reported works on field emission from vertically a ligned 2D carbon use 
high-resolution TEM to show that the as-deposited 2D carbon has open edges and 
assume that the edges remain open throughout the field emission 
investigations.
39,56,100
 However, this may not be true considering that thermally treated 
graphite and few-layer graphene (by either thermal annealing or current annealing) 
usually have folded/closed edges regardless of the type of edge (i.e. zigzag or 
armchair).
187-189
 Nakakubo et al. used TEM to investigate the structure and field 
emission properties of a single free-standing exfoliated MLG and found that the open 
edge of MLG became closed after field emission under a high emission current of a 
few tens of μA due to thermal effects.190 Furthermore, loop formation is known to be 
energetically favored because a closed-boundary edge has a smaller number of 
dangling bonds as compared to an open-boundary one.
187,188
 Therefore, loop 
formation in the investigated CNW emitter during FE measurement is most likely a 
consequence of current-induced heating. Considering that inducing loop formation at 
the edge of graphite requires a high temperature (> 1500 ˚C) and that graphene is a 
good thermal conductor, the heat generation should be localized at the 2D carbon 




Fig. 6.4 In-situ SEM images taken before (a) and after (c) about 23 minutes’ field 
emission at a large current. (b) shows the change of emission current over time 
during the field emission measurement. The order of fitting of dI/dV curves for both 
before and after field emission measurement is plotted in (d) for comparison. 
 
6.2 Simulating High-energy Ion Bombardment Effect with Focused Ion Beam 
Milling 
As mentioned earlier, all field emission measurements in this work have been 
performed in an UHV environment. However, there are cases in which commercial 
electron emitters operate at a much poorer vacuum level and are subjected to the 
bombardment of accelerated ions. The incident ions can have a much larger kinetic 
energy than the minimal energy required for breaking the C-C bonds (5.67 eV/bond) 
in graphene. In order to simulate this damage effect on 2D carbon emitters, we used 
point contact measurement to investigate the properties of FIB-milled folded-edged 
CNW grown on SiO2. The FIB system used for this work was Helios NanoLab
TM
 
600i. The milling was carried out on the same CNW sample with Ga
3+
 ions doses 
varying from 6.0 × 10
6
 to 1.9 × 10
8 ions/μm2 and had a normal incident angle to the 
substrate surface. A low acceleration voltage (5 kV) and a small milling current (70 
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pA) were chosen for a small milling rate. After milling, the sample was transferred ex 
situ into the UHV nanoprobe system. The morphology of the CNW sample before 
FIB milling is shown in Fig. 6.5(a) in which sharp edges can be clearly seen. Figures 
6.5(b) – (f) are SEM images of CNW after being FIB-milled by increasing doses. As 
expected, the edges of CNW became increasingly blunt with a larger milling dose. 
The increase of contrast at the top edges was resulted from the reduction of 
conductivity due to amorphization of the graphene layers (to be discussed later). 
 
 
Fig. 6.5 SEM images of CNW FIB-milled by different doses. The dose for (a) to (f) is 
0, 6.0 × 10
6
, 1.8 × 10
7
, 3.0 × 10
7
, 9.1 × 10
7
 and 1.9 × 10
8 ions/μm2, respectively. 
   
Point contact measurement was subsequently performed on the FIB-milled 
regions to obtain dI/dV curves at different ZBRs. Figure 6.6 (a) shows the typical 
dI/dV curves obtained from as-deposited closed-edged CNW. The symbols represent 
the experimental data; the solid curves are the optimum fitting using the relation 
/dI dV aV b  , where a and b are constants and α is the order of fitting. The 
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values of α for optimum fitting turn out to be in the range of 1.4 – 1.6, suggesting a 
side contact and a closed edge before FIB milling. Figure 6.6 (b) – (d) show some 






) obtained from the 
most heavily milled CNW (i.e. 1.9 × 10
8 ions/μm2).  
For the ease of comparison, the order of fitting (i.e. α) for the optimum fitting 
for both as-grown and FIB-milled CNW have been shown in Fig. 6.7(a) and (b) – (d), 
respectively. It can be seen that the dI/dV curves obtained at a large ZBR (> ~50 kΩ) 




 even after the mildest investigated dose (i.e. 
1.8 × 10
7 ions/μm2), while most of the dI/dV curves obtained at a small ZBR are still 
characterized by a V
1.5
-dependence. The same is also true for CNW milled at a 
slightly higher dose (i.e. 3.0 × 10
7 ions/μm2). Interestingly, linear dI/dV curves are 
occasionally observed at low ZBR values for small milling dose. This is understood 
to come from small amount of open edges created by the scission effect of the 
incident ions.  
 
Fig. 6.6 Dependence of dI/dV on the bias voltage (V) for as-deposited closed edge 
CNW (a) and FIB-milled CNW (b – d) at a dose of 1.9 × 108 ions/μm2. Symbols and 
solid curves are experimental data and optimum fitting, respectively. The orders of 




Fig. 6.7 Dependence of the dI/dV curves on the bias voltage obtained from point 
contact measurement on as-grown (a) and FIB-milled CNW (b – d). Legends show 
the respective FIB milling doses in unit of ions/μm2. 
  
The optimum orders of fitting for the most-heavily-milled CNW span from 1.5 
to 2 over the entire ZBR range. Quadratic V-dependence of dI/dV curves is often seen 
in previously reported works focused on amorphous carbon.
191,192
 Furthermore, a 
band-gap-like feature is often observed in the dI/dV curves, such as those curves 
corresponding to ZBR values of 78 kΩ, 95 kΩ and 101 kΩ in Fig. 6.6(d). These 
observations suggest that amorphization of graphene layers has occurred in the CNW 
sample due to excessive ion-induced bombardment. For confirmation purposes, we 
have also performed Raman measurements (532 nm excitation) on the CNW sample 






Fig. 6.8 (a) Results of Raman 
measurements on FIB-milled CNW. (b) 
The same set of data as (a) with the 
background subtracted. Symbols and 
solid curves are the experimental data, 
Gaussian fitting curves, respectively. 
Dotted curves are the Gaussian fitting 
curves to the D or G peak. Figure 
beside each curve is the corresponding 
milling dose in unit of ions/μm2. (c) 
Normalized peak intensity (empty) and 
D/G ratio (filled). 
 
The Raman spectrum of as-deposited CNW shows three main peaks: a strong 
characteristic G peak at ~1580 cm
-1
 from in-plane vibration of sp
2
 bonding, a strong 
D peak at ~1350 cm
-1
 from lattice defects and a weak 2D peak at ~2690 cm
-1
 related 
to the long range order of graphene lattice [Fig. 6.8(a)]. This is expected since CNW 
is a type of disordered 2D carbon. However, the merging of the D and G peaks is 
presumably due to re-deposition of amorphous carbon during the ion beam milling 
process. On the other hand, FIB-milled CNWs exhibit severe dispersion in both the D 
and G peaks and no well-defined 2D peak (only a small bump from ~2500 to 3000 
cm
-1
) can be identified even for the smallest investigated dose (6.0 × 10
6
 ions/μm2). 
These findings suggest that the excessive defects have been introduced into CNW and 
the average crystalline size is reduced to below 2 nm, according to Ferrari et al.’s 
phenomenological three-stage model.
193
 Furthermore, the decrease in the intensity of 





 bonds) with the increase of milling dose may suggest that Ga
3+
 
introduce defects into CNW by cutting the sp
2
 bonds and replacing them with other 
types of bonds [Fig. 6.8(b) – (c)]. Thus, the results of Raman study agrees well with 
the results of point contact measurements. In other words, low energy (5 keV) 
incident ions cause severe damages to 2D carbon electron emitters and even a low 
exposure dose (1.8 × 10
7





Fig. 6.9 Dependence of the dI/dV curves 
on the bias voltage obtained from point 
contact measurement on as-purchased 
(a) and FIB-milled HOPG (b – e). 
Legends show the respective FIB milling 
doses in unit of ions/μm2. Inset of (a) is 
an in-situ SEM image taken during 
dI/dV measurement on the un-milled 
HOPG sample. 
 
For comparison purposes, we have also performed FIB milling on HOPG (Grade 
ZYA) under the same conditions and repeated the same point contact measurements. 
Inset of Fig. 6.9(a) is an in-situ SEM image taken during dI/dV measurement on the 
surface of the as-purchased HOPG sample. The optimum orders of fitting to the 
dI/dV curves from the as-purchased and FIB-milled HOPG have been shown in Fig. 
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-dependence. The superior quality of HOPG as compared 
to CNW is reflected as the less deviation of the order of fitting from 1.5 (i.e. side 
contact), as revealed by comparing Fig. 6.9(a) and 6.7(a). Generally speaking, the 
order of the dI/dV curves increases from 1.5 to 2 with increasing milling dose as a 
result of amorphization of the surface graphene layers. Interestingly, the change of the 
order of fitting is relatively gradual as compared to the case of CNW, suggesting that 
HOPG may be more resistive to ion beam milling.  
Raman measurements were performed to inspect the surface layers of both as-
purchased and FIB-milled HOPG. As seen in Fig. 6.10(a), the Raman spectrum of 
HOPG exhibits every sharp G and 2D peaks and a weak D peak before FIB milling. 
Upon being milled with the lowest dose of 1.9 × 10
7
 ions/μm2, the G and D peaks 
merge into one single broad peak and the 2D peak disappears [Fig. 6.10(b)]. The 
intensity of both the G and D peaks monotonically decreases with an increasing 
milling dose up to 3.2× 10
8
 ions/μm2. These results are similar to the case of FIB-
milled CNW and suggest that the surface graphitic layers of the HOPG sample 
directly subjected to ion bombardment are as easily damaged by ion milling as in 
CNW. However, considering the fact that the probe is in physical contact with the 
sample surface during point contact measurement and that amorphous carbon layers 
can be easily peeled off mechanically,
194
 it is possible that the probe establishes 
electrical contacts with the less damaged and more conductive subsurface graphitic 
layers, instead of the surface amorphous carbon. In contrast, the subsurface graphitic 
layers in CNW are also severely damaged by the incoming ions due to the small wall 
thickness. This may be the reason why HOPG appears more resistive to ion beam 





Fig. 6.10 Raman spectrum of as-purchased (a) and FIB-milled (b) HOPG. The 
figures besides the curves in (b) indicate the corresponding milling dose in unit of 
ions/μm2. 
 
6.3 Simulating Low-energy Ion Bombardment Effect with Sputtering 
Deposition 
As shown in the previous sections, a small amount of  5 keV incident ions can 
cause severe damage to 2D carbon field emitters. In order to further investigate the 
impact of bombarding ions with a lower energy, similar point contact measurements 
were performed on sputtered HOPG. An HfO2 thin film of a nominal thickness of 0.5 
nm was deposited on a freshly-cleaved HOPG surface by RF magnetron sputtering an 
HfO2 target with pure Ar gas flow (20 sccm) and at a power of 50 W. The base 
pressure of the system was lower than 6.65 × 10
-8
 mbar. After sputtering deposition, 
the sputtered HOPG sample was transferred ex situ into the load-lock chamber of the 




Fig. 6.11 (a) XRD spectra of the HOPG sample before (solid curve) and after 
(dotted curve) RF deposition. XRD measurement was performed after all 
electrical measurements. (b) and (c) are SEM images showing the in-situ peel-off 
process of surface graphitic layers using a sharp probe.   
  
Figure 6.11(a) compares the XRD spectra of HOPG before (solid curve) and 
after (dotted curve) the RF sputtering deposition of a thin HfO2 layer of 0.5 nm. It can 
be seen that both spectra exhibit a hexagonal 2H peak (ABAB graphene stacking) at 
26.59˚ and a rhombohedra 3R peak (ABCABC graphene stacking) at 26.79˚.195 The 
main difference is that the 2H peak shows a slight broadening after deposition, 
suggesting a decrease of the crystallite size. In order to investigate the effect of 
sputtering on both the surface and subsurface graphitic layers, the surface layers were 
in situ peeled off using a sharp metallic probe following the procedure below. The 
first step was to place the probe below a free-standing few-layer graphene flake on 
the surface of the sputtered HOPG sample [Fig. 6.11(b)]. The probe was then moved 
horizontally to peel off the graphitic flake. Due to the strength of carbon-carbon 
bonds and weak interlayer coupling between graphene layers, a very large FLG could 
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usually be peeled off to expose a large un-deposited subsurface area [dark regions in 
Fig. 6.11(c) and Fig. 6.12(a)]. Subsequently, point contact measurements were 
performed separately on both the surface and the newly exposed subsurface with a 
new probe in UHV.   
Figure 6.12(b) – (d) show the dI/dV curves obtained from point contact 
measurements on the surface layer of HfO2-deposited HOPG. An in-situ SEM image 
of the location is shown in Fig. 6.12(a). Typical dI/dV curves are shown in Fig. 
6.12(b) – (d) as symbols and fitted with the relation dI/dV = aVα + b, where a and b 
are constants. The order of fitting is plotted in Fig. 6.13 over the ZBR range from ~8 
kΩ to 200 kΩ. Surprisingly, the dI/dV curves of the sputtered HOPG sample are 
optimally fitted with α in the range of 1 – 1.5 with a very weak dependence on the 
ZBR value. This is in sharp contrast to the previous cases of FIB-milled HOPG and 
CNW samples where α is mostly in the range of 1.5 – 2. This is understood to be due 
to the different degrees of damage caused by low-energy sputtered atoms (typically < 
10 eV) and high-energy ions (5 keV). As discussed in Chapter 2, a linear dI/dV curve 
is a direct indication of the linear DOS of graphene and it suggests the formation of 
edge contact between 2D carbon and the metallic probe. Therefore, bombardment by 
low-energy sputtered atoms may damage the surface graphitic layers by creating new 
edges and reducing crystallite size. The long-range order of carbon lattice is still 




Fig. 6.12 (a) An SEM image taken during point contact measurement on the 
surface HfO2-deposited HOPG. Typical dI/dV curves at different ZBR values are 
shown in (b) – (d). Symbols and curves are experimental data and fitting curves, 
respectively. The orders of fitting for dI/dV curves in (b), (c) and (d) are 1.4, 1.2 – 
1.3 and 1, respectively. The occasionally observed small peaks indicated by 






Fig. 6.13 Dependence of the dI/dV 
curves on the bias voltage at five 
different locations on the sputtered 
HOPG surface. Different symbols 
indicate different locations. 
Similar V-dependence of the dI/dV curves can be seen in the results of point 
contact measurements performed on the newly-created surface that was not directly 
subjected to the bombardment from sputtered atoms [Fig. 6.14(a) – (b)]. This result 
implies that sputtering-induced damages can penetrate multiple surface carbon layers. 
Considering that the case of CNW electron emitter which typically has a thickness of 
a few nanometers at the top edge,
1,39,122
 significant damage can be expected in 
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bombarded CNW emitters. Figure 6.15 compares the dependence of dI/dV curves on 
the bias voltage between sputtered HOPG surface layer (filled circles) and subsurface 
layers (filled triangles) by summing separately the total number of measurements that 
gave the same α value regardless of the ZBR value. It can be seen that the order of 
fitting of the dI/dV curves from the sputtered top surface and the subsurface centers at 
1.2 and 1.3, respectively. This finding suggests that sputtered atoms induce less 
damage as they go deeper below the sample surface.    
 
Fig. 6.14 (a) An SEM image taken during point contact measurement on the newly-
created surface of HOPG. Dependence of the dI/dV curves on the bias voltage at 





Fig. 6.15 A comparison of the 
dependence of dI/dV curves on the bias 
voltage between sputtered HOPG 
surface layer (curves with filled circles) 




In conclusion, we used point contact measurement as a tool to investigate the 
effect of local electron field emission on 2D carbon. Systematic experimental results 
showed that electron field emission at a large emission current induced loop 
formation at open-edged CNW by local current annealing effect and resulted in a 
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degraded performance of the 2D carbon emitter. FIB milling and RF sputtering 
deposition was performed on both CNW and HOPG to simulate the damage effects of 
high- and low-energy ion bombardment in field emission process, respectively. It was 
found that a small amount of high-energy (5 keV) incident ions easily caused 
amorphization in both CNW and HOPG. On the other hand, the long-range order of 
carbon lattice could be preserved after a short-term exposure to low-energy species 
(such as sputtered atoms). It is worth noting that the damage effect of such low-
energy species can penetrate into subsurface graphitic layers. Our results have 






CHAPTER 7 ELECTRICAL OSCILLATION IN PT/VO2 BILAYER 
 
In this chapter, we present our results of electrical characterization of Pt/VO2 
bilayer oscillators with different dimensions by applying a DC bias current in UHV. 
In this new oscillator design, the role of electric field in triggering the oscillation 
should be reduced since the current passes mainly through the Pt layer when VO2 is 
in the insulating state. On the other hand, Joule heating by the bias current in the Pt 
overlayer is anticipated to play a more important role. The remaining of this paper is 
organized as follows. Device fabrication, experimental setup and procedure of 
electrical measurements are described in Section 7.1. Section 7.2 begins with 
presenting the experimentally observed dependence of oscillation on the device 
dimension and bias current, and then introduces a simple model based on thermally 
triggered transition of the VO2 to account for the experimental results. The last part of 
Section 7.2 briefly discusses the potential role of electric field in triggering VO2 
transition in the investigated devices. Section 7.3 summarizes the work. 
 
7.1 Experimental 
Thin Pt strips (t0 = ~3 nm) of different widths were patterned and deposited onto 
the as-grown VO2 film using a laser writer (Microtech Laserwirter LW405) for 
creating the resist pattern and RF sputtering for deposition of thin Pt layer. These Pt 
strips served as the local heating elements. A schematic of the Pt/VO2 devices is 
shown in Fig. 7.1(a). 
All electrical measurements were performed in an UHV Omicron nanoprobe 
system to ensure good reproducibility and reliability of the experimental results. An 
in-situ SEM and two independent piezoelectrically driven nanoprobes with auto-
approaching capability allowed for precise control of the probe positions and real-
time monitoring of the sample surface. The procedure of measurements was as 
follows. Two sharp tungsten probes were first approached to and firmly pressed onto 
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the two ends of a long 1μm-wide Pt/VO2 strip (hereafter denoted as Type A device) to 
form low-resistance contacts. A small DC bias current (I0) was then applied to the 
probes with a Keithley 6221 source meter. I0 was subsequently ramped up slowly, 
during which the voltage across the Pt/VO2 device was recorded by a digital 
oscilloscope. The dependence of oscillation on the Pt/VO2 channel length was readily 
studied by stepping one probe towards the other on the strip, as illustrated in Fig. 
7.1(a) and (c). In order to investigate the dependence of oscillation on the strip width 
(W), a second type of Pt/VO2 device (Type B) with different W (1 – 8 μm) and a 
fixed length (L) of 40 μm was also been fabricated and measured [Fig. 7.1(b)]. The 
electron beam from the SEM was normally blanked off during the measurements. All 




Fig. 7.1 (a) A schematic of the 
electrical measurements on a 
Pt/VO2 bilayer oscillator. (b) and 
(c) SEM images of Type B (in 
dotted line) and Type A devices 
taken during the measurements, 
respectively. The scale bars in (b) 
and (c) are 100 μm and 10 μm, 
respectively 
 
7.2 Results and Discussion 
7.2.1 Dependence of Oscillation on the Device Dimensions and the Bias Current 
The inset of Fig. 7.2(a) shows the typical oscillation obtained by passing a DC 
current of 5.6 mA through a device with a dimension of 40 μm (L) × 2 μm (W) in a 
time span of 150 μs. The oscillation frequency is ~99 kHz as shown by the very sharp 
peak in the corresponding discrete Fourier transform [Fig. 7.2(a)]. For this particular 
device, the oscillation kicked in at a critical current of Ic1 = 2.488 mA as seen in Fig. 











of clarity. The oscillation frequency stabilized within a few μA above Ic1 and then 
monotonically increased with increasing the bias current. A closer look at the 
waveforms in Fig 2(b) reveals that the rising time was shorter at larger current while 
the falling time remained almost constant. The oscillation disappeared when the bias 
current exceeded another critical bias current (Ic2). Similar dependence of the 
oscillation frequency and waveform on the bias current was also observed in Type A 
device with an L ranging from 1 to 32 μm and a fixed W = 1 μm, which are 
summarized in a color contour plot shown in Fig. 7.3(a). In the plot, the lower (Ic1) 
and upper (Ic2) critical currents are indicated as dotted lines. A window for frequency 
modulation (Region II) is clearly seen in-between two non-oscillating regions (I and 
III). For the sake of clarity, the relations between the oscillation frequency and the 
bias current for different L are re-plotted in Fig. 7.3(b). We found that the tunable 
frequency range of longer devices was lower than that of shorter devices (for example, 
6.5 - 105 kHz for L = 32 μm and 128 - 262 kHz for L = 1 μm). Besides, the frequency 
of shorter devices was more sensitive to the change of bias current, enabling more 
efficient frequency modulation.  
 
Fig. 7.2. (a) Discrete Fourier transform of the oscillation (inset) obtained by 
passing a DC current of 5.6 mA through a 2 μm × 40 μm device. The waveform 
around the onset of oscillation is shown in (b), in which all curves except the 
lowest one have been vertically shifted for the sake of clarity. The 
corresponding bias current is shown in legend in unit of mA. 
 

































































Fig. 7.3 (a) – (b) Dependence of the 
oscillation frequency on the bias 
current and channel length for Type 
A device. The dotted curves in (a) 
show the boundary of the oscillation 
window (Region II). (c) Dependence 
of the frequency on the bias current 
and channel width for Type B device. 
The oscillation window is shown as 
the shaded region (II) in the inset.  
 
An oscillation window was also observed in Type B devices [shaded region in 
the inset of Fig. 7.3(c)]. Oscillation was normally not observed in devices with W > 8 
μm. The frequency increased monotonically with increasing current, as expected. 
Interestingly, thinner devices (i. e. smaller W) generated a higher frequency than 
wider devices at the same bias current. This suggests that the frequency can be further 
improved by scaling down the dimensions of the oscillator.  
 
7.2.2 Proposed Model for the Electrical Oscillation 
The aforementioned oscillatory behavior can be qualitatively understood as 
follows. When VO2 is in the insulating state, most of the current applied will flow 
through the Pt layer. The thin Pt layer is highly resistive with a resistivity of 639 
nΩ·m and 1400 nΩ·m for Type A and Type B devices (to be deduced later), 
respectively. This will lead to Joule heating and temperature rise of the Pt layer. 
When the temperature in VO2 exceeds the phase transition temperature, its resistance 
will drop, diverting most of the current into the VO2 layer. This in turn will reduce 



























































































Joule heating and eventually restores the insulating state of VO2. A question naturally 
arises here: what determines the oscillation frequency? To facilitate the discussion, 
we begin with the state that the VO2 is in a metallic state and that the inevitable 
parasitic capacitance (Cpara) from the circuit is almost completely discharged 
(hereafter we call it t = 0 state). At this state, the sudden drop of device temperature 
triggers an MIT inside the VO2 which causes an abrupt increase in the VO2 resistance 
[Fig. 7.4(a)]. In the period of 0 < t < tc, Cpara is charged towards a target voltage (Vtarget 
= I0 × RDUT) and this is the reason why voltage (V) across the device under test (DUT) 
gradually increases in this period. Accompanying this process is the increase of the 
current in the Pt overlayer (IJ) and thus the increase of heat generation rate and the 
device temperature. At t = tc and V = Vmax, the high device temperature triggers an 
IMT inside the VO2 and an abrupt decrease in the device resistance. Immediately 
following the IMT, Cpara starts to discharge and V decreases rapidly. Since the time 
constant of the discharging process is mainly determined by the small resistance of 
VO2, the rate of discharge between tc < t < t2 will be much faster than the rate of 
charging in the duration 0 < t < tc, which is limited by the much larger RPt. The rate of 
heat generation in the device is minimal since most of the bias current passes the low 
resistance VO2. Due to the rapid heat dissipation through the sapphire substrate 
underneath, the device temperature will decrease until another MIT is triggered at t = 
t2. Thus, the same sequence of processes described above will be repeated. The 
charging and discharging time constants determine the oscillation frequency. As seen 
in Fig. 7.3(c), narrower Type B devices (thus a larger RDUT) oscillate at a higher 
frequency than the wider ones at the same bias current despite a larger time constant 
for charging. This is because the current density and thus the rate of heat generation 
in Pt are larger in narrower devices, resulting in a faster heat accumulation in the 
device. On the other hand, the current density in the Pt overlayer of all Type A 
devices is the same due to a fixed W. In this case, time constant is the dominant factor 
because a larger time constant results in a slower increase of the current flowing 
95 
 
through Pt. Thus, longer devices (thus a larger time constant) oscillate at a lower 
frequency [Fig. 7.3(a)]. Oscillatory behavior does not occur for I0 < Ic1 because the 
current-induced heating in the Pt overlayer is insufficient to bring the VO2 to the 
critical IMT temperature. On the other hand, the device temperature is maintained 
above the critical MIT point for I0 > Ic2, and the VO2 is unable to restore to the 
insulting state.   
 
Fig. 7.4 (a) A schematic of the thermally triggered oscillation in Pt/VO2 bilayer. The 
simplified equivalent RC circuit is shown in (b). (c) and (d) show one cycle of the 
typical experimental oscillation waveforms (symbols) from Type A and Type B 
devices, respectively. All curves except for the lowest one have been shifted upwards 
for clarity. Solid curves are the fitting curves. 
For a more quantitative understanding of the process, a simple model is 
proposed in Fig. 7.4(b) for the Pt/VO2 oscillator, in which the VO2 is treated as a 
switch (S) in series with a resistor (RI or RM, depending on the state of VO2). The 
resistance of metallic (or insulating) VO2 is denoted as RM (or RI). This assumption is 
adequate because the transition of VO2 between the metallic and insulating states is 
very rapid in terms of change in electrical conductivity.
158,196
































































VO2 can thus be seen as simply connecting the switch S to RI (or RM). The 
capacitance resulted from metallic nanoislands in VO2 is much smaller than Cpara and 
is thus neglected.
72,73
 Figures 7.4(c) and (d) show a snapshot of a single period of 
oscillation waveform from Type A (I0 = ~1.45 mA) and Type B (I0 = 5 mA) devices, 
respectively. All curves except for the lowest one have been vertically shifted by an 
equal amount for the sake of clarity. Although the waveforms of Type A devices with 
L < 6 μm is not shown in the figures due to their much smaller scale, the discussion 
below applies to them equally. The experimental charging curves (symbols) have 
been fitted (solid curves) by the expression below: 
arg( ) (1 )
st t




  ,       (7.1) 
where the time constant τ = RDUT × Cpara,Vtarget = RDUT × I0 and a shift of ts that 
accounts for the small but nonzero voltage at t = 0 are the fitting parameters. It can be 
seen that the fitting is generally satisfactory, suggesting the adequateness of the 
assumption. The slight deviation of the fitting curves and the experimental data 
around t = 0 originates from the finite transition time of VO2 as compared to an ideal 
switch. Figures 7.5(a) and (c) show the τ used for the fittings together with the RPt 
calculated from RDUT by using an experimental resistivity of 7.88 Ω·cm for insulating 
VO2 and with current spreading in the VO2 thin film taken in to account. As expected, 
RPt depends linearly on the strip length while it is inversely proportional to the strip 
width. The Pt resistivity for Type A and B devices can be calculated from the fitting 
curves in Figs. 7.5(a) and (c) to be 639 nΩ·m and 1400 nΩ·m, respectively. These 
values are quite large as compared to bulk Pt resistivity because of the small 
thickness of the Pt layer. The capacitance of both types of devices has also been 
extracted by dividing RDUT from τ and plotted in Fig. 7.5(b) and (d). Interestingly, 
Cpara depends on L but it is almost independent of W. This is presumably resulted 
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from the electrostatic interaction between the two probes. Further systematic 
investigation is required to reveal the true origin of the change in Cpara. 
 
Fig. 7.5 Dependence of the resistance of Pt strip (circle) and the time constant 
(triangle) on the dimensions of (a) Type A and (c) Type B devices. Solid curves are 
trend lines. The calculated parasitic capacitance is shown in (b) and (d). 
 
7.2.3 Transition Mechanism of VO2 
We now proceed to examine the thermally triggered transition model. The 
charging time tc (and also the total heat accumulation time) will be the focus of the 
following discussions since it is closely related to the change of frequency. In contrast, 
the period of (t2 – tc) is dominated by the rate of heat dissipation and remains almost 
constant with respect to change in the device dimension [Fig. 7.4(c) and (d)]. The 
experimental relations between tc and the bias current for both Type A and Type B 
devices have been extracted from their respective oscillation waveforms and are 
shown as symbols in Fig. 7.6(a) – (c) with the device dimension indicated as figures 
beside the corresponding curves. A distinct feature for all devices is that the required 







































































































increase of the bias current. This behavior can be qualitatively understood as below. 
The heat produced by current-induced heating accumulates in the Pt/VO2 bilayer 
during the period 0 < t < tc, and results in the increase of the device temperature. Once 
the critical transition temperature of the VO2 is reached (t = tc), IMT will be triggered. 
With a larger bias current, the Joule heating effect becomes more pronounced and the 
required heat accumulation time is shorter. It is assumed that a certain thickness of 
VO2 (ttran) directly underneath the Pt overlayer goes through transitions due to Joule 
heating in Pt and the IMT is corresponding to a critical unit-area heat accumulation 
(Qarea) in the VO2. Based on the equivalent circuit in Fig. 7.4(b), the rate of heat 
generation in the DUT is determined by the current flowing in the Pt overlayer (IJ), 
















  ,  (7.2) 
where α ≤ 1 is a parameter to account for the heat dissipation through the sapphire 
substrate. The heat generated by the insulating VO2 thin film is small and wide spread, 
and is thus not considered. Considering the gradual increase of the substrate 
temperature during heating, α is assumed to have the form of exp[-t/(cτ)] where c is a 
unitless constant to indicate the different time scale of charging and heat 
accumulation processes. Qres is the residue heat from previous cycles of oscillations. 
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, (7.3) 
where Q is defined as Qarea – Qres. Equation (7.3) is then used to fit the experimental tc 
– I0 relationship (symbols) in Fig. 7.6(a) – (c) with Q and c as the fitting parameters. 
The optimum fitting curves are shown as solid curves. Experimental values have been 
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used for all other parameters during the fitting. It can be seen that Equ. (7.3) is able to 
reproduce the general trend of tc for both types of devices. The values of Q and c used 
for the fitting are shown in the respective insets. At this point of discussion, it is 
worth noting that Q is mainly determined by the relation ΔT × CVO2 × ttran - Qres, 
where ΔT and CVO2 are the change in temperature and heat capacity, respectively. 
Since both ttran and Qres can be different among devices with different dimensions and 
their values are unknown in the current experimental setup, Q can also vary among 
different devices. The relatively large fitted Q is presumably caused by the difference 





Fig. 7.6 Dependence of the 
experimental charging time (symbols) 
on both the bias current and the device 
dimensions for (a) Type A and (b) – (c) 
Type B devices. Solid curves are the 
fitting curves. The insets of (a) and (b) 
shows the respective values of Q and c 




































































































Fig. 7.7 (a) Typical SEM images of the VO2 after breaking down under an intense 
electric field with both probes moved aside. The original probe positions are 
indicated by P1 and P2. The scale bars from left to right are 5, 5 and 10 μm. (b) 
Comparisons of the dependence of oscillation frequency on the bias current 
between bare VO2 and Pt/VO2 samples at an inter-probe distance of ~1.3 μm. Inset 
is a schematic of the measurement on partially-Pt-covered VO2 samples. 
 
To investigate the possibility of electric field in triggering VO2 transition in our 
devices, similar electrical measurements were performed on bare VO2 samples in the 
same procedure and under the same conditions. It was found that bare VO2 sample 
with L > 4 μm was unable to generate oscillation before discharge occurred inside 
VO2 at a large bias current of over 10 mA. Figure 7.7(a) shows three cases of such 
discharge event with both probes moved aside (P1 and P2 show the probe positions). 
An interesting observation is that the discharge paths did not coincide with the 
expected electric field lines, suggesting the non-uniformity of the VO2 thin film. 
When L is very small (~1.3 μm), electrical oscillations indeed were observed on bare 
VO2 and partially-Pt-covered samples [Fig. 7.7(b)]. The true mechanism for the 
generation of oscillation in these samples is not clear yet. One possible explanation is 
that leakage-current-induced heating brings the short-channel bare VO2 sample above 
the onset of the thermally induced transition region.
197
 The generation of oscillation 
then follows similar processes as described in the model proposed previously. 
Nevertheless, further systematic studies are necessary to reveal the true generation 
mechanism of the oscillation observed in bare and partially-Pt-covered VO2 samples 






























To conclude, we have fabricated Pt/VO2 bilayer oscillators of different 
dimensions, in which the Pt overlayer serves the dual purposes of uniformly heating 
up the VO2 and also weakening the electric field in (and voltage across) the VO2. 
Reproducible electrical oscillations have been observed in systematic electrical 
measurements in an UHV environment. It is found that a higher oscillation frequency 
can be obtained with a larger bias current and/or smaller device dimensions. The 
charging duration after MIT is directly related to the oscillation frequency. A simple 
model based on current-induced heating in the Pt overlayer is proposed and is able to 
account for the experimental observations. Electrical measurements on bare VO2 and 
partially-Pt-covered VO2 performed under the same experimental conditions show 
that oscillation can only be triggered when the inter-probe distance is small, though 
the achievable frequency is lower than the case of Pt/VO2 bilayer with a similar inter-
probe distance. The results of this work help provide an alternative view in 










We used the UHV nanoprobe system to systematically investigate the properties 
of 2D carbon and VO2 thin films. The main findings are summarized as follows. 
We first characterized the local electron field emission properties of different 
types of 2D carbon including CNW/Cu, CNW/SiO2 and CVD single-layer graphene 
at different anode-to-cathode distances ranging from near contact to ~124 nm. The 
current-voltage characteristics of field emission from a single-flake 2D carbon emitter 
were found to be of good reproducibility and agreed with the F-N model except for 
the near-contact case in which the F-N curves exhibited a slight upward bending 
feature possibly due to extrinsic origin such as electrostatic interaction between the 
sample and anode. We also showed that the enhancement factor of 2D carbon emitter 
is determined by the ratio between the anode-to-cathode distance and thickness of 2D 
carbon through analytical calculations based on a simple electrostatic model. The 
calculation results and experimental data, including both the data obtained in our 
study and those reported in literature, are in good agreement. Furthermore, the 
enhancement factor at small anode-to-cathode distance was found to be smaller than 
unity due to the change of the local distribution of electric field at the 2D carbon 
emitter surface.  
Following that, we experimentally showed that local field emission from 2D 
carbon under static conditions (i.e. constant bias voltage and anode-to-cathode 
distance) exhibits excellent stability at nA level, which makes 2D carbon attractive 
for a variety of practical applications. Systematic experiments were subsequently 
performed to study the dynamic response of the local field emission current from 
CNW by varying the anode-to-cathode distance and by varying the electric field in 
UHV. A current modulation ratio up to 105 and 123 was achieved for the former and 
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latter case, respectively. The experimental results were explained by the F-N model in 
combination with a simple cantilever model to account for the change in either 
electric field or anode-to-cathode distance. Our results demonstrated good stability of 
the local field emission current from CNW during the emission current modulation 
process and good scalability of current modulation at nanoscale, suggesting that 
CNW is a reliable emitter material for nanoscale field emission electronic devices. It 
is worth pointing out that the CNW-probe configuration may also be replaced by a 
micro-electromechanical system involving 2D carbons in practical applications. 
In order to investigate the reliability of 2D carbon emitters at a large emission 
current level, we performed point contact measurement both before and after local 
field emission to investigate the properties of the 2D carbon emitter. It was found that 
a large field emission current can induce loop formation at open-edged CNW through 
local current annealing effect. Furthermore, FIB milling and sputtering deposition 
were used to simulate the high-and low-energy ion bombardment effects during field 
emission, respectively. While 5 keV ions easily caused amorphization in both CNW 
and HOPG, low-energy sputtered atoms reduced the crystallite size of 2D carbon and 
preserved the long-range order of carbon lattice. Experimental results also showed 
that the sputtering-induced damage could penetrate multiple atomic layers below the 
sample surface. Our results have practical significance in various potential 2D-
carbon-based applications. 
In the second part of the thesis, our investigation was extended to VO2 thin film 
with an emphasis on VO2-based electrical oscillators. We devised a new structure 
which consisted of only a Pt/VO2 bilayer and studied its oscillation characteristics 
under a constant bias current in UHV to investigate the oscillation triggering 
mechanism. The novelty of this design is that the Pt overlayer serves the dual 
purposes of uniformly heating up the VO2 and also weakening the electric field in 
(and voltage across) the VO2. It was found that the oscillation frequency could be 
easily tuned in a wide range with a higher frequency obtainable at a larger bias 
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current and/or smaller device dimensions. A simple model based on current-induced 
heating in the Pt overlayer was proposed to account for the experimental observations. 
These results provide an alternative view in understanding the VO2 phase transition 
mechanism in VO2-based oscillators. 
 
8.2 Future work 
The results obtained in this work demonstrate the great potential of the UHV 
nanoprobe setup as a platform for nanoscale electrical characterization of 2D carbon 
and VO2 thin films. Further work may be carried out in the following few aspects.  
As discussed in Chapter 2, the F-N model was derived based on a 1D free 
electron model. However, the charge carriers in graphene are Dirac fermions. 
Although experimental results in this work and most other reported work in literature 
to date have shown that the current-voltage characteristics of field emission from 2D 
carbon emitters agree with the F-N model, the true field emission mechanism is well 
worthy of further careful theoretical and experimental investigations. It is of both 
practical importance and fundamental interest to understand whether the above-
mentioned agreement is caused by the fact that 2D carbon emitters are often few-
layer graphene instead of single layer one or the derivation of the true current-voltage 
characteristics from the prediction of the F-N model is too small to be distinguished 
from experimental errors.  
Secondly, similar point-contact measurements can be performed on 2D carbon at 
lower temperatures. It has been noticed that a broadening occurs in all dI/dV curves 
in this work at small bias voltage (< 0.05 V) presumably due to thermal effect. 
Although the nanoprobe setup is capable of low temperature measurement down to 
about 40 K, such investigations have not been systematically performed due to time 
constraint.  
Thirdly, the effects of various processes (such as thermal treatment, oxygen 
exposure, electron beam exposure and metal-induced doping) on 2D carbon can also 
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be investigated using point contact measurements. One can also explore the various 
possibility of reducing the cathode damage effect by selectively coating the 2D 
carbon emitters with a thin layer of protect materials of different thicknesses without 
compensating the local field emission characteristics. 
Fourthly, there have been some reported experimental efforts on the doping (i.e. 
nitrogen or boron) effects on the field emission property of large-area 2D 
carbon.
47,50,82,84
 Generally speaking, N-doping was found to reduce the global turn-on 
electric field and B-doping was found to increase the disorder in 2D carbon. The 
effect of B-doping on the field emission characteristics is not quite conclusive yet. 
While results from Wang et al. suggests that B-doping results in an increase of the 
field emission area,
84
 results from Palnitkar et al. shows that B-doping deteriorates 
the turn-on field.
50
 As far as I know, local field emission study on doped-2D carbon 
samples has not been reported to date. Considering the fact that doping can result in 
significant changes in both the structural and electronic properties, both local field 
emission and point contact studies can be further extended to investigate the effects of 
doping (including but not limited to nitrogen and boron) on 2D carbon. 
Fifthly, both local field emission and point contact studies can be further 
extended to other materials with layered structures and highly anisotropic 
conductivity, such as transition metal dichalcogenides and black phosphor.  
Apart from the above, there remain many interesting subjects for exploration in 
VO2. For example, it is known that VO2 transition is accompanied by a reduction of 
the work function from 4.88 to ~4.7 eV and a structural expansion/contraction 
depending on the crystal orientation. These may be revealed in the change of field 
emission current from VO2 emitters which are expected to undergo a phase transition 
at a large emission current density and/or high extraction electric field. Besides, it 
would also be very interesting to investigate Pt-coated VO2 electron emitters which 
may produce oscillating emission current.  
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Furthermore, the structural change of VO2 upon transition offers a valuable 
opportunity to control/modify the magnetic properties of magnetic thin films through 
an interfacial effect. It has been reported that the coercivity and magnetization of Co 
and Ni thin films can be strongly affected by the VO2 substrate that undergoes phase 
transitions. Thus, it can be anticipated that the transition process may be affected by 
an interfacial strain that can be created by a magnetostrictive material (such as Ni). 
Since the oscillation occurs at around the transition point of VO2, the effect of 
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