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Abstract 
 Evaluating the interaction fields of magnetic nanowires (MNWs) is of utmost 
importance for advancing their functionality in diverse applications including spintronic 
devices and nanomedicine. In recent years, several quantitative methods have been 
proposed and become inevitable tools to quantify the interaction fields and decouple their 
effects from the coercivity. However, the uncertainty of the attained results arose 
countless open questions leading to discrepancies among the literature. Here, we employ 
our novel experimental method, named the projection method, to resolve these 
discrepancies. Using a comparative analysis of the four most commonly used methods 
(hysteresis loops method, remanence curves method, first-order reversal curve method, 
and projection method), we unambiguously explicate the reliability and validity limits of 
these methods to elucidate the origin of the discrepancies. We show that the remanence 
curves method must solely be used for quantifying the interaction fields if they are 
considerably weaker compared to the coercivity. Furthermore, we show that both 
remanence curves method and first-order reversal curve method fail to fully decouple the 
interaction fields’ effects from the coercivity, similar to the hysteresis loops method. 
Miniaturization of magnetic materials resulted to emerge of a variety of magnetic 
nanowires (MNWs), such as magnetic/non-magnetic multi-segmented1,2 and/or diameter 
modulated3–5, with superb quantum efficiency that has never be realized in their bulk 
states. As a result, the MNWs have been proposed in diverse applications including 
magnetic recording media6, magnetic refrigeration7,8, nanosensors and nanoactuators9,10, 
microwave nanodevices11–13, spintronic nanodevices14–17, as well as biology and 
nanomedicine18–23. In all these applications, the intrinsic properties of the MNWs must be 
determined precisely because they play a critical role in the functionality of the whole 
device24–28. Due to the quantum entanglement effects, the interaction fields substantially 
impact the intrinsic properties of MNWs especially in assemblies and/or arrays. These 
effects cause a significant misunderstanding of the intrinsic properties and functionality 
of the MNWs. For example, the interaction fields can cause artificial magnetic 
frustration29,30, artificial shift of the magnetic resonance frequency31,32 and energy 
barrier33, broadening of the intrinsic switching field34,35, reduction of the heating 
efficiency22, superparamagnetic behavior36, to name a few. Consequently, it is crucial to 
reliably characterize the interaction fields to determine the intrinsic properties of MNWs. 
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 Both interaction fields and coercivity depend on the dimensions and geometry of 
the MNWs arrays that makes discriminating them extremely difficult25. In this direction, 
numerous theoretical and experimental approaches have been introduced. Theoretically, 
micromagnetic simulations have been employed to underline the nature of the interaction 
fields and their effects on the coercivity to accurately determine intrinsic properties. Due 
to the computational limitations, these simulations are typically limited to short-range 
MNWs with perfect geometry and homogenous properties that do not meet 
experiments37–40. The experimental methods, on the other hand, do not suffer from these 
ideal assumptions as they are directly conducted on real MNWs. However, their 
application owes understanding two critical facts: 1) the range of the reliability and validity 
of the magnetic measurements and 2) the unambiguous analysis for determining the 
interaction fields and coercivity. 
 Based on the representation of the results, the experimental methods can be 
categories into two groups, in which the first group qualitatively describes the interaction 
fields and coercivity while the second group quantitatively describes them. A few 
examples for the former group are recoil curves method41,42, Henkel and the δM 
method43–45. And, a few examples for the latter group are the minor loop shifts46, energy 
barrier shifts33, ferromagnetic resonance31,32, and δH method47,48. The major drawback of 
the quantitative methods is that they do not directly measure the interaction fields and 
coercivity. As a result, several attempts have been done over the decades to advance the 
qualitative methods for quantitative analysis of these parameters. For example, the 
remanence curves have been analyzed with respect to the Stoner-Wohlfarth model to 
extract the interaction fields25,49. Another example is the integration of the first-order 
reversal curves (FORC) distributions over field axes to quantify the interaction fields and 
coercivity50–53. 
 In this work, we characterize the interaction fields (Hint) and coercivity (Hc) of 
MNWs arrays using the most popular magnetic measurements, the hysteresis loops 
method, remanence curves method, FORC method, and our novel projection method to 
assess their reliability and validity limits. To do so, eight different types of the nickel MNWs 
were fabricated using the template-assisted electrodeposition technique, details are given 
in the SI. The MNWs are categorized into two categories based on their templates, 
random arrangement with low porosity and ordered arrangement with high porosity, 
where both categories have the same range of diameters. The randomly arranged MNWs 
were achieved using track-etched polycarbonate membranes with an average diameter 
(porosity) of 30nm (0.5%), 50nm (1%), 100nm (2%), and 200nm (12%). The ordered 
arranged MNWs were achieved using anodic aluminum oxide (AAO) membranes with an 
average diameter (porosity) of 20nm (12%), 80nm (15%), 120nm (17%), and 200nm 
(20%). We chose these two categories to have MNWs with relatively similar Hc while 
significantly different levels of Hint in addition to be able to investigate the capability of the 
aforementioned methods for characterizing highly randomized and highly ordered 
arrangements. Experimentally, the magnetic measurements (hysteresis loops, FORC, 
and remanence curves measurements) were conducted and analyzed using the standard 
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protocols. We also measured the magnetic response of the MNWs using our well-
established projection method protocols as we introduced26,54,55. The raw data for all 
magnetic measurements are given in the SI. Since the hysteresis loops method does not 
characterize the Hint and its effects on the Hc, we consider it as the bottom-line to compare 
other methods demonstrating their reliability and validity limits.  
 Before quantifying the Hint in the MNWs, we first qualitatively illustrate the Hint 
across the different types of the MNWs. Regardless of the qualitative methods for 
describing the Hint, a simple and fast qualitative visualization of the Hint can be achieved 
by analyzing the squareness of the MNWs hysteresis loop, defined as the ratio of the 
saturation remanence magnetization to the saturation magnetization. Both saturation 
remanence magnetization and saturation magnetization are determined from the upper 
branch of the hysteresis loop. Higher Hint causes shearing of the hysteresis loop leading 
to a reduction of the squareness of the hysteresis loop. Another approach to qualitatively 
determine the Hint is the reversibility fraction, defined as the ratio of reversible 
magnetization to the total magnetization of the MNWs arrays26,56. In contrast to the 
squareness criteria, the reversibility fraction increases as the Hint increases. Figure 1 
shows the squareness and reversibility fraction of the MNWs arrays. Qualitatively, as the 
porosity increases, the reversibility fraction increases while the squareness decreases for 
all MNWs types. As it could be expected, increasing the porosity qualitatively increases 
the Hint regardless of the arrangement and/or the level of the porosity. Note that both 
squareness and reversibility fraction can be determined using the projection method with 
a single measurement while the hysteresis loops and FORC methods do not provide the 
reversibility fraction. Furthermore, neither of these parameters can be measured using 
the remanence curves method.  
 
Figure 1: illustrating the porosity effects on the reversibility fraction and squareness of the hysteresis loop 
for (a) randomly distributed MNWs and (b) orderly distributed MNWs. 
 
 Figure 2 depicts the Hint for the different types of MNWs arrays. Among all 
methods, the remanence curves method determines the Hint much smaller than the other 
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methods. Furthermore, this method surprisingly measures a reduction in the Hint as the 
porosity increases even though it shows an increase in the Hint for small porosities. Here, 
the remanence curves, isothermal remanence curve and DC demagnetization curve, 
were measured according to the standard protocols and analyzed according to25. This 
anomalous behavior of the remanence curves method is due to two facts. First, it employs 
the first-order mean-field theory to calculate the Hint that considers the Hint linearly 
proportional to the magnetization. It has been shown that the first-order mean-field theory 
is valid only for exchange decoupled MNWs with Hint much smaller than Hc49,57. Second, 
the remanence curves method calculates the Hint from the difference of fields, where the 
normalized isothermal remanence and the normalized DC demagnetization are 1/325. If 
the Hint is large, the remanence magnetizations keep reconfiguring the MNWs 
magnetization state, equivalently, reducing the Hint. This phenomena occur until a balance 
between the Hint and the Hc is reached. At this point, the Hint is no longer strong enough 
to overcome the MNWs Hc. This means that the remanence curves method indeed does 
not measure the actually Hint but it measures a reduced Hint where the MNWs are 
magnetically stable. The situation becomes worse at very large Hint. Therefore, the Hint 
calculated using the remanence curves method is much smaller than other values and it 
decreases as the porosity increases.  
 
Figure 2: A quantitative analysis of the interaction field (Hint) calculated using different methods. In both 
subfigures, the “Rem.” and “Proj.” stand for “remanence curve” and “projection”, respectively. 
 
 Figure 2 also shows the Hint calculated using the FORC method and the projection 
method. Both methods calculate the Hint much larger than the remanence curves method. 
The FORC and projection methods measure the Hint fairly in the same ranges for both 
randomly and orderly distributed MNWs arrays. For both categories of the MNWs arrays, 
the projection method renders a trend that can be used to characterize the effects of 
exchange coupling, dipole fluctuation, and dipole-dipole coupling on the Hint. The FORC 
method, on the other hand, measures the Hint fairly constant for the orderly distributed 
MNWs arrays even though the qualitative analysis, Figure 1, renders an increase in the 
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Hint in terms of the porosity. This is due to the destructive data analysis of the FORC 
method that can cause erasing the real features while adding artificial features54,55,58,59. 
Practically, the FORC method requires taking two derivatives that was shown to delete 
both irreversible magnetizations and the reversible magnetizations. Furthermore, taking 
two derivatives amplifies the measurement noises leading to spurious features in the 
FORC distributions. Smoothing can be applied to mitigate the noises up to a certain level 
but the smoothing effects are questionable as it makes the data interpretation more 
complex by drastically altering the FORC distributions60–63. 
 Figure 3 depicts the Hc of the MNWs arrays measured using all methods in addition 
to the Hint in terms of diameters to facilitate the comparison. Practically, the hysteresis 
loop method does not determine the Hint, so its results for Hc are contaminated by the Hint. 
Furthermore, since the remanence curves method relays on the first-order mean-field 
theory to determine the Hint and its value is zero at H= Hc, the remanence curves 
technically does not determine the actual Hc25,49 for interacting MNWs arrays. This fact is 
also supported by the Hc values that it calculates as they are smaller and or similar to the 
Hc values from the hysteresis loop. More interesting, the FORC method calculates the Hc 
in the same range that could be attributed due to several reasons. First, as already 
mentioned, the ambiguous and complicated data processing of the FORC method 
miscalculate the Hc. Second, the FORC distributions do not exclusively show the probably 
of finding a MNW flipping down and up at the reversal field and applied field, 
respectively37,40,54. Indeed, they present the MNWs flipping up and down histogram where 
the MNWs with lower Hc have the highest contributions on the FORC distributions. As a 
result, regardless of accumulation of the noises during the integral for finding the Hc, the 
MNWs with lower Hc, especially those bearing higher Hint, become dominant on the Hc 
results28. Furthermore, it can be anticipated that the FORC method does not fully 
decouple the Hint effects from the Hc. It is notable that the FORC method measures very 
large values for the standard deviation of the Hc, shown by δHc in Figure 3d. The δHc must 
be due to the non-uniformity of the MNWs64,65; however, the SEM images do not show a 
significant deviation in the diameters, see SI. Furthermore, larger δHc basically means 
broader switching fields that was shown to be due to the Hint34,35. Note the hysteresis loop 
and remanence curve method do not provide any information regarding the δHc. 
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Figure 3: Plotting the interaction field (Hint) and coercivity (Hc) as a function of diameters. 
 
 In summary, we demonstrated the reliability and validity limits of the most popular 
current state of the art of the magnetic methods for quantifying the Hint and Hc. Since the 
hysteresis loop method does not decouple the Hint effects from the Hc, we considered it 
as the bottom-line to analysis other quantitative methods. The remanence curves method 
is only applicable to magnetically hard MNWs where the Hint is significantly smaller than 
the Hc. Furthermore, since this method employs the first-order mean-field theory to 
calculate the Hint, it does not essentially discard the Hint effects from the Hc. The FORC 
method, on the other hand, can be used for both magnetically soft and hard MNWs if the 
MNWs have a narrow Hc distribution. Indeed, for the MNWs with a broad Hc distribution, 
the FORC method determines the Hc of the weakest MNWs because they have multitude 
contributions on the FORC distribution. Furthermore, regardless of the very time-
consuming measurements and data analysis of the FORC method, this method does not 
fully decouple the effects of the Hint from the Hc. Among all of the investigated quantitative 
method, the projection method exhibits a universality for measuring the Hint and Hc 
because it does not employ the first-order mean-field theory and it has a very 
straightforward analysis regardless of the type and arrangement of the MNWs. 
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