The Rayleigh distribution is an important model in applications such as noise theory, height of the sea waves and wave length. In this paper, we provide Bayesian estimation for a parameter of the Rayleigh distribution based on simple random sample (SRS) and ranked set sampling (RSS) and maximum ranked set sampling procedure with unequal samples (MRSSU) in two cases, one cycle and m-cycle. We also obtain the Bayes estimators by using square-root inverted-gamma and Jeffreys prior under squared error loss function and general entropy loss function and LINEX function. Finally, we compute the bias and mean squared error of an estimator under squared error and compare its with the corresponding RSS and MRSSU through Monte Carlo simulations.
Introduction
McIntyre (1952) first proposed ranked set sampling (RSS) to estimate the mean pasture yields and indicated that RSS is a more efficient sampling method in comparison with simple random sampling(SRS) in terms of the population mean estimation. The one-cycle RSS involves an initial ranking of n samples of size n as follows: 1 : X (1:n)1 X (2:n)1 · · · X (n:n)1 → Y 1 = X (1:n)1 2 : X (1:n)2 X (2:n)2 · · · X (n:n)2 → Y 2 = X (2:n) 2 . n : X (1:n)n X (2:n)n · · · X (n:n)n → Y n = X (n:n)n where X (i:n) j denotes the ith order statistic from the jth SRS of size n. The resulting sample is called one-cycle RSS of size n and denoted by Y = (Y 1 ,Y 2 , . . . ,Y n ). Under the assumption of perfect judgment ranking, Y i has the same distribution as X (i)i which is the ith order statistic in a set of size n obtained from the ith sample with pdf
The cycle may be repeated m times until nm units have been quantified. Now, we assume that we have a RSS from a Rayleigh distribution with probability density function (pdf) and the cumulative distribution function (cdf) are given as
and
respectively. To derive the Bayesian estimation of σ , it is most common to use square error loss(SEL) function, defined as
whereσ is the estimate of σ . It may be noted here that (3) defines a symmetric loss function which may be suitable for estimation of σ . In many practical situations it is more realistic to express the loss in terms of ratioσ σ . In this case, Calabria and Pulcini (1996) proposed a loss function, the general entropy loss(GEL) function of the form:
where p is the loss parameter which reflects the departure from symmetry. The loss parameter p allows different shapes of this loss function. The LINEX loss function is one of the most popular asymmetric loss function. It was first introduced by Varian (1975) and was extensively discussed by Zellner (1986) . The LINEX loss function is given by
The sign and magnitude of c represents the direction and degree of symmetry, respectively. For c close to zero, the LINEX loss is approximately squared error loss and therefore almost symmetric. In this paper, we also consider the square-root inverted-gamma prior for σ which has the form
where a > 0 and b > 0. When a = b = 0, it is the non-informative Jefferys prior of σ . The square-root inverted-gamma prior was first proposed by Bernardo and Smith (1994) 
Bayes estimates
In this section, we obtain the Bayes estimates of the parameter σ based on both SRS and RSS. In each case, we use both conjugate prior and the non-informative prior and extended Jeffreys prior for σ . Also, we consider the squared error loss function and general entropy loss function and LINEX function to derive the corresponding Bayesian estimates. Throughout the paper, let π(σ |x) and π(σ |y) denote the posterior densities of σ , given SRS(x) and RSS(y), respectively.
Bayes estimation based on SRS
Let X 1 , X 2 , ..., X n be iid random variables from a Rayleigh distribution with parameter σ in (1), and π(σ ) be the conjugate prior in (6) . Then, the posterior density based on SRS can be obtained as
Hence, the Bayesian estimate of σ under SEL function is given bỹ
Similarly, the Bayesian estimates of σ based on GEL function is obtained as
For p = −1, equation (9) provides the Bayes estimator under SEL for σ . Also, the Bayes estimator of σ under the LINEX loss function is given byσ
where
Bayes estimate based on RSS
..,Y n be a one-cycle RSS from the Rayleigh distribution in (1), and the prior density of σ be as in (6) . The density of the jth order statistic Y j is known to be
. Then, the joint density of the RSS in this case is given by
...
Hence, the posterior density can be derived as
and the Bayesian estimate of σ based on the SEL function is obtained from (11) as
Also, the Bayesian estimate of σ under GEL function is obtained from (11) as
The Bayesian estimate of σ based on the LINEX loss function is given bỹ
where E[e −cσ ] is obtained as follows
Bayes estimate based on non-informative Jeffreys prior
Let σ be a non-informative Jefferys prior as
Then, we obtain the Bayesian estimates of σ in cases SRS and RSS as follows c 2017 BISKA Bilisim Technology
1.SRSσ
andσ
2.RSSσ
Bayes estimate based on extended Jeffreys prior
If we consider the extended Jeffreys prior as
then, we obtain the Bayesian estimates of σ in cases SRS and RSS as follows
1.SRSσ
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Note that by replacing c = (Hartigan (1964) ).
2.RSSσ
Bayes estimate based on m-cycle RSS
Let Y jl , j = 1, 2, ..., n, l = 1, 2, ..., m be m-cycle RSS from Rayleigh distribution with parameter σ in (1) and the prior density of σ be the Jeffreys prior. Then, the joint density function in this case is given by
Hence, the posterior density can be expressed as
. From (21), the Bayesian estimate of σ based on the SEL function is giveñ
, while the Bayesian estimates of σ based on the GEL and LINEX function are derived as
3 Bayesian estimation based on MRSSU Biradar and Santosha (2014) proposed maximum ranked set sampling procedure with unequal samples (MRSSU) to estimate the mean of the exponential distribution and indicated that MRSSU is better than those of the estimator based on SRS. The one-cycle MRSSU involves an initial ranking of n samples of size n as follows:
The resulting sample is called one-cycle MRSSU of size n and denoted by Z = (Z 1 , Z 2 , . . . , Z n ). Under the assumption of perfect judgment ranking, Z i has the same distribution as X (i)i which is the ith order statistic in a set of size i obtained from the ith sample with pdf
The cycle may be repeated m times until nm units have been quantified. Let Z 1 , Z 2 , ..., Z n be a one-cycle MRSSU from the Rayleigh distribution with parameter σ in (1), and the prior density of σ be as in (6) . The density of the jth order statistic(maximum) of an SRS of size j from (1), i.e., Z j is
. Then, the joint density of the MRSSU in this case is given by
and the Bayesian estimate of σ based on the SEL function is obtained from (22) as
Also, the Bayesian estimate of σ under GEL function is obtained from (22) as
where E[e −cσ ] is obtained as follows:
Numerical results
We carry out Mont Carlo simulations using the following steps In Table( Table(1) , we first of all observe that the Bayesian estimates based on MRSSU are considerably less biased than the corresponding Bayesian estimates on RSS and SRS. Also, we observe that the Bayesian estimates based on MRSSU have much smaller MSE than the corresponding Bayesian estimates based on RSS and SRS in all cases considered. In Table ( 2), we obtained the values of bias and MSE of σ based on the square-root inverted-gamma prior when n = 3(1)6, σ = √ 2 2 and a = b = 2. From Table ( 2), we first note that the MSE of all estimates decrease when n increases. Next, we can see that MSE of Bayesian estimates using MRSSU are smaller than MSE of Bayesian estimates based on RSS and SRS in all cases. Next, we observe that the estimates based on the square-root inverted-gamma prior are less biased than the corresponding values for estimates based on Jefferys non-informative prior. 
