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Vremenski niz je niz kronolosˇki uredenih vrijednosti mjerenja neke pojave. Primjeri tak-
vih nizova mogu se pronac´i u financijama, prepoznavanju uzoraka, prognozi vremena i
potresa, astronomiji i ostalim podrucˇjima koja zahtijevaju mjerenja odredenih vrijednosti
u vremenskim razmacima. Zbog sˇiroke primjene vremenskih nizova u praksi potrebne su
razlicˇite metode za njihovu analizu, usporedivanje i klasifikaciju.
Najpoznatiji nacˇin mjerenja udaljenosti izmedu dva niza je racˇunanjem euklidske uda-
ljenosti. Potrebno je da nizovi budu iste duljine i ukupna udaljenost ovisi o udaljenosti
tocˇaka zadanih nizova koje imaju iste indekse. Kod vremenskih nizova udaljenost se mozˇe
mjeriti na vec´ opisani nacˇin, ali za tocˇnije rezultate potrebno je uzeti u obzir varijacije u
brzini promjene mjerenih vrijednosti i vremenske pomake. Jednostavan primjer je potpi-
sivanje osobe. Prilikom visˇe razlicˇitih davanja potpisa brzina pisanja varira pa pripadni
vremenski nizovi nastali biljezˇenjem koordinata potpisa mogu naizgled biti jako razlicˇiti.
Zato je potrebno pronac´i lokalno slicˇne dijelove i poravnati dobivene nizove tako da se pri
mjerenju udaljenosti racˇuna udaljenosti izmedu tih dijelova. Na taj nacˇin se dobije uda-
ljenosti koja je blizˇa cˇovjekovu intuitivnom nacˇinu usporedivanja dvaju potpisa. Jedan od
najpoznatijih algoritama za poravnanje vremenskih nizova je algoritam dinamicˇkog porav-
navanja vremena.
Algoritam je po prvu puta predstavljen 1978. godine u radu ”Dynamic Programming
Algorithm Optimization For Spoken Word Recognition” autora Hiroaki Sakoe i Seibi
Chiba [12]. Uspjesˇno je rijesˇen problem izgovaranja iste rijecˇi razlicˇitom brzinom te je
ubrzo nasˇao primjenu i u ostalim podrucˇjima usko povezanim s vremenskim nizovima.
Pomoc´u metoda dinamicˇkog programiranja algoritam racˇuna optimalno poravnanje dvaju
vremenskih nizova te udaljenost dobivenu tim poravnanjem. Prilikom racˇunanja zadaju
se razlicˇita ogranicˇenja na nacˇin poravnavanja nizova pa se tako dobivaju razlicˇite varija-
cije algoritma od kojih je potrebno izabrati najbolju za pripadni problem. Algoritam ima
kvadratnu slozˇenost sˇto predstavlja problem kod racˇunanja s velikim skupovima podataka.
Zbog toga su istrazˇene moguc´nosti postavljanja donjih granica cˇiji izracˇun je jeftiniji za
provodenje, a pomoc´u tih vrijednosti mozˇe se ocijeniti postoji li potreba za racˇunanje al-
goritma na pripadnim nizovima. Najpoznatije su Keoghova i poboljsˇana Keoghova donja
granica. Za potrebe klasifikacije i grupiranja nizova koristi se metoda pod nazivom bari-
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centricˇno usrednjavanje koja pomoc´u navedenog algoritma omoguc´uje dobivanje srednje
vrijednosti skupa vremenskih nizova. Ova metoda takoder ima i efekt smanjenja dimenzije
skupa podataka, buduc´i da se u daljnjem izracˇunu udaljenost novog podatka od cijele klase
(ponekad nazvane i klasterom podataka) zamjenjuje racˇunanjem udaljenosti do baricentra.
Cilj ovog rada je pokazati da je vrijeme klasificiranja uzorka usporedujuc´i ga s bari-
centrima klasa bitno manje od vremena potrebnog za klasificiranje prilikom kojeg se dani
uzorak usporeduje sa svakim uzorkom iz svih klasa te da korisˇtenjem brzˇe klasifikacije ne





Definicija 1.1.1. Vremenski niz je preslikavanje x : [0,T ]→ Rn, T ∈ R.
Napomena 1.1.1. Visˇedimenzionalni vektori nastaju zbog biljezˇenja vrijednosti razlicˇitih
parametara modela. Na primjer, vremenski niz nastao biljezˇenjem korisnikova potpisa
sastoji se od dvodimenzionalnih vektora koji predstavljaju koordinate tocˇaka koje pripadaju
potpisu. Osim toga moguc´e je pamtiti i informaciju o tome je li u pojedinoj tocˇki dosˇlo
do podizanja ili spusˇtanja olovke prilikom pisanja. Tada c´e se vremenski niz sastojati od
trodimenzionalnih vektora.
Podatci se najcˇesˇc´e biljezˇe u jednakim vremenskim razmacima, ali to nije nuzˇno.
Primjeri vremenskih nizova
Vremenski nizovi imaju sˇiroku primjenu. U medicini nastaju prac´enjem vrijednosti para-
metara u ljudskom organizmu kroz vrijeme, dok su u financijama potrebni za prognozu di-
namike trzˇisˇta. Osim sˇto nose informacije o podatcima kroz proteklo vrijeme, korisˇtenjem
statisticˇkih metoda, mogu se dobiti predvidanja za buduc´nost koja sluzˇe kao temelj za
buduc´e akcije. Za laksˇu analizu vremenskih nizova postoji nekoliko matematicˇkih alata
kao sˇto su Matlab [6] i R [11] koji olaksˇavaju postupak analize i graficˇkog prikaza poda-
taka.
Primjer 1.1.1. Prva primjena algoritma dinamicˇkog poravnavanja vremena bila je u pre-
poznavanju izgovorenih rijecˇi (vidi [12]). Pri izgovaranju rijecˇi nastaje vremenski niz koji
se sastoji od amplituda zvuka zabiljezˇenih u jednakim vremenskim razmacima cˇija velicˇina
3
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ovisi o uredaju koji snima zvuk. Prikaz jednog takvog vremenskog niza nastalog izgovara-
njem rijecˇi matematika nalazi se na slici 1.1.
Slika 1.1: Zvucˇni signal rijecˇi matematika
Primjer 1.1.2. Tijekom korisnikova potpisivanja prstom na ekranu mobilnog uredaja bi-
ljezˇenjem tocˇaka nastalih tijekom potpisivanja dobije se jedan vremenski niz. Njegov
graficˇki prikaz vidi se na slici 1.2.
Slika 1.2: Korisnikov potpis prstom na ekranu mobilnog uredaja
Primjer 1.1.3. Sljedec´i vremenski niz dobiven je biljezˇenjem trenutnog broja otkucaja
cˇovjekova srca svakih 0.5 sekundi. Na slici 1.3 su prikazani dobiveni podatci.
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Slika 1.3: Brzina otkucaja cˇovjekova srca
1.2 Algoritam dinamicˇkog poravnavanja vremena
Za zadana dva vremenska niza X B (x1, x2, ..., xN) ∈ FN i Y B (y1, y2, ..., yM) ∈ FM, N
i M ∈ N, potrebno je pronac´i njihovu udaljenost. Oznacˇimo s c : F × F → R>0 funkciju
koja zadovoljava svojstva norme na prostoru F. Neka je C ∈ RN×M definirana kao Cn,m B
c(xn, ym) matrica udaljenosti.
Definicija 1.2.1. (N, M)-poravnanje nizova je niz p = (p1, p2, ..., pL) gdje je pl = (nl,ml) ∈
{1, ...,N} × {1, ...,M}, l ∈ {1, ..., L}, koji zadovoljava sljedec´e uvjete:
1. Rubni uvjeti: p1 = (1, 1) i pL = (N,M)
2. Monotonost: n1 6 n2 6 ... 6 nL i m1 6 m2 6 ... 6 mL
3. Pomak: pl+1 − pl ∈ {(1, 0), (0, 1), (1, 1)} za l ∈ {1, ..., L − 1}.
Poravnanje nizova pridruzˇuje svakom elementu xnl ∈ X barem jedan element yml ∈ Y i
obratno. Prvi uvjet definicije osigurava da poravnanje uzme u obzir cijele nizove odnosno
da je prvom (zadnjem) elementu niza X pridruzˇen prvi (zadnji) element niza Y . Zbog
monotonosti poravnanja ne mozˇe se dogoditi ”povratak u prosˇlost”. Dakle, ako je i-tom
elementu niza X pridruzˇen j-ti element niza Y onda znamo da bilo kojem elementu iz niza
X s indeksom vec´im od i ne mozˇe biti pridruzˇen element niza Y s indeksom manjim od j.
Trec´i uvjet sprjecˇava da element niza bude izostavljen iz poravnanja. Na slici 1.4 nalazi se
ilustracija uvjeta iz definicije 1.2.1.
Neka je p zadano poravnanje. S cp(X,Y) oznacˇimo udaljenost nizova X i Y dobivenu




c(xnl , yml). (1.1)
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Slika 1.4: Primjeri poravnanja nizova X duljine 7 i Y duljine 9. (a) Poravnanje zadovo-
ljava 1., 2. i 3. uvjet iz definicije 1.2.1. (b) Poravnanje ne zadovoljava rubne uvjete. (c)
Monotonost poravnanja je narusˇena. (d) 3. uvjet iz definicije 1.2.1 nije ispunjen.
Optimalno poravnanje nizova X i Y , oznacˇeno s pmin, je poravnanje koje daje najmanju
udaljenost nizova. Oznacˇimo s DTW(X,Y) udaljenost nizova dobivenu tim poravnanjem.
DTW(X,Y) B cpmin(X,Y) = min{cp(X,Y) | p je (N, M)-poravnanje nizova} (1.2)
Lema 1.2.1. DTW funkcija nije pozitivno definitna.
Dokaz. Za nizove X B {x1, x2} i Y B {x1, x1, x2, x2, x2} vrijedi DTW(X,Y) = 0 buduc´i je
c(xi, xi) = 0, i = 1, 2. 
Lema 1.2.2. DTW funkcija ne zadovoljava nejednakost trokuta.
Dokaz. Neka je F = {α, β, γ}. Definiramo normu c : F ×F → {0, 1} s c(x, y) B 0 ako x = y
i c(x, y) B 1 ako x , y, x, y ∈ F. Za nizove X = (α, β, γ), Y = (α, β, β, γ) i Z = (α, γ, γ)
dobijemo DTW(X,Y) = 0, DTW(X,Z) = 1 te DTW(Y,Z) = 2. Ne vrijedi nejednakost
trokuta DTW(Y,Z) < DTW(Y, X) + DTW(X,Z). 
Oznacˇimo s D ∈ FN×M matricu sumiranih udaljenosti optimalnog poravnanja. Vrijedi
Dn,m = DTW(X,Y).









c(x1, yk), za m ∈ {1, ...,M} (1.4)
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2.
Dn,m = min{Dn−1,m−1,Dn−1,m,Dn,m−1} + c(xn, ym)
za n ∈ {2, ...,N} i m ∈ {2, ...,M} (1.5)
Dokaz. Jednakosti 1.3 i 1.4 trivijalno slijede iz uvjeta definicije poravnanja dvaju nizova
1.2.1. Za n > 1 i m > 1 neka je q = (q1, q2, ..., qL−1, qL) optimalno poravnanje za X i Y .
Iz rubnog uvjeta znamo da je qL = (n,m). Neka je (i, j) B qL−1. Zbog uvjeta na pomak
poravnanja znamo da je (i, j) ∈ {(n − 1,m − 1), (n − 1,m), (n,m − 1)}. Oznacˇimo s N[s : t],
s, t ∈ N, s ≤ t, podniz proizvoljnog niza N, (Ns,Ns+1, ...,Nt). Vrijedi da je (q1, ..., qL−1)
optimalno poravnanje nizova X[1 : a] i Y[1 : b] zato sˇto je q optimalno poravnanje nizova
X i Y . Iz navedenih tvrdnji slijedi 1.7. 
Iz prethodnog teorema slijedi rekurzivna relacija na kojoj se temelji algoritam.
Di, j = c(i, j) + min{Di−1, j,Di, j−1,Di−1, j−1} (1.6)
Inicijalizacija matrice D mozˇe se pojednostavniti dodavanjem novog retka i stupca cˇiji
se elementi inicijaliziraju na +∞. Formalno, Dn,0 B +∞ za n ∈ {1, ...,N}, D0,m B +∞ za
m ∈ {1, ..,M} i D0,0 B 0. Osim toga mozˇe se primijetiti da je za racˇunanje DTW udaljenosti
dovoljan prostor za pohranu velicˇine O(N) (O(M)) jer se matrica mozˇe popunjavati po
recima (stupcima). Za dobivanja poravnanja potrebno je pamtiti cijelu matricu D pa je
stoga prostorna slozˇenost velicˇine O(N × M).
Pri implementaciji algoritma koriste se metode dinamicˇkog programiranja. U nastavku
slijedi implementacija osnovnog oblika algoritma.
Ulaz : S n i z d u l j i n e N, Q n i z d u l j i n e M.
I z l a z : DTW u d a l j e n o s t .
1 f o r i := 1 t o N
2 DTW[ i , 0 ] := +∞
3 f o r i := 1 t o M
4 DTW[ 0 , i ] := +∞
5
6 DTW[ 0 , 0 ] := 0
7
8 f o r i := 1 t o N
9 f o r j := 1 t o M
10 c o s t := d ( S [ i ] , Q[ j ] )
11 DTW[ i , j ] := c o s t + minimum (DTW[ i −1 , j ] ,
12 DTW[ i , j −1] ,
13 DTW[ i −1 , j −1] )
14 re turn DTW[N, M]
Namec´e se pitanje kako iz matrice akumuliranih vrijednosti D dobiti optimalno po-
ravnanje pmin = {p1, .., pl}. Ako je zadana matrica D do poravnanja se dolazi obrnutim
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redoslijedom od dobivanja matrice. Pretpostavimo da je pl = (n,m). Ako je (n,m) = (1, 1)
onda je l = 1 pa smo gotovi. Inacˇe vrijedi rekurzivna formula
pl−1 B

(1,m − 1), ako je n = 1
(n − 1, 1), ako je m = 1
argmin{Dn−1,m−1,Dn−1,m,Dn,m−1}, inacˇe.
(1.7)
Vremenska slozˇenost algoritma je O(N2). Zbog toga postoje razlicˇiti prijedlozi za ubrzanja
algoritma. Neke od njih navodimo u sljedec´em odjeljku.
1.3 Varijacije algoritma dinamicˇkog poravnavanja
vremena
Velicˇina koraka
Pomak opisan u definiciji 1.2.1 osigurava da je u poravnanju nizova X i Y svakom elementu
prvog niza pridruzˇen element iz drugog niza i obratno. Mana tog uvjeta je da jednom
elementu niza mozˇe biti pridruzˇen veliki broj elemenata iz drugog niza pa poravnanje ima
vertikalne odnosno horizontalne dijelove. To znacˇi da c´e se poravnanje prilagoditi nastaloj
lokalnoj jednolicˇnosti jednog od nizova i njoj pridruzˇiti jedan element iz drugog niza.
Kako bi se izbjegli takvi dijelovi potrebno je promijeniti velicˇinu pomaka. Jedna opcija
je da 3. uvjet iz definicije 1.2.1 zamijenimo s pl+1−pl ∈ {(2, 1), (1, 2), (1, 1)} za l ∈ {1, ..., L}.
Element matrice akumuliranih vrijednosti se sada racˇunaju po formuli
Dn,m = min{Dn−1,m−1,Dn−2,m−1,Dn−1,m−2} + c(xn, ym) (1.8)
za n ∈ {2, ...,N} i m ∈ {2, ...,M}. Pocˇetne vrijednosti su D0,0 B 0, D1,1 B c(x1, y1),
Dn,0 B +∞ za n ∈ {1, ...,N}, Dn,1 B +∞ za n ∈ {2, ...,N}, D0,m B +∞ za m ∈ {1, ...,M} i
D1,m B +∞ za m ∈ {2, ...,M}.
Navedeni uvjet ne osigurava da c´e svakom cˇlanu prvog niza biti pridruzˇen barem jedan
cˇlan drugog niza i obrnuto. Jedan takav primjer poravnanja mozˇe se vidjeti na 1.6b). Zato
je potrebno modificirati rekurzivnu formulu tako da svi elementi nizova X i Y utjecˇu na
konacˇnu sumu udaljenosti. Dobije se sljedec´a formula
Dn,m = min

Dn−1,m−1 + c(xn, ym)
Dn−2,m−1 + c(xn−1, ym) + c(xn, ym)
Dn−1,m−2 + c(xn, ym−1) + c(xn, ym)
Dn−3,m−1 + c(xn−2, ym) + c(xn−1, ym) + c(xn, ym)
Dn−1,m−3 + c(xn, ym−2) + c(xn, ym−1) + c(xn, ym).
(1.9)
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Slika 1.5: Prikaz tri razlicˇita nacˇina pomaka pri trazˇenju optimalnog poravnanja. (a) Od-
govara pomaku iz definicije 1.2.1 (b) Prikaz poravnanja koje odgovara rekurzivnoj formuli
1.8 (c) Prikaz poravnanja koje odgovara rekurzivnoj formuli 1.10
za (n,m) ∈ {1, ...,N} × {1, ...,M}. Sada su pocˇetne vrijednosti sljedec´e: D1,1 B c(x1, y1),
Dn,−2 B Dn,−1 B Dn,0 B +∞ za n ∈ {−2, ...,N} i D−2,m B D−1,m B D0,m B +∞ za
m ∈ {−2, ...,M}
Slika 1.6: Prikaz poravnanja dobivenih primjenom razlicˇitih, prethodno opisanih rekur-
zivnih funkcija. (a) Poravnanje dobiveno korisˇtenjem rekurzije s pomakom iz definicije
1.2.1 (b) Poravnanja dobiveno korisˇtenjem rekurzivne formule 1.8 (c) Poravnanje dobi-
veno korisˇtenjem rekurzivne formule 1.10
Lokalne tezˇine
Ako preferiramo pojedini smjer u kreiranju poravnanja visˇe od nekog drugog mozˇemo mu
pridruzˇiti vec´u tezˇinu uvodenjem vektora tezˇina (wd,wh,wv) ∈ R3. Tako dobivamo sljedec´u




Dn−1,m−1 + wdc(xn, ym)
Dn−1,m + whc(xn, ym)
Dn,m−1 + wvc(xn, ym)
(1.10)
za n ∈ {2, ...,N} i m ∈ {2, ...,M}. Nadalje, vrijedi da je Dn,1 B ∑nk=1 whc(xk, y1) za n >
1, D1,m B
∑m
k=1 wvc(x1, yk) za m > 1 te D1,1 B c(x1, y1). Osnovna rekurzija algoritma
poravnavanja vremena ima vektor tezˇina (1, 1, 1). Na taj nacˇin se preferira dijagonalni
pomak u kreiranju poravnanja jer jedan dijagonalni korak odgovara jednom koraku u lijevo
pa gore (ili jednom koraku gore pa lijevo). Da bismo ujednacˇili sve poteze potrebno je da
vektor tezˇina bude (2, 1, 1).
Globalna ogranicˇenja
Za eliminaciju pojedinih poravnanja i smanjenje broja racˇunskih operacija potrebno je
uvesti globalne konstante. Tako se smanjuje slozˇenost algoritma i izbacuju rubni slucˇajevi
poravnanja koji u vec´ini slucˇajeva nisu dobra rjesˇenja. Formalno, neka je R ⊆ {1, ...,N} ×
{1, ...,M} podskup koji odgovara globalnom ogranicˇenju. Kazˇemo da poravnanje p∗R pri-
pada podskupu R ako svaki njegov element pripada podskupu R. Dva najpoznatija ogranicˇenja
na domenu poravnanja su Sakoe-Chiba povrsˇina i Itakura paralelogram.
Sakoe-Chiba povrsˇina ima konstantnu sˇirinu T i vrijedi da elementu xn mozˇe biti pri-
druzˇen ym za m ∈ {M−TN−T (n−T ), ..., M−TN−T (n+T )}∩{1, ...,M}. Dobivena povrsˇina je simetricˇna
s obzirom na dijagonalu pravokutne mrezˇe N × M kao na slici 1.7.
Itakura paralelogram za S ∈ R>0 definira R kao skup cˇiji elementi na pravokutnoj
mrezˇi N × M cˇine paralelogram definiran pravcima s nagibom 1S i S .
Slika 1.7: Prikaz osnovnih oblika globalnih ogranicˇenja na poravnanje. (a) Sakoe-Chiba
povrsˇina (b) Itakura paralelogram
Za primjenu globalnih ogranicˇena u racˇunanju ukupne udaljenosti dovoljno je definirati
da je c(xn, ym) B +∞ za (n,m) ∈ {1, ...,N} × {1, ...,M} \ R. Na taj nacˇin pri racˇunanju
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udaljenosti nizova potrebno je racˇunati samo one elemente matrice D koji pripadaju skupu
R sˇto kod korisˇtenje Sakoe-Chiba povrsˇine, kada je T  N, mozˇe dovesti do velikog
ubrzanja algoritma.
Glavni nedostatak uvodenja globalnih ogranicˇenja pri izvodenju algoritma je u tome
sˇto optimalno poravnanje p∗ ne mora nuzˇno pripadati podskupu R pa optimalno poravnanje
dobiveno algoritmom uz ogranicˇenje p∗R nec´e biti jednako optimalnom poravnanju p
∗.
Visˇeslojni algoritam poravnavanja vremena
Neka su zadana dva niza X i Y s pripadnim duljinama N1 B N i M1 B M. Polazni ni-
zovi se zbog potreba ubrzanja algoritma generaliziraju tako da se njihov broj elemenata
smanji za odredeni faktor f2. Dobiju se nizovi s duljinama N2 B N1/ f2 i M2 B M2/ f2
(pretpostavljamo da f2 dijeli N1 i M1). Racˇuna se optimalno poravnanje p∗2 na dobivenim
nizovima. Pomoc´u tako dobivenog poravnanja i faktora f2 dobijemo podskup R pravokutne
mrezˇe N1 ×M1 kao u primjeru na slici 1.8. Tek sada se racˇuna optimalno poravnanje p∗R na
potpunom sloju podataka koje pripada dobivenom podskupu R. Uspjesˇnost postupka ocje-
njuje se prema jednakosti dobivenog optimalnog poravnanja p∗R i optimalnog poravnanja
bez ogranicˇenja p∗.
Slika 1.8: Postupak generalizacije podataka u svrhu ubrzanja algoritma (a) Poravnanje do-
biveno na generaliziranom skupu podataka (b) Postupak dobivanja podskupa R koji pred-
stavlja globalno ogranicˇenje na poravnanje polaznih nizova.(c) Prosˇireni podskup Rδ
Neka L2 oznacˇava duljinu poravnanja p∗2. Tada je podskup R velicˇine L2 × f 22 . Za
racˇunanje optimalnog poravnanja treba ukupno N2×M2 + L2× f 22 sˇto je znatno manje nego
N1 × M1.
Zbog moguc´nosti da optimalno poravnanje p∗ ne pripada dobivenom podskupu R mozˇe
ga se prosˇiriti koeficijentom δ ∈ N tako da se za svaki element u R doda δ elemenata koji
su na mrezˇi pozicionirani gore, dolje, lijevo i desno od polaznog elementa.
Poglavlje 2
Metode ubrzanja algoritma dinamicˇkog
poravnavanja vremena
Algoritam dinamicˇkog poravnavanja vremena je jedan nacˇin odredivanja mnogo prema
mnogo poravnanja dvaju nizova uz ogranicˇenje na monotonost poravnanja. Neka je NDTW
oznaka za algoritam koji ispusˇta uvjet monotonosti. Vrijedi tvrdnja da je njegova slozˇenost
u slucˇaju jednodimenzionalnih nizova O(n log n), a ako su sortirani onda je linearna (dokaz
se mozˇe pronac´i u [2]). Oznacˇimo s DTWp (NDTWp) algoritam dinamicˇkog poravnavanja
vremena (s ispusˇtanjem uvjeta monotonosti) koji koristi p-normu za racˇunanje udaljenosti
nizova. Vrijedi sljedec´a rekurzivna formula
Di, j B

0, ako je i = j = 0
∞, ako je i = 0 ⊕ j = 0
ili |xi − y j| > ω
|xi − y j|p+
min{Di−1, j−1,Di−1, j,Di, j−1}, inacˇe.
(2.1)
pri cˇemu je ω globalno ogranicˇenje na poravnanje, a ⊕ oznacˇava operaciju ekskluzivno ili.
Formula vrijedi za 0 < p < ∞. Za p = ∞ pocˇetni uvjeti ostaju kao prethodno definirani, a
rekurzija je sljedec´a
Di, j = max{|xi − y j|,min{Di−1, j−1,Di−1, j,Di, j−1}}. (2.2)




Ocˇito je da vrijedi sljedec´a nejednakost
NDTWp(X,Y) ≤ DTW(X,Y) ≤ ‖X − Y‖p , za sve 0 < p ≤ ∞. (2.3)
12
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Neka je A proizvoljan niz iz Rn i c ∈ R. Definiramo relaciju ”≤” na Rn ×R∪R×Rn, n ∈ N
na sljedec´i nacˇin:
A ≤ c ako i samo ako ∀i ∈ {1, ..., n} Ai ≤ c
c ≤ A ako i samo ako ∀i ∈ {1, ..., n} c ≤ Ai. (2.4)
Propozicija 2.0.1. Neka su X i Y jednodimenzionalni vremenski nizovi realnih brojeva
takvi da postoji c ∈ R takav da vrijedi X ≥ c ≥ Y ili X ≤ c ≤ Y tada vrijedi DTW1(X,Y) =
‖X − Y‖1
Dokaz. Bez smanjenja opc´enitosti mozˇemo pretpostaviti da je X ≥ c ≥ Y . Pretposta-




dva jednodimenzionalna vremenska niza konstruirana iz poravnanja





elementima iz nizova X i Y koji se nalaze na koordinatama odredenim trenutnim elemen-
tom poravnanja. Tada vrijedi NDTW1(X,Y) =
∥∥∥X′ − Y ′∥∥∥
1
. Jasno je da vrijedi X
′ ≥ c ≥ Y ′








|x′i − y′i | =
∑
i





∥∥∥c − Y ′∥∥∥
1
≥ ‖X − c‖1 + ‖c − Y‖1
= ‖X − Y‖1 .
(2.5)
Korisˇtenjem nejednakosti 2.3 dobijemo tvrdnju teorema. 
Napomena 2.0.1. Tvrdnja propozicije 2.0.1 ne vrijedi za p > 1. Primjerice, za nizove
X = (0, 0, 1, 0) i Y = (2, 3, 2, 2) vrijedi DTW2(X,Y) =
√
17 dok je ‖X − Y‖2 =
√
18.
Definicija 2.0.1. Neka je ω ∈ N globalno ogranicˇenje i X vremenski niz. Neka su U(X)i =
maxk{xk | |k − i| ≤ ω} i L(X)i = mink{xk | |k − i| ≤ ω} za i = 1, ..., n. Nizovi U(X) i L(X)
cˇine omotacˇ oko niza X.
Lema 2.0.1. Za b ∈ [a, c] vrijedi (c − a)p ≥ (c − b)p + (b − a)p za 1 ≤ p < ∞
Dokaz. Za p = 1 tvrdnja ocˇito vrijedi. Za p > 1 deriviranjem funkcije f (b) = (c − b)p +
(b − a)p dobije se da funkcija postizˇe minimum u tocˇki b = c+a2 . Na rubovima intervala za
b ∈ {a, c} funkcija postizˇe maksimum iz cˇega slijedi tvrdnja. 
Teorem 2.0.1. Neka su zadana dva vremenska niza jednake duljine X i Y i neka je 1 ≤ p <
∞. Za proizvoljan vremenski niz H takav da je xi ≥ hi ≥ U(Y)i ili xi ≤ hi ≤ L(Y)i ili hi = xi
za sve indekse i vrijedi sljedec´a nejednakost
DTWp(X,Y)p ≥ NDTWp(X,Y)p ≥ ‖X − H‖pp + NDTWp(H,Y)p. (2.6)
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Za p = ∞ vrijedi DTW∞(X,Y) ≥ NDTW∞(X,Y) ≥ max(‖X − H‖∞ ,NDTW∞(H,Y)).
Dokaz. Pretpostavimo da je 1 ≤ p < ∞. Oznacˇimo s P poravnanje odredeno NDTW
algoritmom odnosno vrijedi NDTWp(X,Y)p =
∑
(i, j)∈P |xi − yi|p. Za svaki i vrijedi da je
hi ∈ [min(xi, yi),max(xi, yi)] pa korisˇtenjem tvrdnje iz Leme 2.0.1 vrijedi |xi − yi|p ≥ |xi −




(|xi − hi|p + |hi − yi|p) ≥ ‖X − H‖pp +
∑
(i, j)∈P
|hi − y j|p. (2.7)
Tvrdnja teorema slijedi iz prethodne tvrdnje i nejednakosti
∑
(i, j)∈P |hi − y j|p ≥ NDTWp(H,Y).
Za p = ∞ vrijedi nejednakost
NDTW∞(X,Y) = max
(i, j)∈P
|xi − y j| ≥ max
(i, j)∈P
max(|xi, hi|, |hi, y j|)
≥ max(‖X − H‖∞ ,NDTW∞(H,Y)).
(2.8)

Korolar 2.0.1. Neka su zadana dva vremenska niza X i Y jednake duljine. ‖X − H‖p aprok-
simira DTWp(X,Y) i NDTWp(X,Y) s gresˇkom manjom ili jednakom ‖H − Y‖p.
Dokaz. Zbog nejednakosti trokuta ‖X − H‖p+‖H − Y‖p ≥ ‖X − Y‖p i ‖X − Y‖p ≥ DTW(X,Y)
slijedi da je ‖X − H‖p + ‖H − Y‖p ≥ DTWp(X,Y) odnosno ‖H − Y‖p ≥ DTWp(X,Y) −
‖X − H‖p. 
U nastavku slijedi algoritam za pronalazˇenje nizova U(Y) i L(Y) koji zahtjeva najvisˇe
3 × n usporedbi gdje je n duljina niza Y .
Ulaz : Y = (y1, ..., yn) , ω g l o b a l n a o g r ad a DTW a l g o r i t m a
I z l a z : n i z o v i U(Y) i V(Y)
1 u = queue ( ) , l = queue ( )
2 u . append ( 1 ) , l . append ( 1 )
3 f o r i ∈ { 2 , . . . , n } do
4 i f i ≥ ω+1 t h e n
5 Ui−ω = y f ront(u) , Li−ω=y f ront(l)
6 i f yi ≥ yi−1 t h e n
7 u . pop f rom back ( )
8 whi le yi > yback(u) do
9 u . pop f rom back ( )
10 e l s e
11 l . pop f rom back ( )
12 whi le yi < yback(l) do
13 l . pop f rom back ( )
14 u . append ( i ) , l . append ( i )
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15 i f i = 2ω +1 + f r o n t ( u ) t h e n
16 u . p o p f r o m f r o n t ( )
17 e l s e i f i = 2ω+1+ f r o n t ( l ) t h e n
18 l . p o p f r o m f r o n t ( )
19 f o r i ∈ { n + 1 , . . . , n+ω } do
20 Ui−ω = y f ront(u) , Li−ω = y f ront(l)
21 i f i − f r o n t ( u ) ≥ 2ω +1 t h e n
22 u . p o p f r o m f r o n t ( )
23 i f i − f r o n t ( l ) ≥ 2ω+1 t h e n
24 l . p o p f r o m f r o n t ( )
Slika 2.1: Graficˇki prikaz nizova U(X) i L(X)
2.1 Keoghova donja granica za DTW algoritam
Neka su X i Y vremenski nizovi i neka je H(X,Y) vremenski niz definiran na sljedec´i nacˇin
H(X,Y)i =

U(Y)i, , ako je xi ≥ U(Y)i
L(Y)i, , ako je xi ≤ L(Y)i
xi, inacˇe
(2.9)
za i = 1, ..., n. H predstavlja projekciju niza X na niz Y i nalazi se u omotacˇu oko niza Y .
Korisˇtenjem tvrdnji iz teorema 2.0.1 dobijemo sljedec´u nejednakost
NDTWp(X,Y)p ≥ ‖X − H(X,Y)‖pp + NDTWp(H(X,Y),Y)p za 1 ≤ p < ∞. (2.10)
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Definiramo LB Keogh(X,Y) B ‖X − H(X,Y)‖p. Iz Teorema 2.0.1 i prethodnih tvrdnji
proizlazi sljedec´i korolar.
Korolar 2.1.1. Neka su zadana dva vremenska niza jednake duljine X i Y i neka je 1 ≤
p < ∞. Tada vrijedi
1. LB Keogh je donja granica za DTW algoritam
DTWp(X,Y) ≥ NDTWp(X,Y) ≥ LB Keoghp(X,Y). (2.11)
2. Tocˇnost donje granice je odredena sˇirinom omotacˇa niza Y
DTWp(X,Y) − LB Keoghp(X,Y) ≤




Pomoc´u sljedec´eg algoritma za zadani niz Y moguc´e je pronac´i niz iz S koji je najmanje
udaljen od njega. Racˇuna se donja granica te ako je ona dovoljno velika onda se preskacˇe
racˇunanje DTW algoritma. U ovom primjeru korisˇtena je l1 norma i prethodno definirani
nizovi U(Y) i L(Y)
Ulaz : Y = (y1, ..., yn) , S skup vremensk ih n i z o v a
I z l a z : n i z X min k o j i ima na jman ju u d a l j e n o s t s obzi rom na n i z Y
1 m i n d i s t a n c e = ∞
2 U, L = e n v e l o p e (Y)
3 f o r X ∈ S do
4 d i s t a n c e = 0
5 f o r i ∈ {1 , 2 . . . , n } do
6 i f xi > Ui t h e n
7 d i s t a n c e = d i s t a n c e + xi − Ui
8 e l s e i f xi < Li t h e n
9 d i s t a n c e = d i s t a n c e + Li − xi
10 i f d i s t a n c e < m i n d i s t a n c e t h e n
11 t = DTW1(X,Y)
12 i f t < m i n d i s t a n c e t h e n
13 m i n d i s t a n c e = t
14 X min = X
2.2 Poboljsˇana Keoghova donja granica za DTW
algoritam
Poznato nam je da vrijedi sljedec´a nejednakost
NDTWp(X,Y)p ≥ LB Keoghp(X,Y)p + NDTWp(H(X,Y),Y)p , za 1 ≤ p < ∞. (2.13)
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Osim toga vrijedi
NDTWp(H(X,Y),Y) ≥ LB Keoghp(Y,H(X,Y)). (2.14)
Iz prethodnih nejednakosti slijedi
NDTWp(X,Y)p ≥ LB Keoghp(X,Y)p + LB Keoghp(Y,H(X,Y))p , za 1 ≤ p < ∞. (2.15)
Ovime smo dobili josˇ jednu donju granicu za DTW algoritam. Definiramo
LB Improvedp(X,Y)p B LB Keoghp(X,Y)p + LB Keoghp(Y,H(X,Y))p. (2.16)
Sljedec´i algoritam koristi prethodno definiranu donju granicu za DTW algoritam kako
bi dodatno ubrzao. Prvo se racˇuna donja granica LB Keogh za zadani niz Y i trenutno
izabrani X iz zadanog skupa. Ako je ona dovoljno velika onda se uzima novi X, inacˇe se
racˇuna LB Improved granica i provjerava se je li moguc´e pomoc´u te granice odbaciti X,
ako nije onda se racˇuna cijeli DTW algoritam. I u ovom primjeru korisˇtena je l1 norma i
prethodno definirani nizovi U(Y) i L(Y)
Ulaz : Y = (y1, ..., yn) , S skup vremensk ih n i z o v a
I z l a z : n i z X min k o j i ima na jman ju u d a l j e n o s t s obzi rom na n i z Y
1 m i n d i s t a n c e = ∞
2 U, L = e n v e l o p e (Y)
3 f o r X ∈ S do
4 X’ = X
5 d i s t a n c e = 0
6 f o r i ∈ {1 , . . . , n } do
7 i f xi > Ui t h e n
8 d i s t a n c e = d i s t a n c e + xi − Ui
9 x′i = Ui
10 e l s e i f xi < Li t h e n
11 d i s t a n c e = d i s t a n c e + Li − xi
12 x′i = Li
13 i f d i s t a n c e < m i n d i s t a n c e
14 U’ , L ’ = e n v e l o p e (X’ )
15 f o r i ∈ {1 , 2 , . . . , n } do
16 i f yi > U′i t h e n
17 d i s t a n c e = d i s t a n c e + yi − U′i
18 e l s e i f yi < L′i t h e n
19 d i s t a n c e = d i s t a n c e + L′i − yi
20 i f d i s t a n c e < m i n d i s t a n c e t h e n
21 t = DTW1(X,Y)
22 i f t < m i n d i s t a n c e t h e n
23 m i n d i s t a n c e = t
24 X min = X
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2.3 Metoda Podijeli pa vladaj
Josˇ jedan oblik racˇunanja poravnanja dva vremenska niza mozˇe se dobiti korisˇtenjem me-
tode Podijeli pa vladaj. Algoritam je predstavio Dan Hirschberg 1975. godine u radu [4].
Korisˇtenjem dinamicˇkog programiranja algoritam je trazˇio najdulji zajednicˇki podniz dvaju
nizova znakova. Vremenska i prostorna slozˇenost algoritma su redom O(m × n) i O(n + m)
pri cˇemu su m i n duljine zadanih nizova.
Navedeni algoritam mozˇe se upotrebljavati i za dobivanje optimalnog poravnanja dva
vremenska niza X i Y duljine m i n. Algoritam je rekurzivan i sastoji se od dva glavna
koraka. U prvom koraku potrebno je izracˇunati tablice sumiranih vrijednosti za niz X i
prvu odnosno drugu polovicu niza Y . Kod racˇunanja tablice za drugu polovicu niza Y
ishodisˇte je polje (m, n). Za dobivanje elementa konacˇnog poravnanja potrebno je josˇ
zbrojiti stupce tablica koji pripadaju sredisˇnjem elementu niza Y kao na slici 2.2 i nac´i
indeks retka s minimalnom sumom. Drugi korak, pomoc´u dobivene tocˇke iz prvog koraka,
dijeli nizove na dva dijela i na svakom od njih ponavlja isti postupak. Slijedi pseudokod
opisanog algoritma.
Ulaz : v remensk i n i z o v i X i Y
I z l a z : DTW p o r a v n a n j e p reko g l o b a l n o g p o l j a P
1 D i v i d e a n d c o n q u e r (X, Y) {
2 m = |X |
3 n = |Y |
4 midd le = dn/2e
5 i f n ≤ 2 or m ≤ 2 t h e n
6 tmp = compute DTW alignment (X, Y)
7 add tmp t o g l o b a l a r r a y P
8 e l s e
9 l e f t = a l i g n m e n t (X, Y[ 1 : midd le ] )
10 r i g h t = a l i g n m e n t (X, Y[ midd le : n ] )
11 m i n i n d e x = 0
12 f o r i ∈ { 1 , . . . , n }
13 i f l e f t ( i , midd le )+ r i g h t ( i , midd le ) <
14 l e f t ( min index , midd le )+ r i g h t ( mid index , midd le )
15 m i n i n d e x = i
16 add ( m i n i n d e x ) t o g l o b a l a r r a y P
17 D i v i d e a n d c o n q u e r (X[ 1 : m i n i n d e x ] , Y[ 1 : midd le ] )
18 D i v i d e a n d c o n q u e r (X[ min index , m] , Y[ middle , n ] )
19 }
U sljedec´em primjeru prikazana su dva osnovna koraka algoritma i pokazano je da
algoritam ne daje uvijek optimalno poravnanje.
Primjer 2.3.1. Neka su zadani nizovi X=1, 2, 2, 1, 0 i Y = 3, 4, 5, 3, 3. Slika 2.2 ilustrira
prvi i drugi korak prethodno navedenog algoritma na pocˇetnim nizovima.
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Slika 2.2: a) Prikaz tablica sumiranih vrijednosti niza X i prve odnosno druge polovice niza
Y i sredisˇnjeg stupca dobivenog sumiranjem zadnjeg stupca prve tablice i prvog stupca
druge tablice b) Drugi korak Podijeli pa vladaj algoritma u kojem se pocˇetni problem
pomoc´u tocˇke iz prvog koraka dijeli na dva istovrsna podproblema
Rekurzivnim racˇunanjem poravnanja na podnizovima dobivenim podjelom prema in-
deksu retka minimalne sume unutrasˇnjih stupaca lijeve i desne tablice dobije se poravnanje
koje daje udaljenost 14 dok je rezultat DTW algoritma optimalno poravnanje s udaljenosti
12. Dakle, ovaj algoritam ne daje nuzˇno optimalno poravnanje. Usporedba poravnanja
vidi se na slici 2.3
Slika 2.3: a) Poravnanje dobiveno algoritmom Podijeli pa vladaj b) Poravnanje dobiveno
DTW algoritmom
2.4 Reducirani DTW algoritam
Josˇ jedan nacˇin razmisˇljanja o ubrzanju DTW algoritma temelji se na ideji da se racˇunaju
samo ona polja matrice cˇiju je vrijednost nuzˇno znati da bi se izracˇunalo optimalno po-
ravnanje. Postavlja se pitanje kako odrediti koja polja matrice c´e biti popunjena, a koji
elementi su dovoljno razlicˇiti da njihovu udaljenost nije potrebno racˇunati. Temelji ovog
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pristupa su normalizacija zadanih nizova na interval [0, 1] te korisˇtenje rijetko popunjene
matrice.
Definicija 2.4.1. Matrica A ∈ Rn×n je rijetko popunjena matrica ukoliko postoji algoritam
takav da se Ax, za vektor x ∈ Rn mozˇe racˇunati u O(n) operacija.
Definicija 2.4.2. Donji susjedi elemenata matrice s indeksom c su elementi s indeksima iz
skupa {c − 1, c − n, c − (n + 1)}. Gornji susjedi elementa matrice s indeksom c su elementi
s indeksima iz skupa {c + 1, c + n, c + (n + 1)}.
Definicija 2.4.3. Blokirani element rijetko popunjene matrice je svaki element koji ima
vrijednost nula.
Za laksˇe utvrdivanje slicˇnih dijelova nizova potrebno ih je normalizirati korisˇtenjem
formule
S norm =
S ki −min(S k)
max(S k) −min(S k) (2.17)
pri cˇemu S ki oznacˇava i-ti element k-tog niza.
Algoritam se sastoji od 3 dijela. U prvom dijelu se pomoc´u ulaznih parametara racˇunaju
broj odnosno sˇirina intervala Ik te sˇirina dijela u kojem se preklapaju. Pomoc´u njih odreduje
se koji elementi nizova pripadaju istom intervalu. Ako je taj uvjet zadovoljen racˇuna se
euklidska udaljenost ta dva elementa i vrijednost se sprema u rijetko popunjenu matricu
S M. Ako elementi ne pripadaju istom intervalu onda je vrijednost matrice na pripadnom
indeksu nula. Opisanom postupku odgovara sljedec´a formula
S Mi, j =
‖S (i),Q( j)‖2 , ako je S (i) ∈ Ik i Q( j) ∈ Ik0, inacˇe. (2.18)
Ako je euklidska udaljenost jednaka nuli onda se vrijednost tog elementa postavlja na −1
tako da ga se mozˇe razlikovati od blokiranog elementa matrice.
Nakon incijalizacije matrice S M slijedi racˇunanje DTW udaljenosti. Za element na
indeksu c trazˇi se njegov donji susjed s najmanjom vrijednosti i njegova vrijednost se zbraja
s vrijednosti trenutnog elementa. Postupak je isti kao kod osnovnog oblika DTW algoritma.
Osim toga provjerava se jesu li gornji susjedi trenutnog elementa blokirani, ako jesu, racˇuna
se euklidska udaljenost pripadnih elemenata nizova i ti elementi nisu visˇe blokirani.
Trec´i dio zaduzˇen je za trazˇenje optimalnog poravnanja. Krec´uc´i od indeksa koji odgo-
vara paru elemenata (m, n) rekurzivno se dodaju indeksi donjih susjeda trenutnog elementa
koji imaju najmanju vrijednost. Postupak se ponavlja sve dok se ne dode do pocˇetnog ele-
menta matrice koji odgovara paru elemenata (1, 1). Slijedi pseudokod opisanog algoritma.
Res vrijednost sluzˇi kod odredivanja broja odnosno sˇirine intervala koji se koriste kod inici-
jalizacije rijetko popunjene matrice S M. Matrica S M je indeksirana linearno po stupcima.
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Ulaz : v remensk i n i z o v i S i Q d u l j i n e m odnosno n , Res v r i j e d n o s t
I z l a z : o p t i m a l n o DTW p o r a v n a n j e i p r i p a d n a u d a l j e n o s t n i z o v a
1 S
′
= Norma l i s e ( S )
2 Q
′
= Norma l i s e (Q)
3 LowerBound = 0
4 UpperBound = Res
5 f o r a l l 0 ≤ LowerBound ≤ 1 − Res2 do
6 S
′
i n d i c e s = f i n d ( LowerBound ≤ S ′ ≤ UpperBound )
7 Q
′
i n d i c e s = f i n d ( LowerBound ≤ Q′ ≤ UpperBound )
8 LowerBound = LowerBound + Res2
9 UpperBound = LowerBound + Res
10 f o r a l l s′i ∈ S
′
i n d i c e s do
11 f o r a l l q′j ∈ Q
′
i n d i c e s do




j ) t o S M
13 end f o r
14 end f o r
15 end f o r
16 f o r a l l c ∈ S M do
17 LowerNeighborus = { c−1 , c−n , c−( n +1) }
18 minCost = min ( S M ( LowerNeighbours ) )
19 S M ( c ) = S M ( c ) + minCost
20 UpperNeighbours = { c +1 , c+n , c+n +1}
21 f o r a l l Ni ∈ UpperNeighbours
22 i f Ni == 0 t h e n
23 S M ∪ E u c l i d e a n D i s t a n c e ( p a i r ( Ni ) )
24 end i f
25 end f o r
26 end f o r
27 WarpingPath = ∅
28 hop = S M(n × m)
29 WarpingPath ∪ hop
30 whi le hop , S M ( 1 ) do
31 LowerNeighbours = { hop −1 , hop−n , hop −( n +1) }
32 [ minCost , i n d e x ] = min [ Cos t ( LowerNeighbours ) ]
33 hop = i n d e x
34 WarpingPath ∪ hop
35 end whi l e
36 WarpingPath ∪ S M ( 1 )
37 re turn WarpingPath , S M ( n×m)
Prednost ovog algoritma nad metodom Podijeli pa vladaj je sˇto uvijek daje optimalno
poravnanje zadanih nizova zato sˇto se od standardnog DTW algoritma razlikuje samo po
tome sˇto ne racˇuna cijelu matricu akumuliranih vrijednosti nego samo ona polja koja na
pocˇetku imaju veliku vjerojatnost da c´e pripadati optimalnom poravnanju jer pripadaju is-
tom intervalu i ona cˇija vrijednost postane nuzˇna prilikom racˇunanja matrice akumuliranih
POGLAVLJE 2. METODE UBRZANJA ALGORITMA 22
vrijednosti. Tako se prostor potreban za spremanje matrice mozˇe znatno smanjiti. Vremen-
ska slozˇenost algoritma je u najgorem slucˇaju O(n × m) gdje su m i n duljine nizova.
Primjer 2.4.1. U ovom primjeru prikazati c´emo glavne korake na nizovima S = [3, 4,
5, 3, 3] i Q = [1, 2, 2, 1, 0]. Prvi korak zahtjeva normalizaciju podataka pa se tako
dobiju sljedec´i nizovi: S
′
= [0, 0.5, 1.0, 0.0, 0.0] i Q
′
= [0.5, 1.0, 1.0, 0.5, 0]. Neka
je Res parametar jednak 0.5. Iz toga slijedi da je broj intervala jednak 2Res = 4, a to su
[0, 0.5], [0.25, 0.75], [0.5, 1], [0.75, 1.25]. Preklapanje dobivenih intervala pridonosi
smanjenju odblokiranih elemenata prilikom provodenja drugog koraka algoritma kada se
racˇuna tablica akumuliranih vrijednosti. Sljedec´i korak je racˇunanje euklidske udaljenosti
onih elemenata nizova koji pripadaju istom intervalu. Tako se dobije matrica prikazana na
slici 2.4 a).
Pri racˇunanju matrice akumuliranih vrijednosti koristi se opc´a rekurzivna formula ko-
jom se odabire donji susjed s najmanjom vrijednosti i zbraja se s trenutnim elementom. Ako
element koji nije blokiran ima blokirane susjede potrebno ih je odblokirati racˇunajuc´i euk-
lidsku udaljenost pripadnih elemenata. U ovom primjeru su to oznacˇeni elementi matrice
s vrijednostima 34, 35 i 38 na slici 2.4 b).
Zadnji dio algoritma konstruira optimalno poravnanje krec´uc´i od indeksa zadnjeg ele-
menta matrice koji odgovara paru (m, n) dodajuc´i rekurzivno indekse donjeg susjeda s
najmanjom vrijednosti.
Slika 2.4: a) Matrica euklidskih udaljenosti elemenata nizova koji pripadaju istim inter-
valima. Ako elementi ne pripadaju istom intervalu onda je polje matrice blokirano (B)





Zbog sve vec´eg prisustva vremenskih nizova u praksi potrebno je prilagoditi algoritme koji
se danas koriste u analizi podataka, prepoznavanju uzoraka i strojnom ucˇenju takvoj vrsti
podataka. Veliki broj podataka cˇesto je potrebno klasterirati odnosno podijeliti podatke u
skupine tako da se u istoj skupini nalaze podatci koji dijele slicˇna svojstva prema kojima ih
razvrstavamo. Uspjesˇan rad velikog broja algoritma koji se koriste u prethodno navedenim
granama temelji se na metodama pronalaska srednje vrijednosti skupa ulaznih podataka.
Pronalazak srednje vrijednosti skupa vremenskih nizova nije jednostavan posao jer je
potrebno uzeti u obzir ovisnost podataka u nizu o vremenu. Zbog toga je jasno da trazˇenje
srednje vrijednosti po koordinatama ne dolazi u obzir i potrebno je iskoristiti uspjesˇnost al-
goritma poravnavanja vremena za usporedivanje vremenskih nizova. Pri tome treba paziti
da se ne narusˇi konvergencija algoritama za klasteriranje. U praksi se cˇesto koristi medoid
umjesto srednje vrijednosti. Medoid je element cˇija je prosjecˇna udaljenost od drugih ele-
menata skupa najmanja, a od srednje vrijednosti skupa razlikuje se po tome sˇto je medoid
uvijek element danog skupa dok srednja vrijednost opc´enito ne mora biti.
Oznacˇimo s S = {S 1, S 2, ..., S N} skup vremenskih nizova te s C(T ) niz duljine T . Srednju
vrijednost danog skupa definiramo na sljedec´i nacˇin.
Definicija 3.1.1. Neka je S = {S 1, S 2, ..., S N} skup vremenskih nizova nad prostorom E
duljine T . Oznacˇimo s ET prostor svih nizova duljine T . Srednja vrijednost danog skupa
je niz C(T ) koji zadovoljava sljedec´u nejednadzˇbu:
∀X ∈ ET ,
N∑
n=1
DTW2(C(T ), S n) ≤
N∑
n=1
DTW2(X, S n). (3.1)
Buduc´i niz koji predstavlja srednju vrijednost ne mora nuzˇno biti duljine T potrebno je
u prethodnu nejednakost uvesti sve moguc´e slucˇajeve na duljinu niza. Stoga se zahtjeva
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Slika 3.1: Na ovoj slici se vidi da racˇunanje srednje vrijednosti skupa vremenskih nizova
uzimanjem srednjih vrijednosti koordinata s istim indeksom ne cˇuva vrijednosti amplitude
nizova. a) Skup vremenskih nizova kojem je potrebno nac´i srednju vrijednost. b) Sred-
nja vrijednost zadanog skupa vremenskih nizova dobivena racˇunanjem srednje vrijednosti
koordinata
U teoriji su poznata dva nacˇina trazˇenja srednje vrijednosti zadanog skupa vremenskih
nizova. Oba su usko povezana s problemom visˇestrukog poravnavanja vremenskih nizova.
Umjesto racˇunanja poravnanja dva niza tako da se uzima minimalna vrijednost prethodna
tri susjedna elementa u dvodimenzionalnoj mrezˇi, DTW algoritam se prosˇiruje tako da
se primjerice za 3 vremenska niza trazˇi minimalan element od prethodnih sedam susjednih
elemenata u kocki. Za N vremenskih nizova dobije se struktura N-dimenzionalne kocke. I-
ta koordinata niza srednje vrijednosti skupa mozˇe se dobiti racˇunanjem srednje vrijednosti
koordinata odredenih i-tom koordinatom visˇestrukog poravnanja. Primjerice, ako imamo N
nizova i-ta koordinata vektora poravnanja biti c´e N-torka (s1i1 , s2i2 , ..., sNiN ) koja predstavlja
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indekse elemenata koji su medusobno pridruzˇeni. I-ta koordinata niza srednje vrijednosti
c´e biti jednaka
s1i1 + s2i2 + ... + sNiN
N
. (3.3)
Vrlo lako se mozˇe uocˇiti glavni problem kod ovog pristupa, a to je preveliki broj koraka
potreban za racˇunanje visˇestrukog poravnanja nizova. Slozˇenost tog algoritma jeO(T N) sˇto
vodi do neupotrebljivosti za imalo vec´e vrijednosti broja N. Osim toga algoritam prelazi i
granice dostupne kolicˇine memorije.
Druga metoda temelji se na pretrazˇivanju prostora rjesˇenja. Najvec´a moguc´a duljina
visˇestrukog poravnanja je T N − 2T pa pretrazˇivanje prostora moguc´ih rjesˇenja zavrsˇava sa
slozˇenosti O(T N) u slucˇaju diskretnog konacˇnog prostora. U slucˇaju neprekidnog prostora
rjesˇenja metoda je neupotrebljiva.
Zbog neuspjesˇnosti pronalaska tocˇnog prosjecˇnog niza razvio se skup metoda za pro-
nalazak njegove aproksimacije. Jedna od najpoznatijih metoda je iterativno usrednjavanje
parova nizova. Ako su zadane srednje vrijednosti C1 i C2 skupova S1 i S2 onda se za sred-
nju vrijednost unije S1 ∪ S2 uzima niz dobiven racˇunanjem srednje vrijednosti nizova C1
i C2. Po ovom principu, za zadani skup nizova, srednju vrijednost mozˇemo dobiti tako
da na pocˇetku izaberemo dva niza, nademo njihovu srednju vrijednost koju nakon toga
prilagodavamo svakom preostalom elementu tog skupa odnosno racˇunamo srednju vri-
jednost skupa koji se sastoji od prethodno izracˇunate srednje vrijednosti i neiskorisˇtenog
elementa zadanog skupa. Metode se medusobno razlikuju po redoslijedu uparivanja ele-
menata iz skupa i nacˇinu racˇunanja srednje vrijednosti dvaju nizova.
Jedan od nacˇina uparivanja elemenata zadanog niza temelji se na principu igranja utak-
mica na turniru. Prvo se od pocˇetnog broja elemenata N dobije N2 nizova srednje vrijed-
nosti. Isti postupak se primjenjuje na dobiveni skup srednjih vrijednosti. Tako se dobije
skup velicˇine N4 . Postupak se nastavlja dok se ne dobije skup koji ima tocˇno jedan element
koji oznacˇava srednju vrijednosti polaznog skupa. Ovim pristupom postupak racˇunanja
srednje vrijednosti dva niza se ponavlja tocˇno N-1 puta. Drugi nacˇin je da se spajaju ele-
menti skupa koji imaju najmanju udaljenost. Prvo se izracˇuna matrica udaljenosti skupa,
pronadu se dva niza koji imaju najmanju udaljenost i izracˇuna se njihova srednja vrijed-
nost. Postupak se ponavlja sve dok skup ne sadrzˇi tocˇno jedan element. Na ovaj nacˇin
racˇunanje srednje vrijednosti se ponavlja tocˇno N-1 puta, ali dodatan posao je racˇunanje
matrice udaljenosti prije svakog uparivanja nizova.
Racˇunanje srednje vrijednosti iz dobivenog poravnanja mozˇe se provesti na nekoliko
nacˇina. Jedna koordinata po pridruzˇivanju daje srednju vrijednost cˇija je duljina jednaka
duljini vektora pridruzˇivanja. Za svaku koordinatu poravnanja, koordinata niza srednje vri-
jednosti se dobije kao srednja vrijednost odgovarajuc´eg para elemenata iz zadanih nizova.
Glavni nedostatak ovog postupka racˇunanja srednje vrijednosti je sˇto duljina dobivenog
niza mozˇe biti cˇak |S 1| + |S 2| − 2 sˇto je maksimalna duljina poravnanja nizova S 1 i S 2.
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Drugi nacˇin se temelji na principu jedna koordinata po komponenti povezanosti. Svako
poravnanje definira jedan graf. Koordinatu niza srednje vrijednosti dobijemo kao sred-
nju vrijednost svih vrhova pripadne komponente povezanosti. Ovim nacˇinom duljina niza
srednje vrijednosti mozˇe biti izmedu 1 i min{|S 1|, |S 2|}. Ocˇito je da svaki pristup ima svojih
mana i prednosti. Kod prvog je problem sˇto se duljina konacˇnog niza srednje vrijednosti
mozˇe povec´ati sve do N × T dok kod se kod drugog mozˇe dogoditi da dobijemo samo
jednu komponentu povezanosti pa tako imamo niz srednje vrijednost duljine 1 koji sigurno
ne mozˇe dobro opisivati zadane nizove. Zato je potrebno pronac´i metodu koja c´e uspjesˇno
izbjec´i mane i jednog i drugog pristupa. Jedna od njih se zove baricentricˇno usrednjavanje.
3.2 O metodi
Baricentricˇno usrednjavanje je iterativna metoda usrednjavanja skupa vremenskih nizova
koja racˇunanjem DTW poravnanja izmedu trenutnog niza srednje vrijednosti i svakog od
preostalih nizova iz skupa priblizˇava trenutnu srednju vrijednost stvarnoj srednjoj vrijed-
nosti skupa. Neka je S = {S 1, S 2, ..., S N} zadani skup vremenskih nizova duljine T te neka




T ′ ) oznacˇen niz srednje vrijednosti skupa nizova S u i-toj iteraciji.
Glavna ideja je minimizirati udaljenosti svake od koordinata niza srednje vrijednosti od
koordinata nizova iz zadanog skupa koji su joj pridruzˇeni racˇunanjem DTW poravnanja.
To se postizˇe tako da se svaka koordinata niza Ci racˇuna kao srednja vrijednost skupa ko-
ordinata nizova iz skupa S koje su joj pridruzˇene. Oznacˇimo s Ci+1 = (ci+11 , c
i+1
2 , ..., c
i+1
T ′ ) niz






barycenter({a1, a2, ..., aN}) = a1 + a2 + ... + aNN (3.5)
te je assoc funkcija koja za koordinatu cij racˇuna skup kooridnata nizova iz S koji su joj
pridruzˇeni DTW poravnanjem izmedu pojedinog niza skupa i niza srednje vrijednosti.
Primijetimo, redoslijed odabira elemenata iz zadanog skupa pri racˇunanju poravananja
ne utjecˇe na promjenu niza srednje vrijednosti jer prvo racˇuna DTW poravnanje svakog
niza iz zadanog skupa i trenutnog niza srednje vrijednosti, a nakon toga se mijenjaju ko-
ordinate niza srednje vrijednosti. Slijedi pseudokod algoritma koji racˇuna jedan korak
metode baricentricˇnog usrednjavanja.
Ulaz : C0 , S = {S 1, S 2, ..., S N} skup n i z o v a d u l j i n e T
I z l a z : n i z s r e d n j e v r i j e d n o s t i C
1 a s o c c i a t i o n T a b l e = p o l j e r e d a T
′
k o j e s a d r z a v a skup k o o r i d n a t a
p r i d r u z e n i h s v a k o j od k o o r d i n a t a n i z a C
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2 m[ T , T ] = t a b l i c a DTW t a b l i c a i z k o j e se moze k o n s t r u i r a t i DTW
p o r a v n a n j e n i z o v a
3 f o r niz i n S do
4 m = DTW(C , niz )
5 i = T
′
6 j = T
7 whi le i ≥ 1 and j ≥ 1 do
8 a s s o c i a t i o n T a b l e [ i ] = a s s o c i a t i o n T a b l e [ i ] ∪ niz j
9 ( i , j ) = second (m[ i , j ] )
10 end whi l e
11 end f o r
12 f o r i = 1 t o T ’ do
13 Cii = b a r y c e n t e r ( a s s o c i a t i o n T a b l e [ i ] )
14 end f o r
15 re turn C′
Uspjesˇnost metode ovisi o pocˇetnoj inicijalizaciji niza srednje vrijednosti cˇija su dva
glavna svojstva duljina odabranog niza i vrijednosti koordinata. Vrijednosti koordinata
se mogu odabrati na mnogo nacˇina od kojih su najcˇesˇc´e ispitivana sljedec´a dva: slucˇajno
odabrani brojevi i koordinate slucˇajno odabranog niza iz skupa S. Prema mjerenjima iz
[10] vrijedi da se najbolji rezultati postizˇu za pocˇetnu duljinu niza velicˇine T gdje je T
duljina nizova iz zadanog skupa S i slucˇajno odabrani niz iz tog skupa.
Lema 3.2.1. Neka je X = x1, ..., xn niz realnih brojeva duljine n. Neka je x¯ = x1,...,xnn
aritmeticˇka sredina niza X. Za svaki c ∈ R vrijedi
n∑
i=1
(xi − x¯)2 ≤
n∑
i=1




(xi − c)2 =
n∑
i=1
(xi − x¯ + x¯ − c)2 =
n∑
i=1




(xi − x¯)2 + 2
n∑
i=1







(xi − x¯)2 + 2(x¯ − c)
n∑
i=1












Vidimo da za c=x¯ zadana suma poprima minimum
∑n
i=1(xi − x¯)2. 
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Slika 3.2: Na slici b) se vide razlicˇite srednje vrijednosti zadanog skupa nizova prikazanog
na a)
Svakom novom iteracijom vrijednost
∑N
i=1 DTW2(C, S i) je manja ili jednaka toj istoj
sumi u prethodnoj iteraciji. Za proizvoljan i ∈ 1, ..., N vrijedi:
DTW2(C, S i)2 =
∑
s∈S 1
(c1 − s)2 (3.8)
pri cˇemu je S i skup koordinata koje su u racˇunanjem DTW poravnanja pridruzˇene i-toj
koordinati niza C. Dakle ukupna suma jednaka je zbroju kvadrata udaljenosti koordinata
niza C s elementima skupa kojima je pridruzˇen nakon racˇunanja svih DTW poravnanja sa




2(C, S n) pa c´e dobiveni niz srednje vrijednosti biti josˇ blizˇe
konacˇnom rjesˇenju.
3.3 Vremenska slozˇenost
U svakoj iteraciji metode potrebno je izracˇunati DTW algoritam N puta. Slozˇenost DTW
algoritma je O(T 2) gdje je T duljina zadanih nizova. Iz toga slijedi da je vremenska
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slozˇenost prvog dijela iteracije O(N × T 2). Drugi dio se sastoji od racˇunanja srednjih
vrijednost, a buduc´i da koordinatama niza srednje vrijednosti mozˇe biti pridruzˇeno najvisˇe
N × T koordinata (skup S se sastoji od N nizova duljine T ) njegova slozˇenost je O(N × T ).
Ako s I oznacˇimo broj iteracija potrebnih za odredivanje niza srednje vrijednosti onda je
konacˇna slozˇenost metode
O(I × (N × T 2 + N × T )) = O(I × N × T 2). (3.9)
Poglavlje 4
Prepoznavanje izgovorene rijecˇi
4.1 Reprezentacija zvuka u racˇunalu
Zvuk je val frekvencija 16Hz do 20kHz koji nastaje periodicˇnim titranjem izvora zvuka.
Matematicˇki bi se zvuk mogao opisati kao sljedec´a funkcija vremena
x(t) = A fx(2pint) (4.1)
pri cˇemu je t proteklo vrijeme, A amplituda , n frekvencija i fx valna funkcija. Funkcija
x(t) je neprekidna pa je tako definirana za svaku vrijednost vremena t. Nazˇalost, u svijetu
racˇunala moguc´e je samo pamtiti konacˇan skup podataka stoga je potrebno prikazati zvuk
kao konacˇan niz podataka uzimajuc´i vrijednost funkcije u odredenom vremenskom inter-
valu. Vremenski razmak izmedu uzimanja vrijednost odabre se tako da je iz prikupljenih
vrijednosti funkcije moguc´e interpolirati pocˇetnu funkciju.
Slika 4.1: a) Prikaz neprekidne funkcije koja opisuje zvuk b) Na slici su oznacˇene tocˇke
koje predstavljaju pripadni zvucˇni val u memoriji racˇunala.
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4.2 Modeliranje jednostavnog prepoznavacˇa izgovorenih
rijecˇi
Snimanjem zvuka dobije se jedan vremenski niz koji nosi veliki broj informacija iz okoline.
Neke od njih su vazˇne jer nose informacije o izgovorenoj rijecˇi, glasu i emociji govornika
sˇto je potrebno za povec´anje razine tocˇnosti prepoznavacˇa. Dio podataka odgovara po-
zadinskom sˇumu sˇto je u vec´ini slucˇajeva informacija koju je potrebno ukloniti prilikom
trazˇenja odgovarajuc´e rijecˇi.
Pogledajmo jedan jednostavan primjer modeliranja prepoznavacˇa rijecˇi - kalkulatora.
Sustav snima korisnikov govor, iz njega dobiva rijecˇi koje oznacˇavaju brojeve i osnovne
racˇunske operacije na brojevima: zbrajanje, mnozˇenje, oduzimanje i dijeljenje, prepoz-
naje izgovorene rijecˇi, provodi odgovarajuc´u racˇunsku operaciju na dobivenim brojevima i
ispisˇe korisniku zadanu racˇunicu. Postavljaju se tri osnovna pitanja:
• Kako podijeliti korisnikov govor na rijecˇi odnosno kako prepoznati koji je dio snim-
ljenog zvuka govor, a koji je tisˇina ili pozadinska buka?
• Kako izvuc´i korisne informacije o izgovorenoj rijecˇi iz prikupljenih podataka od
strane racˇunala?
• Kako prepoznati izgovorenu rijecˇ?
Najjednostavniji nacˇin za klasificiranje dijela snimke kao tisˇina ili govor uz pretpos-
tavku da nema pozadinskog sˇuma je odredivanjem maksimalne amplitude tog dijela snim-
ljenog zvuka. Potrebno je odrediti prag koji c´e dijeliti tisˇinu od govora. Ako je maksimalna
amplituda ispod odredenog praga onda se taj dio snimke klasificira kao tisˇina. Napred-
niji nacˇin otkrivanja sadrzˇi li zvucˇni segment cˇovjekov govor je korisˇtenjem algoritama
za otkrivanje glasa (eng. Voice activity detection). Oni se temelje na racˇunanju osnovnih
svojstava zvucˇnog vala kao sˇto su energija, periodicˇnost, dinamika i brzina prijelaza valne
funkcije iz pozitivnog dijela u negativni. U nasˇem jednostavnom prepoznavacˇu izgovore-
nih rijecˇi uzimamo jednostavniji model trazˇenja tisˇine u zvuku.
Za dobivanje korisnih informacija o snimljenom zvuku koristi se metoda racˇunanja
mel-frekvencijskih kepstralnih koeficijenata skrac´enog naziva MFCC. Izvlacˇenje sˇto kvali-
tetnijih parametara iz dobivenih podataka c´e pozitivno utjecati na tocˇnost prepoznavacˇa pa
je zbog toga ovaj dio modela jako vazˇan. MFCC metoda se temelji na principima ljudske
percepcije zvuka i sastoji se od sljedec´ih koraka:
1. Naglasˇavanje visoke frekvencije
Neka je X(t) funkcija koja opisuje ulazni zvucˇni val. Prvi korak metode sastoji se od
linearne transformacije ulaznog vala na sljedec´i nacˇin
y(t) = x(t) − 0.95x(t − 1). (4.2)
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Ako zvuk ima vec´u frekvenciju onda se susjedni uzorci iz diskretnog prikaza raz-
likuju po svojoj vrijednosti visˇe nego susjedni uzorci zvucˇnog vala s nizˇom frek-
vencijom pa c´e ovom transformacijom dijelovi s nizˇom frekvencijom imati manju
amplitudu nego dijelovi s visokom frekvencijom. Tako se postizˇe da signali s vec´om
frekvencijom imaju vec´u energiju definiranu s∑
t
x(t)2. (4.3)
Na ovaj nacˇin se laksˇe razlikuje ljudski glas od pozadinskog sˇuma.
2. Podjela na okvire
Dobiveni digitalni signal se dijeli na jedinice duljine od 20 do 30 ms trajanja koje
se preklapaju za 13 do
1
2 duljine okvira. Cˇesto se vrijednost duljine okvira postavlja
na neku potenciju broja dva zbog potreba sljedec´ih koraka metode. Ako duljina nije
visˇekratnik odabrane potencije broja dva potrebno je zadnji okvir prosˇiriti nulama.
3. Prozoriranje
Beskonacˇni signal je u racˇunalu prikazan pomoc´u konacˇnog broja uzoraka. Zbog
iduc´eg koraka ove metode, brze Fourierove transformacije, potrebno je ukloniti pre-
kide nastale kao posljedica opisivanja signala zvuka na navedeni nacˇin. Jedno od
rjesˇenja je korisˇtenje funkcije naziva Hammingov prozor koja je opisana sljedec´om
formulom:
w(n) = 0.54 − 0.46cos( 2pin
N − 1) (4.4)
gdje je N broj uzoraka u svakom okviru te 0 ≤ n ≤ N-1. Na svaki okvir se primje-
njuje prozoriranje tako da se funkcija kojom je opisan zvucˇni val mnozˇi s funkcijom
Hammingov prozor.
4. Brze Fourierove transformacije
Pomoc´u brzih Fourierovih transformacija iz vremenske domene prelazimo u frek-
vencijsku domenu signala. Iz takvog prikaza jasno se vidi koje frekvencije postoje
u signalu i u kolikoj mjeri. Prednosti prikaza signala na ovakav nacˇin su: operacije
s funkcijama koje opisuju signale kao sˇto je konvolucija su puno laksˇe za racˇunanje,
racˇunanje svojstava signala kao sˇto je snaga, energija (Parsevalov teorem). Brze Fo-
urierove transformacije se provode na svakom od okvira posebno i iz njih se racˇuna





pri cˇemu je FFT brza Fourierova transformacija i-tog okvira diskretnog signala, a N
duljina okvira.
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5. Racˇunanje mel-frekvencijskih kepstralnih koeficijanata
Za racˇunanje MFCC koeficijenata koristi se Mel skala frekvencija nastala 1940-tih
godina kao rezultat provodenja pokusa na ljudskom uhu s nastojanjem odredivanja
mjere za frekvenciju zvuka baziranoj na pitanju kako i s kolikom razlikom cˇovjek
cˇuje odredene frekvencije. Jedan od rezultata istrazˇivanja je sljedec´i graf koji prika-
zuje odnos frekvencije mjerene u hercima i melima.
Slika 4.2: Mel skala











Mel-frekvencijski kepstralni koeficijenti racˇunaju se primjenom skupa filtera na ener-
gije signala dobivene brzim Fourierovim transformacijama. Do trazˇenih koefici-
Slika 4.3: Skup od dvanaest filtera za racˇunanje mel-frekvencijskih kepstralnih koeficije-
nata
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jenata dolazi se primjenom filtera na pojedini okvir. Kao rezultat se dobije suma
energija pripadnih frekvenicija pomnozˇenih s tezˇinama koje su odredene filterom.
Koeficijenti dobiveni korisˇtenjem filtera su visoko korelirani pa je potrebno uklo-
niti korelaciju. Ovaj korak je uveden zbog algoritama strojnog ucˇenja kod kojih je
tocˇnost bolja ako su svojstva odabrana za treniranje modela nezavisna.
6. Diskretne kosinusne transformacije
Diskretne kosinusne transformacije imaju sˇiroku primjenu u kompresiji podataka kao
sˇto je primjerice slika. Nakon primjene transformacija na koeficijente iz prethodnog
koraka dovoljno je uzeti prvih 13 koeficijenata jer oni opisuju sva vazˇna svojstva
signala.
Nakon dobivanja vazˇnih svojstava rijecˇi racˇunanjem mel-frekvencijskih kepstralinih koeficijenata
potrebno ih je usporediti korisˇtenjem algoritma dinamicˇkog poravnanja vremena.
4.3 Rezultati mjerenja i zakljucˇak
Rezultati mjerenja
Skup rijecˇi za testiranje algoritma sastoji se od snimki sljedec´ih rijecˇi: nula, jedan, dva,
tri, cˇetiri, pet, sˇest, sedam, osam, devet, plus, minus, dijeljeno, puta, jednako. Snimke su
izgovorene od 13 razlicˇitih osoba pri cˇemu je svaka od njih barem jednom izgovorila svaku
od navedenih rijecˇi. U trening skupu nalaze se snimke od 11 ljudi (10 zˇenskih i 1 musˇka
osoba). Snimke od preostale dvije osobe koriste se za testiranje (jedna musˇka i jedna zˇenska
osoba). Osim njih za testiranje se koriste i snimke jedne osobe koja se pojavljuje i u tre-
ning skupu. Testni skup sastoji se od 15 (svaka rijecˇ je izgovorena jednom), a trening skup
od 271 rijecˇi. Tocˇnost algoritma testirana je na tri nacˇina. Prvi i drugi nacˇin trazˇe rijecˇ
iz trening skupa takvu da je udaljenost dobivena algoritmom poravnanja vremena mini-
malna. To zahtjeva racˇunanje udaljenost onoliko puta kolika je velicˇina trening skupa. Prvi
nacˇin koristi opc´i algoritam poravnavanja vremena, a drugi jedan oblik ubrzanja algoritma.
Trec´i nacˇin koristi baricentre dobivene metodom baricentricˇnog usrednjavanja. Svaka od
rijecˇi iz test skupa usporeduje se s baricentrima dobivenim usrednjavanjem elemenata tre-
ning skupa koji pripadaju istoj rijecˇi. Kod ovog nacˇina mjerenja tocˇnosti rezultati variraju
ovisno o nacˇinu odabira pocˇetnih vrijednosti baricentara. Jedna od moguc´nosti je uzeti
niz s proizvoljnim vrijednostima elemenata (3.a), a druga uzeti niz iz skupa kojem trazˇimo
srednju vrijednost (3.b). Rezultati mjerenja prikazani su u tablicama 4.1, 4.2 i 4.3.
Iz dobivenih rezultata vidimo da je najlosˇije prepoznavanje kod musˇke osobe jer u
trening skupu dominiraju snimke dobivene od zˇenskih osoba. Algoritam najcˇesˇc´e grijesˇi
kod pridruzˇivanja jedan - jednako i obratno. Najbolji rezultati dobiju se ako u trening skupu
POGLAVLJE 4. PREPOZNAVANJE IZGOVORENE RIJECˇI 35
Tocˇnost(%) Vrijeme(s)
1. nacˇin 86.67 65.83
2. nacˇin 80 67.48
3.a nacˇin 73.3 4.74
3.b nacˇin 87.7 4.97
Tablica 4.1: Mjerenje tocˇnost algoritma na 15 uzoraka koji pripadaju zˇenskoj osobi
Tocˇnost(%) Vrijeme(s)
1. nacˇin 53.3 60
2. nacˇin 47.7 61.25
3.a nacˇin 47.7 4.66
3.b nacˇin 53.3 4.7
Tablica 4.2: Mjerenje tocˇnost algoritma na 15 uzoraka koji pripadaju musˇkoj osobi
Tocˇnost(%) Vrijeme(s)
1. nacˇin 86.6 69.35
2. nacˇin 93.3 69.58
3.a nacˇin 80 5.1
3.b nacˇin 86.6 5.2
Tablica 4.3: Mjerenje tocˇnost algoritma na 15 uzoraka koji pripadaju zˇenskoj osobi cˇije se
snimke (razlicˇite od snimki iz test skupa) nalaze i u trening skupu
postoje snimke testirane osobe. Za odredivanje baricentra skupa nizova bolji rezultati se
dobiju kad se za pocˇetni niz uzme jedan od nizova iz skupa. Ovisnost dobivenog baricentra
o pocˇetnom nizu prikazana je na slici 4.4.
Za racˇunanje mel-frekvencijskih kepstralnih keoficijenata i udaljenost algoritma di-
namicˇkog poravnanja vremena korisˇten je programski jezik python i paketi dtw, fastdtw,
librosa. Za racˇunanje baricentra skupa vremenskih nizova korisˇten je programski jezik R
i paket dtwclus. Pripadni kodovi i primjeri datoteka koje sadrzˇe mel-frekvencijske keps-
tralne koeficijenite nalaze se na https://github.com/mjukicbraculj/Diplomski-rad.
Zakljucˇak
Prvi korak za modeliranje prepoznavacˇa izgovorene rijecˇi je kvalitetno predprocesiranje
zvuka. Potrebno je ukloniti tisˇinu, buku, normirati podatke i obaviti slozˇene matematicˇke
transformacije opisane u odlomku 4.2. Nakon toga, primjenom algoritma poravnavanja
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Slika 4.4: Slika donosi usporedbu baricentara dobivenih krec´uc´i od razlicˇitih pocˇetnih ni-
zova. Crvenim kvadratic´ima su oznacˇene kooridnate baricentra dobivenog odabirom prvog
elementa iz skupa kao pocˇetni element, a plavim kruzˇic´ima je oznacˇen baricentar kod kojeg
je pocˇetni niz proizvoljan
vremena je potrebno usporediti dobivene podatke. Glavni problem algoritma je kvadratna
slozˇenost sˇto predstavlja problem kada je potrebno usporediti snimljenu rijecˇ s uzorcima
iz baze. Zbog velikog broja usporedbi prepoznavacˇ je spor i neupotrebljiv u aplikacijama
koje rade u stvarnom vremenu. Zbog toga je vazˇno ispitati razliku u tocˇnosti prilikom
korisˇtenja pojedinacˇnih uzoraka iz baze i srednjih vrijednosti klasa. Iz navedenih mjerenja
vidimo da se vrijeme klasificiranja smanjilo za visˇe od deset puta, a jako malo se izgubilo
na tocˇnosti sˇto zasigurno predstavlja bolji nacˇin klasificiranja uzorka.
Poglavlje 5
Prepoznavanje rukopisa
U ovom poglavlju opisan je postupak prikupljanja rukopisa visˇe razlicˇitih osoba, njihova
analiza i klasifikacija. Zadatak svake osobe je napisati pet puta rijecˇ Matematika. Cilj
prakticˇnog rada je algoritmom dinamicˇkog poravnavanja vremena usporediti potpise mje-
renjem udaljenost medu njima te primijeniti metodu baricentricˇnog usrednjavanja na skup
potpisa iste osobe te mjeriti udaljenost potpisa od tako dobivenih nizova.
5.1 Prikupljanje i pripremanje podataka
Svaka osoba je 5 puta na ekranu racˇunala napisala rijecˇ Matematika. Program za biljezˇenje
zapisa na ekranu napravljen je u programskom jeziku Processing i radi na principu bi-
ljezˇenja koordinata tocˇaka potpisa tijekom zapisivanja rijecˇi. Tocˇke se biljezˇe 30 puta u
sekundi. Dobiveni su dvodimenzionalni vremenski nizovi prosjecˇne duljine 500 tocˇaka.
Korisniku je omoguc´eno potpisivanje na bilo kojem dijelu ekrana pa koordinate tocˇaka
potpisa variraju ovisno o velicˇini ekrana i velicˇini samog zapisa. Kako bi prepoznavacˇ
potpisa bio neovisan o velicˇini zapisa i njegovoj poziciji na ekranu potrebno je provesti
sljedec´a dva koraka
• Translacija - niz je translatiran u ishodisˇte kooridnatnog sustava po sljedec´oj formuli
xi = xi − xmin
yi = yi − ymin (5.1)
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Slika 5.1: Primjer cˇetiri zapisa rijecˇi Matematika dobiveni od razlicˇitih osoba
5.2 Rezultati mjerenja i zakljucˇak
Rezultati mjerenja
Nakon mjerenja udaljenosti svakog zapisa sa svakim od preostalih usporedene su dobivene
udaljenosti. Zapis koji je najblizˇi zapisu iste osobe smatra se tocˇno klasificiranim zapi-
som, inacˇe se broji kao gresˇka. Broj tocˇno razvrstanih zapisa u postotku je 90%. Na slici
5.2 mozˇe se vidjeti isjecˇak potpune tablice udaljenosti te velicˇine izmjerenih udaljenosti i
razlike medu njima.
Problem kod ovakvog pristupa je sˇto je za klasificiranje jednog uzorka potrebno proc´i
kroz sve zapise i za svaki izracˇunati udaljenost. Zbog kvadratne slozˇenosti algoritma to
mozˇe znatno usporiti aplikaciju pa je potrebno na neki nacˇin ubrzati nacˇin klasifikacije
zapisa. Jedan od moguc´ih ubrzanja je da se od prikupljenih uzoraka, pomoc´u metode
baricentricˇnog usrednjavanja, izracˇuna niz koji oznacˇava srednju vrijednost klase zapisa
koji pripadaju istoj osobi te se onda novi zapis usporeduje s nizovima srednjih vrijednosti.
Tablica udaljenosti nizova od njihove srednje vrijednosti je prikazana na slici 5.2. Dobivena
srednja vrijednost zapisa odredene osobe mozˇe se profinjavati svakim novim zapisom koji
pripada njenoj klasi tako da se izracˇuna srednja vrijednost novog zapisa i trenutne srednje
vrijednosti.
Za racˇunanje udaljenosti vremenskih nizova i srednje vrijednosti korisˇten je programski
jezik R te paketi dtw i dtwclust koji sadrzˇe implementaciju metode baricentricˇnog usred-
njavanja i algoritma dinamicˇkog poravnavanja vremena.
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Slika 5.2: Isjecˇak tablice udaljenosti zapisa na kojem se vidi razlika u udaljenostima
izmedu razlicˇitih zapisa i jedan primjer pogresˇke. S oi, pj je oznacˇen j-ti potpis i-te osobe.
Zakljucˇak
Iz prethodnih mjerenja vidimo da algoritam dinamicˇkog poravnavanja vremena daje ve-
liku tocˇnost prilikom prepoznavanja rukopisa osobe. Na tablici 5.2 vidimo da algoritam
ispravno klasificira cˇetiri od pet potpisa iste osobe. Pogresˇna klasifikacija jednog potpisa
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Slika 5.3: Na slici se mozˇe vidjeti tablica udaljenosti svakog potpisa od baricentara
(oznacˇenih s si gdje je i indeks osobe)
ne znacˇi nuzˇno da je algoritam pogrijesˇio vec´ mozˇe znacˇiti da je osoba napravila neku po-
gresˇku prilikom pisanja pa taj potpis znacˇajno odstupa od prosjeka. Uspjesˇnost algoritma
nije se smanjila prilikom korisˇtenjem baricentara sˇto je jako dobro jer to predstavlja brz
nacˇin klasificiranja potpisa. Umjesto usporedivanja sa svakim od potpisa u bazi, potpis se
usporeduje samo s baricentrima sˇto znacˇajno smanjuje broj racˇunanja udaljenost nizova pa
tako i pripadno vrijeme pronalaska prave klase uzorka.
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Sazˇetak
Vremenski nizovi imaju sˇiroku primjenu u praksi pa je potrebno osmisliti nove i prilago-
diti postojec´e algoritme za racˇunanje s takvom vrstom podataka. Jedan od algoritama koji
se koristi za pronalazak udaljenosti izmedu dva vremenska niza proizvoljne duljine je al-
goritam poravnavanja vremenskih nizova. Algoritam uzima u obzir varijacije u vremenu
prilikom nastanka niza i na taj nacˇin dobiva tocˇniju usporedbu vremenskih nizova. Ima
kvadratnu slozˇenost pa se uvode algoritmi koji korisˇtenjem donjih ograda daju ubrzanje
pocˇetnog algoritma.
U prvom poglavlju rada opisana je ideja i osnovi oblik algoritma. Prikazane su jednos-
tavne varijacije u koraku algoritma i ogranicˇenja koja mogu djelomicˇno ubrzati racˇunanje
udaljenosti nizova.
Drugo poglavlje uvodi Keoghovu i poboljsˇanu Keoghovu donju granicu kao oblike
ubrzanja algoritma osvrc´uc´i se na njihovu slozˇenost i usporedbu s pocˇetnim algoritmom.
Osim donjih granica kao jednog nacˇina ubrzanja algoritma, koriste se josˇ metoda podijeli
pa vladaj i upotreba rijetko popunjenih matrica.
Osim za usporedbu vremenskih nizova algoritam dinamicˇkog poravnavanja vremena
koristi se za dobivanje srednje vrijednosti skupa vremenskih nizova. Metoda baricentricˇnog
usrednjavanja, opisana u trec´em poglavlju, nizom iteracija u kojima se racˇunanju udalje-
nosti nizova pomoc´u algoritma dolazi do trazˇene srednje vrijednosti.
U prakticˇnom dijelu rada napravljena je primjena algoritma u prepoznavanju govora i
rukopisa. Prikazan je nacˇin pripremanja podataka, dobivanje osnovnih svojstava uzorka i
rezultati njihove usporedbe dobiveni korisˇtenjem algoritma.
Summary
Time series appear in many application domains like biology, finance, image analysis, etc.
It is necessary to adapt techniques and algorithms to this kind of data. Dynamic time war-
ping algorithm is dynamic programming paradigm to compute the alignment between two
time series with arbitrary lengths. Algorithm has quadratic time complexity and because
of that many speed-up techniques are introduced.
In the first chapter we introduce classical dynamic time warping algorithm and give
examples of step function. Simple techniques to speed up the algorithm are shown.
In the second chapter we describe algorithms that have better time and space com-
plexity than classical dynamic time warping algorithm. Some of them are: Keogh lower
bound, improved Keogh lower bound, divide and conquer and sparse dynamic time war-
ping algorithm.
A global averaging method for dynamic time warping is presented in third chapter.
The method is called dynamic time warping barycenter averaging. The method iteratively
refines an initial average sequence in order to minimize its squared dynamic time warping
distances to averaged sequences.
In the forth and fifth chapter we present case studies that use the algorithm for speech
and handwriting recognition and measure accuracy of different types of algorithm.
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