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1 Abstract—This paper deals with CUSUM tests based on
grouped or classified observations. The computation of average
run length is reduced to that of solving of a system of simultane-
ous linear equations. Moreover a corresponding approximation
based on the Wald approximations for characteristics of sequen-
tial likelihood ratio tests is presented.
The effect of grouping is investigated with a CUSUM test
for the mean of a normal distribution based on F -optimal
grouping schemes. The considered example demonstrates that
hight efficient CUSUM tests can be obtained for F -optimal
grouping schemes already with a small number of groups.
Index Terms—CUSUM, continuous inspection schemes, aver-
age run length, grouped observations, classified observations,
sequential tests, sequential analysis.
I. INTRODUCTION
We consider a technological, chemical or environmental
process which is observed by a sequence X1, X2, ... of in-
dependent random variables with a density fθ(x) with respect
to some measure µ. Here θ denotes a parameter with values in
a parameter space Θ. The process is said to be under control
if to a given parameter value θ∗ ∈ Θ the true parameter value
θ satisfies θ ≤ θ∗.
We assume, that at a random time point T the parameter θ
changes from θ ≤ θ∗ to θ > θ∗. Then we are interested in a
sampling scheme that detects this parameter change as with a
delay as small as possible (so-called change point problem).
Based on Wald’s sequential likelihood ratio test (SLRT)
Page [7] developed in this context his famous cumulative
sum test (CUSUM test). This test or procedure consists of
sequences of SLRTs for
H0 : θ = θ0 < θ∗ against H1 : θ = θ1 > θ∗.
The acceptance of H0 by a test of this sequence is interpreted
as a confirmation of θ < θ∗, otherwise acceptance of H1 is
considered as an alert signal for changing of parameter value
from a value θ < θ∗ to a value θ > θ∗. That means, sampling
is continued as long as the tests accept hypothesis H0 and is
stopped if for the first time a test decides for H1. For a survey
on CUSUM procedures we refer to [5]. Certain aspects of
optimality of CUSUM tests are considered by [8] and [6].
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Let L be the random number of observations until the
first acceptance of H1. Then the most important statistical
characteristic of a CUSUM test is the average run length
(ARL) EθL, θ ∈ Θ. This function describes the average
number of observations until an alert depending on parameter
θ ∈ Θ. An ’ideal’ ARL should have the following property:
EθL =
{ ∞ for θ ≤ θ∗
1 for θ > θ∗ .
It is evident that this property can be realized only approxi-
mately, e.g., as follows. Let l0 and l1, l0 > l1, given bounds
for the ARL for θ = θ0 and θ = θ1, θ0 < θ∗ < θ1. Then a
side condition for a CUSUM test could be
EθL ≥ l0 for θ = θ0 and EθL ≤ l1 for θ = θ1.
Numerical studies show that even such a side condition is yet
to strong. An other aspect could be: EθL = l∗ for θ = θ∗ and
minimisation of EθL for θ = θ1. As a rule one has to consider
the whole behaviour of ARL for θ ∈ Θ to decide whether a
CUSUM test is useful in a particular situation. Hence very
important are methods for computation of ARL of CUSUM
test.
In this paper we will present a method for design of
CUSUM tests if the random variables X1, X2, ... can be
observed only in a restricted manner as so-called grouped
or classified observation variables. The computation of ARL
is reduced to that of solving of a system of simultaneous
linear equations. As example we consider CUSUM tests for
mean of normal distribution with known variance based on F -
optimal grouping schemes. The influence of grouping to ARL
is discussed. The examples show that efficient CUSUM tests
can be obtained already with small numbers of groups.
II. SEQUENTIAL TESTS BASED ON GROUPED
OBSERVATIONS
CUSUM tests are sequences of sequential likelihood ratio
tests (SLRTs). Preliminary some remarks to SLRTs based on
grouped observations.
Let X1, X2, ... be a sequence of independent random vari-
ables with density function fθ(x), θ ∈ Θ. Let X be the
codomain of Xi and let X1, ...,Xm, m ≥ 2, be a partition
of X such that ∪ni=1Xi = X and Xi ∩ Xj = ∅, i 6= j,
i, j = 1, ...,m. Such a partition is called a grouping or
classification. For instance, the groups Xi can be chosen as
intervals Xi = [x∗i−1, x∗i ), i = 1, ...,m, x∗0 < x∗1 < ... < x∗m,
then we have a so-called interval grouping (classification).
Now we assume that the random variables X1, X2, ... can
be observed in context of a given grouping only in a restricted
manner as follows. Instead of X1, X2, ... we observe discrete
random variables XG1 , X
G
2 , ..., the so-called group numbers,
where
XGi = k ⇐⇒ Xi ∈ Xk, k = 1, ...,m,
for i = 1, 2, ... holds. Let pGθ (k) be the probability mass
function of XGi given by
pGθ (k) = Pθ(X
G
i = k) = Pθ(Xi ∈ Xk), k = 1, ...,m, θ ∈ Θ.
We start with an SLRT for
H0 : θ = θ0 against H1 : θ = θ1, θ0 < θ∗ < θ1
based on sequence {XGi }∞i=1. Let {LGn }∞n=1 be the correspond-
ing sequence of likelihood ratios
LGn =
n∏
i=1
pGθ1(Y
G
i )
pGθ0(Y
G
i )
, n = 1, 2, ...
Then to given stopping bounds B and A, 0 < B < 1 < A <
∞, the sample size NG and the terminal decision rule δG are
defined by
NG = min{n ≥ 1 : LGn /∈ (B,A)}
and
δG = 1{LG
N
≤B}.
That means we continue sampling as long as for n = 1, 2, ...
the critical inequalities
B < LGn < A (1)
hold. If on stage n for the first time LGn ≤ B or LGn ≥ A holds
we stop sampling and decide for H0 or H1, respectively. We
denote this test by (NG, δG).
For further considerations it will be more convenient if we
switch from likelihood ratios LGn to
ZGn = lnL
G
n =
n∑
i=1
Y Gi
with
Y Gi = ln
pGθ1(X
G
i )
pGθ0(X
G
i )
, i = 1, ..., n,
n=1,2,... If stopping bounds B and A are transformed corre-
spondingly by
b = lnB and a = lnA
the critical inequality (1) becomes to
b <
n∑
i=1
Y Gi < a.
We now consider a discrete version of test (NG, δG) which
will serve as basic test for our CUSUM test here. We multiply
critical inequality (1) by a constant γ, γ > 0. Then we get
instead of (1)
γb <
n∑
i=1
γY Gi < γa
or
0 < −γb+
n∑
i=1
γY Gi < γa− γb.
By rounding according
c˜ = round(−γb), s = round(γ(a− b))
and
Y˜ Gi = round(γY
G
i ), i = 1, 2, ..
we obtain then a discrete or integer valued version of our test
(NG, δG) by
N˜G = min{n ≥ 1 : c˜+
n∑
i=1
Y˜ Gi /∈ (0, s)}
and
δ˜G = 1{
c˜+
∑N˜G
i=1
Y˜ G
i
≤0
}.
If s is sufficiently large we get for the OC-functions QG(θ) =
Eθδ
G and Q˜G(θ) = Eθ δ˜G and the average sample number
functions (ASN-functions) EθNG and EθN˜G, θ ∈ Θ, of
(NG, δG) and (N˜G, δ˜G)
QG(θ) ≈ Q˜G(θ) and EθNG ≈ EθN˜G,
respectively.
More generally considered test (N˜G, δ˜G) can be regarded
as a test which starts on stage 0 with start value k = c˜. In this
sense we can get generalised tests (N˜Gk , δ˜
G
k ) for k = 1, ..., s−1
which start on stage 0 with a start value k, k = 1, ..., s − 1.
We have for k = 1, ..., s− 1
N˜Gk = min{n ≥ 1 : k +
n∑
i=1
Y˜ Gi /∈ (0, s)}
and
δ˜Gk = 1{
k+
∑N˜G
k
i=1 Y˜
G
i
≤0
}.
The OC-functions q˜Gk = Eθ δ˜
G
k and ASN-functions e˜
G
k =
EθN˜
G
k , k = 1, ..., s − 1, of these tests can be computed to
given θ ∈ Θ by solving of systems of simultaneous linear
equations. For more details we refer to [1],[3],[4] as well as
[2].
III. THE CUSUM TEST
The SLRTs (N˜Gk , δ˜
G
k ), k = 1, ..., s − 1, form the base for
our CUSUM test. We start sampling with SLRT (N˜Gk , δ˜
G
k ) to
any given start value k ∈ {1, ..., s − 1}. If this test accepts
hypothesis H0 we start a further SLRT with a new start value
k0 ∈ {1, ..., s−1}. If this test again decides for H0 we repeat
this test. Hence we get a sequence of SLRTs
(N˜Gk , δ˜
G
k ), (N˜
G
k0 , δ˜
G
k0), (N˜
G
k0 , δ˜
G
k0), ...
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The procedure is finished if for the first time a test of this
sequence leads to acceptance of H1. Then sampling is stopped
and this event is interpreted as an alert signal that parameter
value θ has changed to a value θ > θ∗. We denote this
CUSUM test by CS(k, k0).
Let L˜Gk (k0) be the random number of observations until an
alert by our CUSUM test CS(k, k0). This random sample size
of a CUSUM test is denoted as so-called run length. Then, to
given values k, k0 ∈ {1, ..., s−1} and s the run time L˜Gk (k0) is
given as follows. Let W˜Gn (k, k0) be random variables defined
for n = 0, 1, ... by
W˜G0 (k, k0) = k,
W˜Gn (k, k0) =
{
k0 if W˜Gn−1(k, k0) + Y˜
G
n ≤ 0,
W˜Gn−1(k, k0) + Y˜
G
n else.
Then we get for the run length L˜Gk (k0) of our CUSUM test
CS(k, k0)
L˜Gk (k0) = min{n ≥ 1 : W˜Gn (k, k0) ≥ s}.
The most important characteristics in view of the statistical
properties of a CUSUM test are the average run lengths
(ARLs)
l˜Gk (k0) = EθL˜
G
k (k0), k = 1, ..., s− 1, θ ∈ Θ.
This are the average numbers of observations until test variable
L˜Gk (k0) reaches or exceeds the threshold s. This event is
interpreted as a hint or an alert signal that parameter θ has
changed from from a value θ ≤ θ∗ to a value θ > θ∗.
If θ ∈ Θ is the true parameter value and if D2θXG1 > 0 then
we have
Pθ(L˜Gk (k0) <∞) = 1 and EθL˜Gk (k0) <∞.
That means, even in case of θ ≤ θ∗ if D2θXG1 > 0, we will
get with probability one an alert signal, a so-called false alert.
False alerts are unavoidable here, but should occur as rarely
as possible.
A. Direct computation of average run length
Analogously to SLRTs based on grouped observations (see
[3],[2]) the ARLs l˜G1 (k0), ..., l˜
G
s−1(k0) can be obtained as
solutions of a system of simultaneous linear equations which
can be written as
l˜Gk (k0) = 1 +
s−1∑
j=1
ckj l˜
G
j (k0) + a0,k l˜
G
k0(k0), k = 1, ..., s− 1,
(2)
see Appendix A. The coefficients ckj and a0,k are defined
as follows: ckj is the transition probability from ’point’ k to
’point’ j during one observation step, that means
ckj = Pθ(k + Y˜ G1 = j), k, j = 1, ..., s− 1.
ak,0 is the probability of acceptance of H0 by SLRT (N˜Gk , δ˜
G
k )
after next step or observation. In this case we continue
sampling with test (N˜Gk0 , δ˜
G
k0
). It holds
ak,0 = Pθ(k + Y˜ G1 ≤ 0), k = 1, ..., s− 1.
Equation system (2) can be written in matrix form as
(E − C − C0)~lG(k0) = ~1 (3)
with ~lG(k0) = {l˜Gk (k0)}s−1k=1,
C = {cij}s−1,s−1i=1,j=1 and C0 = (~0, ...~0,~a0,~0, ...,~0),
where vector ~a0 = {a0,k}s−1k=1 forms the k0-th column of
matrix C0, ~0 = {0}s−1k=1, ~1 = {1}s−1k=1 and E denotes a suitable
unit matrix.
Beside direct computation of ARL by solving of equation
system (2) ARLs {l˜Gk (k)}s−1k=1 can be obtained alternatively
by means of operating characteristic functions (OC-functions)
and average sample number functions (ASN-functions) of tests
(N˜Gk , δ˜
G
k ), k = 1, ..., s− 1. Denote by
q˜Gk = Pθ(Acceptance of H0 by(N˜
G
k , δ˜
G
k )) = Eθ δ˜
G
k
and
e˜Gk = EθN˜
G
k
the OC- and ASN-function of test (N˜Gk , δ˜
G
k ), k = 1, ..., s− 1,
θ ∈ Θ. Then we get analogously to (2) linear equation systems
(E − C) ~q = ~a0
and
(E − C)~e = ~1
with ~q = {q˜Gk }s−1k=1 and ~e = {e˜Gk }s−1k=1. Moreover, it holds
for k = 1, ..., s− 1 for the ARLs of l˜Gk (k) of CUSUM tests
CS(k, k):
l˜Gk (k) =
e˜Gk
1− q˜Gk
, (4)
see e.g. [4].
B. An approximation for average run length
By means of relation (4) we can obtain approximations for
ARLs l˜Gk (k) based on the Wald approximations for OC- and
ASN-function of test (N˜Gk , δ˜
G
k ).
Let (NG, δG) be a Wald’s SLRT for H0 : θ = θ0 against
H1 : θ = θ1 based on sequence {XGi }∞i=1. If then stopping
bounds B and A of test (NG, δG) are chosen by
B = exp(−k/γ) and A = exp((s− k)/γ)
then we have for the OC-function QG(θ) = EθδG of test
(NG, δG)
QG(θ0) ≈ 1− α and QG(θ1) ≈ β
with
α =
1−B
A−B and β = B
A− 1
A−B .
This implies with (4)
Eθ0L˜
G
k (k) ≈
(1− α) lnB + α lnA
α
· 1
Eθ0Y
G
1
and
Eθ1L˜
G
k (k) ≈
β lnB + (1− β) lnA
1− β ·
1
Eθ1Y
G
1
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Fig. 1. Average run lengths l˜Gk0 (k0) = EθL˜
G
k0
(k0) for θ = θ0 = −0.25,
m = 2, 3, 5, 10 and s = 500.
with
EθY
G
1 =
m∑
k=1
ln
pGθ1(k)
pGθ0(k)
pGθ (k), θ ∈ Θ.
The expectation values Eθ0 Y˜
G
1 and Eθ1 Y˜
G
1 depend on group-
ing G. Hence, this relations can be used to describe or to
estimate how a given grouping G changes the ARL.
IV. EXAMPLE
We consider a CUSUM test for the mean of a normal
distribution with known variance σ2=1. The process be under
control as long as for the mean θ relation
θ ≤ θ∗ = 0
holds.
We assume, that instead of a sequence {Xi}∞i=1 of indepen-
dent, N(θ, σ2)-distributed random observation variables only
grouped observations {XGi }∞i=1 are available to a so-called
F -optimal interval grouping scheme given by
X1 = (−∞, x∗1),X2 = [x∗2, x∗3), ...,Xm = [x∗m−1,∞).
An interval grouping is said to be F -optimal (FISHER-
optimal) for a given parameter value θ ∈ Θ, if the group
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Fig. 2. Average run lengths l˜Gk0 (k0) = EθL˜
G
k0
(k0) for θ = 0,
m = 2, 3, 5, 10 and s = 500.
0 100 200 300 400 500
0
20
40
60
2
3
5
10
k0
l˜Gk0
(k0)
Fig. 3. Average run lengths l˜Gk0 (k0) = EθL˜
G
k0
(k0) for θ = θ1 = 0.25,
m = 2, 3, 5, 10 and s = 500.
bounds x∗1, ...x
∗
m−1, m ≥ 2, maximise the FISHER information
IGF (θ) = Eθ
(
∂ ln pGθ (X
G
1 )
∂θ
)2
.
For more details of F -optimal grouping schemes we refer to
[3] and [1].
Table I presents the F -optimal interval group bounds for
the mean of a normal distribution for θ = 0, σ2 = 1 and
m = 2, 3, ..., 11.
As basic test for our CUSUM procedure we consider an
SLRT based on {XGi }∞i=1 for the mean of a normal distribution
with hypotheses
H0 : θ = θ0 = −0.25 and H1 : θ = θ1 = 0.25.
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Fig. 4. Average run lengths l˜G1 (1) = EθL˜
G
1 (1) for −0.25 ≤ θ ≤ 0.25,
m = 2, 3, 4, 5, 10 and s = 500.
The discretisation parameters γ and s are
γ = 84.905818 and s = 500.
Figure 1 showes the ARLs l˜Gk0(k0) = EθL˜
G
k0
(k0), k0 =
1, ..., s − 1, of a corresponding CUSUM test for θ = θ0 =
−0.25 and m = 2, 3, 5, 10. Figures 2 and 3 present the
corresponding ARLs for θ = 0 and θ = θ1 = 0.25.
The efficiency of a CUSUM test can be evaluated beside
ARLs Eθ0L˜
G
k0
(k0) and Eθ1L˜
G
k0
(k0) by the differences
Eθ0L˜
G
k0(k0)− Eθ1L˜Gk0(k0)
for k0 = 1, ..., s−1. Figures 1 and 3 show that this difference
is maximised for k0 = 1. This recommends the value k0 = 1
as start or recycling value for CUSUM tests considered here.
Figure 4 presents the ARLs EθL˜Gk0(k0) for k0 = 1 and
0.25 ≤ θ ≤ 0.25, Figure 5 the corresponding ARLs for
0 ≤ θ ≤ 0.25, where the CUSUM test should stop as soon
as possible. It can be seen, how grouping increases ARL.
Simultaneously this figure shows that influence of grouping is
quite small even for small group numbers. Figure 5 contains
also the ARL for an F -optimal grouping with m = 50 groups
(dotted line). There is practically no essential difference in
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Fig. 5. Average run lengths l˜G1 (1) = EθL˜
G
1 (1) for 0 ≤ θ ≤ 0.25, m =
2, 3, 4, 5, 10, m = 50 (dotted) and s = 500.
comparison with ARL for m = 10. The example underlines
that hight efficient CUSUM tests can be obtained for F -
optimal grouping schemes already with small number of
groups. Finally, Table A presents some numerical values for
the CUSUM test considered here.
APPENDIX A
PROOF OF EQUATION (2)
Consider ARLs l˜Gk (k0) = EθL˜
G
k (k0) of CUSUM test
CS(k, k0) for k = 1, ..., s− 1. We get
l˜Gk (k0) = EθL˜
G
k (k0) = EθEθ(L˜
G
k (k0)|k + Y˜ G1 )
=
∞∑
j=−∞
Eθ(L˜Gk (k0)|k + Y˜ G1 = j)Pθ(k + Y˜ G1 = j)
=
∞∑
j=−∞
Eθ(L˜Gk (k0)|Ckj)ckj (5)
with Ckj = {k+Y˜ G1 = j} and ckj = Pθ(Ckj) = Pθ(k+Y˜ G1 =
j).
Now we consider three cases.
(i) j = −∞, ..., 0: In this case the CUSUM test is re-
cycled and we continue sampling by CS(k0, k0) based on
{Y˜ Gi }∞i=2. Let ˜˜L
G
k0(k0) be the corresponding run length. Then,
because of the iid-property of {Y˜ Gi }∞i=2 we get Eθ ˜˜L
G
k0(k0) =
EθL˜
G
k0
(k0) = l˜Gk0(k0) and we have
0∑
j=−∞
Eθ(L˜Gk (k0)|Ckj)ckj =
0∑
j=−∞
(1 + Eθ
˜˜L
G
k0(k0)))ckj
=
0∑
j=−∞
ckj + l˜Gk0(k0)a0,k (6)
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with
ak,0 =
0∑
j=−∞
ckj =
0∑
j=−∞
Pθ(k+Y˜ G1 = j) = Pθ(Y˜
G
1 ≤ j−k).
(ii) j = 1, ..., s−1: Here we continue sampling with CS(j, k0)
based on {Y˜ Gi }∞i=2. Let ˜˜L
G
j (k0) be again the further run
length, then under condition Ckj and by iid-property we get
Eθ
˜˜L
G
j (k0) = EθL˜
G
j (k0) = l˜
G
j (k0) and
s−1∑
j=1
Eθ(L˜Gk (k0)|Ckj)ckj =
s−1∑
j=1
(1 + Eθ
˜˜L
G
j (k0))ckj
=
s−1∑
j=1
ckj +
s−1∑
j=1
l˜Gj (k0)ckj . (7)
(iii) j = s, ...,∞: In this case threshold s is reached or
overcrossed and our CUSUM test is stopped. This implies
Eθ(L˜Gk (k0)|Ckj) = 1 and
∞∑
j=s
Eθ(L˜Gk (k0)|Ckj)ckj =
∞∑
j=s
ckj . (8)
Then, (6), (7) and (8) together with (5) and
∑∞
j=−∞ ckj = 1
complete the proof.
TABLE I
F -OPTIMAL INTERVAL GROUP BOUNDS FOR THE MEAN OF A NORMAL
DISTRIBUTION FOR θ = 0, σ2 = 1 AND m = 2, 3, ..., 11.
m 2 3 4 5 6
x∗1 0.0000 -0.6120 -0.9816 -1.2444 -1.4469
x∗2 0.6120 -0.0000 -0.3823 -0.6589
x∗3 0.9816 0.3823 0.0000
x∗4 1.2444 0.6589
x∗5 1.4469
% 63.66 80.98 88.25 92.01 94.20
m 7 8 9 10 11
x∗1 -1.6108 -1.7479 -1.8655 -1.9682 -2.0592
x∗2 -0.8744 -1.0500 -1.1976 -1.3246 -1.4357
x∗3 -0.2803 -0.5005 -0.6812 -0.8338 -0.9656
x∗4 0.2803 0.0000 -0.2218 -0.4047 -0.5599
x∗5 0.8744 0.5005 0.2218 0.0000 -0.1837
x∗6 1.6108 1.0500 0.6812 0.4047 0.1837
x∗7 1.7479 1.1976 0.8338 0.5599
x∗8 1.8655 1.3246 0.9656
x∗9 1.9682 1.4357
x∗10 2.0592
% 95.60 96.55 97.21 97.71 98.08
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