I. INTRODUCTION
The range resolution of a radar system is decided by the bandwidth of transmitted signal. Stepped-frequency (SF) radar systems obtain large signal bandwidth by linearly shifting, step-by-step, the center frequencies of a train of pulses, with each pulse being modulated by a basic waveform such as linear frequency modulation (LFM). The 'Stretch' process, based on inverse discrete Fourier transformation (IDFT), decomposing range profiling into intra-pulse compress and interpulse compress. In the later part, 'Stretch' is successively executed for each coarse-range-bin, forming a single HRRP. Overlapped HRR profiles are then added to create an 'extended synthetic range profile' [8] . Missing-data problem arises when measurements during certain periods are not valid due to interference or jamming, hence must be discarded. As The corrupted data may reduce the resolution, we usually fill the missing-data with prediction and interpolation. Various methods have been proposed to interpolate the missing data (see [4] and reference therein). However, these algorithms do not perform well if a large part of data is missing.
The new theory of compressed sensing (CS) [1] [2] is a novel theory which enables the perfect recovery of signals and data from highly sub-Nyquist-rate samples. This indicates that one can obtain super-resolved signals from just a few measurements. There have been several approaches combining radar signal processing with CS theory [3] [4] . Recently, Sagar Shah et al. presented a method to implement CS theory on SF Radar [5] . With reduced number of transmitted pulses in one coherent processing interval (CPI), their method provides super-resolution ability in both range and Doppler domain.
However, their result was confined within one coarse-rangebin, which allows only a short range of profiling region.
This paper introduces a HRRP rebuild method for SF radar with missing pulses. We focus on profiling of a stationary object, with baseband modulation waveform of LFM. Unavailable data from missing pulses are discarded, 'stretch' is substituted by sparse reconstruction to obtain extended synthetic range profile. The remainder of this paper is organized as following. Section II reviews the CS theory. SF radar and stretch process is restated in section III. A new strategy of HRR profiling with missing pulses is described in section IV. Simulation results are presented in section V. Section VI concludes the new approach.
II. COMPRESSED SENSING
CS builds upon the fact that signals often contain some type of structure that enables intelligent representation and processing. For an instance, many signals have a sparse representation in terms of some basis Ψ.We say that a signal x ∈ C N is K-sparse if it can be represented as x = Ψs in which s ∈ C N has only K ≪ N significant values. The core result of CS is that with M = O(K log(N/K)) observations, sparse signal x is recoverable perfectly. Suppose now we are to obtain the information about sparse signal vector x. Compressed sensing is achieved by
Φ ∈ C M×N is an observation matrix, and w is sampling noise. Since M < N , recovery of the signal x from measurements y is ill-posed. However, additional assumption of signal sparsity makes recovery possible.
On the reconstruction side, Donoho et. al. [2] introduced a solution for recovery of compressed signal by convex optimization as follow
Where ǫ stands for the permissible deviation of the representation Φx from the original signal y. This method is widely used in various CS recovery problems. In HRRP applications, target reflectivity is often sparse. This conclusion can be drawn from two aspects. Small targets generally occupy a small portion of range extent; and strong reflectivity points are sparsely distributed on the target, for an instance, on engines, wings, and tail of an aircraft. If we treat the target reflectivity as a signal to be recovered, it becomes a sparse signal reconstruction problem. From the observations above, we are encouraged to implement CS in HRRP.
III. SYSTEM MODEL
In SF radar, a pulse train of N pulses are transmitted with stepped carrier frequencies. For the nth pulse, the carrier frequency is f n = f c + n∆f , Where f c is the initial frequency and ∆f the frequency step. Let the output of a variable frequency source in the exciter of a radar, for frequency f n , be given by e j2πfnt , which also serves as the receiver local oscillator (LO) signal for the return signal [8] . Assuming the target is stationary such that radial velocity is negligible, and disregarding both the energy divergence on wave propagation paths and the variation of target's reflection factor. The complex profile of the measured scene can be represented as system function H(t d ), as has been derived in [8] . t d is the time domain variable, and H(t d ) describes the complex reflectivity of measured scene corresponding to time delay t d . After mixing with the LO reference signal, the echo signal becomes
Where τ is the sampling instant and S(t) is the pulse shape function. Q(f n , τ ) can be interpreted as the Fourier transform of
Which represents the scattering profile of the target weighted by S(τ − t d ).
Because synthetic HRR profiling with stepped-frequency pulse train is realized with digital signal processing, it is more convenient to express system function H(t d ) in discrete impulse respond format. Choosing 1/N ∆f (the theoretical range resolution of SF radar [7] ) as the sampling period, the complex amplitude of the pth high-resolution range cell is represented by h p = H( p N ∆f ). Assuming that the total range of the measured scene is D, and D is equal to L times 1/∆f (L is an integer), the index p varies from 0 to N L − 1. Thus, the sampled output for carrier frequency f n at instance τ is
u n (τ ) is additive noise. R X (τ ) has the same expression which is the same as that of the compressed modulation waveform. For the LFM case, R X (τ ) is written as
In which T is LFM pulse-width; B is the baseband pulse bandwidth. Generally speaking, B also serves as ADC sampling rate. We rewrite (4) in vector multiplication form
Where
is the discrete complex reflectivity amplitude of observed scene, ϕ(n, τ ) is a row vector of length N × L, the pth element of the vector is
Classical 'strech' method takes Inverse DFT to these N samples:
Where k = 0, 1, ..., N − 1. The stretch result C k (τ ) here is the kth output of IDFT. Combining all N IDFT results, it becomes a stretch 'sub-profile' with time delay extent 1/∆f [7] . Based on the observation that discrete system function vector H is sparse, we propose a new scheme for HRR profiling based on sparse reconstruction in the next section.
IV. HRR PROFILING WITH MISSING PULSES
In this section, we introduce the new CS based HRRP generation method, on the condition that some pulses are lost.
Suppose M pulses (M < N ) from N transmitted carrier frequencies are valid, that the carrier frequency of the mth valid pulse is F m = f c + C m ∆f , where m is an integer between 0 and M − 1, C m is an integer between 0 and N − 1. Substituting pulse number index n in equation (4) by C m , we derive sample output for the mth pulse at sampling instance τ
Or in the vector multiplication form
Since the total time delay of measured scene is L/∆f , and the baseband sampling rate is f s . We estimate the number of samples for each pulse by
Then the sampling instances are designed as τ = [0, t s , 2t s , ..., (S − 1)t s ], where t s = 1/f s . For the mth valid pulse, the sampled outputs are given by
Which is an S dimensional linear projection of discrete system function H ((·) T is the transpose operation), and U m is an S dimensional noise vector. Because the valid pulse number is M , we have obtained M × S valid observations, in a linear projection sense, to the N × L dimensional sparse signal H.
Combining all these observations, an M × S dimensional observation vector is given by
T includes all valid samples from radar received signal. Φ is an M S × N L matrix, if the kth row of Φ is corresponding to sampling instance s/f s of pulse number m, this row will be ϕ(C m , s/f s ).
T is the observation noise vector of length M × S.
We have established a linear projection equation for complex profile H. Suppose non-valid pulses are discarded; the observation vector length is smaller than system function vector length. (13) becomes an underdetermined equation, and is solved by ℓ 1 minimization:
The result is the recovered target reflectivity from inadequate pulses.
In the next section, we present experimental results with various parameters to demonstrate the proposed method. Both simulated data and real radar data are used to form HRR profile.
V. RESULTS

A. Simulated Data
We show some primary results of Matlab simulations. The HRR range profile of a real aircraft ( Fig.1(a) ) was measured by a wideband C-band chirp radar. The chirp bandwidth was 512MHz, providing a range resolution of about 0.3m. The distance from the target to the radar was about 15km.
Using this measured range profile as the scatterer truth, the new approach compared with traditional stepped-frequency profiling scheme. The waveform parameters used in this simulation are shown in Table I . 32 LFM pulses were transmitted in a coherent pulse train. The frequency step size is 16MHz; and the total effective bandwidth is N ∆f =512MHz. In each pulse, single-pulse bandwidth is 24MHz. The sampling rate f s equals single-pulse bandwidth. We simulate the missing pulse condition by discarding data received from randomly selected 12 pulses, the left 20 pulses are valid. White Gaussian noise was added to the received data, signal-to-noise ratio (SNR) is approximately 15dB.
The results of simulation data obtained via different methods are compared in Fig.1 . Fig.1(b) show the result obtained from IDFT method, Fig.1(c) demonstrate the result from the new approach. From which it can be noted that the IDFT based method has created high sidelobes, and the result by new method is more similar to original target range profile.
To analyse the profiling results of the two methods quantatively, we measure the similarity between the simulated target and the reconstruction profile. Normalized cross correlation is used to describe the similarity; similarity equals 1 means perfect reconstruction. Fig.2 of missing pulses from 0 to 40. The dotted line is the similarity of reconstruction profile and original profile by IDFT method, and solid line by sparse reconstruction. As missing pulse number increases, reconstruction quality of both methods decrease. While sparse reconstruction has an obvious advantage over the IDFT counterpart.
B. Real Radar Data
In this subsection, we use real radar data obtained from SF radar, the parameters are stated in Table II . An experiment was carried out in a wide and flat field to make the signalto-clutter-ratio sufficiently high. A single metal reflector was placed 1010m away from the radar antenna. 32 LFM pulses were transmitted in a coherent pulse train. Experimental data of I/Q channels was collected from the baseband of the radar receiver. We discard 12 pulses randomly to simulate the missing data condition. New approach is applied to the missing data. Profiling results are compared to IDFT based method. Fig. 3(a) shows the profiling result of IDFT method with full data. Fig. 3(b) and 3(c) compare the profiling results to the missing data by IDFT method and the new method respectively. The IDFT based profiling exhibits high sidelobes as predict, while the profiling result by new method is similar to full data profiling. It is proved again that when pulses are missing, the sparse reconstruction based approach exhibits better performance.
VI. CONCLUSION
The application of sparse reconstruction in HRR profiling is illustrated. The simulated data and real data experiments prove the proposed method an appropriate tool to deal with missing data problem. We should note that sparse reconstruction has suggested a new strategy for SF radar. Not full pulses has to be transmitted, but a subset of carrier frequencies can be selected, while the range resolution is unchanged. Then a sparse reconstruction method is used for profiling. By reducing transmitted pulse number, the duration for radar illuminating is shorten. However, the proposed method poses more computational load for signal processing.
