Abstract-In this paper, Twitter has been chosen as a platform for clustering the topics that have been mentioned by King Abdulaziz University students to understand students' behaviours and answer their inquiries. The aim of the study is to propose a model for clustering analysis of Saudi Arabian (standard and Arabian Gulf dialect) tweets to segment topics included in the students' posts. A combination of the natural language processing (NLP) and the machine learning (ML) method to build models is used to cluster tweets according to their text similarity. K-mean algorithm is utilised with different vector representation schemes such as TF-IDF (term frequencyinverse document frequency) and BTO (binary-term occurrence). Distinct preprocessing is explored to obtain the Ngrams term of tokens. The cluster distance performance task is applied to determine the average between the centroid clusters. Moreover, human evaluation clustering is performed by looking at the data source to make sure that the clusters are making sense to an educational domain. At this moment, each cluster has been identified, and students' accounts on Twitter have been known by their facilities or their educational system, such as elearning. The results show that the best vector's representation was using BTO, and it will be useful to apply it to cluster students' text instead of the TF-IDF scheme.
INTRODUCTION
Today, students use university social media accounts on a daily basis to follow university events, to exchange thoughts, and to express their views and activities [1, 2] . In addition, some students consider social media such as Twitter as the first option for sending their inquiry and complaint. This is especially relevant for online distance education students, who depend mostly on the web. Therefore, it comes as no surprise that universities have started to study students' behaviours on social media and analyse their opinions for the purpose of improving university-provided services, teaching processes, and learning experiences [3, 4] .
For Twitter accounts that have extraordinarily large numbers of followers (such as the Deanship of e-Learning and Distance Education at King Abdulaziz University), answering individual tweets is time consuming.
Therefore, the aim of this study is to group similar tweets into groups such that tweets within the same group bear similarity with each other, while tweets in different groups are dissimilar with each other. This will help the university understand students' behaviours, find out the most common problems, and contact students within the same group and answer their inquiry faster.
Data mining (DM) methods have been utilised to investigate the field of educational data mining, such as association rule mining, sequence pattern, visualisation, and clustering [5] [6] [7] . Unlike most studies, the authors believe that social media has a lot of ‗informative information' mentioned by students in their Twitter accounts. Moreover, these pieces of information or inquiries are sent to the university's account. For this reason, this study will concentrate on text mining and text similarity to group students' accounts that contain similar tweets.
DM techniques were utilised to make recommendations directly to students with respect to their personalised activities [8] . The most popular methods are association rule [9] , sequential pattern mining [9] , and clustering [10] . For this study, the clustering method was chosen, as clustering organises similar objects into groups [11] . Clustering is utilised in different areas, such as web mining [12] , document grouping [13] , and bioinformatics [14] . The basic clustering technique depends on the following steps: data representation model, similarity attribute measure, clustering technique, and finally, validation [15] .
The rest of this paper is organised as follows: In section 2, related work is presented. Section 3 shows the methodology used and the process of clustering analysis of Arabic tweets. Section 4 presents the experiment's results and evaluations. The final section is composed of conclusions, remarks, and future works.
II.
RELATED WORK Perera et al. proposed an affective technique to categorise both teams and similar individual members. In their approach to mining and extracting of a sequence of frequent events in learning data, their method was a sequential pattern mining. Their conclusions indicate the consequence of leadership and group interaction and give a hopeful suggestion about whether events are taking place [16] .
Tang and McCalla applied a clustering method based on large generalised sequences to examine a group of students, depending on their similar characteristics with web-based learning environments [17] . Chen et al. utilised a K-means clustering algorithm to aggregate students who showed identical behaviour in an e-learning environment [18] . www.ijacsa.thesai.org Moreover, they identified the formative element in assessment rules based on web-based learning. In addition, teachers could conduct specific assessments per the learning portfolio of particular students in their learning environment. Vukícevíc et al. addressed their conception of research to utilise the clustering approach for class retrieval from microarray data [19] . They reported that there is no recommendation for the selection of the right parameters and distance measure, which can improve the clustering model.
Jovanovic et al built models that can help to identify students that require extra attention in their courses [20] . Their modules involved two important data mining tasks: first, a classification model to predict if students will perform well in different courses based on web utilization; second, a clustering model that groups students with similar cognitive styles but different levels of prosperity. They concluded that analysis of student behaviours on the educational system has true potential and is a worthy investment.
Perera et al stated that group work is encouraged by online implements; their goal was to empower departments and their facilitators to see applicable parts of a group's operation and give input as to whether these are more likely to be related to positive or negative outcomes [16] . They gathered their information from understudies who were working in groups and using an online tool in a software development project and utilized clustering and sequential pattern mining approaches: clustering was connected to discover comparative groups of similar teams and similar individual members, and sequential pattern mining was acclimated to concentrate sequences of continuous occasions. Their outcomes uncovered significant patterns characterizing the work of stronger and weaker students.
Nilsson and Liu collected and analysed web data and log files [21] . In their system, they utilized Canopy Generation with k-mean to devise a method for grouping college training materials in view of their text content features, integrating it into a spring web application. They represented their data vectors using TF-IDF schemes. Their developed framework is exceptionally adaptable and likely able to coordinate custom channels and supersede grouping calculations as required. They found that there is no basic method for assessing how well a clustering algorithms performs as a rule.
III.
METHODOLOGY Figure 1 outlines the grouping procedure for Arabic tweets. As one of the best-known social networks, Twitter has been chosen for this review as a subject for clustering. Different feature selection schemes are used, such as TF-IDF (term frequency-inverse document frequency) and BTO (binary-term occurrence). TF-IDF describes how important a word is for a document [22] [23] [24] . It consists of two parts: term frequency (TF) and invert document frequency (IDF). In addition, BTO is defined as the binary value. In other words, a word or term gets 1 if present in a document, 0 otherwise.  N-gram: set of words within a given text and is set to three.
Fig. 1. The process of clustering analysis in Arabic tweets

A. Data Collection
To collect the corpus of data with Arabic tweets and save the relevant tweets and discard the irrelevant ones, a small desktop application (Twitter Data Grabber) is developed using C# with Twitter's official developer API. The tweets' source data were obtained from the Deanship of e-Learning and Distance Education at King Abdulaziz University in Saudi Arabia [25] . The tweets were collected in 50 days. The dataset included 1,121 tweets. Preliminary data were collected and contained many attributes, such as tweet ID, tweet original, tweet filtered, tweet time, and tweet user). This study has used only tweet filtered, data-type text. Only the tweet user was used to determine which cluster a tweet belongs to.
B. Data Preprocessing
Data preparation consists of different techniques that are concerned with the analysis of raw data to yield quality data, mainly including data collection, data integration, data transformation, data cleaning, data reduction, and data discretisation [26] . Data preparation is more time-consuming than data mining and equally, if not more challenging, than data mining. For instance, Arabic is a Semitic language with composite morphology; Arabic words are classified as particles, nouns, or verbs; Arabic is written from right to left; Arabic sentences do not begin with a capital letter as in many other languages such as English; and the 28 Arabic characters differ in shape depending on position in a word or sentence [15, [27] [28] [29] .
The process begins with our system of filtering the original tweets and saving them in the tweet filtered field, with all the www.ijacsa.thesai.org collected tweets saved in the main dataset. Afterward, these tweets are filtered to decide which ones will move to the next stage. The filtering process is performed on specific criteria. For example, duplicate tweets are eliminated. Any tweet containing fewer than three words was deleted. Tweets could not contain hashtags, special characters, nonletters, punctuations, or links/URLs.
There are five steps for preprocessing documents using RapidMiner. The first is to replace English terms with Arabic equivalent terms; all hamza forms such as ‫ئ‬ ‫ؤ,‬ ‫ء,‬ are removed because of diacritics and replaced with initial ‫,أ‬ ‫ﺁ‬ , ‫إ‬ ‫ى‬ and with alif. ‫.ا‬ The second is the tokenisation step, in which each tweet is divided into multiple token-based whitespace characters. The third is removing the Arabic stop words. In the fourth step, the suffixes and prefixes are removes, and words are returned to their root in the Arabic stem. The fifth step is the filtering of token by length, which removes useless words and is set to three. Finally, the N-gram set of words within a given text is set to two.
Then the -process documents from the data‖ operator generate a word vector from the dataset after preprocessing and represent the text data as a matrix to show the frequent occurrence of each term. K-means is applied with weighting schemes such as TF-IDF and BTO. The evaluation is conducted using clustering distance methods.
C. Clustering methods
Clustering techniques are applied when there is no class to be predicted. Clustering is a type of unsupervised learning, which is used when you have unlabelled data. The classical clustering technique is called K-means. The following steps describe how k-means works [30] :
1) The user determines in advance how many clusters are needed by the set-up k parameter.
2) Cluster centres are randomly initialised using K points.
3) Clusters are assigned to their closest centre according to the Euclidean distance metric.
4) Centroids are moved by recalculating the positions of the centroid of the instances in each cluster.
5)
Steps 3 and 4 are reiterated until the centroids no longer move.
IV. EXPERIMENT
This experiment examines Arabic text clustering in elearning as an educational pattern with K-means. To quantify the homogeneous attribute among the dataset, distance metrics plays a very paramount role. Identifying the manner in which datasets are interrelated, how distinct data are dissimilar or identical with each other, and which quantifications are utilised for comparison is obligatory. For this purpose, the distance metrics function is calculated based on which data are clustered. This study was evaluated for effectiveness within a cluster distance. It is a task that takes this centroid cluster model and clustered set as input and estimates the leverage of the model based on the cluster centroids [31, 32] .
V. FINDING AND DISCUSSION
The experiments started by setting up k with 3 and then running the process. Then, the dataset includes 1,121 tweet clusters. Using TF-IDF, Table 1 shows that the average within centroid distance is -0.943. The dataset tweets cluster distance using TF-IDF with Ngram = 2. Table 2 shows that the average within centroid distance is -0.972. The dataset tweets cluster distance using binary-term occurrences. Table 3 shows that the average within centroid distance is -6.435. The dataset tweets cluster distance using binary-term occurrences with N-gram equal to 2. Table 4 shows that the average within centroid distance is -12.819. Table 5 shows the difference between the average within centroid distances for the schemas TF-IDF and BTO without N-gram equal to -5.492. In addition, it shows the difference between the average within centroid distances for the schemas TF-IDF and BTO with N-gram equal to -11.847. www.ijacsa.thesai.org In conclusion, the best clustering obtained were the smaller distances within centroids. The reason for multiplying by -1 is to calculate the average distance within centroids. Theoretically, the smaller the distances are, the better the clusters are. Performance within the cluster distance operator maximises the capacity of the k-means algorithm. On the other hand, if it is not multiplied by -1, the distance evaluation calculates with a higher average distance within centroids. So clear representation of our vectors using BTO will be useful to determine similarity with students' text than the TF-IDF scheme. In addition, using the N-gram feature provides the best and most reliable way to group tweets in this study. Table 6 shows the subtraction between the recorders or the tweets that have been grouped or clustered by comparing and carefully reading only the disagreement tweets. Figure 2 shows that there were variance subjects or inquiries involved in the data; for example, cluster zero has three inquiries: exams, payment methods, and university study plan. Cluster 1 has only one subject, almost all of which is the Blackboard system and its problems and inquiries. In cluster 2, students talk about the next year's studies or their summer semesters. However, it was difficult even for the team to make a difference about the missed clustering that comes across those methods. Finally, the university team observed our data scrupulously when the N-gram feature, which was engaged in both experiments because there was clear improvement within the average centroid distance.
VI. CONCLUSION AND FUTURE WORKS
In this paper, the design and implementation of Arabic text clustering over social media was presented to King Abdulaziz University students. The authors believe that this study demonstrates that text preprocessing is a consequential mission to prove that different generating vectors will affect the clustering of the targeted groups. The results of the two experiments lead us to conclude that the best clustering work were the smaller distances within centroids. It was achieved with BTO using the N-gram feature. On the other hand, humans interfered by looking carefully into our data when the N-gram feature was involved in both experiments. It was difficult to make a judgment of which schemes are better in representing this study corps. Nevertheless, the results of the two studies led us to conclude that Twitter can be used in education to provide such services as answering a group of students' inquiries.
For future research, we intend to integrate students' Twitter accounts through which they posted their tweets on the www.ijacsa.thesai.org
Deanship of e-Learning and Distance Education account at King Abdulaziz University in the Tweeter platform to collect their data in the learning management system (Blackboard) to see the correlation between the data on social media and their real stations and grads.
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