Abstract. The algebraic part of approach to groupoids started by S. Zakrzewski is presented.
Introduction
These notes present the approach to groupoids started by S. Zakrzewski [3] . They are focused on algebraic structure and any topological or differential topics are completely ignored (see [3, 5, 7, 8] ). I hope they might be useful for people who want to be quickly introduced to the subject.
There are some new observations that includes formal properties of a category of groupoids considered here and a new (but equivalent to the standard one) definition of a groupoid action.
The next section contains definitions (the standard one and given by S. Zakrzewski) and main examples of groupoids; it also fixes notation. In the third one, Zakrzewski morphisms are defined and examples are given; some formal properties of the resulting category of groupoids are investigated; finally, in the last section we discuss relations of Zakrzewski morphisms to groupoid actions -they give alternative view on Zakrzewski morphisms.
The bibligraphy includes only articles directly related to the presented approach. An interested reader may consult e.g. [1, 2] for a more complete list.
Groupoids: definitions and examples
Groupoids are special categories and the shortest definition is: Definition 2.1. A groupoid is a small category with invertible morphisms.
Thus we have a set of objects E (small category!) and a set of morphisms Γ. We will identify an object e ∈ E with the corresponding identity morphism id e ∈ Γ. After this identification E is a subset of Γ. Each morphism γ ∈ Γ has its domain (source): d(γ) ∈ E and its range (target): r(γ) ∈ E. Composition γ 1 γ 2 of two morphisms is possible iff d(γ 1 ) = r(γ 2 ); then d(γ 1 γ 2 ) = d(γ 2 ) and r(γ 1 γ 1 ) = r(γ 1 ). Every morphism γ has its inverse s(γ) with s(s(γ)) = γ and d(s(γ)) = r(γ). Composition is associative γ 1 (γ 2 γ 3 ) = (γ 1 γ 2 )γ 3 (in a sense that if one side is defined the other also and then they are equal) and inverse reverses the order of composition: s(γ 1 γ 2 ) = s(γ 2 )s(γ 1 ).
Groupoid Γ with the set of identities E will be denoted by Γ ⇒ E; the set of identities will be also denoted by Γ (0) and the set of composable pairs by Γ (2) := {(γ 1 , γ 2 ) ∈ Γ×Γ : d(γ 1 ) = r(γ 2 )}. For e ∈ E the set d −1 (e) ∩ r −1 (e) =: Γ e is a group called the isotropy group of e. Union of all isotropy groups is called the isotropy group bundle (of Γ). A relation on E defined by: e 1 ∼ e 2 ⇐⇒ ∃γ : e 1 = r(γ), e 2 = d(γ) is an equivalence relation and its classes are orbits of Γ; the set of orbits will be denoted by E/Γ. If O ∈ E/Γ is an orbit then the set d −1 (O) (= r −1 (O)) is called a transitive component of Γ. Every groupoid is a (disjoint) union of its transitive components. Subgroupoid of a groupoid Γ will mean a subset G ⊂ Γ that satisfies two conditions: g ∈ G ⇒ s(g) ∈ G and (g 1 , g 2 ) ∈ Γ (2) ∩ G ⇒ g 1 g 2 ∈ G; subgroupoid G ⊂ Γ is wide iff E ⊂ G.
2.1.
Examples. Group bundles and groups. If d = r then each element e ∈ E is an orbit and each set d −1 (e) is a transitive component and a group; thus Γ is a disjoint union of groups. In particular, if E consists of only one element then Γ is a group.
Sets. These are special group bundles: every group is trivial. In this situation d = r = s = id, Γ (2) = diag(Γ × Γ), Γ (0) = Γ and γγ = γ for every γ ∈ Γ.
Pair groupoids. These are transitive groupoids with trivial isotropy groups (see lemma 2.4): Γ = X × X , E := diag(X × X) ≃ X; d(x, y) := (y, y) , r(x, y) := (x, x). Composition is defined as (x, y)(y, z) := (x, z) and inverse s(x, y) := (y, x). For a set X this groupoid will be denoted by X 2 .
Equivalence relations. If R ⊂ X × X is an equivalence relation, then it is a groupoid with operations inherited from the pair groupoid X 2 . Its orbits are equivalence classes and transitive components are pair groupoids based on equivalence classes.
Products of groups and pair groupoids. Let G be a group and X a set. Define Γ := X × G × X, E := {(x, e, x) : x ∈ X} (here e is the neutral element of G) and d(x, g, y) := (y, e, y), r(x, g, y) := (x, e, x). Multiplication is defined as (x, g, y)(y, h, z) := (x, gh, z) and inverse s(x, g, z) := (z, g −1 , x). (These are really cartesian products of groups and pair groupoids.)
Transformation groupoids. Let a group G acts on a set X, i.e. there is a mapping G × X ∋ (g, x) → gx ∈ X that satisfies usual conditions. Then the transformation groupoid is Γ := G × X with the set of units E := {(e, x) : x ∈ X} ≃ X; domain and range maps: d(g, x) := (e, x), r(g, x) := (e, gx); inverse: s(g, x) := (g −1 , gx) and composition: (g, hx)(h, x) := (gh, x). Orbits of Γ are orbits of the action and transitive components are groupoids from the last example with groups being stabilizers and pair groupoids are based on orbits.
From purely algebraic point of view (lemma 2.4) every groupoid can be built from groups and pair groupoids by products and disjoint union.
Alternative definition.
An alternative definition of groupoids was given by S. Zakrzewski in [3] . It is based on relations so let us now recall some basic facts and introduce notation.
Let X, Y be sets. A relation r from X to Y is a triple (X, Y ; Gr(r)), where Gr(r) ⊂ Y × X. A relation from X to Y will be denoted by r : X ⊲ Y (note the type of arrow!). We will usually identify a relation r : X ⊲ Y with its graph and will write (y, x) ∈ r instead of (y, x) ∈ Gr(r) since it shouldn't cause any confusion. For a relation r : X ⊲ Y its transposition r T : Y ⊲ X is defined by (x, y) ∈ r T ⇐⇒ (y, x) ∈ r; the domain of r is the set D(r) := {x ∈ X : ∃y ∈ Y (y, x) ∈ Gr(r)} and the image of r is the set Im(r) := {y ∈ Y : ∃x ∈ X (y, x) ∈ Gr(r)} A composition of relations r : X ⊲ Y and s : Y ⊲ Z is the relation sr : X ⊲ Z defined by Gr(sr) := {(z, x) : ∃ y ∈ Y : (z, y) ∈ s , (y, x) ∈ r}. Sets with relations as morphisms form a category. Cartesian product of relations is defined in a natural way: r : X ⊲ Y and r 1 : X 1 ⊲ Y 1 then r × r 1 : X × X 1 ⊲ Y × Y 1 is equal to: r × r 1 := {(y, y 1 , x, x 1 ) : (y, x) ∈ r , (y 1 , x 1 ) ∈ r 1 } (but this is not a product in a categorical sense). In the following the symbol {1} denotes one point set and σ :
, where Γ is a set, m : Γ × Γ ⊲ Γ, e : {1} ⊲ Γ and s : Γ ⊲ Γ are relations satisfying the following conditions:
It follows that this definition is equivalent to def. 2.1, in particular m is in fact a mapping defined on Γ (2) ⊂ Γ × Γ; see [3] for proofs and details. We will sometimes use D(m) for Γ (2) and from now on we will use different notation for target and source mappings:
2.3. Operations on groupoids. Restriction. If Γ is a groupoid and F ⊂ E then the set e
R (F ) is a groupoid with F as a set of identities -the restriction of Γ to F .
Disjoint union. Disjoint union of groupoids is a groupoid. Any groupoid is a disjoint union of its transitive components and (essentially) this is the only way for a groupoid to be a disjoint union: Lemma 2.3. Let Γ be a groupoid and {Γ λ , λ ∈ Λ} a family of subgroupoids of Γ. If Γ = λ∈Λ Γ λ and
Cartesian product. If Γ 1 and Γ 2 are groupoids then Γ 1 ×Γ 2 is a groupoid. The set of units is E 1 ×E 2 and the multiplication relation is (
The following proposition describes a structure of transitive groupoids; although morphisms of groupoids have not been defined yet, the " isomorphism" used in the lemma means a bijective mapping preserving all components of the groupoid structure. Proposition 2.4. Let Γ be a transitive groupoid. Let us choose e 0 ∈ E and let G be the isotropy subgroup of e 0 . Let p :
L (e 0 ) be a section of e R such that p(e 0 ) = e 0 . The mapping:
is an isomorphism (groupoid structure on E × G × E is the product one).
Morphisms of groupoids.
If one considers groupoid as a special type of category, the natural notion of morphism is a functor, i.e. a map Φ : Γ 1 → Γ 2 that satisfies: Φ(E 1 ) ⊂ E 2 ; Φ(s(γ)) = s(Φ(γ)) and, for any composable (γ,γ) ⊂ Γ (2) 1 , Φ(γγ) = Φ(γ)Φ(γ). But the definition 2.2 suggests another possibility [3] :
It follows from this definition (see [3] ) that a morphism h : Γ ⊲ Γ 1 determines: a map ρ h : E 1 → E called the base map of h and for each e ∈ E 1 two mappings of fibers:
In particular the image of ρ h is a union of orbits, the domain of h is a union of transitive components and the image of h is a wide subgroupoid of Γ 1 . If Γ ′ , Γ ′′ ⊂ Γ are transitive components their images by h are disjoint:
As the name suggests, groupoids with Zakrzewski morphisms form a category i.e. composition of Zakrzewski morphisms (as relations) is a Zakrzewski morphism. In the following we will almost exclusively consider Zakrzewski morphisms and they will be called morphisms. The standard ones will be called functors. The image of a subgroupoid by a morphism is a subgroupoid and one can restrict morphisms to subgroupoids. Proposition 3.3. Let h : Γ ⊲ ∆ be a morphism of groupoids and G, G 1 ⊂ Γ subgroupoids.
(
If h is surjective and G is a transitive component then h(G) is a union of transitive components.
Proof: 1) is immediate from def. 3.1; 2) If (δ, g) ∈ h and (δ,
where Γ α 's are transitive components of Γ. Now use point 2) and lemma 2.3.
A morphism is determined by its value on any fiber in every transitive component (contained in its domain).
Lemma 3.4. Let Γ ⇒ E and ∆ ⇒ F be groupoids and h, k : Γ ⊲ ∆ morphisms. Assume Γ is transitive and for some e ∈ E: h| e −1
. In this way we get (δ, γ) ∈ k. The opposite inclusion can be shown in the same way.
3.1. Examples of morphisms. Groups. If Γ 1 , Γ 2 are groups, morphisms from Γ 1 to Γ 2 (as well as functors) are group homomorphisms.
Sets. Here functors from Γ 1 to Γ 2 are just mappings. Zakrzewski morphisms are also mappings but in a opposite direction, any morphism h :
Regular representation (left). For any groupoid the relation l : Γ ⊲ Γ 2 (pair groupoid) defined by:
is a morphism.
Transitive components. If Γ 1 ⊂ Γ is a union of transitive components and i :
Restriction of morphism to its domain.
Isotropy group bundle. This is special type of the previous example. Let Γ be a groupoid,
R (e) its isotropy group bundle and i : Γ ′ → Γ the inclusion. Then i : Γ ′ ⊲ Γ is a morphism.
For any groupoid a map: Γ ∋ γ → (e L (γ), e R (γ)) ∈ E × E is a morphism to E 2 ; this map is also a functor.
Cartesian products.
are not morphisms. So cartesian product of groupoids is not a product in categorical sense (it is rather like tensor product).
Group actions. If a group G acts on a set X (left action), then the action defines a morphism h : G ⊲ X 2 : h = {(gx, x; g) : g ∈ G , x ∈ X} and, conversely, any morphism G ⊲ X 2 comes from an action. Unless X is a one point set, this is not a mapping.
Morphisms into groups. Let G be a group and Γ ⇒ E a groupoid. Morphisms h : Γ ⊲ G are given by a one point orbit {e 0 } ⊂ E and a homomorphism from the isotropy group of e 0 into G.
Morphisms from groups. Let G be a group and Γ ⇒ E a groupoid. Morphisms h : G ⊲ Γ are just group homomorphisms to a group of bisections of Γ (see below).
Bisections and morphisms.
With any groupoid Γ ⇒ E there comes a group: the group of bisections of Γ. Definition 3.5. A set B ⊂ Γ is a bisection iff it is a section of left and right projection over E.
For groups bisections are elements, for pair groupoids bisections are graphs of bijections.
Subsets of a groupoid can be "multiplied": if A, B ⊂ Γ we define AB := {m(a, b) : a ∈ A, b ∈ B, (a, b) ∈ D(m)}. This operation turns the set of bisections into a group: neutral element is the set of identities and B −1 = s(B). This "multiplication" of subsets can be used to characterize bisections: Lemma 3.6. Let Γ ⇒ E be a groupoid and A ⊂ Γ.
• A is a section of e R over e R (A) iff As(A) ⊂ E;
Bisections act on a groupoid by Γ ∋ γ → Bγ := γ ′ γ, where γ ′ is a unique element in B with e R (γ ′ ) = e L (γ) (i.e. {Bγ} = B{γ} using "multiplication" of subsets). This action preserves right fibers i.e. e R (Bγ) = e R (γ) and maps left fibers into left fibers. Morphisms act on bisections:
Lemma 3.7. Let h : Γ ⊲ Γ 1 be a morphism and B, B ′ ⊂ Γ bisections. The set h(B) is a bisection, h(s(B)) = s 1 (h(B)) and h(BB ′ ) = h(B)h(B ′ ) (in other words, h defines a homomorphism of groups of bisections).
Bisections act on a groupoid by "adjoint" action, this action is a morphism:
3.3.
Monomorphisms. Now we give a complete characterization of monomorphisms, it turns out it is similar to group case. Let us begin with the following:
The next lemma states that ker(h) is a subgroupoid contained in the isotropy group bundle of Γ and its intersection with every isotropy group over ker(h) ∩ Γ (0) is a normal subgroup.
Proof: 1), 2) and 3) are obvious.
Proof: ⇐ Suppose φ is not a monomorphism. If D(φ) = Γ then of course ker(φ) = Γ (0) so we can assume that D(φ) = Γ i.e. ρ φ is surjective. There exists a groupoid K and morphisms ψ 1 , ψ 2 : K ⊲ Γ such that ψ 1 = ψ 2 and φψ 1 = φψ 2 . The last equality means that ρ
), γ 0 ) ∈ D(m) and the element s(γ 1 )γ 0 is in relation with each element e R (δ) for δ ∈ φ(γ 0 ), but these are all elements in ∆ that s(γ 1 )γ 0 can be in relation with, so this element is in ker(φ). ⇒ Now suppose ker(φ) = Γ (0) . One reason for that can be inequality D(φ) = Γ. Since D(φ) is a union of orbits there exists an orbit O and O ∩ D(φ) = ∅. Let Γ 1 := Γ (0) (set-groupoid) and define mappings f 1 , f 2 : Γ (0) → Γ (0) by f 1 := id and f 2 by f 2 (e) = e for e ∈ Γ (0) \ O and f 2 (e) = e 0 for e ∈ O and some e 0 ∈ Γ (0)
Corollary 3.12. Every morphism h : Γ ⊲ ∆ of groupoids defines a homomorphismh of groups of bisections (lemma 3.7). The previous proposition implies that h is mono iffh is mono (i.e. is injective).
3.4.
Examples of monomorphisms. Any morphism h : X 2 ⊲ ∆ is a monomorphism (because X 2 is transitive and has trivial isotropy).
If Γ 1 ⊂ Γ is a wide subgroupoid, the inclusion i : Γ 1 → Γ is a monomorphism (i.e. wide subgroupoids are subobjects).
For a groupoid Γ the left regular representation l : Γ ⊲ Γ 2 is a monomorphism. For a groupoid Γ ⇒ E the mapping Γ ∋ γ → (e L (γ), e R (γ)) ∈ E 2 is monomorphism iff Γ has trivial isotropy (the kernel of this morphism is just the isotropy group bundle).
For a bisection B ⊂ Γ the mapping Ad B : Γ → Γ is a monomorphism. If a group G acts on X and h : G ⊲ X 2 is the associated morphism, then h is monomorphism iff the action is effective (i.e. only neutral element of G acts as identity mapping).
3.5. Epimorphisms. In the category of groups epimorphisms are surjective group homomorphisms. In groupoids we have: Proposition 3.13. Let h : Γ ⊲ ∆ be an epimorphism. Then h is surjective (i.e. Im(h) = ∆).
Proof:
The proof is an adaptation of the proof for groups; since an image of a morphism is a wide subgroupoid it is enough to prove: Let Γ 1 be a wide subgroupoid of Γ and Γ 1 = Γ. There exists a groupoid Γ 2 and morphisms h 1 , h 2 : Γ ⊲ Γ 2 such that h 1 = h 2 but h 1 and h 2 coincide on Γ 1
Let γ 0 ∈ Γ \ Γ 1 , e 0 := e L (γ 0 ) and H := e −1
R (e 0 ) ∩ Γ 1 . Since Γ 1 is a subgroupoid, sets H and Hγ 0 are disjoint and the right multiplication by γ 0 is a bijection H → Hγ 0 . Define an involution σ : Γ → Γ by:
Letσ be the bisection of Γ 2 defined by σ (i.e.σ := {(σ(γ), γ) : γ ∈ Γ}). We claim that morphisms l and Adσl : Γ ⊲ Γ 2 coincide on Γ 1 . By the definition of l (formula (1)) and definition ofσ we have:
For γ 3 ∈ Γ 1 we have: if γ 2 ∈ H and γ 1 = γ 3 γ 2 then γ 1 ∈ H so σ(γ 1 ) = γ 1 γ 0 = γ 3 γ 2 γ 0 = γ 3 σ(γ 2 ); if γ 2 ∈ Hγ 0 and γ 1 = γ 3 γ 2 then γ 1 ∈ Hγ 0 so σ(
In this way for γ 3 ∈ Γ 1 : (γ 1 , γ 2 ; γ 3 ) ∈ l ⇒ (γ 1 , γ 2 ; γ 3 ) ∈ Adσl. The opposite inclusion follows if we substitute σ(γ 1 ) and σ(γ 2 ) instead of γ 1 and γ 2 .
It remains to check whether l = Adσl. Certainly we have (e 0 ; s(γ 0 ), γ 0 ) ∈ l and this element is contained in Adσl iff γ 0 = γ 0 σ(s(γ 0 )) i.e. e R (γ 0 ) = σ(s(γ 0 )). Since s(γ 0 ) is neither in H nor in E, this equality implies that s(γ 0 ) = γ ′ γ 0 for some γ ′ ∈ H but then σ(s(γ 0 )) = γ ′ = e R (γ 0 ) i.e. e L (γ 0 ) = e R (γ 0 ) and γ 0 = s(γ 0 ). In this way the proposition is proven if there exists γ 0 ∈ Γ \ Γ 1 such that s(γ 0 ) = γ 0 .
Let us now assume that every element γ ∈ Γ \ Γ 1 satisfies s(γ) = γ. Choose some γ 0 ∈ Γ \ Γ 1 , we claim that orbit of e 0 := e R (γ 0 ) = e L (γ 0 ) is equal to {e 0 }. Indeed if e R (γ) = e 0 and e L (γ) = e 1 = e 0 then γ ∈ Γ 1 , but then γγ 0 ∈ Γ \ Γ 1 and this is impossible. So there exists one point orbit {e 0 } in E i.e Γ is a union of a groupoidΓ and G -the isotropy group of e 0 . Then the intersection H := Γ 1 ∩ G ia a normal subgroup of G. Let K := G/H and π : G → K be the canonical homomorphism. Let e K be the neutral element in K and define two morphisms Γ ⊲ K: h 1 := {(e K , g); g ∈ G} and h 2 := {(π(g), g) : g ∈ G}. It is clear that h 1 = h 2 but they coincide on Γ 1 .
Being surjective is not sufficient for being an epimorphism: Example 3.14. Let a group G act transitively on a set X and assume that φ(gx) = gφ(x) for some bijection φ : X → X. Let h : G ⊲ X 2 be the associated morphism: Gr(h) := {(gx, x; g) : g ∈ G , x ∈ X} andφ the bisection of X 2 defined by φ. Then straightforward computation shows that h = Adφh.
If h : Γ ⊲ Γ 1 is a morphism which is a surjective mapping Γ ⊃ D(h) → Γ 1 then h is an epimorphisms (such mappings are epimorphisms in the category of sets and relations), but being a mapping is not necessary: Proposition 3.15. Let a group G act transitively on a set X and assume that for every x there exists g such that x is the unique fixed point for g. Then the morphism associated to this action is an epimorphism G ⊲ X 2 .
Proof: Assume that h 1 , h 2 : X 2 ⊲ Γ are morphisms such that h 1 h = h 2 h and let ρ 1 , ρ 2 be their base maps. We will show that ρ 1 = ρ 2 . Indeed, if x = ρ 1 (e) then, by the assumption, there is g such that (e, g) ∈ h 1 h and x is the unique fixed point of g. Since h 1 h = h 2 h there exist (x 1 , x 2 ) such that (x 1 , x 2 ; g) ∈ h and (e; x 1 , x 2 ) ∈ h 2 . But then x 1 = x 2 and x 1 = gx 1 so x 1 = x and x = ρ 2 (e). The opposite inclusion can be shown in the same way. The following lemma states this is sufficient: Lemma 3.16. Let h : Γ ⊲ ∆ be a surjective morphism, h 1 , h 2 : ∆ ⊲ Λ morphisms with base maps
Proof: Let (λ, δ) ∈ h 1 ; exists γ ∈ Γ such that (δ, γ) ∈ h so (λ, γ) ∈ h 1 h = h 2 h, so exists δ 1 such that: (δ 1 , γ) ∈ h and (λ, δ 1 ) ∈ h 2 . But since ρ 1 = ρ 2 it follows that e R (δ) = e R (δ 1 ), so δ = δ 1 . In this way Gr(h 1 ) ⊂ Gr(h 2 ) and the opposite inclusion can be proved in the same way.
3.6. Examples of epimorphisms. If Γ 1 ⊂ Γ is a union of transitive components and i : Γ 1 → Γ the inclusion map, then i T : Γ ⊲ Γ 1 is an epimorphism.
Let Γ ⇒ E be a groupoid and R ⊂ E ×E its orbit relation. The map π : Γ ∋ γ → (e L (γ), e R (γ)) ∈ R is an epimorphism.
Let Γ ⇒ E be a groupoid, Γ ′ its isotropy group bundle and R ⊂ E × E its orbit relation. Let j : Γ ′ ⊲ Γ be inclusion and π : Γ ∋ γ → (e L (γ), e R (γ)) ∈ E × E. Then π : Γ ⊲ R is an epimorphism, j : Γ ′ ⊲ Γ is a monomorphism and ker(π) = Im(j). In other words every groupoid is an extension of equivalence relation by a group bundle.
If G = Bij(X) is the group of bijection of a set X then the morphism G ⊲ X 2 coming from canonical (left) action of G on X is mono-and epimorphism but not an isomorphism.
If Γ = Γ (0) then the left regular representation l : Γ ⊲ Γ 2 is not an epimorphisms. In fact, in this situation there exists a bisection B = Γ (0) . Let R be the right multiplication by B andR the corresponding bisection of Γ 2 , then l = AdRl.
are epimorphisms. With this "projections" we have:
Proposition 3.17. Disjoint union is a product in the category of groupoids.
Groupoid actions and morphisms
A groupoid Γ ⇒ E can act on a set X equipped with a mapping to E. The standard definition is: Definition 4.1. Let Γ ⇒ E be a groupoid, X a set and ρ : X → E a mapping. Define the set Γ e R × ρ X := {(γ, x) ∈ Γ × X : e R (γ) = ρ(x)}. An action of Γ on X is a mapping: Γ e R × ρ X ∋ (γ, x) → γx ∈ X that satisfies: ρ(x)x = x and γ 1 (γ 2 x) = (γ 1 γ 2 )x i.e. if one side is defined, the other is also and then they are equal.
If Γ is a group this definition gives just a group action. Basic examples for general groupoids are : Examples 4.2. Action by multiplication (from the left) : X := Γ , ρ := e L , Γ e R × ρ X = Γ (2) and the action is (γ, γ ′ ) → γγ ′ .
Action on the set of units: X := E , ρ = id , Γ e R × ρ X = {(γ, e R (γ)) , γ ∈ Γ} and the action is:
Action on the isotropy group bundle:
If we use relations the definition of a groupoid action can be presented in a more group-like style: Definition 4.3. Let Γ ⇒ E be a groupoid and X a set. An action of Γ on X is a relation Φ : Γ × X ⊲ X that satisfies:
Next proposition states the equivalence of both definitions. (1) For every x ∈ X there exists unique e ∈ E such that (x; e; x) ∈ Φ, i.e. Φ defines a mapping ρ : X → E; (2) D(Φ) = Γ e R × ρ X; (3) (y; γ, x) ∈ Φ ⇒ ρ(y) = e L (γ); (4) (y; γ, x) ∈ Φ ⇐⇒ (x; s(γ), y) ∈ Φ; (5) Φ is a mapping D(Φ) → X; this mapping is an action of Γ on X in the sense of def. 4.1; (6) If Γ acts on X in a sense of def. 4.1, the relation Φ := {(γx; γ, x) : e R (γ) = ρ(x)} is an action in the sense of def. 4.3.
Proof: Straightforward computations give:
1) The condition Φ(e × id) = id means that for any x ∈ X there exists e ∈ E such that (x; e, x) ∈ Φ. Suppose that (x; e 1 , x) ∈ Φ and (x; e 2 , x) ∈ Φ i.e (x; e 1 , e 2 , x) ∈ Φ(id × Φ) = Φ(m × id). Therefore (e 1 , e 2 ) ∈ D(m) so e 1 = e 2 and the first statement is proven.
2) For any x ∈ X, (x; ρ(x), x) ∈ Φ; let e R (γ) = ρ(x) so (ρ(x); s(γ), γ) ∈ m and (x; s(γ), γ, x) ∈ Φ(m×id) = Φ(id×Φ). Therefore exists z such that: (x; s(γ), z) ∈ Φ and (z; γ, x) ∈ Φ, i.e (γ, x) ∈ D(Φ). Conversely, if (γ, x) ∈ D(Φ) i.e. (z; γ, x) ∈ Φ for some z ∈ X, then (since (γ; γ, e R (γ)) ∈ m) (z; γ, e R (γ), x) ∈ Φ(m × id) = Φ(id × Φ), so there exists y such that (z; γ, y) ∈ Φ and (y; e R (γ), x) ∈ Φ. It follows that y = x and e R (γ) = ρ(x).
3) Let (y; γ, x) ∈ Φ. Since (y; ρ(y), y) ∈ Φ we have (y; ρ(y), γ, x) ∈ Φ(id × Φ) = Φ(m × id), i.e. exists γ 1 such that: (y; γ 1 , x) ∈ Φ and (γ 1 ; ρ(y), γ) ∈ m. The last condition implies ρ(y) = e L (γ). 4) Since γ = s(s(γ)) it is enough to prove implication: (y; γ, x) ∈ Φ ⇒ (x; s(γ); y) ∈ Φ. If (y; γ, x) ∈ Φ then (by the previous statement) exists z ∈ X such that (z; s(γ), y) ∈ Φ so (z; s(γ), γ, x) ∈ Φ(id×Φ) = Φ(m × id). It follows that (z; e R (γ), x) ∈ Φ i.e. z = x. 5) Let (y 1 ; γ, x) ∈ Φ and (y 2 ; γ, x) ∈ Φ. Then (by the previous statement) (x; s(γ), y 2 ) ∈ Φ and (y 1 ; γ, s(γ), y 2 ) ∈ Φ(id × Φ) = Φ(m × id); so (y 1 ; e L (γ), y 2 ) ∈ Φ and y 1 = y 2 ; i.e. Φ : Γ e R × ρ X → X is a mapping. It is straightforward that this mapping satisfies conditions in def. 4.1.
6) The last statement is also straightforward.
A morphism from a group G to a pair groupoid X 2 defines an action of G on X (see examples in section 3); the similar fact is true for any groupoid:
Lemma 4.5. Let X be a set, Γ a groupoid and h : Γ ⊲ X 2 a morphism. The relation Φ : Γ×X ⊲ X defined by
Any morphism h : Γ ⊲ ∆, by a composition with l ∆ : ∆ ⊲ ∆ 2 (the left regular representation of ∆), defines a morphism l ∆ h : Γ ⊲ ∆ 2 i.e an action of Γ on ∆. This action commutes with multiplication (from the right) in ∆. Moreover it turns out that morphisms of groupoids are precisely those actions that commutes with multiplication (from the right): Proposition 4.6. Let Γ, ∆ be groupoids and Φ : Γ × ∆ ⊲ ∆ an action. If
Proof: The assumed equality of compositions is equivalent to:
It is rather straightforward that h is a morphism. [7] 4.1. Morphisms as functors between action categories. This point of view on morphisms was communicated to the author by Ralf Meyer. Definition 4.7. Let Γ be a groupoid; a Γ-set is a pair (X, Φ), where X is a set and Φ an action of Γ on X. Let (X, Φ) and
Remark 4.8. In the classical book of Renault [4] "Γ-sets" mean bisections; but since "bisections" seem to be widely accepted we can use Γ-sets as in the theory of group actions.
Γ-sets with equvariant maps as morphisms form a category. If we think of actions as of morphisms to pair groupoids, an equivariant map f : X → Y is characterized by (f × id)h 1 = (id × f T )h 2 for h 1 : Γ ⊲ X 2 and h 2 : Γ ⊲ Y 2 . A morphism h : Γ ⊲ ∆ defines a functor H h from ∆-sets to Γ-sets by composition. This functor doesn't change sets and equivariant maps, in other words, if F or Γ , F or ∆ are forgetful functors to the category of sets (i.e F or Γ (X, Φ) = X and F or Γ (f ) = f , where f is an equivariant map between Γ-sets X and Y ) it satisfies F or ∆ H h = F or Γ . Conversely any such functor defines a morphism of groupoids: Proposition 4.9. Let H be a functor from Γ-sets to ∆-sets satisfying F or ∆ H = F or Γ . There exists unique morphism h : ∆ ⊲ Γ, such that H is the composition with h.
Proof: Let E denote the set of units of Γ. For e ∈ E let Γ e := e −1 R (e) and consider Γ-set (Γ e , m e ), where the action m e : Γ × Γ e ⊲ Γ e is the multiplication. Applying the functor H we get ∆-set (Γ e , H(m e )), where H(m e ) : ∆ × Γ e ⊲ Γ e is an action of ∆. Define a relation Φ : ∆ × Γ ⊲ Γ by (γ 1 ; δ, γ) ∈ Φ ⇐⇒ (γ 1 ; δ, γ) ∈ H(m e ) for e := e R (γ)
It is rather straightforward to verify that Φ is an action; let us check it commutes with right multiplication in Γ i.e. defines a morphism from ∆ to Γ.
what is equivalent to e R (γ 2 ) = e L (γ 3 ) and (γ 1 ; δ 1 , γ 2 γ 3 ) ∈ H(m e ) for e := e R (γ 3 ). On the other hand:
what is equivalent to e R (γ 1 ) = e R (γ 3 ) and (γ 1 s(γ 3 ); δ, γ 2 ) ∈ H(mẽ) forẽ := e R (γ 2 ).
So let (
R (ẽ). R is a morphism from (Γ e , m e ) to (Γẽ, mẽ): Rm e = mẽ(id × R). Applying the functor H we get H(R) = R (by assumption on H) and RH(m e ) = H(mẽ)(id × R).
The opposite inclusion can be shown in the same way.
4.2.
Action groupoids and functors. Let Φ : Γ × X ⊲ X be an action of a groupoid Γ ⇒ E on X with a base map ρ : X → E. It follows from prop 4.4 that the following definitions make sense:
is a groupoid; it is called the action groupoid for an action Φ and will be denoted by Γ × Φ X.
Let Γ ⇒ E and ∆ ⇒ F be groupoids and h : Γ ⊲ ∆ a morphism. Composition of h with the mapping ∆ ∋ δ → (e L (δ), e R (δ)) ∈ F 2 gives a morphism Γ ⊲ F 2 , i.e. the action
This mapping is a functor from the action groupoid Γ × φ h F to ∆.
Conversely: an action φ of Γ on F and a functor K :
4.3. "Homogenous spaces" and quotient groupoids. Let Γ ⇒ E be a groupoid and G ⊂ Γ a wide subgroupoid (i.e. E ⊂ G); consider a relation on Γ: γ 1 ∼ γ 2 ⇐⇒ s(γ 1 )γ 2 ∈ G. It is straightforward to check that this is an equivalence relation. Let Γ/G denotes the set of equivalence classes, π : Γ → Γ/G be the canonical projection and define a relationm G : Γ × Γ/G ⊲ Γ/G by:
Proposition 4.11.m G is an action of Γ on Γ/G. Examples 4.12. For G = Γ we get Γ/Γ = E, π = e L and the action is just the action of Γ on its set of units as in the beginning of this section: (γ, e R (γ)) → e L (γ);
For G = Γ ′ (=the isotropy group bundle of Γ), Γ/Γ ′ can be identified with the orbit equivalence relation R ⊂ E × E by the map Γ/Γ ′ ∋ [γ] → (e L (γ), e R (γ)) ∈ R and the actionm G : Γ × R ⊲ R is {(e L (γ), e; γ, e R (γ), e) : e ∈ E, γ ∈ Γ}.
Let G = R ⊂ X × X be an equivalence relation, it is a wide subgroupoid of X 2 ; let Y := X/ ∼ be the set of classes. Then X 2 /R may be identified with X × Y and the action is: {(x 1 , y; x 1 , x 2 , x 2 , y) :
If G ⊂ Γ satisfies some additional conditions, it is possible to define a groupoid structure on Γ/G: Proposition 4.13. Let a wide subgroupoid G ⊂ Γ be contained in the isotropy group bundle and (for any e ∈ E) G ∩ Γ e be a normal subgroup of Γ e . Let π : Γ → Γ/G be the canonical projection. Define
• π(s(γ)) depends only on π(γ) i.e. formula s G (π(γ)) := π(s(γ)) defines a mapping
If a domain of morphism is whole groupoid, its kernel is a wide subgroupoid that satisfies assumptions of previous proposition. As for groups we can then factorize it:
Lemma 4.14. Let h : Γ ⊲ Γ 1 be a morphism with D(h) = Γ. LetΓ := Γ/ ker(h) and π : Γ →Γ be the canonical projection. The relationh :Γ ⊲ Γ 1 defined by Gr(h) := (id × π)Gr(h) is a monomorphism and h =h · π.
In other wordsh is defined by:
It is routine to check thath is a morphism and monomorphism.
Domain D(h) of a morphism h : Γ ⊲ Γ 1 is a union of transitive components, so i T : Γ ⊲ D(h) is epimorphism, where i : D(h) → Γ is the inclusion map. We can restrict h to D(h) i.e. consider a morphism h 1 : D(h) ⊲ Γ 1 , then h = h 1 · i T is a composition of morphisms. Using the previous lemma one can prove the following factorisation of morphisms: Proposition 4.15. Let h : Γ ⊲ ∆ be a morphism. There exist a groupoidΓ, epimorphism h 1 : Γ ⊲Γ and monomorphism h 2 :Γ ⊲ ∆ such that h = h 2 h 1 .
4.4.
Transitivity. For a group G its transitive actions are actions on homogenous spaces, i.e. if Φ : G × X → X is a transitive action, there exists a subgroup H ⊂ G and a bijection ψ :
Let Φ : Γ × X ⊲ X be an action of groupoid Γ and ρ Φ its base map. If ρ Φ (x 1 ) and ρ Φ (x 2 ) are in different orbits, there is no γ ∈ Γ such that (x 1 ; γ, x 2 ) ∈ Φ. So if Γ is not transitive, even the action m : Γ × Γ ⊲ Γ is not transitive in this sense, moreover the third example in Ex. 4.12 shows that even for transitive groupoids an action on "homogenous space" need not be transitive. The following proposition tells how to identify homogenous spaces for transitive groupoids. Note that if Γ is a group i.e. E = {e} -the neutral element of Γ, the condition Φ(Γ × p(E)) = X used below means transitivity of an action. Proposition 4.16. Let Γ ⇒ E be a transitive groupoid and Φ : Γ × X ⊲ X an action with base map ρ : X → E. Assume there exists p : E → X which is a section of ρ such that Φ(Γ × p(E)) = X. Then there exists (wide) subgroupoid G ⊂ Γ and a bijection ψ : X → Γ/G such thatm G (id × ψ) = ψΦ Proof: For (e 1 , e 2 ) ∈ E × E define G(e 1 , e 2 ) := {γ ∈ Γ : (p(e 1 ); γ, p(e 2 )) ∈ Φ}; basic properties of these sets are:
L (e 1 ) ∩ e −1 R (e 2 ) ; ∀e ∈ E : e ∈ G(e, e) ; γ ∈ G(e 1 , e 2 ) ⇒ s(γ) ∈ G(e 2 , e 1 ); [γ 1 ∈ G(e 1 , e 2 ), γ 2 ∈ G(e 2 .e 3 )] ⇒ γ 1 γ 2 ∈ G(e 1 , e 3 ).
It follows that the union G := (e 1 ,e 2 )∈E×E G(e 1 , e 2 ) is a wide subgroupoid of Γ.
For x ∈ X define a set Γ(x) := {γ ∈ Γ : (x; γ, p(e R (γ))) ∈ Φ}; because Φ(Γ × p(E)) = X this is a family of non empty sets. Moreover since γ ∈ Γ(Φ(γ, p(e R (γ)))) the union of all these sets is Γ.
We claim that if γ 1 , γ 2 ∈ Γ(x) then [γ 1 ] = [γ 2 ] in Γ/G. Indeed, if (x; γ 1 , p(e R (γ 1 ))) ∈ Φ and (x; γ 2 , p(e R (γ 2 ))) ∈ Φ then (p(e R (γ 2 )); s(γ 2 ), x) ∈ Φ and (p(e R (γ 2 )); s(γ 2 ), γ 1 , p(e R (γ 1 ))) ∈ Φ(id×Φ) = Φ(m × id) therefore s(γ 2 )γ 1 ∈ G(e R (γ 2 ), e R (γ 1 ) ⊂ G and [
In this way we can define ψ : X ∋ x → [γ x ] ∈ Γ/G, where γ x is any element of Γ(x). Since any γ is in Γ(x) for some x, this mapping is surjective. The equality ψ(x) = ψ(y) means that (x; γ 1 , p(e R (γ 1 ))) ∈ Φ and (y; γ 2 , p(e R (γ 2 ))) ∈ Φ and γ 1 = γ 2 g for some g ∈ G, i.e. (p(e R (γ 2 )); g, p(e R (γ 1 ))) ∈ Φ. So (x; γ 2 , g, p(e R (γ 1 ))) ∈ Φ(m × id) = Φ(id × Φ), so exists z ∈ X such that: (x; γ 2 , z) ∈ Φ and (z; g, p(e R (γ 1 ))) ∈ Φ but then z = p(e R (γ 2 )) and y = x. Therefore ψ is bijective.
The last point is the equalitym G (id × ψ) = ψΦ. Using definitions ofm G and ψ one gets: 4.5. Induced actions. Let Γ ⇒ E be a groupoid and ∆ ⇒ F (F ⊂ E) subgroupoid of Γ. Let Φ : ∆ × X ⊲ X be an action of ∆ on X. We assume that its base map ρ Φ : X → F is surjective (otherwise we can restrict the action to the the image of ρ Φ which is a union of transistive components of ∆ and this is also a subgroupoid of Γ). LetŶ := {(γ, x) ∈ Γ × X : e R (γ) = ρ Φ (x)}. Γ acts on e Example 4.19. Let Γ ⇒ E be a transitive groupoid, G -the isotropy group of e 0 ∈ E and G × Z ∋ (g, z) → gz ∈ Z an action of G on a set Z. We can assume that Γ = E × G× E. ThenŶ = E × G× Z, Y = E × Z and the induced action Φ : Γ × (E × Z) ⊲ (E × Z) is given by:
Gr(Φ) := {(e 1 , gz; e 1 , g, e 2 , e 2 , z) : e 1 , e 2 ∈ E, z ∈ Z, g ∈ G} In fact this is the most general form of an action of a transitive groupoid on a set:
