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ABSTRAK 
Kelapa sawit merupakan salah satu komoditas ekspor perkebunan terbesar di Indonesia. Oleh 
karena itu, luas perkebunan kelapa sawit di indonesia setiap tahunnya mengalami peningkatan. 
Perkebunan kelapa sawit dikelola dalam bentuk perkebunan besar dan perkebunan masyarakat. 
Perkebunan masyarakat di Desa Bukit Sembilan berada dibawah naungan KUD Sawit Jaya - UUO 
Bukit Sembilan. Pada lingkup pengelolaan kelapa sawit di KUD Sawit Jaya - UUO Bukit 
Sembilan setiap tahunnya diadakan rencana kerja operasional (RKO), tujuan dari RKO tersebut 
ialah menentukan kebutuhan anggaran pada tahun selanjutnya. Sehingga diperlukan prediksi 
terhadap produksi kelapa sawit. Penelitian ini menggunakan metode Elman Recurrent Neural 
Network (ERNN) untuk melakukan prediksi produksi kelapa sawit dengan menggunakan data dari 
januari 2012 sampai september 2019 dengan 12 variabel yaitu data produksi kelapa sawit 12 bulan 
sebelumnya. Variabel yang digunakan berupa data time series. Pengujian menggunakan epoch 
yaitu 300,  learning rate dari 0,1, 0,2, 0,3, 0,4, 0,5, 0,6, 0,7, 0,8, dan 0,9 serta toleransi erorr 
0,0001 dengan pembagian data latih dan data uji sebesar 90%:10%, 80%:20%, 70%:30%. 
Berdasarkan hasil pengujian MSE diperoleh MSE terbaik 0,013429 pada pembagian data 
70%:30% dengan learning rate 0,8. Berdasarkan hasil penelitian tersebut, dapat disimpulkan 
bahwa Elman Recurrent Neural Network (ERNN) dapat memberikan kinerja yang cukup baik 
dalam memprediksi produksi kelapa sawit di KUD Sawit Jaya-(UUO) Bukit Sembilan. 
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ABSTRACT 
Palm oil is one of the largest plantation export commodities in Indonesia. Therefore, the area of 
oil palm plantations in Indonesia is increasing every year. Oil palm plantations are managed in 
the form of large estates and community plantations. Community plantations in Bukit Senbilan 
Village are under the auspices of KUD Sawit Jaya - UUO Bukit Sembilan. In the scope of oil palm 
management in KUD Sawit Jaya - UUO Bukit Sembilan every year an operational work plan 
(RKO) is held, the purpose of the RKO is to determine budget needs for the following year. So we 
need predictions on palm oil production. This study uses the Elman Recurrent Neural Network 
(ERNN) method to predict palm oil production using data from January 2012 to September 2019 
with 12 variables, namely palm oil production data 12 months earlier. The variable used is time 
series data. The test uses epoch 300, learning rate from 0.1, 0.2, 0.3, 0.4, 0.5 ,0,6, 0,7 ,0,8, and 0,9 
and tolerance erorr 0,0001 with the division of training data and test data of  90%:10%, 
80%:20%, 70%:30%. Based on the MSE test results obtained the best MSE 0,013429 at 70%: 
30% data sharing with a learning rate of 0,8. Based on results of test, can be concluded if Elman 
Recurrent Neural Network (ERNN) can provide a fairly good performance in predicting palm oil 
production in KUD Sawit Jaya- (UUO) Bukit Sembilan. 
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Daftar Simbol Flowchart  
NO GAMBAR NAMA KETERANGAN 
1  Terminator Simbol sistem akan dimulai atau berakhir. 
2  Proses Simbol pemrosesan oleh user / sistem. 
3 
 
Verifikasi Simbol penentuan pilihan. 
4  Data Simbol untuk mendeskripsikan data. 
5  Arus Data Simbol aliran data atau alur sistem. 
 





Simbol peran yang pengguna yang 




Hubungan dimana perubahan yang terjadi 
pada suatu elemen  mandiri (independent) 
akan mempengaruhi elemen yang 







Hubungan dimana objek anak (descendent) 
berbagi perilaku dan struktur data dari 





Simbol yang mendeskripsikan bahwa use 




Simbol yang mendeskripsikan bahwa use 
case target memperluas perilaku dari use 
case sumber pada suatu titik yang 
diberikan. 
6  Association 
Simbol yang menghubungkan antara objek 






Simbol yang mendeskripsikan paket yang 




Deskripsi dari urutan aksi-aksi yang 
ditampilkan sistem yang menghasilkan 




Interaksi aturan-aturan dan elemen lain 
yang bekerja sama untuk menyediakan 





Elemen fisik yang eksis saat aplikasi 
dijalankan dan mencerminkan suatu 
sumber daya komputasi 
 
Daftar Simbol Sequence Diagram 
1  Generalization 
Hubungan dimana objek anak (descendent) 
berbagi perilaku dan struktur data dari 







Upaya untuk menghindari asosiasi dengan 




Himpunan dari objek-objek yang berbagi 




Deskripsi dari urutan aksi-aksi yang 
ditampilkan sistem yang menghasilkan 
suatu hasil yang terukur bagi suatu aktor 
5 
 Realization 
Operasi yang benar-benar dilakukan oleh 
suatu objek. 
6  Dependency 
Hubungan dimana perubahan yang terjadi 
pada suatu elemen mandiri (independent) 
akan mempegaruhi elemen yang bergantung 
padanya elemen yang tidak mandiri 
7  Association 
Simbol yang menghubungkan antara objek 









Simbol untuk mendeskripsikan dari 
komunikasi antar objek yang memuat 






Simbol untuk mendeskripsikan dari 
komunikasi antar objek yang memuat 









1.1 Latar Belakang 
Kelapa sawit merupakan salah satu komoditas ekspor perkebunan terbesar 
di Indonesia. Industri perkebunan kelapa sawit di Indonesia mempunyai 
kontribusi besar dalam menghasilkan devisa Negara (Kemenperin, 2007). Hasil 
dari pengolahan kelapa sawit dapat di manfaatkan sebagai bahan baku minyak 
goreng, bahan baku industri, serta bahan bakar.  
Luas lahan perkebunan kelapa sawit di Indonesia setiap tahunnya 
mengalami peningkatan. Perkebunan kelapa sawit tersebut dikelola dalam bentuk 
perkebunan besar dan perkebunan masyarakat. Menurut data Badan Pusat Statistik 
(BPS), hingga tahun 2018 luas areal perkebunan besar mencapai 8.515.300 hektar, 
dan luas areal perkebunaan rakyat mencapai 3.439.8000 hektar (BPS 2018).  
Perkebunan sawit masyarakat di Desa Bukit Sembilan, Kampar, Riau 
tergabung dalam kelompok-kelompok tani, dan kelompok-kelompok tani tersebut 
di bawah naungan Koperasi Unit Desa (KUD) Sawit Jaya - Unit Usaha Otonom 
(UUO) Bukit Sembilan. Berdasarkan hasil interview pada 08 april 2019 dengan 
Fredy Aguiler (sekretaris KUD), pada lingkup pengelolaan kelapa sawit di KUD 
Sawit Jaya – UUO Bukit Sembilan, setiap tahunnya diadakan Rencana Kerja 
Operasional (RKO) produksi kelapa sawit. RKO tersebut dilakukan untuk 
merencanakan target produksi serta merencanakan anggaran kebutuhan setiap 
bulannya yang akan digunakan untuk operasional di KUD pada tahun berikutnya. 
KUD Sawit Jaya - UUO Bukit Sembilan memiliki masalah dalam 
merencanakan target produksi pada saat RKO. Masalah yang terjadi yaitu 
terdapatnya selisih pada rencana hasil produksi yang ditargetkan dengan realisasi 
hasil produksi sebenarnya. Bila selisihnya minus, maka hal tersebut akan 
berdampak pada tidak sesuainya rancangan anggaran yang telah dibuat perangkat 
KUD pada RKO. Sehingga dibutuhkan prediksi terhadap produksi kelapa sawit . 
 Prediksi terhadap kelapa sawit sudah pernah dilakukan sebelumnya 
menggunakan metode backpropagation. Penelitian tersebut dilakukan oleh Fadma 
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(Fadma, Sinaga, and Setiawan, 2018) tentang peramalan produksi kelapa sawit 
menggunakan jaringan syaraf tiruan dengan metode backpropagation. Hasil 
penelitian tersebut didapatkan Mean Absolute Percentage Erorr (MAPE) terbaik 
pada learning rate 0,4. Arsitektur neuron hidden layer yang menghasilkan MAPE 
terbaik adalah 5, dan kemudian diuji dengan 12 data uji menghasilkan MAPE 
sebesar 10,0047%. Variabel-variabel yang digunakan pada penelitian tersebut 
yaitu hasil panen setiap bulannya, umur kelapa sawit, luas area lahan, dan jumlah 
pokok pada suatu area lahan. Merujuk pada penelitian tersebut, dalam penelitian 
ini akan menerapkan salah satu jaringan syaraf tiruan yang cocok untuk prediksi 
yaitu Elman Recurrent Neural Network (ERNN). 
ERNN merupakan suatu metode dari pengembangan metode 
backpropagation. Terdapat perbedaaan antara ERRN dengan backpropagation 
yaitu ERNN mempunyai feedback di hidden layer yang kemudian menghasilkan 
tambahan layer yang disebut context layer (Talahatu dkk, 2015). Adanya context 
layer pada ERNN menyebabkan iterasi dan kecepatan update parameter menjadi 
lebih cepat, sehingga memungkinkan untuk melakukan perhitungan berdasarkan 
nilai dari perhitungan sebelumnya Sugiarti (Sugiarti, 2017). Pada penelitian 
Juanda (Juanda dkk, 2018), menyimpulkan bahwa ERNN memiliki memori yang 
berisikan hasil rekaman informasi yang dihasilkan pada proses sebelumnya.  
Penelitian yang menggunakan metode ERNN  mencapai hasil yang baik  
dalam memprediksi. Penelitian terkait yang menggunakan metode ERNN 
sebelumnya dilakukan oleh Putra (Putra 2018) yang meneliti tentang prediksi 
produksi getah pinus dengan total data yang digunakan yaitu 150 data, pengujian 
akurasi tertinggi yang diperoleh adalah 96.99% dengan pembagian data latih dan 
data uji berturut-turut 90% : 10%, epoch 500, toleransi erorr 0.001 dan learning 
rate  0.3. Penelitian lainnya dilakukan oleh Maulida (Maulida, 2018) yang 
meneliti tentang prediksi jumlah kemunculan titik panas di Kabupaten Rokan 
Hilir, diperoleh nilai korelasi 0.672 dan RMSE 292.032 dan kemudian penulis 
tersebut menyimpulkan bahwa penelitian menggunakan ERNN tersebut memiliki 
nilai korelasi yang baik dan nilai RMSE yang cukup tinggi. Penelitian lainnya 
dilakukan oleh Humairah (Humairah et al. 2018) yang meneliti tentang prediksi 
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penjualan pilus pada PT. Garuda Food dengan menggunakan enam variable yaitu 
harga jual, biaya promosi, jumlah tempat pemasaran, return dan penjualan. hasil 
pengujian akurasi diperoleh nilai akurasi tertinggi sebesar 90,25% yang berada 
pada pembagian data 90% : 10% dan learning rate 0,9. Penelitian lainnya juga 
dilakukan oleh Juanda (Juanda dkk, 2018) yang meneliti tentang prediksi harga 
bitcoin, dengan parameter jumlah pola input terbaik adalah 5, jumlah epoch 1000, 
nilai learning rate 0.001 dan jumlah hidden layer 50, diperoleh akurasi rata-rata 
terbaik sebesar 98.76% pada data latih dan 97.46% pada data uji. 
Berdasarkan latar belakang yang telah dijelaskan, maka pada penelitian ini 
akan dibangun sistem prediksi menggunakan Elman Recurrent Neural Network 
(ERNN) untuk kasus prediksi produksi kelapa sawit. Data yang digunakan berupa 
data produksi kelapa sawit setiap bulan, dan output dari sistem tersebut adalah 
prediksi produksi untuk bulan berikutnya. 
1.2 Rumusan Masalah 
Berdasarkan dari latar belakang permasalahan di atas, maka dapat 
dirumuskan suatu rumusan masalah yaitu bagaimana menerapkan Jaringan Syaraf 
Tiruan menggunakan metode Elman Recurrent Neural Network (ERNN) untuk 
memprediksi produksi kelapa sawit, serta mengukur tingkat erorr menggunakan  
metode Elman Recurrent Neural Network (ERNN). 
1.3 Batasan Masalah 
Penelititan ini membutuhkan batasan masalah yang diperlukan untuk 
mengetahui ruang lingkup suatu permasalahan. Berikut batasan masalah yang 
terdapat pada penelitian ini :  
1. Data yang digunakan pada penelitian ini diambil dari KUD Sawit Jaya – 
UUO Bukit Sembilan. 
2. Data yang akan digunakan berupa data produksi kelapa sawit setiap 
digunakan, dan dikumpulkan sejak januari 2012 sampai september 2019. 




1.4 Tujuan Penelitian 
Penelitian prediksi produksi kelapa sawit ini memiliki tujuan yaitu :  
1. Menerapkan jaringan syaraf tiruan menggunakan metode Elman Recurrent 
Neural Network (ERNN) dalam memprediksi produksi kelapa sawit. 
2. Mengukur tingkat erorr menggunakan metode Elman Recurrent Neural 
Network (ERNN). 
1.5 Sistematika Penulisan 
Sistematika dari penulisan tugas akhir ini akan diuraikan menjadi beberapa 
bagian yaitu sebagai berikut : 
BAB I PENDAHULUAN 
Bab ini berisi lima tahapan awal yaitu latar belakang, rumusan masalah, 
batasan masalah, tujuan penelitian, dan sistematika penulisan. 
BAB II LANDASAN TEORI 
Bab ini berisikan penjelasan tentang Jaringan Syaraf Tiruan (JST), Elman 
Recurrent Neural Network (ERNN), normalisasi, Performance Method, 
prediksi dan teori-teori yang bersangkutan dengan penelitian ini. 
BAB III METODOLOGI PENELITIAN 
Bab ini menguraikan tentang rangkaian yang akan dilakukan untuk 
membangun sistem prediksi kelapa sawit dimulai dari identifikasi masalah, 
studi pustaka yang dilanjutkan tahapan pengumpulan data, analisa dan 
perancangan, sampai pada tahap implementasi dan pengujian. Sehingga 
didapatkan kesimpulan dan saran pada penelitian ini. 
BAB IV ANALISA DAN PERANCANGAN 
Bab ini berisi analisa untuk sistem dan perancangan untuk membangun 
sistem. 
BAB V IMPLEMENTASI DAN PENGUJIAN 
Bab ini berisi hasil yang dicapai berdasarkan rancangan sistem dan 





BAB VI PENUTUP 
Berisi kesimpulan dan saran berdasarkan hasil penelitian yang telah 
dicapai sehingga dapat dijadikan sebagai bahan acuan atau pertimbangan 






2.1 Prediksi Produksi Kelapa Sawit 
Prediksi merupakan suatu teknik memperkirakan secara sistematis atas 
sesuatu yang mungkin terjadi dimasa yang akan datang dan bersumber pada 
kejadian yang telah terjadi sebelumnya. Tujuan dari prediksi ialah agar kesalahan 
(selisih dari hasil sebenarnya dengan dari hasil yang diperkiraan) bisa diperkecil. 
Dalam memprediksi tidak wajib memperoleh hasil secara benar dengan keadaan 
yang bakal terjadi, akan tetapi berupaya dalam memecahkan solusi sedekat 
mungkin dengan kejadian yang nantinya akan terjadi. Prediksi juga dikatakan 
perkiraan sesuatu untuk dapat melihat kejadian dimasa yang akan datang 
berdasarkan kondisi masa lampau (Wulandari and Wahyuningsih 2017). 
2.1.1 Jenis-jenis Prediksi 
Jenis-jenis prediksi menurut (Salusu, 2008) terdapat tiga jenis prediksi 
menurut segi waktu yaitu:  
a. Prediksi Jengka Pendek  
Prediksi jangka pendek merupakan prediksi waktu yang paling sering 
digunakan. Prediksi time series ini dapat memberikan hasil yang lebih 
akurat dan berpedoman dari peristiwa yang terjadi sekarang dan 
setidaknya akan berlaku tiga bulan berikutnya. 
b. Prediksi Jangka Menengah 
Prediksi jangka menengah biasanya cenderung digunakan dalam 
mengambil keputusan sesuai dengan kepribadian. Biasanya prediksi 
waktu ini antara dua sampai tiga bulan. 
c. Prediksi Jangka Panjang 
Prediksi jangka panjang cenderung tidak akurat, hal tersebut pernah 
dibuktikan oleh W.Ascher dalam menguji ketepatan dari prediksi. 




ratusan, banyak menemukan hal-hal yang menyimpang. Hal inilah yang 
membuat keraguan dalam mempercayai hasil prediksi jangka panjang. 
2.1.2 Metode Tentang Prediksi Kelapa Sawit  
Prediksi produksi kelapa sawit sudah pernah dilakukan sebelumnya. 
Beberapa peneliti telah melakukan penelitian tentang prediksi, salahsatunya 
dilakukan oleh Fadma (Fadma, Sinaga, and Setiawan, 2018) tentang peramalan 
produksi kelapa sawit menggunakan jaringan syaraf tiruan dengan metode 
Backpropagation, dari hasil penelitian tersebut didapatkan nilai learning rate 
yang mengahasilkan Mean Absolute Percentage Erorr (MAPE) terbaik adalah 
0,4, arsitektur neuron hidden layer yang menghasilkan MAPE terbaik adalah 5, 
dan kemudian diuji dengan 12 data uji menghasilkan MAPE sebesar 10,0047%. 
Variabel-variabel yang digunakan pada penelitian tersebut yaitu hasil 
panen setiap bulannya, umur kelapa sawit, luas area lahan, dan jumlah pokok pada 
suatu area lahan. Merujuk pada penelitian tersebut, dalam penelitian ini akan 
menerapkan salah satu jaringan syaraf tiruan yang cocok untuk prediksi yaitu 
Elman Recurrent Neural Network (ERNN). 
2.2 Jaringan Syaraf Tiruan 
Jaringan syaraf tiruan (JST) atau sering dikenal Artificial Neural Network 
(ANN) merupakan suatu sistem pengolahan informasi yang menirukan cara kerja 
sistem syaraf biologis seperti pada syaraf manusia. Sama halnya dengan syaraf 
biologis (manusia), JST terbentuk dari struktur dasar neuron yang terhubung 
antara satu dengan yang lain. Neuron-neuron tersebut awalnya sebagai elemen 
pemproses yang kemudian akhirnya menjadi komponen penghasil output 
(Hermawan, 2014). 
JST atau neural network telah dikembangkan pada tahun 1943, ketika Mc 
Culloch (ahli biologi) dan Pitts (ahli statistika) menerbitkan makalah yang 
berjudul “A Logical Calculus of Ideas Imminent in Nervous Activity” di salah satu 
jurnal matematika yang terinspirasi dari kemajuan komputer digital modern. 
Selanjutnya dari makalah tersebut dilakukan penelitian oleh Frank Rosenblatt 





2.2.1 Arsitektur Jaringan Syaraf Tiruan 
Jaringan syaraf tiruan (JST) pada dasarnya sama dengan metode 
pendekatan lainnya yang menghubungkan antara variable-variabel input dengan 
satu atau lebih variabel output. Perbedaannya dengan metode pendekatan lain 
yaitu adanya satu atau lebih lapisan tersembunyi yang menghubungkan lapisan 
input dengan lapisan output dan ditransformasikan menggunakan fungsi aktivasi. 
Struktur JST dibagi menjadi tiga yaitu (Hermawan, 2014) : 
a. Lapisan Input 
Neuron yang terdapat pada lapisan input disebut neuron input. Neuron ini 
menerima input dari luar yang merupakan penggambaran dari suatu 
permasalahan yang terjadi.  
b. Lapisan Tersembunyi 
Pada lapisan tersembunyi terdapat neuron, dan neuron tersebut disebut 
neuron tersembunyi. 
c. Lapisan Output 
Pada lapisan output juga terdapat neuron yang disebut neuron output.  
Hasil dari lapisan ini merupakan output dari neural network yang 
merupakan kesimpulan terhadap  suatu permasalahan. 
JST didalam pernerapan sistem memiliki beberapa arsitektur jaringan yang 
sering digunakan yaitu sebagai berikut (Matondang, 2013). 
a. Jaringan Layar Tunggal (Single Layer Network)  
Arsitektur jaringan ini terdiri dari satu layer input dan satu layer output. 
Neuron-neuron yang berada dilapisan input selalu terhubung dengan 
neuron yang berada di layer output. Jaringan ini hanya menerima input 
lalu secara langsung akan melakukan pengolahan untuk kemudian dikirim 
ke lapisan output. Contoh algoritma JST yang menggunakan algoritma 



















Gambar 2. 1 Jaringan Lapisan Tunggal (Lesnussa, Latuconsina, and 
Persulessy 2015) 
b. Jaringan Banyak Lapisan (Multilayer Network) 
Jaringan Multilayer Network memiliki tiga jenis layer yaitu layer input, 
layer tersembunyi dan layer output. Karena memiliki banyak lapisan maka 
jaringan ini dapat menyelesaikan permasalahan yang lebih kompleks bila 
dibandingkan dengan jaringan lapisan tunggal. Tetapi jaringan ini 
memiliki kekurangan yaitu cenderung lama dalam memroses pelatihannya. 
Contoh algoritma JST yang menggunakan algoritma jaringan ini yaitu 
Backpropagation, Neocognitron, Elman Recurrent Neural Network 
















Lapisan output Nilai output
 
Gambar 2. 2 Jaringan Lapisan Banyak (Sutojo, Mulyanto 2010). 
Berdasarkan gambar di atas, ada 3 unit neuron yang berada pada lapisan 
input, yaitu x1, x2, dan x3. Unit neuron tersebut terhubung lapisan 
tersembunyi yang mempunyai 2 unit neuron, yaitu z1 dan z2. 
c. Jaringan Lapisan Kompetitif 
Jaringan ini memiliki bobot yang sudah ditentukan dan tidak dilakukan 




melakukan persaingan atau kompetitif diantara setiap neuron sehingga 
ditemukan neuron pemenang dari sejumlah neuron yang ada. Contoh 
algoritma JST yang menggunakan algoritma jaringan ini yaitu Learning 
Vector Quantization (LVQ).  
 
Gambar 2. 3 Jaringan dengan Lapisan Kompetitif (Sutojo, Mulyanto 
2010). 
2.2.2 Proses Pembelajaran Jaringan Syaraf Tiruan 
Proses pembelajaran pada JST dapat dibagi menjadi dua bagian yakni 
Supervised Learning dan Unsuvervised Learning (Sari, 2016). 
a. Pembelajaran Terawasi (Supervised Learning) 
Proses pembelajaran ini menggunakan data yang telah ada sebelumnya. 
Ciri khas pembelajaran ini yaitu memiliki output yang sudah memiliki 
target atau telah diketahui sebelumnya. Cara pelatihannya dengan 
memberikan data-data pelatihan yang terdiri dari pasangan input-output 
yang diharapkan. Contoh metode pembelajaran ini adalah Metode 
Backpropagation, Elman Recurrent Neural Network (ERNN) jaringan 
Hopfield dan Perceptron.  
b. Pembelajaran Tidak Terawasi (Unsupervised Learning) 
Pembelajaran ini tidak memerlukan target output sebelumnya dimana 
hanya menggunakan data input tanpa adanya data target. Contoh metode 
pembelajaran Tidak Terawasi adalah Kohonen Self-organizing Maps dan 
Counterpropagation. 
2.2.3 Fungsi Aktivasi  
Fungsi aktivasi berfungsi untuk menentukan nilai keluaran berdasarkan 
nilai total masukan pada neuron. Fungsi aktivasi yang terdapat pada toolbox 




(hardlims), fungsi linear/identitas (pureline), fungsi saturating linear (satlin), 
fungsi symmetric saturating linear (satlins), fungsi sigmoid biner (logsig) dan 
fungsi sigmoid bipolar (tansig) (Hermawan, 2014). Dari semua fungsi aktivasi 
tersebut ada beberapa fungsi aktivasi yang sering digunakan yaitu (Maulida, 
2011). 
a. Fungsi Sigmoid Biner 
Nilai ouput pada fungsi aktivasi ini terletak pada range 0 sampai dengan 1. 






Gambar 2. 4 Grafik Fungsi Sigmoid Biner (Maulida, 2011) 
b. Fungsi Sigmoid Bipolar 
Nilai output pada fungsi aktivasi ini mempunyai range antara 1 sampai 






Gambar 2. 5 Grafik Fungsi Sigmoid Bipolar (Maulida, 2011) 
c. Fungsi Identitias (Pureline) 
Fungsi identititas digunakan ketika output yang diharapkan berupa 
sembarang bilangan real (bukan hanya pada interval [0,1] atau [-1,1]). 












Gambar 2. 6 Grafik Fungsi Pureline (Maulida, 2011) 
2.3 Elman Recurrent Neural Network (ERNN) 
Elman Recurrent Neural Network (ERNN) disebut juga sebagai jaringan 
umpan balik dimana merupakan pengembangan dari JST yang memiliki history 
sebagai pengingat masa lalu (Amaranggana, 2016). ERNN adalah hasil modifikasi 
dari feed forward dengan tambahan layer neuron yang berhubungan menyediakan 
pola keluaran jaringan untuk diumpan balik ke dirinya sendiri menjadi masukan 
dalam rangka menghasilkan keluaran jaringan yang berikutnya (Talahatu dkk, 
2015).  
ERNN terdiri atas satu atau lebih hidden layer. Lapisan pertama memiliki 
bobot-bobot yang diperoleh dari lapisan input, setiap lapisan akan menerima bobot 
dari lapisan sebelumnya. Jaringan ini menggunakan fungsi aktivasi sigmoid bipolar 
untuk lapisan tersembunyi dan fungsi linear untuk lapisan keluaran. Pada fungsi 
aktifasi jaringan ERNN tidak seperti backpropagation, jaringan ERNN mempunyai 
fungsi aktivasi yang berupa sembarang fungsi, baik berupa kontinyu maupun 
diskontinyu (Putra, 2018). 








ERNN memiliki empat layer yaitu input layer, hidden layer, output layer 
dan context layer. ERNN dilatih secara supervised learning dengan menggunakan 
algoritma Backpropagation berdasarkan masukan dan target yang diberikan. 
ERNN memiliki kelebihan dari Backpropagation yaitu mempunyai context layer 
yang dapat mengingat state sebelumnya dari hidden layer. Context layer juga 
dapat membuat iterasi dan kecepatan update parameter jauh lebih cepat 
(Sundaram, 2015). 
Proses pelatihan pada ERNN terdiri dari dua tahap, yaitu  feed forward 
dan Elman. Pada umumnya langkah dalam pelatihan ERNN sama dengan 
Backpropagation yaitu mengeluarkan nilai output dari hidden layer, yhidden (t-1) 
sebagai masukan tambahan disebut dengan context layer. Besar galat pada hidden 
layer hanya digunakan saat memodifikasi bobot untuk masukan tambahan 
(Maulida, 2011). 
a. Algoritma ERNN 
Langkah-langkah pengerjaan Elman Recurrent Neural Network (ERNN) 
(Maulida, 2011) yaitu: 
1. Memberikan nilai inisialisasi bobot antara input ke hidden layer dan 
hidden layer ke output layer, learning rate, toleransi erorr, dan maksimal 
epoch.   
2. Setiap unit input xi akan menerima sinyal input dan kemudian sinyal input 
tersebut akan dikirimkan pada seluruh unit yang terdapat pada hidden 
layer. 
3. Setiap unit hidden layer netj(t) akan ditambahkan dengan nilai inputan xi 
yang akan dikalikan dengan vji dan dikombinasikan dengan context layer 
yh(t-1) yang dikalikan bobot uji dijumlahkan dengan bias  dengan 
Persamaan (2.1). 




 )       (2.1) 
Keterangan: 
xi = input dari 1,.,.,.,.,n 
vji = bobot dari input ke hidden layer 




ujh = bobot dari context ke hidden layer 
 = bias 
n = jumlah node masukan 
i = node input 
m = jumlah node hidden 
h = node context 
untuk fungsi pengaktif neuron yang digunakan adalah sigmoid biner 
dengan Persamaan (2.2) dan (2.3). 
  ( )   (    ( ))          (2.2) 
 (    )   
 
    
     
           (2.3) 
Keterangan: 
Yj = hasil fungsi netj 
4. Setiap unit yang terdapat pada yk akan ditambahkan dengan nilai keluaran 
pada hidden layer yj yang dikalikan dengan bobot wkj dan dijumlahkan 
denagn bias bagian hidden layer agar mendapatkan keluaran, maka netk 
akan dilakukan perhitungan dalam fungsi pengaktif menjadi yk dengan 
Persamaan (2.4) dan (2.5). 
    ( )   (∑   
 
 ( )   )               (2.4) 
  ( )   (    ( ))          (2.5) 
Keterangan: 
yj = hasil fungsi netj 
wkj = bobot dari hidden ke output layer 
k = bias 
yk = hasil fungsi netk 
g(netk(t)) = fungsi netk(t) 
5. Setiap bagian output akan memperoleh pola target tk sesuai dengan pola 
masukan pada saat proses pelatihan dan akan dihitung nilai erorr-nya dan 
dilakukan perbaikan terhadap nilai bobot. 





    
 (    ) (     )               (2.6) 
Keterangan: 
g’(netk) = fungsi turunan g(netk) 
tk  = target 
yk  = hasil fungsi g(netk) 
- perhitungan perbaikan nilai bobot dengan Persamaan (2.7). 
                      (2.7) 
Keterangan: 
wkj = perbaikan nilai bobot dari hidden ke output layer 
  = konstanta learning rate / laju pembelajaran 
- perhitungan perbaikan nilai kolerasi dengan Persamaan (2.8). 
                    (2.8) 
Keterangan: 
k = hasil perbaikan nilai bias 
kemudian nilai    yang diperoleh akan digunakan pada semua unit lapisan 
sebelumnya.  
6. Setiap output yang menghubungkan antara unit output dan unit hidden 
layer akan dikalikan dengan k dan dijumlahkan sebagai masukan unit 
yang selanjutnya dengan Persamaan (2.9). 
        ∑                 (2.9) 
Keterangan: 
Kemudian dikalikan dengan turunan fungsi aktivasi untuk memperoleh 
galat dengan Persamaan (2.10). 
            
 (    )        (2.10) 
Keterangan: 
f’(netj) =  fungsi turunan netj 
Selanjutnya lakukan perhitungan perbaikan terhadap nilai bobot dengan 
Persamaan (2.11). 





     = hasil perbaikan nilai bobot 
Hitung perbaikan nilai kolerasi dengan Persamaan (2.12). 
                  (2.12) 
Keterangan: 
j = hasil perbaikan nilai biass 
7. Setiap unit output akan dilakukan perbaikan terhadap nilai bobot dan 
biasnya dengan Persamaan (2.13). 
   (    )     (    )             (2.13) 
Keterangan: 
Wkj(baru) = nilai bobot baru dari input ke hidden layer 
Wkj(lama) = nilai bobot lama dari input ke hidden layer 
Tiap unit hidden layer juga dilakukan perbaikan terhadap nilai bobot dan 
biasnya dengan Persamaan (2.14). 
   (    )      (    )             (2.14) 
Keterangan: 
vkj(baru) = nilai bobot baru dari hidden ke output layer 
vkj(lama) = nilai bobot lama dari hidden ke output layer 
8. Setiap ouput akan dibandingkan dengan target tk yang diinginkan, agar 
memperoleh nilai erorr (E) keseluruhan dengan Persamaan (2.15). 
 ( )  
 
 
∑ (      )
  
   
        (2.15) 
Keterangan: 
E(t) = hasil nilai erorr keseluruhan 
9. Lakukan pengujian kondisi pemberhentian (akhir iterasi). 
 Proses pelatihan yang dikatakan berhasil yaitu apabila nilai erorr pada saat 
iterasi pelatihan nilainya selalu mengecil hingga diperoleh nilai bobot yang baik 
pada setiap neuron untuk data pelatihan yang diberikan. Sedangkan proses 
pelatihan yang dikatakan tidak berhasil yaitu apabila nilai erorr pada saat iterasi 





Normalisasi merupakan proses memperkecil data agar lebih mudah 
diproses tanpa menghilangkan karateristik dari data asli. Normalisasi data 
dilakukan sebelum masuk ke proses pelatihan. Setiap data uji dan data latih yang 
diperoleh maka dilakukan normalisasi menjadi nilai kisaran 0 dan 1 (Teknomo, 
2006) berikut merupakan Persamaan min-max. 
 Normalisasi 
   (     )
       
      (2.16) 
Setelah diperoleh hasil normalisasi, maka dilakukan perhitungan 
menggunakan algoritma Elman Recurrent Neural Network (ERNN). Hasil 
keluaran dari penggunaan algoritma ERNN yaitu berupa bobot. Hasil keluaran 
tersebut kemudian dilakukan proses denormalisasi menggunakan Persamaan 
(2.17). 
Y* = Y (Max-Min) + Min         (2.17) 
Keterangan: 
Y*  = nilai setelah denormalisasi 
Y  = hasil keluaran dari pelatihan 
Min = nilai minimun 
Max = nilai maksimum 
Karena proses normalisasi sebelumnya menggunakan interval [0.1, 0.9], 
maka proses denormalisasi juga harus menggunakan interval yang sama yaitu 
menggunakan Persamaan (2.18) berikut. 
              
(     )(       )
   
         (2.18) 
2.5 Mean Square  Erorr (MSE) 
Mean Square Erorr (MSE) adalah teknik yang digunakan untuk mengukur 
tingkat kesalahan atau erorr pada sebuah model prediksi (Sanny dkk, 2013). 
Untuk menghitung nilai MSE digunakan persamaan berikut. 
MSE = Et
2
/n       (2.19) 
Keterangan: 
Et = nilai galat kuadrat 
n   = banyak data  




Et = Xt-Ft           (2.20) 
Keterangan: 
Et = nilai galat 
Xt = data aktual pada periode ke t 
Ft = data ramalan pada periode ke t  
2.6 Time Series Produksi Kelapa Sawit 
Time series adalah himpunan nilai-nilai hasil pengamatan berdasarkan 
periode waktu dan disusun untuk melihat pengaruh perubahan dalam rentang 
waktu tertentu. Data time series adalah data yang dicatat, dikumpulkan atau 
diobservasi secara berurutan berupa tahun, bulan, minggu ataupun hari. Prediksi 
data time series adalah perkiraan data yang akan datang yang dilakukan 
berdasarkan nilai data masa lalu dari suatu variable dengan tujuan menemukan 
pola dalam deret data historis dan pola tersebut digunakan untuk prediksi data 
yang akan datang (Lobo dan Santosa, 2014).  
Prediksi data dapat diterapkan jika terdapat 3 kondisi berikut (Lobo dan 
Santosa, 2014) : 
a. Tersedia informasi tentang masa lalu, 
b. Informasi dapat dikuantitatifkan dalam bentuk data numeric, 
c. Dapat diasumsikan beberapa aspek pola masa lalu akan terus berlanjut dimasa 
yang akan datang. 
2.7 Penelitian Terkait 
Berikut Tabel 2.1 yang berisikan penelitian-penelitian yang dilakukan 
sebelumnya dan berkaitan dengan penelitian yang akan dilakukan. 
Tabel 2. 1 Penelitian Terkait 






















getah pinus tingkat 
akurasi tertinggi ialah 
























Penerapan metode Elman 
Recurrent Neural 
Network untuk prediksi 
penjualan pilus garuda 
food  menghasilkan 
tingkat nilai akurasi  
tertinggi sebesar 90.25%.  
3 Wulan 
Maulida 
2018 Model Prediksi 
Jumlah 
Kemunculan 















kemunculan titik panas 
hasilnya cukup baik , 
learning rate 0.3, hasil 
prediksi tertinggi 
memiliki nilai 0.951 dan 
RMSE 
sebesar 437.603. 
















Network untuk peramalan 
permintaan koran berhasil 
dilakukan dengan tingkat 
akurasi tertinggi 90.00%. 
Jumlah data latih yang 
semakin banyak akan 
mempengaruhi tingkat 
akurasi menjadi semakin 
tinggi. Sementara nilai 
learning rate yang 
semakin kecil 
menyebabkan semakin 
kecil pula eror dan 
semakin tinggi tingkat 
akurasinya. 
 



















akurasi rata-rata terbaik 
yang yaitu 98.76% data 
latih dan 97.46% data uji. 
6 Shabrina 
Nanggala, 




Penggunaan data bantu 

















performansi sistem dalam 
memprediksi harga 
bawang merah dan cabai 
merah. Hasil prediksi 
harga bawang merah 
dengan metode Elman 
Recurrent Neural 
Network memiliki akurasi 
>75% sedangkan prediksi 
harga cabai merah 
memperoleh akurasi 
<75%. Sementara untuk 
klasifikasi rekomendasi 
tanam-harga petani, 
akurasi yang didapatkan 
untuk bawang merah < 
75% sedangkan untuk 

















ERRN dalam penelitian 
ini mampu mengenali 
pola dan dapat dapat 
melakukan prediksi 
dalam hal penggunaan 
bandwidth. Hasil training 
dengan menggunakan 
maksimum epoch 
100.000 diperoleh nilai 
MSE terkecil sebesar 
0.003277. Hasil training 
untuk jumlah neuron 
pada hidden layer 
diperoleh nilai MSE 
terkecil yaitu 0.003725. 
Hasil testing dengan 
menggunakan parameter 
pada percobaan dengan 
jumlah neuron hidden 
layer 13 diperoleh nilai 





















metode, dari kedua 
metode tersebut terpilih 
metode terbaik untuk 
meramalkan jumlah 
penumpang kereta api. 









neural network dan 
digunakan untuk 
permalan penumpang 
kereta api di Jabodetabek 
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nilai yang lebih akurat. 
Dengan menggunakan 
metode Elman Recurrent 
Neural Network mampu 
memberikan nilai 
kesalahan ramalan yang 
kecil dibandingkan 
ARIMA. Penggunaan 
ERNN menjadi model 















Penelitian ini melakukan 
beberepa percobaan,  
model neural network 
yang paling baik untuk 
prediksi data hilang 
adalah Elman network 
dengan 1 unit input, 8 
unit hidden dan 1 unit 
output. Secara umum 
dapat disimpulkan bahwa 
metode neural network 
memberikan hasil terbaik 
dibandingkan metode 
substitusi mean dan 
substitusi mean dua data 
terdekat jika dilihat dari 
MSE hasil prediksi 5 data 

























dengan Extended Kalman 
Filter untuk 
prediksi memiliki tingkat 
akurasi 
terbaik sebesar 64.37%. 




























untuk validasi tipe-2 ini 
arsitektur Elman, akurasi 
prediksi terhadap data uji 
yang sama baiknya 
arsitektur Jordan dengan 
akurasi sebesar 95,8%. 























pengujian akurasi yang 
tertiggi yaitu 
96,92%% yang berada 
pada pembagian data 
70%. Semakin banyak 
epoch yang digunakan 
semakin kecil nilai erorr, 
sehingga membuat 








Metodologi penelitian merupakan petunjuk langkah-langkah yang akan 
dilakukan dalam suatu penelitian dengan maksud agar penelitian yang dilakukan 
sesuai dengan tujuan dan mendapatkan hasil yang diinginkan. Berikut Gambar 3.1 
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- Perancangan Struktur Menu
- Percangan Antar Muka (Interface)
Implementasi dan Pengujian Sistem
1. Implementasi
2. Pengujian Sistem
- Black Box Testing







3.1 Identifikasi Masalah 
Identifikasi masalah merupakan tahapan awal yang dilakukan dalam 
penelitian ini yang bertujuan untuk mengamati penelitian-penelitian sebelumnya, 
serta menentukan permasalahan yang akan diangkat pada penelitian ini. 
Berdasarkan informasi yang telah diperoleh dari penelitian sebelumnya 
didapatkan hasil bahwa belum adanya pemecahan masalah menggunakan metode 
ERNN untuk memprediksi produksi kelapa sawit, dimana pada penelitian-
penelitian sebelumnya yang pernah dilakukan yaitu menggunakan metode 
Backpropagation, Learning Vektor Quantization (LVQ), Radial Basis Function 
(RBF),  dan Regresi Linier Berganda. 
3.2 Studi Pustaka 
 Tahapan berikutnya adalah studi pustaka. Pada tahapan ini dilakukan 
pengumpulan bahan-bahan dan materi dengan cara membaca berbagai sumber, 
membaca laporan skripsi penelitian-penelitan sebelumnya dan buku-buku yang 
berhubungan dengan penelitian ini. 
3.3 Pengumpulan Data 
Tahapan ini dilakukan proses pengumpulan data dengan cara observasi. 
Data yang diperlukan pada penelitian ini berupa data produksi pada KUD Sawit 
Jaya – UUO Bukit Sembilan sebanyak 93 data, mulai januari 2012 sampai dengan 
september 2019.  
3.4 Analisa dan Perancangan 
Tahapan berikutnya analisa dan perancangan, pada tahapan ini dilakukan 
analisa untuk kebutuhan sistem. Kemudian dari hasil analisa tersebut dilakukan 
sebuah perancangan sistem. Berikut adalah tahapan pada proses analisa dan 
perancangan yang akan dilakukan. 
3.4.1 Analisa 
Tahapan analisa dilakukan untuk menganalisa terhadap proses yang akan 
dilakukan dalam penelitian. Tahapan anlisa pada penelitian ini dapat dilihat pada 














Proses Algoritma ERNN dari 
input layer hingga output layer 
menggunakan Persamaan 2.1 
sampai Persamaan 2.15
If Epoch > Max Epoch
Or Error  <  Max Error
Simpan bobot ERNN yang 




Memproses ERNN dengan 
menggunakan Bobot Baru
Proses Algoritma ERNN 












Gambar 3. 2 Analisa Proses Elman Recurrent Neural Network (ERNN) 
 Berikut penjelasan dari tahapan analisa proses yang dilakukan dalam 
penerapan metode Elman Recurrent Neural Network (ERNN) untuk prediksi 
produksi kelapa sawit. 
1. Data Produksi Kelapa Sawit 
Tahapan ini merupakan tahap awal yang dilakukan pada tahapan analisa 
data, dengan cara menentukan variabel data masukan berdasarkan data 
yang diperoleh sebelumnya. Variabel yang digunakan pada penelitian ini 
yaitu produksi kelapa sawit 12 bulan. 
2. Membentuk Data Time Series 
Data produksi kelapa sawit selanjutnya akan diubah menjadi data time 





unit yang diinisialisasi dengan X1 hingga X12 dan 1 unit variabel target 
(keluaran)  
3. Normalisasi  Data 
Normalisasi data dilakukan untuk memperoleh data dalam ukuran yang 
lebih sedikit dibandingkan dengan data asli tanpa menghilangkan nilai dari 
data asli menggunakan persamaan (2.16).  
4. Pembagian data 
Prediksi data produksi pada penelitian ini data akan dibagi 3 kali pengujian 
dengan masing-masing komposisi data yang berbeda, diantaranya 
pembagian data latih sebesar 90% dan data uji 10%, pembagian data latih 
sebesar 80% dan 20% data uji, pembagian data latih sebesar 70% dan data 
uji 30%. 
5. Metode Elman Recurrent Neural Network (ERNN) 
Proses metode Elman Recurrent Neural Network (ERNN) dilakukan 
setelah terjadinya proses data masukkan dan normalisasi. Langkah awal 
yang dilakukan dalam melakukan pencarian menggunakan metode ERNN 
yaitu menentukan parameter awal yaitu epoch, learning rate, bobot awal 
dari input menuju hidden dan bobot awal dari hidden menuju output. 
Setelah parameter awal ditentukan, maka perhitungan metode ERNN akan 
dilakukan menggunakan Persamaan (2.1) hingga Persamaan (2.15). 
Berikut langkah-langkah yang merupakan penjelasan alur metode ERNN. 
a. Penentuan jumlah hidden layer, learning rate, max erorr, dan max epoch 
dilakukan sebelum melakukan perhitungan menggunakan metode ERNN. 
Data yang digunakan yaitu data produksi kelapa sawit yang sudah 
dinormalisasi dalam bentuk data time series.   
b. Tahap selanjutnya yaitu tahap pembelajaran (training) dengan melakukan 
proses perhitungan algoritma ERNN menggunakan Persamaan (2.1) 
sampai Persamaan (2.15). Fungsi aktivasi yang digunakan dari input layer 
menuju hidden layer yaitu sigmoid biner, sedangkan fungsi aktivasi dari 





c. Kemudian pada tahap pembelajaran dilakukan cek kondisi berhenti yaitu 
jika nilai epoch besar dari max epoch atau nilai erorr kecil dari max erorr, 
maka proses pelatihan akan berhenti. Jika yang terjadi hal yang, maka 
proses pembelajaran akan terus dilakukan.  
d. Selanjutnya proses training selesai dengan menghasilkan nilai bobot v 
baru dan bobot w baru.  
e. Kemudian dilanjutkan proses pengujian (testing) dengan inputan nilai 
bobot v baru dan bobt w baru. 
f. Setelah itu lanjutkan Persamaan (2.1) sampai Persamaan (2.15).  
g. Selanjutnya pengujian berakhir dan memperoleh hasil keluaran berupa 
prediksi produksi kelapa sawit untuk bulan berikutnya.  
h. Setelah memperoleh hasil prediksi, kemudian dilakukan proses 
denormalisasi untuk mengembalikan ke nilai aslinya dengan Persamaan 
(2.19).  
i. Setelah diperoleh hasil prediksi sesuai dengan nilai aslinya, maka proses 
berhenti. 
3.4.2 Perancangan 
Tahap perancangan sistem adalah tahapan yang dilakukan setelah tahap 
analisa selesai dilakukan. Dalam penelitian ini perancangan yang dilakukan yaitu 
dengan menggunakan bantuan software berupa Microsoft Visio 2007 dengan 
tujuan untuk mempermudah perancangan dan desain tampilan sistem yang akan 
dibangun. Pada tahapan ini dilakukan perancangan tampilan-tampilan antarmuka 
atau interface sistem sesuai kebutuhan sistem. 
3.5 Implementasi dan Pengujian Sistem 
Tahapan implementasi dan pengujian menjelaskan bagaimana 
implementasi sistem yang sudah dianalisa dan dirancang sebelumnya. Dalam 
proses implementasi, dibutuhkan beberapa komponen pendukung yang terdiri dari 








Perangkat keras yang dugunakan untuk pembuatan aplikasi memiliki 
beberapa rincian berikut. 
a. Processor  : Intel ® Core(TM) i3 CPU M380 @2.53GHz 
b. Memori  : 4 GB 
c. Penyimpanan : 500 GB  
2. Software 
Perangkat lunak untuk implementasi aplikasi adalah sebagai berikut. 
a. Platform/OS  : Microsoft Windows 7 64-bit 
b. Tools perancangan  : PhpStrom 
c. Software pendukung : Microsoft Visio 2007 
Tahap selanjutnya yaitu pengujian atau testing. Pada tahap ini pengujian 
dilakukan untuk mengetahui hasil dan akurasi dalam menggunakan metode ERRN 
memprediksi produksi kelapa sawit. Adapun tahapan dari pengujian adalah 
sebagai berikut. 
1. Blackbox Testing 
Blackbox testing digunakan untuk mencoba menjalankan semua menu-
menu yang terdapat pada sistem. 
2. Mean Square Erorr (MSE) 
Mean Square Erorr (MSE) ini digunakan untuk menghitung erorr yang 
dihasilkan pada saat penelitian 
3.6 Kesimpulan dan Saran   
Tahap kesimpulan dan saran merupakan tahapan akhir yang berisikan 
tentang hasil yang diperoleh berdasarkan penelitian. Kesimpulan berisikan hasil 
pengujian dan tingkat akurasi dari penelitian, sedangkan saran berisikan 





ANALISA DAN PERANCANGAN SISTEM 
 
Analisa dan perancangan merupakan tahapan untuk mengidentifikasi 
masalah, serta menguuraikan kedalam bentuk skema yang jelas dan teratur  
sehingga pembuatan sistem sesuai dengan hasil yang diharapkan.  
4.1 Analisa Data  
Tahapan analisa data merupakan tahapan untuk menganalisa kebutuhan 
data pada penelitian. Data yang digunakan pada penelitian ini adalah data historis 
panen kelapa sawit di KUD Sawit Jaya - UUO Bukit Sembilan sebanyak 98 data, 
mulai dari januari 2012 sampai dengan september 2019. Data tersebut diubah 
alam bentuk data time series, dan akan diperoses dengan menggunakan metode 
Elman Recurrent Neural Network (ERNN). Ada beberapa langkah-langkah dalam 
menggunakan metode ERNN yaitu input data (berupa data time series) , 
normalisasi dan masuk ke metode ERRN. Data produksi kelapa sawit di KUD 
Sawit Jaya-UUO Bukit Sembilan dapat dilihat pada Tabel 4.1 berikut. 
Tabel 4. 1 Data Produksi Kelapa Sawit 
No. Bulan dan Tahun Jumlah Produksi (Kg) 
1 Januari 2012 834.890 
2 Februari 2012 704.970 
3 Maret 2012 631.220 
.. …... …... 
.. …... …... 
.. …... …... 
92 Agustus 2019 1.139.050 
93 September 2019 1.213.940 
 
Data produksi kelapa sawit lebih detail dapat dilihat pada Lampiran B . 
4.1.1  Membentuk Data Time Series 
Data produksi kelapa sawit pada Tabel 4.1 diubah menjadi bentuk data 
time series dengan variabel input sebanyak 12 unit dan 1 unit variabel target 
(keluaran). Langkah awal proses pembuatan data time series prediksi produksi 




hingga bulan ke-12 diinisialkan X12 dan target adalah bulan ke-1 pada tahun 
berikutnya. Pada deret data ke-2 menggunakan data bulan ke-2 yang diinisialkan 
sebagai X1, masukan data bulan selanjutnya sampai seluruh data telah digunakan. 
Data time series dapat dilihat pada Tabel 4.2 berikut. 
Tabel 4. 2 Data Time Series 
No. X1 X2 …... X11 X12 Target 
1 834.890 704.970 .…... 1.034.280 904.210 788.880 
2 704.970 631.220 ..….. 904.210 788.880 706.330 
3 631.220 733.640 ..….. 788.880 706.330 675.440 
.. …... …... ..….. ….... ..….. ..….. 
.. …... …... ..….. ….... ..….. ..….. 
80 1.444.860 1.424.510 ..….. 932.450 987.290 1.139.050 
81 1.424.510 1.220.190 ..….. 987.290 1.139.050 1.213.940 
 
Data time series lebih detail dapat dilihat pada Lampiran C. 
4.1.2  Normalisasi Data 
Data time series pada Tabel 4.2 dinormalisasi sesuai dengan range antara 0 
sampai dengan 1 untuk menyesuaikan fungsi aktivasinya. Fungsi aktivasi yang 
digunakan yaitu sigmoid biner. Selanjutnya data input tersebut dinormalisasi  
menggunakan Persamaan(2.17) berikut. 
Data ke-1 
X1 =  
   (             )
              
     = 0,33885 
X2 =  
   (             )
              
     = 0,21932 
X3 =  
   (             )
              
     = 0,15148 
……. 
X12 =  
   (             )
              
     = 0,40262 
Target =  
   (               )
              
     = 0,29650 
Data berikutnya dilakukan proses normalisasi sama seperti pada data ke-1. 
Data hasil normalisasi dapat dilihat pada Tabel 4.3 berikut. 
Tabel 4. 3 Data Hasil Normalisasi 
No X1 X2 …... X11 X12 Target 
1 0,33885 0,21932 …... 0,52228 0,40262 0,29652 




No X1 X2 …... X11 X12 Target 
3 0,15148 0,24570 …... 0,29652 0,22058 0,19216 
.. …... …... …... …... …... …... 
…. …... …... …... …... …... …... 
80 0,9 0,88127 …... 0,42860 0,47905 0,61866 
81 0,88127 0,69331 …... 0,47905 0,61866 0,68756 
 
Hasil normalisasi data time series lebih detail dapat dilihat pada Lampiran 
D. 
4.1.3 Pembagian Data 
 Pada penelitian ini menggunakan pembagian data time series 90%:10%, 
80%:20%, 70%:30%. Salah satu contoh cara pembagian data yaitu pada 
pembagian 90% data uji dan 10 % data uji, dapat diartikan data uji = 90 % x 
banyak data time series. Sedangkan data latih = 10% x banyak data time series. 
Pembagian data 90%:10% pada penelitian ini dapat dilihat pada Tabel 4.4  dan 
Tabel 4.5 berikut. 
Tabel 4. 4  Data Latih 90% 
No X1 X2 …... X11 X12 Target 
1 0,33885 0,21932 …... 0,52228 0,40262 0,29652 
2 0,21932 0,15148 …... 0,40262 0,29652 0,22058 
3 0,15148 0,24570 …... 0,29652 0,22058 0,19216 
.. …... …... …... …... …... …... 
…. …... …... …... …... …... …... 
72 0,42232 0,44803 …... 0,69331 0,54420 0,43704 
73 0,44803 0,41648 …... 0,54420 0,43704 0,49342 
  
Tabel 4. 5 Data Uji 10% 
No X1 X2 …... X11 X12 Target 
1 0,416486 0,428224 …... 0,437047 0,493422 0,395722 
2 0,428224 0,483339 …... 0,493422 0,395722 0,366385 
3 0,483339 0,51253 …... 0,395722 0,366385 0,382695 
.. …... …... …... …... …... …... 
…. …... …... …... …... …... …... 
7 0,9 0,881279 …... 0,428602 0,479052 0,618666 
8 0,881279 0,693312 …... 0,479052 0,618666 0,687562 
 




4.2 Analisa Metode 
Tahapan selanjutnya yaitu analisa metode, metode yang digunakan pada 
penelitian ini yaitu Elman Recurrent Neural Network (ERNN). Arsitektur Metode 
Elman Recurrent Neural Network dapat dilihat pada Gambar 4.1 berikut. 
Bulan ke-1

























Gambar 4. 1 Arsitektur metode Elman Recurrent Neural Network 
Keterangan gambar 4.1 
1. Data input merupakan data produksi kelapa sawit setiap bulannya selama 93 
bulan. Jumlah variabel inputan sebanyak 12 variabel, yaitu bulan januari 
hingga bulan desember yang selanjutnya diinisialisasikan dengan X1 sampai 
X12. Sedangkan X0 merupakan inisialisasi untuk nilai bias dari input ke 
hidden layer dan  b merupakan Inisialisasi nilai bias dari hidden layer ke 
output. Variabel input dapat dilihat pada Tabel 4.6 berikut. 

















2. Jumlah dari hidden layer input dan output diperoleh berdasarkan 
Persamaan(2.10).    Ɩ = 12, 2Ɩ = 24 maka neuron input pada hidden layer 
berada diantara 12 sampai 24. Pada penelitian ini menggunakan 13 neuron. 
3. Nilai inputan tersebut akan dinormalisasikan terlebih dahulu sebelum 
diinputkan, selanjutnya akan diteruskan ke hidden layer menggunakan 
sigmoid biner berdasarkan Persamaan (2.3). Selanjutnya dari dari hidden 
layer menuju context layer dan kembali lagi menuju hidden layer. Pada 
gambar diatas, netj disimbolkan sebagai neuron pada hidden layer, dan yh 
disimbolkan sebagai context layer. 
4. Setiap neuron pada input layer mauputn output layer akan terhubung dengan 
hidden layer melalui bobot dan fungsi aktivasi sigmoid binner. 
5. Setelah itu  setiap parameter diberi nilai, diantaranya nilai bobot v, nilai bobot 
w dan nilai bias, untuk selanjutnya dilakukan proses perhitungan. 
6. Bobot output yang dihasilkan dari hidden layer akan diteruskan ke output 
layer yang terdiri dari 1 output yang diinisialisasikan dengan huruf Y. 
4.2.1 Analisa Metode Elman Recurrent Neural Network 
Tahapan ini dilakukan proses perhitungan pelatihan dan pengujian. 
Perhitungan ini menggunakan data latih ke-1 pada pembagian data latih 90% , 
selanjutnya proses perhitungan akan berhenti berdasarkan nilai toleransi erorr dan 
jumlah epoch yang ditentukan. 
4.2.1.1 Proses Pelatihan  
Langkah Ke-1 : Melakukan inisialisasi bobot dan menentukan jumlah hidden 
layer, learning rate, max epoch dan min erorr.  
Proses perhitungan dengan menggunakan metode ERNN, langkah 
pertamanya ialah dengan melakukan inisialisasi bobot awat, yaitu memberi nilai 
awal secara random untuk seluruh bobot antara bobot awal ke hidden layer dan 




perhitungan pelatihan  menggunakan contoh nilai bobot awal ke hidden layer , 
bobot awal ke hidden output dan parameter awal. 
Maximal Epoch  : 300 
Learning rate    : 0,9 
Toleransi Erorr  : 0,0001 
Nilai bobot awal dapat dilihat pada Tabel 4.7 berikut. 
Tabel 4. 7 Bobot Dari Input Layer Ke Hidden Layer 
 V0 V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 
1 0,5 0,1 0,4 0,1 0,3 0,1 0,4 0,3 0,5 0,5 0,1 0,4 0,2 
2 0,1 0,2 0,5 0,3 0,5 0,4 0,1 0,3 0,4 0,3 0,5 0,3 0,4 
3 0,1 0,4 0,5 0,5 0,2 0,2 0,5 0,3 0,1 0,2 0,1 0,5 0,3 
4 0,1 0,5 0,2 0,1 0,5 0,1 0,2 0,5 0,5 0,5 0,1 0,5 0,5 
5 0,2 0,2 0,1 0,2 0,5 0,1 0,5 0,2 0,2 0,5 0,5 0,3 0,5 
6 0,5 0,3 0,3 0,3 0,2 0,3 0,4 0,1 0,5 0,4 0,1 0,1 0,5 
7 0,4 0,3 0,1 0,4 0,4 0,2 0,2 0,2 0,3 0,3 0,5 0,5 0,3 
8 0,1 0,4 0,1 0,5 0,1 0,2 0,4 0,5 0,1 0,4 0,5 0,3 0,4 
9 0,3 0,4 0,5 0,2 0,5 0,2 0,1 0,3 0,3 0,2 0,4 0,2 0,3 
10 0,2 0,5 0,5 0,5 0,2 0,4 0,4 0,4 0,3 0,1 0,4 0,4 0,2 
11 0,5 0,5 0,1 0,5 0,4 0,5 0,4 0,2 0,2 0,5 0,4 0,4 0,2 
12 0,2 0,2 0,4 0,3 0,5 0,3 0,2 0,5 0,4 0,3 0,3 0,2 0,2 
13 0,5 0,2 0,3 0,5 0,2 0,3 0,2 0,4 0,3 0,4 0,4 0,5 0,5 
 
Nilai bobot awal dari hidden layer ke hidden output dapat dilihat pada 
Tabel 4.8 berikut. 
Tabel 4. 8 Bobot Awal Dari Hidden Layer Ke Hidden Output 
W0 W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 W11 W12 W13 
0,5 0,3 0,1 0,3 0,4 0,4 0,4 0,1 0,1 0,4 0,3 0,3 0,3 0,2 
 
Langkah Ke-2 : Menghitung semua sinyal input ke hidden layer 
Epoch = 1 
  Nilai yang di digunakan pada Tabel 4.4, tahapan selanjutnya menghitung 
menggunkan persamaan (2.1) dengan tiap unit hidden layer netj(t) ditambah 
dengan inpun Xi (diperoleh dari hasil normalisasi pada Tabel 4.3) kemudian 
dikalikan dengan bobot Vji (nilai bobot input ke hidden layer) selanjutnya 
mengkombinasikan dengan context layer yh(t-1) (nilai diperoleh dari hasil copy 
dari hidden layer waktu ke (t-1)) yang dikalikan dengan bobot ujh (bobot dari 




Netj  (∑   ( )     
 
 ∑   (   )     
 
   ) 
Net1 = ((0,33885 x 0,1) + (0,21933 x 0,4) +(0,15148 x 0,1) + (0,24570 x 0,3) + 
(0,24283 x 0,1) + (0,40109 x 0,4) + (0,55533 x 0,3) + (0,65029 x 0,5) + 
(0,53927 x 0,5) + (0,52680 x 0,1) + (0,52228 x 0,4) + (0,40262 x 0,2)) 
+   ((1,49869  x 0,1) + (1,49869 x 0,4) + (1,49869 x 0,1) + (1,49869 x 0,3) 
+ (1,49869 x 0,1) + (1,49869 x 0,4) + (1,49869 x 0,3) + (1,49869 x 0,5) + 
(1,49869 x 0,5) + (1,49869 x 0,1) + (1,49869 x 0,4) + (1,49869 x 0,2)) + 
0,5  = 7,09424 
Hasil Persaaman (2.11) dapat dilihat dari Tabel 4.9 berikut. 
















Langkah ke-3 : Fungsi Pengaktif Neuron (netj) 
 Proses selanjutnya menghitung nilai keluaran pada lapisan unit j dengan 
fungsi aktivasi sigmoid biner menggunakan Persamaan(2.3). Proses perhitungan 
ini menggunakan hasil nilai sinyal input ke hidden layer (yang diperoleh dari nilai 
net1 sampai net12 pada Tabel 4.8). Berikut perhitungannya : 
 f(netj)   
 
   
     
 
f(netj1) = 1 / (1+e
-7,09424)
 = 0,991708 
Hasil Persamaan(2.3) fungsi pengaktifan neuron dengan menggunakan 
fungsi aktivasi sigmoid binner dapat dilihat  pada Tabel 4.10 berikut. 



















Langkah ke-4  : Unit k (netk (t)) 
 Langkah selanjutnya menggunakan Persamaan(2.4) untuk menghitung 
semua sinyal yang masuk ke unit k dengan keluaran hidden layer yj (yang 
diperoleh dari nilai f (netj1) sampai f (netj12) pada Tabel 4.9) yang dikali bobot 
wji (yang diperoleh nilai bobot awal ke hidden output pada Tabel 4.7) dan 
dijumlah dengan bias bagian hidden layer w0).berikut perhitungannya. 
netk(t) = (∑   ( )
 
    )     
netk(t) = (0,9991708 x 0,1) + (0,9999593x 0,1) + (0,9999997 x 0,2) + (1,00000 x 0,2) 
+ (0,9999959 x 0,2) + (1,00000  x 0,3) + (0,9999998 x 0,3) + (1,00000  x 0,4) + 
(1,00000 x 0,4) + (1,00000  x 0,4) + (1,00000 x 0,5) + (1,00000  x 0,5) + (1,00000  x 
0,5) +(1,0000 x0,2) + 0,5 =  4,09975 
Langkah ke-5 : Menghitung nilai erorr dalam turunan fungsi pengaktif 
 Proses berikutnya menghitung unit kesalahan pada setiap unit k 
menggunakan Persamaan(2.6)  dengan setiap unit outputnya menerima pola target 
tk sesuai dengan pola masukan saat pelatihan dan dihitung erorr nya dan 
diperbaiki nilai bobotnya.  Nilai tk adalah target inputan yang diperoleh pada tabel 
4.3 dan nilai Netk dan yk diperoleh pada langkah ke-4. Berikut perhitungannya. 
δk  =   (    )(     ) 
δk  = 0,98369 x (0,29652 - 0,98369) 
  = -0,67597 
 Proses selanjutnya dilakukan perbaikan nilai bobot dengn menggunakan 
Persamaan(2.17) untuk menghitung perbaikan bobot. Nilai α diperoleh dari nilai α 




Δwkj =       
Δwkj1 = α δk y1 
  = 0,9 x (-0,67597) x 0,9991708  
  = -0,60786 
Δwkj2  = α δk y2 
  = 0,9 x (-0,67597) x 0,999953  
  = -0,60834 
 Hasil perbaikan nilai bobot menggunakan Persamaan(2.7) dapat dilihat 
pada Tabel 4.11 berikut. 
















Proses selanjutnya menghitung perbaikan bias menggunakan Persamaan 
(2.8) denga nilai yang diperoleh dari langkah ke-1 yang telah ditentukan nilai α-
nya dan nilai δk yang diperoleh pada langkah ke-4. Berikut perhitunganya. 
Δwk0 =     
Δwk0 = 0,9 x -0,67597  
  = -0,60837 
Langkah ke-6 : Menghitung Kesalahan Pada Lintasan j 
 Langkah selanjutnya menghitung kesalaah pada lintasan j mengunakan 
Persamaan (2.9) dengan tiap bobot yang menghubungkan unit output dengan unit 




berikutnya. Nilai δk diperoleh dari perhitungan pada langkah ke-5 dan nilai wkj 
diperoleh dari nilai w (bobot awal) ke hidden output pada Tabel 4.7. Berikut 
perhitungannya 
δ_netj1 = ∑        
        = Σi δk w1 
  = -0,67597 x 0,3  
  = -0,20279 
 Hasil perhitungan kesalahan pada lintasan j menggunakan persaamaan 
(2.9) dapat dilihat pada Tabel 4.12 berikut. 
Tabel 4. 12 Kesalahan pada Lintasan j 
Persamaan Hasil 
        -0,20279 
        -0,06760 
        -0,20279 
        -0,27039 
        -0,27039 
        -0,27039 
        -0,06760 
        -0,06760 
        -0,27039 
         -0,20279 
         -0,20279 
         -0,20279 
         -0,13519 
 
Proses selanjutnya menghitung galat dengan menggunakan Persamaan 
(2.20) dengan mengalikan        
 (    ). Nilai         diperoleh dari Tabel 
4.11 dan nilai   (    ) diperoleh dari Tabel 4.9. 
δ1 =        
 (    ) 
 = δ_ net1  f ’(net1 ) 





  = -0,039886 
 Hasil perhitungan nilai galat menggunakan Persamaan (2.10) dapat dilihat 




Tabel 4. 13 Hasil Perhitungan Nilai Galat 
Persamaan Hasil 
        -0,03989 
        -0,01329 
        -0,03987 
        -0,05316 
        -0,05316 
        -0,05316 
        -0,01329 
        -0,01329 
        -0,05316 
         -0,03987 
         -0,03987 
         -0,03987 
         -0,02658 
 
Proses selanjutnya menghitung koreksi bobot menggunakan Persamaan 
(2.11) dengan nilai   yang telah ditentukan sebelumnya pada langkah 1 , nilai δj 
yang diperoleh dari Tabel 4.12 dan nilai xi diperoleh dari Tabel 4.3. Berikut 
perhitungannya. 
Δvkj =        
Δv11 =       
= 0,9 x -0,39886 x  0,039887 
= -0,01216 
Δv12 =       
 = 0,9 x -0,013291 x 0,039887 
= -0,00405 
 Hasil perhitungan koreksi bobot dapat dilihat pada Tabel 4.14 berikut. 
Tabel 4. 14 Hasil Perhitungan koreksi Bobot Data ke-1 
No V1 V2 ….. V11 V12 
1 -0,01216 -0,00787 ….. -0,01874 -0,01453 
2 -0,00405 -0,00262 ….. -0,00624 -0,00481 
…. ….. ….. ….. ….. ….. 
12 -0,01215 -0,00787 ….. -0,01874 -0,01448 





Proses selanjutnya menghitung perbaikan nilai bias menggunakan 
Persamaan (2.12) dengan nilai   diperoleh dari langkah ke-1 yang telah di 
tentukan sebelumnya dan nilai δj diperoleh dari Tabel 4.12.  Berikut 
perhitungannya.  
Δvj =     
Δv1 =     
= 0,9 x -0,03989 
= -0,03590 
Δv2 =     
=  0,9*-0,01329 
= -0,01196 
Hasil perbaikan nilai bias dapat dilihat pada Tabel 4.15 berikut. 
















Langkah ke-7 : perbaikan bobot dan bias untuk setiap output 
 Langkah selanjutnya perbaikan bobot bias dan bias untuk setiap output 
menggunakan Persamaan (2.13) dengan tiap unit output diperbaiki bobot dan 
biasnya dengan nilai wkj yang diperoleh dari langkah 1 yaitu nilai bobot awal ke 
hidden output yang telah ditentukan sebelumnya dan nilai      (    ) yang 
diperoleh dari Tabel 4.10. Berikut perhitungannya : 




w1 baru  =   +      
   = 0,3 + -0,60786  
   = -0,30786 
w2 baru  =   +      
   = 0,1 + -0,60834 
 = -0,50834 
Hasil perbaikan bobot output dapat dilihat pada Tabel 4.16 berikut. 
Tabel 4. 16 Hasil Perbaikan Bobot Output 
Persamaan Hasil 
w1 baru -0,30786 
w2 baru -0,50834 
w3 baru -0,30837 
w4 baru -0,20837 
w5 baru -0,20837 
w6 baru -0,20837 
w7 baru -0,50837 
w8 baru -0,50837 
w9 baru -0,20837 
w10 baru -0,30837 
w11 baru -0,30837 
w12 baru -0,30837 
w13 baru -0,40837 
 
Proses  selanjutnya tiap unit hidden layer diperbaiki bobot dan biasnya 
dengan nilai     lama yang diperoleh dari Tabel 4.6 dengan      menggunakan 
Persamaan (2.14). Berikut perhitungannya. 
Vkj (Baru) =    (    )       
V11 baru = v11 lama + Δv11 
  = 0,1 + -0,01216 
= 0,08784 
V12 baru = v12 lama + Δv12 





Hasil perhitungan perbaikan nilai bobot hidden dapat dilihat pada Tabel 
4.17 berikut. 
Tabel 4. 17 Hasil Perhitungan Perbaikan Nilai Bobot Hidden pada Data ke-1 
No V0 Baru V1 Baru ….. V11 Baru V12 Baru 
1 0,46410 0,08784 ….. 0,38125 0,18555 
2 0,08804 0,19595 ….. 0,19375 0,39518 
…. ….. ….. ….. ….. ….. 
12 0,16412 0,18784 ….. 0,78126 0,88555 
13 0,47608 0,19189 ….. 0,68751 0,79037 
 
Langkah ke- 8 : Menghitung Nilai Erorr  
 Langkah selanjutnya menghitung nilai erorr menggunakan Persamaan 
(2.15). Berikut perhitungannya. 
Erorr  = 
 
 
(                )  
=  0,23610 
Proses perhitungan terus berjalan sampai memenuhi syarat kondisi 
berhenti epoch dan erorr nya. Pada penelitian ini perhitungan akan berhenti pada 
epoch yang ke 300, sehingga diperoleh nilai bobot w baru dan bobot v baru. Nilai 
bobot w baru dan bobot v baru diperoleh bersadarkan hasil perhitungan proses 
pembelajaran. Nilai bobot w baru dapat dilihat pada Tabel 4.16 dan nilai bobot v 
baru dapat dilihat pada Tabel 4.18 berikut. 
Tabel 4. 18 Nilai Bobot W Baru 
Persamaan Hasil 
W0 Baru 0,45388 
W1 Baru -1,30170 
W2 Baru -0,62167 
W3 Baru 0,18930 
W4 Baru 0,33880 
W5 Baru -0,40582 
W6 Baru 0,34264 
W7 Baru -0,10854 
W8 Baru -0,12893 
W9 Baru 0,34544 
W10 Baru 0,25180 
W11 Baru 0,22098 







Tabel 4. 19 Nilai Bobot V Baru 
No V0 Baru V1 Baru V2 Baru ….. V11 Baru V12 Baru 
1 -0,08972 -0,37553 -0,19009 ….. 0,49124 0,09334 
2 -0,43285 -0,21063 -0,01142 ….. 0,26057 0,29777 
3 -0,39625 0,15053 0,29735  0,27459 0,26187 
…. ….. ….. .... ….. ….. ….. 
12 -0,29764 -0,05278 0,19201 ….. 0,47992 0,56455 
13 0,00366 -0,09158 0,00462 ….. 0,50718 0,54907 
 
4.2.1.2 Proses Pengujian 
 Proses selanjutnya ialah proses pengujian. Proses ini dilakukan 
menggunakan data uji sebanyak 10% pada Tabel 4.5. Nilai bobot v baru dan bobot 
w baru akan digunakan untuk proses perhitungan pengujian.  
Langkah ke-1 : Menghitung semua sinyal input ke hidden layer 
 Data pada Table 4.5 dilakukan proses menghitung semua sinyal input ke 
hidden layer menggunakan Persamaan (2.11), nilai bobot yang digunakan yaitu 
bobot v baru yang terdapar pada Tabel 4.18 . Berikut perhitungannya. 
Netj  (∑   ( )     
 
 ∑   (   )     
 
   ) 
Net1 = ((0,41649*-0,37553) + (0,42822*-0,19009) + (0,48334*-0,46230) + 
(0,51253*-0.19991) + (0,64725*-0,23965) + (0,75005*0,15799) + 
(0,9*0,24067) + (0,88128*0,50583) + (0,69331*0,61419) + 
(0,54420*0,28643) + (0,43705*0,49124) + (0,49342*0,09334)) 
+  ((0,90450*-0,37553) + (0,90450*-0.19009) + (0.90450*-0.46229) + 
(0,90450*-0,19991) + (0,90450*-0,23965) + (0,90450*0,15799) + 
(0,90450*0,240669) + (0,90450*0,50583) + (0,90450*0.61419) + 
(0,90450*0,28643) + (0,90450*0,49124) + (0,90450*0,09333) + -0,08971 
= 1,648923  
Hasil perhitungan Pengujian Sinyal input ke hidden layer dapat dilihat 
pada tabel 4.20 berikut. 




















Langkah Ke-2 : Menghitung Fungsi Pengaktif Neuron  
 Langkah selanjutnya menghitung fungsi pengaktif neuron dengan fungsi 
aktivasi sigmoid binner menggunakan Persamaan (2.9). Berikut perhitungannya. 
f(netj)   
 
   
     
 
f(netj1) = 1 / (1+e
-1,64893
) = 0,838746 
Hasil perhitungan fungsi pengaktif neuron dapat dilihat pada Tabel 4.21 
berikut. 
















Langkah ke-3 : Menentukan Unit k (netk (t)) 
Langkah berikutnya menentukan k (netk (t) menggunakan Persamaan 
(2.12) . Berikut perhitungannya. 
netk(t) = (∑   ( )
 
    )     
netk(t) = (0,838746*-1,30171) + (0,988432*-0,621671) + (0,99779*0,18929) + 




(0,999729*-0,108541) + (0,999939*-0,128933) + (0,999981*0,345437) + 
(0,999998*0,251803)+(0,999950*0,220977) + (0,999283*0,158791) + 
(0,999891*0,097654) + 0,453884 = 0,060142 
Nilai output yang diperoleh, selanjutnya akan di denormalisasi untuk 
mengembalikan ke nilai aslinya dengan menggunakan Persamaan (2.17). Berikut 
perhitungan denormalisasinya. 
Denormalisasi = 
(     )(       )
   
      
Y =  
(          –   )  (        –        ) 
   
        = 531.934 
 Nilai Y merupakan hasil output prediksi menggunakan metode ERNN.  
Proses selanjutnya penentuan nilai MSE menggunaakan Persamaan(2.15).   
Berikut perhitungannya: 
 ( )  
 
 
∑(      )
 
 
   
 
Nilai erorr = 
1
/2 (0.3957222-0.060142)^2  
  = 0.056307 
Keterangan : 
tk = nilai target 
yk = hasil fungsi netk  
4.3 Analisa Fungsional Sistem 
Analisa fungsional sistem menjelaskan tentang pemodelan data.  Analisa 
fungsional penelitian ini menggunakan Unified Modeling Language (UML) untuk 
menspesifikasikan data yang input yang dibutuhkan serta gambaran sistem agar 
mencapai hasil yang diiinginkan. 
4.3.1 Usecase Diagram 
Use case Diagram mendeskripsikan sebuah interaksi antara satu atau lebih 
aktor dengan sistem yang akan di bangun. Pada Gambar  4.2  dapat dilihat usecase 






Gambar 4. 2 Usecase Diagram 
4.3.2 Usecase Specification 
Berikut dijelaskan usecase spesification dalam perancangan sistem sistem 
produksi kelapa sawit. 
a. Usecase Specification Login 
Usecase specification login dapat dilihat pada tabel 4.22 berikut. 
Tabel 4. 22 Usecase Specification Login. 
Nama Usecase Login 
Aktor utama Administrator 
Kondisi Awal 1. Tampilan menu login 
Kondisi Akhir 1. Tampil halaman menu home 
Main success 
Scenario 
1. Administrator mengisi form login 




1. Jika terjadi kesalahan, sistem akan memberi alert username 








Data Time Series 
Pembagian Data 









b. Usecase Specification Data Asli 
Usecase specification data asli dapat dilihat pada tabel 4.23 berikut. 
Tabel 4. 23 Usecase Specification Data Asli. 
Nama Usecase Data Asli 
Aktor utama Administrator 
Kondisi Awal 1. Administrator telah memasukkan username dan password 
2. Administrator berada di halaman home 
Kondisi Akhir 1. Data produksi bertambah. 
2. Data asli berubah setelah diubah. 
3. Data asli terhapus setelah dihapus. 
Main success 
Scenario 
1. Administrator menekan menu data asli 
2. Administrator menekan tombol tambah data yang di menu 
data asli untuk menambahkan data produksi kelapa sawit 
3. Administrator menginput kebutuhan data. 
4. Setelah semua data asli telah diisi, administrator memilih 
tombol simpan 
5. Data berhasil diinput ke dalam database 
Alternatif 
Scenario 
1. Jika terjadi kesalahan penulisan data maka administrator 
dapat mengubah data tersebut di data asli dan menekan 
simpan, maka data akan berubah pada database 
2. Jika administrator ingin menghapus data asli, maka 
administrator dapat memilih icon delete, maka data akan 




Post Condition  Administrator berhasil menyimpan data asli 
  
c. Usecase Specification Data Time Series 
Usecase specification data time series dapat dilihat pada tabel 4.24 berikut. 
Tabel 4. 24 Usecase Specification Data Time Series 
Nama Usecase Data Time Series 
Aktor utama Administrator 
Kondisi Awal 1. Administrator sudah berhasil login kedalam sistem 
2. Administrator berada pada menu home 
Kondisi Akhir  
Main success 
Scenario 
1. Administrator memilih menu time series yang terdapat 
pada menu Data 














d. Usecase Specification Pembagian Data 
Usecase specification pembagian data dapat dilihat pada tabel 4.25 berikut. 
Tabel 4. 25 Usecase Specification Pembagian Data 
Nama Usecase Pembagian Data  
Aktor utama Administrator 
Kondisi Awal Administrator sudah berhasil login ke sistem 
Kondisi Akhir 1. Pembagian data sudah ditentukan  
Main success 
Scenario 
1. Administrator memilih menu pembagian data. 
2. Administrator memilih pembagian data yang diperlukan 
3. Administrator dapat melihat pembagian data asli dan data 








Post Condition  Administrator dapat melihat data pembagian data asli dan data 
yang sudah di normalisasi 
  
e. Usecase Specification Pembuatan Bobot V 
Usecase specification pembuatan bobot V dapat dilihat pada tabel 4.26 
berikut. 
Tabel 4. 26  Usecase Specification Pembuatan Bobot V 
Nama Usecase Pembuatan Bobot V 
Aktor utama Administrator 
Kondisi Awal Administrator sudah berhasil login ke sistem 
Kondisi Akhir Nilai bobot v awal sudah ditentukan. 
Main success 
Scenario 
1. Administrator memilih menu pembuatan bobot v 
2. Administrator memilih tombol “ubah bobot v awal” 
3. Sistem menampilkan merandom bobot v awal  








Post Condition  Administrator dapat melihat data nilai bobot v 
 
f. Usecase Spesification Pembuatan Bobot W 
Usecase Spesification pembuatan bobot w dapat dilihat pada tabel 4.27 
berikut. 
Tabel 4. 27 Usecase Specification Pembuatan Bobot W 




Aktor utama Administrator 
Kondisi Awal Administrator sudah berhasil login ke sistem 
 
Kondisi Akhir Nilai bobot w telah ditentukan. 
Main success 
Scenario 
1. Administrator memilih menu pembuatan bobot w 
2. Administrator memilih tombol “ubah bobot w awal” 
3. Sistem menampilkan merandom bobot w awal  








Post Condition  Administrator dapat melihat nilai bobot w 
  
g. Usecase Spesification Perhitungan 
Usecase spesification perhitungan dapat dilihat pada tabel 4.28 berikut. 
Tabel 4. 28 Usecase Specification Perhitungan. 
Nama Usecase Perhitungan 
Aktor utama Administrator 
Kondisi Awal Administrator sudah berhasil login kedalam sistem 
Kondisi Akhir Sistem akan menampilkan hasil perhitungan. 
Main success 
Scenario 
1. Administrator sebelumnya telah memilih pembagian data  
2. administrator memilih menu perhitungan 
3. Sistem menampilkan halaman perhitungan data dan 
menampilkan form perhitugan 
4. Administrator mengisi form pelatihan berupa jumlah 
epoch, learning rate dan toleransi erorr. Dan memilih 
tombol “hitung” 
5. Jika ingin melihat perhitungan, administrator menekan 
tombol “tampilkan perhitungan” 







Post Condition  Administrator dapat melihat hasil perhitungan 
 
h. Usecase Specification Pengujian 
Usecase Spesification pengujian dapat dilihat pada tabel 4.29 berikut. 
Tabel 4. 29 Usecase Specification Pengujian. 
Nama Usecase Pengujian 
Aktor utama Administrator 
Kondisi Awal Administrator sudah berhasil login kedalam sistem 
Kondisi Akhir Sistem menampilkan hasil pengujian. 




Scenario 2. Sistem menampilkan halaman pengujian data dan 
menampilkan form “pilih data” 
3. Administrator memilih data yang akan di uji 








Post Condition  Administrator dapat melihat hasil pengujian 
 
i. Usecase specification Prediksi 
Usecase Spesification prediksi dapat dilihat pada tabel 4.30 berikut. 
Tabel 4. 30 Usecase Specification Prediksi. 
Nama Usecase Prediksi 
Aktor utama Administrator 
Kondisi Awal Administrator sudah berhasil login kedalam sistem 
Kondisi Akhir Sistem akan menampilkan hasil prediksi 
Main success 
Scenario 
1. Administrator memilih menu prediksi 
2. Sistem menampilkan halaman yang berisi form untuk 
melakukan prediksi 
3. Admin mengisi form (bulan ke- 1 hingga bulan ke-12) dan 
menekan tombol  “prediksi” 
Sistem melakukan prediksi dan menampilkan hasil prediksi 







Post Condition  Administrator dapat melihat prediksi dan nilai MSE 
 
4.3.3 Sequence Diagram  
 Sequence diagram memberi gambaran objek-objek yang terlibat dalam 
sebuah sistem. Berikut adalah  sequence diagram dalam sistem prediksi produksi 
kelapa sawit. 
1. Login  
Gambar 4.3 merupakan  sequence diagram dari proses login. Berikut 





Gambar 4. 3 Sequence Diagram Login 
2. Mengelola Data Asli 
Gambar 4.4 merupakan sequence diagram dari proses mengelola data asli 
yang terjadi pada sistem.  Berikut gambar sequence diagram mengelola data asli.  
 
 
Gambar 4. 4 Sequence Diagram Mengelola Data Asli 
3. Mengelola Data Time Series 
  Gambar 4.5 merupakan sequence diagram dari proses mengelola data time 
Series yang terjadi pada sistem.  Berikut gambar sequence diagram mengelola 





Gambar 4. 5 Sequence Diagram Mengelola Data Time Series 
4. Mengelola Pembagian Data 
Gambar 4.6 merupakan sequence diagram dari proses mengelola 
pembagian data yang terjadi pada sistem.  Berikut gambar sequence diagram 
mengelola pembagian data. 
 
Gambar 4. 6 Sequence Diagram Mengelola Pembagian Data 
5. Mengelola Pembobotan V 
Gambar 4.7 merupakan  sequence diagram dari proses mengelola 
pembobotan v yang terjadi pada sistem.  Berikut gambar sequence diagram 





Gambar 4. 7 Sequence Diagram Mengelola Pembobotan V 
6. Mengelola Pembobotan W 
Gambar 4.8 merupakan sequence diagram dari proses mengelola 
pembobotan w yang terjadi pada sistem. Berikut gambar sequence diagram 
mengelola pembobotan w. 
 
Gambar 4. 8 Sequence Diagram Mengelola Pembobotan W 
7. Melakukan Perhitungan 
  Gambar 4.9 merupakan sequence diagram dari proses melakukan 
perhitungan yang terjadi pada sistem.  Berikut gambar sequence diagram 





 Gambar 4. 9 Sequence Diagram Perhitungan  
8. Melakukan Pengujian 
Gambar 4.10 merupakan  sequence diagram dari proses melakukan 
pengujian yang terjadi pada sistem.  Berikut gambar sequence diagram melakukan 
pengujian. 
 
Gambar 4. 10 Sequence Diagram Pengujian 
9. Mengelola Prediksi 
Pada Gambar 4.11 merupakan sequence diagram dari proses mengelola 






Gambar 4. 11 Sequence Diagram Mengelola Prediksi 
4.3.4 Class Diagram 
Class diagram menggambarkan struktur sistem dari pendefenisian sebuah 
class yang akan digunakan untuk membangun sistem. Pada gambar 4.22 berikut 






Gambar 4. 12 Class Diagram 
4.4 Perancangan  
Perancangan menjelaskan tentang pemodelan data dan desain interface 
sistem. Perancangan pada penelitian ini menspesifikasikan inputan data yang 
dibutuhkan serta gambaran sistem agar mencapai hasil yang diiinginkan. 
4.4.1 Perancangan Database 
Perancangan database yang dirancang pada sistem prediksi produksi 
kelapa sawit adalah sebagai berikut.  
1. Tabel Data User 
Nama Tabel  : User 
Primary Key : id_user 
Deskripsi  : berisi data user  
Tabel user berisikan id_user, username, password, nama, dan 




 Tabel 4. 31 User 
Nama field Tipe Data Lenght Deskripsi Keterangan 
id_user Int 2 id_user Primary Key 
Username Varchar 50 Username  
Password Varchar 35 Password  
Nama Varchar 75 nama user  
Level Varchar 1 level user  
 
2. Tabel Data  
Nama Tabel  : data 
Primary Key : id_data 
Deskripsi  : berisi data produksi kelapa sawit 
Tabel data berisikan id_data, bulan, tahun, dan jumlah. Tabel data 
asli dapat dilihat pada Tabel 4.32 berikut. 
Tabel 4. 32 Data 
Nama field Tipe Data Lenght Deskripsi Keterangan 
id_data Int 4 id_data Primary Key 
Bulan Int 1 Bulan  
Tahun Int 1 Tahun  
Jumlah Int 11 Jumlah  
 
3. Tabel Data Series 
Nama Tabel  : data_Series 
Primary Key : id_Series 
Deskripsi   : berisi data  produksi kelapa sawit dalam bentuk Time Series. 
Tabel data berisikan id_series, x1,x2,.....,x12, target. Tabel data series 
dapat dilihat pada Tabel 4.33 berikut. 
Tabel 4. 33 Data Series 
Nama field Tipe Data Lenght Deskripsi Keterangan 
id_Series Int 4 id_Series Primary Key 
x1 Int 12 bulan ke-1  
x2 Int 12 bulan ke-2  
x3 Int 12 bulan ke-3  
x4 Int 12 bulan ke-4  
x5 Int 12 bulan ke-5  
x6 Int 12 bulan ke-6  
x7 Int 12 bulan ke-7  
x8 Int 12 bulan ke-8  
x9 Int 12 bulan ke-9  
x10 Int 12 bulan ke-10  




x12 Int 12 bulan ke-12  
Target Int 12 bulan ke-13  
 
4. Tabel Bobot V Awal 
Nama Tabel  : bobot_v 
Primary Key : id_bobot_v 
Deskripsi  : berisi data  bobot v awal. 
Tabel data berisikan id_bobot_v, v1,v2,.....,v12,v0. Tabel bobot v awal 
dapat dilihat pada Tabel 4.34 berikut. 
Tabel 4. 34 Bobot v 
Nama field Tipe Data Lenght Deskripsi Keterangan 
id_bobot_v Int 4 id bobot v awal Primary Key 
v1 double   nilai v1  
v2 Double  nilai v2  
v3 Double  nilai v3  
v4 Double  nilai v4  
v5 Double  nilai v5  
v6 Double  nilai v6  
v7 Double  nilai v7  
v8 Double  nilai v8  
v9 Double  nilai v9  
v10 Double  nilai v10  
v11 Double  nilai v11  
v12 Double  nilai v12  
v0 Double  nilai v0  
 
5. Tabel Bobot W Awal  
Nama Tabel  : bobot_w 
Primary Key : id_bobot_w 
Deskripsi  : berisi data  bobot w awal. 
Tabel data berisikan id_bobot_w, w1,w2,.....,w12,w0. Tabel bobot w 
awal dapat dilihat pada Tabel 4.35 berikut. 
Tabel 4. 35 Bobot w 
Nama field Tipe Data Lenght Deskripsi Keterangan 
id_bobot_w Int 4 id bobot w awal Primary Key 
w1 double   nilai w1  
w2 Double  nilai w2  
w3 Double  nilai w3  
w4 Double  nilai w4  
w5 Double  nilai w5  




Nama field Tipe Data Lenght Deskripsi Keterangan 
w7 Double  nilai w7  
w8 Double  nilai w8  
w9 Double  nilai w9  
w10 Double  nilai w10  
w11 Double  nilai w11  
w12 Double  nilai w12  
w0 Double  nilai w0  
 
6. Tabel Bobot V Baru 
Nama Tabel  : bobot_v 
Primary Key : id_bobot_v 
Deskripsi  : berisi data  bobot v awal. 
Tabel data berisikan id_bobot_v, v1,v2,.....,v12,v0. Tabel bobot v baru 
dapat dilihat pada Tabel 4.36 berikut. 
Tabel 4. 36 Bobot v baru 
Nama field Tipe Data Lenght Deskripsi Keterangan 
id_hidden Int 4 id bobot v baru Primary Key 
v1 double   nilai v1 baru  
v2 Double  nilai v2 baru  
v3 Double  nilai v3 baru  
v4 Double  nilai v4 baru  
v5 Double  nilai v5 baru  
v6 Double  nilai v6 baru  
v7 Double  nilai v7 baru  
v8 Double  nilai v8 baru  
v9 Double  nilai v9 baru  
v10 Double  nilai v10 baru  
v11 Double  nilai v11 baru  
v12 Double  nilai v12 baru  
v0 Double  nilai v0 baru  
 
7. Tabel Bobot W Baru 
Nama Tabel  : bobot_w 
Primary Key : id_bobot_w 
Deskripsi  : berisi data  bobot w awal. 
Tabel data berisikan id_bobot_w, w1,w2,.....,w12,w0. Tabel bobot w baru 





Tabel 4. 37 Bobot w baru 
Nama field Tipe Data Lenght Deskripsi Keterangan 
id_output Int 4 id bobot w baru Primary Key 
w1 double   nilai w1 baru  
w2 Double  nilai w2 baru  
w3 Double  nilai w3 baru  
w4 Double  nilai w4 baru  
w5 Double  nilai w5 baru  
w6 Double  nilai w6 baru  
w7 Double  nilai w7 baru  
w8 Double  nilai w8 baru  
w9 Double  nilai w9 baru    
w10 Double  nilai w10 baru  
w11 Double  nilai w11 baru  
w12 Double  nilai w12 baru  
w0 Double  nilai w0 baru  
 
4.4.2 Perancangan Struktur Menu 
Merancang struktur menu merupakan suatu gambaran dari tampilan 
halaman sistem. Menu adalah salah satu bagian penting dalam antarmuka sistem, 
karena menu dapat menggambarkan struktur sistem dapat terbentuk. Adapun 
struktur menu pada sistem ini terdiri dari Data Nilai Ekpor, Inisialiasi, 
Perhitungan, dan Pengujian. Rancangan struktur menu dapat dilihat sebagaimana 
pada Gambar 4.23 berikut. 
 
Gambar 4. 13 Rancangan Struktur Menu 
4.4.3 Perancangan Interface (antarmuka) 
Perancangan interface (antarmuka) adalah salah satu sarana 




konsisten antara sistem dengan pengguna. Berikut perancangan antarmuka sistem 
prediksi produksi kelapa sawit. 
1. Rancangan Halaman Login  
Administrator menginputkan username dan password pada halaman login. 
Rancangan halaman login dapat dilihat pada Gambar 4.24 berikut. 
 
Gambar 4. 14 Rancangan Halaman Login 
 
2. Rancangan Halaman Home 
Rancangan Halaman home merupan halaman pertama yang muncul ketika 
administrator berhasil login. Rancangan halaman login dapat dilihat pada Gambar 
4.25 berikut. 
Sistem Prediksi Produksi Kelapa Sawit




















3. Rancangan Halaman Data Asli 
Rancangan halaman data asli, administrator bisa melihat, mengubah dan 
menghapus data. Rancangan halaman data asli dapat dilihat pada Gambar 4.26 
berikut. 
 
Gambar 4. 16 Rancangan Halaman Data Asli 
 
4. Rancangan Halaman Tambah Data Asli 
Rancangan halaman tambah data asli, administrator akan mengisi form 
input kebutuhan data . Rancangan halaman tambah data asli dapat dilihat pada 
Gambar 4.27 berikut. 
 





5. Rancangan Halaman Data Time Series  
Rancangan halaman data time series, administrator dapat melihat data asli 
dalam bentuk data time series. Rancangan halaman data time series dapat dilihat 
pada Gambar 4.28 berikut. 
 
Gambar 4. 18 Rancangan Halaman Data Time Series 
 
6. Rancangan Halaman Pembagian Data  
Rancangan halaman pembagian data, administrator memilih pembagian 
data latih dan data uji yang berguna untuk proses perhitungan dan pengujian data.  
Rancangan halaman pembagian data dapat dilihat pada Gambar 4.29 berikut. 
 






7. Rancangan Halaman Pembobotan V 
Rancangan halaman pembobotan v, administrator akan memilih ubah 
bobot v selanjutnya sistem akan merandom bobot v. Rancangan halaman 
pembobotan v dapat dilihat pada Gambar 4.30 berikut. 
 
Gambar 4. 20 Rancangan Halaman Pembobotan V 
 
8. Rancangan Halaman Pembobotan W 
Rancangan halaman pembobotan w, administrator akan memilih ubah 
bobot w selanjutnya sistem akan merandom bobot w. Rancangan halaman 
pembobotan w dapat dilihat pada Gambar 4.31 berikut. 
 







9. Rancangan Halaman Perhitungan 
Rancangan halaman perhitungan, administrator akan mengisi form input 
kebutuhan data untuk perhitungan. Selanjutnya administrator memilih tombol 
hitung, lalu sistem akan memproses perhitungan dan menampilkan hasil 
perhitungan. Rancangan halaman perhitungan dapat dilihat pada Gambar 4.32 
berikut. 
 
Gambar 4. 22 Rancangan Halaman Perhitungan 
 
10. Rancangan Halaman Pengujian  
Rancangan halaman pengujian, administrator akan memilih data yang 
ingin diuji. Kemudian sistem akan memproses pengujian dan menampilkan hasil 





Gambar 4. 23 Rancangan Halaman Pengujian 
 
11. Rancangan Halaman Prediksi 
Rancangan halaman prediksi, administrator akan mengisi form input 
kebutuhan data untuk prediksi. Selanjutnya administrator memilih tombol 
prediksi, lalu sistem akan memproses perhitungan untuk memprediksi data dan 
menampilkan hasil prediksi. Rancangan halaman prediksi dapat dilihat pada 
Gambar 4.34 berikut. 
 







Berdasarkan dari hasil penelitian dan pembahasan serta pengujian pada 
sistem prediksi produksi kelapa sawit maka diperoleh kesimpulan sebagai berikut. 
1. Penerapan metode JST Elman Recurrent Neural Network (ERNN) berhasil 
dilakukan untuk prediksi produksi kelapa Sawit. 
2. Hasil pengujian MSE dilakukan berdasarkan pembagian data dan variasi 
learning rate  Nilai MSE terbaik diperoleh yaitu 0,013429. pada pembagian 
data 70% data latih dan 30% data uji dengan nilai epoch 300, nilai learning 
rate 0,8 , dan nilai toleransi erorr 0,0001. 
6.2 Saran 
 Saran untuk penelitian selanjutnya yaitu  :   
1. Penelitian selanjutnya dapat dilakukan dengan menggunakan varibel-variabel 
input yang bervariasi untuk melihat hasil yang terbaik. 
2. Penilitian selanjutnya dapat menambahkan atau membandingkan neuron 
hidden. 
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Hari/Tanggal  : 08 April 2019 
Lokasi   : Kantor KUD Sawit Jaya – UUO Bukit Sembilan 
Narasumber   : Fredy Aguiler 
Jabatan  : Sekretaris Koperasi Unit Desa (KUD) Sawit Jaya UUO - 
  Bukit Sembilan, Kampar, Riau 
Wawancara yang dilakukan bertujuan untuk mengetahui permasalahan dan 
data-data yang dibutuhkan sistem. Data diperoleh dari KUD Sawit Jaya – UUO 
Bukit Sembilan. 
No. Pertanyaan Jawaban 
1. Bagaimana pengelolaan hasil panen kelapa sawit di 
desa Bukit sembilan? 
Di desa Bukit sembilan 
terdapat beberapa 
kelompok tani, nantinya 
hasil panen kelapa sawit 
anggota kelompok tani di 
timbang di tempat 
kelompok taninya masing-
masing. Selanjutnya kelapa 
sawit dijual ke pabrik. 
Uang   hasil penjualan 
tersebut dikelola oleh KUD 
Sawit Jaya - UUO Bukit 
Sembilan.   
2. Untuk apa saja uang hasil penjualan tersebut? Uang tersebut nantinya 
akan dibagikan ke semua 
anggota kelompok tani, 
tetapi ada pemotongan 
biaya untuk operasional, 
perawatan dan 
pemeliharaan pohon kelapa 
sawit sesuai dengan 
anggaran yang telah 
disepakati anggota 
kelompok tani pada saat 
dilakukan rencana kerja 
operasional (RKO).  
3.  Apakah terdapat kendala dalam merencanakan 
anggaran tersebut? 
Kendalanya tentu ada, hasil 
panen yang di perkirakan 
untuk setiap bulan pada 




dengan hasil panen yang 
sebenarnya. Sehingga 
berdampak pada anggaran 
RKO yang telah disepakati 
. 
4. Bagaimana pengurus KUD menanggapi kendala 
tersebut? 
Jika hal tersebut terjadi, 
pengurus KUD akan 
mengadakan musyawarah 
kembali dengan anggota 


























Data Produksi Kelapa Sawit 
 2012 2013 2014 2015 2016 2017 2018 2019 
Januari 834.890 788.880 799.380 762.460 786.420 1.011.490 953.570 1.002.910 
Febuari 704.970 706.330 690.690 759.170 735.810 885.400 919.280 896.710 
Maret 631.220 675.440 720.530 748.510 651.550 872.000 932.040 864.820 
April 733.640 829.330 677.740 829.180 626.870 778.400 991.950 882.550 
Mei 730.520 850.720 868.160 885.410 575.260 760.920 1.023.680 849.840 
Juni 902.550 914.460 870.490 888.250 587.950 799.060 1.170.120 932.450 
Juli 1.070.200 811.840 956.700 1.078.920 734.990 957.500 1.281.860 987.290 
Agustus 1.173.420 991.580 1.211.380 1.279.980 1.040.400 1.215.700 1.444.860 1.139.050 
September 1.052.750 989.060 1.129.840 1.250.470 1.327.540 1.225.480 1.424.510 1.213.940 
Oktober 1.039.190 990.240 958.860 1.020.560 1.239.960 1.099.390 1.220.190 - 
November 1.034.280 990.680 892.440 861.760 1.201.480 1.038.430 1.058.110 - 








        
 
LAMPIRAN C 
Data Time Series 
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 target 
834.890 704.970 631.220 733.640 730.520 902.550 1.070.200 1.173.420 1.052.750 1.039.190 1.034.280 904.210 788.880 
704.970 631.220 733.640 730.520 902.550 1.070.200 1.173.420 1.052.750 1.039.190 1.034.280 904.210 788.880 706.330 
631.220 733.640 730.520 902.550 1.070.200 1.173.420 1.052.750 1.039.190 1.034.280 904.210 788.880 706.330 675.440 
733.640 730.520 902.550 1.070.200 1.173.420 1.052.750 1.039.190 1.034.280 904.210 788.880 706.330 675.440 829.330 
730.520 902.550 1.070.200 1.173.420 1.052.750 1.039.190 1.034.280 904.210 788.880 706.330 675.440 829.330 850.720 
902.550 1.070.200 1.173.420 1.052.750 1.039.190 1.034.280 904.210 788.880 706.330 675.440 829.330 850.720 914.460 
1.070.200 1.173.420 1.052.750 1.039.190 1.034.280 904.210 788.880 706.330 675.440 829.330 850.720 914.460 811.840 
1.173.420 1.052.750 1.039.190 1.034.280 904.210 788.880 706.330 675.440 829.330 850.720 914.460 811.840 991.580 
1.052.750 1.039.190 1.034.280 904.210 788.880 706.330 675.440 829.330 850.720 914.460 811.840 991.580 989.060 
1.039.190 1.034.280 904.210 788.880 706.330 675.440 829.330 850.720 914.460 811.840 991.580 989.060 990.240 
1.034.280 904.210 788.880 706.330 675.440 829.330 850.720 914.460 811.840 991.580 989.060 990.240 990.680 
904.210 788.880 706.330 675.440 829.330 850.720 914.460 811.840 991.580 989.060 990.240 990.680 854.930 
788.880 706.330 675.440 829.330 850.720 914.460 811.840 991.580 989.060 990.240 990.680 854.930 799.380 
706.330 675.440 829.330 850.720 914.460 811.840 991.580 989.060 990.240 990.680 854.930 799.380 690.690 
675.440 829.330 850.720 914.460 811.840 991.580 989.060 990.240 990.680 854.930 799.380 690.690 720.530 
829.330 850.720 914.460 811.840 991.580 989.060 990.240 990.680 854.930 799.380 690.690 720.530 677.740 
850.720 914.460 811.840 991.580 989.060 990.240 990.680 854.930 799.380 690.690 720.530 677.740 868.160 
914.460 811.840 991.580 989.060 990.240 990.680 854.930 799.380 690.690 720.530 677.740 868.160 870.490 
811.840 991.580 989.060 990.240 990.680 854.930 799.380 690.690 720.530 677.740 868.160 870.490 956.700 
991.580 989.060 990.240 990.680 854.930 799.380 690.690 720.530 677.740 868.160 870.490 956.700 1.211.380 
989.060 990.240 990.680 854.930 799.380 690.690 720.530 677.740 868.160 870.490 956.700 1.211.380 1.129.840 
990.240 990.680 854.930 799.380 690.690 720.530 677.740 868.160 870.490 956.700 1.211.380 1.129.840 958.860 
990.680 854.930 799.380 690.690 720.530 677.740 868.160 870.490 956.700 1.211.380 1.129.840 958.860 892.440 
854.930 799.380 690.690 720.530 677.740 868.160 870.490 956.700 1.211.380 1.129.840 958.860 892.440 821.790 
799.380 690.690 720.530 677.740 868.160 870.490 956.700 1.211.380 1.129.840 958.860 892.440 821.790 762.460 
690.690 720.530 677.740 868.160 870.490 956.700 1.211.380 1.129.840 958.860 892.440 821.790 762.460 759.170 
 
        
720.530 677.740 868.160 870.490 956.700 1.211.380 1.129.840 958.860 892.440 821.790 762.460 759.170 748.510 
677.740 868.160 870.490 956.700 1.211.380 1.129.840 958.860 892.440 821.790 762.460 759.170 748.510 829.180 
868.160 870.490 956.700 1.211.380 1.129.840 958.860 892.440 821.790 762.460 759.170 748.510 829.180 885.410 
870.490 956.700 1.211.380 1.129.840 958.860 892.440 821.790 762.460 759.170 748.510 829.180 885.410 888.250 
956.700 1.211.380 1.129.840 958.860 892.440 821.790 762.460 759.170 748.510 829.180 885.410 888.250 1.078.920 
1.211.380 1.129.840 958.860 892.440 821.790 762.460 759.170 748.510 829.180 885.410 888.250 1.078.920 1.279.980 
1.129.840 958.860 892.440 821.790 762.460 759.170 748.510 829.180 885.410 888.250 1.078.920 1.279.980 1.250.470 
958.860 892.440 821.790 762.460 759.170 748.510 829.180 885.410 888.250 1.078.920 1.279.980 1.250.470 1.020.560 
892.440 821.790 762.460 759.170 748.510 829.180 885.410 888.250 1.078.920 1.279.980 1.250.470 1.020.560 861.760 
821.790 762.460 759.170 748.510 829.180 885.410 888.250 1.078.920 1.279.980 1.250.470 1.020.560 861.760 789.300 
762.460 759.170 748.510 829.180 885.410 888.250 1.078.920 1.279.980 1.250.470 1.020.560 861.760 789.300 786.420 
759.170 748.510 829.180 885.410 888.250 1.078.920 1.279.980 1.250.470 1.020.560 861.760 789.300 786.420 735.810 
748.510 829.180 885.410 888.250 1.078.920 1.279.980 1.250.470 1.020.560 861.760 789.300 786.420 735.810 651.550 
829.180 885.410 888.250 1.078.920 1.279.980 1.250.470 1.020.560 861.760 789.300 786.420 735.810 651.550 626.870 
885.410 888.250 1.078.920 1.279.980 1.250.470 1.020.560 861.760 789.300 786.420 735.810 651.550 626.870 575.260 
888.250 1.078.920 1.279.980 1.250.470 1.020.560 861.760 789.300 786.420 735.810 651.550 626.870 575.260 587.950 
1.078.920 1.279.980 1.250.470 1.020.560 861.760 789.300 786.420 735.810 651.550 626.870 575.260 587.950 734.990 
1.279.980 1.250.470 1.020.560 861.760 789.300 786.420 735.810 651.550 626.870 575.260 587.950 734.990 1.040.400 
1.250.470 1.020.560 861.760 789.300 786.420 735.810 651.550 626.870 575.260 587.950 734.990 1.040.400 1.327.540 
1.020.560 861.760 789.300 786.420 735.810 651.550 626.870 575.260 587.950 734.990 1.040.400 1.327.540 1.239.960 
861.760 789.300 786.420 735.810 651.550 626.870 575.260 587.950 734.990 1.040.400 1.327.540 1.239.960 1.201.480 
789.300 786.420 735.810 651.550 626.870 575.260 587.950 734.990 1.040.400 1.327.540 1.239.960 1.201.480 1.028.020 
786.420 735.810 651.550 626.870 575.260 587.950 734.990 1.040.400 1.327.540 1.239.960 1.201.480 1.028.020 1.011.490 
735.810 651.550 626.870 575.260 587.950 734.990 1.040.400 1.327.540 1.239.960 1.201.480 1.028.020 1.011.490 885.400 
651.550 626.870 575.260 587.950 734.990 1.040.400 1.327.540 1.239.960 1.201.480 1.028.020 1.011.490 885.400 872.000 
626.870 575.260 587.950 734.990 1.040.400 1.327.540 1.239.960 1.201.480 1.028.020 1.011.490 885.400 872.000 778.400 
575.260 587.950 734.990 1.040.400 1.327.540 1.239.960 1.201.480 1.028.020 1.011.490 885.400 872.000 778.400 760.920 
587.950 734.990 1.040.400 1.327.540 1.239.960 1.201.480 1.028.020 1.011.490 885.400 872.000 778.400 760.920 799.060 
734.990 1.040.400 1.327.540 1.239.960 1.201.480 1.028.020 1.011.490 885.400 872.000 778.400 760.920 799.060 957.500 
1.040.400 1.327.540 1.239.960 1.201.480 1.028.020 1.011.490 885.400 872.000 778.400 760.920 799.060 957.500 1.215.700 
1.327.540 1.239.960 1.201.480 1.028.020 1.011.490 885.400 872.000 778.400 760.920 799.060 957.500 1.215.700 1.225.480 
1.239.960 1.201.480 1.028.020 1.011.490 885.400 872.000 778.400 760.920 799.060 957.500 1.215.700 1.225.480 1.099.390 
1.201.480 1.028.020 1.011.490 885.400 872.000 778.400 760.920 799.060 957.500 1.215.700 1.225.480 1.099.390 1.038.430 
1.028. 020 1.011.490 885.400 872.000 778.400 760.920 799.060 957.500 1.215.700 1.225.480 1.099.390 1.038.430 925.630 
1.011.490 885.400 872.000 778.400 760.920 799.060 957.500 1.215.700 1.225.480 1.099.390 1.038.430 925.630 953.570 





        
872.000 778.400 760.920 799.060 957.500 1.215.700 1.225.480 1.099.390 1.038.430 925.630 953.570 919.280 932.040 
778.400 760.920 799.060 957.500 1.215.700 1.225.480 1.099.390 1.038.430 925.630 953.570 919.280 932.040 991.950 
760.920 799.060 957.500 1.215.700 1.225.480 1.099.390 1.038.430 925.630 953.570 919.280 932.040 991.950 1.023.680 
799.060 957.500 1.215.700 1.225.480 1.099.390 1.038.430 925.630 953.570 919.280 932.040 991.950 1.023.680 1.170.120 
957.500 1.215.700 1.225.480 1.099.390 1.038.430 925.630 953.570 919.280 932.040 991.950 1.023.680 1.170.120 1.281.860 
1.215.700 1.225.480 1.099.390 1.038.430 925.630 953.570 919.280 932.040 991.950 1.023.680 1.170.120 1.281.860 1.444.860 
1.225.480 1.099.390 1.038.430 925.630 953.570 919.280 932.040 991.950 1.023.680 1.170.120 1.281.860 1.444.860 1.424.510 
1.099.390 1.038.430 925.630 953.570 919.280 932.040 991.950 1.023.680 1.170.120 1.281.860 1.444.860 1.424.510 1.220.190 
1.038.430 925.630 953.570 919.280 932.040 991.950 1.023.680 1.170.120 1.281.860 1.444.860 1.424.510 1.220.190 1.058.110 
925.630 953.570 919.280 932.040 991.950 1.023.680 1.170.120 1.281.860 1.444.860 1.424.510 1.220.190 1.058.110 941.630 
953.570 919.280 932.040 991.950 1.023.680 1.170.120 1.281.860 1.444.860 1.424.510 1.220.190 1.058.110 941.630 1.002.910 
919.280 932.040 991.950 1.023.680 1.170.120 1.281.860 1.444.860 1.424.510 1.220.190 1.058.110 941.630 1.002.910 896.710 
932.040 991.950 1.023.680 1.170.120 1.281.860 1.444.860 1.424.510 1.220.190 1.058.110 941.630 1.002.910 896.710 864.820 
991.950 1.023.680 1.170.120 1.281.860 1.444.860 1.424.510 1.220.190 1.058.110 941.630 1.002.910 896.710 864.820 882.550 
1.023.680 1.170.120 1.281.860 1.444.860 1.424.510 1.220.190 1.058.110 941.630 1.002.910 896.710 864.820 882.550 849.840 
1.170.120 1.281.860 1.444.860 1.424.510 1.220.190 1.058.110 941.630 1.002.910 896.710 864.820 882.550 849.840 932.450 
1.281.860 1.444.860 1.424.510 1.220.190 1.058.110 941.630 1.002.910 896.710 864.820 882.550 849.840 932.450 987.290 
1.444.860 1.424.510 1.220.190 1.058.110 941.630 1.002.910 896.710 864.820 882.550 849.840 932.450 987.290 1.139.050 











        
LAMPIRAN D 
Data Normalisasi 
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 Y 
0,33885 0,21933 0,15148 0,24570 0,24283 0,40109 0,55533 0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 
0,21933 0,15148 0,24570 0,24283 0,40109 0,55533 0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 
0,15148 0,24570 0,24283 0,40109 0,55533 0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 
0,24570 0,24283 0,40109 0,55533 0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 
0,24283 0,40109 0,55533 0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 
0,40109 0,55533 0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 
0,55533 0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 
0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 
0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 
0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 
0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 
0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 
0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 
0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 
0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 
0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 
0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 
0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 
0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 
0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 
0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 
0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 
0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 
0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 
 
        
0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 
0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 
0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 
0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 
0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 
0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 
0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 
0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 
0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 
0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 
0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 
0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 
0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 
0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 
0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 
0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 
0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 0,1 
0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 0,1 0,11167 
0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 0,1 0,11167 0,24695 
0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 0,1 0,11167 0,24695 0,52791 
0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 0,1 0,11167 0,24695 0,52791 0,79207 
0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 0,1 0,11167 0,24695 0,52791 0,79207 0,71150 
0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 0,1 0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 
0,29691 0,29426 0,24770 0,17018 0,14748 0,1 0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 
0,29426 0,24770 0,17018 0,14748 0,1 0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 0,50132 
0,24770 0,17018 0,14748 0,1 0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 0,50132 0,38532 
0,17018 0,14748 0,1 0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 0,50132 0,38532 0,37299 
0,14748 0,1 0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 0,50132 0,38532 0,37299 0,28688 
0,1 0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 0,50132 0,38532 0,37299 0,28688 0,27080 





        
0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 0,50132 0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 
0,52791 0,79207 0,71150 0,67610 0,51652 0,50132 0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 
0,79207 0,71150 0,67610 0,51652 0,50132 0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 
0,71150 0,67610 0,51652 0,50132 0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 
0,67610 0,51652 0,50132 0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 
0,51652 0,50132 0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 
0,50132 0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 
0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 
0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 
0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 
0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 
0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 
0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 
0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 0,9 
0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 0,9 0,88128 
0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 0,9 0,88128 0,69331 
0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 0,9 0,88128 0,69331 0,54420 
0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 0,9 0,88128 0,69331 0,54420 0,43705 
0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 0,9 0,88128 0,69331 0,54420 0,43705 0,49342 
0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 0,9 0,88128 0,69331 0,54420 0,43705 0,49342 0,39572 
0,42822 0,48334 0,51253 0,64725 0,75005 0,9 0,88128 0,69331 0,54420 0,43705 0,49342 0,39572 0,36638 
0,48334 0,51253 0,64725 0,75005 0,9 0,88128 0,69331 0,54420 0,43705 0,49342 0,39572 0,36638 0,38270 
0,51253 0,64725 0,75005 0,9 0,88128 0,69331 0,54420 0,43705 0,49342 0,39572 0,36638 0,38270 0,35260 
0,64725 0,75005 0,9 0,88128 0,69331 0,54420 0,43705 0,49342 0,39572 0,36638 0,38270 0,35260 0,42860 
0,75005 0,9 0,88128 0,69331 0,54420 0,43705 0,49342 0,39572 0,36638 0,38270 0,35260 0,42860 0,47905 
0,9 0,88128 0,69331 0,54420 0,43705 0,49342 0,39572 0,36638 0,38270 0,35260 0,42860 0,47905 0,61867 






        
LAMPIRAN E 
Pembagian Data 
Data Latih 90% 
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 Y 
0,33885 0,21933 0,15148 0,24570 0,24283 0,40109 0,55533 0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 
0,21933 0,15148 0,24570 0,24283 0,40109 0,55533 0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 
0,15148 0,24570 0,24283 0,40109 0,55533 0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 
0,24570 0,24283 0,40109 0,55533 0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 
0,24283 0,40109 0,55533 0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 
0,40109 0,55533 0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 
0,55533 0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 
0,65029 0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 
0,53927 0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 
0,52680 0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 
0,52228 0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 
0,40262 0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 
0,29652 0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 
0,22058 0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 
0,19216 0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 
0,33374 0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 
0,35341 0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 
0,41205 0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 
0,31764 0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 
0,48300 0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 
0,48068 0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 
0,48177 0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 
0,48217 0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 
 
        
0,35729 0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 
0,30618 0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 
0,20619 0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 
0,23364 0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 
0,19428 0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 
0,36946 0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 
0,37160 0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 
0,45091 0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 
0,68521 0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 
0,61019 0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 
0,45290 0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 
0,39179 0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 
0,32680 0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 
0,27222 0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 
0,26919 0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 
0,25938 0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 
0,33360 0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 
0,38533 0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 0,1 
0,38794 0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 0,1 0,11167 
0,56335 0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 0,1 0,11167 0,24695 
0,74832 0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 0,1 0,11167 0,24695 0,52791 
0,72117 0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 0,1 0,11167 0,24695 0,52791 0,79207 
0,50966 0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 0,1 0,11167 0,24695 0,52791 0,79207 0,71150 
0,36357 0,29691 0,29426 0,24770 0,17018 0,14748 0,1 0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 
0,29691 0,29426 0,24770 0,17018 0,14748 0,1 0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 
0,29426 0,24770 0,17018 0,14748 0,1 0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 0,50132 
0,24770 0,17018 0,14748 0,1 0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 0,50132 0,38532 
0,17018 0,14748 0,1 0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 0,50132 0,38532 0,37299 
0,14748 0,1 0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 0,50132 0,38532 0,37299 0,28688 
0,1 0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 0,50132 0,38532 0,37299 0,28688 0,27080 
0,11167 0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 0,50132 0,38532 0,37299 0,28688 0,27080 0,30589 
0,24695 0,52791 0,79207 0,71150 0,67610 0,51652 0,50132 0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 





        
0,79207 0,71150 0,67610 0,51652 0,50132 0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 
0,71150 0,67610 0,51652 0,50132 0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 
0,67610 0,51652 0,50132 0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 
0,51652 0,50132 0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 
0,50132 0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 
0,38532 0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 
0,37299 0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 
0,28688 0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 
0,27080 0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 
0,30589 0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 
0,45165 0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 
0,68918 0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 0,9 
0,69818 0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 0,9 0,88128 
0,58218 0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 0,9 0,88128 0,69331 
0,52610 0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 0,9 0,88128 0,69331 0,54420 
0,42233 0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 0,9 0,88128 0,69331 0,54420 0,43705 
0,44803 0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 0,9 0,88128 0,69331 0,54420 0,43705 0,49342 
 
Data Uji 10% 
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 Y 
0,41649 0,42822 0,48334 0,51253 0,64725 0,75005 0,9 0,88128 0,69331 0,54420 0,43705 0,49342 0,39572 
0,42822 0,48334 0,51253 0,64725 0,75005 0,9 0,88128 0,69331 0,54420 0,43705 0,49342 0,39572 0,36638 
0,48334 0,51253 0,64725 0,75005 0,9 0,88128 0,69331 0,54420 0,43705 0,49342 0,39572 0,36638 0,38270 
0,51253 0,64725 0,75005 0,9 0,88128 0,69331 0,54420 0,43705 0,49342 0,39572 0,36638 0,38270 0,35260 
0,64725 0,75005 0,9 0,88128 0,69331 0,54420 0,43705 0,49342 0,39572 0,36638 0,38270 0,35260 0,42860 
0,75005 0,9 0,88128 0,69331 0,54420 0,43705 0,49342 0,39572 0,36638 0,38270 0,35260 0,42860 0,47905 
0,9 0,88128 0,69331 0,54420 0,43705 0,49342 0,39572 0,36638 0,38270 0,35260 0,42860 0,47905 0,61867 
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