Abstract. In this paper, I examine the spatial correlation of wages and consumer purchasing power across U.S. counties to see whether regional product-market linkages contribute to spatial agglomeration. First, I estimate a simple market-potential function, which is a reduced form for several economic geography models. In this specification, proximity to consumer markets determines nominal wages in a given location. Second, I estimate an augmented market-potential function derived from the Krugman model of economic geography. Parameter estimates for this model reflect the importance of scale economies and transport costs, the stability of spatial agglomeration patterns, and how these features evolve over time. The estimation results suggest that demand linkages between regions are strong and growing over time, but limited in geographic scope. Counties which are greater than 1000 kilometers in distance appear to have zero direct impact on the demand for a given county's goods. Results for the augmented market-potential function are largely consistent with the Krugman model.
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Most of the United States produces very little, while very little of the United States produces quite a lot. In 1990, the 2,000 least economically-active U.S. counties, which had an average employment density of 4.0 workers per square kilometer, accounted for 75.8% of U.S. land area but only 11.7% of U.S. employment. In contrast, the 100 most economically-active U.S. counties, with an average employment density of 1,169 workers per square kilometer, accounted for 41.2% of U.S. employment but only 1.5% of U.S. land area.
In this paper, I examine changes in the spatial distribution of economic activity in the United States to see what they reveal about the strength of product-market linkages between regions. The starting point for the exercise is the idea that the level of economic activity in a location is conditioned by that location's access to markets for its goods. While this view may seem narrow, in that it ignores climate, coastal access, and other factors which surely influence city location, I attempt to show that market access provides a useful way to characterize the forces that contribute to the geographic concentration of economic activity.
There is a large theoretical literature on spatial agglomeration. In recent work, Krugman (1991) explains city formation through the interaction of transport costs and firm-level scale economies, building on earlier work by Henderson (1974) , Papageorgiou and Thisse (1985) , and Fujita (1988) .
1 In the Krugman model, and other work in the new economy geography, scale economies and transport costs create demand linkages within and between regions that contribute to agglomeration. Firms are drawn to cities by the possibility of serving large local markets from a few plants at low transport cost. Congestion costs in the form of higher urban wages and housing prices limit the degree of geographic concentration.
This idea is related to Harris' (1954) market-potential function, which states that the demand for goods produced in a location is the sum of purchasing power in other locations, weighted by transport costs. While the market-potential function has been used extensively in urban economics (e.g., Clark et al. 1969 , Dicken and Lloyd 1977 , Keeble et al. 1982 , most applications are based on ad hoc specifications and few studies attempt to estimate the model using actual data. Recent literature (Krugman 1992; Fujita and Krugman 1995; Fujita, Krugman, and Venables 1999) reinvigorates the market-potential concept by showing that market-potential functions can be derived from formal spatial models. In it modern incarnation, the market-potential function states that nominal wages are higher near dense concentrations of consumer and industrial demand.
To assess the importance of market access, I examine the spatial correlation of wages and consumer purchasing power across U.S. counties from 1970 to 1990. I first estimate Harris' market-potential function. In this specification, which resembles a spatial labor-demand function, nominal wages are increasing in consumer income in surrounding locations and decreasing in transport costs to these locations. The estimation results indicate how far demand linkages extend across space and how income shocks in one location affect other locations. I then estimate an augmented market-potential function, based on Krugman (1991) . This specification, which nests the simple market-potential function, interacts consumer purchasing power with other variables and gives structural interpretations to the regression coefficients. The structural parameters reflect the magnitude of scale economies and transport costs. Despite the influence of the Krugman model, and of the new economic geography more generally, it has been subjected to little empirical work.
the economic value of such amenities. Human capital accumulation by one individual may raise the productivity of her neighbors, making agglomerated regions attractive places to work (Lucas 1988, Black and Henderson 1998a) . Rauch (1993) , Glaeser and Mare (1994) , and Peri (1998) find that wages are higher in cities with higher average education levels. And technological spillovers may contribute to geographic concentration (Glaeser et al. 1992 , Jaffe, Trajtenberg, and Henderson 1993 , Henderson, Kuncoro, and Turner 1995 , Ciccone and Hall 1996 . 4 To see how these additional factors might influence the estimated impact of market potential, I compare results with and without controlling for local supplies of human capital and exogenous amenities. As this approach may not control for all factors behind geographic concentration, I address issues of interpretation in the text.
In the first section of the paper, I review theory and specify the empirical model. In the second section, I describe the data and discuss estimation issues. In the third section, I present the empirical results. In the fourth section, I offer concluding remarks.
I. Theory

A. The Krugman Model
Recent theoretical work on economic geography attributes spatial agglomeration to productmarket linkages between regions. This idea is related to Harris' (1954) market-potential function, which equates the potential demand for goods and services produced in a location with that location's proximity to consumer markets, or
where MP j is the market potential for location j, Y k is income in location k, and d jk is distance between j and k. Early work simply asserted the existence of equation (1). Recent theory derives a structural relationship similar to (1) from fully-specified general equilibrium spatial models. It is these relationships that I use as a basis for empirical estimation.
To motivate the empirical specification, I present the basic structure of the Krugman model. I refer to Helpman's (1998) extension of Krugman (1991) , which, while very similar to the original model, is more tractable for empirical application. 5 All consumers have identical Cobb-Douglas preferences over two bundles of goods, manufacturing goods and housing services,
µ is the share of expenditure on manufactures, C h is the quantity of housing services consumed, and where σ is the elasticity of substitution between any pair of varieties and n is the number of varieties. One can think of manufactures broadly as including all goods traded across space. There are increasing returns in the production of each individual variety of manufactured goods such that
where a and b are constants, L im is labor used in variety i, and x i is the quantity of i produced. In equilibrium each variety is produced by a single monopolistically-competitive firm and the price for each variety is a constant markup over marginal cost, which depends on the wage.
There are J regions and L laborers, where laborers are perfectly mobile between regions.
The stock of housing in region j is assumed to be fixed at H j . Ownership of the housing stock is assumed to be symmetric across individuals such that each laborer owns share 1/L of the housing stock in each of the J regions. 6 With iceberg transport costs in shipping goods between regions, the c.i.f. price of good i produced by region j and sold in region k is
where P ij is the f.o.b. price of good i produced in region j (i.e., the price of the good on the loading dock in region j), τ is the unit transportation cost, and d jk is the distance between j and k.
The solution to the model and its extensions are well known (see Helpman 1998 and Fujita, Krugman, and Venables 1999) . For certain parameter values, manufacturing activity concentrates in a small number of regions. Firms desire to be in a region with high manufacturing employment, as they can serve a large local consumer market at low transport cost without duplicating fixed production costs. The costs to firms of being in a manufacturing center are higher wages, as labor must be compensated for high housing costs associated with local congestion.
To develop the intuition behind the market-potential function, it is useful to derive the demand for traded goods produced in some region j. Let C ijk be the quantity of good i that region k purchases from region j. Given CES utility over traded goods and the symmetry of traded goods in 6 This assumption may be unrealistic, but is necessitated in the empirical analysis by the fact that detailed data on cross-regional ownership of the housing stock are very difficult to obtain. technology and preferences, total sales by region j to region k, are
where λ j is the share of all traded goods produced in region j and T k is the CES price index for traded goods available in region k. In (6), I apply the result that by symmetry all traded goods produced in one region will sell for the same price in some other region. Equation (6) says that sales by region j to k will be increasing in k's income, decreasing in the price of j's goods, and increasing in the price of traded goods produced by other regions. Using equation (5), applying the equilibrium condition that the price is a constant markup over marginal cost (i.e., wages), and then summing over all regions, I derive total sales of traded goods produced in region j,
Finally, note that under zero profits total manufacturing sales in region j equal wages paid to labor in j. The wage bill in j thus equals w j λ j µ (see note 7). I can then obtain what Krugman (1992) and Fujita, Krugman, and Venables (1999) refer to as a market-potential function,
Equation (8) can be thought of as a spatial labor-demand function -the demand for labor is higher the closer is a region to areas with high consumer demand. Wages in a location are increasing in the income of surrounding locations, decreasing in transport costs to these locations, and increasing the price of competing traded goods in these locations.
7 Equation (7) applies the normalization that b=(σ-1)/σ, in which case the f.o.b. price of a traded good equals the wage.
The choice of units for b is irrelevant for the empirical analysis, as it only affects the constant term in the regression.
Following similar logic, the price index for traded goods in region j can be written as
Equation (9) captures market equilibrium for traded goods. The price index for these goods is higher where a larger fraction of goods must be imported from distant locations.
Beyond equations (8) and (9), there are three additional equilibrium conditions (Krugman 1992 , Helpman 1998 . Equilibrium condition three is that real wages are equalized across regions,
where w j is the wage in region j and P j is the housing price in j. Equilibrium condition four is that regional income equals income derived from labor and housing,
And equilibrium condition five is that housing payments equal housing expenditure,
By its simplicity, the Krugman model ignores many features of production and consumption which may influence industry location. My strategy is to examine whether such simple models are informative about the spatial distribution of economic activity.
B. Model Specification
The specifications I estimate are all related to Harris' market-potential index in equation (1), Following Krugman, I also normalize the total population, L, to be one (which also affects the constant term only).
in which demand for a region's output depends on its proximity to sources of market demand.
Following the logic of new economic geography models, I make nominal wages the dependent variable in all specifications. In the first specification, I apply Harris' market-potential function directly by relating nominal wages in a location to income in other locations, weighted by distance:
where the dependent variable w j is the nominal wage in region j, α 0 , α 1 , and α 2 , are parameters to be estimated, and ε j is an error term discussed in the next section.
While equation (13) is not derived from an explicit model, its simplicity makes it a useful starting point for assessing the strength of demand linkages between regions. As with the gravity equation in international trade (Deardorff 1984) , a specification similar to (13) could be derived from many models with homothetic preferences and regionally specialized production. One interpretation of (13) is as a local labor demand function in an economy where labor is perfectly mobile across space. Wages in a location reflect the demand for goods produced in that location, where consumer demand is determined by transport costs and the spatial distribution of income.
The second specification I estimate is taken from the equilibrium conditions of the Krugman model, including the Krugman version of the market-potential function in (8). Given limited spatial data on prices for traded goods (T j ), I cannot simultaneously estimating all of the model's structural equations. My approach is to derive an estimating equation by combining (8), (10), and (12), which yields the following augmented market-potential function:
where θ is a function of fixed parameters and η j is an error term that is discussed below. The parameters to be estimated are σ, the elasticity of substitution between traded goods (which we expect to exceed unity); µ, the expenditure share on traded goods (which we expect to be between zero and one); and τ, the transportation cost of shipping one unit of a good a unit distance (which we expect to be positive, such that distance raises transport costs). Equation (14) embodies three equilibrium conditions: the market-potential function in (8), real-wage equalization across regions in (10), and regional housing market equilibrium in (12). 8 Equation (14) differs from equation (13) by the inclusion of the price index for traded goods in the summation expression, which enters multiplicatively and can be written as,
where B is a constant. The key difference, then, between (13) and (14) is that the latter controls for variation in prices of traded goods across locations while the former does not. Thus, the augmented market-potential function controls for the fact that demand for goods coming from surrounding locations depends not just on income in and transport costs to these locations but also on the prices of other traded goods available in these locations.
To interpret (14), note that for region j higher income in nearby regions raises demand for traded goods produced in j; and higher wages in nearby regions raise the relative price of traded goods produced in these regions, which increases their demand for goods produced in j. Higher production of traded goods in j raises the region's demand for labor and its nominal wages and housing prices. Larger housing stocks in nearby regions lower housing prices in these regions and so their demand for traded goods (as long as substitution effects dominate income effects).
This model is for an economy closed to foreign trade, which is unrealistic for the United States. Proximity to ports and airports clearly may influence the location of economic activity.
Introducing foreign trade, however, greatly complicates the model. Estimating the full world spatial general equilibrium is beyond the scope of this paper. Still, it is important to recognize the potential spatial impact of foreign trade. My approach is to introduce foreign demand for goods produced in a location, but not to model the source of this demand explicitly.
Suppose that foreign trade occurs through ports. Foreign demand influences the location of economic activity by making port regions relatively attractive places for firms to locate. I assume that shipments to foreign markets from each port are given, and that firms compete to fill this demand. Let E k be sales to foreign markets from location k. Equation (6) then becomes
It is then straightforward to show that equation (14) is modified to become
In a similar spirit, I also estimate a version of the simple market-potential function in equation (13), modified to incorporate exports by region,
Though I do not model the determination of exports explicitly in either (13') or (14'), in the estimation I do instrument for the market-potential function and so implicitly treat regional export shipments as a reduced-form function of variables that are exogenous to the model.
II. Data and Estimation Issues
A. Data Sources I take counties in the continental United States as the geographic unit of analysis. Much of the empirical literature on regional wages and employment uses data on cities, which selects information from spikes in the spatial distribution only, or U.S. states, which ignores intra-state variation in the distribution of production. By using county-level data, I am able to characterize the spatial distribution of wages and employment in more detail.
The data required are wages, employment, income, the housing stock, and exports. Countylevel data on annual labor compensation and annual employment are available from the Regional Economic Information System, which the U.S. Bureau of Economic Analysis (BEA) compiles using data from state unemployment-insurance records and other sources. The BEA tabulates both earnings and employment on a place of work basis. I use earnings and employment data for wage and salary workers. Data at higher levels of aggregation include the self-employed, whose earnings are sensitive to local business cycles and industry composition; data for individual industries are unavailable for many counties due to disclosure restrictions or zero production. I measure income by total personal income, which is total income received by households and non-corporate businesses. This is the best measure of aggregate consumer purchasing power available at the county level. I measure the housing stock as total housing units, from the U.S. Census of Population and Housing. I measure export shipments using data on total exports by U.S. Customs Districts from the U.S. Bureau of the Census. There are 43 customs districts in the United States that have non-trivial quantities of exports. These districts are each located near a major international port, international airport, or border crossing, and so approximate the points at which domestic firms have access to foreign markets. Data on exports disaggregated by U.S. county are unavailable. The time period for the analysis is the three most recent census years, 1970, 1980, and 1990 . Table 1 gives summary statistics on the variables.
B. The Spatial Distribution of Employment and Wages
In this section, I present data on wages and employment in U.S. counties. Wages are average annual earnings per worker for wage and salary workers. Employment is average annual employment of wage and salary workers per square kilometer. All variables are expressed relative to weighted averages for the continental United States. Employment densities in the most urbanized counties, which account for 5.4% of all counties, range from 6 times the U.S. average to 2,237 times the U.S. average (in New York county).
Surrounding major cities are regions with moderate employment densities, from 1.5 to 6 times the U.S. average. A large mass of counties have very low employment densities, from 0.02 to 0.6 times the U.S. average. These counties, which account for 67.3% of all counties, are mostly in farm and mountain states. That employment density declines as one moves away from large consumption masses is consistent with the idea that market access influences industry location. Figure 2 shows the log change in county employment relative to the log change in U.S. employment for . Since 1970, there has been a sizable shift in employment from the northeast and midwest to the southeast and west, as discussed in Blanchard and Katz (1992) .
Interestingly, employment change in both high and low-growth regions is far from uniform. For instance, east and south Texas have high relative growth, but west and north Texas show relative declines, and while most counties in plains states have low relative growth, the Twin Cities region has high relative growth. As employment relocates to the south and west, it appears to concentrate in certain pockets, leaving other areas untouched. 
C. Estimation Issues
There are several important estimation issues to address. The first relates to the geographic unit of analysis. Using more geographically disaggregated data is appealing, as this lowers measurement error and the extent to which the error terms in equations (13) and (14) influence the independent variables in the regressor functions, but too much geographic detail creates computational problems. The summation expressions in (13) and (14) are over all locations and the distance variable, d jk , is defined for each pair of locations. For the dependent variable, U.S.
counties are the unit of analysis. Specifying the independent variables in the summation terms in (13) and (14) at the county level would create summation expressions with over 3,000 terms for each observation and a pair-wise distance matrix with over 4.7 million distinct elements.
My approach is to balance geographic detail and computational complexity. For each county, I group surrounding counties within concentric distance bands and then aggregate the independent variables across the counties within each band. For distances of 0 to 1000 km., the bands have a width of 100 km. (0-100 km., 100-200 km., etc.); for distances of 1000-2000 km. the bands have a width of 200 km. (1000-1200 km., 1200-1400 km., etc.); and for distances above 2000 km. counties are treated as a single unit (for some counties the maximum distance to another county in the continental U.S. barely exceeds 2000 km.).
9 I calculate the set of 16 concentric-ring aggregates for all counties in the sample. In this aggregation scheme, each element k in the summation expression in (13') is aggregate income across counties within a given distance band times the distance function for that band. Distance to each aggregate is for the mid-point of the band (e.g., distance to the 100-200 km. band is 150 km.).
In a previous version of this paper (Hanson 1998) , I used an alternative scheme in which the independent variables that appear in the summation expressions were aggregated to the level of U.S. states. While results for the two aggregation schemes are quite similar, the concentric-ring scheme is preferable in that (a) it makes it easier to incorporate export data into the regression and to specify instruments, (b) it allows one to measure distance to each group of counties relatively accurately, (c) for a given distance band, it allows for substantial variation across counties in the level of economic activity, and (d) it makes it simple to exclude from the market-potential function county aggregates beyond a certain distance to see how this impacts the results.
The second estimation issue relates to the fact that my measure of wages is average annual compensation per worker. Higher wages in some counties may reflect variation in average worker characteristics across counties, rather than true variation in nominal wages. Additionally, other factors which influence spatial agglomeration, such as supplies of exogenous amenities (e.g., Roback 1982) or localized human-capital externalities (e.g., Rauch 1993), may also influence the spatial distribution of nominal wages. To deal with these issues, I include four sets of control variables in the estimation: the shares of the working age population in a county by gender, age, and educational attainment; and indicators of exogenous amenities available in the county.
10
Following previous literature (Roback 1982, Gyourko and Tracy 1991) , the measures of exogenous amenities I use are heating-degree days, cooling-degree days, average possible sunshine, average wind speed, average relative humidity, average precipitation, whether the county borders the sea coast, whether the county borders a great lake, and territorial water area in the county. The simple market-potential function in (13) then becomes,
where X j is the vector of control variables and β is a vector of regression coefficients. The modified version of equations (13'), (14), and (14') are analogous. Ignoring the summation term, this specification approximates a standard hedonic individual log earnings regression (Rosen 1974) , in which one first transforms the variables into means over all workers within each county.
11 By regressing average county wages on average county education, the specification captures the impact of both individual education and average county education on wages, which implicitly controls for human-capital externalities across workers within a county (Rauch 1993 
and the modified version of (14') becomes,
where t indexes the year and ∆ is the difference operator. I assume the errors ∆ε jt and ∆η jt are i.i.d. and uncorrelated with the regressors. Extensions to (13'), (13''), and (14') are analogous.
The fixed-effects estimator controls for time-invariant components of the error term, which may be responsible for why cities formed in particular locations in the first place (e.g., how the location of the Hudson River influenced the creation of New York City). This raises the question of what information about market potential is left in equations (15) and (16). The identifying assumption is that changes in market potential reflect long run changes in the location of economic activity in the United States and so are uncorrelated with time-and county-specific shocks. During the second half of the twentieth century there was an ongoing relocation of economic activity from the northeast and northern midwest to the southeast, southwest, and west, as evidenced in Figures 2 and 4 (Blanchard and Katz 1992) . To the extent these movements were triggered by shocks that occurred before my sample period -such as the construction of interstate highways, the availability of low-cost air conditioning, or rising preferences for outdoor recreation -changes in market potential across counties reflect secular trends and are uncorrelated with current disturbances.
Other factors, such as technological spillovers may also contribute to spatial agglomeration, but it is more difficult to control for these possibilities. The reason for this is that it is possible to replicate some of the results of the Krugman model by replacing scale economies at the firm level with scale economies at the industry or region level, as would arise from technological spillovers among adjacent firms (Helpman 1998) . The use of external economies to explain spatial agglomeration has a long history in urban economics (Fujita and Thisse 1996) . One restrictive feature of these models is that external economies are assumed rather than derived. Part of the appeal of the Krugman model is that pecuniary externalities arise endogenously from the interaction between transport costs and firm-level scale economies. While external economies associated with spillovers between firms could certainly contribute to spatial agglomeration, the absence of microfoundations for this explanation perhaps makes it less compelling.
The final estimation issue relates to what happens if my identifying assumption is wrong
and unobserved shocks to county wages are correlated with the regressor function. Such correlation may produce inconsistent coefficient estimates. Since the regressor functions include variables we tend to think of as endogenous, such as income and wages, concern about this issue is natural.
I address this problem in two ways. First, as a check on whether simultaneity bias poses a serious problem, I report estimation results for two samples of U.S. counties: all counties and counties with less than 0.05% of the U.S. population. Shocks to high-population counties, such as those in major cities, may influence economic activity in other regions, while shocks to lowpopulation counties are less likely to do so. If coefficient estimates are similar for the two samples of counties, then it would appear that the endogeneity of the independent variables does not have dire consequences for the estimation results. Second, I use a nonlinear instrumental variables estimator based on Amemiya (1974) , in which I instrument for the regressor function using historical data on county population levels, where these levels are lagged by ten years or more. In the estimation of equation (15) for the time period 1970-1980, the instruments I use are own-county population in 1930, 1940, 1950, and 1960 and the population in surrounding counties (aggregated by concentric distance bands) for the same years. Instruments for the later time period are defined analogously. Lagged population levels capture historical county growth rates. If county growth reflects secular trends associated with long-run shifts in regional economic activity, then past growth rates for counties and their neighbors will help predict future growth in market potential.
To conclude this section, I summarize the estimation strategy in terms of implicit alternative models.
Step one is to estimate the simple market-potential function based on (15). The implicit alternative model is that spatial wage differences are due to exogenous amenities and human-capital 
III. Estimation Results
This section shows estimation results for simple and augmented market-potential functions.
The sample is 3,075 counties in the continental United States. The dependent variable in all specifications is the log change in average annual earnings for wage and salary workers. The independent variables are aggregates or averages across counties within concentric distance bands whose center is the county on which the observation is taken. All specifications are in timedifferenced form for either 1970-1980 or 1980-1990 . The base specification for the simple marketpotential function is equation (15). The variables in the regressor function are total personal income and distance. The coefficients to be estimated are α 1 , the coefficient on the market-potential index, and α 2 , the coefficient on distance. The base specification for the augmented market-potential function derived from Krugman (1991) is equation (16) 
The variables in the regressor function are personal income (Y k ), distance (d jk ), the housing stock (H k ), and average annual earnings for wage and salary workers (w k ). The additional coefficients to be estimated are the exponents on income (α 3 ), wages (α 4 ), and housing stocks (α 5 ).
13 For both versions of the market-potential function, I consider the following modifications: (i) restricting the sample to low-population counties, (ii) adding controls for human capital and exogenous amenities in the form of linear regressors, (iii) adding exports to the regressor function (as in (13') and (14')), and (iv) restricting the regressor function to contain values from nearby counties only. I perform the estimation using either nonlinear least squares or nonlinear instrumental variables. Table 2 shows coefficient estimates for the simple market-potential function in equation (15). Consider first the nonlinear least squares estimates in part (a), and, in particular, the first two columns. The coefficient α 1 is the effect of the market-potential index on wages in a given county.
A. The Simple Market-Potential Function
Consistent with the market-access hypothesis, the coefficient is positive and precisely estimated in both periods. Higher consumer demand, which is a function of income in surrounding locations and transport costs to these locations, appears to raise nominal wages in a given county. The coefficient α 2 is the effect of distance from consumer markets on wages in given county. Also consistent with the market-access hypothesis, the coefficient is negative, and precisely estimated, in both periods. Greater distance to consumer markets reduces nominal wages in a location. The effects of market potential and distance rise over time, as both coefficients are larger in absolute value for 1980-90 than for 1970-1980. I discuss interpretations of this finding below.
The remainder of Table 2 examines the sensitivity of the coefficient estimates to alternative specifications and restrictions on the sample of counties. In columns (3) and (4) of Table 2a, I check the sensitivity of the results to the presence of high-population counties in the sample by excluding all counties with greater than 0.05% of the U.S. population. In either time period, this omits 370 counties. Coefficient estimates in columns (3) and (4) are very similar to those in columns (1) and (2), which suggests that the exclusion of high-population counties, for which it seems most likely that the disturbance term will be correlated with the regressor function, does not influence the results. Unreported results excluding counties with population shares greater than 0.025% or 0.01% are similar to those in Table 2. market-potential function and the Krugman model, I do not report the results for the unconstrained model.
In columns (5) and (6) of Table 2a , I add to the regression for 1980-1990 controls for variation in human capital and exogenous amenities across counties. Coefficient estimates for these variables from the regression in column (5) are reported in the appendix. Comparing column (5) with column (3) (or column (6) with (4)), we see that while the coefficient on distance is unchanged by the addition of the control variables, the coefficient on the market-potential index falls in magnitude. This suggests that market potential is positively correlated with variables that are associated with higher average county wages, such as average education and experience. In other words, workers with higher observed levels of skill appear to be attracted to locations where consumer demand is strong. This may help explain Rauch's (1993) finding that wages are higher in metropolitan areas where average education levels are higher and Ciccone and Hall's (1996) finding that regional labor productivity is higher where the density of employment is higher.
In part (b) of Table 2 I report nonlinear instrumental variables estimates for the regressions in part (a). For the period 1970-1980, the instruments are log own-county population in 1930, 1940, 1950, and 1960 , and log population in surrounding counties grouped by concentric distance bands for the same years. For the period 1980-1990, the instruments are same, advanced by ten years. 14 The coefficient estimates are very similar to those in part (a). Controlling for the endogeneity of the regressor function does not affect the results, which suggests that simultaneity bias is not a severe estimation problem.
The nonlinearity of equation (15) makes the magnitudes of the coefficient estimates difficult to interpret. For all specifications, α 1 and α 2 rise in absolute value over time, which suggests that the effects of both consumer purchasing power in other locations and distance to other locations have become more important. To help interpret the results, I perform the following experiment: I reduce personal income in Illinois by 10% and then examine the predicted changes in wages across space implied by the coefficient estimates. Illinois is an appealing case due to its large size and central location. Shocks to other states produce similar results. To operationalize the income shock, I assume it occurs in a single location south of Chicago in the economic center of the state.
Given that I explore the direct effects of a shock only, the exercise is partial equilibrium in nature.
While the reduced-form nature of (15) prevents me from examining feedback effects between wages and income, the exercise is still useful for interpreting the coefficient estimates. Figure 5 shows the predicted effects of a 10% income decline in the state of Illinois on the earnings of wage and salary workers in U.S. counties using coefficient estimates for [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] [1980] (column (1), Table 2a ) and values for the independent variables from 1990. Figure 6 repeats the exercise using coefficient estimates for 1980-1990 (column (2), Table   2a ). Wages in Cook County fall by 3.61%, wages in St. Louis fall by 0.77%, and wages in Wichita fall by 0.01%. In the later time period, the local magnitude of the shock, captured by Cook County, is larger but the spatial extent of the shock, captured by Wichita, is smaller. The strength of local demand linkages rises over time, but the spatial extent of these linkages does not.
My results on demand linkages between regions are roughly consistent with other work on the attenuation of agglomeration effects across space. Adams and Jaffe (1996) examine the correlation between a firm's R&D and productivity levels in the firm's outlying plants. While firm R&D is positively correlated with plant total factor productivity, this effect is much stronger for plants that are closer to the firm's R&D facilities. For plants beyond 100 miles of R&D labs, the effect of R&D on productivity is only 10-30% as strong. 15 In other related work, Black and Henderson (1998b) and Ioannides and Overman (1999) both find a positive correlation between city population growth and (the distance weighted sum of) population in surrounding areas. km. from the county on which an observation is taken. Since I aggregate counties within concentric distance bands, this means that for each county the summation expression now contains 10 terms (one each for the 100 km. distance bands between 0 and 1000 km.). The first three columns in Table 3 report the results. Comparing these coefficient estimates to their counterparts in columns
(1), (2), and (5), it is clear that dropping distant counties has very little impact on the coefficients.
Market potential appears to be determined largely by conditions in nearby regions. In unreported results, I experimented with excluding counties beyond 600 or 800 km. from the market-potential function. Consistent with Figures 5 and 6 , estimation results are affected only when we begin to 15 See also Jaffe, Trajtenberg, and Henderson (1993) .
exclude counties within 800-900 km. of a given county. Table 3 include exports in the market-potential function, following the specification in equation (13'). The estimated coefficient on exports is negative but small and very imprecisely estimated in all specifications. It appears that export shipments from ports, airports, and border crossings add little information to the market-potential function. We should not take this result to mean that exports are irrelevant for the location of economic activity. A more reasonable interpretation is that export possibilities in a given county are already incorporated into county aggregate income levels. Export possibilities in Los Angeles, for instance, will be reflected in income earned by export manufacturers, wholesalers, shippers, and other local agents involved in foreign trade. It will also be reflected in higher levels of economic activity in surrounding counties, which benefit from access to the port of Los Angeles. In this case, local consumer purchasing power may serve as a reduced-form for domestic and foreign market demand in a given location, making it difficult to identify separately the effects of export demand.
Columns (3)-(6) in
In unreported results, I perform additional checks on the robustness of the findings. First, I
estimate the simple market-potential function separately for eight geographic regions. This controls for western states, whose large land areas and low population densities may create differing regional demand linkages. Second, I estimate equation (17) Table 4 reports nonlinear least squares estimation results for the augmented marketpotential function in equation (16'). The dependent variable remains the log change in earnings of wage and salary workers. In contrast to the simple market-potential function, this specification adds the housing stock and wages to the regressor function and allows the exponent on personal income to differ from unity. I report both the reduced-form regression coefficient estimates and the values of the structural parameters implied by these estimates (see note 13).
B. The Augmented Market-Potential Function
Consider first the coefficient estimates in columns (1) and (2). It is again the case that the coefficient on the market-potential index, α 1 , is positive and precisely estimated and that the coefficient on distance, α 2 , is negative and precisely estimated. In comparing these coefficient estimates to those for the simple market-potential function in columns (1) and (2) of Table 2 , we see that in Table 4 the effect of market potential is smaller and the effect of distance is larger. This may reflect the presence of additional variables in the market-potential function. For any given value of income and distance, the augmented market-potential function is larger in value. Smaller values of α 1 and α 2 in Table 4 produce an augmented market-potential function whose magnitude is closer to that of the simple market-potential function based on the parameters in Table 2 .
The additional variables in the augmented market-potential function, the housing stock and wages, enter with positive exponents, and the exponent on total personal income is positive but housing stocks I estimate may be picking up an income effect: higher housing stocks may mean lower housing prices and higher real incomes, which then raises demand for traded goods.
Columns (3) and (4) of Table 4 report estimation results for low-population counties, which, as in Tables 2 and 3 , are very similar to those for the full sample. This is further indication that simultaneity bias does not pose serious estimation problems. Columns (5) and (6) report results including controls for human capital and exogenous amenities. These results are similar to those without controls, though distance effects appear to be smaller in absolute value. An appendix reports coefficient estimates on these variables for the regression in column (5).
I turn next to the structural parameters implied by the reduced-form coefficient estimates, which can be derived by comparing equations (16) and (16') (see note 13). Consistent with theory, estimates of σ, the elasticity of substitution, are greater than 1, and range in value between 4.9 and 7.6. This is roughly in line with other estimates of the elasticity of substitution based on gravitytype models of international trade. Recent estimates of σ in the empirical literature are concentrated between 4.0 and 9.0 (e.g., Feenstra 1994 , Baier and Bergstrand 1999 , Hummels 1999 , Lai 1999 , Head and Ries 2000 . It is striking that the estimates of the elasticity of substitution based on the spatial correlation of wages and consumer purchasing power are similar to those obtained from international trade data. The lower is the value of σ, the lower in absolute value is the own-price elasticity of demand for any individual good and the more imperfectly competitive is the market for that good. The results suggest that markets for traded goods are imperfectly competitive. By profit-maximization, σ/(σ -1) equals the ratio of price to marginal cost. The implied price-cost margins range from 1.15 to 1.25 and are precisely estimated in all cases. In equilibrium, price equals average cost, in which case a value of σ/(σ -1) greater than one indicates production of traded goods is subject to scale economies.
Also consistent with the theory, the estimates of µ, the expenditure share on traded goods, Somerville (1996) finds that the share of land costs in the price of new residential housing in U.S. cities ranges from 0.21 to 0.35. Given these figures, a value of 0.1 for the share of total expenditure on the land component of housing may be reasonable.
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Estimated values for τ, unit transport costs, suggest, counterintuitively, that transportation costs have risen slightly over time. This is consistent with the finding that the reduced-form coefficient on distance has risen in absolute value over time. Again, it is difficult to evaluate the net effect of this change from the distance parameter alone, as other parameters also change over time.
Below, I turn to simulations to interpret the magnitudes of the coefficient estimates. In section IV, I
discuss interpretations of rising distance effects.
In the Helpman (1998) version of the Krugman model, if σ(1-µ)<1, then the higher is τ, the more geographically concentrated will be production. In this case, scale economies are strong and/or the housing share is low. Stronger scale economies allow firms in agglomerated regions to compensate workers for high housing costs; a low housing share means that workers are not that adverse to being in a region with high housing prices. Both forces encourage spatial agglomeration.
Alternatively, if σ(1-µ)>1, then a region's share of employment depends only on its share of the housing stock and is invariant to transport costs. In all specifications, σ(1-µ) is below one. For the U.S. economy, it appears that spatial agglomeration is increasing in transport costs.
To see what the parameter values imply about the nature of demand linkages between regions, I perform simulation exercises similar to those in the last section. I reduce income in the state of Illinois by 10% and examine the predicted effects on wages in surrounding counties. 16 The expenditure on traded goods may seem less reasonable when we consider non-traded goods besides housing.
Again, the exercise is again strictly partial equilibrium in nature, as I do not take the indirect effects of the income shock into account. Without county-level data on the prices of traded goods, I am unable to perform general-equilibrium simulations. Figure 7 shows the effects of the income shock in Illinois using coefficient estimates for 1970-1980 (column (1), Table 4 ) and values for the independent variables from 1990. Wages in
Cook County, at a distance of 74 km. from the economic center of Illinois, fall by 0.43%, wages in St. Louis, at a distance of 345 km., fall by 0.27%, and wages in Wichita, at a distance of 885 km., are unchanged. To compare these results to those for the later time period, Figure 8 repeats the exercise using coefficient estimates for 1980-1990 (column (2) , Table 4 ). In this case, wages in
Chicago fall by 1.16%, wages in St. Louis fall by 0.32%, and wages in Wichita are unaffected.
Similar to simulations for the simple market-potential function, the impact of the income shock rises substantially between the two time periods, but in contrast to those results the geographic scope of the shock is little changed over time.
The results in Figures 5 and 6 are qualitatively similar. The coefficient estimates from the simple market-potential function, however, produce larger changes in regional wages than do coefficient estimates from the Krugman model. One explanation is that the simple market-potential function is a reduced form of the Krugman model. The coefficient on income in equation (15) embodies the direct effect of the variable on wages in a given county plus its indirect effect through other regional variables. Simulation exercises based on the Krugman model ignore such indirect effects, since wages and the housing stock are held constant.
In Table 5 , I check the sensitivity of the results to alternative specifications of the model.
Results are for the full sample of counties; results for low-population counties are very similar. The first three columns exclude from the market-potential function counties in concentric distance bands beyond 1000 km. As in Table 3 , this has little impact on the coefficient estimates. The second three columns of Table 5 include exports in the regressor function, following the specification in (14'). 17 Similar to Table 3 , exports enter negatively with the coefficient being small and imprecisely estimated in two of the three cases.
In Table 6 , I re-estimate the regressions in columns (1), (2), and (4) of Table 4 by nonlinear instrumental variables. As in Tables 2 and 3 , the instruments are lagged values of log own-county population and log population in surrounding counties grouped by concentric distance bands. For the period 1970-1980, the instrumental-variables estimates of both the reduced-form regression coefficients and the structural parameters are similar to those in Table 4 . For the period 1980-1990, the coefficients are also similar, with one exception. The coefficient on distance is much larger in absolute value in Table 6 than in Table 4 . The estimated distance effects imply that only neighboring counties influence market potential, and so may be too large to be credible.
In unreported results, I perform additional checks on the sensitivity of the regression results.
These included estimating the augmented market-potential function for each region separately, using a more flexible distance function (as described in III.B), varying the set of instruments, and aggregating counties in the regressor function by state rather than by concentric distance bands.
Results for these regressions are similar to those reported in Tables 4-6. I also have estimated an augmented market-potential function based on a strict version of Krugman (1991) . In this model, each region has an immobile agricultural labor force but no housing sector. This specification produces estimates of σ and τ which are similar to those in Tables 4-6, but estimates of µ which are implausibly large (between 1.5 and 2.0, when the theoretical upper bound is one). This suggests that Helpman's (1998) extension of Krugman (1991) adds to the realism of the model.
IV. Discussion
In this paper, I use data on U.S. counties to estimate nonlinear models of spatial economic relationships. Recent theoretical work attributes the geographic concentration of economic activity to product-market linkages between regions that result from scale economies and transport costs.
My findings are broadly consistent with this hypothesis.
One contribution of the paper is estimation of a market-potential function based on Harris potential function is a better fit for the data than the simple market-potential function. The results suggest that there are small but significant scale economies in the production of traded goods and that the extent of spatial agglomeration in the economy is increasing in transport costs. One source of doubt about interpreting the augmented market-potential function in terms of the Krugman model is that the estimated expenditure share for traded goods appears to be too large, due in part to the fact the estimated coefficient on housing stocks is positive, rather than negative.
The core result of the paper, that wage growth in a location is positively correlated with changes in an index of economic activity in surrounding locations, may not seem that surprising.
Other economic models might also predict a similar relationship. What is useful about the results in this paper is that they help identify the nature of the spatial linkages that contribute to geographic concentration. Most other research on agglomeration ignores such spatial interactions entirely. One puzzling feature of the results is that the estimated effects of distance rise over time.
This is unexpected in an economy where communications and transport costs appear to be falling.
These changes in relative costs have prompted many observers to claim that the importance of distance is declining. Cairncross (1997) goes so far as to say that digital communications will replace the need for face-to-face interaction, rendering cities obsolete. I find that, on the contrary, distance matters for explaining economic interactions between regions. To interpret this result, it is useful to recall that the Krugman model assumes all traded goods have identical transport-cost, technology, and preference parameters. In fact, during the time period I examine, 1970-1990, U.S.
production shifts from low-transport-cost manufactures to high-transport-cost services. Such shifts in industry composition may show up in the estimation as a rise in average transport costs. In other words, the transport costs I estimate may be capturing an overall rise in the transport-intensity of production in the economy. The economic importance of distance clearly merits greater attention. 1970-80 1980-90 1970-80 1980-90 1980-90 1980-90 (1) (2) (3) (4) (5) 1970-80 1980-90 1980-90 1970-80 1980-90 1980- The sample is all counties in the continental United States. The regressions in columns (1)-(3) exclude from the market-potential function in equation (15) all counties beyond 1000 km. from the county on which an observation is taken. The regressions in columns (4)-(6) add exports to the specification in equation (15), following equation (13'). See notes to Table 2 for other estimation details. The estimating equation for the augmented market-potential function is (16'). Heteroskedasticity-consistent standard errors are in parentheses. Parameters are estimated by nonlinear least squares. Columns (5) and (6) include additional wage controls in the estimation (see notes to Table 2 ). The Appendix reports coefficient estimates on these controls for the regression in column (5). The reported structural parameters, which are derived from the reported reduced-form parameters following equations (16) and (16') (see note 13), are: σ = the elasticity of substitution between any pair of traded goods. µ = the share of expenditure on traded goods. τ = transportation costs. σ/(σ-1) = ratio of price to marginal cost.
σ(1-µ) = stability condition for the spatial distribution of economic activity. 1970-80 1980-90 1980-90 1970-80 1980-90 1980-90 (1) (2) (3) (4) (5) The sample is all counties in the continental United States. The regressions in columns (1)-(3) exclude from the augmented market-potential function in equation (16') all counties beyond 1000 km. from the county on which an observation is taken. The regressions in columns (4)-(6) add exports to the specification in equation (16'), following equation (14'). See notes to Table 4 for other estimation details. The sample is all counties in the continental United States. The estimating equation for the augmented market-potential function is equation (16'). Heteroskedasticity-consistent standard errors are in parentheses. Parameters are estimated by nonlinear instrumental variables (see text for description of the instruments). Column (3) includes additional wage controls in the estimation (see notes to Table 2 and Appendix). See notes to Table 4 for additional details on the estimation.
Appendix: Estimation Results for Wage Controls
This table reports coefficient estimates on additional wage controls included in the regressions reported in Table 2a , column (5) and Table 4 , column (5). These same wage controls are also included in the regressions reported in column (6) in Table 2a , columns (5) and (6) in Table 2b , columns (3) and (6) in Table 3 , columns (5) and (6) in Table 4 , columns (3) and (6) in Table 5 , and column (3) in Table 6 . I do not report results on the wage controls for these additional regressions, but they are very similar to those shown below.
In each regression, the wage controls enter linearly. The wage controls include four sets of regressors: the 1980-1990 change in the share of the county population 16-64 years old by age category (20-24, 25-34, 35-44, 45-54, and 55-64) ; the 1980-1990 change in the share of the county population 25 years and older by years of schooling attained (9-11, 12, 13-15, 16 plus); average climate measures for the airport that is nearest to the county (average percent possible sunshine, average wind speed, average annual heating degree days, average annual cooling degree days, average humidity, average annual precipitation, and inland water area); and dummy variables for whether the county borders the sea coast or borders a one of the Great Lakes. 
