Abstract-We give a closed-form expression for the average number of n-dimensional quadtree nodes ("pieces" or "blocks") required by an n-dimensional hyperrectangle aligned with the axes. Our formula includes as special cases the formulae of previous efforts for two-dimensional spaces [8] . It also agrees with theoretical and empirical results that the number of blocks depends on the hypersurface of the hyperrectangle and not on its hypervolume. The practical use of the derived formula is that it allows the estimation of the space requirements of the n-dimensional quadtree decomposition. Quadtrees are used extensively in twodimensional spaces (geographic information systems and spatial databases in general), as well in higher dimensionality spaces (as oct-trees for three-dimensional spaces, e.g., in graphics, robotics, and three-dimensional medical images [2]). Our formula permits the estimation of the space requirements for data hyperrectangles when stored in an index structure like a (n-dimensional) quadtree, as well as the estimation of the search time for query hyperrectangles, for the so-called linear quadtrees [17] . A theoretical contribution of the paper is the observation that the number of blocks is a piece-wise linear function of the sides of the hyperrectangle.
INTRODUCTION
IERARCHICAL decomposition of space plays an important role in every application that involves geometric data. The idea is that the space is decomposed recursively into smaller and smaller pieces, until the content of each such piece is homogeneous. The problem solved in this paper is the analytical estimation of the number of pieces that an n-dimensional rectangle (hyperrectangular region) is decomposed into.
Consider a two-dimensional image represented as a 2 For a two-dimensional object, the result of such a decomposition is termed as a region quadtree. Such a hierarchical decomposition approach has been used in several areas, including:
• In graphics and robotics (three-dimensional space) [3] .
• In geographic information systems and spatial databases. The TIGER project at the U.S. Bureau of Census uses a linear quadtree representation to store all the points of interest in the map of U.S.A. [22] . A similar approach has also been used by Shaffer in the QUILT system for geographic and spatial databases [21] , as well as by Orenstein in the extensible data base management system PROBE [18] .
• In traditional databases, where records with n attributes correspond to points in an n-dimensional space. Many methods have been suggested to store such a collection of data, utilizing the hierarchical decomposition approach (e.g., k-d trees [4] , quadtrees and their variations [11] ).
• In spatiotemporal and scientific databases, where time introduces one more axis [16] .
• In image databases, e.g., [2] , where three-dimensional brain scans have to be stored. Regions in these brain scans can be encoded using oct-trees, to save space and to achieve faster response on range queries.
• In Grand-Challenge databases [5] (e.g., with meteorological, environmental, sensor data, etc.). In general, these databases contain large multidimensional arrays, (e.g., tuples of the form (x, y, z, t, temperature)), which can be stored in some multiresolution, hierarchical fashion, clustering related (i.e., nearby) points together.
• Whenever a transformation is used (e.g., a twodimensional rectangle corresponds to a fourdimensional point [9] , [12] ; a polyhedron is mapped to a high-dimensionality point [15] ).
We focus on rectilinear hyperrectangles, that is, n-d rectangles with sides aligned with the axis. The problem we examine here is the following:
Find the number of blocks that it will span on the average. Previous attempts have been restricted to two-dimensional rectangles: Dyer in [6] presented an analysis for the best, worst and average case of a square of size 2 n ´ 2 n , giving an approximate formula for the average case. Shaffer in [20] gives a closed formula for the exact number of blocks that such a square requires when anchored at a given position (x, y); he also gives the formula for the average number of blocks for such squares (averaged over all the possible positions). In a previous paper [8] , we generalized some of these formulae for arbitrary (two-dimensional) rectangles. Analysis of the closely related Peano and Hilbert space filling curves for two-dimensional spaces was presented in [14] and [19] .
In this paper, we generalize the formulae for n-dimensional rectangles. The derived formulae are useful whenever a hierarchical decomposition is used for higherdimensionality spaces, either for data hyperrectangles, or for query hyperrectangles. In all these cases, the number of pieces that a hyperrectangle decomposes into clearly affects the space overhead and the search time. Therefore, it is essential for query optimization in spatial/temporal databases [1] .
The proposed methodology is as follows:
1) Find the formulae when the sides of the hyperrectangles are of the form 2 1 m i -, for every dimension i = 1, 2, ..., n. Let's call these hyperrectangles magic. One important observation is the fact that the solution for magic rectangles is simple. 2) Prove that the formula for a nonmagic hyperrectangle can be derived by a linear interpolation from the surrounding magic hyperrectangles.
The paper is organized as follows. Section 2 gives some preliminary definitions and examples. Section 3 gives the solution (closed-form formulae) for the magic hyperrectangles. Section 4 establishes a theorem that the solution for nonmagic hyperrectangles can be derived by using linear interpolation. Section 5 gives closed formulae for the average number of blocks in the case of two-dimensional rectangles and three-dimensional parallelepipeds. Section 6 makes some observations and suggests future research directions.
PRELIMINARIES
A hyperrectangle is represented as ( , , , , , , x s x s x n 1 1 2 2 s n )where x i (i = 1, ..., n) is the ith coordinate of the anchor (i.e., the corner with the smallest coordinate values or the 'lower left' corner; this is the corner closest to the origin, since all the coordinates are nonnegative) and s i is the size of the hyperrectangle on the ith dimension. Table 1 shows the symbols and their definitions. 
where K = 2 k is the granularity. Intuitively, we let the hyperrectangle go to each and every possible position, and we average the number of blocks that the hyperrectangle decomposes into, at each position. Notice that:
• K should be large enough so that the K ´ K ... ´ K hypercube completely encloses the hyperrectangle under examination. In other words: s i £ K for i = 1, ..., n.
• The hyperrectangle wraps around the edges. This assumption has been used in all the previous analyses of quadtrees [6] , [8] . Clearly, the same principle can be used if the hyperrectangle ends at an odd point. Fig. 2 illustrates the slicing principle for a two-dimensional space.
OBSERVATION 2 (Unit). If any one dimension of a hyperrectangle is of unit size, then it can be covered only with unit size blocks. Thus, the number of blocks required to cover it is equal to its volume and is obtained as the product of the sides, independent of position. That is:
, , , ,
The blocks will either start or end at an odd coordinate; thus, as in Observation 1, they cannot be combined to form larger blocks.
OBSERVATION 3 (Shrinking). If a hyperrectangle starts and ends at even numbers in all dimensions, then we can make the granularity coarser, maintaining the same number of blocks: The above observations, for n = 2 dimensional address space, have been used in [21] and [8] .
SOLUTION FOR MAGIC HYPERRECTANGLES DEFINITION 2. A rectangle is called magic iff each side s i is of the form 2 1
m i -. 
LEMMA 1 (Magic hyperrectangles). If a rectangle is magic, then the number of blocks it decomposes to is independent
, , ,
P ROOF. Without loss of generality, let s 1 be the smallest side of the hyperrectangle. For every dimension i, we can apply the Slicing Observation exactly once, because every side s i is odd. After that, all the sides are even, and the anchor points are even as well. So we can apply the Shrinking Observation; the resulting rectangle will still be magic: for every dimension i, after slicing and shrinking we will have a side of size:
. Applying this step inductively, and using the Unit Observation as the base case, we have the required lemma.
COROLLARY 1. For magic hyperrectangles, we have:
= "
Based on this corollary, we can quickly derive formulae for magic rectangles, bypassing (1).
Solution for Magic Hypercubes
Consider first a magic hyperrectangle with all its sides the same size, that is, a hypercube. Let this size be 2 m -1. 
LEMMA 2. For a magic hypercube the number of blocks is:
where the first two terms give the number of blocks contained in the slices, and the last term calculates the number of internal blocks. Solving this recursive relation (2) we have: 
which completes the proof.
We can examine some interesting cases:
• For n @ 1, the factor vanishes to one, and the average number of blocks is approximately S/2. • For 2d space, which is of much interest, the factor is 2; thus the average number of blocks is approximately the perimeter of the rectangle. More accurately, we obtain, from (3)
This agrees with the result of Hunter and Steiglitz [13] , stating that the number of quadtree nodes for a polygon is proportional to its perimeter.
• Similarly, for n = 3, the factor is 4/3; working out the 
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That is, for a magic cube, the average number of blocks is <2/3 of its surface.
Extension to Any Magic Hyperrectangle
For a magic hyperrectangle, without loss of generality, let Again, we try to find an approximation for large m. 
P ROOF. By using a reasoning similar to that of the case of square rectangles and by using the following expression for the hypersurface: The tth term of (5) can be approximated using only the first two terms of the expansion of each product. Thus: Adding all the above terms from t = 1 to t = m completes the proof.
PROOF OF LINEARITY
In the previous section, we solved the problem for magic hyperrectangles. Here, we show how to solve the problem for arbitrary rectangles using linear interpolation. Since the value of x 1 is arbitrary, independent of the specific value of s 1 we have that x 1 + s 1 is divisible by two with probability 1/2, by four with probability 1/4, and so on. Therefore, the number of additional blocks required is C 1 with probability 1/2, C 2 with probability 1/2 2 , and so C j with probability 1/2 j , until C m with probability 1/2 m and C m+1 with probability 1/2 m . Thus, all cases are taken in consideration and their respective probabilities sum to unity. Note, also, that divisibility by higher powers of 2 does not alter the constant, and hence we can sum all these terms into a single term. Call this summation C:
Exactly the same summation C is obtained if s 1 is now increased to s 1 + 1. Thus, the theorem is established. PROOF. Consider each dimension in turn and increase the size from m i to M i in steps of 1. Each step increases the average number of blocks by the same amount, on account of Theorem 1. While Theorem 1 was established for the first dimension, by arguments of symmetry it holds for all other dimensions as well. Therefore, the increase from m i to s i is a linear interpolation of the increase from m i to M i . The order in which the dimensions are considered is immaterial. Table 2 shows the values for b 2 7 for the twodimensional case, with boldface numbers for the magic rectangles. Notice that the rest of the numbers can be derived by linear interpolation among the four magic rectangles nearest to the point of interest (e.g., for the b 2 7(5, 2), the corresponding magic rectangles are (3, 1), (3, 3), (7, 1), (7, 3) ). In the next section, we illustrate Theorem 2, deriving the formulae for b 2 7 for two-dimensional and threedimensional spaces. We also give some examples of how to do the interpolation.
INTERESTING SPECIAL CASES: TWO-AND THREE-DIMENSIONAL RECTANGLES
In this section, we illustrate the steps of the lemmas and theorems of the previous section by deriving closed-form exact formulae for the average number of blocks a twodimensional and a three-dimensional rectangle. Following the steps of the previous section, we first calculate the number of blocks for any magic rectangular object, and then we give exact formulae for any (nonmagic) rectangular object.
Two-Dimensional Rectangles
This case has been analyzed in [8] . Here, we show how those results can be derived as special cases of the Theorems and Lemmas of the previous section. 
It is sufficient to prove that the right hand parts of relations (9) and (10) It is sufficient to prove that the left-hand part of the above equation is: After some simple algebra, we derive that the above lemma holds. Table 2 gives the average number of blocks a rectangle is decomposed into, when its sides s 1 and s 2 are smaller than nine. The entries were calculated by exhaustive enumeration, using the definition of (1). Entries corresponding to magic rectangles are in boldface. The remaining entries can be derived by a linear interpolation among the appropriate magic rectangles. Next, we illustrate how the linear interpolation is done: Table 2 ).
Again, s 1 = 7 is a magic number; the s 2 number is surrounded by the magic numbers 3 and 7. Thus, we need to interpolate only on the second axis:
7 3 7 4 7 3 7 7 4 3 7 3 Table 2 ). The enclosing magic numbers for both axis are "3" and "7. PROOF. See Appendix A.
It is evident that in a two-dimensional space the constant C of Theorem 1 is given by:
We can rewrite this expression as:
max max (11) from which we can see that this constant C is independent of x 1 , s 1 . We use the symbol C(s i ) to emphasize the dependency on s i : Thus: 
Three-Dimensional Rectangles
In this subsection, we examine the case of a parallelepiped and we derive a formula for the constant C of Theorem 2.
LEMMA 10. The average number of blocks that a magic parallelepiped decomposes into is: Table 3 gives the average number of blocks a parallelepiped is composed of, when its sides are smaller than 6. Entries in boldface correspond to magic parallelepipeds. All the entries have been computed using exhaustive enumeration, from the definition of (1).
DISCUSSION AND CONCLUSIONS
We have examined the problem of determining the number of quadtree blocks that an n-dimensional rectangle will be decomposed into on the average. There are two interesting observations:
• Our approach (Theorem 2 and (5)) generalizes all the older approaches on two-dimensional rectangles [6] , [8] , [20] . For n = 2 dimensions, our formula reduces to the corresponding formula of [8] , which was shown to include the formulas in [6] , [20] for the average number of blocks.
• It generalizes the observation of Hunter and Steiglitz [13] that the expected number of quadtree blocks is proportional to the perimeter of the polygon. Our formula shows that, for two-dimensional rectangles, the expected number of quadtree blocks is approximately the perimeter of the rectangle, while for higher dimensionalities n @ 1, it is roughly half of the hypersurface.
The contributions of this paper are both practical and theoretical. From the practical point of view, the number of quadtree blocks of a decomposition is important, because it determines the number of nodes that a main-memorybased quadtree will require; the number of entries in a linear quadtree that will be required; also, the number of pieces that a range query will be decomposed into (which will be proportional to the response time for this query).
From the theoretical point of view, it proposes a methodology which we believe will be useful in the analysis of other quadtree-related methods (e.g., methods using space-filling curves, such as the z-ordering [17] , Gray codes [7] , or the Hilbert curve [10] ). The methodology consists of two steps:
Step 1 Solve the problem for the "magic" rectangles (which is easy)
Step 2 Show that the formula for an arbitrary rectangle can be derived by linear interpolation from suitable "magic" rectangles.
Future work includes the extension of this method for the analysis of rectilinear polygons (including concave ones), as well as the analysis for space filling curves for two-dimensional and n-dimensional spaces. where max = ëlog(min (s 1 + 1, s 2 ) 
APPENDIX
The product in the previous relation stands for the number of blocks we have to subtract because mergings have been performed. The first two terms in the second parenthesis respectively stand for the number of pixels of the original magic rectangle (2 1 ) and for the number of the pixels of the additional slice ( 2 1 ) that merge in one 2 ´ 2 block. Thus, the third term in the parenthesis (i.e., -1) stands for the greater formed block we have to take into account. The first parenthesis of the product gives the number of greater blocks that may be formed. 
