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Abstract
In this paper, we consider a simple test case of multiparameter product systems
that arise out of random measures. We associate a product system to a stationary
Poisson process and a stationary compound Poisson process. We show that the
resulting E0-semigroups are CCR flows.
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1 Introduction
Let P be a closed convex cone in a Euclidean space Rd. We assume that P spans
Rd and P contains no line. An E0-semigroup over P is a semigroup of normal unital
∗-endomorphisms, indexed by P , of the algebra of bounded operators of an infinite
dimensional separable Hilbert space satisfying a natural continuity assumption. It was
first established by Arveson ([1], [3]), in the one parameter context, that E0-semigroups
are in one-one correspondence with product systems. This was recently extended to the
multiparameter case in [9]. Roughly speaking, a product system over P is a measurable
field of separable Hilbert spaces carrying an associative multiplication rule.
In the one parameter setting, examples of product systems, which are in fact exotic,
were constructed by Tsirelson in ([13], [12], [14]) and by Liebscher in [7] by making use
of probabilistic models. The remarkable works of Tsirelson and that of Liebscher have
amply demonstrated the rich interaction that exists between probability theory and the
theory of E0-semigroups. We expect similar things to take place in the multiparameter
setting too. We explore a simple test case here.
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The simplest probabilistic models that give rise to product systems in the multipa-
rameter setting are stationary compound Poisson processes. In this paper, we define a
product system corresponding to a stationary compound Poisson process. This is akin
to associating product systems to Le´vy processes ([8]) in the one parameter setting. We
show that in the case of a stationary Poisson process and in the case of a stationary
compound Poisson process, the resulting E0-semigroups are CCR flows.
In the Poisson case, this is expected due to the Wiener-Itoˆ Chaos decomposition (See
Chapter 18, [6]). However it is quite easy to exhibit an explicit isomorphism in the Pois-
son case and it does not require sophisticated knowledge of Poisson processes. We then
use the results of the Poisson case and the computation of the local projective cocycles
carried out in [10] to identify the E0-semigroup associated to a stationary compound
Poisson process.
To keep the prerequistes on point processes to a minimum, in Section 2, we have
collected the preliminaries on Poisson processes. For completeness, we have included
proofs of some results. Our exposition is based on [5] and [6]. We make the following
assumptions throughout this paper.
(1) The probability triples (Ω,F ,P) that we consider are assumed to be complete.
(2) Let (Ω,F ,P) be a probability space. All sub σ-algebras of F are assumed to be
complete. Let Σ ⊂ F be a sub σ-algebra. Recall that Σ is said to be complete if it
satisfies the following. If A ⊂ Ω equals a set in Σ up to measure zero then A ∈ Σ.
(3) For random variables Xi, by the smallest σ-algebra generated by Xi, we mean the
smallest complete σ-algebra which makes Xi’s measurable.
The author would like to thank Prof. Partha Sarathi Chakraborty for his suggestion
to investigate the relation between point processes and E0-semigroups.
2 Poisson processes
Let (X,B) be a measurable space. We assume that B is countably generated. Let
N = N ∪ {∞}. Denote the set of N-valued σ-finite measures by N (X). We endow N (X)
with the smallest σ-algebra which makes the map
N (X) ∋ µ→ µ(B) ∈ N
measurable for every B ∈ B.
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A point process on X is a random element of N (X), i.e. a measurable mapping
η : Ω → N (X) where (Ω,F ,P) is an underlying probability space. Let η be a point
process on X. For ω ∈ Ω, η(ω) is a measure on X and for B ∈ B, the map ω → η(ω)(B)
is a random variable. We denote the random variable ω → η(ω)(B) by η(B).
Let λ be a σ-finite measure on X. A point process η on X is called a Poisson process
with intensity measure λ if the following two conditions are satisfied.
(1) For B ∈ B, η(B) is a Poisson random variable with parameter λ(B), i.e. for k ∈ N,
P(η(B) = k) = (λ(B))
k
k!
e−λ(B).
(2) The random variables η(B1), η(B2), · · · , η(Bn) are independent whenever (Bi)ni=1
is a disjoint family of measurable subsets of X.
For a σ-finite measure λ, there exists a unique (up to equality in distribution) Poisson
process with intensity measure λ. For a measure ν on X and an integrable complex
valued function u on X, we denote
∫
u(x)ν(dx) by ν(u).
Lemma 2.1 Let η be a Poisson process on X with intensity measure λ. Let u be a simple
function on X which is integrable. Then
E(eη(u)) = exp
( ∫
(eu(x) − 1)λ(dx)
)
.
Proof. Write u =
n∑
i=1
ai1Bi with Bi’s disjoint and ai ∈ C\{0}. Note that λ(Bi) < ∞
for every i. Then eη(u) =
n∏
i=1
eaiη(Bi). Making use of the independence of η(Bi) and the
fact that η(Bi) is a Poisson random variable with parameter λ(Bi), calculate as follows
to observe that
E(eη(u)) =
n∏
i=1
E(eaiη(Bi))
=
n∏
i=1
exp(λ(Bi)(e
ai − 1))
= exp(
n∑
i=1
(eai − 1)λ(Bi))
= exp
( ∫
(eu(x) − 1)λ(dx)
)
.
The proof is now complete. ✷
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Let (Ω,F ,P) be an underlying probability space realising the Poisson process η with
intensity measure λ. We can and will assume that F is the smallest σ-algebra which
makes the family of random variables η(B), B ∈ B, measurable.
Proposition 2.2 The linear span of {eη(u) : u is a non-negative simple L2-function}, is
dense in L2(Ω,F ,P).
See Lemma 18.4 of [6] for a proof.
Proposition 2.3 The space L2(Ω,F ,P) is separable.
Proof. Let A ⊂ B be an algebra such that A is countable and A generates B. Enumerate
the elements ofA as A1, A2, · · · . Choose Bn ∈ B such that λ(Bn) <∞ and
∐
∞
n=1Bn = X.
It suffices to prove that F is the smallest σ-algebra which makes the random variables
η(Am ∩ Bn) measurable. To that end, let G be the smallest σ-algebra which makes the
random variables η(Am ∩Bn), m,n ∈ N, measurable.
For n ∈ N, let Gn := {B ∈ B : B ⊂ Bn, η(B) is G measurable}. It is immediate that
Gn is a monotone class and contains the algebra A ∩ Bn. Hence Gn coincides with the
σ-algebra of subsets of Bn generated by A ∩ Bn. Consequently Gn = B ∩ Bn. Now for
B ∈ B, η(B) =
∑
∞
n=1 η(B ∩ Bn). Hence η(B) is G-measurable for every B ∈ B. Hence
G = F . This completes the proof. ✷
3 Product systems associated to stationary Poisson
processes
In this section, we associate a product system to a stationary Poisson process. Let P be
a closed convex cone in Rd which we assume is spanning and pointed, i.e. P − P = Rd
and P ∩ −P = {0}. Denote the interior of P by Int(P ). For x, y ∈ Rd, we write x ≤ y
if y− x ∈ P and we write x < y if y− x ∈ Int(P ). The cone P is fixed for the reminder
of this paper. The setting that we consider is as follows.
Let (Y,B) be a measurable space on which Rd acts in a measurable fashion. We use
additive notation for the action. Assume that B is countably generated. Let λ be a
σ-finite measure on Y which is Rd invariant. Consider a Poisson process η on Y with
intensity measure λ. Then η is stationary, i.e. for measurable subsets B1, B2, · · · , Bn of
Y and x ∈ Rd, (η(B1), · · · , η(Bn)) = (η(B1+x), η(B2+x), · · · , η(Bn+x)) in distribution.
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Suppose that X ∈ B and is P -invariant, i.e. x+ a ∈ X whenever x ∈ X and a ∈ P .
We assume that the action of P on X is pure, i.e.
⋂
a∈P
(X+a) = ∅. Note that for a, b ∈ P
with a ≤ b, X + b ⊂ X + a. Let (Ω,F ,P) be an underlying probability space realising
the Poisson procees η. For a, b ∈ P with a ≤ b, let Fa,b be the σ-algebra generated by
{η(B) : B ⊂ (X + a)\(X + b), B ∈ B}. For a ∈ P , set Fa := F0,a.
Note that for a ≤ b ≤ c, (X + a)\(X + c) = ((X + a)\(X + b))
∐
((X + b)\(X + c)).
This together with the complete independence of the Poisson process implies that for
a ≤ b ≤ c, Fa,b and Fb,c are independent and Fa,c is generated by {Fa,b,Fb,c}.
The stationarity of the Poisson process implies that for every c ∈ P , there exists a
unitary Sc : L
2(Ω,Fa,b,P)→ L2(Ω,Fa+c,b+c,P) such that
Sc(f(η(B1), η(B2), · · · , η(Bn))) = f(η(B1 + c), η(B2 + c), · · · , η(Bn + c)).
We are now in a position to define the product system given the above data. Let
E := {(a, f) : a ∈ P, f ∈ L2(Ω,Fa,P)}. (3.1)
The first projection of E onto P is denoted by p. Note that by Lemma 2.3, the fibres
E(a), for a ∈ P , are separable. The product structure on E is defined as follows
(a, f)(b, g) = (a+ b, fSa(g)).
It is routine to verify from discussions above that the algebraic requirements for E
to be a product system are met. We proceed towards the proof of the fact that E is a
product system in the sense of Definition 9.2 of [11]. A careful look at the axioms of
Definition 9.2 of [11] reveals that it suffices to prove the following.
(1) The set E is a Borel subset of P × L2(Ω,F ,P).
(2) The multiplication E ×E ∋ (a, f)× (b, g)→ (a+ b, fSa(g)) is measurable.
(3) The pair (E,Γ) forms a measurable field of Hilbert spaces where
Γ := {s : P → E : s is measurable and s(a) ∈ E(a), ∀a ∈ P}.
Set H := L2(Ω,F ,P). For a ∈ P , let Q(a) be the projection on H that corresponds
to the subspace L2(Ω,Fa,P). Then for a ∈ P and f ∈ H, Q(a)f = E{f |Fa}. Note that
E := {(a, f) ∈ P × L2(Ω,F ,P) : Q(a)f = f}.
Thus to prove (1) and (3), it suffices to show that {Q(a)}a∈P is a weakly measurable
family of projections, i.e. for f, g ∈ H, the map P ∋ a→ 〈Q(a)f |g〉 is Borel measurable.
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Lemma 3.1 The family {Q(a)}a∈P is weakly measurable.
Proof. It suffices to prove that for f, g in a total set, the map P ∋ a → 〈Q(a)f |g〉 ∈ C
is measurable. In view of Prop.2.2, it is enough to show that for simple L2-functions
u, v on Y , the map P ∋ a → 〈Q(a)eη(u)|eη(v)〉 ∈ C is measurable. For a ∈ P , let
La := X\(X + a).
Write u :=
∑n
i=1 ai1Bi and v :=
∑n
i=1 bi1Bi with
n∐
i=1
Bi = Y and λ(Bi) < ∞. Calcu-
late as follows to observe that
Q(a)eη(u) = E{
∏
i=1
eaiη(Bi)|Fa}
= E{
n∏
i=1
eaiη(Bi∩La)eaiη(Bi∩L
c
a)|Fa}
=
n∏
i=1
eaiη(Bi∩La)
n∏
i=1
E
(
eaiη(Bi∩L
c
a)
)
(by the complete independence of η).
Similarly, Q(a)eη(v) =
n∏
i=1
ebiη(Bi∩La)
n∏
i=1
E
(
ebiη(Bi∩L
c
a)
)
. Using the complete independence
of the Poisson process , we arrive at the following equation
〈Q(a)eη(u)|Q(a)eη(v)〉 =
n∏
i=1
E
(
e(ai+bi)η(Bi∩La)
) n∏
i=1
E
(
eaiη(Bi∩L
c
a)
) n∏
i=1
E
(
ebiη(Bi∩L
c
a)
)
It is now sufficient to prove that for a measurable set B of finite measure and a
complex number z, the maps P ∋ a → E(ezη(B∩La)) ∈ C and P ∋ a → E(ezη(B∩L
c
a)) are
measurable. Note that
E(ezη(B∩La)) = exp(λ(B ∩ La)(e
z − 1))
and
E(ezη(B∩L
c
a)) = exp(λ(B ∩ Lca)(e
z − 1)).
By Tonelli’s theorem, the map
P ∋ a→
∫
1B(y)1X+a(y)λ(dy) ∈ C
is measurable. Consequently, for a measurable subset B of finite measure, the maps
P ∋ a→ λ(B ∩La) ∈ C and P ∋ a→ λ(B ∩Lca) ∈ C are measurable. The conclusion is
now immediate and the proof is complete. ✷
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Let us fix a few notation. For a ∈ P , let L−∞,a = Y \(X + a) and let La,∞ = X + a.
For a, b ∈ P with a ≤ b, let La,b = (X + a)\(X + b). Note that for a ≤ b ≤ c,
La,c = La,b ⊔ Lb,c
Y = L−∞,a ⊔ La,b ⊔ Lb,∞.
For a ∈ P , we write La = L0,a.
Lemma 3.2 Let B1, B2, · · · , Bn be measurable subsets of Y of finite measure and let
z1, z2, · · · , zn ∈ C be given. Assume that B1, B2, · · · , Bn are disjoint. The maps
P ∋a→ e
∑n
i=1 ziη(Bi∩La) ∈ L2(Ω,F ,P)
P × P ∋(a, b)→ e
∑n
i=1 ziη((Bi−a)∩Lb) ∈ L2(Ω,F ,P)
P × P ∋ (a, b)→ e
∑n
i=1 ziη(Bi∩La+b,∞) ∈ L2(Ω,F ,P)
are measurable.
Proof. Let B be the complement of
∐n
i=1Bi in Y . To prove that the first map is
measurable, It suffices to prove that for a simple L2-function u, the map
P ∋ a→ E
(
e
∑n
i=1 ziη(Bi∩La)eη(u)
)
∈ C
is measurable. Let u be a simple L2-function. Write u =
∑m
j=1wj1Cj with
∐m
j=1Cj = Y
and λ(Cj) <∞. Set Aij = Bi ∩ Cj.
A routine calculation using the complete independence of the Poisson process η reveals
that E
(
e
∑n
i=1 ziη(Bi∩La)e
∑m
j=1 wjη(Cj )
)
is the product of
∏m
j=1 exp(λ(Cj ∩B ∩La)(e
wj − 1))
and
∏
i,j
exp(λ(Aij∩La)(e
zi+wj−1))
m∏
j=1
exp(λ(Cj∩L−∞,0)(e
wj−1))
m∏
j=1
exp(λ(Cj∩La,∞)(e
wj−1)).
The measurability of each term follows from the fact that for a measurable set B of finite
measure the maps P ∋ a→ λ(B ∩ La) and P ∋ a → λ(B ∩ La,∞) are measurable. The
proofs of other assertions are similar and we omit the proof. ✷
Lemma 3.3 The map E ×E ∋ ((a, f), (b, g))→ (a+ b, fSag) ∈ E is measurable.
Proof. It suffices to show that for a simple function L2-function u,
((a, f), (b, g))→ E(fSage
η(u))
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is measurable. Write u =
∑n
i=1 zi1Bi with
∐n
i=1Bi = Y and λ(Bi) <∞. Using the com-
plete independence and the stationarity of the Poisson process η, note that E(fSage
η(u))
is
E
(
e
∑
i ziη(Bi∩L−∞,0)
)
E
(
fe
∑
i ziη(Bi∩La)
)
E
(
ge
∑
i ziη((Bi−a)∩Lb)
)
E
(
e
∑
i ziη(Bi∩La+b,∞)
)
.
The required measurability conclusion follows from Lemma 3.2. This completes the
proof. ✷
In short, we have the following theorem.
Theorem 3.4 The set E, defined by Eq. 3.1, together with its measurable and product
structure is a product system over P .
4 Identification of the product system associated to
a stationary compound Poisson process
In this section, we define a product system associated to a stationary compound Poisson
process and identify it explicitly. First we consider the Poisson case. We use the notation
introduced in Section 3. For a ∈ P , let 1a ∈ L2(Ω,Fa,P) be the constant function 1.
Note that (1a)a∈P is a unit of E (i.e. it is a non-zero multiplicative measurable cross
section of E). For the rest of this paper, we fix a measurable logarithm, i.e. a measurable
map ℓ : C\{0} → C such that eℓ(z) = z for every z ∈ C\{0} and ℓ(x) = log(x) if x > 0.
Let S denote the set of all complex valued simple functions f on X which are square
integrable (which is the same as integrable) such that f(x) 6= −1 for every x ∈ X . For
f ∈ S, set
uf(x) := ℓ(1 + f(x)). (4.2)
Note that uf is simple and square integrable. For f ∈ S, let Σf be the random variable
defined by
Σf :=
eη(uf )
E
(
eη(uf )
) .
Observe that S is a dense subset of L2(X, λ). A simple calculation using Lemma 2.1
reveals that for f, g ∈ S,
E(ΣfΣg) = exp
( ∫
f(x)g(x)λ(dx)
)
. (4.3)
Hence for f, g ∈ S,
E
(
(Σf − Σg)(Σf − Σg)
)
= exp(〈f |f〉) + exp(〈g|g〉)− 2Re exp(〈f |g〉). (4.4)
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Let f ∈ L2(X, λ) be given. Choose a sequence (fn) ∈ S such that fn → f in L2(X, λ).
Equation 4.4 implies that Σfn converges in L
2(Ω,F ,P). Making use of Equation 4.4
again, it follows that the limit lim
n→∞
Σfn is independent of the chosen sequence (fn).
Define
Σf = lim
n→∞
Σfn .
Note that Equation 4.3 is valid for f, g ∈ L2(X, λ). Observe that for a ∈ P , if f ∈
L2(X\(X + a)) then Σf ∈ L2(Ω,Fa,P).
Consider the Hilbert space H := L2(X, λ). For a ∈ P , let Va be the isometry on H
defined by the equation
Va(f)(y) :=


f(y − a) if y − a ∈ X,
0 if y − a /∈ X.
(4.5)
Then (Va)a∈P is a weakly measurable semigroup of isometries and hence is strongly
continuous.
Proposition 4.1 The product system E is isomorphic to the product system of the CCR
flow associated to the isometric representation V . The map
L2(X\(X + a)) ∋ e(f)→ Σf ∈ E(a)
for a ∈ P provides an isomorphism between the product system associated to V and E.
Here e(.) denotes the exponential vectors.
Proof. Let a ∈ P be given. For f, g ∈ L2(X\(X + a)),
E(ΣfΣg) = exp(〈f |g〉) = 〈e(f)|e(g)〉.
Moreover the set {Σf : f ∈ L2(X\(X + a))} is total in E(a). This is because if u is a
non-negative simple function and if we set f(x) = eu(x) − 1 then uf = u. Also the set
{e(f) : f ∈ L2(X\(X + a))} is total in Γ(L2(X\(X + a))). Consequently, there exists a
unitary θa : Γ(L
2(X\(X + a)))→ E(a) such that θa(e(f)) = Σf . Set θ :=
∐
a∈P
θa.
Let a, b ∈ P and let f ∈ L2(X\(X + a)), g ∈ L2(X\(X + b)) be given. Observe that
(a,Σf )(b,Σg) = (a+ b,Σh)
where h = f + Vag. Thus θ preserves the product structure. We leave the verification
that θ is measurable to the reader. This completes the proof. ✷
The following is an immediate corollary of Prop. 4.1 and Prop. 2.1 of [10].
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Corollary 4.2 For a ∈ P , let D(a) denote the set of decomposable vectors of E(a).
Then
D(a) = {λΣf : λ ∈ C\{0}, f ∈ L
2(X\(X + a))}.
Remark 4.3 Prop. 4.1 could alternatively be derived by first proving Corollary 4.2 by
imitating the proof of Prop. 2.1 of [10]. Then it is clear that E is decomposable and
admits (1a) as a unit. Appealing to Theorem 4.4 of [10] yields Prop. 4.1. This provides a
conceptual explanation for the fact that product systems associated to stationary Poisson
processes are CCR flows.
Next we associate a product system to a stationary compound Poisson process. First
we collect a few preliminaries on compound Poisson processes from [6]. Let (X,B) be a
measurable space. We assume that B is countably generated. Denote the set of all σ-finite
measures on X by M(X). We endow M(X) with the smallest σ-algebra which makes the
map µ→ µ(B) measurable for every B ∈ B. A measurable mapping ω → ξ(ω) ∈M(X)
is called a random measure on X where (Ω,F ,P) is an underlying probability space. Just
like in the case of point processes, for every ω, ξ(ω) is a measure and for every B ∈ B,
ξ(B) is a random variable.
The random measure that we will be interested in are compound Poisson processes.
Let (Y,BY ) be a measurable space and assume that BY is countably generated. Suppose
ρ0 is a σ-finite measure on Y . Let ν be a “Le´vy measure” on (0,∞), i.e. the integral∫
(r ∧ 1)ν(dr) < ∞ which is also equivalent to the fact that
∫
(1 − e−tr)ν(dr) < ∞ for
every t > 0. Let η be a Poisson process on Y ×(0,∞) with intensity measure λ := ρ0⊗ν.
For B ∈ BY , let
ξ(B) = η(r1B(y)) =
∫
r1B(y)η(d(y, r)).
Then ξ is a random measure on Y . The random measure ξ is called the ρ0-symmetric
compound Poisson process on Y with Le´vy measure ν. The following are the basic
properties of the compound Poisson process ξ.
(1) The compound Poisson process ξ is completely independent, i.e. for disjoint mea-
surable subsets B1, B2, · · · , Bn, the random variables ξ(B1), ξ(B2), · · · , ξ(Bn) are
independent.
(2) For B ∈ BY , the Laplace transform of the random variable ξ(B) is given by
E(e−tξ(B)) = exp
(
− ρ0(B)
∫
(1− e−tr)ν(dr)
)
.
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Just like in the Poisson case, we can associate a product system to a stationary
compound Poisson process. The setting is as before. Let (Y,BY ) be a measurable space
on which Rd acts and let ρ0 be a σ-finite measure on Y which is R
d invariant. Suppose
X ⊂ Y is a measurable subset which is P -invariant. We also assume that the action of
P on X is pure. Let ν be a Le´vy measure on (0,∞) and η be the Poisson process on
Y × (0,∞) with intensity measure λ := ρ0 ⊗ ν. Let ξ be the ρ0-symmetric compound
Poisson process on Y with Le´vy measure ν. Since ρ0 is R
d-invariant, the random measure
ξ is stationary, i.e. for a measurable subset B of Y , ξ(B + x) and ξ(B) have the same
distribution for every x ∈ Rd.
The action of Rd on Y induces an action of Rd on Y˜ := Y × (0,∞) where the
action is on the first coordinate. Let X be a P -invariant measurable subset of Y and
set X˜ := X × (0,∞). Consider a probability space (Ω,F ,P) which realises the Poisson
process η. The σ-algebras Fa, Fa,b etc.. are defined as in the Poisson case with η
replaced by ξ. The σ-algebras corresponding to the Poisson process η associated to the
data (Y˜ , X˜, λ) are denoted by F˜a, F˜a,b etc...
Set
E := {(a, f) : a ∈ P, f ∈ L2(Ω,Fa,P)}.
The product rule on E is defined exactly as in the Poisson case. Using the complete
independence of ξ and the stationarity of ξ, it is quite routine to check that the alge-
braic requirements for E to be a product system is satisfied. It is possible to prove
as in the Poisson case that E satisfies the measurability requirements. Howeover, it is
automatic that the measurability requirements are met given that the Poisson case is
already verified. We explain this below.
Let (E, p) be a product system over P . Let F ⊂ E be given. For x ∈ P , let
F (x) = E(x) ∩ F . We say that F is a subsystem of E if
(1) for every x ∈ P , F (x) is a non-zero closed subspace of E(x), and
(2) for x, y ∈ P , F (x)F (y) ⊂ F (x+ y) and is total in F (x+ y).
Suppose E is a product system and F ⊂ E is a subsystem. We prove that F is a
measurable subset of E and with the measurable structure induced from E, F is a
product system on its own right. Realise E as a product system of an E0-semigroup, say
α := {αx}x∈P on B(H).
For x ∈ P , let θx : E(x) → E(x) be the orthogonal projection onto F (x). Let
px ∈ αx(B(H))
′
be such that θx(T ) = pxT . Then px is a non-zero projection for every
11
x ∈ P . Note that for u ∈ E(x) and v ∈ E(y), θx+y(uv) = θx(u)θy(v). This translates to
the fact that pxαx(py) = px+y for x, y ∈ P . Then
F = {(x, T ) : x ∈ P, T ∈ E(x), pxT = T}.
The required conclusion is immediate provided (px)x∈P is a weakly continuous family
of projections. The latter assertion is proved as in Prop. 8.9.9 of [2] with the aid of
Theorem 10.8.1 of [4].
Let
E˜ := {(a, f) : a ∈ P, f ∈ L2(Ω, F˜a,P)}
be the product system associated to the Poisson process η. Clearly E is a subsystem of
E˜. Hence E is a product system on its own right. Let V˜ := {V˜a}a∈P be the semigroup
of isometries on L2(X˜) induced by the action of P on X˜ (Eq. 4.5).
Let us recall the Laplace functional of a Poisson process (Thm. 3.9, [6]). Suppose u
is a non-negative measurable function on Y˜ , then
E(e−η(u)) = exp
(
−
∫
(1− e−u(y,r))λ(d(y, r)
)
. (4.6)
Theorem 4.4 The product systems E and E˜ coincide, i.e. E = E˜. Consequently, E˜ is
isomorphic to a CCR flow.
Proof. For a ∈ P , let θa : E˜(a) → E˜(a) be the orthogonal projection corresponding to
the subspace E(a). For a ∈ P , θa(f) = E{f |Fa}. Hence θa(1a) = 1a. Since E is a
subsystem of E˜, it follows that {θa}a∈P is a local projective cocycle of E˜. But E˜ is a
CCR flow. Thanks to Prop. 5.1.1 of [10], Prop. 4.1 and the fact that θa(1a) = 1a, it
follows that there exists a projection Q in the commutant of {V˜a : a ∈ P} such that for
a ∈ P , f ∈ L2(X˜\(X˜ + a)),
θa(Σf ) = ΣQf .
The proof will be complete provided we show Q = 1. Fix a ∈ P . It suffices to show that
F := {g ∈ L2(X˜\(X˜ + a)) : Σg ∈ L
2(Ω,Fa,P)}
is total in L2(X˜\(X˜ + a)) (For, then Ha := L2(X˜\(X˜ + a)) ⊂ Ran(Q) for every a ∈ P
and the family of Hilbert spaces (Ha) exhaust L
2(X˜)).
Let T denote the set of all real valued measurable functions f on X˜\(X˜ + a) such
that −1 < f(x, r) ≤ 0. For f ∈ T , set uf(x, r) = ℓ(1 + f(x, r)) = log(1 + f(x, r)) and
vf = −uf . Note that vf ≥ 0 for f ∈ T . Let B ⊂ X\(X + a) be a measurable subset of
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finite ρ0-measure and let c > 0 be given. Set u := c1B and u˜(y, r) = ru(y). Note that
e−ξ(u)
E(e−ξ(u))
is a decomposable vector of E(a) (also a decomposable vector of E˜(a)) and has
expectation 1. Thus, by Corollary. 4.2, it follows that there exists g ∈ L2(X˜\(X˜ + a))
such that Σg =
e−ξ(u)
E(e−ξ(u))
.
For f ∈ T , E(ΣgΣf ) = exp(〈g|f〉). However
E(ΣgΣf ) =
E(e−η(u˜+vf ))
E(e−η(u˜))E(e−η(vf ))
.
Applying Eq. 4.6 and simplifying, we obtain
exp(〈g|f〉) = E(ΣgΣf ) = exp
(∫
(−(1− e−ru(y)))f(y, r)λ(d(y, r))
)
= exp(〈g0|f〉)
where g0(y, r) = −(1− e−ru(y)) = −(1− e−cr)1B(y). Replacing f by tf for t ∈ (0, 1), we
get exp(t〈g|f〉) = exp(t〈g0|f〉) for t ∈ (0, 1). Hence 〈g|f〉 = 〈g0|f〉. But T is total in
L2(X˜\(X˜ + a)). Hence g(y, r) = −(1− e−cr)1B(y).
Thus F contains the family of functions {−(1− e−cr)1B(y) : ρ0(B) <∞, c > 0}. The
totality of F in L2(X˜\(X˜ + a)) follows from the fact that {1 − e−cr : c > 0} is total in
L2((0,∞), ν). Hence Q = 1 and the proof is now complete. ✷
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