Abstract Let p be an odd prime. We first get some non-existence and structural results on (pn, p, pn, n) relative difference sets with gcd(p, n) = 1 through a group ring approach. We then give a construction of
Introduction
Let G be a finite (multiplicative) group of order mn, and let N be a subgroup of G of order n. A k-subset R of G is called an (m, n, k, λ) relative difference set (RDS) in G relative to N if every element g ∈ G \ N has exactly λ representations g = r 1 r −1 2 with r 1 , r 2 ∈ R, and no non-identity element of N has such a representation. The subgroup N is usually called the forbidden subgroup. We say that R is a splitting RDS if the forbidden subgroup N is a direct factor G. If the group G is Abelian (resp. non-Abelian), then D is called an Abelian (resp. non-Abelian) relative difference set. When n = 1, R is an (m, k, λ) difference set in the usual sense. If k = nλ, then R is called semi-regular.
For a subset X of G, we set X (−1) = {x −1 | x ∈ X}; also we use the same X to denote the group ring element x∈X x ∈ Z[G]. Then, a k-subset R of G is an (m, n, k, λ) relative difference set in G relative to N if and only if it satisfies the following equation in the group ring Z[G]:
RR (−1) = k + λ(G − N).
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T. Feng ( ) School of Mathematical Sciences, Peking University, Beijing 100871, People's Republic of China e-mail: ift@pku.edu.cn A prime p is called self-conjugate modulo an integer n if there is some integer j such that p j ≡ −1 mod n where n is the largest divisor of n coprime with p. For a positive integer m, we denote by ξ m a primitive m-th root of unity in C.
The following lemma is very useful in the study of semi-regular relative difference sets.
Lemma 1 [13 There has been extensive research on (p a , p b , p a , p a−b ) RDSs with p a prime, see [10, 13, 14] and the references there. In this present paper, we study Abelian relative (pn, p, pn, n) difference sets with p an odd prime not dividing n through a group ring approach. In [9] , the authors showed that there is no Abelian (pq, q, pq, p) RDS in Z p × Z 2 q with p, q being two distinct odd primes such that p > q, extending the result in [5] . In [7] , the authors showed that there is no Abelian (3pq, 3, 3pq, pq) RDS in Z 2 3 × Z p × Z q with p, q being two distinct primes larger than 3. According to Lemma 1, they have shown that there is no Abelian relative difference set with the corresponding parameters. In both papers the authors investigated the character values of the corresponding relative difference sets. Now we assume p is an odd prime and n is a positive integer such that gcd(p, n) = 1. Let G be an Abelian group containing a (pn, p, pn, n) RDS R relative to a subgroup N of size p. Then in view of Lemma 1, we must have the Sylow p-
In the sequel, we will assume that n > 1. Throughout this paper, we will fix the following notations: We write G = E × W , where |E| = n, and W = a, b :
and suppose R is a (pn, p, pn, n) RDS in G relative to N . We will frequently view an integer m as an element of Z p in the natural way, and will indicate which ring it is considered in if necessary. We make no distinction between Z p and F p , the finite field with p elements. Since we will take summations over Z p most of the time, we abbreviate x for x∈Z p . The Legendre symbol for Z p is written as · p . A constant we will use is defined by =
p , which is a Gauss sum and satisfies = p, see [2, p. 11] . In Section 2, we give the basic facts about group rings and some lemmas we need. In Section 3, we take a group ring approach and get some non-existence and structural results when p is self-conjugate modulo exp(E). In the last section, we give a construction of (p(p + 1), p, p(p + 1), p + 1) RDSs with p a Mersenne prime. A Mersenne prime is an odd prime p such that p + 1 = 2 r for some integer r > 0.
Preliminaries
In this section, we introduce the basic facts about the group ring F p [G] , see [12] or [11] . First we list some basic equations which holds in F p [G] . Let x be an element of order p in G. Then
the following basis will be more convenient for our purpose:
The fact that this is a basis follows from that
The merit of this basis is that, denoting by I i the principal ideal generated by
which is a chain of descending ideals in F p [G] such that I i I j ⊆ I i+j , where we define The augmentation homomorphism ω :
The kernel of ω is called the augmentation ideal, which is generated by elements of the form g − 1, ∀g ∈ G. If β = g∈G b g g is annihilated by the augmentation ideal, i.e.,
for all h ∈ G, then b 1 = b h for any h ∈ G by comparing the coefficients of h on both sides, so β = b 1 G. The following lemmas will be the starting point for our study in the next section.
Lemma 2 Let p be an odd prime and H
Proof By direct computations using (2.2) with x = a, we have
. Then after expansion, we have
Here we have used the fact that 1, a−1, · · · , (a −1) p−1 are linearly independent over 
This completes the proof of the lemma.
Lemma 3 Take the same notations as in Lemma 2. If we assume that X = E, then
Proof Now we assume that X = E and continue the induction process in the proof of Lemma 2 with k + 1 = p − 1. Multiplying both sides of
and it follows that
which has got to be 0. From A
2 is nilpotent and hence is 0 for any g ∈ E. It follows that A p−1 2 = tE for some t ∈ F p , and t 2 nE = (tE)(tE (−1) 
The group ring approach
In this section, we mainly use Lemmas 2 and 3 to get some non-existence and structural results, especially when p = 5, 7. We take the same notations as introduced in Section 1, and assume that p > 3. Because R intersects each coset of N in a unique element, we have
by comparing the coefficients of
Therefore R 1 determines R completely, and this fact will be utilized below. Now let us check the group ring equation
, where we have used the fact
Then we have from the above:
for some λ 1 ∈ F p . The first two equations are trivially true and the expressions of C k for k > 2 are complicated for a general p and we do not need them except when p = 5, so we will mainly study the equation C 2 = 0 at first, i.e.,
If we can get some information about R 1 , then we get information about R by our earlier observation. For this purpose, we need to determine λ 1 . We first define the number a i := |f −1 (i)|, the number of pre-images of i ∈ {0, 1, · · · , p − 1} under f , and we shall regard i as an element of Z p below. By computing the coefficients of the group identity 1 H on both sides of (3.2), we have 
Direct computations show that
where 
and hence we can write i 2 as a F p -linear combination of i p−1
. It follows that we can find a set of
On the other hand, b k = c in F p for each k ∈ Z p . Therefore, from (3.3), we have Proof Assume that n > 1. We have λ 1 n = ( −1 5 )λ 1 n is a non-zero square in F 5 by Lemma 2, so (λ 1 n) 2 = 1. From the above arguments, we have λ 2 1 = n in F 5 . Therefore, (λ 1 n) 2 = λ 6 1 = λ 2 1 = 1, and hence n ≡ 1 mod 5. Now, we consider the case p = 5 and 5 is self-conjugate mod exp(E).
Theorem 6
If there is an Abelian (5n, 5, 5n, n) RDS in G with (5, n) = 1, n > 1, then there is no integer j such that 5 j ≡ −1 mod exp(G) 5 , the largest divisor of exp(G) which is coprime with 5.
Proof Notations as before. By Lemma 3, we have that This gives a structural characterization of R. We note that letting the automorphism of G which fixes H and maps b t to b act on R if necessary, we can assume that t = 1, so the indeterminant t adds no complexity. From now on, we set t = 1. We look at the expressions for C 3 , C 4 , and obtain by direct computations:
for some λ 2 ∈ F 5 . Here we have used the fact that n = 1 in F 5 . We have seen that (3.4) . Take the homomorphism π :
from the second equation above. From (3.1) and (3.5), we have
Now we have π(R 2 )π(R 2 ) (−1) = (−2E) 2 = −nE = −E = −1: a contradiction unless E = 1! This completes the proof of the theorem.
Example Take the notations introduced in Section 1. Theorem 6 says that exp(E) can not be a divisor of 5 j + 1 for any j ≥ 0. For example, exp(E) can not divide 5 3 + 1 = 2 × 9 × 7. This rules out the existence of (5n, 5, 5n, n)
When p is an odd prime such that p ≡ 2, 3 mod 5, we have by the quadratic reciprocity law, ( 
When p is self-conjugate mod exp(E), Lemma 3 applies again, and we get
2 . Now take a partition of E as in the case p = 5, we see that deg(f h ) < p−1
.
Especially when p = 7, we have R 1 = A 4 (a − 1) 4 + A 5 (a − 1) 5 + A 6 (a − 1) 6 with A i ∈ F 7 [E], i = 4, 5, 6. Take the partition {B r,s,t : r, s, t ∈ Z 7 } of E such that 
Theorem 7
Let n be a positive integer coprime with 7. Suppose R is a putative
where
As a final application of Lemma 2, we have the following result which extends Proposition 5.
Proposition 8 Let p be an odd prime and n > 1 be a positive integer coprime with p.

If there is a (pn, p, pn, n) RDS R in an Abelian group G, then n is a square in F p .
Proof We take the notations introduced at the beginning of this section. 
A family of RDSs with new parameters
Most known semi-regular RDSs have parameters (p a , p b , p a , p a−b ) with p a prime. As far as we know, there are only three constructions ( [3, 4, 8] ) of semi-regular RDSs in groups of sizes not a prime power when the forbidden subgroup has size larger than 2. The RDSs constructed in [3, 8] have parameters
where t is a positive integer, and p = 2 or p a Mersenne prime. The RDSs constructed in [4] have parameters
where q is an odd prime power greater than 9, q ≡ 1 (mod 4). In this section, we give a construction of
, where p is a Mersenne prime.
For an odd prime power q = p n , n ≥ 1, p prime, let K := F q be the finite field with q elements, K * = K \ {0}, and tr: F q → F p be the absolute trace function. The quadratic character on K is defined by
For each u ∈ K * , define which is a Gauss sum, so it has modulus √ q, see [2, p. 11] . In K × K, each K-subspace is given by one of the following: 
(4.1)
be regarded as subgroups of G = H × E in the natural way. Take any bijection τ : F * p+1 → F p , and define
for each a ∈ F * p+1 . Also define 
This follows from the lemma below.
Lemma 11
There are exactly two types of groups E such that there is a bijection τ : E \ {1 E } → F p and a homomorphism a : E → F * p satisfying the conditions (C1), (C2):
(1) E is elementary Abelian. (2) E 2 := {e ∈ E : e 2 = 1} is a normal subgroup of index 2 in E, and exp(E) = 4.
Obviously, E 2 is elementary Abelian in this case.
Proof Let E be a group of order p + 1. Suppose there is a bijection τ : E \{1 E } → F p and a homomorphism a : E → F * p satisfying the two conditions (C1), (C2). Because (p +1, p −1) = 2, from a(e) p+1 = a(e p+1 ) = 1 and a(e) p−1 = 1, we have a(e) 2 = 1 for each e ∈ E, so I m(a) ≤ {±1}, and correspondingly ker(a) has size p+1 2 or p + 1.
(1) First, we assume |ker(a)| = p + 1. Then ker(a) = E, and we must have τ (e −1 ) = τ (e), ∀e ∈ E, e = 1 E by (C2). It follows that e −1 = e for any e ∈ E, which means E = E 2 := {e ∈ E : e 2 = 1} and hence is elementary Abelian. In this case, just take a to be the trivial homomorphism and τ any bijection from E \ {1 E } to F p .
(2) Second, we assume |ker(a)| = p+1 2 . Then ker(a) is a subgroup of index 2 in E. We first show that ker(a) = E 2 . If e ∈ ker(a), e = 1 E , then τ (e) = τ (e −1 ) by (C2) and we must have e = e −1 , i.e., e ∈ E 2 . Hence ker(a) is a subgroup of E 2 which is either ker(a) or E. If e ∈ E 2 , e = 1 E , then τ (e) = τ (e)a(e) by (C2), so either τ (e) = 0 or a(e) = 1, i.e., e ∈ ker(a). Therefore at most one element of E 2 is not contained in ker(a) since τ is a bijection. It follows that ker(a) = E 2 since p+1 2 > 1, and hence E 2 is a subgroup of index 2 which has got to be normal in E.
For any e ∈ E, we have a(e 2 ) = a(e) 2 = 1, so e 2 ∈ ker(a),and hence exp(E)|4. Because E = E 2 , we must have exp(E) = 4, and if e ∈ E \ E 2 , then o(e) = 4.
In this case, let a : E → {±1} ⊂ F * p be defined by: a(e) = 1 if e ∈ E 2 and a(e) = −1 otherwise. This is a well defined homomorphism, and maps all elements of order 4 to −1 and all elements of order 2 to 1. It is easily checked that the condition (C2) becomes that is, e e = e −1 which is always true since otherwise e = e −2 = 1, again contradicting o(e ) = 4. Therefore, (4.5) always holds provided (4.4) holds. Therefore, the two conditions (C1), (C2) reduce to (4.4) . It is clear that such bijection exists. This completes the proof of the lemma.
Example 1 Take E = α : α 4 = 1 . Then G = x, α : x 3 = α 4 = 1, x α = x −1 × y : y 3 = 1 , N = y < G. Take τ : E \ {1} → F 3 by τ (α) = 1, τ (α 2 ) = 0, τ (α 3 ) = 2. Then we see that the two conditions are satisfied, and we thus get a (12, 3, 12, 4 ) RDS in G relative to N . This is the only case that our parameter family overlaps with the three parameter families mentioned at the beginning of this section.
Example 2 Let p + 1 = 2 2m+1 with m ≥ 1. It is easy to see that E = Z 4 × Z 2m−1 2 is of type (2) in Lemma 11. Now we exhibit some non-Abelian groups E of type (2). We fix an integer i between 1 and m. Let H = Z 2m 2 ,
with the first i blocks being 1 1 0 1 , and the remaining blocks being 1 0 0 1 . We regard H as a vector space over Z 2 with GL(2m, Z 2 ) acting on the right. Now for a given v 0 ∈ H which is not in the image of A i + I 2m , define the following group
where we regard H as a multiplicative subgroup of G i . It is easy to see that G i is of type (2) 
