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A PRIORI ESTIMATES FOR SOLUTIONS TO THE RELATIVISTIC
EULER EQUATIONS WITH A MOVING VACUUM BOUNDARY
MAHIR HADZˇIC´, STEVE SHKOLLER, JARED SPECK
Abstract. We study the relativistic Euler equations on the Minkowski spacetime back-
ground. We make assumptions on the equation of state and the initial data that are
relativistic analogs of the well-known physical vacuum boundary condition, which has
played an important role in prior work on the non-relativistic compressible Euler equa-
tions. Our main result is the derivation, relative to Lagrangian (also known as co-moving)
coordinates, of local-in-time a priori estimates for the solution. The solution features a
fluid-vacuum boundary, transported by the fluid four-velocity, along which the hyperbol-
icity of the equations degenerates. In this context, the relativistic Euler equations are
equivalent to a degenerate quasilinear hyperbolic wave-map-like system that cannot be
treated using standard energy methods.
1. Introduction
The relativistic Euler equations in Minkowski spacetime (R1+3, g) (where g denotes the
Minkowski metric) are the fundamental equations of motion for (special) relativistic fluids.
In this article, we derive local-in-time a priori estimates in weighted Sobolev spaces for
solutions featuring a dynamic fluid-vacuum boundary such that the fluid density vanishes at
a specific rate, described below. Solutions featuring our specific rate of vanishing are said to
have a “physical-vacuum” boundary. The vanishing rate that we consider permits the fluid
to accelerate along the fluid-vacuum boundary. Relative to suitable Lagrangian coordinates,
described below, the equations of motion take the form of a degenerate quasilinear hyperbolic
wave-map-like system1 that cannot be treated using standard energy methods such as those
afforded by the symmetric hyperbolic framework. Thus, to prove our result, we develop
a relativistic extensions of the method used in [5–7] in the non-relativistic problem. In
proving our result, we exploit the full nonlinear structure of the Euler equations relative
to a Lagrangian coordinate system. With respect to the non-relativistic counterpart [5, 7]
of our result, there are several new essential difficulties that we must overcome. First,
our Lagrangian coordinate time slices are hypersurfaces of constant proper time, which
are not generally slices of constant inertial Minkowski time. Second, unlike in the non-
relativistic case, the vorticity of the fluid acceleration is equal to non-vanishing source
terms; in order control these source terms, we must exploit the full nonlinear structure of
the equations. Third, we must extract three-dimensional spatial regularity from the four-
dimensional spacetime operators that naturally arise in energy estimates and elliptic-type
estimates.
1In particular, the map is constrained as a consequence of the four-velocity normalization condition (1.2).
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We will first state the relativistic Euler equations in Eulerian coordinates, but our analysis
will be founded upon the Lagrangian formulation.
A different approach to deriving a priori estimates for the relativistic Euler equations has
recently been established in [12], using a generalization of the approach in [10, 11] for the
non-relativistic problem.
1.1. The Eulerian formulation. Throughout the paper, we set the speed of light equal
to 1. In Eulerian variables and relative to arbitrary coordinates on (R1+3, g), the isentropic
relativistic Euler equations are
∇α(nuα) = 0, (1.1a)
(ρ+ p)uα∇αuµ + (uµuα + gµα)∇αp = 0 , (1.1b)
for µ = 0, 1, 2, 3, and where ∇ denotes the (flat) Levi-Civita connection associated with g.
In standard rectangular coordinates {xµ}µ=0,1,2,3 on R1+3, in which g = diag(−1, 1, 1, 1),
the operator ∇α coincides with the rectangular partial derivative operator ∂∂xα ; moreover, n
denotes the fluid proper number density, ρ denotes the proper energy density, and p denotes
the pressure. Physically relevant solutions require that n ≥ 0, ρ ≥ 0, and p ≥ 0. The
four-velocity u is a timelike future-directed2 vectorfield normalized by
gαβu
βuβ = −1. (1.2)
Condition (1.2) can be viewed as a constraint on the initial data that is preserved by the
nonlinear flow. We refer the reader to [25] and [2] for a detailed discussion of the relativistic
Euler equations. We shall employ the Einstein summation convention, in which pairs of
raised and lowered indices are summed; we give a more detailed description of this notation
below.
The equations (1.1) are relativistic analogs of the conservation of mass and momentum
from the non-relativistic setting. We note that there are more unknown quantities than
equations present. Thus, to close the system, we assume a barotropic equation of state
p = p(ρ). (1.3)
The precise function p(ρ) will be described below in Sect. 1.2.
In our analysis, we use the following constitutive relation afforded by the laws of ther-
modynamics:
s =
dρ
dn
, (1.4)
where
s :=
ρ+ p
n
(1.5)
is the enthalpy per particle.
It is a standard fact that equation (1.1b) can be replaced with the equivalent equation
uα∇α(suµ) +∇µs = 0 , (1.6)
for µ = 0, 1, 2, 3; see, for example, [2, 25]. The equivalence of (1.1b) and (1.6) follows from
the identity uα∇βuα = 0, which is a simple consequence of (1.2).
2Relative to the rectangular coordinates, the future-directed property of u is equivalent to u0 > 0.
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Remark 1. The structure of equation (1.6) is of fundamental importance for our analysis
of the regularity of the the fluid vorticity; see Remark 9 below.
1.2. Initial data, physical vacuum, and the equation of state.
1.2.1. The vacuum boundary. We consider the following initial data for the relativistic Euler
equations:
(˚n, v˚1, v˚2, v˚3) := (n, u1, u2, u3)|t=0 , (1.7)
where throughout we use t to denote the Minkowski time coordinate x0. Given a barotropic
equation of state, the data (1.7) uniquely determines all fluid variables p, ρ, etc. at the
initial time t = 0. We study solutions of the Euler equations that propagate the dynamic
vacuum boundary ∂P, where P is the closure of the subset of R1+3 where n is positive:
P := cl{q ∈ R1+3| n(q) > 0}. (1.8)
Points o the vacuum boundary ∂P move with the fluid velocity u. That is, points q in the
3-surface ∂P have the velocity u(q) ∈ Tq∂P. In particular,
the vectorfield uα
∂
∂xα
is tangent to ∂P. (1.9)
For our analysis, it will be convenient to consider a particular foliation of P ⊂ R1+3 by
spacelike hypersurfaces. Specifically, our analysis relies on the following foliation:
P = ∪τ∈IM˜τ , (1.10)
where the manifolds M˜τ are defined in Remark 8.
1.2.2. The material manifold M. The 3−d material manifold M parameterizes the collec-
tion of fluid particles at the initial time t = 0. More precisely, we define M to be
M ≃ cl{(0, x1, x2, x3) ∈ R1+3 | n˚(x1, x2, x3) > 0} . (1.11)
1.2.3. The physical vacuum condition. The speed of sound cs is defined as
cs :=
√
dp
dρ
. (1.12)
Our admissible equations of state, by definition, must have the following properties:
p = 0 ⇐⇒ n = 0, (1.13a)
ρ = 0 ⇐⇒ n = 0, (1.13b)
0 ≤ cs ≤ 1, (1.13c)
cs = 0 ⇐⇒ n = 0. (1.13d)
The conditions in (1.13c) can be stated in physical terms as follows: the speed of sound is
non-negative and does not exceed the speed of light; (1.13c) is connected to the character
of the equations, which are hyperbolic when cs > 0 and degenerate hyperbolic when cs = 0;
the condition (1.13d) implies, in particular, that cs vanishes along the vacuum boundary
∂P, from which it follows that sound waves are not able to penetrate ∂P and propagate into
vacuum spacetime.
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In order to permit the fluid to accelerate along the vacuum boundary, we must impose
an additional condition on the rate of degeneracy of the sound speed cs. We require that
∇Nˆ (c2s)|∂M < 0 , (1.14)
where ∇Nˆ denotes the derivative of c2s in the direction of the outer unit normal Nˆ to the
two-dimensional boundary surface ∂M. Since (1.13d) implies that c2s vanishes along ∂M,
we see from (1.14) that c2s → 0 like the distance function to ∂M. In particular, there are
constants 0 < C1 < C2 such that for q ∈M, we have
C1d(q, ∂M) ≤ c2s(q) ≤ C2d(q, ∂M), (1.15)
where d(q, ∂M) denotes the Euclidean distance3 in M from q to ∂M.
The condition (1.14) has been termed the physical vacuum condition in the non-relativistic
setting; see [7] and [11], and the references therein. In the case that c2s → 0 like d(q, ∂M)p for
integers p ≥ 2, the analysis becomes significantly easier, but the fluid acceleration vanishes
along the vacuum boundary. If c2s → 0 like d(q, ∂M)s for some real number s < 1, then the
problem is made highly singular and currently no theory is available for this case.
1.2.4. The equation of state. A typical example of an equation of state used in astrophysics
is that of a neutron star, where in the interior region of the star we have p ∼ 13ρ and as
ρ→ 0 the equation of state takes the form p ∼ ρ5/3 (see, for example, [9]). For an extensive
discussion of the equations-of-state occurring in the description of stars we refer the reader
to [29].
We consider the following equation-of-state:
p(ρ) = ργ , γ > 1 , (1.16)
which due to (1.4)–(1.5), enforces the functional dependence between ρ and n of the form
ρ(n) = n(k − nγ−1) 11−γ for some k > 0. Without loss of generality, we assume that k = 1
and therefore that
ρ =
n
(1− nγ−1) 1γ−1
. (1.17)
It follows that c2s =
γnγ−1
1−nγ−1
and since 0 ≤ c2s < 1 we have
0 ≤ nγ−1 < 1
γ + 1
on R1+3, (1.18)
while (1.15) implies that there exist constants c1, c2 > 0 such that
c1d(q, ∂M) ≤ n˚γ−1(q) ≤ c2d(q, ∂M), q ∈M . (1.19)
From (1.5), we derive the following expression for the enthalpy per particle:
s =
1
(1− nγ−1) γγ−1
, γ > 1. (1.20)
Remark 2. When γ = 1, the equation of state p = Aρ, A > 0 is commonly studied in
cosmology [28], but it is not well-suited for the study of isolated fluid systems.
3Here we are viewing M as a subset of Euclidean space R3.
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1.2.5. Basic assumptions. For clarity of exposition, we shall make a few simplifying as-
sumptions on the initial data and the equation of state, which capture all of the essential
features of the analysis.
Assumption 1. Quadratic equation of state. We consider the following equation of
state
p(ρ) = ρ2, (1.21)
which due to (1.17) gives the relationship
ρ =
n
1− n.
It follows that c2s =
2n
1−n and by (1.18) we have
0 ≤ n < 1
3
on R1+3, (1.22)
while (1.15) implies that there exist constants c1, c2 > 0 such that
c1d(q, ∂M) ≤ n˚(q) ≤ c2d(q, ∂M), q ∈M . (1.23)
From (1.20), we obtain the following expression for the enthalpy per particle:
s =
1
(1− n)2 . (1.24)
Assumption 2. Horizontally-periodic reference domain M . We assume that our
initial 3-surface M is of the form
M = T2 × [0, 1],
where T2 denotes the 2-torus. This assumption allows us to use a single coordinate chart
to describe the material manifold. The surfaces {(t, x3) = (0, 0)} and {(t, x3) = (0, 1)}
correspond to the initial location of the vacuum boundary.
Assumption 3. Small initial number density n˚. Without loss of generality, we assume
that the initial number density n˚ is uniformly small on M:
‖˚n‖L∞(M) ≤
ε
‖˚v0‖L∞(M)
≪ 1. (1.25)
By the vacuum boundary condition, the assumption (1.25) is always verified in a small
neighborhood of the boundary ∂M. Away from the boundary, the Euler equations (1.1)-
(1.2) are non-degenerate and a priori estimates in Sobolev spaces follow from standard
energy methods for hyperbolic equations. The removal of the assumption (1.25) requires a
standard partition-of-unity argument, separating the analysis into regions that are near and
away from the vacuum boundary. The assumption (1.25) allows us to avoid this partitioning
argument and focus on the essential difficulties produced by the degeneracy of the vacuum
boundary.
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1.3. Lagrangian coordinates. We let (y1, y2, y3) be the rectangular coordinates induced
on M by the rectangular spacetime coordinates. Our goal is to formulate the relativistic
Euler equations as a quasilinear wave-map-type system of equations for the components
of a map η : I ×M → R1+3, where I is an interval of proper time (as explained below)
containing the initial time 0 in its interior. By definition, Lagrangian coordinates are such
that η is the flow map of the four-velocity vectorfield u:
∂τη
ν(τ, y1, y2, y3) = uν ◦ η(τ, y1, y2, y3), (1.26)
η
ν(0, y1, y2, y3) = (0, y1, y2, y3). (1.27)
The components of η may be identified with the rectangular spacetime coordinates: xν =
η
ν(τ, y1, y2, y3). We often use the alternate notation y0 = τ and x0 = t. Lagrangian coordi-
nates correspond to the co-moving coordinates, while the original rectangular coordinates
on R1+3 correspond to the inertial coordinates.
For the remainder of the article, we equip I × M with the Lagrangian coordinates
(τ, y1, y2, y3). We denote the full spacetime Lagrangian coordinate gradient by
D := (∂τ , ∂1, ∂2, ∂3),
the Lagrangian spatial 3-gradient by
D := (∂1, ∂2, ∂3),
and the Lagrangian spatial horizontal gradient by
∂¯ := (∂1, ∂2).
Definition 1.1 (Important submanifolds of the spacetime cylinder I ×M ). We
introduce the constant τ -surfaces:
Mτ := {(τˆ , y1, y2, y3) | τˆ = τ, (y1, y2, y3) ∈M} ⊂ I ×M. (1.28)
For fixed τ and y3, we introduce the codimension two surface ∂Mτ,y3 as
∂Mτ,y3 := {(τˆ , y1, y2, yˆ3) | τˆ = τ, yˆ3 = y3} ⊂Mτ . (1.29)
The sets ∂Mτ,y3=1 and ∂Mτ,y3=0 denote the top and bottom, respectively, the constant τ -
slices Mτ , and we denote the union ∂Mτ,y3=1 ∪ ∂Mτ,y3=0 by ∂Mτ .
Remark 3. Note that ∂τ is precisely the vectorfield u
α ∂
∂xα expressed relative to Lagrangian
coordinates; see (1.35).
Remark 4. We note that the image of a slice of constant Lagrangian coordinate time
under the Lagrangian flow η is no longer (necessarily) a flat time slice. That is, η(τ,M) is
generally not a constant time-slice with respect to inertial coordinates.
1.4. Summation convention. Lowercase Greek indices α, β, etc. range from 0 to 3 and
correspond to the rectangular coordinates {xα}α=0,1,2,3 on R1+3. Similarly, lowercase Latin
indices a, b, etc. range from 1 to 3 and correspond to the rectangular spatial coordinates
{xa}a=1,2,3. We write ∂∂xα to denote the corresponding rectangular coordinate partial de-
rivative operator. We often use the alternate notation x0 = t and ∂∂x0 =
∂
∂t .
Capital Latin indices A, K, L, etc. range from 0 to 3 and correspond to the Lagrangian
spacetime coordinates {yK}K=0,1,2,3 on I ×M.
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We write ∂K to denote the corresponding Lagrangian coordinate partial derivative oper-
ator. We often use the alternate notation y0 = τ and ∂0 = ∂τ .
We sum repeated indices over their respective ranges. We lower and raise Greek and
Latin indices with the Minkowski metric g and its inverse g−1, respectively.
1.5. Lagrangian formulation.
1.5.1. Definitions and preliminary geometric constructions.
Definition 1.2 (The fluid variables as a function of the Lagrangian coordinates).
In terms of the flow map η of Sect. 1.3, we define (for µ = 0, 1, 2, 3)
f = n ◦ η, vµ = uµ ◦ η, S = s ◦ η. (1.30)
In deriving the Lagrangian formulation of the equations and in our analysis, we will often
change back and forth between the Lagrangian and the rectangular coordinates.
Definition 1.3 (The change-of-variables matrices). We define the 4 × 4 “change-of-
variables” matrices M and A, the Jacobian determinant J, and the 4× 4 cofactor transpose
matrix a by
MνK := ∂Kη
ν , (1.31a)
AKν := (M
−1)Kν , (1.31b)
J := detM, (1.31c)
aKα := JA
K
α , (1.31d)
with K,L,α, β, µ, ν = 0, 1, 2, 3. Note that
MαKA
L
α = δ
L
K , M
µ
AA
A
ν = δ
µ
ν , (1.32)
where δLK and δ
µ
ν both denote the Kronecker delta, and where we sum over repeated lower
and upper indices. Moreover, from (1.31a), (1.26), and (1.32), we have
M
µ
0 = u
µ, vαAKα = δ
K
0 . (1.33)
By the chain rule, we have
∂K = M
α
K
∂
∂xα
,
∂
∂xα
= AKα ∂K . (1.34)
Thus, from (1.33) and (1.34), we see that
∂τ := ∂0 = u
α ∂
∂xα
, (1.35)
as we mentioned in Remark 3.
For any vectorfield differential operator ∂, we note the following standard matrix and
determinant differentiation identities:
∂AKα = −AKβ ∂∂LηβALα, (1.36a)
∂J = JAKα ∂M
α
K = JA
K
α ∂K∂η
α, (1.36b)
∂(JAKα ) = J∂L∂η
β
{
AKα A
L
β −ALαAKβ
}
. (1.36c)
8 MAHIR HADZˇIC´, STEVE SHKOLLER, JARED SPECK
Moreover, as a simple consequence of (1.36c) and the symmetry property ∂L∂Kη
β =
∂K∂Lη
β, we have the well-known Piola identity :
∂Ka
K
α = 0. (1.37)
In addition, we deduce from (1.34) and (1.36b) that
∂τJ = JA
K
α ∂Kv
α = J∂αu
α. (1.38)
Definition 1.4. (Differential operators) We define the following differential operators
on spacetime vectorfields Xµ:
(η)∇µXν := AKµ ∂KXν , (1.39a)
(η)divX := (η)∇αXα = AKα ∂KXα, (1.39b)
((η)vortX)µν :=
(η)∇µXν − (η)∇νXµ = AKµ ∂KXν −AKν ∂KXµ, (1.39c)
where the second equalities in the above formulas follow from (1.34).
Furthermore, we define, relative to the Lagrangian coordinate vectorfields (∂1, ∂2, ∂3), the
following flat divergence and vorticity operators:
(3)divY :=
3∑
A,a=1
δAa ∂AY
a, (1.40a)
((3)vortY )Kj := ∂KYj −
3∑
A,a=1
δaKδ
A
j ∂AYa, (K, j = 1, 2, 3). (1.40b)
In the above formulas, Y =
∑3
a=1 Y
a ∂
∂xa =
∑3
a=1 Y
a(τ, y1, y2, y3) ∂∂xa denotes a vectorfield
in R3 defined along Mτ . Thus, Y
a(τ, y1, y2, y3) denotes a rectangular spatial component
function viewed as a function of the Lagrangian coordinates.
Remark 5. Note that (1.39a), (1.39b), and (1.39c) are just the usual gradient, divergence,
and vorticity operators associated to the Minkowski connection ∇. The purpose of the
superscript “η” is to remind the reader that when the differential operators are expressed
relative to Lagrangian coordinates, they depend on the derivatives of the flow map η.
Definition 1.5. (Contractions and inner products) We define the following operators
on vectorfields Xµ and Y ν :
(η)∇X · (η)∇Y := (η)∇αXβ (η)∇βY α, (1.41a)
〈X,Y 〉g := XαY α, (1.41b)
〈(η)vortX, (η)vortY 〉g := (η)vortXαβ (η)vortY αβ. (1.41c)
1.5.2. Initial values of the change of variables matrices and the Jacobian determinant. The
4× 4 matrices M˚ := M|t=τ=0 and A˚ := A
∣∣
t=τ=0
are given by(
M˚00 M˚
i
0
M˚0j M˚
i
j
)
=
(
v˚0 (˚vi)1×3
(0)3×1 (δ
i
j)3×3
)
, (1.42a)
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A˚00 A˚
0
j
A˚i0 A˚
i
j
)
=
(
1
v˚0 (0)3×1
(− v˚iv˚0 )1×3 (δij)3×3
)
. (1.42b)
In the corresponding non-relativistic problem (see [7, 11]), the Jacobian determinant J is
initially identically 1. In contrast, in the relativistic setting, we deduce from (1.42a) that
J˚ := J
∣∣
τ=0
= v˚0. (1.43)
1.5.3. The Lagrangian formulation of the equations. We now derive our Lagrangian formu-
lation of the relativistic Euler equations in the special case of the equation of state (1.21).
We recall that by (1.24) and (1.30), we have the following expression for the enthalpy per
particle in terms of f :
S =
1
(1− f)2 . (1.44)
Proposition 1.1 (Lagrangian formulation of the relativistic Euler equations).
Relative to the Lagrangian coordinates constructed in Sect. 1.3 and the Lagrangian unknowns
of Definition 1.2, the relativistic Euler equations (1.1a)-(1.2) with the equation of state
(1.21) can be expressed as the following system in the components {ηα}α=0,1,2,3:
fJ = F˚ , (1.45)
F˚S∂τvµ + ∂K
{
F˚ 2AKµ J
−1S
}
− 2F˚ 2vµJ−2S3/2∂τJ = 0, (1.46)
gαβv
αvβ = −1, (1.47)
where
F˚ := n˚v˚0 (1.48)
and, in view of (1.47), we have v0 =
√
1 +
∑3
a=1(v
a)2. In the above equations, vµ = ∂τη
µ,
AKµ and J depend on the first Lagrangian derivatives of η as specified in Definition 1.3, and
S is determined in terms of f via (1.44).
Moreover, equation (1.46) can be written in the following two equivalent forms:
∂τ (Svµ) +A
K
µ ∂KS = 0, (1.49a)
F˚ a3µ∂3(J
−2) + 2a3µ(∂3F˚ )J
−2 = −S−1/2∂2τηµ + 2F˚J−2∂τJ∂τηµ (1.49b)
− F˚ a0µ∂τ (J−2)− F˚
2∑
A=1
aAµ ∂A(J
−2)− 2
2∑
A=1
(aAµ ∂AF˚ )J
−2.
Remark 6. From (1.25), it follows that ‖F˚‖L∞(M) ≤ ε≪ 1.
Remark 7. Equations (1.45) and (1.47) are constraints, while (1.46) is a second-order
wave-map-type system in the components {ηα}α=0,1,2,3.
Remark 8. Because the vacuum boundary moves with the fluid velocity u according to
(1.9), the set P defined in (1.8) is in fact given as P = ∪τ∈Iη(τ,M) . We see, then, that
the hypersurfaces on the right-hand side of (1.10) are
M˜τ := η(τ,M) .
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Thus, once we solve for the Lagrangian flow map η, we obtain precise information about
the location of the vacuum boundary and the tangential motion of particles along it.
Remark 9 (All three forms of the momentum equation are important). Though
equations (1.46), (1.49a), and (1.49b) are equivalent (given (1.45) and (1.47)), we exploit
the precise structure of each of these equations in a distinct way. We use (1.46) for energy
estimates to control horizontal and time derivatives and to establish the regularity of the
vacuum boundary, while (1.49a) is used for vorticity estimates, and (1.49b) is used for
estimating vertical derivatives by degenerate elliptic-type estimates.
Remark 10 (Importance of (1.49a)). Since ∂∂xµS = A
K
µ ∂KS is annihilated by the vorticity
operator (1.39c), equation (1.49a) allows us to derive an evolution equation for the vorticity
of Svµ that leads to a gain in regularity compared to the regularity suggested by a naive
derivative count. We use a high-order differentiated version of this statement in Sect. 4.
Proof of Prop. 1.1. Equation (1.47) is a trivial consequence of (1.2).
To obtain (1.45), we first note that in rectangular coordinates, equation (1.1a) is equiva-
lent to ∂∂xα (nu
α) = 0. Expressing this equation in Lagrangian coordinates with the help of
(1.34) and (1.35), we obtain
∂τf = −fAKα ∂τ∂Kηα. (1.50)
Next, we use (1.36b) to deduce that J verifies a similar equation (but without a minus sign
on the right-hand side of):
∂τJ = JA
K
α ∂K∂τη
α. (1.51)
Combining (1.50) and (1.51), we deduce that ∂τ ln(fJ) = 0. Since J|τ=0 = v˚0 := v0|τ=0, we
therefore obtain (1.45) as desired.
To obtain (1.49a), we simply use (1.34) and (1.35) to express equation (1.6) in Lagrangian
coordinates.
To derive (1.46), we first use (1.44), (1.50)-(1.51), and (1.45) to deduce that
∂τS = 2S
3/2∂τf = −2S3/2fJ−1∂τJ = −2F˚S3/2J−2∂τJ. (1.52)
Thus, we can express the product of fJ and the first product on LHS (1.49a) as follows:
fJ∂τ (Svµ) = fJS∂τvµ + fJvµ∂τS = fJS∂τvµ − 2F˚ 2vµS3/2J−2∂τJ. Moreover, using (1.44),
definition (1.31d), and the Piola identity (1.37), we can express the product of fJ and
the second product on LHS (1.49a) as follows: fJAKµ ∂KS = ∂K(a
K
µ f
2S) = ∂K(A
K
µ Jf
2S).
Inserting these identities into fJ× (1.49a) and using (1.45) to express fJ = F˚ , we arrive at
the desired equation (1.46).
Equation (1.49b) follows from equation (1.49a), the fact that ∂KS = 2S
3/2∂Kf (much like
in the first equality of (1.52)), from using (1.45) to substitute f = F˚J−1 in the previous equa-
tion, from using the simple identity 2AKµ ∂K(F˚J
−1) = 2AKµ (∂K F˚ )J
−1+2F˚ aKµ J
−1∂K(J
−1) =
2AKµ (∂K F˚ )J
−1 + aKµ ∂K(J
−2) (see (1.37)), and from straightforward calculations. 
1.6. Notation. Given a 4-vector Xµ, we denote by
X = (X1,X2,X3)
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the projection onto the spatial components of X. In our analysis, especially in Sect. 6, we
shall often use the spatial components projection η = (η1,η2,η3) of the flow map η.
C and ci denote universal positive constants that may change from line to line. If x, y ∈ R,
then x . y means that there exists a universal constant C > 0 such that x ≤ Cy. If Z
is non-negative, then we write x .Z y to mean that the constant C from the previous
inequality is allowed to depend in a continuous increasing fashion on Z. M˚ denotes a real
number whose size is bounded by the initial data and it is allowed to vary from line to line.
For convenience, we sometimes soak factors of τ and δ−1 into M˚ , where δ > 0 is a small
constant introduced later in the paper.
We use the notation P (S) to denotes a generic positive, increasing function of S. It is
allowed to vary from line to line. We adopt the convention that P is allowed to depend
on constants, M˚ , and τ . To ease the notation when dealing with various error terms, by
OLp(Mτ )(Q), we denote a term whose ‖ · ‖Lp(Mτ ) norm is ≤ CQ.
1.6.1. Lebesgue and Sobolev norms relative to the Lagrangian coordinates. We define spatial
integrals over the hypersurfaces Mτ with respect to the volume form of the flat Euclidean
metric on Mτ , or equivalently, with respect to the measure dy := dy
1dy2dy3. That is,∫
Mτ
f dy :=
∫
(y1,y2,y3)∈M
f(τ, y1, y2, y3) dy1dy2dy3. (1.53)
For 1 ≤ p <∞, we define the corresponding Lebesgue norms by
‖f‖Lp(Mτ ) :=
(∫
Mτ
fp dy
)1/p
. (1.54)
For integers k ≥ 0, we define the corresponding L2−based Sobolev norm by
‖f‖2Hk(Mτ ) :=
∑
i1+i2+i3≤k
‖∂i11 ∂i22 ∂i33 f‖2L2(Mτ ), (1.55)
where {∂A}A=1,2,3 denote the Lagrangian spatial coordinate partial derivative vectorfields.
1.7. Main result. Let T > 0 and let η : [0, T ] ×M → R1+3 be a smooth flow map. For
τ [0, T ], we define the following square norm:
S(τ) := sup
τ ′∈[0,τ ]
4∑
p=0
‖∂2pτ η‖2H4−p(Mτ ′) + sup
τ ′∈[0,τ ]
3∑
p=0
‖F˚ ∂2pτ (J−2)‖2H4−p(Mτ ′ )
+ sup
τ ′∈[0,τ ]
4∑
p=0
[
‖F˚ ∂2pτ ∂¯4−pDη‖2L2(Mτ ′ ) +
∥∥∥√F˚ ∂2p+1τ ∂¯4−pη∥∥∥2
L2(Mτ ′ )
]
+ sup
τ ′∈[0,τ ]
‖(η)vortv‖2H3(Mτ ′) + sup
τ ′∈[0,τ ]
‖F˚ ∂¯4(η)vortv‖2L2(Mτ ′ ) , (1.56)
where we recall the definition (1.48) of F˚ . Our main theorem provides a short-time a priori
bound for S(τ).
Theorem 1.1 (A priori estimates in Sobolev spaces). Let the initial particle number density
n˚ ∈ H4(M) satisfy the physical vacuum boundary condition (1.23) and the condition (1.25).
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If ηµ is a smooth solution to (1.46)- (1.47), then there exists a time T = T (S(0)) and a
constant C such that
S(τ) ≤ CS(0), τ ∈ I = [0, T ]. (1.57)
Remark 11. As we explained in Sect. 1.2.5, the assumption (1.25) is in not essential, but
it allows us to simplify the induction scheme that we use to close our estimates. All of the
essential difficulties of the problem remain under the smallness assumption. Note that for
ε < 13 , assumption (1.25) in particular implies the validity of the condition 0 ≤ f˚ < 13 ,
which corresponds to the physical requirement that the speed of sound is less than the speed
of light; see (1.22).
Remark 12. Although we only study special relativistic fluids in this paper, our theorem and
methods can be easily adapted to prove a priori bounds for solutions of (1.1) on a general
Lorentzian spacetime (M˜, g˜) with suitable smoothness assumptions on the Lorentzian metric
g˜. A non-flat metric g˜ leads to the presence of additional lower-order source terms arising
from the covariant derivatives in (1.1). They can be regarded as lower-order error terms
from the point of view of our analysis.
1.7.1. The energy. In order to obtain energy estimates for tangential derivatives (horizontal
and temporal), it is convenient to introduce the following Riemannian metric (for µ, ν =
0, 1, 2, 3):
hµν = gµν + 2vµvν . (1.58)
Note that
(h−1)µν = gµν + 2vµvν , (1.59)
as can easily be checked with the help of (1.47). We establish the positivity of h in
Lemma 3.1.
Definition 1.6 (High-order energy function). We define
E = E(τ) :=
4∑
p=0
Ep(τ), (1.60)
where for p = 0, 1, 2, 3, 4, we set
Ep(τ) := 1
2
∫
Mτ
F˚
(1− f)2 〈∂
2p+1
τ ∂¯
4−p
η, ∂2p+1τ ∂¯
4−p
η〉h
+
F˚ 2J−1
(1− f)2 〈
(η)∇∂2pτ ∂¯4−pη, (η)∇∂2pτ ∂¯4−pη〉h dy (1.61)
+
1
2
∫
Mτ
F˚ 2
1 + f
(1− f)3J
−3
(
∂2pτ ∂¯
4−pJ
)2
dy.
Remark 13. Note that the integrands in E are positive definite due to the positivity of the
metric h and the inequality f < 1, which holds for short time due to the assumption (1.25).
We also note that by (3.2b), the operator (η)∇ appearing in (1.61) is effectively equivalent
to the operator D. We provide the main a priori estimate for E in Prop. 5.1. Furthermore,
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in conjunction with vorticity estimates and elliptic-type estimates for vertical derivatives,
bounds for E(τ) will provide bounds for the norm S(τ).
1.8. Methodology and outline of the paper. In our proof, we obtain bounds for S(τ)
by a combination of energy estimates, vorticity estimates, and degenerate elliptic-type es-
timates, generalizing the approach for the non-relativistic Euler equations presented in [7].
In order to prove Theorem 1.1, we establish a bound of the form
S(τ) ≤ M˚ + τP (S(τ)), (1.62)
where P is a positive, increasing function of S and M˚ is a quantity depending only on
S(0). This type of polynomial inequality yields the desired a priori bound by a standard
continuity argument; see, for instance, Section 4.5 of [7].
The building block of our approach is the use of the differential operators ∂τ , ∂¯ that are
tangent to the characteristics4 (see Sect. 1.6). A curious aspect of our problem, already
present at the non-relativistic level, is the effective scaling between the space and time
derivatives: in our norm S(τ), two time derivatives scale like one space derivative. This is
caused by the degeneracy of the physical vacuum condition (1.14) and follows from weighted
embedding (2.2). For this reason, our energy estimates are based on the use of the operators
∂2pτ ∂¯
4−p, p = 0, 1, 2, 3, 4
which have the two-to-one scaling.
As Step 1 in Sect. 4, we begin with the relativistic vorticity estimates. In contrast to the
non-relativistic case studied in [5, 7, 11], the vorticity of ∂τv does not vanish. Instead, due
to the formulation (1.49a), we infer that
(η)vort (∂τ (Sv)) = 0.
Therefore, the vorticity of ∂τv equals an effective source term, which contains top-order
terms as shown in Lemma 4.1. Fortunately, these top-order terms contain pure τ -derivatives.
Their F˚ -weighted norms are bounded by εS, (with ε as in (1.25)) since the horizontal
derivatives of v = ∂τη appear in the norm S with a different homogeneity in F˚ resulting in
an estimate of the type:
‖F˚ ∂2pτ ∂¯4−pv‖2L2(Mτ ) ≤ ‖F˚‖L∞(Mτ )‖
√
F˚ v‖2L2(Mτ ) . εS(τ),
where we use the smallness (1.25) of F˚ . The details can be found in Prop. 4.1. We also
establish unweighted L2 estimates for the spatial components of the vorticity of η up to top
order as stated in part (2) of Prop. 4.1. We again exploit the structure provided by (1.49a),
which upon applying (η)vort, can be thought of as an effective transport equation for the
quantity (η)vort∂τη with controllable source terms.
In Sect. 5, we establish Step 2 of our strategy. We derive energy estimates for ∂τη,
Dη, and the time-derivatives ∂τ and horizontal-derivatives ∂¯ up to top order, as explained
above. A fundamental aspect of our energy identity, see (5.8), is the occurrence of a large
vorticity source term that can only be controlled because we have already obtained indepen-
dent estimates for the vorticity in the previous step. Secondly, since the natural “norm” in
the problem is dictated by the Lorentzian metric 〈·, ·〉g we conduct our high-order energy
4Here, by characteristics, we mean ∂P, where P is defined in (1.8).
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estimates using the formulation (1.46) and contract with respect to g. However, quantities
of the form 〈X,X〉g are not necessarily positive definite and for that reason, we use the
Riemannian metric h introduce in (1.58), and show that the difference
〈X,X〉g − 〈X,X〉h
is of lower-order and therefore controllable by the fundamental theorem of calculus.
Finally, in Sect. 6, we carry out Step 3. That is, we derive control of the higher “vertical”
derivatives ∂3 of η. This is the most complicated part of the proof, and it relies on the vor-
ticity bounds, the energy estimates, and the Hodge-type elliptic estimate (see Lemma 2.3),
which allows us to control the full Sobolev norm of a vectorfield from knowledge of the
Sobolev norms of its vorticity, divergence, and its tangential trace on the boundary. One
of the main tasks is to obtain control over derivatives of divη involving at least one vertical
derivative, that is, over terms such as ∂3divη ∂
2
3divη, and their derivatives up to top order
with respect to ∂τ . Once we have obtained such estimates, we can combine them with the
vorticity estimates from Step 1 to recover Sobolev estimates for η. This step is based on
the identity ∂τ ln J = divη, together with the use of the Euler equations to algebraically
express ∂3∂τJ in terms of quantities that already have a bound, and also on an important
integration by parts argument already used in [7,11], (see Prop. 6.1) that crucially relies on
the physical vacuum condition (1.14)
∂3F˚ ∼ const. < 0
near the vacuum boundary {y3 = 0}.
Finally the proof of Theorem 1.1 follows from establishing inequality (1.62), which follows
from Steps 1–3.
It is worth noting that there is a strong analogy between the use of Lagrangian coor-
dinates in the study of the Euler equations and the use of an eikonal function5 in the
study of quasilinear wave equations. Eikonal functions are fundamental objects in nonlin-
ear geometric optics. They be used to construct a sharp coordinate system, adapted to
the true dynamic characteristics, much like the Lagrangian coordinates employed in the
present article. Like Lagrangian coordinates, eikonal functions can allow one to derive
sharp information about the solution that is not readily accessible via standard rectangular
coordinates. The first use of eikonal functions in the context of globally solving a nonlinear
wave equation is found in [1] on the global stability of Minkowski spacetime as a solution
to Einstein’s equations. Eikonal functions have also been used as fundamental ingredients
in the proofs of local well-posedness at low regularity levels (see, for example, [13] and the
recent proof of the Bounded L2 Curvature Conjecture [14]) and in proofs of the formation
of shock waves in solutions to quasilinear wave equations in more than one space dimension
(see, for example, [2] as well as the additional works [3, 20,24]).
1.9. History of prior results. Early developments of the theory of vacuum states can be
traced back to [16, 18]. One of the few rigorous results pertaining to the non-relativistic
compactly supported compressible fluids can be found in [19], wherein the author constructs
solutions in all of R3, but for which it is not possible to track the behavior of the vacuum
boundary. An extension of that result to relativistic fluids can be found in [23]. For the rich
5Also known as an optical function.
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history of vacuum states for viscous Euler equations we refers the reader to the introduction
of [7].
Major advances in the development of the theory of compressible Euler equations with
a free vacuum boundary occurred in the series of works [5–7] and independently in [10,11],
wherein local-in-time well-posedness was established in the Newtonian setting. See also [21]
for the one-dimensional setting.
For existence theorems for the multi-dimensional compressible Euler equations modeling
liquids, for which the fluid density ρ˚ is uniformly bounded from below by a strictly positive
constant, we refer the reader to [17] and [27] which employ a Nash-Moser iteration, and to [4]
for uniform estimates without derivative loss, as well as the degenerate limit of vanishing
surface tension. For a priori estimates for the relativistic liquid, see the preprint [22].
The compressible liquid, unlike the compressible gas, with vacuum boundary is a uni-
formly hyperbolic system of conservation laws, and hence does not suffer from the fun-
damental degeneracy caused by the physical vacuum boundary. We refer the reader to
the introduction of [7] for a more complete set of references to prior work on the physical
vacuum boundary.
Finally, we refer the reader to the recent preprint [12] which employs a different strategy
to obtain a priori estimates for the relativistic Euler equations.
2. Technical Lemmas
In this section, we provide some technical lemmas that we use throughout the remainder
of the paper.
2.1. Hardy-type inequality and Sobolev embeddings. We shall make use of the fol-
lowing higher-order Hardy-type inequality established in [6, 7].
Lemma 2.1 (Higher-order Hardy-type inequality). Let s ≥ 1, s ∈ N and assume that
f ∈ Hs(M) ∩ H˙10 (M). Assume that the Euclidean distance function d(·) = d(·, ∂M) ∈
Hr(M), r = max(s − 1, 3). Then f(·)d(·,∂M) ∈ Hs−1(M) and∥∥∥∥fd
∥∥∥∥
Hs−1(M)
. ‖f‖Hs(M). (2.1)
Definition 2.1. For k = 1 or 2, the weighted Sobolev spaces H1
dk
(M) is equipped with the
norm
‖f‖2H1
dk
(M) :=
∫
M
d(y)k
(|f(y)|2 + |Df(y)|2) dy.
The following well-known inequality is established in [15].
Lemma 2.2. For k = 1 or 2, the weighted Sobolev space H1
dk
(M) embeds continuously into
the unweighted Sobolev space H1−
k
2 (M) and
‖f‖H1−k/2(M) .M˚ ‖f‖H1
dk
(M). (2.2)
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2.2. Elliptic estimates.
Lemma 2.3 (Hodge-type elliptic estimate). Let s ≥ 1 be an integer and let Y =∑3
a=1 Y
a ∂
∂xa be an R
3−valued vectorfield defined along M. Then the following Hodge-type
estimate holds:
‖Y ‖Hs(M) . ‖Y ‖L2(M) + ‖(3)divY ‖Hs−1(M) + ‖(3)vortY ‖Hs−1(M) +
2∑
a=1
‖∂¯Y a‖Hs−3/2(∂M).
(2.3)
Proof. See Proposition 6.2 in [7]. 
2.3. Trace Estimates.
Lemma 2.4 (Tangential trace inequality). Let Y be as in Lemma 2.3. Then the following
trace estimate holds:
2∑
a=1
‖∂¯Y a‖H−0.5(∂M) . ‖(3)vortY ‖L2(M) + ‖∂¯Y ‖L2(M). (2.4)
Proof. See Lemma 4 in [7]. 
3. Bootstrap Assumptions and Basic Estimates
3.1. Bootstrap assumptions. In the rest of the paper, we assume that η : [0, T ] ×M→
R
1+3 is a smooth solution to (1.45)- (1.47). Moreover we assume that the following bootstrap
assumptions hold on [0, T ]×M:
f ≤ 1
8
, (3.1a)
‖η‖H3.5(Mτ ) ≤ 2‖˚η‖H3.5(M) + 1, (3.1b)
‖∂aτ v‖H3− a2 (Mτ ) ≤ ‖∂
a
τ v|τ=0‖H3− a2 (M) + 1, (3.1c)
v˚0 − 1
2
≤ J ≤ v˚0 + 1
2
, (3.1d)
1/4 + (˚v1)2 + (˚v2)2 ≤ gµνa3µa3ν ≤ 2 + (˚v1)2 + (˚v2)2. (3.1e)
We use the bootstrap assumptions (3.1a)-(3.1e) throughout the paper, often incorpo-
rating them into the generic data-dependent parameter M˚ . Once the energy estimates
are established, it is easy to derive strict improvements of the bootstrap assumptions; see
Lemma 3.2.
3.2. Positivity of the metric h. We now establish quantitative positivity estimates for
the metric h defined in (1.58).
Lemma 3.1 (Positivity of the Riemannian metric). Recall that ∇ denotes the flat
connection of the Minkowksi metric and that D denotes the Lagrangian coordinate spacetime
gradient. Let h be the Riemannian metric defined in (1.58), and let X and Y be vectorfields.
RELATIVISTIC EULER WITH MOVING VACUUM BOUNDARY 17
There exists a constant M˚ > 0, depending on the data, such that under the bootstrap
assumptions of Sect. 3.1, we have
1
M˚
3∑
α=0
|Xα|2 ≤ 〈X〉h := hαβXαXβ ≤ M˚
3∑
α=0
|Xα|2, (3.2a)
1
M˚
|DY | ≤ |(η)∇Y | ≤ M˚ |DY |. (3.2b)
Proof. Let X = (X1,X2,X3) and v = (v1, v2, v3). Note that by definition
〈X〉h = 〈X〉g + 2〈v,X〉2g = −X20 + |X |2 + 2(−X0v0 +X · v)2
= X20 (1 + 2|v|2) + |X |2 − 2X0
√
1 + |v|2X · v + 2(X · v)2.
Setting ϕ := X|X| ∈ S2 and t = X0|X| we can rewrite 〈X〉h in the following way:
〈X〉h = |X |2
(
t2(1 + |v|2) + 1 + 2(ϕ · v)2 − 2t
√
1 + |v|2ϕ · v)
)
(3.3)
It is an easy exercise to check that the discriminant of the quadratic function in the paren-
thesis above is uniformly-in-ϕ bounded from below by 0. In particular, the function has a
uniform lower bound and we conclude that 〈X〉h ≥ C|X|2 for some C. To obtain the lower
bound 〈X〉h ≥ CX20 , we use similar analysis, but we divide by X0 instead of |X |. The upper
bound in (3.2a) is straightforward to derive and relies on the bootstrap assumption (3.1c).
To prove the first inequality in (3.2b), we first use (1.34) to deduce that
|DY | .
3∑
A=0
|∂AY | .
3∑
A=0
3∑
α=0
|∂Aηα||(η)∇Y | .
We then obtain the desired bound |∂Kηα| ≤ M˚ from the bootstrap assumptions. Sim-
ilarly, to obtain the second inequality in (3.2b), we use (1.34) to find that |(η)∇Y | .∑3
α=0 | ∂∂xαY | .
∑3
A=0
∑3
α=0 |AAα∂AY | .
∑3
A=0
∑3
α=0 |AAα ||DY | , from which it follows that
|AAα | ≤ M˚ by using the bootstrap assumptions, since A is the inverse of the 4 × 4 matrix
Dη, which has bounded entries and a strictly positive Jacobian determinant. 
3.3. Improvement of the bootstrap assumptions. The next lemma becomes relevant
at the end of the paper, after we have derived our main a priori estimate for S(τ) under
the bootstrap assumptions of Sect. 3.1. The lemma supplies improvements of the bootstrap
assumptions, thus closing the proof.
Lemma 3.2 (Improvement of the bootstrap assumptions). Assume that the bootstrap
assumptions of Sect. 3.1 and the estimate S(τ) ≤ M˚ all hold for τ sufficiently small. Then,
after possibly shrinking the allowable smallness of τ , we have the following improvements
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of the bootstrap assumptions
f ≤ 1
6
, (3.4a)
‖η‖H3.5(Mτ ) ≤ 2‖˚η‖H3.5(M) +
1
2
, (3.4b)
‖∂aτ v‖H3− a2 (Mτ ) ≤ ‖∂
a
τ v|τ=0‖H3− a2 (M) +
1
2
, (3.4c)
v˚0 − 1
4
≤ J ≤ v˚0 + 1
4
, (3.4d)
1
2
+ (˚v1)2 + (˚v2)2 ≤ gµνa3µa3ν ≤
3
2
+ (˚v1)2 + (˚v2)2. (3.4e)
Proof. To prove (3.4a), we first recall our smallness assumption (1.25): f˚ ≤ ε << 13 . Since
f = f˚ v˚0J−1, we have |f − f˚ | = f˚(1− v˚0J−1), and we can apply the fundamental theorem of
calculus to deduce |1 − v˚0J−1| ≤ τM˚ . The estimates (3.4b)- (3.4d) follow in an analogous
way, where we recall (1.43). To prove (3.4e), we note that a3µ is a sum of cubic terms of
the schematic form (∂τη) · ∂¯η · ∂¯η. Hence, using Sobolev embedding H2(M) →֒ L∞(M), we
see that ‖∂τ (gµνa3µa3ν)‖L∞(Mτ ) ≤ P (M˚ ). Thus, by the fundamental theorem of calculus, we
have
∣∣gµνa3µa3ν − gµνa3µa3ν |τ=0∣∣ ≤ τP (M˚). Moreover, using (1.42b) and (1.43), we compute
that gµνa3µa
3
ν |τ=0 = 1 + (˚v1)2 + (˚v2)2. The desired estimate (3.4e) now easily follows. 
3.4. Simple estimates relying on the fundamental theorem of calculus. Through-
out the paper, we often bound simple error terms without giving full details, mentioning
only that we are using “the fundamental theorem of calculus.” In this section, we briefly de-
scribe what we mean by this. When we say that we are bounding a quantity Q in some norm
‖ · ‖ using the fundamental theorem of calculus, we mean that the standard Sobolev cal-
culus (which in the present article relies on Holder’s inequality, interpolation, and the non-
degenerate Sobolev embeddings H2(M) →֒ L∞(M), H1(M) →֒ L6(M), H1(M) →֒ L4(M),
H .5(M) →֒ L3(M)) implies that ‖∂τQ(τ)‖ ≤ P (S(τ)), where S is the norm defined in (1.56).
Thus, integrating in time, we obtain ‖∂τQ(τ)‖ ≤ M˚ + τP (S(τ)). A typical term that can
bounded in this way is one that is below-top-order in the sense of the norm S.
As examples of quantities that can be bounded in this way, we cite: ‖∂2pτ η‖H3−p(Mτ ) for
0 ≤ p ≤ 3, ‖∂τη‖H3(Mτ ), ‖
√
F˚ ∂2pτ ∂¯3−pη‖L2(Mτ ) for 0 ≤ p ≤ 3, ‖F˚ ∂2pτ (J−2)‖H3−p(Mτ ) and
‖F˚ ∂2pτ J‖H3−p(Mτ ) for 0 ≤ p ≤ 3, and ‖∂2pτ D2−pη‖L∞(Mτ ) for 0 ≤ p ≤ 2.
3.5. Estimates involving contractions against the four-velocity. Recall that η =
(η1,η2,η3) denotes the projection of the flow map η onto R3. We use the next lemma to show
that the top-order derivatives of η0 are controlled by corresponding top-order derivatives of
η. The main idea of the proof is that the constraint (1.47) yields improved estimates for
the high derivatives of ηα whenever it is contracted against the (undifferentiated) one-form
vα.
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Lemma 3.3. Under the bootstrap assumptions of Sect. 3.1, we have the following estimates
for τ ∈ [0, T ]:
4∑
p=0
‖vα∂2pτ Dηα‖2H4−p(Mτ ) ≤ P (S(τ)), (3.5a)
4∑
p=0
‖
√
F˚ vα∂
2p+1
τ Dη
α‖2H4−p(Mτ ) ≤ P (S(τ)), (3.5b)
4∑
p=0
‖vα∂2pτ ηα‖2H4−p(Mτ ) ≤ M˚ + CτS(τ), (3.5c)
4∑
p=0
‖
√
F˚ vα∂
2p+1
τ ∂¯
4−p
η
α‖2L2(Mτ ) ≤ M˚ + CτS(τ), (3.5d)
4∑
p=0
‖F˚ vα∂2pτ ∂¯4−pDηα‖2L2(Mτ ) ≤ M˚ + CτS(τ), (3.5e)
‖∂2pτ η0‖H4−p(Mτ ) ≤ M˚ + τP (S(τ)) +
3∑
a=1
‖∂2pτ ηa‖H4−p(Mτ ). (3.5f)
Proof. To prove (3.5c), we first differentiate (1.47) with ∂2pτ D4−p and obtain∣∣∂τ (vα∂2pτ D4−pηα)∣∣ . ∣∣∂2τηα∣∣ ∣∣∂2pτ D4−pηα∣∣+ ∑
p1+p2≤2p−1
q1+q2≤3−p
∣∣∂p1+1τ Dq1η∣∣ ∣∣∂p2+1τ Dq2η∣∣ . (3.6)
From (3.6), definition (1.56) and the Sobolev embedding H2(M) →֒ L∞(M), we deduce
that ‖∂τ (vα∂2pτ D4−pηα)‖L2(Mτ ) ≤ M˚ + CS(τ). Integrating in time and using the previous
estimate, we deduce ‖vα∂2pτ D4−pηα‖2L2(Mτ ) ≤ M˚τ+CτS(τ), from which the desired estimate
(3.5c) readily follows. The proofs of (3.5d) and (3.5e) are similar, and we omit the details.
The proof of (3.5a) also is similar but does not involve a time integration; we omit the
details.
To prove (3.5f), we first decompose ∂2pτ D4−pη0 = − 1v0 vα∂
2p
τ D4−pηα+
va
v0
∂2pτ D4−pηa. From
(1.47), we deduce ‖ 1
v0
‖L∞(Mτ ) ≤ 1 and
∥∥va
v0
∥∥
L∞(Mτ )
< 1. The desired bound (3.5f) follows
easily from these estimates and (3.5c). 
4. Vorticity estimates
In this section, we use the special structure of equation (1.49a) to derive estimates for
the vorticity up to top order. It is important for our strategy that the vorticity estimates
can be obtained independently of our estimates for other quantities.
We derive our main vorticity estimates in Prop. 4.1. We start with a preliminary lemma
in which we obtain estimates for the vorticity of ∂τv.
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Lemma 4.1. Let δ > 0 be a constant and let ε be as in (1.25). Under the bootstrap assump-
tions of Sect. 3.1, we have the following estimates for τ ∈ [0, T ] (where M˚ is allowed to
depend on δ−1 and µ, ν = 0, 1, 2, 3):
3∑
p=0
∥∥∥F˚ ∂2pτ ∂¯3−p((η)vort∂τv)µν∥∥∥2
L2(Mτ )
≤ M˚ + (δ + Cε)S(τ) + τP (S(τ)) , (4.1a)
2∑
p=0
∥∥∥∂2pτ ((η)vort∂τv)µν∥∥∥2
H2−p(Mτ )
≤ M˚ + τP (S(τ)) . (4.1b)
Proof. We start by computing the vorticity of LHS (1.49a).
Using the definition of (η)vortµν given in (1.39c), we find that
(η)vortµν annihilates
(η)∇S
since S is a perfect gradient. That is,(
(η)vort(η)∇S
)
µν
=
(
(η)vort
(
AK• ∂KS
))
µν
= 0.
Therefore, from (1.49a), we obtain(
(η)vort (∂τ (Sv))
)
µν
= 0. (4.2)
We now want to rewrite
(
(η)vort∂τ (Sv)
)
µν
as S
(
(η)vort∂τv
)
µν
plus a remainder, which
should be thought of as a lower-order error term. A simple calculation based on using
equation (1.49a) to substitute for AKµ ∂KS yields the identity(
(η)vort∂τ (Sv)
)
µν
= S((η)vort∂τv)µν + ∂τS(
(η)vortv)µν +A
K
µ ∂KS∂τv
ν −AKν ∂KS∂τvµ
(4.3)
+ 2∂τS (∂τvνvµ − ∂τvµvν) + S
(
∂2τ vνvµ − ∂2τ vµvν
)
.
Combining (4.2) and (4.3) and again using equation (1.49a) to substitute for the third and
fourth products on right-hand side of (4.3), we obtained the desired expression
((η)vort∂τv)µν =− ∂τS((η)vortv)µν + ∂τ (Svµ)∂τvνS−1 − ∂τ (Svν)∂τvµS−1
− 2S−1∂τS (∂τvνvµ − ∂τvµvν) + ∂2τ vνvµ − ∂2τ vµvν . (4.4)
Proof of (4.1a). Let p ∈ {0, 1, 2, 3}. We apply ∂2pτ ∂¯3−p to equation (4.4), multiply by
F˚ , take the norm ‖ · ‖L2(Mτ ) of both sides, and square. We start by bounding the term
generated by the first product on right-hand side of (4.4). Note that ∂τS = −2S3/2J−2F˚ ∂τJ.
Thus, when ∂2pτ ∂¯3−p falls onto ∂τS, the highest-order term thus arising is ∂
2p+1
τ ∂¯3−pJ. The
resulting product S3/2J−2F˚ ∂2p+1τ ∂¯3−pJ((η)vortv)µν is below top-order and thus, using the
fundamental theorem of calculus as described in Sect. 3.4, we can bound it in the norm
‖ · ‖L2(Mτ ) by ≤ M˚ + τP (S(τ)) as desired.
Using similar reasoning, we can bound the product that arises when all derivatives
∂2pτ ∂¯3−p fall on ((η)vortv)µν since the top-order terms scale like F˚A∂
2p
τ ∂¯3−pDv or F˚ ∂
2p
τ ∂¯3−pDηv.
The below top-order terms can be bounded in the norm ‖ · ‖L2(Mτ ) by ≤ M˚ + τP (S(τ)) via
the fundamental theorem of calculus. We can use essentially the same reasoning to bound
the ∂2pτ ∂¯3−p derivative of all remaining products on right-hand side of (4.4), except for the
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last two. The ∂2pτ ∂¯3−p derivative of each of the last two terms can be bounded in the same
way, so we focus only on the last one. To proceed, we note that for p ∈ {0, 1, 2, 3}, the
top-order term generated by the Leibniz expansion of ∂2pτ ∂¯3−p(∂2τ vνvµ) is ∂
2p+2
τ ∂¯3−pvνvµ.
We now use the smallness assumption (1.25), Sobolev embedding, and the definition (1.56)
of the norm S to deduce the desired bound as follows:∥∥∥F˚ ∂2p+2τ ∂¯3−pvνvµ∥∥∥2
L2(Mτ )
≤
∥∥∥F˚∥∥∥
L∞(M)
∥∥∥√F˚ ∂2p+2τ ∂¯3−pvν∥∥∥2
L2(Mτ )
‖vν‖2L∞(Mτ ) .M˚+τP (S(τ)) εS(τ).
All of the remaining terms arising from the Leibniz expansion of ∂2p+2τ ∂¯3−p(vνvµ) are lower-
order terms that, by virtue of the fundamental theorem of calculus, are bounded in the norm
‖ · ‖L2(Mτ ) by ≤ M˚ + τP (S(τ)). This concludes our proof of (4.1a).
Proof of (4.1b). We apply ∂2pτ D2−p to equation (4.4). All terms on the right-hand side of
the resulting equation are below top-order. Thus, using the fundamental theorem of calculus
as described in Sect. 3.4, we can bound them in the norm ‖ · ‖L2(Mτ ) by ≤ M˚ + τP (S(τ))
as desired. 
We now derive our main estimates for the vorticity.
Proposition 4.1. Let δ > 0 be a constant and let ε be as in (1.25). Under the bootstrap
assumptions of Sect. 3.1, we have the following estimates for τ ∈ [0, T ] (where we recall that
η = (η1,η2,η3) and M˚ is allowed to depend on δ
−1):∣∣∣∣∫
Mτ
F˚ 2〈(η)vort ∂2pτ ∂¯4−pη, (η)vort ∂2pτ ∂¯4−pη〉g dy
∣∣∣∣ ≤ M˚ + (δ + Cε)S(τ) + τP (S(τ)), (4.5a)
‖(3)vort∂2pτ η‖2H3−p(Mτ ) ≤ M˚ + τP (S(τ)). (4.5b)
Proof. Proof of (4.5a). We first prove the estimate in the case p = 0. We start by
noting that F˚ (η)vort∂¯4η = F˚ ∂¯3(η)vort∂¯η + OL2(Mτ )(M˚ + τP (S(τ))) since the difference
F˚ (η)vort∂¯4η − F˚ ∂¯3(η)vort∂¯η is easy to bound in the norm ‖ · ‖L2(Mτ ) via the fundamental
theorem of calculus, as we described in Sect. 3.4. Thus, to prove (4.5a) in the case p = 0,
it suffices to bound
∫
Mτ
F˚ 2〈∂¯4(η)vortη, ∂¯3(η)vort∂¯η〉g dy by ≤ right-hand side of (4.5a). To
proceed, we will use the following identity, obtained from repeated use of commutation
identities of the form ([∂τ ,
(η)vort]η)µν = ∂τA
K
µ ∂Kην − ∂τAKν ∂Kηµ and the fundamental
theorem of calculus and valid for A = 1, 2, 3:
((η)vort∂Aη)µν =(
(η)vort∂Aη)µν
∣∣
τ=0
+ τ∂A(
(η)vortv)µν
∣∣
τ=0
+
∫ τ
0
(
∂τA
K
µ ∂K∂Aην − ∂τAKν ∂K∂Aηµ − ∂AAKµ ∂Kvν + ∂AAKν ∂Kvµ
)
dτ ′
+
∫ τ
0
∫ τ ′
0
∂A
(
Bµν(A,Dv) + ((η)vort∂τv)µν
)
dτ ′′dτ ′ , (4.6)
where
Bµν(A,Dv) := −∂τALµ∂Lvν + ∂τALν ∂Lvµ. (4.7)
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We now apply ∂¯3 to (4.6) and consider the relevant cases A = 1, 2, our goal being to
show that all terms Q on ∂¯3(right-hand side of (4.6)) verify the bound
∣∣∣∫
Mτ
F˚ 2〈Q,Q〉g dy
∣∣∣ ≤
M˚ + τP (S(τ)). Clearly the terms generated by the two products on the first line of right-
hand side of (4.6) satisfy the desired bound. The terms generated by the single time integral
on right-hand side of (4.6) can all be treated with the standard Sobolev calculus, which
yields that the corresponding integral
∣∣∣∫
Mτ
〈· · · 〉g
∣∣∣ is ≤ M˚ + τP (S(τ)). To handle the terms
generated by the double time integral on right-hand side of (4.6), we must integrate by
parts in time once, as we now explain.
We first consider the double time integral of ∂¯4Bµν . We need only to consider the top-
order terms since the below-top-order ones are easy to treat using the standard Sobolev
calculus. Specifically, the top-order terms are
∫ τ
0
∫ τ ′
0
F˚ ∂¯4∂τADv dτ
′′dτ ′ and
∫ τ
0
∫ τ ′
0
F˚ ∂τA∂¯
4D∂τη dτ
′′dτ ′.
In the first case, we integrate the ∂τ derivative away from ∂¯
4∂τA and in the second case
we integrate it away from ∂¯4D∂τη. We then use the standard Sobolev calculus to obtain
that
∥∥∥∫ τ0 ∫ τ ′0 F˚ ∂¯4∂τADv dτ ′′dτ ′∥∥∥
Mτ
≤ τP (S(τ)), and similarly for the other double time
integral, from which the desired bounds for the integral
∣∣∣∫
Mτ
〈· · · 〉g
∣∣∣ of interest easily follow.
We emphasize that the presence of the double integration in τ is crucial for obtaining
the factor of τ in the previous inequality. The integral
∫
Mτ
〈· · · 〉g generated by the term∫ τ
0
∫ τ ′
0 F˚ ∂¯
4((η)vort∂τv)µν dτ
′′dτ ′ (which corresponds to the last term on the right-hand side
of (4.6)) is a bit more difficult to handle. We first split it into two pieces:
∫ τ
0
∫ τ ′
0
F˚ ∂¯4((η)vort∂τv)µν dτ
′′dτ ′ =
∫ τ
0
∫ τ ′
0
F˚ ∂¯4
(
((η)vort∂τv)µν − (∂2τ vνvµ − ∂2τvµvν)
)
dτ ′′dτ ′
+
∫ τ
0
∫ τ ′
0
F˚ ∂¯4
(
∂2τvνvµ − ∂2τvµvν
)
dτ ′′dτ ′
=: I1 + I2. (4.8)
To handle the integrals corresponding to I1, we first rewrite the integrand by using equation
(4.4) for substitution. We can then bound
∣∣∣∫
Mτ
〈I1, I1〉g dy
∣∣∣ by using the standard Sobolev
calculus and, to handle some of the integrals, by integrating by parts in time as before.
To bound
∣∣∣∫
Mτ
〈I2, I2〉g dy
∣∣∣, we again note that it suffices to bound the integral ∣∣∣∫
Mτ
〈· · · 〉g
∣∣∣
generated by the highest-order part
∫ τ
0
∫ τ ′
0
F˚
(
∂¯4∂2τv
νvµ − ∂¯4∂2τ vµvν
)
dτ ′′dτ ′. (4.9)
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We now integrate by parts in time twice in (4.9) to obtain the identity∫ τ
0
∫ τ ′
0
F˚
(
∂¯4∂2τ vνvµ − ∂¯4∂2τ vµvν
)
dτ ′′dτ ′
=
∫ τ
0
F˚
(
∂¯4∂τvνvµ − ∂¯4∂τvµvν
)
dτ ′ −
∫ τ
0
∫ τ ′
0
F˚
(
∂¯4∂τvν∂τvµ + ∂¯
4∂τvµ∂τvν
)
dτ ′′ dτ ′
= F˚ ∂¯4vνvµ − F˚ ∂¯4vµvν
−
∫ τ
0
F˚
(
∂¯4vν∂τvµ − ∂¯4vµ∂τvν
)
dτ ′ −
∫ τ
0
∫ τ ′
0
F˚
(
∂¯4∂τvν∂τvµ + ∂¯
4∂τvµ∂τvν
)
dτ ′′ dτ ′.
(4.10)
We can bound the integrals
∣∣∣∫
Mτ
〈· · · 〉g
∣∣∣ corresponding to the two integrals on the last line
of right-hand side of (4.10) by using the standard Sobolev calculus. To bound the integral∣∣∣∫
Mτ
〈· · · 〉g
∣∣∣ generated by the remaining (non-time integrated) terms on right-hand side
of (4.10), we first use (1.47) to derive the identity(
∂¯4vνvµ − ∂¯4vµvν
) (
∂¯4vνvµ − ∂¯4vµvν) = −2〈∂¯4v, ∂¯4v〉g − 2(∂¯4vµvµ)2.
Thus, using (3.5d), we deduce∫
Mτ
F˚ 2(∂¯4vµv
µ)2 dy ≤ M˚ + τP (S(τ)). (4.11)
Finally, using the smallness assumption (1.25), we deduce the desired bound as follows:∣∣∣∣∫
Mτ
F˚ 2〈∂¯4v, ∂¯4v〉g dy
∣∣∣∣ . ‖F˚‖L∞(Mτ ) ∥∥∥√F˚ ∂¯4v∥∥∥2L2(Mτ ) . εS(τ.) (4.12)
We have thus shown that
∣∣∣∫
Mτ
〈I2, I2〉g dy
∣∣∣ ≤ M˚+C (δ + ε) S(τ)+τP (S(τ)), which completes
the proof of (4.5a) in the case p = 0.
Cases p = 1, 2, 3, 4. To prove (4.5a) in these cases, we note that it suffices to instead bound
the related term∣∣∣∣∫
Mτ
F˚ 2〈∂2(p−1)τ (η)vort∂¯4−p∂τv, ∂2(p−1)τ (η)vort∂¯4−p∂τv〉g dy
∣∣∣∣
by the right-hand side of (4.5a); the difference between the two terms is lower-order and
is therefore easy to bound via the fundamental theorem of calculus, as we described in
Sect. 3.4. The desired bounds are a simple consequence of the already proven estimate
(4.1a).
Proof of (4.5b). The starting point of the proof is again the identity (4.6). We first address
the case p = 0, and we aim to prove the following preliminary estimate for µ, ν = 0, 1, 2, 3:
‖((η)vortη)µν‖2H3(Mτ ) ≤ M˚ + τP (S(τ)). (4.13)
To prove (4.13), we start by noting that it suffices to bound the square norm ‖ · ‖2H2(Mτ )
of ((η)vort∂Aη)µν for A = 1, 2, 3; the remaining terms that must be bounded to control
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‖((η)vortη)µν‖2H3(Mτ ) are lower-order and thus are easy to bound via the fundamental theo-
rem of calculus, as we described in Sect. 3.4. We now note that the square norm ‖ · ‖2H2(Mτ )
of the terms on the first two lines of right-hand side of (4.6) are easy to bound in the
square norm ‖·‖2H2(Mτ ) by ≤ M˚ +τP (S(τ)) via the standard Sobolev calculus. To treat the
terms generated by the double time integral of the term ∂A (Bµν(A,Dv)) on right-hand side
of (4.6), we again note that it suffices to bound the square norm ‖ · ‖2L2(Mτ ) of the top-order
part, which is of the form ∫ τ
0
∫ τ ′
0
D4∂τηD∂τηAAdτ
′′dτ ′.
We now integrate by parts in time to remove the time derivative off of the factor D4∂τη.
Then the same arguments we used in treating the double time integrals that we encountered
in the proof of (4.5a) allow us to deduce that∥∥∥∥∥
∫ τ
0
∫ τ ′
0
D4∂τηD∂τηAAdτ
′′dτ ′
∥∥∥∥∥
2
L2(Mτ )
≤ τP (S(τ))
as desired, where the smallness factor τ comes from the second time integral. Using a
similar argument, we bound the terms generated by the double time integral of the term
D2∂A(
(η)vort∂τv)µν generated by the last term on right-hand side of (4.6). For this estimate,
we use (4.4) to substitute for ((η)vort∂τv)µν . Combining the above bounds, we conclude the
desired estimate (4.13).
We will now use (4.13) to obtain the desired bound (4.5b) in the case p = 0. We start
with the following algebraic decomposition for i, j ∈ {1, 2, 3}, which follows easily from
Def. 1.4:
((3)vortη)ij = (
(η)vortη)ij − (AKi − δKi )∂Kηj +
(
AKj − δKj
)
∂Kηi. (4.14)
We bound the square norm ‖·‖2H3(Mτ ) of the first term on right-hand side of (4.14) via (4.13).
To bound the square norm ‖ · ‖2H3(Mτ ) of the last two terms on right-hand side of (4.14)
by ≤ τP (S(τ)), we use the simple estimate ‖Dη‖2H3(Mτ ) ≤ S(τ), and, to gain the smallness
factor τ , the estimates
∥∥AKi − δKi ∥∥L∞(Mτ ) ≤ τP (S(τ)) (for i = 1, 2, 3 and K = 0, 1, 2, 3);
these L∞(Mτ ) estimates are a simple consequence of the fundamental theorem of calculus,
the standard Sobolev calculus, and the initial conditions (1.42b). We have thus proved
(4.5b) in the case p = 0.
Cases p = 1, 2, 3, 4. To handle these cases, we aim to first prove the following preliminary
estimate for µ, ν = 0, 1, 2, 3, in analogy with (4.13):
‖(η)vort(∂2pτ η)µν‖2H3−p(Mτ ) ≤ M˚ + τP (S(τ)). (4.15)
Once we prove (4.15), the desired bound (4.5b) follows easily by using the same argument
given just above. To prove (4.15), we start by noting that it would follow from
‖∂2(p−1)τ ((η)vort∂τv)µν‖2H3−p(Mτ ) ≤ M˚ + τP (S(τ)); (4.16)
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the remaining terms that must be bounded to control ‖((η)vort∂2pτ η)µν‖2H3−p(Mτ ) are lower-
order and thus are easy to bound via the fundamental theorem of calculus, as we described
in Sect. 3.4. We have already proved the desired bound (4.16) as inequality (4.1b). This
completes our proof of (4.5b) and therefore that of Prop. 4.1. 
5. Energy estimates for horizontal derivatives and time derivatives
In this section, we derive energy estimates for the horizontal and time derivatives of
the solution up to top order. In particular, we do not commute the evolution equations
with the ∂3 operator in this section. We provide the main energy estimates in Prop. 5.1.
The estimates rely on the bounds for the vorticity that we have independently obtained in
Prop. 4.1.
We start with the following preliminary lemma, which shows that the g-norm and h-norm
of the relevant energy integrands are equal up to controlled error terms.
Lemma 5.1. Let ε be as in (1.25). Under the bootstrap assumptions of Sect. 3.1, we have
the following estimates for τ ∈ [0, T ].
(1) For p ∈ {0, 1, 2, 3, 4}, we have
F˚ 〈∂2pτ ∂¯4−pv, ∂2pτ ∂¯4−pv〉g = F˚ 〈∂2pτ ∂¯4−pv, ∂2pτ ∂¯4−pv〉h +OL1(Mτ )(M˚ + τP (S(τ))). (5.1)
(2) For p ∈ {0, 1, 2, 3, 4}, we have
F˚ 2〈(η)∇∂2pτ ∂¯4−pη, (η)∇∂2pτ ∂¯4−pη〉g = F˚ 2〈(η)∇∂2pτ ∂¯4−pη, (η)∇∂2pτ ∂¯4−pη〉h
+OL1(Mτ )(M˚ + εS(τ) + τP (S(τ))). (5.2)
Proof. We first prove (5.1). Recalling the definition (1.58) of the metric h, we see that
〈∂2pτ ∂¯4−pv, ∂2pτ ∂¯4−pv〉h = 〈∂2pτ ∂¯4−pv, ∂2pτ ∂¯4−pv〉g + 2(vα∂2pτ ∂¯4−pvα)2. (5.3)
The desired bound (5.1) now follows as a simple consequence of (5.3) and (3.5d).
We now prove (5.2). We first use (1.58)-(1.59), the identity (1.33), and the second identity
in (1.34) to compute the following identity, valid for any vectorfield X:
〈(η)∇X, (η)∇X〉h := hαα˜(h−1)ββ˜(η)∇Xαβ (η)∇Xα˜β˜ = 〈
(η)∇X, (η)∇X〉g + 2〈∂τX, ∂τX〉g
+ 2vαvα˜g
ββ˜AKβ A
L
β˜
∂KX
α∂LX
α˜ + 2 (vα∂τX
α)2 . (5.4)
We now set X := ∂2pτ ∂¯4−pη. From the smallness assumption (1.25), we deduce the bound
2
∣∣∣F˚ 2 ∫
Mτ
〈∂τX, ∂τX〉g dy
∣∣∣ . εS(τ). The desired bound (5.2) now follows as a simple conse-
quence of the previous bound, (5.4), (3.5e), and the estimate ‖AKβ ‖L∞(Mτ ) ≤ M˚+τP (S(τ)),
which is an easy consequence of the fundamental theorem of calculus and Sobolev embed-
ding. 
In the next proposition, we derive our main energy estimates.
Proposition 5.1. Let δ > 0 be a constant and let ε be as in (1.25). Under the bootstrap
assumptions of Sect. 3.1, we have the following estimates for τ ∈ [0, T ] (where M˚ is allowed
to depend on δ−1):
E(τ) ≤ CS(0) + (δ + C√ε)S(τ) + τP (S(τ)). (5.5)
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Proof. For p ∈ {0, 1, 2, 3, 4}, we apply ∂2pτ ∂¯4−p to the evolution equation (1.46). A straight-
forward application of the product rule leads to the following equations for µ = 0, 1, 2, 3:
F˚S∂2p+1τ ∂¯
4−pvµ + gµα∂A
(
F˚ 2∂2pτ ∂¯
4−pAAαSJ
−1 + F˚ 2AAα∂
2p
τ ∂¯
4−p(SJ−1)
)
= Rµp1, (5.6)
where the error term Rµp1 is given explicitly by the following formula:
Rµp1 =
∑
p1+p2=2p
q1+q2=4−p,p1+q1>0
Cp1,q1∂
p1
τ ∂¯
q1(F˚S)∂p2+1τ ∂¯
q2vµ
+
∑
p1+p2+p3=2p,q1+q2+q3=4−p,
p1+2q1<8,p3+2q3<8
gµν∂K
(
∂p1τ ∂¯
q1AKν ∂
p2
τ ∂¯
q2(F˚ 2)∂p3τ ∂¯
q3(J−1S)
)
+ 2∂2pτ ∂¯
4−p
(
vµF˚J−2S3/2∂τJ
)
. (5.7)
To simplify the notion, we set η˙ := ∂2pτ ∂¯4−pη, v˙ := ∂
2p
τ ∂¯4−pv, and similarly for other
quantities differentiated by ∂2pτ ∂¯4−p. To prove (5.5), we will first use an integration by
parts argument based on equation (5.6) to show that
1
2
∫
Mτ
{
F˚S〈v˙, v˙〉h + F˚ 2SJ−1
(
〈(η)∇η˙, (η)∇η˙〉h + J−2 1 + f
1− f J˙
2
)}
dy
=
1
2
∫
M0
{
F˚S〈v˙, v˙〉h + F˚ 2SJ−1
(
〈(η)∇η˙, (η)∇η˙〉h + J−2 1 + f
1− f J˙
2
)}
+
1
2
∫
Mτ ′
F˚ 2SJ−1〈(η)vort η˙, (η)vort η˙〉g dy
∣∣∣τ ′=τ
τ ′=0
+
∫
Mτ ′
F˚ 2SJ−1
(
A0βA
L
α∂Lη˙
β v˙α +A0αJ
−1 1 + f
1− f J˙v˙
α
)
dy
∣∣∣τ ′=τ
τ ′=0
+
∫
[0,τ ]×M
Rp dydτ ′ +O(τP (S(τ))), (5.8)
where
Rp := Rµp3v˙µ +
1
2
∂τ (F˚ S)〈v˙, v˙〉g + 1
2
∂τ
(
gαα˜g
ββ˜AKβ A
L
β˜
)
∂K η˙
α∂Lη˙
α˜
−ALβ∂Lη˙α
(
−∂τAKα ∂K η˙β + gββ˜∂τAKβ˜ ∂K η˙α
)
+
1
2
∂τ
(
F˚ 2SJ−3
1 + f
1− f
)
J˙2
− F˚ 2SJ−3 1 + f
1− f J˙Rp4, (5.9)
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with
Rp2 := 2J−1S3/2
∑
p1+p2=2p
q1+q2=4−p,p1+q1>0
Cp1,q1∂
p1
τ ∂¯
q1F˚ ∂p2τ ∂¯
q2
(
J−1
)
+
(
2J−1S3/2F˚ + S
) (
∂2pτ ∂¯
4−p
(
J−1
)
+ J−2∂2pτ ∂¯
4−pJ
)
+ J−1∂2pτ ∂¯
4−pS − 2J−1S3/2∂2pτ ∂¯4−p(F˚J−1)
+
∑
p1+p2=2p, q1+q2=4−p
0<p1+q1<4−p
Cp1,q1∂
p1
τ ∂¯
q1
(
J−1
)
∂p2τ ∂¯
q2S, (5.10)
Rµp3 := Rµp1 − gµα∂K
(
F˚ 2[∂2pτ ∂¯
4−p,AKα ]
)
SJ−1 − gµα∂K
(
F˚ 2AKαRp2
)
, (5.11)
Rp4 :=
∑
p1+p2=2p,q1+q2=4−p
p1+q1>0
Cp1,q1∂
p1
τ ∂¯
q1aKν ∂
p2
τ ∂¯
q2∂Kv
ν . (5.12)
We will then show that for p = 0, 1, 2, 3, 4, we have∣∣∣∣∣
∫
[0,τ ]×M
Rp dydτ ′
∣∣∣∣∣ ≤ M˚ + δS(τ) + τP (S(τ)) (5.13)
and also that
all remaining terms on the right-hand side of (5.8) are ≤ right-hand side of (5.5), (5.14)
from which (5.5) easily follows.
Note, that the case p = 0 corresponds to ∂¯4-differentiated problem, while the case p = 4
corresponds to ∂8τ -differentiated problem. The analysis for these end-point cases are very
similar, but require some minor modifications.
Step 1. Proof of (5.8). We start by decomposing the top-order terms inside the paren-
theses on LHS (5.6). Using (1.36a), we deduce
∂2pτ ∂¯
4−pAKα = −AKβ ALα∂L∂2pτ ∂¯4−pηβ + [∂2pτ ∂¯4−p,AKα ], (5.15)
where [∂2pτ ∂¯4−p,AKα ] denotes the commutator, which is given explicitly by the formula
[∂2pτ ∂¯
4−p,AKα ] =
∑
p1+p2=2p
q1+q2=4−p,p1+q1>0
Cp1,q1∂
p1
τ ∂¯
q1(AKα A
L
β )∂
p2
τ ∂¯
q2∂Lη
β.
Similarly, we have
∂2pτ ∂¯
4−p(SJ−1) = −SJ−2 1 + f
1− f ∂
2p
τ ∂¯
4−pJ+Rp2, (5.16)
where the error term Rp2 is explicitly given by (5.10). Substituting (5.15) and (5.16)
into (5.6), we obtain
F˚S∂2p+1τ ∂¯
4−pvµ − gµα∂K
(
F˚ 2SJ−1AKβ A
L
α∂L∂
2p
τ ∂¯
4−p
η
β (5.17)
+ F˚ 2AKα SJ
−2 1 + f
1− f ∂
2p
τ ∂¯
4−pJ
)
= Rµp3,
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where Rµp3 is given by (5.11).
We now use equation (5.17) to derive a divergence identity that, when integrated, will
yield our desired energy identity. We will use our previously mentioned shorthand notation
v˙ = ∂2pτ ∂¯4−pv, etc. We start by contracting (5.17) with gµν v˙
ν :
F˚ Sgµν∂τ v˙
µv˙ν − ∂K
(
F˚ 2SJ−1AKβ ∂Lη˙
βALν + F˚
2AKν SJ
−2 1 + f
1− f J˙
)
v˙ν = gµνRµp3v˙ν . (5.18)
The first product on LHS (5.18) is a pure time derivative plus a harmless error term:
F˚Sgµν∂τ v˙
µv˙ν =
1
2
∂τ
(
F˚Sgµν v˙
µv˙ν
)
− 1
2
∂τ
(
F˚S
)
gµν v˙
µv˙ν . (5.19)
Next, we rewrite the remaining expression on LHS (5.18) as follows:
− ∂K
(
F˚ 2SJ−1AKβ ∂Lη˙
βALν + F˚
2AKν SJ
−2 1 + f
1− f J˙
)
v˙ν
= F˚ 2SJ−1AKβ ∂Lη˙
βALν ∂K v˙
ν + F˚ 2aKν SJ
−3 1 + f
1− f J˙∂K v˙
ν
− ∂K
(
F˚ 2SJ−1AKβ A
L
ν ∂Lη˙
β v˙ν + F˚ 2AKν SJ
−2 1 + f
1− f J˙v˙
ν
)
. (5.20)
We now decompose the first term on the right-hand side of (5.20). We will use the following
identity, valid for any vectorfield X and obtained by decomposing (η)∇X into its symmetric
and antisymmetric parts:
(η)∇βXα(η)∇αXβ = −〈(η)vortX, (η)vortX〉g + 〈(η)∇X, (η)∇X〉g. (5.21)
Hence, from the second identity in (1.34), (5.21), and the identity v˙α = ∂τ η˙
α, we deduce
AKβ A
L
α∂K v˙
α∂Lη˙
β =
1
2
∂τ (
(η)∇βη˙α (η)∇αη˙β)− 1
2
∂τ
(
AKβ A
L
α
)
∂K η˙
α∂Lη˙
β
=
1
2
∂τ
(
〈(η)∇η˙, (η)∇η˙〉g − 〈(η)vortη˙, (η)vortη˙〉g
)
− 1
2
∂τ
(
AKβ A
L
α
)
∂K η˙
α∂Lη˙
β . (5.22)
We now decompose the second term on the right-hand side of (5.20). Specifically, by
differentiating the identity aKν ∂Kv
ν = ∂τJ (see (1.38)), we obtain
aKν ∂K v˙
ν = ∂τ J˙+Rp4,
where Rp4 is given by (5.12). Therefore, we have the following identity for the second
product on the right-hand side of (5.20) (see definition (1.31d)):
F˚ 2aKν SJ
−3 1 + f
1− f J˙∂K v˙
ν (5.23)
=
1
2
∂τ
(
F˚ 2SJ−3
1 + f
1− f J˙
2
)
− 1
2
∂τ
(
F˚ 2SJ−3
1 + f
1− f
)
J˙2
+ F˚ 2SJ−3
1 + f
1− f J˙Rp4.
We now substitute the above identities into equation (5.18) and integrate over [0, τ ]×M.
We arrive at the desired identity (5.8) but with the first four inner products given by 〈·〉h in-
stead of 〈·〉g and with the term
∫
[0,τ ]×M ∂K
(
F˚ 2SJ−1AKβ A
L
α∂Lη˙
β v˙α + F˚ 2AKα SJ
−2 1+f
1−f J˙v˙
α
)
dydτ ′
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in place of
∫
Mτ
F˚ 2SJ−1
(
A0βA
L
α∂Lη˙
β v˙α +A0αJ
−1 1+f
1−f J˙v˙
α
)
dy
∣∣∣τ
0
. The previous two integrals
are in fact equal to each other, in view of our assumption that F˚ = 0 on ∂Mτ . Moreover, by
Lemma 5.1, we may replace 〈·〉g with 〈·〉h up to controlled error terms. We have therefore
derived (5.8).
Step 2. Proof of the error estimates (5.13) and (5.14). We will show that for
p = 0, 1, 2, 3, 4, we have
∣∣∣∫[0,τ ]×MRµp1∂2pτ ∂¯4−pvµ dydτ ′∣∣∣ ≤ M˚ + δS(τ) + τP (S(τ)), where Rµp1
is defined by (5.7) and featured on the right-hand side of (5.11) (and therefore on the right-
hand side of (5.9) as well). The integrals
∫
[0,τ ]×M · · · dydτ ′ of the remaining terms on the
right-hand side of (5.9) can be bounded using similar reasoning, and we omit those details.
The end-point case p = 0. The top-order terms generated by the first sum on the right-hand
side of (5.7) are of the form
R1 =
∫
[0,τ ]×M
gµν ∂¯
4F˚Svµ∂¯4vν dyds, R2 =
∫
[0,τ ]×M
gµν F˚ ∂¯
4Svµ∂¯4vν dyds,
while the top-order terms generated by the second sum on the right-hand side of (5.7) are
of the form
R3 =
∫
[0,τ ]×M
∂K
(
AKν ∂¯
4(F˚ 2)J−1S
)
∂¯4vν dydτ ′, R4 =
∫
[0,τ ]×M
∂K
(
AKν F˚
2∂¯3(J−1S)
)
∂¯4vν dydτ ′.
We first bound R1. Using the fundamental theorem of calculus, for 0 ≤ τ ′ ≤ τ we bound
the ‖ · ‖L∞(Mτ ′) norm of the low-order integrand factor S by ≤ M˚ + τ ′P (S(τ ′)). Thus, using
an L∞ − L2 − L2 Holder estimate, we deduce
|R1| .M˚+τP (S(τ)) τ‖∂¯4F˚‖L2(M) sup
0≤τ ′≤τ
‖gµνvµ∂¯4vν‖L2(Mτ ′ ).
Hence, using (3.5a), we conclude that
|R1| ≤ M˚ + τP (S(τ))
as desired. We boundR2 using similar reasoning together with the simple bound ‖F˚ ∂¯4J‖2L2(Mτ ′) ≤
P (S(τ ′)).
In our analysis of R3, we will use the bound∥∥∥∥∥ ∂¯4(F˚ 2)F˚
∥∥∥∥∥
L2(M)
≤ M˚, (5.24)
which we now prove. To proceed, we compute
∂¯4(F˚ 2)
F˚
= 2∂¯4F˚ + 4
∂¯3F˚ ∂¯F˚
F˚
+ 6
∂¯2F˚ ∂¯2F˚
F˚
.
Hence,∥∥∥∥∥ ∂¯4(F˚ 2)F˚
∥∥∥∥∥
L2(M)
. ‖F˚‖H4(M) +
∥∥∥∥∥ ∂¯3F˚F˚
∥∥∥∥∥
L2(M)
‖∂¯F˚‖L∞(M) +
∥∥∥∥∥ ∂¯2F˚F˚
∥∥∥∥∥
L2(M)
‖∂¯2F˚‖L∞(M)
. ‖F˚‖H4(M) ≤ M˚,
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where the next-to-last inequality follows from Lemma 2.1, an application of the H2 →֒ L∞
embedding, and the initial data assumption F˚ ∈ H4(M). We have thus proved (5.24).
To bound R3, we first integrate by parts to express it in the simpler form
R3 = −
∫
[0,τ ]×M
AKν J
−1∂¯4(F˚ 2)S∂¯4∂Kv
ν dydτ ′︸ ︷︷ ︸
:=R3,1
+
∫
Mτ ′
A0νJ
−1∂¯4(F˚ 2)S∂¯4vν dy
∣∣∣τ ′=τ
τ ′=0︸ ︷︷ ︸
=:R3,2
.
Since A0νv
ν = δ00 = 1, the same reasoning that led to the proof of (3.5d) allows us to deduce
that ‖F˚A0ν ∂¯4vν‖L2(Mτ ′) ≤ M˚ + τP (S(τ)) for 0 ≤ τ ′ ≤ τ . Using (5.24), again bounding
the ‖ · ‖L∞(Mτ ′) norm low-order integrand factors by ≤ M˚ + τP (S(τ)), and using Cauchy-
Schwarz, we conclude that
|R3,2| .M˚+τP (S(τ)) τP (S(τ))
as desired. To bound R3,1, we first integrate by parts in time to obtain the identity
R3,1 =
∫
[0,τ ]×M
∂τ
(
SAKν J
−1
)
∂¯4(F˚ 2)∂¯4∂Kη
ν dydτ ′+
∫
Mτ ′
SAKν J
−1∂¯4(F˚ 2)∂¯4∂Kη
ν dydτ ′
∣∣∣τ ′=τ
τ ′=0
.
We now reason as in our analysis of R3,2 and use the estimate (5.24) to bound the above
spacetime integral
∫
[0,τ ]×M · · · by
.M˚+τP (S(τ))
∫ τ
τ ′=0
∥∥∥∥∥ ∂¯4(F˚ 2)F˚
∥∥∥∥∥
L2(M)
∥∥∥F˚ ∂¯4Dη∥∥∥
L2(Mτ ′ )
dτ ′ .M˚+τP (S(τ)) τP (S(τ)) .
We now reason as in our analysis of R3,2 to bound the spatial integral
∫
Mτ
· · · on the
right-hand side of of the equation R3,1 = · · · above by
.M˚+τP (S(τ))
∥∥∥∥∥ ∂¯4(F˚ 2)F˚
∥∥∥∥∥
L2(M)
∥∥∥F˚ ∂¯4∂Kη∥∥∥
L2(Mτ )
.M˚+τP (S(τ)) M˚S
1/2(τ) .
Using Young’s inequality, we bound the right-hand side of of the previous inequality by
≤ M˚ + δS(τ) as desired (we have allowed M˚ to depend on δ). Term R4 is estimated
analogously to the term R3.
We now analyze the integral generated by the first below-top-order term in the second sum
on the right-hand side of (5.7), which corresponds to the case p = 0, q1 = 3, q2 = 0, q3 = 1.
Specifically, we want to bound∣∣∣∣∣
∫
[0,τ ]×M
∂K
(
∂¯3AKµ F˚
2∂¯(J−1S)
)
∂¯4vµ dydτ ′
∣∣∣∣∣ . (5.25)
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If K = 1, 2, 3, we integrate by parts with respect to K and then integrate the time derivative
away from ∂¯4∂Kv
µ = ∂¯4∂K∂τη
µ to obtain the identity
3∑
K=1
∫
[0,τ ]×M
∂K
(
∂¯3AKµ F˚
2∂¯(J−1S)
)
∂¯4vµ dydτ ′
=
3∑
K=1
∫
[0,τ ]×M
∂τ
(
∂¯3AKµ F˚
2∂¯(J−1S)
)
∂¯4∂Kη
µ dydτ ′
−
3∑
K=1
∫
Mτ
∂¯3AKµ F˚
2∂¯(J−1S)∂¯4∂Kη
µ dy
∣∣∣τ ′=τ
τ ′=0
.
Using the standard Sobolev calculus, it is easy to bound the the magnitude of the space-
time integral on the right-hand side above by ≤ M˚ + τP (S(τ)). To bound the the spa-
tial integral
∫
Mτ
· · · above, we first reason as in our analysis of R3,2 to bound it by
.M˚+τP (S(τ)) ‖F˚ ∂¯3AKµ ‖L2(Mτ )‖F˚ ∂¯4∂Kηµ‖L2(Mτ ). By the fundamental theorem of calculus,
we have ‖F˚ ∂¯3AKµ ‖L2(Mτ ) ≤ M˚+τP (S(τ)). Moreover, we have ‖F˚ ∂¯4∂Kηµ‖L2(Mτ ) . S1/2(τ).
Hence, by Young’s inequality, the integral over Mτ under consideration is ≤ M˚ + δS(τ) +
τP (S(τ)) as desired. If K = 0, there is no need to integrate by parts as the top-order term
in (5.25) scales like ∫
[0,τ ]×M
F˚ 2∂¯3Dv∂¯(J−1S)∂¯4v dydτ ′,
which is easy to bound in magnitude by ≤ τP (S(τ)). In the case p = 0, q1 = 3, q2 = 1, q3 = 0
in the second sum on the right-hand side of (5.7), we can obtain the desired bound using
the same reasoning together with inequality (5.24). The remaining cases q2 = 3 or q3 = 3
are straightforward to handle via standard Sobolev embeddings; we refer the reader to [7]
for an analogous proof in the non-relativistic case.
Finally, we bound the integral generated by the last term on the right-hand side of (5.7).
The top-order term occurs when all derivatives fall on ∂τJ, in which case we integrate by
parts in ∂¯ to obtain the top-order integral∫
[0,τ ]×M
gµνv
µF˚J−2S3/2∂¯3∂τJ∂¯
5vν dydτ ′.
Next, we note that ∂¯3∂τJ = −12J3∂¯3∂τ (J−2) plus products of terms involving ≤ 4 derivatives
of η. Hence, reasoning as in our analysis of R3,2, and using Young’s inequality, we bound
the magnitude of the above integral by .M˚+τP (S(τ)) τP (S(τ))+
∫
[0,τ ] ‖
√
F˚ vν ∂¯
5vν‖2L2(Mτ ′)+
‖
√
F˚ ∂¯3∂τ (J
−2)‖L2(Mτ ′) dτ ′. To bound the time integral of ‖
√
F˚ vν ∂¯
5vν‖2L2(Mτ ′) by≤ τP (S(τ))
as desired, we use (3.5b). To bound the time integral of the remaining term, we will use
the following interpolation estimate:∫ τ
τ ′=0
‖
√
F˚ ∂¯3∂τ (J
−2)‖2L2(Mτ ′) dτ
′ .
∫ τ
τ ′=0
‖∂¯3(J−2)‖L2(Mτ ′ )‖F˚ ∂¯3∂2τ (J−2)‖L2(Mτ ′) dτ ′
+ M˚ + ‖∂¯3(J−2)‖L2(Mτ )‖F˚ ∂¯3∂τ (J−2)‖L2(Mτ ).
32 MAHIR HADZˇIC´, STEVE SHKOLLER, JARED SPECK
In view of the definition (1.56) of S, we see that the time integral on the right-hand side
of of the above inequality is ≤ τP (S(τ)) as desired. Moreover, the below-top-order term
‖F˚ ∂¯3∂τ (J−2)‖L2(Mτ ) is controllable via the fundamental theorem of calculus and thus by
Young’s inequality, we have ‖∂¯3(J−2)‖L2(Mτ )‖F˚ ∂¯3∂τ (J−2)‖L2(Mτ ) ≤ M˚ + δS(τ) + τP (S(τ))
as desired. We have thus bounded the integral generated by the last term on the right-hand
side of (5.7) All the remaining terms arising due to the application of the product rule in
the last term on the right-hand side of (5.7) are lower-order. Thus, using standard energy
estimates and the bound ‖ ∂¯qF˚
F˚
‖L2(M) . ‖F˚‖H4(M), valid for q = 1, 2, 3, yield that the cor-
responding spacetime integral is bounded in magnitude by ≤ τP (S(τ)) as desired.
We have thus proved the desired bound
∣∣∣∫[0,τ ]×MRµ01∂2pτ ∂¯4−pvµ dydτ ′∣∣∣ ≤ M˚ + δS(τ) +
τP (S(τ)).
The end-point case p = 4. When p = 4, the corresponding error term Rµ41 from (5.7) takes
the form
Rµ41 =
8∑
p=1
Cp∂
p
τ (F˚S)∂
9−p
τ v
µ +
7∑
p=1
gµν∂K
(
∂pτA
K
ν F˚
2∂8−pτ (J
−1S)
)
+ 2∂8τ
(
vµF˚J−2S3/2∂τJ
)
. (5.26)
Since F˚ is τ -independent, there are no top-order derivatives falling on F˚ , which is different
than the end-point case p = 0. Therefore, the spacetime integrals generated by the first and
the third term on the right-hand side of (5.26) can easily be bounded by using the Cauchy-
Schwarz inequality and the definition (1.56) of S. To bound the spacetime integral generated
by the second term on the right-hand side of (5.26), we isolate the most challenging top-
order terms:
I1 =
∫
[0,τ ]×M
∂K
(
∂7τA
K
ν F˚
2∂τ (J
−1S)
)
∂8τv
ν dydτ ′,
I2 =
∫
[0,τ ]×M
∂K
(
∂τA
K
ν F˚
2∂7τ (J
−1S)
)
∂8τv
ν dydτ ′.
To bound I1 and I2, we separately analyze the cases K = 0 and K > 0. If K = 0, then by
the Cauchy-Schwarz inequality and the definition (1.56) of S, we obtain∣∣I1∣∣+ ∣∣I2∣∣ . τP (S(τ)).
If K = 1, 2, 3, we first integrate by parts in K and then again in time to move one ∂τ
derivative away from ∂K∂
8
τv, which yields the identity
I1 =
∫
[0,τ ]×M
∂τ
(
∂7τA
K
ν F˚
2∂τ (J
−1S)
)
∂8τ∂Kη
ν dydτ ′ −
∫
M′τ
∂7τA
K
ν F˚
2∂τ (J
−1S)∂8τ∂Kη
ν dy
∣∣∣τ ′=τ
τ ′=0
We bound the spacetime integral using an L2−L2−L∞ Holder estimate and the definition
of the norm S(τ). To bound the spatial integral
∫
Mτ
, we first use the fundamental theorem
of calculus to obtain ‖F˚ ∂7τAKν ‖ . M˚ + τP (S(τ)). Also using Young’s inequality and the
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bound ‖F˚ ∂8τ∂kην‖2L2(Mτ ) ≤ CS(τ), we obtain the desired estimate as follows:∣∣∣ ∫
Mτ
∂7τA
K
ν F˚
2∂τ (J
−1S)∂8τ∂Kη
ν dy ≤ M˚ + δS(τ) + τP (S(τ)).
The integral I2 can be treated in the same way. For bounds for similar error terms bounded
in the context of non-relativistic fluids, we refer the reader to page 596 of [7]. The remaining
cases p = 2, . . . , 6 on the right-hand side of (5.26) are lower-order and can easily be treated
with Holder’s inequality and Sobolev embedding.
The remaining cases p = 1, 2, 3. In the remaining cases p = 1, 2, 3, the spacetime integrals∣∣∣∫[0,τ ]×MRµp1∂2pτ ∂¯4−pvµ dydτ ′∣∣∣ can be bounded by using arguments similar to those that we
used in the endpoint cases p = 0, 4; we omit the details. We have thus shown the desired
bound
∣∣∣∫[0,τ ]×MRµp1 dydτ ′∣∣∣ ≤ M˚ + δS(τ) + τP (S(τ)).
It remains for us to prove (5.14). All integrals
∫
M0
· · · dy on the right-hand side of (5.8)
are trivially bounded by ≤ M˚ . Next, we use Prop. 4.1 to deduce the following desired
bound for the second integral on the right-hand side of (5.8):∣∣∣∣∫
Mτ
F˚ 2SJ−1〈(η)vortη˙, (η)vortη˙〉g dy
∣∣∣∣ ≤ M˚ + (δ + Cε)S(τ) + τP (S(τ)).
To bound the third integral on the right-hand side of (5.8), we use Young’s inequality, an
L∞ − L2 − L2 Holder’s inequality, and the smallness assumption (1.25) to conclude the
desired bound (where the final constant C is allowed to depend on δ−1)∣∣∣∣∫
Mτ
F˚ 2SJ−1A0βA
L
α∂L∂
2p
τ ∂¯
4−p
η
β∂2pτ ∂¯
4−pvα dy
∣∣∣∣
≤ δ‖F˚ ∂2pτ ∂¯4−pDη‖2L2(Mτ ) +
C
δ
‖F˚‖L∞(Mτ )‖
√
F˚ ∂2pτ ∂¯
4−pv‖2L2(Mτ )
≤ M˚ + (δ + C√ε) S(τ) + τP (S(τ)).
Similarly, we have∣∣∣∣∫
Mτ
F˚ 2SJ−1A0αJ
−1 1 + f
1− f ∂¯
4J∂¯4vα dy
∣∣∣∣ ≤ M˚ + (δ + C√ε)S(τ) + τP (S(τ)).
We have therefore proved (5.14) and completed the proof of Prop. 5.1. 
6. Bounds for the ∂3 Derivatives via Elliptic Estimates
We now use the previous estimates to establish our main a priori estimates involving the
higher ∂3 derivatives of the solution. The main result is Prop. 6.1. Here are the main ideas
behind the analysis.
• From the Hodge-type estimate (2.3), the tangential trace inequality (6.8), and the
fact that we have already established bounds for the horizontal and time derivatives
of the solution (via energy estimates), we see that the desired bounds follow from
suitable bounds on the derivatives of the vorticity and the divergence.
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• We have also already established bounds for the higher ∂3 derivatives of the vor-
ticity. Thus, the primary remaining task is to estimate the higher ∂3 derivatives of
the divergence (3)divη. As an intermediate step, we show that the desired bounds
for (3)divη would follow from related bounds for the Jacobian determinant J; see
Lemma 6.1.
• To control J, we use the fact that by virtue of the evolution equations, the ∂3
derivatives of J−2 can be expressed in terms of quantities that have already been
bounded; see (6.12). At a heuristic level, this is the last estimate needed to close the
whole process. We note that the desired L2 bounds for ∂3(J
−2) involve a somewhat
subtle integration by parts that relies on the physical vacuum condition.
• In reality, to close the estimates up to top order, we must use induction in the
number of ∂3 derivatives, which ensures that each new estimate depends only on
quantities that have already been bounded in the induction.
In the next lemma, we provide higher-order bounds for (3)divη in terms of the higher-
order Sobolev norms of the Jacobian determinant J. We recall that η = (η1,η2,η3) is the
spatial part of the flow map.
Lemma 6.1 (Bounds for ‖(3)div∂2pτ ∂¯qDrη‖L2(Mτ )). Let p, q, r be non-negative integers with
p = 0, 1, 2, 3 and q+ r = 3−p and let δ > 0 be a constant. Under the bootstrap assumptions
of Sect. 3.1, we have the following estimates for τ ∈ [0, T ] (where M˚ is allowed to depend
on δ−1):
‖(3)div∂2pτ ∂¯qDrη‖L2(Mτ ) ≤ M˚ + δS(τ) + τP (S(τ))
+ ‖∂2pτ ∂¯qDrJ‖L2(Mτ ) + ‖(3)vort∂2pτ ∂¯qDrη‖L2(Mτ )
+ ‖∂2pτ ∂¯q+1Drη‖L2(Mτ ). (6.1)
Proof. We first claim that for p = 1, 2, 3 and q + r = 3− p, we have the following identity:
(
1 +A30
v3
v0
)
(3)div∂2pτ ∂¯
qDrη = J−1∂2pτ ∂¯
qDrJ−A30
3∑
a=1
va
v0
((3)vort∂2pτ ∂¯
qDrη)3a
+A30
v3
v0
3∑
a=1
2∑
A=1
δAa ∂A∂
2p
τ ∂¯
qDrηa −
3∑
a=1
2∑
A=1
AA0
va
v0
∂A∂
2p
τ ∂¯
qDrηa
−
2∑
a=1
va
v0
∂a∂
2p
τ ∂¯
qDrη3
+OL2(Mτ )(M˚ + τP (S(τ))). (6.2)
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Similarly when p = 0 (that is, for q + r = 3) we have,
(
1 +A30
v3
v0
)
(3)div∂¯qDrη = J−1∂¯qDrJ−A30
3∑
a=1
va
v0
((3)vort∂¯qDrη)3a
+
1
v0
A30vα∂3∂¯
qDrηα − 1
v0
A30
2∑
a=1
va∂a∂¯
qDrη3
+A30
v3
v0
3∑
a=1
2∑
A=1
δAa ∂A∂¯
qDrηa −
3∑
a=1
2∑
A=1
AA0
va
v0
∂A∂¯
qDrηa
+OL2(Mτ )(M˚ + τP (S(τ))). (6.3)
We first prove (6.2). Differentiating (1.38) with ∂2p−1τ ∂¯qDr using (1.36a), and referring to
Definition 1.4, we obtain that
J−1∂2pτ ∂¯
qDrJ = AKα ∂K∂
2p
τ ∂¯
qDrηα +OL2(Mτ )(M˚ + τP (S(τ)))
= (3)div∂2pτ ∂¯
qDrη+
3∑
A=1
AA0 ∂A∂
2p
τ ∂¯
qDrη0 +
3∑
A=1
(AAa − δAa )∂A∂2pτ ∂¯qDrηa
+A0α∂
2p+1
τ ∂¯
qDrηα +OL2(Mτ )(M˚ + τP (S(τ)))
= (3)div∂2pτ ∂¯
qDrη+
3∑
A=1
AA0 ∂A∂
2p
τ ∂¯
qDrη0
+OL2(Mτ )(M˚ + τP (S(τ))). (6.4)
Differentiating (1.47) with ∂2p−1τ ∂¯qDr, we rewrite the term
∑3
A=1A
A
0 ∂A∂
2p
τ ∂¯qDrη0 from the
first line of the right-hand side of (6.4) as follows:
3∑
A=1
AA0 ∂A∂
2p
τ ∂¯
qDrη0 =
3∑
A,a=1
AA0
va
v0
∂A∂
2p
τ ∂¯
qDrηa +OL2(Mτ )(M˚ + τP (S(τ))).
=
3∑
a=1
A30
va
v0
∂3∂
2p
τ ∂¯
qDrηa +
2∑
A=1
3∑
a=1
AA0
va
v0
∂A∂
2p
τ ∂¯
qDrηa
+OL2(Mτ )(M˚ + τP (S(τ))) . (6.5)
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Again referring to Definition 1.4, we rewrite the factor v
a
v0
∂3∂
2p
τ ∂¯qDrηa from the first product
on the right-hand side of (6.5) as follows:
3∑
a=1
va
v0
∂3∂
2p
τ ∂¯
qDrηa =
3∑
a=1
va
v0
((3)vort∂2pτ ∂¯
qDrη)3a +
2∑
a=1
va
v0
∂a∂
2p
τ ∂¯
qDrη3 +
v3
v0
∂3∂
2p
τ ∂¯
qDrη3
=
3∑
a=1
va
v0
((3)vort∂2pτ ∂¯
qDrη)3a +
v3
v0
(3)div∂2pτ ∂¯
qDrη
−
3∑
a=1
2∑
A=1
v3
v0
δAa ∂A∂
2p
τ ∂¯
qDrηa +
2∑
a=1
va
v0
∂a∂
2p
τ ∂¯
qDrη3. (6.6)
Combining (6.4), (6.5), and (6.6) and carrying out simple algebraic computations, we
conclude (6.2) in the case that p = 1, 2, 3.
The proof of (6.3) is similar. It is based on the general Jacobian differentiation identity
(1.36b) as opposed to the special case of (1.38). Moreover, in the analog of the step (6.5),
we no longer differentiate (1.47). Instead, we use the algebraic decomposition
A30∂3∂¯
qDrη0 = − 1
v0
A30vα∂3∂¯
qDrηα +
1
v0
A30v
a∂3∂¯
qDrη
a
. (6.7)
We then algebraically express the last product on the right-hand side of (6.7) in terms of
(3)vort∂¯qDrη, (3)div∂¯qDrη, etc., like in (6.5). The remaining calculations are similar to the
remaining ones in the previous case; we omit those details.
To prove (6.1), we first observe that by (1.42b), we have that[
1 +A30
v3
v0
]
|τ=0 = 1 + (˚v
1)2 + (˚v2)2
1 + (˚v1)1 + (˚v2)2 + (˚v3)2
,
which is bounded from above and uniformly from below away from 0 (depending on the
data).
We first study the cases p = 1, 2, 3. We compute the norm ‖ · ‖L2(Mτ ) of equation (6.2).
Up to OL2(Mτ )(M˚ + τP (S(τ))) errors, we may use the fundamental theorem of calculus
to replace all undifferentiated quantities in equation (6.2), such as the factor 1 + A30
v3
v0
on
the left-hand side of (6.2), with their initial values (at τ = 0). The desired estimate (6.1)
follows easily from these observations.
In the remaining case p = 0, we compute the norm ‖ ·‖L2(Mτ ) of equation (6.3) and argue
similarly, this time using the estimate (3.5c) to bound the term 1
v0
A30vα∂3∂¯
qDrηα on the
second line of the right-hand side of (6.3). 
In the next lemma, we bound the terms corresponding to the tangential boundary term
in the elliptic estimates, that is, the corresponding to the last term on the right-hand side
of (2.3).
Lemma 6.2 (Estimates for the tangential trace term). Let p, q, r be non-negative
integers with p = 0, 1, 2, 3 and q + r = 3− p. Under the bootstrap assumptions of Sect. 3.1,
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we have the following estimates for τ ∈ [0, T ]:
2∑
a=1
‖∂¯∂2pτ ∂¯qDrηa‖H−0.5(∂Mτ ) ≤ M˚ + τP (S(τ)) (6.8)
+ ‖F˚ ∂2pτ ∂¯q+1Drη‖L2(Mτ ) + ‖F˚ ∂2pτ ∂¯q+1Dr+1η‖L2(Mτ ).
Proof. By Lemma 2.4, we have that
LHS (6.8) .M˚ ‖(3)vort∂2pτ ∂¯q+1Drη‖H1(Mτ )′ + ‖∂2pτ ∂¯q+1Drη‖L2(Mτ ). (6.9)
Because we may integrate by parts in ∂¯ against test functions without incurring boundary
terms, it follows that the first term on the right-hand side of (6.9) is. ‖(3)vort∂2pτ ∂¯qDrη‖L2(Mτ ) ≤
right-hand side of (6.8) as desired, where in the last step, we have used (4.5b).
To bound the last term on the right-hand side of (6.9) by . right-hand side of (6.8), we
use the weighted embedding result (2.2) with k = 1:
‖∂2pτ ∂¯q+1Drη‖L2(Mτ ) .M˚ ‖F˚ ∂2pτ ∂¯q+1Drη‖L2(Mτ ) + ‖F˚ ∂2pτ ∂¯q+1Dr+1η‖L2(Mτ ). (6.10)
We have thus proved (6.8). 
6.1. The main estimates. We now use the previous estimates to establish our main a
priori estimates involving the higher ∂3 derivatives of the solution.
Proposition 6.1. Let δ > 0 be a constant and let ε be as in (1.25). Under the bootstrap
assumptions of Sect. 3.1, we have the following estimates for τ ∈ [0, T ] (where M˚ is allowed
to depend on δ−1):
3∑
p=0
‖∂2pτ η‖2H4−p(Mτ ) +
3∑
p=0
‖∂2pτ (J−2)‖2H3−p(Mτ ) +
3∑
p=0
‖F˚ ∂2pτ (J−2)‖2H4−p(Mτ ) (6.11)
≤ M˚ + (δ +Cε)S(τ) + τP (S(τ)).
Proof. Step 1. A high-order identity involving J−2. Let p, q, r be non-negative integers
with p ∈ {0, 1, 2, 3} and q + r = 3− p. Applying the operator ∂2pτ ∂¯qDr to (1.49b) we arrive
at the following higher-order version of it (for µ = 0, 1, 2, 3):
F˚ a3µ∂3∂
2p
τ ∂¯
qDr(J−2) + 2a3µ(∂3F˚ )∂
2p
τ ∂¯
qDr(J−2) = Ip;q;rµ , (6.12)
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where the error term Ip;q;rµ is given by
I
p;q;r
µ = −S−1/2∂2p+2τ ∂¯qDrηµ + 2J−2(∂τηµ)(F˚ ∂2p+1τ ∂¯qDrJ) (6.13)
−
{
F˚ ∂3(J
−2) + 2(∂3F˚ )J
−2
}
(∂2pτ ∂¯
qDra3µ)
− [∂τ (J−2)] (F˚ ∂2pτ ∂¯qDra0µ)− 2∑
A=1
[
∂A
(
J−2
)]
(F˚ ∂2pτ ∂¯
qDraAµ )
−
2∑
A=1
aAµ
[
F˚ ∂A∂
2p
τ ∂¯
qDr
(
J−2
)]
− 2
2∑
A=1
∂AF˚
F˚
J−2(F˚ ∂2pτ ∂¯
qDraAµ )− 2
2∑
A=1
∂AF˚
F˚
aAµ (F˚ ∂
2p
τ ∂¯
qDrJ−2).
+OL2(Mτ )(M˚ + τP (S(τ))).
The term OL2(Mτ )(M˚ + τP (S(τ))) on the right-hand side of (6.13) accounts for all of the
lower-order terms arising from the application of the Leibniz rule, which can be bounded
via the fundamental theorem of calculus, as we explained in Sect. 3.4. We emphasize that
terms containing high-order spatial derivatives of F˚ can be estimated using Lemma 2.1,
much like in our proof of (5.24). Note that due to the smallness assumption (1.25), the
norm ‖ · ‖L2(Mτ ) of all the terms appearing in the third, fourth, and the fifth line of (6.13)
can be bounded by CεS(τ), where we keep in mind that the cofactor matrix aKµ scales like
Dη from the point of view of derivative count. Furthermore, we note that the cofactor
matrix entries a3µ are polynomials in the components of Dη with a special structure: only
purely tangential derivatives ∂τ , ∂¯ of η are present in the products. Therefore, we have
‖Ip;q;rµ ‖L2(Mτ ) .M˚ + (δ + ε)S(τ) + τP (S(τ))
+ ‖∂2p+2τ ∂¯qDrηµ‖L2(Mτ ) + ‖F˚ ∂2p+1τ ∂¯qDrJ‖L2(Mτ ) + ‖∂2pτ ∂¯q+1Drη‖L2(Mτ ).
(6.14)
Step 2. Integration-by-parts estimate.
Using (6.12), we compute
1
gµνa3µa
3
ν
I
p;q;r
α I
p;q;r α = 2(∂3F˚ )
2
(
∂2pτ ∂¯
qDr
(
J−2
))2
+ F˚ 2
(
∂2pτ ∂¯
qDr∂3
(
J−2
))2
(6.15)
− 2(∂23 F˚ )F˚
(
∂2pτ ∂¯
qDr(J−2)
)2
+ 2∂3
{
F˚ (∂3F˚ )
(
∂2pτ ∂¯
qDr(J−2)
)2}
.
We now integrate (6.15) over Mτ . The integrals of the first two terms on the right-hand side
of (6.15) sum to ≥ 2(minM |∂3F˚ |2)‖∂2pτ ∂¯qDr
(
J−2
) ‖2L2(Mτ ) + ‖F˚ ∂2pτ ∂¯qDr∂3 (J−2) ‖2L2(Mτ ),
where minM |∂3F˚ | > 0 in view of the physical boundary condition. Next, using ‖∂23 F˚‖L∞(M) .
‖F˚‖H4(M) ≤ M˚ , Cauchy-Schwarz, and Young’s inequality, we deduce that for any number
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θ > 0, we have∫
Mτ
(∂23 F˚ )F˚
(
∂2pτ ∂¯
qDr(J−2)
)2 ≤ θ‖∂2pτ ∂¯qDr(J−2)‖2L2(Mτ ) + Cθ‖F˚ ∂2pτ ∂¯qDr(J−2)‖2L2(Mτ )
≤ θ‖∂2pτ ∂¯qDr(J−2)‖2L2(Mτ ) + M˚ + τP (S(τ)),
where M˚ above is allowed to depend on θ−1 and we used the fundamental theorem of
calculus to bound ‖F˚ ∂2pτ ∂¯qDr(J−2)‖2L2(Mτ ). Finally, we note that by (3.1e), the factor
1
gµνa3µa
3
ν
on LHS (6.15) is ≤ M˚ in ‖·‖L∞(Mτ ). Combining the above estimates and choosing
θ = minM |∂3F˚ |2 < 2minM |∂3F˚ |2, we conclude that
‖F˚ ∂2pτ ∂¯qDr+1
(
J−2
) ‖2L2(Mτ ) + ‖∂2pτ ∂¯qDr (J−2) ‖2L2(Mτ )
. M˚ + τP (S(τ)) +
∫
Mτ
|Ip;q;rα Ip;q;r α| dy. (6.16)
Using (6.14) we infer that
‖F˚ ∂2pτ ∂¯qDr+1
(
J−2
) ‖2L2(Mτ ) + ‖∂2pτ ∂¯qDr (J−2) ‖2L2(Mτ ) . M˚ + (δ + ε)S(τ) + τP (S(τ))
+ ‖∂2p+2τ ∂¯qDrηµ‖L2(Mτ ) + ‖F˚ ∂2p+1τ ∂¯qDrJ‖L2(Mτ ) + ‖∂2pτ ∂¯q+1Drη‖L2(Mτ ). (6.17)
Step 3. Case (p, q, r) = (3, 0, 0). Let p = 3 and (q, r) = 0. We want to estimate the terms
appearing on the right-hand side of (6.17). First, using Lemma 2.2 and Definition 1.6, we
obtain the following estimate:
‖∂8τηµ‖L2(Mτ ) . ‖F˚ ∂8τηµ‖L2(Mτ ) + ‖F˚D∂8τηµ‖L2(Mτ ) . E .
From similar reasoning, we deduce ‖∂6τ ∂¯η‖L2(Mτ ) . E . Finally, the term ‖∂7τJ‖L2(Mτ ) can
be bounded by the fundamental theorem of calculus. Therefore, from (6.17), Prop. 5.1, and
the above estimates, we deduce
‖F˚ ∂6τ
(
J−2
) ‖2L2(Mτ ) + ‖∂6τ (J−2) ‖2L2(Mτ ) ≤ M˚ + (δ + Cε)S(τ) + τP (S(τ)). (6.18)
To bound ‖∂6τη‖2H1(Mτ ) we first split it into its spatial and 0 component:
‖∂6τη‖2H1(Mτ ) . ‖∂6τη‖2H1(Mτ ) + ‖∂6τη0‖2H1(Mτ ). (6.19)
From (3.5f), we see that ‖∂6τη0‖2H1(Mτ ) . ‖∂6τη‖2H1(Mτ )+ M˚ + τP (S(τ)). It therefore suffices
to bound ‖∂6τη‖2H1(Mτ ). To this end, we first use Lemma 2.3 with s = 1 to obtain
‖∂6τη‖H1(Mτ ) .M˚ ‖∂6τη‖L2(Mτ ) + ‖(3)div∂6τη‖L2(Mτ ) + ‖(3)vort∂6τη‖L2(Mτ )
+
2∑
a=1
‖∂¯∂6τηa‖H−1/2(∂Mτ ). (6.20)
We now claim that
right-hand side of (6.20) ≤ M˚ + (δ + Cε)S(τ) + τP (S(τ)). (6.21)
To prove (6.21), we first use Prop. 4.1 to deduce ‖(3)vort∂6τη‖L2(Mτ ) ≤ M˚ + τP (S(τ)). We
then use Lemma 6.1 with (p, q, r) = (3, 0, 0), Prop. 4.1, the bound ‖∂6τ ∂¯η‖L2(Mτ ) . E proved
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above, and the energy estimates (5.5) to deduce ‖(3)div∂6τη‖L2(Mτ ) ≤ M˚+τP (S(τ)). Finally,
we use Lemma 6.2 and the energy estimates (5.5) to deduce
∑2
a=1 ‖∂¯∂6τηa‖H−1/2(∂Mτ ) .
M˚ + (δ+ ε)S(τ) + τP (S(τ)). We have thus shown (6.21) and completed the proof of (6.11)
in the case (p, q, r) = (3, 0, 0).
Step 4. Case (p, q, r) = (2, 1, 0) and (p, q, r) = (2, 0, 1). These cases rely heavily on the
already established bound (6.21). Most steps in the proof are the same, so we only explain
the handful of important changes. The first important point is that we must treat the case
(p, q, r) = (2, 1, 0) before the case (2, 0, 1). Using arguments identical to the ones described
in Step 3 and using (6.21), we can obtain the following desired estimates corresponding to
the case (2, 1, 0):
‖∂4τ ∂¯η‖H1(Mτ ) + ‖∂4τ ∂¯J‖2L2(Mτ ) + ‖F˚ ∂4τ ∂¯J‖2H1(Mτ ) ≤ M˚ + (δ + Cε)S(τ) + τP (S(τ)). (6.22)
We now treat the case (2, 0, 1). Just like in Step 3, we want to bound the terms on the
right-hand side of (6.17). Specifically, the terms of interest are
‖∂6τDηµ‖L2(Mτ ), ‖F˚ ∂5τDJ‖L2(Mτ ), ‖∂4τ ∂¯Dη‖L2(Mτ ).
Note that ‖∂6τDηµ‖L2(Mτ ) is bounded via (6.20)-(6.21), that ‖F˚ ∂5τDJ‖L2(Mτ ) can be bounded
via the fundamental theorem of calculus, while ‖∂4τ ∂¯Dη‖L2(Mτ ) can be bounded via (6.22).
We now run the same argument as in Step 3 but this time also relying on the already
established bounds (6.21) and (6.22), thereby obtaining the following analog of (6.22):
‖∂4τDη‖H1(Mτ ) + ‖∂4τDJ‖2L2(Mτ ) + ‖F˚ ∂4τDJ‖2H1(Mτ ) ≤ M˚ + (δ +Cε)S(τ) + τP (S(τ)).
(6.23)
We have therefore proved (6.11) in the case (p, q, r) = (2, 0, 1).
Step 5. The remaining cases.
Using essentially the same arguments, we may continue the induction scheme and estab-
lish the desired estimates by considering the remaining cases in the following order: (1, 2, 0),
(1, 1, 1), (1, 0, 2), (0, 3, 0), (0, 2, 1), (0, 1, 2), and (0, 0, 3). This completes our proof of the
desired estimate (6.11). 
In the next corollary, we show that (η)vortv enjoys a bit of extra regularity compared to
the regularity we have already derive.
Corollary 6.1. Let δ > 0 be a constant and let ε be as in (1.25). Under the bootstrap
assumptions of Sect. 3.1, we have the following estimates for τ ∈ [0, T ]:
‖(η)vortv(τ)‖2H3(Mτ ) + ‖F˚ ∂¯4(η)vortv(τ)‖2L2(Mτ ) ≤ M˚ + (δ + Cε)S(τ) + τP (S(τ)). (6.24)
Proof. Using formula (4.6) (with the index A = 0) and considering only the derivative
count, rather than the precise structure of the identity, we find that
D3
(
(η)vortv(τ)
)
=
∫ τ
0
F
(
D3DvDv +D3DSDv +DSD3Dv +D3∂2τvv
)
dτ ′ +OL2(Mτ )(M˚ + τP (S(τ))),
(6.25)
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where F is some function bounded in L∞(Mτ ) by the virtue of the fundamental theorem
of calculus. The first term on the right-hand side of (6.25) can be bounded by integrating
by parts in time:∫ τ
0
FD3DvDv dτ ′ = FD3DηDv
∣∣τ
0
−
∫ τ
0
gD3DηD∂τv dτ
′ +OL2(Mτ )(M˚ + τP (S(τ))).
We now use the Young inequality, the already established bound (6.11), and Sobolev em-
bedding to conclude that∣∣∣ ∫ τ
0
fD3DvDv dτ ′
∣∣∣ ≤ M˚ + (δ + Cε)S(τ) + τP (S(τ)).
The remaining error terms are bounded in a similar fashion.
The estimate for ‖F˚ ∂¯4(η)vort v(τ)‖2L2(Mτ ) follows from the same argument. 
7. Proof of the Main Theorem
We now use the previous estimates to establish Theorem 1.1. Under the bootstrap
assumptions of Sect. 3.1, we combine Props. 4.1, 5.1, 6.1, and Cor. 6.1, and choose ε, δ to
be sufficiently small, thereby arriving at the following inequality (where M˚ .δ−1 S(0)):
S(τ) ≤ M˚ + τP (S(τ)).
By a standard continuity argument, it follows that there exists a time T > 0 such that
S(τ) ≤ 2M˚ , τ ∈ [0, T ].
Using Lemma 3.2 and shrinking the size of T if necessary, we obtain strict improvements of
the bootstrap assumptions. We have thus proved the theorem.
8. The equation of state p(ρ) = ργ , γ > 1
In this section, we briefly explain how to adapt our functional framework to the equation
of state p(ρ) = ργ with γ > 1. In analogy with [7], we define p0 to be the smallest integer
satisfying
1 +
1
γ − 1 − p0 ≤ 2.
We then define the square norm
Sγ(τ) := sup
τ ′∈[0,τ ]
4∑
p=0
‖∂2pτ η‖2H4−p(Mτ ′ ) + sup
τ ′∈[0,τ ]
3∑
p=0
‖F˚ ∂2pτ (J−2)‖2H4−p(Mτ ′ )
+ sup
τ ′∈[0,τ ]
4∑
p=0
[
‖F˚ ∂2pτ ∂¯4−pDη‖2L2(Mτ ′ ) +
∥∥∥√F˚ ∂2p+1τ ∂¯4−pη∥∥∥2
L2(Mτ ′)
]
+
p0∑
p=0
sup
τ ′∈[0,τ ]
‖
√
F˚
1+ 1
γ−1
−p
∂8+p0−pτ Dη‖2L2(Mτ ′). (8.1)
Notice that the number of τ derivative gets larger as γ > 1 approaches 1.
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In Lagrangian coordinates, problem (1.1)–(1.2) takes the following form:
fJ = F˚ , (8.2)
F˚S∂τvµ + ∂K
{
F˚ γaKµ J
−γS
}
+ F˚ γvµ∂τ
(
J−γS
)
= 0, (8.3)
gαβv
αvβ = −1, (8.4)
where
F˚ := n˚v˚0, (8.5)
and S = s ◦ η, with s given by (1.20).
With respect to the norm (8.1), one can obtain the following analog of Theorem 1.1.
Theorem 8.1 (A priori estimates in Sobolev spaces when γ > 1). Let the initial particle
number density n˚ ∈ H4(M) satisfy the physical vacuum boundary condition (1.14) and
the condition (1.25). If ηµ is a smooth solution to (8.2)- (8.4), then there exists a time
T = T (Sγ(0)) and a constant C such that
Sγ(τ) ≤ CSγ(0), τ ∈ [0, T ]. (8.6)
The proof of Theorem 8.1 follows the same methodology as the proof of Theorem 1.1.
Notice that in this case, n˚γ−1(x) behaves like the distance function d(·, ∂M) in the vicinity
of the boundary ∂M. The need for a higher number of τ -derivatives when γ < 2 therefore
arises from the weighted Sobolev embedding (2.2) when k < 1, as it leads to Sobolev spaces
with less regularity.
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