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SURFACE TENSION AND Γ-CONVERGENCE OF VAN DER
WAALS-CAHN-HILLIARD PHASE TRANSITIONS IN
STATIONARY ERGODIC MEDIA
PETER S. MORFE
Abstract. We study the large scale equilibrium behavior of Van der Waals-Cahn-
Hilliard phase transitions in stationary ergodic media. Specifically, we are interested
in free energy functionals of the following form
Fω(u) =
ˆ
Rd
(
1
2
ϕω(x,Du(x))2 +W (u(x))
)
dx,
where W is a double-well potential and ϕω(x, ·) is a stationary ergodic Finsler
metric. We show that, at large scales, the random energy Fω can be approximated
by the anisotropic perimeter associated with a deterministic Finsler norm ϕ˜. To
find ϕ˜, we build on existing work of Alberti, Bellettini, and Presutti, showing, in
particular, that there is a natural sub-additive quantity in this context.
1. Introduction
1.1. Overview. In this work, we analyze the large scale equilibrium behavior of
Van der Waals-Cahn-Hilliard phase transitions in stationary ergodic media. The free
energy is described by functionals of the form
(1) Fω(u) =
ˆ
Rd
(
1
2
ϕω(x,Du(x))2 +W (u(x))
)
dx,
where the argument u is a scalar function taking values in [−1, 1], W is a double
well potential with wells of equal depth, and ϕω(x, ·) is a stationary ergodic Finsler
metric.
Functionals like (1) arise in diffuse-interface or phase-field models of phase transi-
tions (cf. the original papers [W], [CH], [AC], the surveys [L], [Wi], and the book [E])
and are closely related to Ising spin systems. In this phenomenological mesoscopic
scale theory, u(x) describes the state of the material at the point x and the two min-
ima of W correspond to the equilibrium states. The gradient term in (1) imposes a
penalty on configurations u that transition between the two equilibria. Effectively,
this puts a constraint on the shape of energy minimizing configurations.
We are interested in the role played by the randomness in determining the shape of
the transition regions of energy minimizers in large domains, particularly whether or
not averaging effects allow these to be described by an effective macroscopic model.
Classically, in spatially homogeneous media, that is, when ϕω(x, ·) does not depend
on x or ω, Modica and Mortola [MM] proved that the leading order behavior of Fω at
large scales is described by a surface energy functional measuring the transition region.
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Roughly speaking, if the transition region of u is concentrated in a neighborhood of
RF , where F ⊆ Rd is a hypersurface and R > 0 is large, then the energy of u is at
least Rd−1E (F ), where E is the functional defined by
(2) E (F ) =
ˆ
∂F
ϕ˜(νF (ξ))Hd−1(dξ)
and ϕ˜ is a one-homogeneous convex function we will refer to as the surface tension. In
effect, at large scales, the shape of the transition region of a minimizing configuration
is related to the minimal surfaces of (2). As long as we are working in the spatially
homogeneous context, ϕ˜ equals ϕ scaled by a constant depending only on W .
In stationary ergodic media, we prove below that a result of this type still holds
except that ϕ˜ now depends on the the average behavior of Fω.
The proof in spatially homogeneous media is essentially one-dimensional in nature,
and the surface tension can be characterized via the so-called optimal profile problem:
ϕ˜(e) = min
{ˆ ∞
−∞
(
1
2
ϕ(e)2q′(s)2 +W (q(s))
)
ds | lim
s→±∞
q(s) = ±1
}
.
The point is once we understand the best one-dimensional configurations, it is possible
to estimate the energy of an arbitrary configuration u by studying its one-dimensional
slices (see [A] and [Br1]). Here it is essential that the functional (1) does not change
when we translate space.
In fact, in the spatially homogeneous setting, the solutions of the optimal profile
problem carry a lot of information. When W is sufficiently regular and ϕ is Riemann-
ian, the optimal profile problem has a unique minimizer, often called the standing
wave. The standing wave is useful not only in the study of the asymptotics of the
free energy (1) but also in understanding the long-time behavior and scaling limit of
its gradient flow (cf. [FM], [DOPT], [BS], [P]).
Although in periodic media plane-like minimizing configurations appear to be the
natural replacement of the standing wave (cf. [LV] and the references therein), in
random media it is not clear that plane-like minimizers exist, and, in fact, there are
examples to show that they do not exist in general when d = 1. Nonetheless, in a
slightly different context, it has been known for some time that the large scale behav-
ior of functionals like (1) can be understood without resorting to slicing arguments or
computations involving plane-like minimizers. In their study of the (spatially homoge-
neous) Lebowitz-Penrose functional, Alberti and Bellettini showed that it is possible
to find the surface tension by studying the optimal energy of planar interfaces on
infinite cylinders [AB].
Later, a similar approach was used by Ansini, Braides, and Chiado` Piat [ABC],
who proved that, in periodic media, Fω can still be described by an effective surface
tension. The formula for the surface tension obtained in [ABC] involves averages
of the energy of planar configurations in larger and larger cubes, which converge
because the quantities involved are sub-additive up to an asymptotically negligible
error. In the stationary ergodic context, similar formulas have been derived recently
for related interface models by Alicandro, Cicalese, and Ruf [ACR] and Cagnetti, Dal
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Maso, Scardia, and Zeppieri [CDSZ]. Both of these works find formulas for the surface
tension using slight modifications of the quantities considered in [ABC] that turn out
to be genuinely sub-additive and, thus, can be analyzed using the sub-additive ergodic
theorem. The fundamental difficulty [ACR] and [CDSZ] share in common with the
present work is it is necessary to find a way to apply the sub-additive ergodic theorem
to a quantity that scales like area rather than volume.
Here that difficulty is resolved by revisiting the ideas of Alberti and Bellettini. Al-
though they did not mention it explicitly, sub-additivity is lurking in the background
in their formula for the surface tension. This is clarified in Presutti’s book [P], where
it is implicit in his arguments.
We extend Presutti’s interpretation of Alberti and Bellettini’s formula and use it
to find the surface tension of (1) in stationary ergodic media. Our approach is both
similar and rather different than that in [ACR] and [CDSZ]. In particular, what we
prove clarifies the role played by sub-additivity in problems of this type and shows
that averaging over cylinders is in some ways more natural than averaging over cubes.
Together with [ACR] and [CDSZ], the present paper can be seen as an extension of
Dal Maso and Modica’s variational framework (see [DM]) to stochastic homogeniza-
tion problems in an SBV setting. As in the Sobolev space case, there are compactness
theorems and integral representation formulas for sufficiently nice functionals on SBV.
Moreover, there are results to the effect that such functionals are uniquely determined
by their values on interfaces with planar boundary traces, the SBV analogue of linear
boundary data. In the setting considered here, [ABC] provides both of these ingre-
dients. Therefore, to carry out Dal Maso and Modica’s program, it only remains
to show that planar configurations homogenize, or, in other words, to determine the
macroscopic surface tension ϕ˜.
Before proceeding to our assumptions and main results, we briefly review a number
of other recent treatments of interface energies in random media. Dirr and Orlandi
[DO] consider an energy functional similar to ours, except that the potential W is
random instead of the metric. Assuming that the random potential is a sufficiently
small random perturbation of a deterministic one and that the randomness has a finite
range of dependence, they studied not only the surface tension but also the global
equilibria of the energy, an issue we avoid here. In a discrete context, Gold [G] and
Wouts [Wo] study the surface tension of percolation and Ising models, respectively,
again in random media with a finite range of dependence. The basic strategy for
obtaining the surface tension in those two papers is very similar to ours, except
that they prove the convergence of the mean energy first and then use concentration
inequalities to control the fluctuations. Our work, together with [ACR] and [CDSZ],
suggests that, at least where the determination of the surface tension is concerned,
there is generally no need to impose a finite correlation length or quantitative mixing
assumptions on the underlying environment.
1.2. Assumptions. Throughout we fix constants λ,Λ ∈ (0,∞). We let Fd(λ,Λ) be
the set of continuous functions ϕ : Sd−1 → [0,∞) such that
(i)
√
λ ≤ ϕ(e) ≤ √Λ if e ∈ Sd−1
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(ii) The one-homogeneous extension of ϕ to Rd is convex
We equip Fd(λ,Λ) with the Borel σ-algebra induced by the supremum norm topology.
We assume that (Ω,B,P) is a probability space equipped with a measurable map
Φ : Ω→ Fd(λ,Λ) and an action τ : Rd × Ω→ Ω.
Our assumptions on τ are:
(i) τ is measurable with respect to the product σ-algebra on Rd × Ω obtained
from the Lebesgue measurable sets on Rd and B on Ω
(ii) τ forms a group under composition, that is,
τx+y = τx ◦ τy if x, y ∈ Rd, τ0 = Id.
(iii) τ preserves P in the following sense:
P(τ−1x (E)) = P(E) if E ∈ B, x ∈ Rd.
(iv) τ is ergodic: specifically, if E ∈ B and τ−1x (E) = E independently of the
choice of x ∈ Rd, then P(E) ∈ {0, 1}.
We remark that the ergodicity assumption (iv) is not strictly necessary. As in [ACR]
and [CDSZ], if we remove (iv), then a version of our result still holds with the caveat
that the surface tension remains a random process in the limit.
The Finsler metric ϕω : Rd×Rd → [0,∞) appearing in (1) is related to Φ and τ by
ϕω(x, p) =
{
‖p‖Φτxω
(
p
‖p‖
)
, p ∈ Rd \ {0}
0, otherwise
Notice that ϕω(x, ·) is convex for each fixed x ∈ Rd, and ϕω(·, p) is Lebesgue measur-
able for each p ∈ Rd. Moreover, ϕω is stationary in the following manner:
ϕτyω(x, ·) = ϕω(x+ y, ·) if x, y ∈ Rd.
Regarding the potential W in (1), we only assume the following:
(i) W : [−1, 1]→ [0,∞) is continuous
(ii) W−1({0}) = {−1, 1}
1.3. Main results. Our results are stated in the language of Γ-convergence. See the
textbooks of Dal Maso [D] or Braides [Br2] for an introduction to the subject.
Before proceeding further, we define rescaled energy functionals (Fωǫ )ǫ>0 and intro-
duce the notion of localization. First, for each ǫ > 0, we define Fωǫ by
Fωǫ (u) =
ˆ
Rd
( ǫ
2
ϕω(ǫ−1x,Du(x))2 + ǫ−1W (u(x))
)
dx.
The reader can check that Fωǫ is obtained from Fω by rescaling space linearly and
renormalizing by ǫd−1. In other words, Fωǫ is the functional obtained when we set the
characteristic length scale of the system to ǫ, and the exponent d− 1 reflects the fact
that the energy scales like surface area.
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In addition to rescaling, it is convenient to localize the functionals (Fωǫ )ǫ>0 by
associating to each open subset A ⊆ Rd its own energy:
Fωǫ (u;A) =
ˆ
A
( ǫ
2
ϕω(ǫ−1x,Du(x))2 + ǫ−1W (u(x))
)
dx.
In the sequel, the case ǫ = 1 is frequently of interest and we will abbreviate by writing
Fω(·;A) = Fω1 (·;A).
Though at the macroscopic scale the objects of interest are surfaces, it is customary
to treat them as functions. Note that if F ⊆ Rd is a Caccioppoli set, then the function
u satisfying u(x) = 1 if x ∈ F and u(x) = −1, otherwise, uniquely determines F .
Conversely, any function u ∈ BVloc(Rd; {−1, 1}) is associated to such a set, namely
F = {u = 1}. Accordingly, in what follows, we will treat E as a functional defined
on BV functions rather than Caccioppoli sets. Specifically, if A is a bounded open
set, we write
E (u;A) =
{ ´
∂∗{u=1}∩A
ϕ˜(ν{u=1}(ξ))Hd−1(dξ), u ∈ BV (A; {−1, 1})
∞, otherwise.
We are now prepared to state our main result. In the statement of the next theorem,
Σ is the σ-algebra consisting of those events A ∈ B such that τ−1x (A) = A no matter
the choice of x ∈ Rd.
Theorem 1. There is a one-homogeneous, convex function ϕ˜ : Rd → (0,∞) depend-
ing only on P such that, with probability one, Fω Γ→ E . More specifically, there is an
event Ωˆ ∈ Σ such that P(Ωˆ) = 1 and no matter the choice of Lipschitz, open, bounded
A ⊆ Rd or ω ∈ Ωˆ, the following occurs:
(i) If (uǫ)ǫ>0 ⊆ H1(A; [−1, 1]) satisfies
sup {Fωǫ (uǫ;A) | ǫ > 0} <∞,
then (uǫ)ǫ>0 is relatively compact in L
1(A) and all of its limit points are in
BV (A; {−1, 1}).
(ii) If u ∈ L1(A; [−1, 1]) and (uǫ)ǫ>0 ⊆ H1(A; [−1, 1]) satisfies uǫ → u in L1(A),
then
E (u;A) ≤ lim inf
ǫ→0+
Fωǫ (uǫ;A).
(iii) If u ∈ L1(A; [−1, 1]), then there is a family (uǫ)ǫ>0 ⊆ H1(A; [−1, 1]) such that
uǫ → u in L1(A) and
lim sup
ǫ→0+
Fωǫ (uǫ;A) ≤ E (u;A).
We emphasize that the event Ωˆ in the theorem does not depend on the domain A.
Our choice to consider functions taking values in [−1, 1] is one of convenience.
It is possible to generalize Theorem 1 to functions taking values in R instead of
[−1, 1] provided one imposes certain growth assumptions on W (see [ABC]). Since
the transformation u 7→ (u ∨ −1) ∧ 1 can only decrease the energy, the general case
is easily recovered from our work.
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Theorem 1 is proved by finding the surface tension ϕ˜ and then applying the com-
pactness and integral representation results of [ABC]. We will now sketch how ϕ˜ is
found.
Following [ABC], we fix an absolutely continuous function q : R→ [−1, 1] satisfying
(3)
{ ´∞
−∞
(
Λ
2
q′(s)2 +W (q(s))
)
ds <∞
lims→±∞ q(s) = ±1
For a given e ∈ Sd−1 and x ∈ Rd, we define qe, Txqe : Rd → [0,∞) by qe(y) = q(〈y, e〉)
and Txqe(y) = qe(y − x).
We use the function Txqe to build nearly optimal phase configurations with asymp-
totically flat transition regions that are centered around the affine hyperplane {〈y −
x, e〉 = 0}. These functions are built by perturbing Txqe in progressively larger do-
mains. We then obtain ϕ˜(e) by suitably rescaling the energy of these configurations
and letting the domain of the perturbation fill the whole space.
To make this precise, we proceed by analogy with statistical mechanics. To start
with, we define a random process Φ˜ω that we call the finite-volume surface tension.
If e ∈ Sd−1, x0 ∈ Rd, and A ⊆ Rd is a bounded open set, Φ˜ω(e, x0, A) is defined by
the following formula:
Φ˜ω(e, x0, A) = min
{Fω(u;A) | u ∈ H1(A; [−1, 1]), u− Txqe ∈ H10 (A)} .
Physically, Φ˜ω(e, x0, A) is the optimal energy achievable when we perturb the planar
configuration Txqe in A. We will show that the surface tension ϕ˜ can be obtained by
studying Φ˜ω.
It is convenient to begin by restricting to the case when x0 = 0. First, a bit
of notation. Henceforth, fix a direction e ∈ Sd−1 and let Oe : Rd−1 → Rd be a
linear isometry onto the hyperplane 〈e〉⊥ orthogonal to e. Here and in the sequel, if
A ⊆ Rd−1 and B ⊆ R, then we define A⊕e B ⊆ Rd by
A⊕e B = {Oe(y) + te | y ∈ A, t ∈ B} .
Additionally, we fix an orthonormal basis of Rd−1 and let Q(0, R) denote the cube
in Rd−1 centered at the origin, oriented according to this basis, and with side length
R > 0.
The centered finite-volume surface tension in the e direction is the random process
defined as follows: if A ⊆ Rd−1 is a bounded open set and h > 0, then we write
ϕ˜ω(e, A, h) = Φ˜ω(e, 0, A⊕e (−h, h)).
Below we will demonstrate the utility of studying Φ˜ω as a function of the e directions
and the orthogonal directions separately. For now, we remark that ϕ˜ω(e, A, h) can be
understood as a sub-additive process in A and an almost monotone function in h.
As a consequence of this monotonicity, it is possible to show that ϕ˜ω(e, A, h) has a
limit as h →∞. In fact, if we let ϕ˜ω∞(e, A) = limh→∞ ϕ˜ω(e, A, h), then the following
formula holds:
(4) ϕ˜ω∞(e, A) = min {Fω(u;A⊕e R) | −1 ≤ u ≤ 1, u− q = 0 on ∂A⊕e R} .
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Evidently, ϕ˜ω∞(e, A) inherits the sub-additivity property in the limit h→∞, although
it also follows by inspection of the right-hand side of (4). Notice that here we are
studying the optimal energy in a cylinder as opposed to a cube.
The surface tension can be obtained from Φ˜ω in a procedure we refer to as the
thermodynamic limit. In this context, this means both letting the set A fill up Rd−1
and sending h→∞. The result is summarized in the next theorem. In the statement,
Σe is the σ-algebra of events A ∈ B such that τ−1x (A) = A if x ∈ 〈e〉⊥.
Theorem 2. For each e ∈ Sd−1, there is an event Ω˜e ∈ Σe satisfying P(Ω˜e) = 1 such
that if ω ∈ Ω˜e and κ > 0, then
ϕ˜(e) = lim
R→∞
R1−dϕ˜ω∞(e, Q(0, R))
= lim
h→∞
lim sup
R→∞
R1−dϕ˜ω(e, Q(0, R), h)
= lim
h→∞
lim inf
R→∞
R1−dϕ˜ω(e, Q(0, R), h)
= lim
R→∞
R1−dϕ˜ω(e, Q(0, R), κR).
Theorem 2 shows that the e direction and the directions in 〈e〉⊥ play distinct but
complementary roles in the determination of the surface tension. The limit R → ∞
is handled using the sub-additive ergodic theorem. This is intuitive: as R grows, if
we imagine that the developing transition region is roughly flat with normal vector
e, then we are accommodating more and more surface area, and we expect that the
fluctuations should average out. On the other hand, the limit h→∞ does not require
any rescaling, and, indeed, the arguments involved are completely deterministic in
nature. Essentially, the almost monotone dependence on h reflects the fact that
we are allowing more and more configurations as h grows without losing any in the
process. Surprisingly, the boundary condition gives us enough control that all the
limits in Theorem 2 coincide.
We remark that the existence of the first limit in Theorem 2 is an immediate
consequence of the sub-additive ergodic theorem. In this sense, it is very convenient
to use infinite cylinders (see (4)) instead of cubes. On the other hand, the limit
R→∞ along the line h = R is the essential ingredient in the proof of Γ-convergence.
The existence of this limit is non-trivial, an issue that our problem shares in common
with those considered in [ACR] and [CDSZ]. Here is where we use the other two
limits: once we prove the first three equalities in Theorem 2, the fourth follows easily.
Theorem 2 and its proof are the major difference between our work and the ap-
proach in [ACR] and [CDSZ]. We comment on the relationship between their ap-
proach and ours in Remark 3 below. To sum it up, while our proof is longer, we
feel it clarifies the role of the geometry of the problem, and it applies to arbitrary
boundary conditions q satisfying (3), not just flat ones.
The statement and proof of Theorem 2 is inspired by the analysis of the spatially
homogeneous Lebowitz-Penrose functional in Chapter 7 of [P]. The novelty here is
now the medium is heterogeneous and the approach needs to be supplemented by
considerations from ergodic theory.
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The proof we give below has in mind the case d ≥ 2. If d = 1, the same arguments
work, but the dependence on R above is superfluous. Actually, in one dimension, the
proof can be simplified considerably. First of all, in that case, the surface tension can
be computed in the following manner:
ϕ˜(e) = inf
{
Fω(u;R) | −1 ≤ u ≤ 1, lim
ex→±∞
u(x) = ±1
}
P-almost surely.
That the right-hand side should be constant follows from translational-invariance,
which is not hard to check. With this formula in hand, slight modifications of Alberti’s
proof of Γ-convergence in [A] show that Γ-convergence holds. Rather than expand on
this here, we leave it as an exercise for the interested reader.
Since R1−dϕ˜ω(e, Q(0, R), R) converges as R→∞, Theorem 2 effectively says that
Theorem 1 holds provided A is a cube centered in the hyperplane {〈x, e〉 = 0} and
u = 2χ{〈x,e〉=0} − 1. This is not immediate, but it is not a long proof either (see
Proposition 12 below). The extension to arbitrary cubes is established using the
ergodic theorem and the fundamental estimate of Γ-convergence. This is the content
of our next theorem.
Before stating the theorem, we will need a bit of notation: if ρ > 0 and x0 ∈ Rd is
decomposed as x0 = Oe(x˜) + te, then Q
e(x0, ρ) is defined by
Qe(x0, ρ) = Q(x˜, ρ)⊕e
(
t− ρ
2
, t+
ρ
2
)
.
Theorem 3. There is a translationally-invariant event Ωˆ ∈ Σ satisfying P(Ωˆ) = 1
such that if x0 ∈ Rd and ρ > 0, then
ϕ˜(e)ρd−1 = lim
R→∞
R1−dΦ˜ω(e, Rx0, RQ
e(x0, ρ)) if ω ∈ Ωˆ.
Once Theorem 3 is proved, Γ-convergence follows from the machinery developed in
[ABC]. Effectively, once we establish Γ-convergence of the energy of planar interfaces,
the general case can be handled using purely deterministic arguments.
1.4. Organization of the paper. The analysis of the finite-volume surface tension
is carried out in Section 3. We define the surface tension ϕ˜ and study the thermody-
namic limit in Section 4. In the process, we also prove Theorem 3 and continuity of
ϕ˜. The paper concludes in Section 5, where we prove Theorem 1.
Appendix A is dedicated to the statement and proof of the fundamental estimate of
Γ-convergence as it pertains to (1). A number of relevant results from ergodic theory
are recalled in Appendix B.
The notation is catalogued in Section 2.
2. Notations
2.1. Euclidean Geometry. We let 〈·, ·〉 : Rd × Rd → R denote the standard Eu-
clidean inner product in Rd. We use the notation ‖ · ‖ for the norm induced by
〈·, ·〉.
Given an A ⊆ Rd, A⊥ denotes the subspace of vectors in Rd orthogonal to every
vector in A.
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If v ∈ Rd, we let 〈v〉 denote its span in Rd. If A ⊆ Rd and x ∈ Rd, then x + A is
the set obtained by translating A by x, that is,
x+ A = {y + x | y ∈ A}.
The unit sphere in Rd−1 is denoted by Sd−1 = {e ∈ Rd | ‖e‖ = 1}.
We assume at the outset that we have fixed a family {Oe}e∈Sd−1 of linear maps
Oe : R
d−1 → Rd preserving 〈·, ·〉 so that Oe(Rd−1) = 〈e〉⊥. This is only a matter of
notational convenience as our results are independent of this choice.
When A ⊆ Rd−1 and B ⊆ R, we denote their direct sum along e as A⊕e B, which
is defined formally by
A⊕e B = {Oe(a) + be | a ∈ A, b ∈ B} .
Similarly, if x ∈ Rd−1 and s ∈ R, we define x⊕e s = Oe(x) + se.
For each k ∈ {1, 2, . . . , d}, we let Uk0 denote the collection of bounded open subsets
of Rk.
2.2. Cubes. Throughout we fix an orthonormal basis {e1, . . . , ed−1} of Rd−1. We let
| · |∞ : Rd−1 → [0,∞) denote the norm given by
|y|∞ = max{|〈y, e1〉|, . . . , |〈y, ed−1〉|}.
For each r > 0 and y ∈ Rd−1, Q(y, r) is the open ball centered at y with | · |∞-radius
r
2
, that is,
Q(y, r) =
{
x ∈ Rd−1 | |x− y|∞ < r
2
}
Note the factor of two, which simplifies many of the computations below.
If e ∈ Sd−1, x ∈ Rd, and r > 0, then we denote by Qe(0, r) the open subset of Rd
given by
Qe(x, r) = x+Q(0, r)⊕e
(
−r
2
,
r
2
)
.
2.3. Geometric Measure Theory. If k ∈ {1, 2, . . . , d}, we let Lk be the Lebesgue
measure on Rk. In Rd, Hk is the k-dimensional Hausdorff measure normalized to
coincide with k-dimensional area on smooth k-surfaces.
If E ⊆ Rd is a Caccioppoli set, we denote by ∂∗E its reduced boundary and νE , its
normal vector.
2.4. Functions. If f : Rd → R is a function and x ∈ Rd, the function Txf : Rd → R
is defined by
(Txf)(y) = f(y − x).
Given an A ∈ Ud0 , we let H1(A) denote the closure of C∞(A) with respect to the
inner product (·, ·)H1(A) given by
(f, g)H1(A) =
ˆ
A
(f(x)g(x) + 〈Df(x), Dg(x)〉) dx.
H10 (A) denotes the closure of C
∞
c (A) in H
1(A). The subset H1(A; [−1, 1]) consists of
those functions u ∈ H1(A) such that −1 ≤ u ≤ 1 Ld-almost everywhere.
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We define χ : R→ {−1, 1} by
(5) χ(s) =
{
1, s ≥ 0
−1, s < 0
2.5. Invariant σ-algebras. We will frequently be interested in random variables
that are invariant under certain subgroups of (τx)x∈Rd. Given an e ∈ Sd−1, Σe is the
sub-σ-algebra of B generated by sets A such that
(6) τ−1x (A) = A if x ∈ 〈e〉⊥.
We let Σ =
⋂
e∈Sd−1 Σe, i.e. Σ is the family of sets for which (6) holds no matter the
choice of x ∈ Rd.
2.6. Asymptotic Notation. Given two functions r, a : (0,∞) → R, we write
r(s) = o(a(s)) if lims→0+
r(s)
a(s)
= 0. In particular, the notation r(s) = o(1) means
lims→0+ r(s) = 0. We will often abbreviate a situation such as f(s)− g(s) = o(a(s))
as f(s) = g(s) + o(a(s)).
2.7. Boundary Conditions. Given a function q : R → R and an e ∈ Sd−1, we
define qe : R
d → R by
qe(x) = q (〈x, e〉) .
Additionally, if ǫ > 0, qǫe : R
d → R is the function defined by
qǫe(x) = qe(ǫ
−1x) = q
(〈x, e〉
ǫ
)
.
3. Finite-Volume Surface Tension
First, as in the introduction, we fix a smooth q : R→ [−1, 1] satisfying (3). As we
explained already, q serves the role of a boundary condition. We will see the exact
choice of q is immaterial.
3.1. Finite-volume surface tension. We begin by introducing the finite-volume
surface tension and its basic properties.
Definition 1. The finite-volume surface tension is the random function Φ˜ω : Sd−1 ×
Rd × Ud0 → (0,∞) given by
Φ˜ω(e, x0, A) = inf
{Fω(u;A) | u ∈ H1(A; [−1, 1]), u− Tx0qe ∈ H10 (A)} .
Note that the infimum in the definition is, in fact, achieved, as a consequence of
the lower semi-continuity of Fω(·;A). Moreover, since H10 (A) is separable, we readily
deduce that Φ˜ω(e, x0, A) is B-measurable independently of the choice of e, x0, and
A.
Before proceeding further, we record a useful observation. Here and henceforth, we
define the constant CΛ > 0 by
CΛ =
ˆ ∞
−∞
(
Λq′(s)2
2
+W (q(s))
)
ds.
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Proposition 1. If e ∈ Sd−1, x0 ∈ Rd, A ∈ Ud−10 , and I ∈ U10 , then
0 ≤ Φ˜ω(e, x0, A⊕e I) ≤ CΛLd−1(A).
Proof. Using Tx0q itself as a candidate, we obtain an upper bound:
0 ≤ Φ˜ω(e, x0, A⊕e I) ≤ Fω(Tx0q;A⊕e I).
It only remains to estimate Fωǫ (Tx0q;A ⊕e I). Since ϕω(x, p) ≤
√
Λ‖p‖ and qe only
varies in the e direction, Fubini’s Theorem readily implies
Fω(Tx0qe;A⊕e I) ≤ CΛLd−1(A).

3.2. The case of cubes centered at the origin. As we mentioned in the intro-
duction, to start with it is convenient to restrict Φ˜ω to x0 = 0. The analysis of the
resulting process, which we precisely define next, takes up most of the remainder of
this section and the one that follows.
Definition 2. The centered finite-volume surface tension is the random function
ϕ˜ω : Sd−1 × Ud−10 × (0,∞)→ (0,∞) given by
ϕ˜ω(e, A, h) = Φ˜ω(e, 0, A⊕e (−h, h)).
After chasing the definitions, the reader will readily verify that the effect of setting
x0 = 0 is to restrict ourselves to the case when the interface {Tx0q = 0} equals the
hyperplane 〈e〉⊥.
The next proposition gives the essential properties of the centered surface tension.
In particular, in the language of [DM], ϕ˜ω(e, ·, h) is a sub-additive process.
Proposition 2. For each fixed e ∈ Sd−1 and h > 0, the function A 7→ ϕ˜ω(e, A, h)
satisfies:
(i) If A,A1, . . . , AN ∈ Ud−10 , {A1, . . . , AN} is pairwise disjoint,
⋃N
i=1Ai ⊆ A, and
Ld−1(A \⋃Ni=1Ai) = 0, then
(7) ϕ˜ω(e, A, h) ≤
N∑
i=1
ϕ˜ω(e, Ai, h).
(ii) ϕ˜ω(e, A, h) is uniformly bounded in the following sense:
(8) 0 ≤ ϕ˜ω(e, A, h) ≤ CΛLd−1(A) if A ∈ Ud−10 .
(iii) For each A ∈ Ud−10 and each x ∈ 〈e〉⊥, the following equation holds:
ϕ˜τxω(e, A, h) = ϕ˜ω(e, A+O−1e (x), h).
Proof. First, observe that (ii) follows directly from Proposition 1, and (iii) is an
immediate consequence of the definitions of ϕ˜ω(e, A, h), {τx}x∈Rd, and ϕω.
Next, we prove (i). Suppose A,A1, . . . , AN ∈ Ud−10 are given and satisfy the as-
sumptions. For each i ∈ {1, 2, . . . , N}, pick ui ∈ H1(Ai ⊕e (−h, h); [−1, 1]) such
that
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(i) Fω(ui, Ai ⊕e (−h, h)) = ϕ˜a(e, Ai, h)
(ii) ui − qe ∈ H10 (Ai ⊕e (−h, h))
Define a new function u : A⊕e (−h, h)→ [−1, 1] by
u(x) =
{
ui(x), x ∈ Ai ⊕e (−h, h)
0, otherwise
By the choice of boundary conditions, u− qe ∈ H10 (A⊕e (−h, h)). Moreover,
ϕ˜ω(e, A, h) ≤ Fω(u,A⊕e (−h, h)) =
N∑
i=1
Fω(ui, Ai ⊕e (−h, h)) =
N∑
i=1
ϕ˜ω(e, Ai, h).
This establishes (i). 
We now use the sub-additive ergodic theorem to average out the variations in the
medium in directions perpendicular to e:
Proposition 3. For each e ∈ Sd−1 and h > 0, there is a Σe-measurable random
variable ϕ˜ω(e, h) and an event Ωh ∈ Σe satisfying P(Ωh) = 1 such that
ϕ˜ω(e, h) = lim
R→∞
R1−dϕ˜ω(e, Q(0, R), h) if ω ∈ Ωh.
Proof. This is a direct application of Theorem 7 in Appendix B. 
3.3. Infinite horizon limit. We now study the limit h → ∞ of ϕ˜ω(e, A, h). We
begin by defining what we call the infinite-horizon surface tension:
Definition 3. The infinite-horizon surface tension is the random function ϕ˜ω∞ :
Sd−1 × Ud−10 → (0,∞) given by
ϕ˜ω∞(e, A) = min {Fω(u;A⊕e R) | −1 ≤ u ≤ 1, u = qe on ∂A⊕e R} .
In the main result of this section, we prove that limh→∞ ϕ˜
ω(e, A, h) = ϕ˜ω∞(e, A),
consistent with the way ϕ˜ω∞(e, A) was defined in the introduction.
Before we proceed further, we remark that ϕ˜ω∞ satisfies its own version of Proposi-
tion 2. Therefore, the following analogue of Proposition 3 holds:
Proposition 4. For each e ∈ Sd−1, there is a Σe-measurable random variable ϕ˜ω∞(e)
and an event Ω∞ ∈ Σe satisfying P(Ω∞) = 1 such that
(9) ϕ˜ω∞(e) = lim
R→∞
R1−dϕ˜ω∞(e, Q(0, R)) if ω ∈ Ω∞.
It only remains to analyze the infinite horizon limit h→∞. We start by observing
that h 7→ ϕ˜ω(e, A, h) is almost non-increasing.
Proposition 5. Fix e ∈ Sd−1 and A ∈ Ud−10 . If h1 > h2, then
(10) ϕ˜ω(e, A, h1) ≤ ϕ˜ω(e, A, h2) + Ld−1(A)e(h2),
where
e(h) =
ˆ
{|s|>h}
(
Λq′(s)2
2
+W (q(s))
)
ds.
In particular, for each e ∈ Sd−1, R > 0, and ω ∈ Ω, limh→∞ ϕ˜ω(e, Qe(0, R), h) exists.
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We will see that the proof of Proposition 5 does not use any properties of the
probability space (Ω,B,P) or the action τ .
Proof. Fix ǫ > 0. Choose a u : A⊕e (−h2, h2)→ [−1, 1] such that u− qe ∈ H10 (A⊕e
(−h2, h2)) and
Fω(u;A⊕e (−h2, h2)) = ϕ˜ω(e, A, h2).
Define u˜ : A⊕ (−h1, h1)→ [−1, 1] by
u˜(x) =
{
u(x), x ∈ A⊕e (−h2, h2)
qe(x), otherwise
Then u˜− qe ∈ H10 (A⊕e (−h1, h1)) and
ϕ˜ω(e, A, h1) ≤ Fω(u˜, A⊕e (−h1, h1))
= Fω(u,A⊕ (−h2, h2)) + Ld−1(A)
ˆ
{|t|∈(h2,h1)}
(
Λq′(t)2 +W (q(t))
)
dt
≤ ϕ˜ω(e, A, h2) + Ld−1(A)e(h2).
Thus, we obtain (10).
Finally, sending h1 →∞ with h2 fixed and then sending h2 →∞, we find
lim sup
h1→∞
ϕ˜ω(e, A, h1) ≤ lim inf
h2→∞
(
ϕ˜ω(e, A, h2) + Ld−1(A)e(h2)
)
= lim inf
h2→∞
ϕ˜ω(e, A, h2).
This proves limh→∞ ϕ˜
ω(e, A, h) exists. 
Finally, we prove the result that was promised at the beginning of this sub-section:
Proposition 6. For each e ∈ Sd−1 and A ∈ Ud−10 , we have
(11) ϕ˜ω∞(e, A) = lim
h→∞
ϕ˜ω(e, A, h).
Proof. If h > 0 and u ∈ H1(A ⊕ (−h, h); [−1, 1]) equals qe on ∂(A ⊕e (−h, h)), then
the function u˜ ∈ H1loc(A⊕e R) given by
u˜(x) =
{
u(x), |〈x, e〉| ≤ h
qe(x), otherwise
satisfies u˜− qe ∈ H10 (A⊕e R). Thus,
ϕ˜ω∞(e, A) ≤ Fω(u˜;A⊕e R) ≤ Fω(u;A⊕e (−h, h)) + Ld−1(A)e(h).
Since u was arbitrary, we deduce that ϕ˜ω∞(e, A) ≤ ϕ˜ω(e, A, h)+Ld−1(A)e(h). Sending
h→∞, we conclude ϕ˜a∞(e, A) ≤ limh→∞ ϕ˜ω(e, A, h).
To obtain the complementary inequality, let u ∈ H1loc(A⊕e R; [−1, 1]) be any func-
tion attaining the minimum in (11). We will show that it is possible to appropriately
truncate u without changing its energy too much.
First, observe that for each δ > 0,
lim
R→∞
Ld({x ∈ A⊕e [R,+∞) | |u(x)− 1| > δ}) = 0
lim
R→∞
Ld({x ∈ A⊕e (−∞,−R] | |u(x) + 1| > δ} = 0.
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This is a consequence of the Poincare´ inequality, which in this setting states
‖u− qe‖L2(A⊕eR) ≤ ‖Du−Dqe‖L2(A⊕eR).
For each n ∈ N, fix a smooth function fn : R → [0, 1] such that fn ≡ 1 in [−n, n],
fn ≡ 0 in R \ [−(n + 1), n+ 1], and |f ′n| ≤ 2. Let un ∈ H1loc(A⊕e R) be the function
defined by
un(x) = fn(〈x, e〉)u(x) + (1− fn(〈x, e〉))qe(x).
We readily obtain the following bounds on the energy of un:
Fω(un;A⊕e (−(n+ 1), n+ 1)) ≤ Fω(u;A⊕e (−n, n))
+
Λ
2
ˆ
A⊕e{n<|s|<n+1}
|Du(x)|2 dx
+
Λ
2
Ld−1(A)
ˆ
{n≤|s|≤n+1}
q′(s)2 ds
+ 2
ˆ
A⊕e{n<|s|<n+1}
|u(x)− qe(x)|2 dx
+
ˆ
A⊕e{n<|s|<n+1}
W (un(x)) dx
Since u, qe → ±1 in measure as 〈x, e〉 → ±∞, we find
Fω(un;A⊕e (−(n + 1), n+ 1)) ≤ ϕ˜ω∞(e, A) + o(1)
as n→∞. Therefore, since un = qe on A⊕e {−(n + 1), n+ 1}, we conclude
lim
h→∞
ϕ˜ω(e, A, h) ≤ lim
n→∞
Fω(un;A⊕e (−(n + 1), n+ 1)) ≤ ϕ˜ω∞(e, A).

4. Infinite-volume surface tension
We now identify the infinite-volume surface tension ϕ˜. To start with, it’s conve-
nient to define this as a random function. We show the surface tension is deterministic
almost surely using translation invariance, and soon thereafter we prove the thermo-
dynamic limit.
Definition 4. The infinite-volume surface tension is the random function ϕ˜ω : Sd−1 →
[0,∞) given by
(12) ϕ˜ω(e) = lim inf
R→∞
R1−dϕ˜ω(e, Q(0, R), R).
Our first observation is this quantity is translationally invariant:
Theorem 4. For each e ∈ Sd−1, ϕ˜ω(e) is Σ-measurable.
An immediate consequence of the theorem and ergodicity is ϕ˜ω(e) is constant almost
surely. We record this in the following corollary:
Corollary 1. There is a unique ϕ˜(e) ≥ 0 depending only on P such that ϕ˜ω(e) = ϕ˜(e)
almost surely.
SURFACE TENSION AND Γ-CONVERGENCE 15
Theorem 4 will be proved in two steps. In the first, we note that ϕ˜ω(e) is invariant
under translations in directions perpendicular to e. This step follows from what we
already proved in Section 3, especially Propositions 2 and 5. In the second step, we
show that ϕ˜ω(e) is invariant under the action of translations in the e direction. The
proof of this is very similar to that of Proposition 6.
In the remainder of the section, we study the thermodynamic limit and prove
Theorem 2.
4.1. Tangential directions. To simplify the proof of translation invariance, we first
observe that ϕ˜ω(e) is invariant under translations in directions perpendicular to e:
Proposition 7. ϕ˜ω(e) is Σe-measurable.
Proof. We begin by showing that ϕ˜τxω(e) = ϕ˜ω(e) if x ∈ 〈e〉⊥. At the end of the
proof, we show ϕ˜ω(e) is B-measurable.
Supppose x ∈ 〈e〉⊥. We will show that ϕ˜τxω(e) ≤ ϕ˜ω(e). Let y = O−1e (x). If R > 0,
then Proposition 2 implies
(13) ϕ˜τxω(e, Q(0, R + |y|∞), R + |y|∞) = ϕ˜ω(e, Q(y, R+ |y|∞), R+ |y|∞).
Since Q(y, R+ |y|∞) ⊇ Q(0, R), we use (7) and (8) from Proposition 2 to find
(14) ϕ˜ω(e, Q(y, R+ |y|∞), R + |y|∞) ≤ ϕ˜ω(e, Q(0, R), R+ |y|∞) + CΛRd−1o(1).
as R→∞. Finally, appealing to (10) from Proposition 5 yields
(15) ϕ˜ω(e, Q(y, R+ |y|∞), R + |y|∞) ≤ ϕ˜ω(e, Q(0, R), R) +Rd−1(e(R) + CΛo(1)).
Combining (13), (14), and (15), dividing by Rd−1, and sending R → ∞, we obtain
ϕ˜τxω(e) ≤ ϕ˜ω(e).
Replacing x with −x and ω with τxω yields ϕ˜ω(e) ≤ ϕ˜τxω(e). Therefore, ϕ˜τxω(e) =
ϕ˜ω(e).
It only remains to show that ϕ˜ω(e) is B-measurable. To do so, it suffices to verify
the following identity:
ϕ˜ω(e) = lim inf
N∋N→∞
N1−dϕ˜ω(e, Q(0, N), N).
This can be derived using arguments very similar to those presented earlier in the
proof. We omit the details. 
4.2. The normal direction. Since any x ∈ Rd can be decomposed as x = x˜+ te for
some t ∈ R and x˜ ∈ 〈e〉⊥, we obtain the following decomposition of τx:
τx = τx˜ ◦ τte = τte ◦ τx˜.
Thus, since ϕ˜ω(e) is Σe-measurable, Theorem 4 is proved as soon as we establish that
ϕ˜ω(e) is invariant under (τte)t∈R. We prove this next using the fundamental estimate
of Γ-convergence.
Proposition 8. If ω ∈ Ω and t ∈ R, then
ϕ˜ω(e) = ϕ˜τteω(e).
16 P. MORFE
Proof. Fix ω ∈ Ω and t ∈ R. We begin by showing that the following inequality
holds:
ϕ˜ω(e) ≤ ϕ˜τteω(e)
It is convenient to introduce a free parameter α ∈ (0, 1). In the final step of the proof,
we will send α→ 1−.
For each R > 0, let v˜R ∈ H1(Qe(0, αR); [−1, 1]) be a minimizer of the functional
F τteω(·;Qe(0, αR)) subject to the boundary conditions v˜R = qe, that is,
v˜R − qe ∈ H10 (Qe(0, αR)), F τteω(v˜R;Qe(0, αR)) = ϕ˜τteω(e, Q(0, αR), αR).
In order to compare ϕ˜ω(e, Q(0, R), R) and ϕ˜τteω(e, Q(0, αR), αR), we shift perspec-
tives by defining the function vR in Q
e(te, αR) by
vR(x) = v˜R(x− te).
Notice that vR minimizes Fω(·;Qe(te, αR)) with the boundary condition Tteqe. We
extend vR to R
d by setting vR(x) = Tteqe(x) if x ∈ Rd \Qe(te, αR).
Finally, before we apply the fundamental estimate, it is convenient to move to
macroscopic coordinates. We let ǫ = R−1 and define a new function vǫ : Rd → [−1, 1]
by the following rule:
vǫ(x) = vR
(x
ǫ
)
.
The effect of the definition is this: vǫ minimizes Fωǫ (·;Qe(ǫte, α)) subject to the
boundary condition Tǫte(q
ǫ
e) on ∂Q
e(ǫte, α).
We will now apply the fundamental estimate with the ǫ-independent open sets U ,
U ′, and V defined as follows:
U = Qe(0, α), U ′ = Qe (0, 1) , V = Qe(0, 1) \Qe(0, α).
We will work with the functions (vǫ)ǫ>0 and (q
ǫ
e)ǫ>0. Observe that
lim
ǫ→0+
(‖vǫ − qǫe‖L1(V ) + ‖qǫe − χe‖L1(V )) = 0.
Thus, by the fundamental estimate, there is a function e˜ : (0,∞)→ (0,∞) such that
limǫ→0+ e˜(ǫ) = 0 and a family of cut-off functions (ψǫ)ǫ>0 ⊆ C∞c (U ′; [0, 1]) satisfying
ψǫ ≡ 1 in U such that
Fωǫ (ψǫvǫ + (1− ψǫ)qǫe;U ∪ V ) ≤ Fωǫ (vǫ;U ′) + Fωǫ (qǫe;V ) + e˜(ǫ).
Now observe that we can make the following simplifications:
Fωǫ (vǫ;U ′) = R1−dF τteω(v˜R;Qe(0, αR)) +R1−dFω(vR;RU ′ \Qe(te, αR))
= R1−dϕ˜τtea(0, Q(0, αR), αR) + ω(α) + η(α,R),
where
ω(α) ≤ (1− d)(1− α)CΛ
η(α,R) ≤ αd−1
ˆ
{|s|≥αR}
(
Λq′(s)2 +W (q(s))
)
ds
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Similarly, Fωǫ (qǫe;V ) = ν(α) + γ(α,R), where
ν(α) ≤ (1− d) (1− α)CΛ
γ(α,R) ≤ αd−1
ˆ
{|s|≥αR−|t|}
(
Λq′(s)2 +W (q(s))
)
ds
Sending R→∞ and observing that limR→∞(η(α,R) + γ(α,R)) = 0, we obtain
lim inf
R→∞
R1−dϕ˜ω(e, Q(0, R), R) ≤ lim inf
ǫ→0+
Fωǫ (ψǫvǫ + (1− ψǫ)qǫe;U ∪ V )
≤ αd−1 lim inf
T→∞
T 1−dϕ˜τteω(0, Q(0, T ), T )
+ ω(α) + ν(α).
Since limα→1− (ωR(α) + ν(α)) = 0 and α ∈ (0, 1) was arbitrary, we conclude
ϕ˜ω(e) = lim inf
R→∞
R1−dϕ˜ω(e, Q(0, R), R) ≤ lim inf
R→∞
R1−dϕ˜τteω(0, Q(0, R), R) = ϕ˜τteω(e).
Replacing t with −t and ω with τteω, we find ϕ˜τteω(e) ≤ ϕ˜ω(e). Therefore,
ϕ˜τteω(e) = ϕ˜ω(e). 
4.3. Thermodynamic Limit. Now we tie all the pieces together. While we know
that ϕ˜ω(e) is a constant almost surely, we do not know that the limit inferior in
its definition coincides with the limit superior. We need to prove this occurs with
probability one to proceed with the proof of Γ-convergence. This is where Theorem
2 comes in.
In what follows, the following lemma will be helpful:
Lemma 1. For each n,m ∈ N, let E(ϕ˜ω(e, Q(0, 2n), m) | Σe) and E(ϕ˜ω∞(e, Q(0, 2n)) |
Σe) denote fixed representatives of the conditional expectations with respect to Σe of
ϕ˜ω(e, Q(0, 2n), m) and ϕ˜ω∞(e, Q(0, 2
n)), respectively. There are Σe-measurable events
Ω≤, Ωℓ, and Ωhorizon satisfying the following properties:
(i) P(Ωℓ) = P(Ω≤) = P(Ωhorizon) = 1
(ii) If ω ∈ Ω≤ and n,m ∈ N, then
2(n+1)(1−d)E(ϕ˜ω(e, Q(0, 2n+1), m) | Σe) ≤ 2n(1−d)E(ϕ˜ω(e, Q(0, 2n), m) | Σe).
(iii) If ω ∈ Ωℓ, then
ϕ˜ω(e,m) = lim
n→∞
2n(1−d)E(ϕ˜ω(e, Q(0, 2n), m) | Σe)
ϕ˜ω(e) = lim
n→∞
2n(1−d)E(ϕ˜ω(e, Q(0, 2n)) | Σe).
(iv) If ω ∈ Ωhorizon, then
E(ϕ˜ω∞(e, Q(0, 2
n)) | Σe) = lim
m→∞
E(ϕ˜ω(e, Q(0, 2n), m).
The idea of parts (ii) and (iii) is that the Σe-conditional expectation preserves, and
even improves, the sub-additivity properties of the finite-volume surface tension. As
we will see, conditional expectation allows us to verify one of the crucial inequalities
in the proof of Theorem 2.
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For the most part, the lemma follows from what we have already proven and ele-
mentary properties of conditional expectations. We defer the proof to the end of the
sub-section and proceed to the proof of the thermodynamic limit.
Proof of Theorem 2. We identify Ω˜e using Propositions 3 and 4 and Lemma 1, and
then we prove that the following relations hold:
lim
R→∞
R1−dϕ˜ω∞(e, Q(0, R)) = lim
h→∞
lim sup
R→∞
R1−dϕ˜ω(e, Q(0, R), h)(16)
= lim
h→∞
lim inf
R→∞
R1−dϕ˜ω(e, Q(0, R), h)
lim
R→∞
R1−dϕ˜ω∞(e, Q(0, R)) = lim
R→∞
R1−dϕ˜ω(e, Q(0, R), κR)(17)
Here κ ∈ (0,∞) is arbitrary. Notice that once this is done, we set κ = 1 to conclude
that each of these quantities equals ϕ˜ω(e), which, in turn, equals ϕ˜(e) almost surely.
Let Ω∞ be the event defined in Proposition 4 and let Ω0 =
⋂∞
n=1Ωn, where {Ωn}n∈N
are the events defined in Proposition 3. For each n,m ∈ N, fix representatives
E(ϕ˜ω(e, Q(0, 2n), m) | Σe) and E(ϕ˜ω(e, Q(0, 2n)) | Σe) of the Σe-conditional expecta-
tions of ϕ˜ω(e, Q(0, 2n), m) and ϕ˜ω∞(e, Q(0, 2
n)), respectively. Let Ω≤,Ωℓ,Ωhorizon ∈ Σe
be the sets defined in Lemma 1. Finally, define Ω˜e by
Ω˜e = Ωℓ ∩ Ω≤ ∩ Ω0 ∩ Ω∞ ∩ {ω ∈ Ω | ϕ˜ω(e) = ϕ˜(e)}.
As the intersection of Σe-measurable events, Ω˜e ∈ Σe. Similarly, P(Ω˜e) = 1.
Assume henceforth that ω ∈ Ω˜e.
To establish (16), we first prove
(18) lim
R→∞
R1−dϕ˜ω∞(e, Q(0, R)) ≤ lim
h→∞
lim inf
R→∞
R1−dϕ˜ω(e, Q(0, R), h).
Indeed, by (10) and (11),
R1−dϕ˜ω∞(e, Q(0, R)) ≤ R1−dϕ˜ω(e, Q(0, R), h) + e(h).
Thus, sending R→∞ and then h→∞, we obtain (18).
Next, we prove the inequality complementary to (18), that is, we show that
(19) lim
h→∞
lim sup
R→∞
R1−dϕ˜ω(e, Q(0, R), h) ≤ lim
R→∞
R1−dϕ˜ω∞(e, Q(0, R)).
We begin by observing that if h1 > h2, then
lim sup
R→∞
R1−dϕ˜ω(e, Q(0, R), h1) ≤ lim sup
R→∞
R1−dϕ˜ω(e, Q(0, R), h2) + e(h2).
Thus, arguing as in Proposition 5, we see that
lim
h→∞
lim sup
R→∞
R1−dϕ˜ω(e, Q(0, R), h) exists
with no further assumptions on ω.
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Since Ω˜e ⊆ Ωℓ, the following equations hold:
lim
R→∞
R1−dϕ˜ω∞(e, Q(0, R)) = lim
n→∞
2n(1−d)E(ϕ˜ω∞(e, Q(0, 2
n)) | Σe)
lim
h→∞
lim sup
R→∞
R1−dϕ˜ω(e, Q(0, R), h) = lim
m→∞
lim
n→∞
2n(1−d)E(ϕ˜ω(e, Q(0, 2n), m)) | Σe).
Thus, to obtain an inequality between the left-hand sides it suffices to complete the
easier task of comparing the right-hand sides.
To proceed, we observe that, by definition of Ω≤,
2(n+1)(1−d)E(ϕ˜ω(e, Q(0, 2n+1), m) | Σe) ≤ 2n(1−d)E(ϕ˜ω(e, Q(0, 2n), m) | Σe).
Consequently, for each fixed k ∈ N,
lim
n→∞
2n(1−d)E(ϕ˜ω(e, Q(0, 2n), m) | Σe) ≤ 2k(1−d)E(ϕ˜ω(e, Q(0, 2k), m) | Σe).
Sending m→∞ while k remains fixed, we use the fact that Ω˜e ⊆ Ωhorizon to find
lim
m→∞
lim
n→∞
2n(1−d)E(ϕ˜ω(e, Q(0, 2n), m) | Σe) ≤ 2k(1−d)E(ϕ˜ω∞(e, Q(0, 2k)) | Σe).
Taking k →∞, this becomes
lim
m→∞
lim
n→∞
2n(1−d)E(ϕ˜ω(e, Q(0, 2n), m) | Σe) ≤ lim
k→∞
2k(1−d)E(ϕ˜ω∞(e, Q(0, 2
k)) | Σe).
Appealing to the observation in the previous paragraph, we conclude (19) holds. Now
(16) follows from (18) and (19).
We proceed to the proof of (17). Again, we break the equality into two inequalities.
Fix h > 0. Recalling (10) and sending R→∞, we find
lim sup
R→∞
R1−dϕ˜ω(e, Q(0, R), κR) ≤ lim sup
R→∞
R1−dϕ˜ω(e, Q(0, R), h) + e(h).
Sending h→∞ and appealing to (16), this becomes
lim sup
R→∞
R1−dϕ˜ω(e, Q(0, R), κR) ≤ lim
R→∞
R1−dϕ˜ω∞(e, Q(0, R)).
To deduce the opposite inequality, first observe that, by passing to the limit h→∞
in (10), we obtain
R1−dϕ˜ω∞(e, Q(0, R)) ≤ R1−dϕ˜ω(e, Q(0, R), κR) + e(κR).
Thus, we conclude, after sending R→∞,
lim
R→∞
R1−dϕ˜ω∞(e, Q(0, R)) ≤ lim inf
R→∞
R1−dϕ˜ω(e, Q(0, R), κR).
Therefore, limR→∞R
1−dϕ˜ω(e, Q(0, R), κR) exists and (17) holds. 
Now that Theorem 2 is proved, a few remarks are in order:
Remark 1. It is not hard to show{
ω ∈ Ω | lim
R→∞
R1−dϕ˜ω(e, Q(0, R), R) exists
}
∈ Σ.
Theorem 2 implies this event has full probability.
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Remark 2. By definition of ϕ˜ω(e, Q(0, R), R), the last limit in Theorem 2 implies
that, for each ρ > 0,
lim
R→∞
R1−dΦ˜ω(e, 0, Qe(0, Rρ)) = ϕ˜(e)ρd−1 P-almost surely.
Remark 3. The same approach introduced in [ACR] and used in [CDSZ] also applies
to the problem considered here. However, it is necessary to choose a sufficiently nice
boundary condition q.
Assume that q is smooth and, instead of (3), assume that there is an L > 0 such
that
q(s) = −1 if s ≤ −L, q(s) = 1 if s ≥ L.
In this case, e(h) = 0 if h ≥ L. As a consequence, one can obtain a sub-additive
quantity by restricting attention to cubes in L(Zd−1 ⊕e Z) and arguing as in [CDSZ].
This leads to a slightly faster proof that the limit limN→∞N
1−dϕ˜ω(e, Q(0, NL), NL)
exists, without studying the commutativity of the limit R → ∞, h → ∞ as we have
done here.
We emphasize that the proof given here does not depend on the choice of q as long
as it satisfies (3).
Now we turn to the proof of Lemma 1:
Proof of Lemma 1. Define Ω≤, Ωℓ, and Ωhorizon by
Ω≤ =
⋂
n,m∈N
{
ω ∈ Ω | 2(n+1)(1−d)E(ϕ˜ω(e, Q(0, 2n+1), m) | Σe) ≤
2n(1−d)E(ϕ˜ω(e, Q(0, 2n), m) | Σe)
}
Ωℓ =
{
ω ∈ Ω | ϕ˜ω∞(e) = lim
n→∞
2n(1−d)E(ϕ˜ω∞(e, Q(0, 2
n)) | Σe) and
ϕ˜ω(e,m) = lim
n→∞
2n(1−d)E(ϕ˜ω(e, Q(0, 2n), m)) | Σe) if m ∈ N
}
Ωhorizon =
{
ω ∈ Ω | E(ϕ˜ω∞(e, Q(0, 2n)) | Σe) = lim
m→∞
E(ϕ˜ω(e, Q(0, 2n), m) | Σe)
}
.
Since all the random variables involved are Σe-measurable, each of these events are
also. Therefore, it only remains to verify that P(Ω≤) = P(Ωℓ) = P(Ωhorizon) = 1.
We begin with Ω≤. Suppose n,m ∈ N. First, we use property (i) of Proposition 2
to find
ϕ˜ω(e, Q(0, 2n+1), m) ≤
∑
y∈2n−1{−1,1}d−1
ϕ˜ω(e, Q(y, 2n), m) if ω ∈ Ω.
By Lemma 3 in Appendix B, the following inequality holds almost surely:
E(ϕ˜ω(e, Q(0, 2n+1), m) | Σe) ≤
∑
y∈2n−1{−1,1}d−1
E(ϕ˜τ−Oe(y)ω(e, Q(y, 2n, m) | Σe).
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Applying property (ii) in Proposition 2, we find
E(ϕ˜ω(e, Q(0, 2n+1), m) | Σe) ≤
∑
y∈2n−1{−1,1}d−1
E(ϕ˜ω(e, Q(0, 2n), m) | Σe)
= 2d−1E(ϕ˜(e, Q(0, 2n, m)) | Σe).
Dividing by 2(n+1)(d−1) gives the inequality in the definition of Ω≤. We conclude that
Ω≤ contains the intersection of countably many events of full probability. Therefore,
P(Ω≤) = 1.
To see that P(Ωℓ) = 1, recall that if n,m ∈ N, then the following equations hold
almost surely by Propositions 3 and 4:
ϕ˜ω(e,m) = lim
n→∞
2n(1−d)ϕ˜ω(e, Q(0, 2n, m))
ϕ˜ω∞(e) = lim
n→∞
2n(1−d)ϕ˜ω∞(e, Q(0, 2
n)).
Note that all of these quantities are bounded by CΛ, and the random variables
{ϕ˜ω(e,m)}m∈N and ϕ˜ω(e) are Σe-measurable. Therefore, the conditional version of
the dominated convergence theorem implies P(Ωℓ) = 1.
Since ϕ˜ω∞(e, Q(0, 2
n)) = limm→∞ ϕ˜
ω(e, Q(0, 2n), m) almost surely, the same argu-
ments used to analyze Ωℓ show that P(Ωhorizon) = 1. 
4.4. Other cubes. Before proceeding to the proof of Γ-convergence, we address the
question of the thermodynamic limit of the finite-volume surface tension Φ˜ω defined
in Section 3. We have already seen that the thermodynamic limit exists whenever we
are dealing with cubes centered at the origin. We now show that this still holds if we
look at the blow-ups of any cube in Rd.
Since we are dealing with an uncountable family of cubes, we need to be wary of
measurability issues. In what follows, we start by analyzing cubes determined by
points in Qd and then recover the irrational ones using an approximation argument.
Proposition 9. There is an event Ωˆ ∈ Σ satisfying P(Ωˆ) = 1 such that if ω ∈ Ωˆ,
e ∈ Sd−1 ∩ RZd, x0 ∈ Rd, and ρ > 0, then
ϕ˜(e)ρd−1 = lim
R→∞
R1−dΦ˜ω(e, Rx0, RQ
e(x0, ρ)).
Proof. We begin with the case when x0 ∈ Qd and ρ ∈ Q. The remaining cubes are
treated using an approximation argument we sketch at the end of the proof.
First, recall from Remark 2 that limR→∞R
1−dΦ˜ω(e, 0, Qe(0, Rρ)) = ϕ˜(e)ρd−1 almost
surely. Therefore, Egoroff’s Theorem implies there is an event Ωx0,ρ ∈ B such that
P(Ωx0,ρ) >
1
2
and
lim
N→∞
sup
{
|N1−dΦ˜ω(e, 0, Qe(0, Nρ))− ϕ˜(e)ρd−1| | ω ∈ Ωx0,ρ
}
= 0.
Suppose δ ∈ (0, 1) ∩ Q. By the ergodic theorem (see Theorem 8 in Appendix B),
there is an event Ωˆδ ∈ Σ such that P(Ωˆδ) = 1 and
lim
R→∞
Ld({y ∈ Rd | τyω ∈ Ωx0,ρ} ∩ RQe(x0, δρ))
Rd
>
δdρd
2
if ω ∈ Ωˆδ.
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Let Ωˆx0,ρ =
⋂
δ∈(0,1)∩Q Ωˆδ.
We now show that
(20) lim sup
R→∞
R1−dΦ˜ω(e, Rx0, RQ
e(x0, ρ)) ≤ ϕ˜(e)ρd−1 if ω ∈ Ωˆ.
We will use the fundamental estimate. Henceforth assume ω ∈ Ωˆx0,ρ is fixed and let
δ ∈ (0, 1
2
) ∩Q and α ∈ (0, 1
2
) be free parameters.
In anticipation of our application of the estimate, we define the sets we will use.
These will depend on α and δ, but we will omit this from the notation. Let U ′ =
Qe(x0, ρ). By construction of Ωˆx0,ρ, there is an R0 > 0 depending on ω such that if
R > R0, we can fix yR ∈ Rd satisfying
τyRω ∈ Ωx0,ρ, yR ∈ RQe(x0, δρ)
Observe that yR
R
+ (1 − δ)Qe(0, ρ) ⊆ Qe(x0, ρ). Define families of sets (U˜R, V˜R)R>R0
by
U˜R = R
−1 (yR + ⌊(1− δ − α)R⌋Qe(0, ρ)) , V˜R = U ′ \ U˜R
As a matter of notational convenience, we define ǫ = R−1 and let (Uǫ, Vǫ)ǫ∈(0,R−10 ) be
given by Uǫ = U˜R and Vǫ = V˜R. Finally, define Eδ ⊆ Rd by
Eδ = U
′ ∩
{
x ∈ Rd | |〈x− x0, e〉| < δρ
2
}
.
Notice that Ld(Eδ) = δρd.
Now we define the functions we will use. Fix a minimizer uR of F τyRω(·; ⌊(1− δ −
α)R⌋Qe(0, ρ)) with uR = qe on the boundary. Extend uR by letting it equal qe outside
of ⌊(1− δ − α)R⌋Qe(0, ρ). Finally, define uǫ ∈ H1loc(Rd; [−1, 1]) by
uǫ(x) = uR
(x
ǫ
− yR
)
Observe that limǫ→0+ ‖uǫ − Tx0qǫe‖L1(Vǫ\Eδ) = 0. Moreover, by construction,
Fωǫ (uǫ;Uǫ) = R1−dF τyRω(uR; ⌊(1− δ − α)R⌋Qe(0, ρ))
= R1−dΦ˜τyRω(e, 0, ⌊(1− δ − α)R⌋Qe(0, ρ)).
By the fundamental estimate, there is a family of cut-off functions (ψǫ)ǫ∈(0,R−10 ) ⊆
C∞c (U
′; [0, 1]) satisfying ψǫ ≡ 1 in Uǫ and a constant Cα > 0 depending only on W ,
λ, Λ, and α such that as ǫ→ 0+, the following asymptotic holds:
Fωǫ (ψǫuǫ + (1− ψǫ)Tx0qǫe;Uǫ ∪ Vǫ) ≤ Fωǫ (uǫ;U ′) + Fωǫ (Tx0qǫe;Vǫ) + CαLd(Eδ) + o(1)
Since Uǫ ∪ Vǫ = U ′ = Qe(x0, ρ), we find
(21)
lim sup
R→∞
R1−dΦ˜ω(e, Rx0, RQ
e(x0, ρ)) ≤ lim sup
ǫ→0+
(Fωǫ (uǫ;U ′) + Fωǫ (Tx0qǫe;Vǫ))+CαLd(Eδ)
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Taking into account the geometry of U ′ \ Uǫ = Vǫ, we see that
lim sup
ǫ→0+
Fωǫ (uǫ;U ′) ≤ lim sup
R→∞
R1−dΦ˜τyRω(e, 0, ⌊(1− δ)R⌋Tˆ ) + γ(α, δ)
lim sup
ǫ→0+
Fωǫ (Tx0qǫe;Vǫ) ≤ γ(α, δ),
where γ(α, δ) is given by
γ(α, δ) = 2(d− 1)CΛ(2δ + α)ρd−1.
Moreover, since τyRω ∈ Ωx0,ρ for all R > R0, the following identity holds:
lim sup
R→∞
R1−dΦ˜τyRω(e, 0, ⌊(1− δ − α)R⌋Qe(0, ρ)) = (1− δ − α)d−1ϕ˜(e)ρd−1.
Thus, (20) follows after sending first δ → 0+ and then α→ 0+ in (21).
The proof of the lower bound is obtained similarly: instead of approximating T
from inside by smaller cubes, we approximate it from the outside. Thus, the statement
of the proposition holds with Ωˆ =
⋂
x0∈Qd
⋂
ρ∈Q+
Ωˆx0,ρ, at least for cubes with center
in Qd and side length in Q+.
If x0 ∈ Qd, but ρ /∈ Q, then Qe(x0, ρ) is well-approximated by cubes of the previous
type. In the previous arguments, if we replace Qe(0, ρ) by Qe(0, ζ) for some ζ ∈
Q ∩ (0, ρ), then the same arguments show the the following asymptotic holds as
ζ → ρ:
lim sup
R→∞
R1−dΦ˜ω(e, Rx0, RQ
e(0, ρ)) ≤ ϕ˜(e)ζd−1 + o(1)
Since ζ ∈ Q, we can do all of this without leaving the event Ωˆ. The same approach
can be used to prove the lower bound.
When x0 /∈ Qd, we approximate Qe(x0, ρ) by Qe(x′, ζ), where x′ ∈ Qd and ζ ∈ Q.
As long as ω ∈ Ωˆ, we can use the fundamental estimate to show that if Qe(x′, ζ) is a
large enough subset of Qe(x0, ρ), then minimizers in Q
e(x′, ζ) can be interpolated to
approximate minimizers in Qe(x0, ρ). This gives the upper bound. The lower bound
is obtained by taking Qe(x′, ζ) to be a small enough superset. 
Next, we will consider the case when e ∈ Sd−1 \RZd. Before doing so, it is helpful
to know that the choice of {Oe}e∈Sd−1 (see Section 2) was superfluous:
Lemma 2. Let Ωˆ be the event obtained in Proposition 9. If O∗e : R
d−1 → 〈e〉⊥ is
a different choice of isometry, and if we denote by {Qe∗(x, ρ) | x ∈ Rd, ρ > 0} the
cubes obtained by replacing Oe by O
∗
e, then, for each ω ∈ Ωˆ, x0 ∈ Rd, and ρ > 0,
ϕ˜(e)ρd−1 = lim
R→∞
R1−dΦω(e, Rx0, RQ
e
∗(x0, ρ)).
Proof. Let Q′ = (O∗e)
−1(Qe∗((x0, ρ)) and set t = 〈x0, e〉. The idea is to approximate
Q′ using cubes oriented according to (O∗e)
−1 ◦ Oe as in Riemannian integration. It
will then be easy to use basic estimates and Proposition 9 to conclude.
Recall that we have fixed the orthonormal basis {e1, . . . , ed−1} of Rd−1 in Section
2.2. Note that, by the definition of O∗e and Q
e
∗(x0, ρ), Q
′ is a cube oriented according
to this basis. Define another orthonormal basis {v1, . . . , vd−1} of Rd−1 according to
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vi = (O
∗
e)
−1(Oe(ei)). Notice that if y ∈ Rd and ρ′ > 0, then (O∗e)−1(Qe(y, ρ′)) is a
cube in Rd−1 oriented according {v1, . . . , vd−1}.
Before proceeding further, it will be helpful to define the set operation ⊕∗e analo-
gously to ⊕e (see Section 2.1) but with O∗e replacing Oe.
Step 1: upper bound
Let Q denote the unit cube in Rd−1 oriented according to {v1, . . . , vd−1}. For each
δ > 0, define the grid J −δ by
J −δ = {w + δQ | δ−1w ∈ spanZ{v1, . . . , vd−1}, w + δQ ⊆ Q′}.
and its trace T −δ =
⋃
A∈J−
δ
A. Recall that since Q′ is a cube, it is Jordan measurable.
In particular, given ζ > 0, we can fix a δ > 0 such that Ld−1(Q′ \T −δ ) < ζ .
Notice that if R, h > 0 and u ∈ H1(RT −δ ⊕∗e (R(t− ρ/2), R(t+ ρ/2)); [−1, 1]) and
u = Tx0qe on the boundary, then the function u˜ : RQ
∗
e(x0, ρ)→ [−1, 1] defined by
u˜(x) =
{
u(x), x ∈ RT −δ ⊕∗e (−Rρ/2, Rρ/2)
Tx0qe(x), otherwise
is in H1(RQ∗e(x0, ρ)), it equals Tx0qe on the boundary, and, arguing as in Proposition
1, we find
Fω(u˜;RQ∗e(x0, ρ)) ≤ Fω(u;RT −δ ⊕∗e (R(t− ρ/2), R(r + ρ/2)) + CΛζ.
From this, we deduce that
Φω(e, Rx0, Q
e
∗(x0, ρ)) ≤ Φω(e, Rx0, RT −δ ⊕∗e (R(t− ρ/2), R(t+ ρ/2)) + CΛζ
≤
∑
A⊆J−
δ
Φω(e, Rx0, RA⊕∗e (R(t− ρ/2), R(t+ ρ/2)) + CΛζ.
Notice that, by construction, there are points {yA | A ∈ J −δ } with 〈yA, e〉 = t such
that A ⊕∗e (t − δ/2, t + δ/2) = Qe(yA, δ). Moreover, since δ < ρ, the inequality (10)
implies
lim sup
R→∞
R1−dΦω(e, Rx0, RA⊕∗e (R(t− ρ/2), R(t+ ρ/2))
≤ lim sup
R→∞
R1−dΦω(e, Rx0, RQ
e(yA)).
Substituting this into the previous estimates, dividing by Rd−1, and sending R→∞,
we find
lim sup
R→∞
R1−dΦω(e, Rx0, Q
e
∗(x0, ρ)) ≤
∑
A⊆J−
δ
lim sup
R→∞
R1−dΦω(e, RyA, RQ
e(yA, δ)) + CΛζ
= ϕ˜(e)Ld−1(T −δ ) + CΛζ.
Since ζ > 0 was arbitrary and limδ→0+ Ld−1(T −δ ) = ρd−1, this yields
lim sup
R→∞
R1−dΦω(e, Rx0, RQ
e
∗(x0, ρ)) ≤ ϕ˜(e)ρd−1.
Step 2: interlude on disjoint unions of cubes
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In what follows, the following fact will be helpful. Suppose {w1, . . . , wN} ⊆
δspanZ{v1, . . . , vd−1}, and let J =
⋃N
i=1(wi + δQ). We claim that if t ∈ R and
ω ∈ Ωˆ, then
lim
R→∞
R1−dΦω(e, Rte, RJ ⊕∗e (R(t− δ/2), R(t+ δ/2))) = ϕ˜(e)Ld−1(J).
To see this, first pick x1, . . . , xN ∈ Rd such that 〈xi, e〉 = t and
Qe(xi, δ) = (wi + δQ)⊕∗e (t− δ/2, t+ δ/2)
Next, observe that, by sub-additivity,
Φω(e, Rte, RJ ⊕∗e (R(t− δ/2), R(t+ δ/2))) ≤
N∑
i=1
Φω(e, Rxi, Q
e(xi, δ))
Thus, dividing by Rd−1, sending R→∞, and invoking Proposition 9, we find
lim sup
R→∞
R1−dΦω(e, Rte, RJ ⊕∗e (R(t− δ/2), R(t+ δ/2))) ≤ ϕ˜(e)Nδd−1
= ϕ˜(e)Ld−1(J).
Next, let J = {w + δQ | w ∈ δspanZ{v1, . . . , vd−1} ∩ [−M,M)d} and let Q be the
cube in Rd−1 given by
Q =
⋃
w∈J
(w + δQ)
where M ∈ N is chosen so that J ⊆ Q. Let J1 = {Q0 ∈ J | Q0 ⊆ J} denote the
sub-set of J consisting of cubes contained in J .
By sub-additivity and Proposition 9, we find
ϕ˜(e)Ld−1(Q) = lim
R→∞
R1−dΦω(e, Rte, RQ⊕∗e (R(t−M), R(t +M)))
≤ lim inf
R→∞
R1−dΦω(e, Rte, RJ ⊕∗e (R(t−M), R(t +M)))
+
∑
Q∈J\J1
lim sup
R→∞
R1−dΦω(e, Rte, RQ⊕∗e (R(t−M), R(t +M)))
≤ lim inf
R→∞
R1−dΦω(e, Rte, RJ ⊕∗e (R(t− δ/2), R(t+ δ/2))
+
∑
Q∈J\J1
lim
R→∞
R1−dΦω(e, Rte, RQ⊕∗e (R(t− δ/2), R(t+ δ/2)))
= lim inf
R→∞
Φω(e, Rte, RJ ⊕∗e (R(t− δ/2), R(t+ δ/2)) + ϕ˜(e)
∑
Q∈J\J1
δd−1.
Thus, since
∑
Q∈J\J1
δd−1 = Ld−1(Q \ J) and J ⊆ Q,
ϕ˜(e)Ld−1(J) ≤ lim inf
R→∞
Φω(e, Rte, RJ ⊕∗e (R(t− δ/2), R(t+ δ/2))).
Step 3: lower bound
Finally, define J +δ by
J +δ = {w + δQ | δ−1w ∈ spanZ{v1, . . . , vd−1}, (w + δQ) ∩Q′ 6= φ}
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and define its trace T +δ by T
+
δ =
⋃
A∈J+
δ
A. As in Step 1, given ζ > 0, we can fix
δ > 0 such that Ld−1(T +δ \Q′) < ζ . To conclude, we will use Step 2 to estimate the
energy in RT +δ as R→∞ and then use an appropriate choice of configuration in Q′
to conclude.
For each R > 0, we can fix uR ∈ H1(RQ∗e(x0, ρ)) such that u = Tx0qe on the
boundary and Fω(uR;RQ∗e(x0, ρ)) = Φω(e, Rx0, RQ∗e(x0, ρ)). Extend uR to RT +δ ⊕∗e
(R(t−ρ), R(t+ρ)) by letting uR(x) = Tx0qe(x) if x /∈ RQ∗e(x0, ρ). With this definition,
uR ∈ H1(RT +δ ⊕e (R(t− ρ), R(t+ ρ))), uR = Tx0qe on the boundary, and, thus,
Φω(e, Rx0, RQ
∗
e(x0, ρ)) = Fω(uR;RQ∗e(x0, ρ))
≥ Fω(uR;RT +δ ⊕∗e (R(t− ρ), R(t + ρ)))− CΛLd−1(T +δ \Q′)
≥ Φω(e, Rte, RT +δ ⊕∗e (R(t− ρ), R(t + ρ)))− CΛζ
Renormalizing, sending R→∞, and appealing to the result of Step 2, we find
lim inf
R→∞
R1−dΦω(e, Rx0, RQ
∗
e(x0, ρ)) ≥ ϕ˜(e)Ld−1(T +δ )− CΛζ
In the limit ζ → 0+, this yields
lim inf
R→∞
R1−dΦω(e, Rx0, RQ
∗
e(x0, ρ)) ≥ ϕ˜(e)Ld−1(Q′)

Proposition 10. Let Ωˆ be the event defined in Proposition 9. If ω ∈ Ωˆ, e ∈ Sd−1,
x0 ∈ Rd, and ρ > 0, then
(22) ϕ˜(e)ρd−1 = lim
R→∞
R1−dΦ˜ω(e, Rx0, RQ
e(0, ρ)).
Proof. To simplify the exposition, we will assume that x0 = 0 and ρ = 1. The case
ρ 6= 1 is no different, other than the additional factors of ρd−1 that need to be tracked.
The same argument works with minor modifications when x0 6= 0.
Fix e ∈ Sd−1. Choose (en)n∈N ⊆ Sd−1 ∩ RZd such that limn→∞ en = e. Precom-
posing with an orthogonal transformation of Rd−1 if necessary, we can assume that
Oen → Oe in the operator norm as n→∞. (Though this changes the orientation of
the cubes we will use, Lemma 2 shows this does not affect the validity of Proposition
9.) Let α ∈ (0, 1) and observe that if n is sufficiently large, then
(23) Qen (0, α) ⊆ Qe(0, 1)
In order to apply the fundamental estimate, we define a family of ǫ-independent open
sets as follows:
Un,α = Q
en (0, α) , Vn,α = Q
e(0, 1) \ Un,α, U ′ = Qe(0, 1).
We now define the functions to be used in the estimate. For each n, α, and ǫ > 0,
let uǫn,α ∈ H1(Un,α; [−1, 1]) be a minimizer of Fωǫ (·;Un,α) subject to uǫn,α = qǫen on
∂Un,α. Extend u
ǫ
n,α to R
d by setting uǫn,α = q
ǫ
en
in Rd \ Un,α.
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Observe that the family (uǫn,α)ǫ>0 satisfies limǫ→0+ ‖uǫn,α − χen‖L1(Vn,α) = 0. In
particular, limǫ→0+ ‖uǫn,α − qǫe‖L1(Vn,α\En) = 0, where En is given by
En =
{
x ∈ Rd | 〈x, en〉 < 0 < 〈x, e〉
} ∪ {x ∈ Rd | 〈x, e〉 < 0 < 〈x, en〉} .
Let ζn = Ld(Vn,α ∩ En) and observe that limn→∞ ζn = 0.
We now apply the fundamental estimate: we fix a family (ψǫn,α)ǫ>0 ⊆ C∞c (U ′; [0, 1])
satisfying ψǫn,α ≡ 1 in Un,α and a constant Cα > 0 such that as ǫ→ 0+, the following
asymptotic holds:
Fωǫ (ψǫn,αuǫn,α + (1− ψǫn,α)qǫe;Vn,α ∪ Un,α) ≤ Fωǫ (uǫn,α;U ′n,α) +Fωǫ (qǫe;V ′) + Cαζn + o(1),
where Cα depends only on α and W . Sending ǫ → 0+ and appealing to (23), we
obtain
lim sup
ǫ→0+
ǫd−1ϕ˜ω(e, Q(0, ǫ−1), ǫ−1) ≤ lim
ǫ→0+
ǫd−1ϕ˜ω
(
en, Q
(
0, αǫ−1
)
, αǫ−1
)
(24)
+ lim sup
ǫ→0+
Fωǫ (qǫe;Vn,α) + Cαζn.
Observe that
lim
α→1−
lim
n→∞
lim sup
ǫ→0+
Fωǫ (qǫe;Vn,α) = 0
and
lim
α→1−
lim
n→∞
Cαζn = lim
α→1−
(Cα · 0) = 0.
Moreover, since ω ∈ Ωˆ,
(25) lim
ǫ→0+
ǫd−1ϕ˜ω
(
en, Q
(
0, αǫ−1
)
, αǫ−1
)
= αd−1ϕ˜(en)
no matter the choice of α or n. Thus, writing R = ǫ−1 in (24) and sending n → ∞
first and then α→ 1−, we find
(26) lim sup
R→∞
R1−dϕ˜ω(e, Q(0, R), R) ≤ lim inf
n→∞
ϕ˜(en).
Repeating the previous argument with the roles of en and e reversed, we obtain
(27) lim sup
n→∞
ϕ˜(en) ≤ lim inf
R→∞
R1−dϕ˜ω(e, Q(0, R), R) = ϕ˜ω(e).
Combining (27) and (26), we conclude
(28) lim inf
n→∞
ϕ˜(en) = ϕ˜
ω(e) = lim sup
R→∞
R1−dϕ˜ω(e, Q(0, R), R) = lim sup
n→∞
ϕ˜(en).
Observing that P(Ω˜e ∩ Ωˆ) = 1, we see that limn→∞ ϕ˜(en) exists and equals ϕ˜(e).
Therefore, (28) implies ϕ˜ω(e) = ϕ˜(e). Since ϕ˜ω(e, Q(0, R), R) = Φ˜ω(e, 0, Qe(0, R)),
the middle equality in (28) is exactly what we sought to prove. 
Rerunning the arguments of the previous proof, we find that ϕ˜ : Sd−1 → (0,∞) is
continuous:
Proposition 11. ϕ˜ω : Sd−1 → (0,∞) is continuous.
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Proof. Assume (en)n∈N ⊆ Sd−1 and limn→∞ en = e. We can repeat the arguments
of the previous proof: by Proposition 10, the restriction that (en)n∈N be in RZ
d is
no longer necessary so the arguments go through. In particular, (28) implies ϕ˜(e) =
limn→∞ ϕ˜(en). Since the approximating sequence and the point e were arbitrary, ϕ˜
ω
is continuous. 
Remark 4. A direct argument in the spirit of Propositions 10 and 11 can be used to
show that the one-homogeneous extension of ϕ˜ is convex. Since this already follows
from results we cite later, we will not present the proof. However, the reader can find
proofs along these lines in the work of Messenger, Miracle-Sole, and Ruiz on lattice
systems [MMR] and the work of Caffarelli and de la Llave on interfaces in periodic
media [CL].
Finally, we observe that Theorem 3 is proved:
Proof of Theorem 3. Everything follows from Proposition 10. 
5. Γ-convergence
We now prove Theorem 1. As advertised in the introduction, we use the machinery
already developed in [ABC]. The key point is the existence of the limit in the definition
of ϕ˜ implies Γ-convergence.
In our proof of Theorem 1, it will be helpful to know that Γ-convergence holds
when u = Txχe for some x ∈ Rd and e ∈ Sd−1. This is a straightforward consequence
of what we have already proved and the fundamental estimate. In fact, this follows
easily from [ABC, Theorem 3.7]. For the convenience of the reader, we state and
prove it here. The proof will be deferred until after that of Theorem 1.
Proposition 12. Suppose e ∈ Sd−1, x0 ∈ Rd−1, s0 ∈ R, r, t > 0, and ω ∈ Ωˆ. If
A = Q(x0, r)⊕e (s0 − t, s0 + t)), then
ϕ˜(e)rd−1 = lim
δ→0+
lim inf
ǫ→0+
inf
{Fωǫ (u;A) | ‖u− Ts0eχe‖L1(A) < δ}(29)
= lim
δ→0+
lim sup
ǫ→0+
inf
{Fωǫ (u;A) | ‖u− Ts0eχe‖L1(A) < δ}
Now we recall the machinery developed in [ABC]. In what follows, we denote by
cW the normalization constant
cW =
ˆ 1
−1
√
W (u) du.
Theorem 5 (Theorems 3.3 and 3.5, [ABC]). If ω ∈ Ω and (ǫj)j∈N ⊆ (0,∞) satisfies
limj→∞ ǫj = 0, then there is a subsequence (ǫjk)k∈N and a functional I such that
Fωǫjk
Γ→ I . In fact, there is a Borel function ψ˜ : Rn × Sd−1 → [0,∞) such that
√
λcW ≤ ψ˜(x, e) ≤
√
ΛcW if x ∈ Rd, e ∈ Sd−1
and
I (u;A) =
{ ´
∂∗{u=1}
ψ˜(ξ, ν{u=1}(ξ))Hd−1(dξ), u ∈ BV (A; {−1, 1})
+∞, otherwise.
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Moreover, ψ˜ can be recovered from I via the following derivation formula: if x ∈ Rd
and e ∈ Sd−1, then
(30) ψ˜(x, e) = lim sup
ρ→0+
ρ1−d inf{I (u;Qe(x, ρ)) | u = Txχe in Rd \Qe(x, ρ)}.
Remark 5. In the derivation formula (30), it suffices to consider functions u ∈
L1
loc
(Rd) such that u = Txχe in a neighborhood of R
d \Qe(x, ρ). See [ABC, Equation
4.5].
We now apply Proposition 12 and Theorem 5 to prove Theorem 1:
Proof of Theorem 1. Statement (i) is more-or-less immediate from the lower bound√
λ‖ · ‖ ≤ ϕω(x, ·) in Rd. From this, we see that if (uǫ)ǫ>0 ⊆ H1(A; [−1, 1]), then
sup
{ˆ
A
(
λǫ‖Du(x)‖2
2
+ ǫ−1W (u(x))
)
dx | ǫ > 0
}
≤ sup {Fωǫ (uǫ;A) | ǫ > 0} .
Therefore, (i) follows from known results in the spatially homogeneous context (cf.
[A]).
Now we turn to (ii) and (iii). To see that Fωǫ Γ→ E , it is enough to show that any
sequence (ǫj)j∈N satisfying limj→∞ ǫj = 0 has a further subsequence (ǫjk)k∈N such that
Fωǫjk
Γ→ E as k →∞. In particular, it only remains to show that if I is obtained as
in Theorem 5, then I = E . Equivalently, we will show that the function ψ˜ in that
theorem satisfies ψ˜(x, ·) = ϕ˜ in Rd.
To avoid clunky notation, we won’t distinguish between the sequence (ǫj)j∈N and
its subsequence in the sequel, that is, we will write (ǫj)j∈N instead of (ǫjk)k∈N.
Fix x ∈ Rd. First, we show that ψ˜(x, ·) ≤ ϕ˜ pointwise. Suppose e ∈ Sd−1. By
setting u = Txχe in (30), we find
ψ˜(x, e) ≤ lim sup
ρ→0+
ρ1−dI (Txχe;Q
e(x, ρ)).
By Proposition 12, I (Txχe;Q
e(x, ρ)) = ϕ˜(e)ρd−1 since ω ∈ Ωˆ. Thus, we obtain the
upper bound
ψ˜(x, e) ≤ ϕ˜(e).
The complementary inequality follows from our work on the thermodynamic limit.
By Remark 5, it suffices to show that if u ∈ L1loc(Rd) and u = Txχe in Rd \Qe(x, αρ)
for some α ∈ (0, 1), then
(31) I (u;Qe(x, ρ)) ≥ ϕ˜(e)ρd−1.
Fix such a u and α. Since (31) holds trivially otherwise, we can assume
u ∈ BV (Qe(x, ρ); {−1, 1}), I (u;Qe(x, ρ)) <∞.
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Since Fωǫj
Γ→ I , we can fix a sequence (uǫj)j∈N ⊆ H1(Qe(x, ρ); [−1, 1]) satisfying the
following conditions:
lim
j→∞
‖uǫj − u‖L1(Qe(x,ρ)) = 0
I (u;Qe(x, ρ)) = lim
j→∞
Fωǫj(uǫj ;Qe(x, ρ))
We claim that (31) now follows easily from the fundamental estimate.
Indeed, for each β ∈ (α, 1), introduce ǫ-independent open sets U ′β = Qe(x, ρ),
Uβ = Q
e(x, βρ), and Vβ = U
′
β \ Uβ . Since u = Txχe in Vβ, the fundamental estimate
applies: there is a family of cut-off functions (ψj,β)j∈N ⊆ C∞c (U ′β; [0, 1]) such that
ψj,β ≡ 1 in Uβ and
Fωǫj(ψj,βuǫj + (1− ψj,β)Txqǫje ;U ′β) ≤ Fωǫj(uǫj ;U ′β) + Fωǫj(Txqǫje ;Vβ) + o(1)
as j → ∞. By the definition of U ′β and our results on the thermodynamic limit, we
find
ϕ˜(e)ρd−1 ≤ I (u;Qe(x, ρ)) + lim sup
j→∞
Fωǫj(Txqǫje ;Vβ).
Sending β → 1− and observing that limβ→1− lim supj→∞Fωǫj(Txq
ǫj
e ;Vβ) = 0, we con-
clude
ϕ˜(e)ρd−1 ≤ I (u;Qe(x, ρ)).
Since this is true independently of the choice of u and α, (30) implies the inequality
ϕ˜(e) ≤ ψ˜(x, e).
The results of the previous two paragraphs together show that ϕ˜(e) = ψ˜(x, e).
Since x and e were arbitrary, we conclude I = E as claimed.
Finally, that the one-homogeneous extension of ϕ˜ is convex follows from Remark
3.6 in [ABC]. Since (30) (or (29)) does not depend on our choice of q, neither does
ϕ˜. 
The only thing left to do is prove Proposition 12:
Proof of Proposition 12. First, we show
(32) ϕ˜(e)rd−1 ≥ lim
δ→0+
lim sup
ǫ→0+
inf
{Fωǫ (u;A) | ‖u− Ts0eχe‖L1(A) < δ} .
For each n ∈ N, define An = Q(x0, r)⊕e (s0 − n−1t, s0 + n−1t) and let (u(n)ǫ )ǫ>0 ⊆
H1(An; [−1, 1]) satisfy
Fωǫ (u(n)ǫ ;An) = Φ˜ω(e, x0 ⊕e s0, An)
and u
(n)
ǫ = Ts0eq
ǫ
e on ∂An for each ǫ > 0. Extend the functions (u
(n)
ǫ )ǫ>0 so that
u
(n)
ǫ = Ts0eq
ǫ
e in R
d \ An.
Now observe that
lim
ǫ→0+
‖u(n)ǫ − Ts0eχe‖L1(A) ≤ 2n−1rd−1t
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Moreover, since ω ∈ Ω˜,
lim
ǫ→0+
Fωǫ (u(n)ǫ ;A) = lim
ǫ→0+
Fωǫ (u(n)ǫ ;An) + lim
ǫ→0+
Fωǫ (Ts0eqǫe;A \ An) = ϕ˜(e)rd−1.
Thus, (32) follows in the limit n→∞.
To prove the lower bound, we use the fundamental estimate. Fix (δj)j∈N ⊆ (0,∞)
such that limj→∞ δj = 0 and
lim
j→∞
lim inf
ǫ→0+
inf
{Fωǫ (u;A) | ‖u− Ts0eχe‖L1(A) < δj} = RHS of (29)
For each j, pick an ǫj ∈ (0, δj] and a function vǫj such that
Fωǫj(vǫj ;A) ≤ lim inf
ǫ→0+
inf
{Fωǫ (u;A) | ‖u− Ts0eχe‖L1(A) < δj}+ 1j
‖vǫj − Ts0eχe‖L1(A) < δj .
Note that we make no requirements about boundary conditions.
Fix α ∈ (0, 1) and let Uα = Q(x0, αr) ⊕e (s0 − αt, s0 + αt), U ′ = A, and Vα =
U ′\Uα. By the fundamental estimate, there is a family of cut-off functions (ψǫj)j∈N ⊆
C∞c (U
′; [0, 1]) such that ψǫj ≡ 1 on Uα and
Fωǫj(ψǫjvǫj + (1− ψǫj)Ts0eqǫje ;A) ≤ Fωǫj(vǫj ;A) + Fωǫj(Ts0eqǫje ;Vα) + o(1)
as j → ∞. Keeping α fixed, letting j → ∞, and appealing to the fact that ψǫjvǫj +
(1− ψǫj )Ts0eqǫje equals Ts0eqǫje on ∂A, we find
ϕ˜(e)rd−1 ≤ lim inf
j→∞
Fωǫj(vǫj ;A) + lim sup
j→∞
Fωǫj(Ts0eqǫje ;Vα).
Since lim supα→1− lim supǫ→0+ Fωǫ (Ts0eqǫe;Vα) = 0, we send α→ 1− to obtain the lower
bound in (29):
ϕ˜(e)rd−1 ≤ lim
δ→0+
lim inf
ǫ→0+
inf
{Fωǫ (u;A) | ‖u− Ts0eχe‖L1(A) < δ} .
Together with (32), this implies (29) holds. 
Appendix A. The Fundamental Estimate of Γ-Convergence
We state and prove the version of the fundamental estimate of Γ-convergence used
throughout the paper. For problems of this type, the fundamental estimate was
originally established in [ABC].
Theorem 6. Assume that the families (uǫ)ǫ>0, (vǫ)ǫ>0 ⊆ H1loc(Rd; [−1, 1]) and bounded
open sets (Uǫ)ǫ>0, (Vǫ)ǫ>0, U
′ ⊆ Rd satisfy the following conditions:
(i) C0 := sup {Fωǫ (uǫ;U ′) + Fωǫ (vǫ;Vǫ) | ǫ > 0} <∞
(ii) Uǫ ⊆ U and Vǫ ⊆ V for all ǫ > 0, and
D := inf {dist(Uǫ, ∂U ′) | ǫ > 0} > 0
R := sup {diam(Vǫ) | ǫ > 0} <∞.
(iii) There is a v ∈ L1
loc
(Rd; {−1, 1}) such that limǫ→0+ ‖vǫ − v‖L1(Vǫ) = 0.
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If there is a measurable set E ⊆ Rd such that Ld(E) ≤ ζ and ‖uǫ − vǫ‖L1(Vǫ\E) → 0
as ǫ→ 0+, then there is a constant C > 0 depending only on D, λ, Λ, and W and a
family of cut-off functions (ψǫ)ǫ>0 ⊆ C∞c (U ′; [0, 1]) satisfying ψǫ ≡ 1 on Uǫ such that
Fωǫ (ψǫuǫ + (1− ψǫ)vǫ;Uǫ ∪ Vǫ) ≤ Fωǫ (uǫ;U ′) + Fωǫ (vǫ;Vǫ) + Cζ + o(1).
We remark that we sometimes apply the fundamental estimate with ǫ-independent
open sets U , U ′, and V .
Proof. Fix ǫ > 0. Let Nǫ = ⌈ǫ−1⌉ and pick open sets U ǫ1 , U ǫ2, . . . , U ǫNǫ such that
(1) U ǫ1 ⋐ U
ǫ
2 ⋐ · · · ⋐ U ǫNǫ
(2) U ǫ1 = Uǫ and U
ǫ
Nǫ
= U ′
(3) dist(U ǫi , ∂U
ǫ
i+1) ≥ DNǫ for each i ∈ {1, 2, . . . , Nǫ − 1}
For each i ∈ {1, 2, . . . , Nǫ − 1}, pick ψi ∈ C∞c (U ǫi+1; [0, 1]) such that ψǫi ≡ 1 in U ǫi and
‖Dψi‖L∞(Uǫi+1) ≤
2Nǫ
D
.
For convenience, write wǫi = ψ
ǫ
iuǫ + (1− ψǫi )vǫ.
For a fixed i, we can write
Fωǫ (wǫi ;Uǫ ∪ Vǫ) ≤ Fωǫ (uǫ;U ′) + Fωǫ (vǫ;Vǫ) + Fωǫ (wǫi ; (U ǫi+1 \ U ǫi ) ∩ Vǫ)
Appealing to the definitions, we estimate the error term as
Fωǫ (wǫi ; (U ǫi+1 \ U ǫi ) ∩ Vǫ) ≤ e1(i, ǫ) + e2(i, ǫ) + e3(i, ǫ)
where
e1(i, ǫ) = ǫΛ
ˆ
(Uǫi+1\U
ǫ
i )∩Vǫ
(|Duǫ(x)|2 + |Dvǫ(x)|2) dx
e2(i, ǫ) = ǫ
−1
ˆ
(Uǫi+1\U
ǫ
i )∩Vǫ
W (wǫi(x)) dx
e3(i, ǫ) = ǫΛ
(
2Nǫ
D
)2 ˆ
(Uǫ
i+1\U
ǫ
i
)∩Vǫ
(uǫ(x)− vǫ(x))2 dx
Summing over i, we find
Nǫ−1∑
i=1
Fωǫ (wǫi ; (U ǫi+1 \ U ǫi ) ∩ Vǫ) ≤
Λ
λ
C0 + ǫΛ
(
2Nǫ
D
)2 ˆ
U ′∩Vǫ
(uǫ(x)− vǫ(x))2 dx
+ ǫ−1
Nǫ−1∑
i=1
ˆ
(Uǫi+1\U
ǫ
i )∩Vǫ
W (wǫi(x)) dx
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Thus, there is a jǫ ∈ {1, 2, . . . , Nǫ − 1} such that
Fωǫ (wǫjǫ; (U ǫjǫ+1 \ U ǫjǫ) ∩ Vǫ) ≤ ǫΛ(Nǫ − 1)−1
(
2Nǫ
D
)2 ˆ
V ′
(uǫ(x)− vǫ(x))2 dx
+ ǫ−1(Nǫ − 1)−1
Nǫ−1∑
i=1
ˆ
(Uǫi+1\U
ǫ
i )∩Vǫ
W (wǫi(x)) dx
+
Λ
λ
C0(Nǫ − 1)−1
Observe that there is a constant C1 > 0 depending only on D, λ, and Λ such that
max
{
ǫΛ(Nǫ − 1)−1
(
2Nǫ
D
)2
, ǫ−1(Nǫ − 1)−1
}
≤ C1.
Moreover, by assumption,
lim sup
ǫ→0+
ˆ
Vǫ
(uǫ(x)− vǫ(x))2 dx ≤ 4ζ.
Similarly, since W is continuous on [−1, 1] and Ld(Vǫ) ≤ ωdRd independently of ǫ, we
find
lim sup
ǫ→0+
[
Nǫ−1∑
i=1
ˆ
(Uǫi+1\U
ǫ
i )∩Vǫ
W (wǫi(x)) dx
]
≤ ‖W‖L∞([−1,1])ζ.
Therefore, as ǫ→ 0+,
Fωǫ (wǫjǫ;Uǫ ∪ Vǫ) ≤ Fωǫ (uǫ;U ′) + Fωǫ (vǫ;Vǫ) + C1(4 + ‖W‖L∞([−1,1]))ζ + o(1).
The theorem follows by setting ψǫ = ψ
ǫ
jǫ
and C = C1(4 + ‖W‖L∞([−1,1])). 
Appendix B. Elements of Ergodic Theory
B.1. Conditional Expectation and Translations. In the proof of the thermody-
namic limit, the following lemma was used. In the sequel, if X is a random variable
on (Ω,B,P) and G ⊆ F is a sub-σ-algebra, we let E(X | G) denote some fixed repre-
sentative of the conditional expectation of X with respect to G. Recall that E(X | G)
is G-measurable by definition, and it is unique up to almost sure equivalence.
Lemma 3. If X is a random variable on (Ω,B,P), e ∈ Sd−1, and x ∈ 〈e〉⊥, then
E(X ◦ τx | Σe) = E(X | Σe) P-almost surely.
Proof. Recall that A ∈ Σe if and only if 1A ◦τx = 1A no matter the choice of x ∈ 〈e〉⊥.
Thus, for such an A and x, we find
E(X ◦ τx : A) = E((X ◦ τx)1A)
= E((X ◦ τx)(1A ◦ τx))
= E((X1A) ◦ τx)
= E(X1A)
= E(X : A).
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Since A was arbitrary, uniqueness implies E(X ◦ τx | Σe) = E(X | Σe) almost
surely. 
B.2. Sub-additive ergodic theorem. Since we will be applying this theorem in a
somewhat unconventional “non-ergodic” form, we will state it carefully and give most
of the details of the proof.
We follow Dal Maso and Modica [DM] in the following definition:
Definition 5. Given e ∈ Sd−1, a random function ψω : Uk0 → R is a sub-additive
process over e if it satisfies the following conditions:
(i) If A,A1, . . . , AN ∈ Ud−10 , Ai ⊆ A for each i, Ai ∩ Aj for distinct i, j, and
Ld−1(A \ (∪Nj=1Aj)) = 0, then
ψω(A) ≤
N∑
i=1
ψω(Ai).
(ii) If A ∈ Ud−10 and x ∈ 〈e〉⊥, then
ψω(A+ x) = ψτxω(A).
Here is the version of the sub-additive ergodic theorem we will use.
Theorem 7. Suppose ψω is a sub-additive process over e and there is a constant
Cψ > 0 such that
(33) 0 ≤ ψω(A) ≤ CψLd−1(A) if A ∈ Ud−10 .
Define ψ
ω
and ψω by
ψ
ω
= lim sup
R→∞
R1−dψω(Q(0, R))
ψω = lim inf
R→∞
R1−dψω(Q(0, R)).
Then ψ
ω
, ψω are Σe-measurable random variables and ψ
ω
= ψω almost surely. More-
over, there is an event Ωψ ∈ Σe such that P(Ωψ) = 1 and if ω ∈ Ωψ and Q is a cube
in Rd−1, then
(34) ψωLd−1(Q) = lim
R→∞
R1−dψω(RQ).
The fact that ψ, ψ, and Ωψ are Σe-measurable is used in Lemma 1 and Theorem 2.
Proof. First, we claim that
ψ
ω
= lim sup
N∋N→∞
N1−dψω(Q(0, N))
ψω = lim inf
N∋N→∞
N1−dψω(Q(0, N)).
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Indeed, this follows immediately from (33) and condition (i) in the definition of sub-
additive process. If N = ⌊R⌋, then
(N + 1)1−dψω(Q(0, N + 1))− C
{
1−
(
R
N + 1
)d−1}
≤ R1−dψω(Q(0, R))
R1−dψω(Q(0, R)) ≤ N1−dψω(Q(0, N)) + C
{
1−
(
N
R
)d−1}
.
Thus, the limit inferior and limit superior do not change if we restrict R to N.
Now we claim that ψ
ω
and ψω are Σe-measurable. This follows from condition (ii)
in the definition of sub-additive process. Suppose x ∈ 〈e〉⊥. Notice that Q(0, N) ⊆
Q(x,N + |x|∞). Moreover, N+|x|∞N → 1 as N →∞. Using (33), we find
ψω(Q(x,N + |x|∞)) ≤ ψω(Q(0, N)) + Cψ((N + |x|∞)d−1 −Nd−1).
Therefore, from the equality ψτxω(Q(0, N + |x|∞)) = ψω(Q(x,N + |x|∞)), we deduce
that ψ
τxω ≤ ψω and ψτxω ≤ ψω. Replacing x with −x yields the complementary
inequality. Thus, ψ
ω
and ψω are Σe-measurable.
Let Ω(1) = {ω ∈ Ω | ψω = ψω}. By the (multi-parameter) sub-additive ergodic
theorem (cf. [K]), P(Ω(1)) = 1. In other words, ψ
ω
= ψω almost surely.
Next, let DQ be the family of all open cubes in Rd−1 with rational endpoints, that
is, DQ = {Q(x, ρ) | x ∈ Qd−1, ρ ∈ Q ∩ (0,∞)}. Define the event Ω(2) by
Ω(2) =
⋂
Q∈DQ
{
ω ∈ Ω | ψωLd−1(Q) = lim
N∋N→∞
N1−dψω(NQ)
}
The sub-additive ergodic theorem implies Ω
(2)
h is a countable intersection of proba-
bility one events. Therefore, P(Ω(2)) = 1. Arguing as before, we see that Ω(2) can
alternatively be characterized as follows:
Ω(2) =
⋂
Q∈DQ
{
ω ∈ Ω | ψωLd−1(Q) = lim
R→∞
R1−dψω(RQ)
}
Similarly, the arguments used to show ψω and ψ
ω
are Σe-measurable can be adapted
to prove Ω(2) ∈ Σe.
Finally, let D = {Q(x, ρ) | x ∈ Rd−1, ρ > 0}. We claim that
Ω(2) =
⋂
Q∈D
{
ω ∈ Ω | ψωLd−1(Q) = lim
R→∞
R1−dψω(RQ)
}
.
This follows since we can approximate any cube in D by a cube in DQ. As the
arguments are similar to the ones already exposed, we omit the details.
The proposition follows with Ωψ = Ω
(1) ∩ Ω(2). 
In Section 4.4, we will use the following version of Birkhoff’s ergodic theorem.
Since we use the fact that the event on which it holds is in Σ, we provide a complete
statement and sketch the proof:
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Theorem 8. If E ∈ B, then there is an ΩE ∈ Σ satisfying P(ΩE) = 1 such that if Q
is any open cube in Rd, then
P(E)Ld(Q) = lim
R→∞
R−dLd({y ∈ RQ | τyω ∈ E}) if ω ∈ ΩE .
The Σ-measurability of ΩE is used in the proof of Proposition 9 to show that the
event Ωˆ in Theorem 1 is itself Σ-measurable.
Proof. Define a sub-additive process ψω : Ud0 → R by
ψω(A) = Ld({y ∈ A | τyω ∈ E}).
It is straightforward to verify that ψω satisfies Definition 5 with d − 1 replaced by d
and 〈e〉⊥ replaced by Rd. These changes have no bearing on the proof of Theorem 7
other than switching Σ for Σe.
As for the value of the limit, we can see that it should be P(E) by appealing to the
dominated convergence theorem and ergodicity. 
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