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Abstract. This paper presents a novel object segmentation technique
to extract objects that are potentially scattered or distributed over the
whole image. The goal of the proposed approach is to achieve accurate
segmentation with minimum and easy user assistance. The user provides
input in the form of few mouse clicks on the target object which are used
to characterize its statistical properties using Gaussian mixture model.
This model determines the primary segmentation of the object which
is refined by performing morphological operations to reduce the false
positives. We observe that the boundary pixels of the target object are
potentially misclassified. To obtain an accurate segmentation, we recast
our objective as a graph partitioning problem which is solved using the
graph cut technique. The proposed technique is tested on several im-
ages to segment various types of distributed objects e.g. fences, railings,
flowers. We also show some remote sensing application examples, i.e. seg-
mentation of roads, rivers, etc. from aerial images. The obtained results
show the effectiveness of the proposed technique.
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1 Introduction
Object segmentation refers to the extraction of a particular object from an im-
age. It is a binary pixel labeling problem that partitions the image into two
regions; foreground and background. Various interactive solutions to this prob-
lem have been proposed in literature, e.g. [1–7] and that usually require human
user assistance to obtain satisfactory results. User assistance in object segmen-
tation is used to guide the segmentation process and it is usually provided in
the form of few scribbles on the target object and on the background. Each seg-
mentation approach requires a different level of user assistance to obtain a neat
segmentation.
Magic Wand and Lasso tool [8] provided by many image editing tools are
considered to be the oldest and the simplest object segmentation techniques.
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Fig. 1: User assistance required in existing well-known object segmentation tech-
niques.
Their accuracy totally depends on the user expertise and usually it takes a huge
amount of time to obtain an accurate segmentation. Intelligent scissors [9] is an
interactive segmentation tool which exploits the object contours to allows quick
and accurate object segmentation. The user provides few seeds on the object
boundary and it uses ‘live-wire’ boundary detection [10] to find the optimal con-
tour between the seed points. Its results are usually satisfactory with adequate
user assistance. Many other objects contour based segmentation methods have
also been proposed e.g., [11–13]. Corel Knockout 2 [14] allows the user to specify
the object trimap with the pencil tool and the pixel membership of the unknown
region to foreground or background class is decided by computing the ratio of
the distance between of the pixel color to the object color and background color.
Graph based segmentation [15] has gained widespread popularity due to its
superior performance. In graph based segmentation approaches, the image is rep-
resented as weighted undirected graph and the segmentation is solved by finding
global minimum of the energy function defined over the graph. According to [16],
a considerable user effort is required to obtain satisfactory results. A review of
well-known graph based image segmentation techniques can be found in [17].
Lazy Snapping [18] is another interactive segmentation which requires the user
to mark few lines on the target object and the background. The segmentation is
performed through graph cut technique [15]. It shows adequate results, however
the user is fatigued in terms of post processing boundary editing which is quite
similar to the seeding step in Intelligent scissors method.
GrabCut [16] is an iterative solution to graph cut optimization based on ini-
tial hard segmentation. Border matting [19] is used to obtain fine segmentation
of object boundaries. GrabCut requires the user to draw a rectangle around the
3target object, the region outside of this rectangle is treated as background. The
foreground and the background are represented with Gaussian mixture models
(GMM) and the segmentation is obtained through global optimization which
can be improved interactively. GrabCut is easy to use, however to refine the seg-
mentation the user may need to feedback the system. The segmentation quality
of GrabCut is significantly better than its ancestors. Other well known graph
based segmentation approaches are [17, 20–24]. A comprehensive description of
energy functions that can be minimized using graph cuts is given in [25] and an
overview of graph cuts may be found in [26]. Fig. 1 shows the user assistance
required in the interactive segmentation techniques described above.
Most existing segmentation techniques take trimap as input and are capable
to accurately segment a single coherent object. However, these techniques are not
effective in segmenting distributed objects which may cover the entire image, e.g.
fences, roads, rivers, railings. Indeed, in such cases the definition of the trimap
turns to be a very time consuming, tiresome and error prone task. In this paper
a novel object segmentation technique is presented to extract objects that are
spread on the whole image. The main contributions are:
– Proposal of a novel segmentation technique to extract distributed or scat-
tered objects;
– Minimal and easy user assistance in the form of few mouse clicks on the
target object is required;
– The undesired background is automatically inferred without user interven-
tion and Gaussian mixtures are exploited for primary segmentation;
– A trimap is created automatically and then graph based segmentation is
used as the last refinement step;
The effectiveness of the proposed technique is tested on heterogeneous images
to segment various types of objects. Moreover, its application in remote sensing
to segment the roads, streams and rivers from aerial images is also presented.
2 Proposed Object Segmentation Technique
The proposed object segmentation technique is a multi-stage algorithm that
takes the user input in the form of few mouse clicks on the target object. Based
on this input the color characteristics the target object are estimated using
mixture of Gaussians and a rough segmentation is obtained which is then refined
through simple morphological operations. In the final stage the fine segmentation
is achieved by recasting the problem as graph partition and solving it trough
graph-cuts.
Let I be an input image and let P be the n points marked by the user on the
target object. To achieve better modeling accuracy the sample data is increased
by including the κ-neighboring points around each pi ∈ P , defined as κ × κ
square matrix centered at pi, with κ odd. It turns out that a total of κ
2n points
representative of the target objects are collected. Each pixel is represented with
its red, green and blue components in RGB color space.
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Fig. 2: (a) Image with user input (red squares), (b) Model order estimation
through MDL method with EM algorithm, (c) Cluster wise data distribution
in the estimated optimal order GMM, (d) The initial segmentation map (zoom
in to see the isolated blobs appeared as a result of false positives), (e) Segmen-
tation map after false positive elimination.
2.1 Estimating Gaussian Mixture Models
Gaussian Mixture Model (GMM) is considered to be a quite general and ac-
curate approach to represent the statistical properties of a data. A GMM is
a parametric probabilistic model given by a weighted summation of Gaussian
density functions. In particular, the likelihood of a pixel x, given the Gaussian
mixture model G is defined as:
p(x|G) =
K∑
i=1
piig(x | µi, Σi) (1)
where K is the number of Gaussian components, pii, µi and Σi are the weight,
mean and covariance of i-th Gaussian component with
g(x | µi, Σi) = 1√
(2pi)3 | Σi|
exp(−1
2
(x− µi)>Σ−1i (x− µi)) (2)
The model parameters {pi1,··· ,K , µ1,··· ,K , Σ1,··· ,K} can be estimated through ex-
pectation maximization (EM) algorithm [27,28].
The only limitation of GMM and almost all other clustering approaches is
to specify the number of clusters K to use for modeling. To this end, we exploit
the Minimum Description Length (MDL) method [29] to estimate the the model
5order. The MDL principal selects the model that results in minimum code length
of the data and the model parameters. Indeed, it attempts to minimize the
following function C:
C(G,K) = − log p(x | G) + 1
2
L log(M) (3)
where L is the code length of model parameters G. M is the size of the data
i.e., M = 3κ2n as there are κ2n points and each is represented with 3 values.
The minimum value of C in Eq. 3 is achieved by minimizing the log-likelihood
term (increasing the maximum-likelihood (ML)) and the code length required
to describe the model parameters and the data. Starting with K0, a fixed value
greater than the number of expected components, EM algorithm is used to esti-
mate G and MDL is used to find the optimal order. After each iteration, the two
most similar clusters are merged and the process is repeated until K=1. Finally,
G and K corresponding to smallest MDL value C are selected as optimal model
parameters.
2.2 Initial Segmentation and Rectification
The Gaussian Mixture Model G is used to obtain the raw segmentation of the
target object using Mahalanobis distance [30], computed as:
d(x,G) =
K∑
i=1
pii
√
(x− µi)>Σ−1i (x− µi) (4)
Any given pixel triple x is classified as an object pixel if its distance from the
model is lower than a threshold τ , as a background pixel otherwise. Let Ω be
the obtained object mask defined as:
Ω(x, y) =
{
1 if d(I(x, y),G) ≤ τ
0 otherwise
Here Ω represents the initial segmentation result. We observed that the initial
segmentation may not be perfect; in particular, some non-target pixels may
be classified as object pixels (false positives). Furthermore, some object regions,
especially in the proximity of object boundaries, may be classified as background.
We use morphological operators to eliminate the false positives and graph-cuts to
include the false negatives. The false positives in the initial segmentation usually
appear as isolated blobs. We use open (◦) morphological operator to remove all
the blobs with size less than γ.
Fig. 2 shows an image with user selected points on the target object, i.e. the
fence. The GMM parameters and model order are iteratively estimated starting
with K0 = 20 clusters using the approach described in the previous section.
Fig. 2b shows the value of C (Eq. 3) for different values of K: the minimum occurs
at K = 6 which represents the optimal number of clusters for this example.
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Fig. 3: (a) Trimap: Green color represents the F region, Blue color shows the
B region and dark red represents the U region. (b) The U region is partitioned
into F (shown in dark red) and B (shown in yellow) using graph-cuts, (c) Final
segmentation results.
Fig. 2c shows the cluster wise distribution of the sample points and Fig. 2d
shows the initial segmentation map Ω obtained with threshold τ = 4.7. Small
isolated islands of false positives can be seen in Fig. 2d whereas Fig. 2e shows
the segmentation map after eliminating them using γ=30.
2.3 Segmentation Refinement via Graph-cuts
The false negatives usually appear in the proximity of the object boundaries and
inside the segmentation map (see Fig. 2e). To improve the segmentation results
we utilize the graph-cut techniques which have emerged as a powerful solution
to many optimization problems in computer vision. A rough classification of
the image pixels into at least two and ideally three classes is usually the input
to a graph cut algorithm. Here we divide the image pixels into three classes
namely, definite foreground F , definite background B and unknown U . The F
and B classes are assumed as fixed and known whereas the pixels belonging to
U class are to be decided upon. The image is then represented as an undirected
weighted graph where the pixels form the vertices and edges link the vertices
corresponding to neighbor pixels in the image. Two terminal nodes are added in
the graph representing the F and B classes and they are linked to every other
node in the graph. The edge weight represents the similarity between its end
vertices and they are computed as described in [15]. Finally, the classification of
U is performed by the iterative energy minimization through max-flow min-cut
algorithm described in [16].
To define the trimap representing the corresponding classes: F,B and U ,
we take the segmentation map obtained from the previous section as F class.
Since, the false negatives usually lie in and around the object boundary we use
dilation (⊕) morphological operator to estimate the ‘Unknown’ region U . The
segmentation map Ω is dilated with structuring element s of size w:
Ωdil = Ω ⊕ s
7Fig. 4: Segmentation of fences.
The unknown region U region is then computed as:
U = Ωdil \Ω
and region B is computed by negating the dilated mask:
B = NOT(Ωdil) (5)
Fig. 3a shows the trimap after dilation of mask (Fig. 2e) with structuring ele-
ment of size 7× 7. Fig. 3b shows the improvement achieved by graph-cut based
refinement. Final segmented object is shown in Fig. 3c.
3 Experimental Evaluation and Results
The proposed segmentation technique is tested on images with a variety of dis-
tributed objects e.g. fences, bars, grills, wires, roads, rivers, etc. In each ex-
periment the user marks few pixels on the target object. The number of user
input points depends on the color characteristics of the target object. From ex-
periment we found that 10 points are sufficient for objects with limited color
variation whereas in case of large variation up to 20 clicks can be required. In
all experiments the algorithm parameters are interactively tuned to optimize
the segmentation results. In particular, κ=5 neighboring pixels are selected to
increase the sample data and the structuring element size w was set to 7. The
clustering is performed using CLUSTER library [32] and K0 in model order
estimation is set to 20.
Fig. 4 shows the segmentation of fence-like-objects from images. Fig. 5 shows
the segmentation of similar objects scattered in the image. Segmentation of
8Fig. 5: Segmentation of scattered objects. Left: a flock of sheep, middle: a bed of
flowers, right: a picket fence.
Fig. 6: Segmentation of river and road from aerial images. Left: segmentation of
the Murchison river. Middle and right: segmentation of road from aerial images
(the images are borrowed from Massachusetts Roads Dataset [31]).
9roads and natural water sources e.g. rivers and streams from aerial images is an
important problem in remote sensing. The proposed segmentation technique can
be effectively used in such problems too. Fig. 6 shows the segmentation results
of road and rivers from aerial images.
4 Conclusions
In this paper an object segmentation technique is proposed to segment objects
which are scattered over the whole image e.g. fences, railings, roads, rivers. Since
such objects are usually very thin and distributed over a large portion of the im-
age, the conventional segmentation techniques are not effective. The proposed
segmentation technique provides accurate and precise segmentation of such ob-
jects with minimum and easy user interaction. The obtained results on various
distributed objects show the effectiveness of the proposed technique.
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