Abstract. We study weighted clustering problems in Minkowski spaces under balancing constraints with a view towards separation properties. First, we introduce the gravity polytopes and more general gravity bodies that encode all feasible clusterings and indicate how they can be utilized to develop efficient approximation algorithms for quite general, hard to compute objective functions. Then we show that their extreme points correspond to strongly feasible power diagrams, certain specific cell complexes, whose defining polyhedra contain the clusters, respectively. Further, we characterize strongly feasible centroidal power diagrams in terms of the local optima of some ellipsoidal function over the gravity polytope. The global optima can also be characterized in terms of the separation properties of the corresponding clusterings.
1. Introduction. Clustering methods are powerful tools for an abundance of real-world problems; see, e.g., [7] . In the present paper we focus on weighted clustering in Minkowski spaces (R d , . ) under balancing constraints, a problem that is motivated by a new approach to farmland consolidation based on lend-lease agreements; see [11] , [12] , [9] . Here, a fixed number k of farmers who cultivate a total of m lots want to reduce their operating costs by swapping lots so as to "move" their lots closer together. Of course, each lot may have a different size ω j . Naturally, the original farm sizes κ i should not change too much by the reassignment. This means that the new size of the jth farm lies in some interval [κ Introducing and utilizing the concept of gravity bodies, specifically gravity polytopes, we will show that each extremal (fractional) clustering C = (C 1 , . . . , C k ) admits a Voronoi dissection of space; i.e., there exists a polyhedral cell complex whose defining cells P 1 , . . . , P k contain the clusters C 1 , . . . , C k , respectively. In fact, the extremal clusterings can be characterized in terms of strongly feasible power diagrams; see [1] for a survey on power diagrams. Hence, our results can be seen as a strengthening extension and generalization of those of [6] , [4] , [18] , [19] , [8] to the weighted case. Moreover, we identify certain particularly natural power diagrams and study concepts of stability. In particular, we characterize the strongly feasible centroidal power diagrams in terms of the local maxima of a convex ellipsoidal function over gravity polytopes. The global maxima correspond to clusterings which maximize a certain measure for the total distance between the clusters.
For background information, closely related results, and further references, see [10] , [2] , [21] , [18] , [19] , [23] , [20] , [22] , [5] , [17] , [15] and other papers cited therein.
The present paper is organized as follows. Section 2 gives the basic notation and states our main results. Section 3 defines gravity polytopes and more general gravity bodies as the central objects of the present paper. We give some elementary properties of these bodies and indicate why certain approximations play a crucial role for developing quite efficient approximation algorithms for (weighted) balanced clustering. Section 4 characterizes the extreme points of gravity bodies in terms of strongly feasible power diagrams. Section 5 then links the strongly feasible centroidal power diagrams to the local maxima of an ellipsoidal function over the corresponding gravity polytope. Also the global optima are characterized. Section 6 then closes with some final remarks. Then C is called a (fractional) clustering of X. In fact, ξ i,j is the fraction of x j assigned to C i . If all ξ i,j are in {0, 1}, the clustering C is called integer. If all ω j are 1, which will be indicated by writing Ω = 1 1, we will speak of the combinatorial case.
The weight of the cluster C i is given by ω(C i ) = m j=1 ξ i,j ω j ; hence each point x j is counted for C i with the product of its weight and the fraction belonging to C i .
A (fractional or integer) clustering is called balanced if κ
for each i. These conditions are referred to as balancing constraints. If K − = K = K + , we will speak of strongly balanced clusterings; balanced clusterings are then sometimes called weakly balanced to emphasize the fact that we allow more general cluster weights. Now, let BC ± (k, m, X, Ω, K − , K, K + ) and BC(k, m, X, Ω, K) denote the set of all weakly and strongly balanced fractional clusterings for the given parameters, respectively. The set of all such clusterings which are, in addition, integer will be denoted by BC 
Note that if the data Ω, K are integer, the problem of deciding whether BC ± I = ∅ or BC I = ∅ is NP-complete [9] , while, due to our condition on K, we have BC = ∅ and BC ± = ∅. The latter fact is made explicit by including the parameters One might also wonder why in the notation for this and the other related sets the point set X is mentioned explicitly. Of course, as combinatorial objects, the corresponding clusterings do not depend on X. This paper studies, however, geometric properties of the "representation" of the clusterings on the set X.
Separation and dissection.
In the following we are interested in separation properties of clusterings. Such properties were studied in [6] , [3] , [4] , [8] , and other papers in the strongly balanced (integer) combinatorial case, i.e., for clusterings in BC I (k, m, X, 1 1, K). Some of the results of these papers have been extended to the case of families of sets or, equivalently, to positive integer weights; see, in particular, [18] for such fundamental work which is closely related to our approach.
Let P 1 , . . . , P k be polyhedra. (Here and throughout the paper it goes without saying that all polyhedra are closed and convex.)
and if, for each such choice, the intersection of a face F i of P i and a face F l of P l is a face of both F i and F l . We are interested in cell decompositions of R d whose defining polyhedra "contain" the clusters C 1 , . . . , C k of a given clustering C, respectively. Of course, in the integer case the clusters can be identified with subsets of X, and it is clear what this means. In the general weighted case, we will define this property by using the support supp(
In the present paper we will focus on separation properties that are stronger than just feasibility in the following two ways.
Of course, it is clear that in general we have to accept that some points are fractionally assigned to more than one cluster and hence lie in (the boundary of) more than one of the polyhedra of P. (As an example let k = 2, m = 2, d = 1, x 1 = 0, x 2 = 1, ω 1 = 3, ω 2 = 1, and κ 1 = κ 2 = 2. Then x 1 has to be split among the two clusterings of any strongly balanced clustering.) However, we would like to exclude that points lie in polyhedra "accidentally"; i.e., x j ∈ P i even though ξ i,j = 0. Hence, we say that P supports C if, for all i,
Note that if C is integer and P supports C, then P is strictly feasible for C, i.e., supp(C i ) ⊂ int(P i ) for all i.
The following second condition enforces that P does not support C "just by cheating." Before introducing this property more formally, consider the following simple example to indicate what we mean. Let
and set
Of course, all the balanced clusterings are of the form
Whenever δ ∈ ]0, 1[, the dissection P supports C(δ). For δ ∈ {0, 1} this is, however, not the case. On the other hand, the integer clustering C(0) (or, similarly, C(1)) can be Downloaded 07/24/17 to 129.187.254.46. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php easily transformed into the fractional clustering C(δ) for δ ∈ ]0, 1[ by simultaneously moving the fraction δ of x 1 from C 2 (0) to C 1 (0) and the fraction δ of x 2 from C 1 (0) to C 2 (0). Hence, one can reach the support property of P by making the clustering "more fractional" and, of course, also worse with respect to many other criteria.
An appropriate general condition can be stated most easily in terms of a labeled multigraph, the support multigraph G(C) of the clustering C = (C 1 , . . . , C k ). Its vertex set consists of C 1 , . . . , C k , there is an edge between C i and C l precisely for every j for which x j ∈ supp(C i ) ∩ supp(C l ), and this edge is labeled with x j . In the above example, for δ ∈ ]0, 1[ the graph G C(δ) is a 2-cycle. In fact, the relevant property is essentially that G(C) does not have any cycle. More precisely, a cycle is called colored if not all of its labels coincide. (A single-colored clique occurs if a point is split among more than two clusters, e.g., k = 3, m = 1,
While the condition that G(C) be c-cycle-free does not involve P (and, in fact, expresses that C corresponds to a vertex of the associated transportation polytope), the following notation is motivated by our interest in clusterings that are induced by dissections of space. Hence, the cell complex P is called strongly feasible for C if P supports C and G(C) is c-cycle-free.
We say that a clustering C admits a Voronoi dissection or has the Voronoi property if there is a cell decomposition of R d which is feasible for C. If the cell decomposition is strongly (strictly) feasible for C, we refer to it as the strong (strict) Voronoi property.
Of particular relevance here are the power diagrams, defined with the aid of different sites s 1 , . . . , s k ∈ R d and associated sizes σ 1 , . . . , σ k ∈ R. (In the standard literature, the σ i are called weights; we will use the term sizes here to avoid confusion with the weights of the points and clusters we are dealing with.) Specifically, with S = (s 1 , . . . , s k ) and Σ = (σ 1 , . . . , σ k ) the ith power cell P S,Σ i is defined by
where . (2) denotes the Euclidean norm. Then
) is the power diagram for (S, Σ). It is easy to see that power diagrams are special cell decompositions of R d that generalize the well-known Voronoi diagrams; see [1] for a survey. Hence we can also speak of a power diagram that is (strongly, strictly) feasible for a given clustering.
Main results.
We will characterize the strongly feasible power diagrams in terms of the vertices of certain polytopes that encode our clusterings. To introduce them, again let C = {C 1 , . . . , C k } ∈ BC ± , and for i = 1, . . . , k let
hence, c i is well defined. Now, 
Other gravity bodies Q, Q ± I , and Q I related to BC, BC ± I , and BC I are introduced accordingly. The latter three are polytopes (see Lemma 3.1) and are consequently referred to as gravity polytopes. A clustering in any of the defined classes will be called extremal if its gravity vector is an extreme point of the corresponding gravity body. Of course, in the polytopal case the extremal clusterings correspond to the vertices of the corresponding gravity polytope. Now we are ready to state our first main result.
K) is extremal if and only if C admits a strongly feasible power diagram.
Note that this theorem can be rephrased by saying that C is extremal if and only if G(C) is c-cycle-free and there is a power diagram P that supports C.
As a corollary we see that extreme clusterings lead to strongly feasible power diagrams even in the weakly balanced case.
Let us point out that unlike in Theorem 2.1 the converse of Corollary 2.2 does not hold. An example is given in section 4 after the proof of Corollary 4.6.
As we will see, Theorem 2.1 implies, in particular, that in extremal balanced clusterings all but at most k − 1 points are completely assigned to some cluster.
Theorem 2.1 will be proved in section 4. For the combinatorial case the characterization follows as a geometric reinterpretation of Theorem 5 of [6] ; the integer case with positive integer weights was dealt with in [18] . (In fact, Theorem 5 of [6] and Theorem 3.1 of [18] characterize the vertices of the bounded-shape partition polytopes; see section 3 for a definition.) These papers also include various algorithmic implications (in the binary Turing-machine model). The sufficiency part in the strongly balanced combinatorial case was explicitly given in [4] (see also [3] ). More precisely, [4] gave an algorithm that accepts as input (k, m, X, K) and sites S = (s 1 , . . . , s k ) and computes a least-squares clustering
among all clusterings in BC I (k, m, X, 1 1, K) and sizes Σ = (σ 1 , . . . , σ k ) such that the power diagram P S,Σ is feasible for C. In the plane the running time (in the real RAM model) of this algorithm is computed in [4] to be O k 2 m log(m) + km log 2 (m) using an optimal space of O(m).
Our second main result characterizes a certain particularly natural class of power diagrams where the sites s i coincide with the centers c i of the clusters. More precisely, a power diagram P S,Σ is called centroidal for C if it is feasible for C and S = (c 1 , . . . , c k ). We characterize centroidal power diagrams in terms of the local maxima of the ellipsoidal function ϕ : 
is an ellipsoidal norm. Hence maximizing ϕ over a gravity body is a task of norm maximization. We say that C is a local (or global) maximizer of ϕ in its class if c(C) is a local (or global) maximizer of ϕ over the corresponding gravity body.
In order to characterize the strongly feasible centroidal power diagrams, we need one natural condition. Of course, if supp(C i ) and supp(C l ) consist of the same single point, then there cannot exist a power diagram that is centroidal for C. Hence we require that the clustering C be proper; i.e., we have for i = l
Here is the second main result. As a corollary we see that locally maximal clusterings lead to centroidal power diagrams also in the weakly balanced case.
and let c(C) be a local maximizer for ϕ K(C) . Then C admits a strongly feasible centroidal power diagram.
Again, the converse statement does not hold. Theorem 2.4 will be proved in section 5. There we also discuss the requirement that C be proper in more detail. Further, we show that the global maximizers of ϕ correspond to feasible Voronoi dissections that are "most separated" in a certain sense.
3. Gravity bodies. Before we study some elementary properties of gravity bodies we introduce an approximative variant and indicate why gravity bodies are relevant for practical algorithms. (Naturally, our results have various combinatorial and algorithmic implications that will be dealt with in a broader context in a separate paper.)
Then the pointĉ i can be regarded as an approximation of the center c i of C i ; it will be referred to as inexact center of C i . Of course, if C ∈ BC, then c i =ĉ i . A natural (and in spite of the NP-hardness of the problem practically quite efficient) approach described in [12] models optimal balanced weighted geometric clustering as a convex maximization problem that involves two norms, a norm . on R d and some other norm .
. is required to be monotone; i.e., x ≤ y whenever x, y ∈ R k(k−1)/2 with 0 ≤ x ≤ y. (Here, and in the following, the inequalities are meant componentwise.) Then the convex maximization problem Downloaded 07/24/17 to 129.187.254.46. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php looks as follows:
m).
Here, intuitively, a feasible clustering is optimal if the corresponding inexact centers of gravity are pushed apart as far as possible. Obviously, the convex maximization approach is algorithmically difficult. However, the "hard part" in obtaining optimal clusterings "takes place" only in the R dk of the k inexact centers. (Note, however, that in the reduced formulation that is obtained by replacing each occurrence ofĉ i by 1 κi m j=1 ξ i,j ω j x j the objective function involves the km variables ξ i,j .) One then obtains approximate solutions by approximating the relevant clustering bodies
in R dk by polyhedra and solving a linear program in R km for each of its facets; see [12] . The structure of clustering bodies is studied in [13] in detail, and it is shown that for many choices of norms one can give quite tight worst case bounds for the approximation error. Hence, in spite of the NP-hardness of the general clustering problem one obtains good approximate solutions very efficiently. Note, specifically, that in our prime example of land consolidation d = 2 and that k is rather small compared to m. Typically, we have about 8000 variables ξ i,j , while k is around 10. This means the hard convex maximization can be approximately dealt with in some R 20 , while the subsequent (less than 100 different) linear programs take place in some R 8000 . Let us further stress this point by introducing inexact variants of our gravity bodies.
T be the inexact gravity vector of C, and define the inexact gravity bodŷ
Other inexact gravity bodiesQ,Q ± I , andQ I are introduced accordingly. Note that the above norm maximization task can now be written as (ξ 1,1 , . . . , ξ 1,m , . . . , ξ k,1 , . . . , ξ k,m ) T that satisfy the constraints
for all i and j. Then P is a polytope. Let the function ψ : P → R kd map the point
Then ψ is continuous and in the strongly balanced case is, in fact, linear. In the inexact case, the denominators in the definition of ψ are replaced by κ 1 , . . . , κ k , respectively, again leading to a linear function. Hence Q,Q, andQ ± are polytopes. To prove the last two equalities, just note that, in the combinatorial case, the conditions defining P are totally unimodular, and hence P is an integer polytope. (See, e.g., [24] for corresponding background information.)
By Lemma 3.1 we have Q = Q I and Q ± = Q ± I in the combinatorial case. Hence, in this case, Theorems 2.1 and 2.4 and Corollaries 2.2 and 2.5 can be directly applied to yield strictly feasible (centroidal) power diagrams for extreme integer clusterings. Even if strongly feasible integer clusterings do not exist (as, e.g., in the example with k = 2, m = 2, d = 1, x 1 = 0, x 2 = 1, ω 1 = 3, ω 2 = 1, and κ 1 = κ 2 = 2 given in subsection 2.2), these results can, nevertheless, be utilized even in the general case to produce integer clusterings that admit feasible power diagrams by rounding the (according to Corollary 2.3 typically very few) fractional entries. Of course, the deviation in the balancing constraints increases; however, in the practical problems from farmland consolidation this deviation was small and highly overcompensated by the economic advantages of the new solutions.
Let us point out that in the combinatorial case, the gravity polytopes coincide with the mean partition polytopes studied in [14] . Further, as observed in [14] , in the strongly balanced combinatorial case, i.e., for BC I (k, m, X, 1 1, K), the gravity polytope Q is just a rescaling of a polytope studied in [6] , [16] , [19] , [20] , and other papers there called single-shape partition polytope. The more general bounded-shape partition polytopes are defined similarly to our gravity bodies with the one difference being that the centers c i are replaced by the sums
i.e., the division by ω(C i ) is omitted. The following example shows that in general the set of extreme points of the gravity bodies is richer than that of bounded-shape partition polytopes; i.e., it contains points that may lead to better clusterings. T . In fact, it has the vertices ± (−18, 18) T ; the corresponding clusterings are given by C 1 = (1, 1, 0, 0), C 2 = (0, 0, 1, 1) and C 1 = (0, 0, 1, 1), C 2 = (1, 1, 0, 0) . Their centers of gravity are c 1 = ∓9, c 2 = ±9 with Euclidean distance 18. In addition the distance of nearest points of the different clusters, which is an indicator for the quality of separation between the two clusters, is 6. The gravity body Q ± I , on the other hand, contains the points ±(−15, 5) that are associated with the clusters C 1 = (1, 0, 0, 0), C 2 = (0, 1, 1, 1) and C 1 = (0, 0, 0, 1), C 2 = (1, 1, 1, 0) . Here the Euclidean distance of the centers is 20 and the distance of nearest points 12. Hence, we can obtain a clustering that is better with respect to these two measures. However, the corresponding points ±(−15, 15) lie in the relative interior of the bounded-shape partition polytope and will never be maximal with respect to any strictly convex objective function. (As a further advantage in using gravity bodies rather than bounded-shape partition polytopes note that a common translation of the points in X by some vector t results only in a translation of the gravity polytope by the same vector t. Hence all the properties that are relevant here are invariant under common translations of the points of X.)
Let us close this section with the remark that the general objective functions based on . and .
include some quite familiar notions. If . is the Euclidean norm . (2) on R d and . is the ellipsoidal norm on
T (with coordinates listed in increasing lexicographic order of the index pairs (i, j)) by
As it turns out, the corresponding maximization problem is equivalent to that involving . K . Hence, we are in fact in the case of Theorem 2.4, which concerns the local maxima of . K .
Other natural objective functions lead to norm maximization too. For instance, maximizing . K over Q is also equivalent to (2) and to
Note that, in the combinatorial case, the latter objective function reads as
Downloaded 07/24/17 to 129.187.254.46. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php and is, hence, the sum of the "total squared error" within the clusters.
Vertices of gravity polytopes and strongly feasible power diagrams.
In the following we will prove Theorem 2.1 and Corollary 2.2. One of the key ingredients will be linear programming duality, which has been utilized in the combinatorial case before. We begin with the strongly balanced case.
Let
Of course, the vectors a i,j are all nonzero. We study the optimization problem max c∈Q b T c in a formulation that does not explicitly involve Q. First note that with
for all i, j we have
Then we can formulate the optimization problem as the following linear program, which, in fact, is a transportation problem:
m).
The vector with coefficients ξ i,j (again ordered lexicographically) will be denoted by (ξ i,j ). Note that, in general, there may be many different clusterings whose gravity vectors coincide. However, the next lemma shows that this is not the case for extremal clusterings. 
that simultaneously, for l = 1, . . . , p, with i p+1 = i 1 , moves a fraction δ j l of the point
Note that, by the third condition, α = ω j l δ j l is a constant; we call it the amount of the cyclic exchange. Of course, by the optimality of (ξ * i,j ) we have
On the other hand, since we obtain (ξ i,j ) from (ξ * i,j ) by a finite number of such cyclic exchanges, none of these inequalities can be strict; hence
for all suchC. So, letC = (C 1 , . . . ,C k ) be some fixed clustering obtained from C * by a cyclic exchange, say
of amount α, and letc = c(C) = (c
while, of course, the other centers stay the same. Since the points of X are all different,
On the other hand, b Tc = b T c * , contradicting the assumption that c * is a vertex and b ∈ int(N (C * )). The dual linear program of (LP) is
The vector (μ 1 , . . . , μ k , η 1 , . . . , η m ) T will be abbreviated as (μ i , η j ). Downloaded 07/24/17 to 129.187.254.46. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Let D denote the feasible region of (DLP). Note that D has 1-dimensional lineality space. However, since the primal program is feasible and has a final optimum, so does the dual. Let F * denote the optimal face of D, let us indicate a primal-dual pair of optimal solutions by an uppercase * on the variables, and let C * = (C * 1 , . . . , C * k ) denote the corresponding clustering. Then the complementary slackness conditions read as
Now, suppose that ξ * i,j > 0 for some index pair i, j. Then, in conjunction with the dual feasibility, it follows that
for all index pairs l, r. Specifically, for j = r
Hence we have 
∈A is optimal in the linear program (LP ) that is obtained from (LP) by removing all variables whose index pairs do not belong to A. The dual (DLP ) is then
Let D denote its feasible region and F its optimal face. Then F is given by
It suffices to show that F is the affine hull of F * . Suppose that this was not the case. Then the cone N of outer normals at D in the point (μ * i , η * j ) would be of higher dimension than the cone N of outer normals at D , and the dual objective function vector (κ 1 , . . . , κ k , 1, . . . , 1) T would lie in the relative interior of N . But this implies that there is a solution of (LP) different from (ξ * i,j ). This contradicts the assumption that (ξ * i,j ) is the unique maximizer of (LP). Note that, in particular, the above proof shows that in the combinatorial case a vertex (ξ Next we show that the polyhedra P 1 , . . . , P k defined before Lemma 4.2 with the aid of the optimal dual variables μ * i actually form a power diagram. (s 1 , . . . , s k ) and Σ = (σ 1 , . . . , σ k ) . Then for all i
Proof. For the proof just note that
Hence,
Since it is clear that the corresponding support multigraph is c-cycle-free, Lemmas 4.3, 4.2, and 4.1 imply that a vertex of Q corresponds to a strongly feasible power diagram; i.e., any extreme clustering C admits a strongly feasible power diagram.
Before we continue with the converse, we prove Corollaries 2.2 and 2.3.
T T be its center of gravity, and let
, and the assertion follows from Theorem 2.1.
Proof of Corollary 2.3. The same argument as in the previous proof shows that it suffices to deal with the strongly balanced case.
First note that by Theorem 2.1 the support multigraph G(C) is c-cycle-free. If G(C) is cycle-free, the assertion follows from the fact that a forest on k vertices has at most k − 1 edges and each edge counts for two fractional variables. Now suppose there are single-colored cycles. Then, of course, they belong to single-colored maximum cliques in G(C) of size at least 3, called sm-cliques in the following. The sm-cliques come with a "forest-like" structure. More precisely, suppose we would replace each sm-clique by a node and connect two nodes by as many edges as the sm-cliques have vertices in common. Then, since G(C) is c-cycle-free, this graph must be cycle-free. Now we construct a new graphĜ(C) as follows. We keep all edges that do not belong to an sm-clique but delete in every sm-clique in G(C) all edges except for a spanning tree. ThenĜ(C) is cycle-free. Every sm-clique R of size r in G(C) contributes exactly r fractional variables, so each of the r − 1 edges in the corresponding spanning tree T inĜ(C) contributes r/(r − 1), i.e., less than 2, fractional variables. Edges inĜ(C) that do not come from sm-cliques correspond to 2 fractional variables each. Since a forest on k vertices has at most k − 1 edges, the assertion follows.
Next we prove the converse direction of Theorem 2.1. . This implies
and hence
Next, note that by the definition of η * j , the complementary slackness conditions are satisfied. Hence we need only show that (μ * i , η * j ) is feasible for (DLP). Let x j ∈ supp(C i ) and l = i. Then, by the feasibility of P S,Σ for C, we have
Thus ( As a corollary, we see that, in the strongly balanced combinatorial case, i.e., for BC(k, m, X, 1 1, K), the vertices of the gravity polytope correspond to the strictly feasible power diagrams; see [6] , [8] for different proofs of this corollary. Proof. Let C be an integer clustering, and let P be a cell decomposition. Then P supports C if and only if P is strictly feasible for C. The assertion now follows from Theorem 2.1 in conjunction with the fact that, by Lemma 3.1, Q is an integer polytope.
Note that a hyperplane with its normal vector in sufficiently general position supports a polytope in a vertex. Hence, we see that for every feasible power diagram there is another one, whose sites and sizes are arbitrarily close to that of the first, that is, strongly feasible for some clustering of Q. Downloaded 07/24/17 to 129.187.254.46. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Naturally, one might wonder whether the full characterization of Theorem 2.1 carries over to the weakly balanced case. However, the following example shows that the converse of Corollary 2.2 does not hold.
Then, of course, the clusterings C 1 = (1, 0, 0), (0, 1, 1) , C 2 = (0, 1, 1), (1, 0, 0) , C 3 = (1, 1, 0), (0, 0, 1) , C 4 = (0, 0, 1), (1, 1, 0) , and C 5 = (1, 1/2, 0), (0, 1/2, 1) are feasible. The corresponding gravity vectors are
Note that c 5 is in the interior of Q ± . However, the dissection P = (]∞, 0], [0, ∞[), which is, of course, a (centroidal) power diagram, is strongly feasible for C 5 .
The above example also shows that a result similar to that of Lemma 4.1 does not hold for bounded-shape partition polytopes. In fact, (−1, 1) T is a vertex of the associated bounded-shape partition polytope but corresponds to C 1 , C 3 , and C 5 . These clusterings are not only different but also behave differently in terms of their separation properties; C 1 and C 3 do have the strict Voronoi property, while C 5 does not. We will close this section by showing that the gravity body behaves differently. 
of amount α that simultaneously, for l = 1, . . . , p − 1, moves a fraction δ j l of the point
,
for all such l. If p ≥ 3, the same argument as in Lemma 4.1 again yields a contradiction.
So suppose (without loss of generality) that our path exchange is of the form Of course, the proof of Corollary 2.5 now follows with the same argument used in the proof of Corollary 2.2.
Next we characterize the global maxima of ϕ over Q. We will show that a norm maximal clustering with respect to . K ω j x j . Downloaded 07/24/17 to 129.187.254.46. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Theorem 5.5 and Corollary 5.6 can be viewed as a characterization of feasible clusterings that are "most separated" with respect to the total linear intercluster distance. Of course, it is simple to define other notions of best separation. For instance, if one asks for maximal stability of a clustering C with respect to changes of the sites of a corresponding power diagram, one is led to a normal to c(C) that is "at maximal distance" to the boundary of N (C).
6. Final remarks. In addition to their direct application to clustering, the results of the present paper suggest studying properties of the classical 0-1-partition polytopes which "live" in R mk , in the typically much lower-dimensional space R d of the points X themselves. As an example note that for X = {1, . . . , m} and m = k, the corresponding 0-1-incidence polytope lies in R m 2 and the gravity polytope (as the natural presentation of the permutahedron) lies in R m , while X ⊂ R. Hence we can, in principle, study properties of this 0-1-partition polytope by analyzing dissections of the real line.
