The study of functional brain networks has grown rapidly over the past decade. While most functional connectivity (FC) analyses estimate one static network structure for the entire length of the functional magnetic resonance imaging (fMRI) time series, recently there has been increased interest in studying time-varying changes in FC. Hidden Markov models (HMMs) have proven to be a useful modeling approach for discovering repeating graphs of interacting brain regions (brain states). However, a limitation lies in HMMs assuming that the sojourn time, the number of consecutive time points in a state, is geometrically distributed. This may encourage inaccurate estimation of the time spent in a state before switching to another state. We propose a hidden semi-Markov model (HSMM) approach for inferring timevarying brain networks from fMRI data, which explicitly models the sojourn distribution. Specifically, we propose using HSMMs to find each subject's most probable series of network states and the graphs associated with each state, while properly estimating and modeling the sojourn distribution for each state. We perform a simulation study, as well as an analysis on both task-based fMRI data from an anxiety-inducing experiment and resting-state fMRI data from the Human Connectome Project. Our results demonstrate the importance of model choice when estimating sojourn times and reveal their potential for understanding healthy and diseased brain mechanisms.
Introduction
For each subject, four 15 minute fMRI scans with a temporal resolution of 0.73 seconds and a spatial resolution of 2-mm isotropic were available. The 185 preprocessing pipeline followed the procedure outlined in Smith et al. [28, 29] . 186 Spatial preprocessing was applied using the procedure described by [30] . ICA, 187 followed by FMRIBs ICA-based X-noisefier (FIX) from the FMRIB Software 188 Library (FSL) [31] , was used for structured artifact removal, removing more 189 than 99 percent of the artifactual ICA components in the dataset. Group 190 spatial ICA was then used to obtain a parcellation of 50 components that 191 cover both the cortical surfaces and the subcortical areas. Global signal 192 regression was not employed. The parcellation was used to project the fMRI 193 data into 50 time series. 194 The fMRI time series (size: number of participants × number of scans × 195 number of time points × number of ICA components = 820 × 4 × 1200 × 50) 196 were standardized so that, for each scan, subject, and ICA component, the 197 data have a mean of 0 and SD of 1. To assess and compare the performance of the HMM versus the HSMM, 201 we analyzed three different simulated data sets. The first data set was de-202 signed to evaluate the performance of each model when the true sojourn times 203 are longer and the signal to noise ratio in the BOLD response variables is 204 relatively large. The second was designed to evaluate the performance under 205 the same sojourn times, but with a smaller signal to noise ratio. The third 206 was designed to compare the two model choices when state switching times 207 are very quick and the signal to noise ratio is large. 208 Each of the sets of simulated data consisted of 100 subjects, 1000 time 209 points, 10 components, and 4 states. For each data set, the true sequence of 210 states was drawn via both a transition probability matrix and each state's 211 sojourn distribution. The sojourn distributions in data sets one and two were 212 Poisson distributed with λ = 20, 30, 40, and 50 for states 1,2,3 and 4 respec-213 tively. In the second data set, the sojourn distributions were geometric with 214 p = 0.3, 0.4, 0.1 and 0.7. After the true state sequences were randomly drawn 215 under these distributions, resting-state fMRI time series data was simulated 216 from the four states using SimTB, a Matlab fMRI simulation toolbox [32] . 217 The 4 states and 10 components were identical to those used in [6] . Gaussian 218 noise was added to the simulated time series in data sets 1 and 3 with a 219 standard deviation of 0.1, as was done in [6] . Additional noise was added to 220 data set two (standard deviation of 0.6 Under these assumptions, the complete data log-likelihood for a single subject, assuming there are K network states, can be written * (µ 1 : K , Σ 1 : K , P, π) = logf (s,ỹ)
The first term is based on the conditional distribution of the observed BOLD signal vector given the underlying k th hidden network, which takes on a Gaussian distribution:
The second term is based on a transition probability matrix, denoted P ,
254
where the probability at the i th row and j th column represents the probability 255 of transitioning from network state i to state j (i.e. p ij = P (S t = j|S t−1 = i)).
256
The third term is the distribution of the network state at the first time point.
257
In practice this is typically represented as a vector π. 258 2.5. Hidden Semi-Markov Modeling
259
An extension to the HMM is the hidden semi-Markov model (HSMM), which allows the underlying latent process to be a semi-Markov chain. In a standard HMM, the sojourn time (i.e. number of consecutive time points in a state) distribution for a given state is implicitly geometrically distributed [24] . To see why this is true, consider the probability of spending u consecutive time points in state k once state k is entered, which is given by
This implies that the probability of remaining in a given state decreases as the sojourn time increases. Therefore, more weight is placed on shorter 261 consecutive time points in a given state. We hypothesize that this may not 262 always be appropriate in the context of FC analysis.
263
The HSMM differs from the standard model in that the sojourn time is 264 explicitly defined in the model, and therefore, able to be estimated. If this is the case, it is important to have an accurate estimate, instead of 275 one forced to be geometrically distributed.
276
The complete data log-likelihood of the HSMM for a single subject, assuming there are K unique network states, can be written as * (µ 1 : K , Σ 1 : K , P, π, d 1:K (u)) = log f (s,ỹ) 
where the summation is over all possible hidden network sequences, 
where F low and F high are the distribution functions of the low and high scoring 733 groups respectively. In the simple case, a KL divergence of 0 indicates that 734 we can expect very similar behavior from both distributions, whereas a KL 735 divergence of 1 indicates that the two distributions behave in such a different 736 manner that the expectation given the first distribution approaches zero.
737
The Philentropy R package was used to calculate the KL divergence.
738
To determine if the difference we are seeing is meaningful, we performed 739 a permutation test. We randomly permuted the group labels on the n = 200 0.046, 0.032, and 0.026). Of course, adjusting for multiple testing, where the number of tests is 12, would yield larger p-values. However, we present 754 these results as an illustration of the ability to extract potential meaningful 755 information from the sojourn distribution.
756 Figure S8 in the supplement presents the three estimated states. States Figure S9 in the supplementary material), show that the empirical 776 sojourn distributions between the two groups differ for state 1 (p-value = 777 0.01). However, none of the other states' sojourns distributions significantly 778 differ between the two groups. These results support our prior conclusion 779 that the attention groups differ in their sojourn times for state 1, given that 780 they agree with our previous results. However, questions remain as to why 781 we aren't seeing empirical evidence of a difference in states 3 and 12. The 782 increased noise from having to perform multiple steps to arrive at the em-783 pirical sojourn times (i.e. estimating the HSMM parameters, estimating the 784 most probable sequence of states for each subject, and then estimating the 785 empirical density from these state sequence estimates) may potentially be the 786 reason, but this is something that will need to be explored in future work.
787
We also investigated whether there were any differences between groups 788 in the geometric sojourn distributions fit directly from a standard HMM. We 789 did not find any significant difference between the two groups in the estimated sojourn distributions nor did we see any group difference when comparing the 791 empirical sojourn distributions for each state after fitting a standard HMM.
792
We believe this is potentially due to the geometric distribution not being the 793 best fit to the data, and therefore obscuring any real differences in sojourn 794 times.
795

Discussion
796
The study of functional connectivity (FC), or the undirected association 797 between two or more fMRI time series, has come to the forefront of research 798 efforts in the field of neuroimaging. While many of the brain connectivity 799 analyses performed to date estimate a single static network structure for the 800 length of time a subject is scanned, there is growing evidence that valuable 801 information is obtained by estimating several networks over shorter time pe-802 riods. In other words, it is desirable to estimate at which time points subjects 803 are switching network states, as well as the network states, themselves.
804
There are several existing approaches towards assessing time-varying con-805 nectivity. These include using sliding window correlations [6], change point 806 models [8, 9, 10] , wavelet transform coherence [5] , time series models [11, 12] , 807 and switching vector autoregressive models [13, 15] . In recent years, hidden 808 Markov models (HMMs) have also proven to be a useful modeling approach 809 towards assessing FC. HMMs make the assumption that the time series data 810 at each brain region can be characterized via a series of hidden/latent brain 811 states. However, HMMs are limited by their implicit assumption that the so-812 journ distribution, the distribution of the number of consecutive time points 813 in a state, is geometrically distributed. When this assumption is not an 814 accurate representation of the data, one may obtain an inaccurate estimate 815 of the state sequence on a subject-by-subject basis. More specifically, the 816 model will place an unrealistic amount of weight on quicker state switches.
817
In this paper, we propose a more principled and flexible approach us-818 ing hidden semi-Markov models (HSMMs) when the true distribution of the 819 sojourn times is either unknown or suspected to not be geometrically dis-820 tributed. That is, we propose using HSMMs to find each subject's most 821 probable series of network states and the graphs associated with each state.
822
The HSMM does not implicitly assume a geometric sojourn distribution for 823 each state. Rather, it allows one to explicitly model and estimate the sojourn 824 distributions by inserting an additional term into the likelihood function.
825
In some task-based experimental paradigms, it may be the case that a geometrically distributed sojourn distribution is well motivated and is a rea-827 sonable fit for the data. For example, one could imagine a task requiring 828 subjects to rapidly switch attention, where it would be beneficial to assume 829 a higher probability for quick transitions. However, in many experiments, 830 this may not be the case. In the anxiety provoking experiment [27] but also allows for individual differences. We plan to develop a mixed-effects 860 HSMM framework in future work.
861
To conclude, the HSMM framework affords a flexibility that the HMM 862 framework does not. It allows for direct modeling and estimation of the sojourn distribution for each state instead of assuming a geometric distribution, which has the potential to significantly impact results when estimating Figure 10: (Top row) Estimated sojourn distributions of the high and low sustained attention scoring groups for three states that revealed group differences. (Bottom row) Permutation test results obtained from permuting group labels and computing KL divergence between the estimated sojourn distributions for each group. The vertical line in each plot depicts where the observed group KL divergence group fell with respect to the null distribution.
