with the above mentioned result of Tricomi for a real-valued function (Theorem 1) and a generalization to a possibly discontinuous function (Theorem 1.1).
§3 is concerned with the structure of the set of subsequential limit points of the sequence of iterates {Am(x)}%=x, where A: 5->-S is continuous and 5 is a nonempty metric space. The main result is Theorem 2, which, under suitable hypotheses, asserts that the set of subsequential limit points of the sequence of iterates is a closed and connected subset of the set of fixed points of A.
§4 contains a variation of Theorem 2, namely Theorem 3, whose conclusion states that either the sequence of iterates {Am(x)}m = x contains no convergent subsequence, or limm^" Am(x) exists and is a fixed point of A.
§5 is devoted to applications of the preceding results (in particular, Theorem 3). Theorem 4 is related to the results of Edelstein [3] and Krasnosel'skiï [9] ; while Theorem 5 is connected with the work of Fridman [10] .
Finally, §6 contains some further modifications of Theorems 2 and 3, involving the additional hypothesis of "asymptotic regularity" of Browder and Petryshyn = \A(p + I)-p\ < \(p + L)-p\ =1, a contradiction. Thus, L must be zero, and the proof is complete. Tricomi [7, p. 2 and p. 6 (Osservazione)] remarks that his result is valid regardless of the existence of the derivative of A, or even the continuity of A. Along these lines, a seemingly stronger version of Theorem I holds, in which A is not required to be continuous, but a higher order iterate Ak is required to be continuous (as will be seen from the proof, this theorem amounts to k applications of Theorem 1). Proof. If k=l, then the present theorem reduces to Theorem 1. Suppose, for definiteness, that ki2. It will now be shown that the hypotheses of Theorem 1 hold for the continuous function Ak. Clearly, Ak takes the interval a<x<b into itself, and Ak(p)=p. Hypothesis (ii) of Theorem 1.1 implies \Ak(x)-p\ S \Ak-\x)-p\ g á \A(x)-p\ < \x-p\ whenever a<x<b and x#/>. Since the last inequality is strict, one has that \Ak(x)-p\ < \x-p\ whenever a<x<b and xj^p.
Let x be such that a<x<b. Then Theorem 1, applied to the continuous function Ak, gives that linv.,.*, Amk(x)=p. Now, replacing x by A(x), A2(x),..., Ak~1(x), in succession, in the last equation, one obtains that lim Amk + i(x) = p, j = 0,l,...,k-l. Clearly, this implies that the number F, which appears in the proof of Theorem 1, must be zero.
Remark 2. Theorem 1 remains valid, with similar reasoning, when the open interval a<x<b is replaced by a closed interval aSxSb, or even by a half-closed interval (either a S x < b or a < x S b). As a matter of fact, the interval aSxSb may be replaced by any closed set S of real numbers. The only modification in the argument occurs in showing that the number p+L belongs to S (which, in the case of the interval a<x<b, was done by means of the inequalities a<p<p+L< Am'(x) < b). In the case of a set S, one sees that p+L belongs to S because A takes S into S, lim^» Am<(x)=p+L, and S is closed. It is in this last form, involving a closed set S, that a generalization of Theorem 1 will be given in §3.
Remark 3. The previous theorems have been concerned with a single fixed point p. It is natural to ask whether similar theorems hold when the set of fixed points, call it F(A), may consist of more than one point. It seems reasonable, in these circumstances, to replace condition (ii) by
for a<x<b, x <£ F(A), which clearly reduces to (ii) when F(A) consists of exactly one point. It is this condition which will be employed in Theorem 2 of §3, which can be thought of as a generalization of Theorem 1. However, if one replaces condition (ii) of Theorem 1.1 with condition (ii*), then the resulting proposition need not be true when F(A) consists of more than one point, as the following example shows. Define A on the interval -2<x<2 as follows:
The function A takes the interval -2<x<2 into itself and is not continuous. On the other hand, the function A2: 3. The main result. Let A : S -> S, where 5 is a nonempty metric space. For brevity, the following notation will be employed throughout the sequel. Let F(A) denote the set of fixed points of A, that is, F(A) = {x e S \ A(x) = x}. Also, d(x, F(A)) will denote the distance between the point xe S and the set F(A), that is,
Further, for xe S, ¿F(x) will denote the set of subsequential limit points of the sequence of iterates {Am(x)}%=1, that is, ¿F(x) is the set of all yeS such that v=1^,^00 Ami(x) for some subsequence {Am<(x)}j°= x of the sequence {Am(x)}%=x. As usual, a subset K of S will be said to be compact if every sequence of points from K contains a subsequence which converges to a point in S. Theorem 2. Let A: S-> S be continuous. Suppose (i) F(A) is nonempty and compact; (ii) for each xe S, with x$F(A), one has
Then, for x e S, the set ¿F(x) is a closed and connected subset of F(A). Either IF(x) is empty, or it contains exactly one point, or it contains uncountably many points. In case FF(x) is just one point, then limm_"o Am(x) exists and belongs to F(A). In case £F(x) is uncountable, then it is contained in the boundary of F (A).
Proof. 1. If SF(x) is empty, then there is nothing left to prove. Therefore, throughout the rest of the argument it will be supposed that £F(x) is nonempty. If x £ F(A), or if Ak(x) e F(A) for some integer ki 1, then limm^oe Am(x) exists and belongs to F(A), and the theorem is true. Therefore, it will also be supposed throughout the remainder of the argument that Am(x) $ F(A) for every z« = 0, 1, 2,.... Then, the sequence of positive numbers {d(Am(x), F(A))}™= i is a decreasing sequence, because, from (ii),
for zzz= 1, 2,... ; hence, limmJCC d(Am(x), F(A)) exists and is nonnegative.
2. ¿P(x) is a subset of F(A). Let {Am<(x)}¡%x be a convergent subsequence of {Am(x)}™=1. If it were true that lim^» Am>(x) $ F(A), then one would have that, by the continuity of the distance function d, the continuity of A, and (ii),
which is a contradiction, since limm_oe d(Am(x), F(A)) exists. Consequently, lim^» Am'(x) e F(A), and hence ä'(x)^F(A).
Notice also that, since lim^^ Am<(x) e F(A), it follows that
this means that the sequence {d(Am(x), F(A))}^=1 decreases to zero. 3. ¿?(x) is closed. All that this amounts to is that "a limit point of limit points is also a limit point". Suppose that {yi}tLx is a convergent sequence of points of ¿P(x), with jj = lim;_oc Amu(x), for z=l,2,..., converging to a point y e F(A).
It has to be shown that y actually belongs to ¿P(x). Let £>0. There exist positive integers J(e, i) (z'= 1,2,...), such that d(y" Amu(x)) < {e, j g J(e, i), i = 1,2,....
Define the sequence of numbers {k(i)}¡°=1 by recursion, where k(l)=J(e, 1), and k(i+l) = min {j | J(e, i+ l) S j < co, mum < mi + XJ} for 7=1,2,.... Upon setting «i=/niiWi" i= 1,2,..., one has that the sequence of numbers {«¡}r=i is an increasing sequence. Also, there exists a positive integer 7(e) such that d(y,yt)<^e whenever iä 1(e). Then the subsequence of iterates {An>(x)}^Lx converges tó y, because, for all z'^7(e), Since the function A is continuous on the closed and compact set F(A), it has a property that may be described as "being uniformly continuous with respect to F(A) on the set R = F(A)v{z | z = Am(x), 15m<oo}".
(The set F, it is to be noticed, need not he compact.) More precisely, for every e>0, there exists 8(e)>0 such that, whenever y e F(A) and z e R, with d(y, z)< 8(e), then one has Then, (this can be seen at once, for, given a positive integer mxiM such that d(Ami(x),Sx) <^d(Sx , S2), there always exists an integer m2>mx such that d(Am2(x), S2) <^d(Sx, S2); then n can be chosen to be one less than the smallest such m2). But, since
it would have to be true that
Thus, the hypothesis that ,SC(x) = Sx u S2, with Sx and S2 closed, nonempty, and disjoint, has been shown to lead to a contradiction.
5. 3?(x) is empty, a single point, or uncountable. Since ¿F(x) is already known to be closed, connected, and compact, the desired conclusion follows from known reasoning (see, in particular, the argument in R. L. Moore [11, p. 11, Theorem 15;  p. 30, Theorem 44]). However, the special situation which is of interest here requires, for completeness and clarity, a detailed proof.
It will be shown that if IF(x) contains two or more points, then it contains uncountably many points. Suppose, contrary to what one wants to prove, that ¿F(x) is countable. Since IF(x) is connected and contains two or more points, it must contain a countable infinity of points. Let px,p2,... denote the (distinct) points of ¿F(x). Since ï£(x) is connected, each point pn is a limit point of the set £F(x).
A Cauchy sequencepni,pn2,..., where nx<n2< ■ ■ -, will now be extracted from £F(x). The sequence of positive integers nx, n2,..., and an auxiliary sequence of positive numbers rx,r2,..., will be defined by recurrence. Let nx = l and rx = l. Define n2 to be the smallest integer n > nx such that d(pn, pni) < rx (since pni is a limit point of IF(x), there are infinitely many such points />"). Let the real number r2 he such that 0 < r2 < | min d(pi,pnA. XSi<n2 [January Suppose that nk and rk>0 have been defined, by recurrence, for some integer k ^ 1. Then nk + x is defined to be the smallest integer « > nk such that d(pn, pnk) < rk. Also, let the real number rk + 1 be such that 0 < rk + 1 < \ min d(pupnk + 1).
In order to see that the sequence of points pnv p"2,... is a Cauchy sequence, it is to be noticed first that, from the definition of nk and rk, it follows that, for k^l, d(pnk + i,pnit)<rk. Similarly, from the definitions of nk + x, rk + x, and nk, d(Pnkt2,Pnk + 1) < rk + x < ±d(Pnk+1,Pnk) < rk/2.
By induction, for any 7=1,2,..., one has d(Pnk,i,Pnk+i-1) < rJV-1.
From this, together with the triangle inequality, it now follows that
for /Vä 1 and all/= 1,2,.... Since rk rfc_j rx _ 1 rk+1 < 2" < 22 < < 2* -2^' it follows that limt_co rfc = 0. This, together with the immediately preceding inequality, shows that the sequence of points pnv p"a,... is a Cauchy sequence. The Cauchy sequence pni,pn2, ■ ■ ■ will now be used to show that ¿P(x) cannot be countable. Since £P(x) is compact, the sequence pni, pn2,... contains a convergent subsequence which converges to a point p of ¿P(x) (because ¿P(x) is closed). Since the sequence is a Cauchy sequence, the entire sequence must converge to p, that is lim^oc p"k=P-But p e £t?(x), therefore p=pN for some positive integer A. There exists a positive integer k^2 such that N<nk. But,
On the other hand, for the same integer k just considered, one has d(Pnk+),Pnk) < 2rk, j = 1,2,..., as was shown before. Hence,
contradicting the inequality at the end of the last paragraph. Therefore, ¿P(x) cannot be countable.
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for m = 1, 2,.... Further, since ¿F(x) is nonempty, one has, by (ii) and part 2 of the proof, that the sequence {d(Am(x), pm)}%= x decreases to zero. Also, since ¿F(x) consists of a single point p e F(A), there is a subsequence {Ami(x)}¡% j with limi_00 Ami(x)=p. It has to be shown that the whole sequence of iterates {Am(x)}™= x converges to p. This will be done by first showing that the sequence {pm}" = 1 converges to p.
Suppose that the sequence {pm}%=x does not converge to p. Then there is a positive number e0 and a subsequence {pki}?= x such that
Since pkteF(A) for ¿-1,2,..., and F(A) is compact, the subsequence {pk)fLx must contain a convergent subsequence (which, for convenience, will again be denoted by {pk}?= i). Let q = limi^cc pki, where q^p and q e F(A). Then
Hence, lim^^ Akt(x)=q, which means that also qe£F(x), and ¿F(x) contains at least two points p and q. This contradiction shows that liiUm.,,,, pm=p. Now, one has that
However,
m-* oo m-. co which gives limm_o" Am(x)=p.
FF(x), if uncountable, lies in the boundary ofF(A).
A point y e S is a boundary point of a set K if, for every £ > 0, there are two points, one in K, and one not in K, with both points at a distance less than e from y. Since F(/l) is closed, every boundary point of F(A) belongs to F(A) ; and a point y in F(A) is a boundary point of F(A) if and only if, for every e>0, there is a point not in F(A) at a distance less than e from y.
Suppose £F(x) is uncountable. Then x ^ FL4) and Am(x) $ F(A) for m = 1, 2,..., because IF(x) contains more than just one point. Let y e £F(x)^F(A). There is a subsequence of iterates {Amt(x)}^i such that lim^a, Amt(x)=y. But Am<(x) <£ F(A) for /'= 1, 2,.... Therefore y is a boundary point of F(/l).
Remark 4. It is natural to seek to relax condition (ii) and to inquire how far the conclusion of the theorem remains unaltered. Suppose that the strict inequality in (ii) is replaced by
xeS.
[January Take A to be a rotation through an angle of 180° about the origin in the Euclidean plane F2, which obviously has the origin as its only fixed point. This simple example shows that, under the modified hypothesis, it may happen that not only does iP(x) contain points outside F(A), but also that ¿P(x) is not connected. However, under an additional hypothesis, the conclusion of Theorem 2 can still be preserved, while still weakening (ii) as indicated above. This will be shown in §6. Corollary 2.1. Suppose that to the hypotheses of Theorem 2 one adds the assumption that, for some xeS, the sequence of iterates {Am(x)}%=1 contains a convergent subsequence. Then ¿t°(x) is a nonempty, closed, and connected subset of Proof. Since the sequence of positive numbers {d(Am(x), FF4))}™=1 is nonincreasing, and F(A) is nonempty and bounded, the set of iterates is contained in the closed and bounded set
Hence, the sequence of iterates must contain a convergent subsequence.
Remark 5. Although in FB, the set SF(x) is never empty (see Theorem 2 (FB)), it may happen in some spaces that =S?(x) is empty. In seeking to construct an example, one is naturally led to consider first a real Hubert space, with unit orthonormal base vectors ex, e2,.... It seems reasonable that one will obtain a function of the desired kind by first defining its value at each en to be en + x (that is to say, a "shift" operator), and then extending its definition to the whole Hubert space by linearity. The set of fixed points of this function consists of the zero vector alone. But such a function does not satisfy condition (ii); because, for example, the image of eu which is e2, has the same norm as ex. However, a slight modification leads to the following example.
Let ax, a2,... be a strictly increasing sequence of positive numbers such that Therefore, the sequence {^m(x)}m = i cannot contain any subsequence which converges to the zero vector, and JSf(jc) must be empty. Remark 6. In one dimension, the conclusion of Theorem 2 (En) can be restated in an equivalent, seemingly stronger form: 
It is of interest to notice that, when S= [a, b] in Theorem 2 (Ex), hypothesis (i) of that theorem is automatically fulfilled; hypothesis (ii) implies condition (j); and the conclusion of Theorem 2 (Ex) is just condition (jj). That hypothesis (ii) implies condition (j) may be seen as follows. If x $ F(A) and A(x) e F(A), then A2(x) = A(x)=£x, which is (j). On the other hand, if x $ F(A) and A(x) <£ F(A), then d(A2(x), F(A)) < d(A(x), F(A)) < d(x, F(A)),
which gives A2(x)=/=x, as desired.
Remark 7. It is of interest to observe that when 5 is a closed convex set in En, and the function A is a continuously differentiable function satisfying a "norm condition" of the form \\(8A,/8Xi)\\ < 1, one can deduce from Theorem 2 (F") a result concerning "points of attraction for iterations with several variables" (for details and bibliography see Ostrowski [ 
8, p. 119, Theorem 18.1]).
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The following Theorem 2k is concerned with an iterate Ak, rather than with A itself. Thus, Theorem 2k generalizes Theorem 2, in the same way in which Theorem 1.1 generalizes Theorem 1.
Theorem 2k. Let A:S~+S, where S is a nonempty metric space, and Ak is continuous for some positive integer k. Suppose (i) F(Ak) is nonempty and compact; (ii) for each x e S, with x $ F(A), one has
Then, for xe S, the set IFk(x) of subsequential limit points of the sequence of iterates {Amk(x)}¡¡¡=1 is a closed and connected subset of F(Ak). Further, for x e S, the set IFx(x) of subsequential limit points of the sequence of iterates {Am(x)}m = x is the union of the k closed and connected sets ¿Fk(A'(x)), where j=0, I,..., k-l.
That is, <Fx(x) = tí 2>k(A\x)).
Proof. From Theorem 2, applied to the function A", it follows that SFk(x) is a closed and connected subset of F(Ak). Therefore, it only remains to prove the "formula" for ¡Fx(x).
First it will be shown that &i(x) 2 U ¿?k(A<(x)).
= 0
If ^k(A\x^) is empty for every ,/=0, I,...,k-l, then there is nothing to prove. Therefore, suppose that, for some OSjSk-l, SFk(As(x)) is nonempty, and let z e SFk(A\x)). Then there exists a sequence of iterates {Am'k + i(x)}?Lx which converges to z. Hence, zeSFx(x). That is, for each /'=0, 1,..., k-l for which SFk(A\x)) is nonempty one has ¿Fk(Aj(x))^&x(x).
Next it will be shown that &x(x) S U K(A'(x)).
If ¿Fx(x) is empty, then there is nothing to prove. Therefore, suppose that ¿Fx(x) is nonempty, and let z £ &x(x). Then there exists a sequence of iterates {Amt(x)}?Lx which converges to z. There is an infinite subsequence of {m¡}," 0 which is contained in one of the k infinite sequences {mk+j}%.o, j = 0,1,..., k-l. Proof. Each set ¿Pk (A'(x)),j=0, 1,. .., k-1, is a closed and connected subset of F(Ak). Therefore, each SCk(AJix)) must be empty or consist of one point. But, by Theorem 2k, &Ax) = U ^k(A¡(x)), 1 = 0 which gives the result.
Remark 8. The simple example of Remark 3 serves to illustrate Theorem 2k and Corollary 2fc.l. In this example, k = 2, the set F(A2) is the interval -1 ^xá + 1, and the set &x(x), for 1 < jjcj <2, consists of the two numbers -1 and +1. Thus, the set 3?x(x) is not connected, but is the union of the two connected sets ¿P2(x) = {-1} and &2(A(x)) = { + l}. 4 . Variations. The following theorem is a variation of Theorem 2, in that hypothesis (i) of Theorem 2 is weakened, hypothesis (ii) of Theorem 2 is strengthened, and the conclusion of Theorem 2 is strengthened. Specifically, in hypothesis (i), the assumption that the set of fixed points F(A) is compact will be removed; while hypothesis (ii) will be replaced by a "uniform" condition, (iiu), uniform with respect to the fixed point set F(A); and the conclusion of Theorem 2 is strengthened to the assertion that &(x) is either empty or consists of exactly one point. Further, since p¥=q, one must have Am(x) i F(A) for m=l,2,-But now condition (iiu) gives (since q e F(A))
which, since lim^«, d(An'(x),q) = 0, implies that liiUi-,«, Am'¡(x)=q, contradicting p¥=q. Consequently, £F(x) contains at most one point. Remark 9. Consider again the example given in Remark 5, following Theorem 2 (FB). This example shows that the possibility that £F(x) is empty cannot be excluded from the conclusion of Theorem 3. Corollary 3.1. Suppose, in addition to the hypotheses of Theorem 3, that, for some xe S, the sequence of iterates {Am(x)}" = 1 contains a convergent subsequence. Then limm_oe Am(x) exists and belongs to F(A). Thus, under the above assumptions, the process of successive approximations, starting from x, converges to a fixed point of A. In brief, in the present terminology, Edelstein assumes that £F(x) + 0, and that "A is a contraction with respect to 5", and he deduces from this that JF(x)qF (A) and that 3?(x) consists of a single element. On the other hand, the present Theorem 3 assumes that F(A)^ 0 and that "/Í is a contraction with respect to FF4)", and concludes that £P(x)<^F(A) and that £P(x) is either empty or consists of a single point.
5. Applications. Corollary 3.1 may be used to prove the following theorem, which for A = \, reduces to a theorem of Edelstein [3] ; which, in turn, is an improvement of an earlier theorem of Krasnosel'skiï [9] . In Edelstein's own notation, the theorem in question may be formulated thus: Proof. Take S=K in Corollary 3.1. The set of fixed points of A coincides with the set of fixed points off. Since K is closed and convex, and f(K) is compact, it follows by Schauder's theorem that the set of fixed points of/is nonempty. Hence, condition (i) of Theorem 3 holds.
Letp be a fixed point of/ i.e.,f(p)=p.
Then, from the assumed Lipschitz condition satisfied by/ one has \f(x)-p\\ S ||*-p|| ; hence, using the definition of A,
However, by the triangle inequality,
Taken together, the last two inequalities yield ||>l(;e)-p|| S \x-p\\. If jc is not a fixed point of/ then x#p, arid the open line segment joining the points x and f(x) must, by strict convexity, be contained in the open sphere of radius \\x-p\\ and centered at p. Since A(x) is an interior point of this line segment, one has ||y4(x)-p|| < ||x-p\\. Hence, condition (iiu) of Theorem 3 also holds. Let xe K. The closed convex hull of the set Kx u {x} is compact, by a theorem of Mazur [13] . Since the sequence of iterates {Am(x)}m = x is contained in this closed convex hull, this sequence must contain a convergent subsequence. Thus, all the hypotheses of Corollary 3.1 are fulfilled.
The following application of Theorem 3 seems to be of interest. It should also be remarked that the inequality appearing in condition (ii) below is reminiscent of the inequality 0 < Re (Tx-Ty, x-y), x,yeH, which defines the " monotonicity " of a function F on a Hubert space H to itself; see Browder [14] and Minty [15] . < Il*-Pll2> using hypothesis (ii). Thus, with S=H, and d(u, v)=\\u-v\\, the function A satisfies the hypotheses (i) and (iiu) of Theorem 3. Consequently, for x0eH, the sequence {/ím(x0)}"=1 either contains no convergent subsequence, or limn,-,«, Am(x0) exists and belongs to F(A), which is just a rewording of the conclusion of Theorem 5.
Two examples will now be given, illustrating the two possible alternatives occurring in the conclusion of Theorem 5.
Example 1. This example shows that the sequence {xm}%=0 may contain no convergent subsequence. Let the function A be as in the example immediately following Theorem 2 (F"). Define F by Tx = x-A(x) for xeH. Since A(x) = 0 only for x=0, it follows that Fx = 0 only for x=0. Recall that \\A(x)\\ < ||x|| for x^O. Then one has When applied in this particular instance, the conclusion of Theorem 5 only gives an alternative, that is, either {xm}%=0 converges or else it contains no convegent subsequence. However, it will now be shown that, actually, the sequence {xm}m = o converges (strongly). Suppose that Tp=y, and let Then, for x e S, the set ¿¡f(x) is a closed and connected subset of F(A). Either ¿P(x) is empty, or it contains exactly one point, or it contains uncountably many points. In case ¿P(x) is just one point, then limm_oe Am(x) exists and belongs to F(A). In case ¿P(x) is uncountable, then it is contained in the boundary of F (A).
Proof. The essential differences between this proof and the proof of Theorem 2 are:
(1) From (iiw) it follows that the sequence of nonnegative numbers {d(Am(x), F(A))}™= i is nonincreasing for any xe S (recall that, in the proof of Theorem 2, this sequence is strictly decreasing whenever x is such that Am(x) $ F(A) for «i = 0, 1,2,...); so that A(z) = z, and thus z e F(A). In several places in the proof of Theorem 2, other than part 2, use is made of the fact that {d(Am(x), F(A))}%=1 is decreasing to zero. In all these places one can now use the fact that {d(Am(x), F(A))}%=1 is nonincreasing and tends to zero (provided ¿P(x) is nonempty).
It is to be noticed that, in the proof of Theorem 2, part 4, the preliminary argument amounts to showing that (iii) holds, under both hypothesis (ii) and the assumption that ¿P(x)J= 0. Hence, in the present theorem, this preliminary argument is avoided, simply by assuming (iii). However, if hypothesis (ii) holds, but ¿P(x)= 0, it may happen that (iii) does not hold, as may be seen from the example of Remark 5 following Theorem 2. Hence, hypothesis (ii), by itself, does not imply hypothesis (iii) .
Theorem 3.1 below is obtained from Theorem 3 upon adding hypothesis (iii), while replacing (iiu) by the weaker hypothesis (iiuw) (see below). Proof. This proof follows from the proof of Theorem 3, in almost the same way as the proof of Theorem 2.1 followed from that of Theorem 2.
Remark 13. In case S is a Banach space, it follows from Theorem 3.1 that ¿F(x) is either empty or a single element, so that the sequence {Am(x)}%=x either has no (strongly) convergent subsequence or it converges (strongly) to an element of F(A). It is of interest to notice that, under the two additional assumptions (a) for each x, y e S, one has \\A(x) -A(y)\\ S \\x-y\\ ; (b) the function I-A, where / is the identity, maps bounded closed subsets of S into closed subsets of S.
Browder and Petryshyn [5, p. 574, Theorem 6] have proved that the sequence {Am(x)}m = x converges (strongly) to an element of F(A). That is to say, in these circumstances the possibility that £F(x) is empty is excluded.
In order to exclude the possibility that IF(x) may be empty in Theorems 2.1 and 3.1, one needs to assume something along the lines of Browder and Petryshyn's condition (b). The purpose of the following lemma is to give a sufficient condition which guarantees that ^F(x) / 0. Lemma. Let A: S-> 5 be continuous. Suppose (iii) for each xe S, one has lim d(Am + 1(x), Am(x)) = 0; m-* oo (iv) the (continuous) real-valued function f defined by f(x) = d(A(x), x)for xe S, has the property that f maps bounded closed subsets of S into closed sets of real numbers.
Then, for x e S, whenever the sequence {Am(x)}™=x is bounded, the set ¿F(x) is nonempty.
The next theorem shows that, while retaining the weaker hypothesis (iiuw) of Theorem 3.3, the hypothesis (iv) of Theorem 3.3 can be weakened to that of Then, for x e S, limn,..«, Am(x) exists and belongs to F(A).
Proof. The proof is identical to the proof of Theorem 6 of [5], since only (iiuw) is used in the argument there. Remark 14. It will now be shown that hypothesis (iv) of Theorem 3.3 implies hypothesis (ivw) ,of Theorem 3.4. Suppose, in accordance with (iv), that / maps bounded closed subsets of F into closed sets of real numbers. Let C be a bounded closed set in F. Then, by (iv), the setf(C) = {\\(I-A)(x)\\ | x £ C} is a closed set of real numbers. But, the norm function is a continuous function on B to the real numbers, while the set/(C), by (iv), is a closed set of real numbers. Consequently, the inverse image of the set/(C), with respect to the norm function, namely, the set (I-A)(C), must be a closed subset of B. But this means that every bounded closed set C is mapped by I-A into a closed set, which is just hypothesis (ivw) of Theorem 3.4.
It is of some interest that the hypothesis of asymptotic regularity, together with the assumption that A(S) is compact, enables one to prove a theorem whose conclusion is that of Theorem 2, save for the fact that I£(x) cannot now be empty. This observation is formalized in the next theorem. Then, for xe S, the set ¿F(x) is a nonempty closed and connected subset of F(A). Either ¿F(x) contains exactly one point or it contains uncountably many points. In case ¿F(x) is just one point, then limm_00 Am(x) exists and belongs to F(A). In case FF(x) is uncountable, then it is contained in the boundary of F(A).
Proof.
(1) The sequence of iterates {Am(x)}%=1 is a subset of the compact set A(S). Therefore, £F(x) is nonempty.
