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Countercurrent Processes. IV. A New Approach to Distillation 
Column Calculation* 
E. STANLEY LEE+ AND PAUL LEE: 
Department of Electrical Engineering, University of Southern California, 
Los dngeles, California 90007 
By treating the multicomponent distillation column as a nonlinear boundary 
value problem in difference equations, various different computational algo- 
rithms can be developed. Some of the typical algorithms are discussed and 
used to solve some examples. It is shown that this basic concept combined with 
quasilinearization form a powerful approach for solving multicomponent 
distillation column design problems. 
1. INTRODUCTION 
In an earlier paper [I], the quasilinearization technique was used to solve 
multicomponent distillation problems. We wish to show in this paper that 
the approach used earlier is only a special case of a fairly general concept. 
By the use of this basic and simple concept, many different algorithms can 
be developed for solving distillation column design problems. A multi- 
component distillation problem is essentially a multipoint or mixed point 
boundary value problem in difference equations. If there are 111 components, 
the system can be represented by m first order difference equations with m 
unknowns or independent variables. Any of the parameters such as composi- 
tion, flow rates, or temperature can be treated as the unknown variables. 
However, there are only m unknown variables. All other variables must be 
considered as a function of the m unknown variables. In the earlier paper, 
the m compositions were considered as the unknown variables. In this work, 
various other parameters will be considered. For example, the (m - 1) 
liquid phase concentrations together with the total liquid phase tlow rate 
can be considered as the m unknown variables. Since the total liquid phase 
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flow rate appears as an algebraic quantity, an interesting problem which 
involves the simultaneous solution of both difference and algebraic equations 
is obtained. 
Another interesting aspect concerns the question of just which stage should 
be considered as the final stage for calculation purposes, or, at which stage 
the calculation should be commenced. Physically, either the condenser or 
the reboiler can be used for this purpose. However, traditional calculation 
methods frequently use the feed stage as the final stage. It is shown in this 
work that if the system is considered as a nonlinear boundary value problem 
in difference equations, the calculations can commence or end at any stage 
provided that appropriate adjustment is made in establishing the boundary 
conditions. In the second section, the problem is solved by considering the 
feed stage as the two end stages. The boundary conditions are established 
based on matching the feed stages. 
Once the various parameters are explored, various algorithms can also be 
developed based on the various available techniques for solving difference 
equations, Two approaches have been discussed in the earlier paper. Another 
approach, namely, the use of the explicit solution of the linearized equation, 
is explored. It is shown that the same convergence rate is obtained. However, 
the troublesome problem of obtaining particular and homogeneous solutions 
has been avoided. This is discussed in the last section. 
2. TOTAL LIQUID FLOW RATE AS AN UNKNOWN VARIABLE 
Using the conventional nomenclature for distillation column [2], one can 
obtain the following well-known overall and individual material balances 
for the rectifying and stripping sections. 
L(n)+D= V(n+l)+hF, (14 
L(n) x,(n) + Dxi, = v(n + 1) Yi(n + 1) + AFxif , (lb) 
i = 1, 2,..., m, n = 1, 2 ,... , N, where the subscripts f and D denote the 
feed and distillate streams, respectively. The plates are numbered consecu- 
tively down from the top of the column to the reboiler. The condenser 
is assigned the number zero, and the reboiler the number (N + 1). The 
symbols V(n) and L(n) denote the total molal rates at which the vapor and 
liquid streams leave plate n, and yi(n) and xi(n) denote the mole fraction of 
component i leaving plate n in the vapor and liquid phases, respectively. 
There are m components in the system and 
x = 0, n = 1, 2,...,f - 1, 
1, 
(2) = a=f,f+l ,e.., N, 
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where F and D denote the total molal rates in the feed and distillate streams, 
respectively. The enthalpy balances for the rectifying and stripping sections 
are 
111 IT& 
L(n) x sj(n) h,(n) + D C .rjdjD + Qc 
j=l j=l 
IIt I#/ 
= r,-(tz + 1) c >Pj(rz j- 1) Hj(n + 1) -+ X 2 F.vjrkjf , (3) 
j=l j=l 
with n = 1, 2,..., N. The symbols h,(n) and H,(n) represent the enthalpies 
of the pure component j leaving stage n in the liquid and vapor streams, 
respectively, and QC represents the condenser duty, the net heat removed 
by the condenser per unit time. The equilibrium relationships are 
y&z) = k&z) x,(n), i = 1) 2,.. .) m, If = 1, 2 ,... , s -t I. (4) 
Following conventional assumptions, we shall assume that the following 
quantities are specified: the flow rate, the thermal condition and composition 
of the feed, the number of plates, the feed plate location, and two other 
variables. These two other variables can be any two of the three variables, 
D, L(O), and I-(l). Notice that when any two of the three variables are 
specified, the third one can be obtained by using the equation 
L(0) + D = P(1). (5) 
For a distillation column with a total condenser, the equation for the 
zeroth stage or condenser can be represented by 
q(O) = kj( 1) Xj( I), i = 1, 2 ,..,, m - 1. (6) 
Equations (l), (3), (4) and (6) represent (2r~z + 2) equations. The (2~2 $~ 2) 
unknowns are L, I’, xi(n), and v,(n), i = I, 2 ,..., m. The variables k, h, and 
Hare functions of temperature which, in turn, is a function of the composi- 
tions. In an earlier paper [l], xi(n) was considered as the unknown and the 
other unknowns were eliminated by combining the above equations. In this 
work, we wish to consider xi(n), i = I, 2 ,..., WI - 1, and L(n) as the m 
unknowns. The variables I’ and 3ri can be eliminated by substituting Eqs. (I a) 
and (4) into Eqs. (lb) and (3): 
gi(n) = [L(n) + D - XF] k&z + 1) .a$ + 1) - L(n) xi(n) - Ds;(O) 
+ XFx;, = 0, i = I, 2 ,..., (m - l), nxzl7 , -,..., N, (7) 
,y,,,(n) = [L(n) -c D - AF] 5 kj(n + 1) H&z + 1) xi(?z + 1) 
i=l 
- L(n) 2 xj(n) h,(n) - D 5 xj,hf, - 0, + h f Fxjjhif = 0, 
jsl i=l j=l 
72 = 1) 2 )..., iv. (8) 
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m-1 
x&) = 1 - c Xj@) 
j=l 
the unknown x,Jn) can be eliminated from Eq. (8) and we have 
&(4 = [W + D - w 4% + 1) - 44 B(n) 
(9) 
= Dp(O) -0, + h F FXj,h, = 0, 
j=l 
with 
a(n> = km(n) Hni(n) + 1 (xj(nNkj(n) Hj(n) 
I=1 
m-1 
PCn> = Mn) f jz (xdn)[hj(n) - hm(n>l)* 
where the relationship for a total condenser 
“Vi(O) = XiD = Ti(l) 
has been used. 
n = 1, 2 ,..., N, (10) 
- b?(n) fL@m (11) 
(12) 
(13) 
Equations (7) and (10) represent m nonlinear first order difference equa- 
tions. The m unknowns are L(n) and x,(n), i,= 1,2,..., (m - 1). The param- 
eters D, F, xif , and h, are given values. As has been discussed earlier, the 
variables k(n), h(n), and H(n) are implicit functions of xi(n) through the 
temperature T(n). The condenser duty Qe can be obtained by using enthalpy 
balance around the condenser. For a total condenser, this enthalpy balance 
equation is 
Q, = V(1) 5 Xj(O)[Hj(l) - hj(O)]* (14) 
j=l 
Using Eq. (9) to eliminate x,(O), we have 
Qc = WWm(1) - M0)l 
WI-1 
+ v(1) C xj(0)[Hj(l) - hj(“) - Hnt(l) + hm(“)l* (15) 
2.4 
It is interesting to note that Eqs. (7) and (10) are first order difference 
equations in xi(n) only. The unknown L(n) appears as an algebraic quantity, 
not as a first order quantity. Both x(n) and x(n + 1) appear in Eqs. (7) and 
(10) but only L(n) appears in these equations. Since L(n) is only an algebraic 
quantity, only (WI - 1) boundary conditions are needed. In other words, 
IMBEDDING IN DISTILLATION. IV 567 
no boundary condition is needed for L(n). These (m - 1) boundary condi- 
tions can be obtained by using the individual material balance around the 
entire column 
FXif = DX~(O) + Bx,(N + l), i = 1, 2 ,..., (m - 1). (16) 
Equations (7), (lo), and (16) constitute a nonlinear mixed boundary value 
problem. This system can again be solved by quasilinearization [3, 41. 
Equations (7) and (IO) can be represented symbolically by the vector equation 
gw%~(~), u(n + 1)) = 0, n = 1 ) 2 ,...) X, (17) 
where s represents an (m - l)-dimensional vector with elements a+r , .rZ ,..., 
~,,-r . The vectors g and u(n + 1) are m-dimensional vectors with compo- 
nents g, , g, ,..., g,,, and ~r(n + l), .r,(n + 1) ,..., .r,,,-,(n I l), L(n), respec- 
tivelv. Equation (17) can be linearized as 
+ Juh+1)[%+1(~ + 1) - an + 1)l = 0, (181 
where the subscript K represents the previous Rth iteration and (k f 1) 
represents the current iteration. Only variables with subscripts (K T 1) are 
the unknowns. The Jacobian matrix J+) represents partial differentiation 
of the functiong with respect to .~(n). Notice that lZtO) and /,(,) are mx(m - 1) 
matrices and ]a(71--1) represents an ‘WZ x m matrix. ,411 the elements of the 
Jacobians are known quantities and are functions of the previous ith iteration 
only. For example, the elements for the Jacobian Ja(n+l) arc 
;4$j = [L(n) + D - XF] k,(n + 1) 6,, ) jjEl? -,..., 112 - 1, (19) 
L I 
TLg = k,(n + 1) Xi(lZ + 1) - r,(n), i = 1 , 2 )... , m - 1) (20) 
Q%&> ’ 
-___ = %.x.;(n i 1) ( L(n) + n - hF][kj(n + 1) Hj(n + 1) - k,,(N + l)H,,,(?Z $- 1) 
where 
Sij = 1, i =j, 
= 0, i A.i. 
(23) 
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To find an expression for aT/ax, the following bubble point temperature 
equation can be used. 
Un) + ,z xAn)[ki(n> - km(nll = l, (24) 
where Eq. (9) has been used in the bubble point temperature equation to 
eliminate am. The elements for the other two Jacobians can be obtained 
in a similar manner. 
Notice that in the linearization in obtaining the Jacobian elements, several 
approximations have been made. As has been discussed in an earlier paper [I], 
these approximations are necessary in order to simplify the linearized equa- 
tion. This is primarily caused by the complicated expression resulting from 
the implicit differentiation with respect to temperature. These approxima- 
tions are that both &(n) and H,(l) are not considered in the linearization. 
Notice also that the terms R,(n) H,(n) and h,(n) are not considered in the 
partial differentiation of a(n) and j?(n). All nonlinear terms should be con- 
sidered in the linearization. However, practical experience indicates that if 
the nonlinear term k,(n) is also considered in the linearization, the particular 
and homogeneous solutions result in unreasonably large or small numbers, 
and no convergence can be obtained. Because of this incomplete linearization, 
the convergence rate is slowed down, and the quadratic convergence property 
is partially lost [3, 41. However, as we shall see in the numerical results, 
even with this incomplete linearization, a fairly fast convergence rate is still 
obtained. Since R&z) is not linearized, Eq. (6) is a linear equation. 
The general solution for the linear Eqs. (18) and (6) can be represented by 
m-1 
3ci.7~+1(~) = Xip.k+l(n) + C ujxii~j,P+l(nh 
j=l 
i = 1, 2 (25) - 
,..., 
m 1, n = 0, 1, 2 
,..., 
N + 1, 
where p represents the particular solution and h represents the homogeneous 
solution. The symbol a represents the integration constants. Since L(n) 
appears as an algebraic quantity, the solution for L(n) is 
Gc+1(4 = Lt+1@4 II = 1, 2 ,... , N, (26) 
provided that exactly correct values of xi(O), i = 1,2,..., m - 1, are used 
as the initial condition for the particular solution. Since ~~(0) represents 
unknown quantities whose values are the desired results, some approximate 
values must be used for ~~~(0). Thus, Eq. (26) is not exactly correct until 
convergence is obtained. To avoid this difficulty, any reasonable set of 
IMBEDDING IN DISTILLATION. IV 569 
values are used for ~~~(0) and during the first few iterations the following 
equation is used to obtain the solution of L(n). 
LkLl(n) = Ln,k+l(n) + C ajLhj,k-l(n), ?I = 1, 2 (... , A-. (27) 
j=l 
In actual computation, Eq. (27) was used during the first five iterations and 
Eq. (26) was used during the iterations after the fifth iteration. The (llz - 1) 
integration constants can be obtained by substituting Eq. (25) into the 
boundary condition Eq. (16). The integration constants aj are the only 
unknowns in the resulting equations. Once the a’s are obtained, the general 
solution can be obtained by using Eqs. (25)-(27). Notice that since L(n) 
appears as an algebraic quantity, there are only (m - 1) integration constants. 
Numerical Results 
To illustrate the approach and also to compare the results with the litera- 
ture, the problem solved by Holland [2] and also solved by Noh and Lee [1] 
is solved. The problem has five hydrocarbon components. The numerical 
values arc 
N = 9, Slf == 0.05, 
f = 5, N *f = 0.15, 
F = 100, xaf = 0.25, (28) 
D = 48.9, m,, = 0.20, 
l’(l) = 175, S5f = 0.35. 
The feed is boiling point liquid. The symbols s r , s., ,..., .x5 correspond to 
the mole fractions of CsH, , i-C,, n-C,, i-C, , and n-C, , respectively. The 
enthalpies H and h, and the equilibrium constant K, have been correlated 
as functions of temperature by Holland [2]. The initial conditions used to 
obtain the particular and homogeneous solutions are listed in Table I. For 
TABLE I 
Initial Conditions Used for Obtaining the Particular and Homogeneous Solutions 
with L(n) as One Unknown Variable 
Homogeneous solution 
Particular 
Variable solution 1 2 3 4 
%(O) 0.05 0.3 0.2 0.2 0.2 
F?(O) 0.15 0.2 0.3 0.2 0.2 
.44 0.25 0.2 0.2 0.3 0.2 
x,(O) 0.20 0.2 0.2 0.2 0.3 
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the homogeneous solutions, these initial conditions were used for all the 
iterations. However, since we wish to obtain the solution for L(n) simul- 
taneously, the initial conditions for the particular solutions listed in Table I 
were used only for the first iteration. For the second and later iterations the 
general solution of the previous iteration for tl = 0 is used as the initial 
condition of the particular solution for the current iteration, or 
%7,lr+dO) = Xi.k(Oh i = 1, 2 ,..., (m - l), (2% 
for iteration number k = 1, 2,... . To start the iteration, the feed composition 
is used as the initial approximation for xi(n), or 
x1,1*&) = 0.05, x*,~=()(n) = 0.15, 
x~,~&) = 0.25, x14*&z) = 0.20, (30) 
for all n, In other words, constant profiles are used as the initial approximation 
for x,(n). For L(n), the initial approximation used is 
L,,+,&) = 126.1, 12 = 1,2 ,..., f - 1, 
L,,,(n) = 226.1, n = f,f + l,..., N. (31) 
In other words, L(0) is used as the initial approximation for L(n) in the 
rectifying section and L(0) + F is used in the stripping section. The con- 
vergence rates of the distillate composition and temperature are listed in 
Table II. The convergence rate of L(1) is also listed in the table. As can be 
seen from the table, in spite of the very rough initial approximations used, 
a five digit accuracy in composition is obtained in eleven iterations. This 
convergence rate is faster than that obtained in an earlier paper [I] where 
TABLE II 
Convergence Rates of xi(O), T(O), and L(1) with L(n) as One Unknown FFariable 
Iteration QY 49 x3(0) x4(0) L(1) T(O) 
-_______ --___ 
0 0.05 0.15 0.25 0.20 126.2 184.63 
1 0.15848 0.38567 0.47323 0.00035 127.4 131.74 
2 0.14396 0.36011 0.47354 0.04940 103.2 135.73 
3 0.09626 0.29336 0.47239 0.06811 120.3 149.24 
4 0.10560 0.30207 0.46633 0.06113 125.3 147.18 
5 0.10246 0.29987 0.47036 0.06733 124.8 147.68 
6 0.10219 0.29980 0.47117 0.06909 123.9 147.68 
7 0.10220 0.29989 0.47173 0.07068 123.1 147.63 
8 0.10220 0.29994 0.47207 0.07168 122.4 147.60 
9 0.10220 0.29997 0.47223 0.07219 122.1 147.59 
10 0.10220 0.29998 0.47229 0.07241 121.9 147.58 
10 0.10220 0.29998 0.4723 1 0.07249 121.9 147.58 
12 0.10220 0.29998 0.47232 0.07250 121.9 147.58 
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15 iterations are needed to obtain a five digit accuracy. Furthermore, since 
only (m - l), not m, homogeneous solutions are needed, the computation 
time required is also reduced. 
3. BOUNDARY CONDITIONS AT THE FEED STAGE 
Instead of using overall individual material balance as the boundary 
condition, and considering the complete column as one multistage process, 
feed stage matching (which is used frequently in classical approaches) can 
also be used. In this approach, the top and bottom plates are considered as 
one continuous multistage process, and the process ends at the feed plate. 
Thus, the boundary conditions must be established based on feed plate 
conditions. 
For the stripping section, material and enthalpy balances around the 
reboiler and any plate rr give 
L(” - 1) = P-(n) + B, (32) 
L(?z - 1) x&z - 1) = l’(n)y&) + Bx,(N + l), (33) 
L(fZ - 1) 5 bXj(?Z - 1) hj(?l - 1) + Q, z Tl(?Z) f yj(?Z) H,(n) 
j=l j=l 
L B fJl "j(N + 1) hj(N + l), 
(34) 
with i = 1, 2,..., m and n =f,f+ l,..., (-V + 1). Overall enthalpy balance 
gives 
,1c 
Q, +F 1 xjrhj, = Qc + B 5 sj(N + 1) k&V + 1) 
j=l j-l 
+ D f rj(O)hj(O). (35) 
j=l 
Eliminating Qs , L(n - l), V(n), and 37,(n) by combining Eqs. (4), and 
(32)-(35), we have 
Si(4 = B[k&) xi(n) - “i(N + l)] 
‘i ,zl Xj(tz) kj(7z) H,(n) - f x,(n - 1) hj(?z - l)] 
j=l 
- [k,(n) x,(n) - x,(n - l)] 
x [ Qc - F,tl “jthjf + D I!1 4O)hj(O) + B ,il ~j(n)kj(n)H,(n)] = 0, 
i = 1, 2 ,..., m, n =f,f+ l,..., N+ 1. (36) 
409/54/2-18 
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The equation for the rectifying section has been obtained in an earlier 
paper [l]: 
gi(TZ) = [ki(?Z + 1) Xi(?Z + 1) - Si(O)] f LYj(?Z) hi(n) 
j=l 
+ [xi(O) - Xi(n)] 1 kj(n + 1) Xj(ti + 1) Hj(n + 1) 
j=l 
+ [xi(n) - Ki(n + 1) xi(n + I)] [(Qc!D) + f cyj(0) h,(O)] = 09 
j=l 
i = 1, 2 ,..., m, 11 = I,2 ,..., f - 1. (37) 
For a total condenser, the zeroth stage or condenser equation is 
g,(O) = Xi(O) - hi(l) Xi(l) = 0, i = 1, 2 ,... , m. (38) 
In order to calculate both the condenser and the reboiler stages from the 
same assumed initial conditions, the following overall individual material 
balances can be used. 
FXif = OXi + Bx,(N + I), i = 1, 2 ,... , m. (39) 
Equations (36)-(39) constitute m nonlinear first order difference equations 
representing the entire column. The m unknowns are xi(n), i = 1,2,..., m. 
Notice that Eq. (39) is equivalent to a first order difference equation. The m 
boundary conditions can be obtained by matching the results at the feed 
stage. Since the feed is boiling point liquid, we have 
Uf 1 xi(f) = h(f) %i(f )I i = I, 2 ,..., m, (40) 
where f(f) denotes the results obtained from Eq. (36) in the stripping section 
by calculating up from the reboiler and x(f) denotes results obtained from 
Eq. (37) in the rectifying section by calculating down from the condenser. 
The condenser duty QC can be eliminated by using Eq. (14). 
This system of nonlinear difference equations can again be linearized by 
quasilinearization. Equation (36) can be represented symbolically by the 
vector equation 
g(x(O), x(n - l), x(n), W + 1)) = 0, 71 =f,f + I)..., N+ 1, (41) 
where the g and x’s represent m-dimensional vectors. Equation (41) can be 
linearized as 
g, + Jz(&,+1(0) - %m + Jdn-d%+l(n - 1) - %:(n - 111 
+ Jz(n)h+l(~) - 491 + Jdiv+1)h+d~ + 111 = 0. (42) 
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The Jacobians / in the above equation can be obtained in the same manner 
as that discussed earlier by partial differentiation. Equation (37) can be 
represented symbolically as 
g@(O), x(n), “+ + 1)) = 0, 11 I= ] -7 ,“,...,f- I, (43) 
which can be linearized in a similar manner. 
In linearizing the above equations, Ki and H,(l) are again not considered 
in the linearization. Since Kj is not considered in the linearization, Eq. (38) 
represents a linear equation. The general solution for Eqs. (38) (39), (41), 
and (43) are 
?il 
.vi,l+l(4 = %%k+&) + 1 %~ihi.k&)r 
j=l 
i = 1, 2 . . . . m, 12 =0,1,2 )... ,.vt1. (44) 
Substituting Eq. (44) into the boundary condition, Eq. (40), a system of 
equations with aj as the unknowns are obtained. The integration constants 
a’s can be obtained by solving this system of equations. Since k is an unknown 
quantity, the value of k of the previous iteration is used in Eq. (40). Because 
of this approximation, the convergence rate is slower than that obtained in 
the previous section. 
TABLE III 
Initial Conditions Used for the Feed Stage Matching Problem 
Homogeneous solution 
Particular 
Variable solution 1 2 3 4 5 
- __~._____ -- 
4)) 0.2 0.3 0.2 0.2 0.2 0.1 
.x?(O) 0.2 0.2 0.3 0.2 0.2 0.2 
%(O) 0.2 0.2 0.2 0.3 0.2 0.2 
.um 0.2 0.2 0.2 0.2 0.3 0.2 
Y5(0) 0.2 0.1 0.1 0.1 0.1 0.3 
The same problem solved in the previous section is solved. The initial 
conditions used to obtain the homogeneous and particular solutions are 
listed in Table III. Feed composition is used as the initial approximation. 
In other words, a constant composition throughout the entire column is 
used as the initial approximation, and using the same numerical values listed 
in Eq. (28), the convergence rates of distillate composition and distillate 
rate listed in Table IV are obtained. Due to the approximation used in 
handling K in the boundary condition (Eq. (40)), the convergence rate is 
slower than that obtained in Table II. 
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TABLE IV 
Convergence Rates of Distillate Composition and Distillate Rate for the 
Feed Stage Match Problem 
Iteration G-3 x*(O) x3(0) x4@) x,(O) D 
0 0.05 0.15 0.25 0.20 0.35 - 
1 0.11175 0.30198 0.40716 0.03110 0.02638 42.95 
2 0.10218 0.29899 0.46408 0.05483 0.03914 46.91 
3 0.10220 0.29903 0.46663 0.06105 0.04321 47.54 
4 0.10220 0.29939 0.46883 0.06537 0.04690 48.05 
5 0.10220 0.29961 0.47017 0.06804 0.04918 48.37 
10 0.10220 0.29994 0.47210 0.07201 0.05262 48.84 
15 0.10220 0.29997 0.47229 0.07243 0.05299 48.89 
20 0.10220 0.29998 0.4723 1 0.07248 0.05303 48.90 
24 0.10220 0.29998 0.47231 0.07248 0.05303 48.90 
4. EXPLICIT SOLUTION OF THE LINEAR EQUATION 
In the above approaches, the superposition principle for linear difference 
equations has been used. The disadvantages in this approach are that particu- 
lar m homogeneous solutions must be obtained and a system of algebraic 
equations must be solved to obtain the integration constants. Thus, the 
approach is not only time consuming but also may encounter ill-conditioned 
problem. 
Since after applying quasilinearization, the difference equations are linear, 
many techniques exist for solving linear difference equations. In this section, 
we shall solve the linear difference equations analytically. The resulting 
explicit expressions can then be used to obtain the unknown boundary 
conditions. 
The equations for the condenser and the rectifying section are given by 
Eqs. (37) and (38). The equation for the stripping section can be represented 
by 
+ [(F/B) xif - (D/B) Xi(O) - xi(n)] 5 kj(n + l)xj(n + l)cj(n + 1) 
j=l 
+ [q(n) - h(n + 1) x,(n + I)l(I/B) 
i = 1, 2 ,... , 112, n=f,f+I ,..., N. (45) 
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Equations (37), (38), and (45) constitute m nonlinear first order difference 
equations. The m unknowns are r,(n), i = 1,2,..., m. The m boundary 
conditions for this nonlinear system are represented by Eq. (39). This 
system can again be linearized by quasilinearization. Equations (37) and (45) 
can be represented symbolically by 
g(x(O), x(n), .v(n + 1)) = 0, 71 = 1, 2,..., SF (46) 
where R and x represents m-dimensional vectors. Applying quasilinearization, 
we havee 
Pk + Ido~[~k+l(o) - ~dO)l + Lh,L%+l(4 - %(41 
+ Js(n+l)[“k+l(n  1) - Sk@ i- 111 == 0, (47) 
where the variables with subscript k are known variables and are obtained 
during the previous iteration. Th e variables were obtained during the 
previous iteration. The variables with (K + 1) are the unknowns. All the 
Jacobians 1 are functions of variables with subscript K. Equation (47) can be 
rearranged into 
S,;+&z -+ 1) = .4(n) N&.(?z) + &z), 12 = 1, 2...., n (48) 
where 
The last equation can be rewritten as 
with 
~(~1 = u(n) .~,+,(o) + .+j (50) 
44 = -I~k+lho) 7 (51) 
+4 = Lk+O[-,Pk + Jdo~.43 + Jdd.~d4 + Jsh+l).4n + 1)l. (52) 
The elements of the Jacobian can be obtained in the same way discussed 
earlier, by partial differentiation. The variables k,(n) and H,(l) are again 
not considered in the linearization. Thus, the zeroth or condenser stage 
Eq. (38) can be written as 
.Yk,1( 1) = =1(O) .%(O) + p(O), (53) 
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where the matrix A(O) is a diagonal matrix with elements 
%(O> = 1Pi,,(l), i =j, 
= 0, i#j, (54) 
and the vector 
p(0) = 0. (55) 
Equations (48) and (53) constitute m linear first order difference equations 
over the entire column. These equations can be solved by simple substitu- 
tions. The solution at n = rz can be represented by 
xk+&z + 1) = A(n) A(n - 1) *‘. A(0) &+1(O) 
+ A(n) A(?2 - 1) **a A(l)p(O) 
+ A(n) A(?2 - 1) a.’ A(2)p(l) 
+ 44 A(n - 1) I+ - 2) 
+ 44 I+ - 1) 
+ i-w (56) 
Substituting Eq. (50) into the above equation, and collecting terms involving 
x,+,(O), we have 
where 
.Yk& + 1) = w ok,, + +>t (57) 
gn) = A(n) A(” - 1) -.- A(0) 
+ A(n) A(n - 1) *** A(1) U(0) 
+ A(n) A(n - 1) .** A(2) u(1) 
+ A(n) A(?2 - 1) u(n - 2) 
+ 4.9 u(n - 1) 
+ u(n), 
7j(n) = A(n) A(n - 1) ... A(1) V(0) 
+ A(n) A(n - 1) *** A(2) a(l) 
+ A(n) A(?2 - 1) V(n - 2) 
+ 44 4n - 1) 
+ 44. 
(58) 
(59) 
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At II = N, Eq. (57) becomes 
x,+,(N + 1) = 5(N) r,+,(O) + y(iv)* (60) 
The only unknowns in Eq. (60) are s~+~(N + 1) and xa+r(0). This equation 
can be combined with the boundary condition Eq. (39) to eliminate one of 
the unknowns. The resulting equation becomes 
Fx, = Dq&O) + B[<(:C')s,+,(O) + T&V)], (61) 
where sI is an m dimensional vector. Since the only unknown in the above 
equation is x,+,(O), the values for this unknown vector can obtained. Once 
.~,~+r(0) is obtained, the values of .~~+~(n) for any n can be obtained by using 
Eq. (57). 
The problem solved in the previous sections are solved through this 
approach. The feed composition is again used as the initial approximation. 
LJsing the numerical values listed in Eq. (28), some numerical experiments 
are carried out. The convergence rates of the distillate compositions are 
shown in Table I*. Since this is essentially the same problem solved in the 
earlier paper except using explicit solution, the convergence rates listed 
Table A- are the same as those listed Table IV of the earlier paper [I]. How- 
ever, since no homogeneous or particular solutions are needed, the present 
approach can avoid many stability problems for highly nonlinear or highl! 
unstable problems. 
TABLE V 
Convergence Rates of Distillate Composition for the Explicit Solution Problem 
-__ 
Iteration .~,(O) XL(O) s:,(O) .43 .v,(Q 
0 
2 
3 
4 
5 
10 
15 
18 
20 
0.05 0.15 0.25 0.20 0.35 
0.09839 0.27334 0.38252 0.03638 0.03161 
0.10301 0.30414 0.46902 0.05736 0.04200 
0.10220 0.29935 0.46958 0.06975 0.05088 
0.10220 0.29967 0.47043 0.0680 1 0.049 IO 
0.10220 0.29978 0.47120 0.07058 0.05144 
0.10220 0.29996 0.47221 0.07228 0.05286 
0.10220 0.29998 0.47230 0.07246 0.05301 
0.10220 0.29998 0.4723 I 0.07248 0.05303 
0.10220 0.29998 0.4723 I 0.07248 0.05303 
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