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Abstract
The class of range concatenation grammars appears to be a convincing challenger as a syntactic
base for various tasks, especially in natural language processing. These grammars are power-
ful, since they strictly contain the class of mildly context-sensitive formalisms, while staying
computationally tractable, since their sentences can be parsed in polynomial time. The output of
their parsers are structures of polynomial size that can be seen as a generalization of classical
context-free shared forest. Moreover, this formalism allows a form of modularity which may
lead to the design of libraries of reusable grammatical components. And, .nally, it can act as
a syntactic backbone upon which decorations from other domains (say feature structures) can
be grafted. In this paper we explore the behavior of range concatenation grammars in counting,
a domain in which bad reputation of other classical syntactic formalisms is well known. This
study leads to some surprising results. c© 2002 Elsevier Science B.V. All rights reserved.
Keywords: Grammar formalisms; Context-sensitive parsing; Shared forests; Parse time
complexity; Grammar modularity; Formal power
1. Introduction
The syntactic formalism of range concatenation grammar (RCGs) is a variant of the
simple version of literal movement grammars (LMGs), described in [1], and is also
related to the framework of LFP developed in [2]. In fact it may be considered to
lie halfway between their respective string and integer versions; RCGs retain from the
string version of LMGs or LFPs the notion of concatenation, applying it to ranges
(ordered pairs of integers which denote occurrences of substrings in an input string)
rather than strings, and from their integer version the ability to handle only (part of) the
input string (this later feature is the key to tractability). The de.nition rules of RCGs,
which can be seen as rewriting rules, are called clauses and apply to composite objects
named predicates which are nonterminal symbols with arguments. These arguments
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denote ranges and a predicate (recursively) de.nes a notion, a property, by specifying
the contents of its ranges.
We have shown in [3] that the positive version of RCGs, as simple LMGs or inte-
ger indexing LFPs, de.nes a class of languages called range concatenation languages
(RCLs) that exactly covers the class PTIME of languages recognizable in determin-
istic polynomial time. Since the rewriting operations of RCGs are not restricted to
be linear or non-erasing, some RCLs are not semi-linear. Therefore, RCGs are not
mildly context-sensitive (MCS) [4] but they are more powerful than, for example, lin-
ear context-free rewriting systems (LCFRS) [5] while staying computationally tractable:
sentences can be parsed in polynomial time. Within the RCG framework, as in the
context-free (CF) case, any sequence of rewriting operations can be represented by
a tree, whose root is the object to be derived from. Such a tree abstracts all possi-
ble rewriting strategies (i.e., top-down, bottom-up, mixed, etc.) and the parent relation
is the only dependence relation. If a tree is rooted at some starting object, and is
complete, we have a parse tree. For a given sentence, as in the CF case [6], the
set of all its parse trees can, in all cases, be packed into a polynomial sized parse
forest.
Besides its power and eBciency, this formalism has many other attractive properties
among which we can mention its closure under both intersection and complement. Since
these closure properties are established without changing the component grammars, we
conclude that RCGs have a form of modularity which may lead to the design of
libraries of reusable grammatical components. And, last, like CF grammars (CFGs),
RCGs can act as a syntactic backbone upon which decorations from other domains
(e.g., feature structures) can be grafted.
This article is divided in two parts. The .rst one is dedicated to the de.nition of
RCGs and to a reminder of their main properties. [Classical syntactic formalisms have
the reputation to be bad at sums.] In the second part, we explore the behavior of RCGs
in counting. This study is performed by means of example languages. Its purpose is
not to show that these languages are RCLs, since they can be realized in polynomial
time on a Turing machine, but mainly how they can be speci.ed in RCGs and at which
(parsing) cost. This last point leads to some surprising results.
2. Range concatenation grammars
This section introduces the notion of RCG and presents some of its properties; more
details appear in [7, 8].
2.1. Positive range concatenation grammars
A positive range concatenation grammar (PRCG) G=(N; T; V; P; S) is a 5-tuple
where N is a .nite set of nonterminal symbols (also called predicate names), T and
V are .nite, disjoint sets of terminal symbols and variable symbols, respectively, S∈N
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is the axiom, and P is a .nite set of clauses
 0 →  1 : : :  j : : :  m
where m¿0 and each of  0;  1; : : : ;  m is a predicate of the form
A(1; : : : ; i; : : : ; p)
where p¿1 is its arity, A∈N and each of i∈(T∪V )∗, 16i6p, is an argument.
In a clause, its left-hand side  0 is a predicate de8nition while in its right-hand side
the  j’s, 16j6m are predicate calls. If the left-hand side of a clause has the form
A(1; : : : ; p), we have an A-clause.
Each nonterminal A∈N has a .xed arity whose value is arity(A). By de.nition
arity(S)= 1. The arity of an A-clause is the arity of A. The arity k of a grammar
(resulting in a k-PRCG), is the maximum arity of its nonterminals. The size of a
clause c=A0(: : :)→A1(: : :) : : : Aj(: : :) : : : Am(: : :) is the integer |c|=
∑m
j=0 arity(Aj) and
the size of G is |G|= ∑c∈P |c|.
In the sequel, lower case letters such as a; b; c; : : : denote terminal symbols, whereas
upper case letters occurring later in the alphabet — such as X; Y; Z — denote variable
symbols.
The language de.ned by a PRCG is based on the notion of range. For a given
string w= a1 : : : an∈T ∗, a pair of integers (i; j) such that 06i6j6n is called a range,
and is denoted 〈i::j〉w, or 〈i::j〉 when w is understood or when it is of no importance.
In 〈i::j〉 i is its lower bound, j is its upper bound and j − i is its size. If i= j, we
have an empty range. For a given w, the set of all ranges is noted Rw. In fact, 〈i::j〉w
denotes the occurrence of the string ai+1 : : : aj in w. Two ranges 〈i::j〉w and 〈k::l〉w can
be concatenated if and only if the two bounds j and k are equal, the result is the
range 〈i::l〉w.
In any PRCG, terminal symbols, variables and arguments in a clause denote ranges.
The empty argument binds to an empty range. A terminal t binds to the range 〈j−1::j〉w
if and only if w= a1 : : : an and t= aj. More generally, the string XY binds to a range
if and only if both X and Y denote ranges that can be concatenated: the concatenation
on strings matches the concatenation on ranges.
For some w∈T ∗, we say that A(1; : : : ; i; : : : ; p) is an instantiation of the predi-
cate A(1; : : : ; i; : : : ; p) if and only if i∈Rw; 16i6p and each symbol (terminal or
variable) of 1; : : : ; i; : : : ; p binds to a range in Rw such that i binds to i, 16i6p.
In a clause, several occurrences of the same variable denote the same range, while
several occurrences of the same terminal symbol may denote diHerent ranges. If, in a
clause, all its predicates are instantiated, we have an instantiated clause.
For example, A(〈g::h〉; 〈i::j〉; 〈k::l〉)→B(〈g + 1::h〉; 〈i + 1::j − 1〉; 〈k::l− 1〉) is an in-
stantiation of the clause A(aX; bYc; Zd)→B(X; Y; Z) if the input string a1 : : : an is such
that ag+1 = a; ai+1 = b; aj = c and al =d. In this case, the variables X , Y and Z are
bound to 〈g + 1::h〉, 〈i + 1::j − 1〉 and 〈k::l − 1〉; respectively. Often, for a variable
X , instead of saying the range which is bound to X , we say, the range X , or even
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instead of the string whose occurrence is denoted by the range which is bound to X;
we say the string X .
For a PRCG G=(N; T; V; P; S) and a string w∈T ∗, a binary derive relation, denoted
⇒
G;w
, is de.ned on strings of instantiated predicates. If "1 # "2 is a string of instantiated
predicates and if # is the left-hand side of some instantiated clause #→", then we
have "1 # "2 ⇒
G;w
"1 ""2.
For a string w∈T ∗ of length n, the range 〈0::n〉w is called initial range. The string w
is a sentence if and only if the empty string (of instantiated predicates) can be derived
from S(〈0::n〉w) (i.e., S(〈0::n〉w) +⇒
G;w
$, where +⇒
G;w
is the transitive closure of ⇒
G;w
). Any se-
quence such as " ⇒
G;w
· · · ⇒
G;w
"′ is a derivation while the sequence S(〈0::n〉w) ⇒
G;w
· · · ⇒
G;w
$
is a complete derivation. The language L(G) de.ned by a PRCG G, is the set of all
its sentences. More generally, for each A∈N , we can de.ne L(A), the language of A.
The arguments of a given predicate may bind to discontinuous or even overlapping
ranges. Fundamentally, a nonterminal symbol A de.nes a notion (property, structure,
dependency, etc.) between its arguments, whose associated ranges can be arbitrarily
scattered over the input string. PRCGs are, therefore, well suited to describe long
distance dependencies. Overlapping ranges arise as a consequence of the non-linearity
of the formalism. For example, the same variable (denoting the same range) may occur
in diHerent arguments in the right-hand side of some clause, expressing diHerent views
(properties) of the same portion of the input string.
Note that the order of right-hand side predicates in a clause is of no importance (in
fact, the right-hand side of a clause is a set of predicate calls rather than a list).
As an example of a PRCG, the following set of clauses describes the 3-copy language
{www |w∈{a; b}∗} which is not a CF language (CFL) and even lies beyond the formal
power of tree adjoining grammars (TAGs) (an introduction to TAG can be found in
[9]).
S(XYZ) → A(X; Y; Z)
A(aX; aY; aZ) → A(X; Y; Z)
A(bX; bY; bZ) → A(X; Y; Z)
A($; $; $) → $
Remark that the set of clauses
S(XXX ) → A(X )
A(aX ) → A(X )
A(bX ) → A(X )
A($) → $
does not de.ne the 3-copy language. In the .rst clause all the occurrences of the
variable X must bind to the same range, thus, the argument XXX , which bind to the
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concatenation of three identical ranges, can be instantiated if and only if X binds to
an empty range. It follows that the only sentence of this language is the empty string.
2.2. Negative range concatenation grammars
A negative range concatenation grammar (NRCG) G=(N; T; V; P; S) is a 5-tuple,
like a PRCG, except that some predicates occurring in the right-hand side have the
form A(1; : : : ; p).
A predicate call of the form A(1; : : : ; p) is said to be a negative predicate call.
A range concatenation grammar (RCG) is a PRCG or an NRCG.
The PRCG (resp. NRCG) term is used to emphasize the absence (resp. presence)
of negative predicate calls.
In an NRCG, the intended meaning of a negative predicate call is to de.ne the
complement language (with respect to T ∗) of its positive counterpart: an instantiated
negative predicate succeeds if and only if its positive counterpart (always) fails. This
de.nition is based on a “negation by failure” rule (see [8] for a more precise dis-
cussion). However, in order to avoid inconsistencies occurring when an instantiated
predicate can derive its own negative counterpart, we prohibit inconsistent derivations
exhibiting this possibility. More precisely, we reject inconsistent grammars in which
inconsistent derivations may occur. Informally, in inconsistent grammars, some sublan-
guage is de.ned as being its own complement as by means of A(X )→A(X ). Thus, in
the sequel, we assume that any NRCG is consistent. However, the decidability of its
consistence is, for an NRCG, an open problem.
2.3. Subclasses
Partly borrowing from [1], we say that a clause is:
• bottom-up erasing (resp. top-down erasing) if there is at least one variable occurring
in its right-hand side (resp. left-hand side) which does not appear in its left-hand
side (resp. right-hand side);
• erasing if there exists a variable appearing only in its left-hand side or only in its
right-hand side;
• linear if none of its variables occurs twice in its left-hand side or twice in its right-
hand side;
These de.nitions extend naturally from clause to set of clauses (i.e., to grammars).
We will assume that RCGs are not bottom-up erasing. In fact we assume a slightly
stronger condition which is: in any clause, each right-hand side argument must con-
tain at least one variable and must be a substring of some left-hand side argument.
This constraint is (abusively) called bottom-up non-erasing (bune) condition. If the
left-hand side predicate of a clause is instantiated, and if all the symbols (elements
of (T ∪V )) of its left-hand side arguments are instantiated, the bune condition im-
plies that all right-hand side arguments are uniquely instantiated. An argument of a
predicate A is termed as universal if and only if, for each instantiated A-clause, all
the other instantiated arguments are subranges of that universal instantiated argument.
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Of course, an argument which is always bound to the initial range is universal. The
bune condition does not restrain the class of grammars since any non-bune RCG
G=(N; T; V; P; S) can be transformed into an equivalent bune RCG G1 = (N1; T1; V1; P1;
S1) as follows.
Let q be the maximum number of non-bune arguments in a clause of G. Except
for S1, each nonterminal symbol in N1 is a nonterminal symbol in N , but its arity is
increased by q. In fact, except for the axiom, each predicate in P1 is equipped with q
supplementary universal arguments. The S1-clause is de.ned by
S1(X ) → S(X; X; : : : ; X︸ ︷︷ ︸
q
)
Each clause in P is transformed into one clause in P1 as follows. For simplicity reasons,
we only consider here the transformation implied by the non-bune single argument 
in:
A( : : :︸︷︷︸
p
) → : : : B(: : : ; ; : : :︸ ︷︷ ︸
r
) : : : ∈ P
Assuming that  is processed with the help of the left-hand side rightmost universal
argument, two cases can occur.
If ∈T ∗, the above clause is changed into
A( : : :︸︷︷︸
p
; : : : ; W1EW2︸ ︷︷ ︸
q
) → : : : empty(E) B(: : : ; E; : : :︸ ︷︷ ︸
r
; : : : ; W1EW2︸ ︷︷ ︸
q
) : : :
while, if  ∈T ∗, it is changed into
A( : : :︸︷︷︸
p
; : : : ; W1W2︸ ︷︷ ︸
q
) → : : : B(: : : ; ; : : :︸ ︷︷ ︸
r
; : : : ; W1W2︸ ︷︷ ︸
q
) : : :
where W1; E and W2 are brand new variables, and the unary nonterminal empty is
de.ned by
empty($) → $
2.4. Parse time complexity
In [8], we presented a parsing algorithm which, for an RCG G and an input string
of length n, produces its parse forest in time linear with |G| and polynomial with n.
The maximum exponent value of this polynomial is called degree of G. This degree
is the maximum number of free (independent) bounds in a clause.
If x= a1 : : : ap is a string on some alphabet, each integer k, 06k6p= |x| is called
a position or a bound of x. If k is a position in x; k¿0; x(k) denotes the symbol
ak . By de.nition, the position 0 denotes the beginning of the string and we can write
x(0)= $.
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When a predicate  =A(1; : : : ; m), m= arity(A) is instantiated in #=A(1; : : : ; m);
j ∈Rw; 16j6m for some w∈T ∗, we can compute, for each position of each argu-
ment j, a mapping to an input index which is a position in w. An item, associated to
an instantiation # of  , is a tuple of the form (A; i01 ; : : : ; i
|1|
1 ; i
0
2 ; : : : ; i
|m|
m ) in which the
.rst component is a nonterminal and the i’s are all input indexes: ikj is the input index
associated to the kth position in the jth argument j of  . Of course, in this case, we
have j = 〈i0j ::i|j|j 〉w; 16j6m.
In fact, the main purpose of our parsing algorithm is to build, for each clause c, from
any instantiation #=A(1; : : : ; m) of its left-hand side predicate  =A(1; : : : ; m), the
set of its items. Then, for each item in this item set, the bune condition guarantees a
unique instantiation of c.
Thus, our parsing algorithm, which is in spirit very close to a classical recursive
descent parser, is organized around a (recursive) boolean function named prdct which
takes as argument an instantiated predicate, say A(1; : : : ; m). As mentioned above, for
each A-clause c, this function computes successively the corresponding set of items.
For each item in this set, the instantiated predicates in the right-hand side of the corre-
sponding instantiation of c are successively used as calling arguments of the function
prdct. Moreover, a tabulation mechanism allows to not re-execute an already executed
instantiated predicate (or clause) and allows to return its value.
If we assume that this tabulation mechanism, as it is usual, takes a unit time, we see
that the time taken by this parsing algorithm is proportional to the number of computed
items. Thus, throughout this article, we take this number of items as a measure of
parse time complexity. These complexities are expressed using Bachmann’s O-notation
(see [10]): O(f(n)) stands for a number whose absolute value is at most a constant
times |f(n)| (abusing this notation, we use O(1) to denote a constant).
For an input string w of length n, the initial call to the function prdct is per-
formed with S(〈0::n〉w) as argument. In order to do that, we must assume that w is
already known (i.e., the input is oH-line) and appears as a global parameter in the
algorithm. Thus, the (linear) time taken by the process which reads and stores the
input string on the (random access) memory is not part of our complexity measure.
The relevance of this harmless remark will appear later on in connection with sublinear
parse times. Moreover, we assume that this reading phase checks that w is a string
in T ∗.
For a language L, de.ned by a bune RCG G, if r is the maximum number of
indexes in an item, the previous study shows that, for an input string of length n (not
necessarily a sentence), the time complexity of the parser for L is O(nr). However,
this upper bound may sometimes be improved by noting that, in an item, the input
indexes are not necessarily independent of each other. This is trivially the case when
two consecutive bounds (positions) in an argument surround a terminal symbol. In that
case the diHerence between the corresponding input indexes in each associated item is
always one. This is also the case when the size of some variable is statically known.
This knowledge can be achieved by a grammar analysis or directly by the prede.ned
predicates of the next Section.
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For a bune k-RCG G, the number of free bounds is less than or equal to d= k +
maxcj∈P vj, where cj is the jth clause in P, and vj is the number of diHerent variables
in the left-hand side predicate of cj. Nonetheless, for any RCG G, the degree d is
the number of its free bounds and the parse time of an input string of length n takes
O(|G|nd).
2.4.1. Prede8ned predicates
In order to make the design of RCGs easier, we have prede.ned a certain number
of nonterminal symbols among which we mention here len, eqlen and eq:
len(l; ): checks that the size of the range denoted by the argument  is the integer l;
eqlen(1; 2): checks that the sizes of the ranges denoted by the arguments 1 and 2
are equal;
eq(1; 2): checks that the substrings of the input text selected by the ranges denoted
by the arguments 1 and 2 are equal.
It must be noted that these prede.ned predicates do not increase the formal power
of RCGs insofar as each of them can be de.ned by a pure RCG. For example, the
predicate call len(1; X ) is equivalent to len1(X ), if the nonterminal len1 is de.ned by
a clause schema such as len1(t)→ $ over all terminals t ∈T .
Their introduction also is justi.ed by the fact that they are more eBciently imple-
mented than their RCG de.ned counterparts and, more signi.cantly that they convey
static information which can be used to decrease the number of free bounds in the
clause in which they occur, and can thus lead to an improved parse time complexity.
For example, the predicate call len(3; X ), indicates that the size of (the range de-
noted by) X is 3; this means that the positions in the arguments before and after any
occurrence of X are not both free. In an analogous manner, eqlen(X; Y ) or eq(X; Y ),
implies that among the four lower and upper positions of X and Y , at most three of
them are free.
2.5. Closure properties and modularity
In [8] we have shown that RCLs are closed under union, concatenation, Kleene
iteration, intersection and complement; the proofs are shown again below.
Let G1 = (N1; T1; V1; P1; S2) and G2 = (N2; T2; V2; P2; S2) be two RCGs de.ning the
languages L1 and L2, respectively. Without loss of generality, we assume that N1 ∩N2
= ∅. Let S be a unary nonterminal not in N1 ∪N2. Consider two RCGs G′=(N1 ∪{S};
T1; V1 ∪{X; Y}; P1 ∪P′; S) and G′′=(N1 ∪N2 ∪{S}; T1 ∪T2; V1 ∪V2 ∪{X; Y}; P1 ∪ P2 ∪
P′′; S) de.ning the languages L′ and L′′, respectively. By careful de.nition of the
additional sets of clauses P′ and P′′, we can get L′′=L1 ∪L2, L′′=L1L2 or L′′=L1 ∩L2
and L′=L∗1 or L
′=L1.
Union: P′′= {S(X )→ S1(X ); S(X )→ S2(X )}
Concatenation: P′′= {S(XY )→ S1(X ) S2(Y )}
Intersection: P′′= {S(X )→ S1(X ) S2(X )}
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Kleene iteration: P′= {S($)→ $; S(XY )→ S1(X ) S(Y )}
Complement: P′= {S(X )→ S1(X )}
In [7], we have shown that the emptiness problem for RCLs is undecidable and that
RCLs are not closed under homomorphism. In fact, we have shown that a polyno-
mial parse time formalism that extends CFGs cannot be closed both under homo-
morphism and intersection and we advocate that, for an NL description formalism,
it is worth being closed under intersection rather than under homomorphism. This is
specially true when this closure property is reached without changing the component
grammars.
Let G1 and G2 be two grammars in some formalism F, their sets of rewriting rules
are P1 and P2 and they de.ne the languages L1 and L2, respectively. We assume that
P1 and P2 are each independent of the other and thus cannot interfere in any way.
We say that F is modular with respect to some closure operation f if the language
L=f(L1; L2) can be de.ned by a grammar G in F whose set of rules P is such that
P1 ∪P2⊆P. The idea behind this notion of subgrammar is to preserve the structures
(parse trees for G1 and G2) built by the component grammars. In that sense, we can
say that CFGs are modular with respect to union operation since, on the one hand,
CFLs have the formal property to be closed under union and, on the other hand, this
union is described without changing the component grammars G1 and G2 (we simply
have to add the two rules S→ S1 and S→ S2). Conversely, CFGs are not modular with
respect to intersection or complement since we know that CFLs are not closed under
intersection or complement. If we now consider regular languages, we know that they
are closed under intersection and complement; however we cannot say that they are
modular with respect to these properties, since the structure of the component grammar
is not preserved in any sense. For example, let us take a regular CFG G, de.ning the
language L, we know that it is possible to construct a regular CFG whose language is
OL, but its parse trees are not related to the parse trees of G.
Following our de.nition, we see that RCLs are modular with respect to union, con-
catenation, Kleene iteration, intersection and complement. We would like to highlight
why it is of a considerable bene.t for a formalism to be modular with respect to
intersection and complement.
Assuming that we have two grammars G1 and G2, modularity with respect to in-
tersection allows us to directly de.ne a language whose set of sentences is L(G1)∩
L(G2), without changing neither G1 nor G2.
Modularity with respect to complement (or diHerence) allows us to handle OL, the
complement of some language L, as easily as L.
If modularity with respect to both intersection and complement holds, we can, for
example, easily model the paradigm “general rule with exceptions”. Assume that we
have some language L which is almost identical to R, except for the subset S, for
which its strings must be replaced by the strings of E (i.e., L=R∩ OS∪E). Within
the RCG formalism, to de.ne L, if we assume that the unary predicates R, F and
E, respectively, de.ne the languages R, S and E, we simply have to add the two
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L-clauses
L(X ) → R(X ) F(X )
L(X ) → E(X )
3. Counting with RCGs
Usually, we say that a formalism can count up to n if it can generate for some n the
language {ak1 : : : akn | k¿0}. For example CFGs are able to count up to 2, TAGs can
count up to 4, whereas indexed grammars (IGs) [11] can count to an arbitrary .xed
number n. Though RCGs can also count to an arbitrary .xed number n, this is not this
de.nition of counting we are talking about in this article. For us, the counting process
refers much more to elementary arithmetic operations (i.e., addition, subtraction, etc.)
that are performed on speci.c devices called counters and which can be used in any
RCG to de.ne some properties of the corresponding language. These counters are
not de.ned by some supplementary mechanism: the grammar designer can decide that
some arguments of some nonterminal symbols are counters. Therefore, from the RCG
formalism point of view, counters do not play any particular role: they are merely
arguments that, like any other argument, bind to ranges. Thus, eventually, counters
values are coded by ranges (i.e., parts of the input string). This means that, in some
cases, the input text plays two roles: as usual the role of sentence, while some part
of it can also play the role of (coded) counter values. This remark implies that only
nonlinear formalisms, as RCGs, can de.ne this notion of counters.
As already mentioned, the purpose of this section is not only to show that some kind
of counting can be performed with RCGs but also to show how they can be performed.
Another goal is to show that this counting mechanism can be eBciently (with respect
to the corresponding parse time complexities) speci.ed. This last point would result in
RCGs that are not as elegant as they could have been. In the sequel, in many examples,
we use RCGs in an imperative way talking for example of initialization clause. This
(usually top-down) vision adopted for explanation purposes must not occult the fact
that the RCG formalism is declarative. For example when we de.ne the nonterminal
[x∗y= z] for the multiply operation, the corresponding clauses de.ne as well the divide,
square and square root operations.
3.1. Counters
In order to perform counting, we must have counters. This part can be played by
predicate arguments: the grammar designer decides that in a certain predicate, some
speci.c arguments are counters. Counters, as all other arguments, are bound to ranges
and the simplest way to assign a value to a counter is to take the size of its associated
range. Doing so, the immediate consequence is that counters are non-negative integers
whose upper limit is bounded by the length n of the input string. We shall see in
Section 3.8 how this constraint can be relaxed, but let us .rst assume that a counter
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is a single dedicated argument. Since the arity of nonterminals is .xed and the set N
is .nite, for a given grammar, the number of its counters is bounded.
With this observation in mind, we see that the same value can be represented by
diHerent ranges. For example, two ranges 1 = 〈i1:: j1〉 and 2 = 〈i2:: j2〉 can be diHerent
though their sizes |1|= j1 − i1 and |2|= j2 − i2 are equal. We can get round this
(somehow unpleasant) property by de.ning a normal form for counters in which the
lower bound (or the upper bound) of the associated range is always a constant, say
i. Then we say that the counter is in normal form at i, or shortly in normal form if
the origin is of no importance. Usually, we take i=0, the lower bound of any initial
range. Thus, the equality of counters in normal form becomes the identity of argument
strings.
In the sequel, in order to simplify the notations, variables whose length h is statically
known will all be denoted by an upper case T together with h as superscript (i.e., Th).
If in a clause diHerent variables have the same length, we provide T with indices.
For example the clause
A(XY; ZW; E) → len(2; X ) len(2; Z) len(0; E) B(: : :) : : :
can be written as
A(T 21 Y; T
2
2W; T
0) → B(: : :) : : :
without any further explanation.
The assignment operation of (the value of) a counter to another counter can be
performed by duplication of the corresponding argument as in
: : : → A(X; : : :)B(X; : : :) : : :
where the .rst arguments of A and B are counters. This operation is allowed because
of the non-linearity of the RCG formalism.
We now show how a counter in normal form at i can be created and initialized with
the value of another counter (not in normal form). In order to do that, we assume the
presence of a universal argument (see Section 2.3) whose lower bound is i. Thus, if
a normal form is required for the .rst argument of B, the value of which must be the
counter located in the .rst argument of A, assuming that the last argument of A is
universal with lower bound i, we can write something like
A(X; : : : ; YW ) → : : : eqlen(X; Y )B(Y; : : :) : : :
The predecessor operation can be expressed by something like
A(XT 1; : : :) → B(X; : : :) : : :
while the successor operation, since bune clauses are required, can be expressed by
A(X; : : : ; W1XT 1W2) → B(XT 1; : : :) : : :
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if the last argument of A is universal. The previous two clauses are both valid for
normal form or non-normal form counters. For normal form counters, the variable W1
can be omitted.
Let us consider a .rst example to illustrate these notions of basic operations on
counters.
3.1.1. MIX
Let MIX be the language whose words are strings of a, b and c, in any order, that
contain the same number of occurrences of each letter
MIX = {w ∈ {a; b; c}∗ | #a(w) = #b(w) = #c(w)}
where #3(w) denotes the number of occurrences of the symbol 3 in the string w.
This language, with a very simple and intuitive characterization, is famous in formal
language theory and has been used in well-known standard exercises. Yet, the place
of MIX in the hierarchy of formal languages is a diBcult problem, it may well be
outside the class of indexed languages (ILs). In [12] the authors have shown that MIX
can be de.ned by a variant of TAGs with local dominance and linear precedence, but
very little is known about this class of grammars, except that, as TAGs and other MCS
formalisms, they satisfy the constant growth property. Below, we show that MIX is
an RCL.
Consider the following set of clauses
1: S(XYZ) → eqlen(X; Y ) eqlen(X; Z) M (X; X; X; XYZ)
2: M (XT 1; Y; Z; aW ) → M (X; Y; Z;W )
3: M (X; YT 1; Z; bW ) → M (X; Y; Z;W )
4: M (X; Y; ZT 1; cW ) → M (X; Y; Z;W )
5: M ($; $; $; $) → $
In the main predicate M of arity four, the three leftmost arguments are counters, each
of them counts (or more precisely counts down) the number of occurrences of a given
letter in an input string: the .rst one counts the a’s, the second one the b’s, and the third
one the c’s. Any input string is examined from left to right and the rightmost argument
holds the suBx of the input string not yet processed. At each step of the derivation
process, the value of the counter for each letter must be the number of occurrences of
that letter in the suBx part. These three counters (in normal form), are all initialized
in clause #1 with the same value, which equals the third of the input string length.
Due to the fact that the eqlen nonterminal is prede.ned, the .rst clause is instantiated
if and only if the length of the input string is a multiple of three and, in that case, the
corresponding instantiated clause is unique and is computed, at parse time, in constant
time. In clauses #2, #3 or #4, if the leftmost letter of the unprocessed suBx is an a, b
or c, this letter is stripped oH that suBx and, if possible, the corresponding counter is
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decreased by one, until, eventually, the three counters are null and the suBx is empty
(clause #5). Each suBx of the input string is examined, once for each possible leading
letter (clauses #2, #3 and #4) and once for emptiness (clause #5). Each of these four
processings takes a constant amount of time but at most one succeeds. In that case, the
corresponding counter is decremented by one (in constant time) and the whole process
is iterated with a smaller suBx, unless this suBx is empty.
Thus, the MIX language is an RCL which can be recognized in linear time.
Of course, we can think of several generalizations of MIX. Below, we examine two
of them, one in which the relation between the number of occurrences of each letter
is not the equality and a second one in which the number of letters is not limited to
three.
As a .rst generalization of MIX, consider the language
MIXxyz = {w ∈ {a; b; c}∗ | #a(w) = kx; #b(w) = ky; #c(w) = kz; k ¿ 0}:
For example, to get the grammar of MIX213, we simply have to change the .rst
clause of MIX (which is in fact the language MIX111) into
1′ : S(X1X2YZ) → eqlen(X1X2Y; Z) eqlen(X1; X2) eqlen(X1; Y )
M (X1X2; X1; X1X2Y; X1X2YZ)
In [13], we have shown that languages such as {apbqcr$w |w∈MIXpqr}, in which
the pre.x of each word, before the dollar character, (dynamically) speci.es the relative
quantities of a, b and c’s, are also RCLs.
The MIX language has been de.ned on the alphabet T = {a; b; c}. We can generalize
MIX to any .nite alphabet T and de.ne the language MIX T : if T = {a1; : : : ; ai; : : : ; a|T |},
we have MIX T = {w∈T ∗ | #a1(w)= · · ·=#ai(w)= · · ·=#a|T |(w)} (remark that MIX =
MIX {a; b; c}). This language MIX T is an RCL that can be de.ned by an RCG in which
the arity of the nonterminal M is |T | + 1: each of its .rst |T | arguments are coun-
ters devoted to a particular symbol of T . In that case, a typical M de.nition for the
processing of the symbol ai would be
M (X1; : : : ; XiT 1; : : : ; X|T |; aiW ) → M (X1; : : : ; Xi; : : : ; X|T |; W )
We can easily see that the corresponding parser still runs in linear time.
A more subtle generalization of MIX is the set
⋃
U⊆T MIX
U . This language is still
an RCL in which the arity of the nonterminal M is now |T |+ 2: each of its .rst |T |
arguments are counters in normal form, the ith counter is devoted to ai. This RCL can
be de.ned by
1: S(T 0Y ) → M (T 0; : : : ; T 0; : : : ; T 0; Y; Y )
: : :
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2i: M (X1; : : : ; Xi; : : : ; X|T |;
aiY; XiT 1Z) → M (X1; : : : ; XiT 1; : : : ; X|T |; Y; XiT 1Z)
: : :
3: M (X1; : : : ; Xi; : : : ; X|T |;
$; W ) → A|T |(X1; : : : ; Xi; : : : ; X|T |)
4|T |: A|T |(X1; : : : ; X|T |−1;
X|T |−1) → A|T |−1(X1; : : : ; X|T |−1)
4′|T |: A|T |(X1; : : : ; T
1X|T |−1; $) → A|T |−1(X1; : : : ; T 1X|T |−1)
4′′|T |: A|T |(X1; : : : ; $; T
1X|T |) → A|T |−1(X1; : : : ; T 1X|T |)
: : :
4i: Ai(X1; : : : ; Xi−1; Xi−1) → Ai−1(X1; : : : ; Xi−1)
4′i : Ai(X1; : : : ; T
1Xi−1; $) → Ai−1(X1; : : : ; T 1Xi−1)
4′′i : Ai(X1; : : : ; $; T
1Xi) → Ai−1(X1; : : : ; T 1Xi)
: : :
42: A2(X1; X1) → $
4′2: A2(T
1X1; $) → $
4′′2 : A2($; T
1X2) → $
The clause #1 initializes the |T | counters of M to 0. The two rightmost arguments
are both initialized to the initial range. The last one is a universal argument that
stays unchanged throughout the M calls. Clause #2i processes the letter ai ∈T . Note
how the universal argument is used to maintain counters in normal form at 0. When
clause #3 is instantiated, the value of each counter is the number of occurrences of the
corresponding letter in the whole input string. Thus, we simply have to check that the
values of each non-null counters are equal. This check is performed by the Ai-clauses.
Each predicate Ai, 26i6|T | is of arity i and examines its two rightmost arguments,
all the others, if any, are passed unchanged to Ai−1. Our checking condition is ful.lled
either when the two last counters are identical (clause #4i) or when one is null (clauses
#4′i and #4
′′
i ).
Since clause #3 is reached in time linear with n while the check on the |T | counters
is performed in constant time (for a given grammar), the corresponding parser has a
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linear time complexity. This result improves a result in [13] in which this language is
recognized in quadratic time.
3.2. Addition, multiplication, . . .
So far, we have seen how basic arithmetic operations can be performed on coun-
ters. The current section is dedicated to more complex operations together with some
applications.
In the sequel, some nonterminal denotations will be surrounded by brackets such
as [ ].
As an example, the result Z of the addition of two counters X and Y can be
performed by the predicate call [x+y= z](X; Y; Z), where [x+y= z] is a nonterminal
de.ned by
[x + y = z](X; Y; Z1Z2) → eqlen(X; Z1) eqlen(Y; Z2)
while the result Z of the multiplication of two counters X and Y can be performed
by the predicate call [x ∗ y= z](X; Y; Z), where [x ∗ y= z] is a nonterminal symbol
de.ned by
[x ∗ y = z](X; YT 1; Z1Z2) → eqlen(X; Z2) [x ∗ y = z](X; Y; Z1)
[x ∗ y = z](X; $; $) → $
Of course, the two previous nonterminals do not really perform an addition or a multi-
plication since their ‘result’ is not an integer counter (predicates are boolean functions
and thus could only play the role of boolean counters). In fact, they merely check,
whether or not the value of their third counter is the sum or the product of the .rst
two counters. To be more precise, when one wants to perform say an addition between
two counters X and Y , one must guess the result in the third counter Z . The previous
predicate de.nitions only check the validity of that guess.
Note that an addition takes constant time. For a multiplication, any given predicate
call [x ∗ y= z](X; Y; Z) delivers its answer (yes or no) in a number of steps which is
bounded by 2 ∗ (1 + min(|Y |; |Z |=|X |)) (there are 1 + min(|Y |; |Z |=|X |) predicate calls
and each predicate call is examined for instantiation by two exclusive clauses and each
of them can be instantiated at most once). Thus its parse time is O(min(|Y |; |Z |=|X |)).
The predicate [x+ y= z] can also be used to perform the subtraction operation: for
example |Y |, the value of the Y -counter is equal to |Z | − |X |. Similarly, [x ∗ y= z]
can be used for a division: |Y |= |Z |=|X |, and the predicate call [x ∗ y= z](X; X; Z)
‘calculates’ the square of |X | or the square root of |Z |.
3.3. Duplication
Duplication is one of the three classical phenomena, together with multiple agree-
ments and cross agreements, that are not context-free and that any MCS formalism
must be able to handle. The simplest duplication phenomenon is usually abstracted by
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the 2-copy language, de.ned over some alphabet T by {ww |w∈T ∗}. This language
can be de.ned by a single clause
[w2](X1X2) → eq(X1; X2)
which is parsed in linear time.
Of course, the k-copy language {wk |w∈T ∗}, for any .xed integer k¿2, can be
de.ned by a single clause
S(X1X2 : : : Xk) →
k∧
i=2
eq(X1; Xi)
which can also be parsed in linear time.
However, if we want a de.nition that works for any k, we can de.ne a ternary
predicate [wk ] whose .rst argument binds to the string w, the second argument is a
counter whose value is k, and the third argument binds to the whole string wk . The
corresponding [wk ]-clauses are much like the previous [x ∗ y= z]-clauses, except that
the substrings X and Z2 must be equal instead of only having the same length.
[wk ](X; YT 1; Z1Z2) → eq(X; Z2)[wk ](X; Y; Z1)
[wk ](X; $; $) → $
We can easily see that the parse time complexity of the call [wk ](X; Y; Z) is O
(min(|X |∗|Y |; |Z |)): if the counter |Y |= k is exhausted .rst, we have performed |X |∗|Y |
letter comparisons of the suBx part of Z and if Z is exhausted .rst, all its constituent
letters have been compared once. Thus, if such a call succeeds, it takes a time linear
with |Z |.
Next we consider the ∗-copy language {w∗ |w∈T ∗}= ⋃k¿0{wk |w∈T ∗}. This am-
biguous language can be de.ned by the following set of clauses:
S(XY ) → [w∗](X; Y )
[w∗](T 1X; Y ) → [w+](T 1X; Y )
[w∗]($; $) → $
[w+](X; YZ) → eq(X; Z)[w+](X; Y )
[w+](X; $) → $
The .rst clause guesses the pre.x part w=X , and checks through the [w∗](X; Y ) calls
that the suBx part Y has the form w∗. At worst, [w+](X; Y ) gives its answer in time
linear with |Y |: the prede.ned eq predicate, in the worst case, has to compare once
each letter of an input string. The total quadratic behavior is due to the fact that the
number of calls [w+](X; Y ) in the .rst clause is linear with n=1 + |X | + |Y |. Thus,
the ∗-copy language is an RCL that can be parsed in quadratic time.
If w∈T ∗, the ∗-copy language is an RCL, but this results still holds if w is more
constrained and in particular if w∈L, where L is an RCL. Assume that L is the
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axiom of the RCG de.ning L, the language {w∗ |w∈L} is an RCL that can be
de.ned by
S(XY ) → [w∗](X; Y )L(X )
Another generalization of duplication we may think of (among many others) is the
|w|-copy language {w|w| |w∈T ∗} in which a string w is duplicated |w| times to form
a word. This language may be seen as a generalized case of the k-copy language for
which we have k = |w|. Thus this language can be de.ned by the clause
[w|w|](XY ) → [wk ](X; X; XY )
in which the two .rst arguments of the predicate call [wk ](X; X; XY ) take the same
value: the .rst one stands for the string w, while the second one is a counter whose
value is initialized with |w|.
Since the parse time complexity of the call [wk ](X; X; XY ) is min(|X |2; |XY |), the
parse time complexity of [w|w|], for an input string of length n is
n∑
|X |=0
min(|X |2; n)
that is O(
∑√n
|X |=0 |X |2 +
∑n√
n n)=O(n
√
n) + O(n2)=O(n2). We shall see in the next
section how this quadratic behavior can be improved.
3.4. Squares and square roots
We have already mentioned how the nonterminal [x ∗ y= z] de.ned in Section 3.2
can be used to calculate a square or a square root. For example, the square language
{w∈T ∗ | |w|=p2; p¿0}, can be de.ned by
[x2](XY ) → [x ∗ y = z](X; X; XY )
This clause cuts, in all possible ways, the input text w, |w|= n into a pre.x part
denoted by X , 06|X |6n and a suBx part denoted by Y and the predicate call
[x ∗ y= z](X; X; XY ) checks whether or not we have |X |2 = n. We already know that,
for each call [x ∗ y= z](X; X; XY ), the predicate [x ∗ y= z] delivers its answer (true or
false) in 1 +min(|X |; |Z |=|X |) steps. Therefore, the total number of steps 6 performed
by the predicate call [x ∗ y= z](X; X; XY ), for all X values, is ∑ni=0(1+min(i; n=i)).
Since min(i; n=i) is equal to i if i6
√
n and is equal to n=i if i¿
√
n, we get 66(n+1)
+
∑√n
i=0 i +
∑n
i=
√
n n=i whose asymptotic behavior is O(n) + O(n) + O(n log n)=
O(n log n). Therefore, the square language can be parsed in O(n log n) time.
For the square language, we can de.ne a more eBcient grammar that is based upon
the following elementary property: the pth perfect square (i.e., p2) is the sum of the
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.rst p odd integers. The following set of RCG clauses uses this property.
1: [x2]($) → $
2: [x2](T 1X ) → [√x](T 1; T 1; X; T 1X )
3: [
√
x](X; P; YT 2Z; PT 1W ) → eqlen(X; Y )[√x](YT 2; PT 1; Z; PT 1W )
4: [
√
x](X; P; $;W ) → $
The empty word is processed by the .rst clause while nonempty input strings trigger the
second clause. The four arguments of each predicate call of the form [
√
x](X; P; Y;W )
have the following meaning: P is a counter whose value is i (we process the ith odd
integer), X is a counter whose value is 2i − 1, the ith odd integer, W is a universal
argument that binds to the whole input string while Y is the suBx of W such that
UY =W and |U |= i2. When eventually the third argument becomes empty in clause
#4, the elementary property shows that the value of the second argument is
√|W |.
Note how in clause #3, the odd integer |Y |+ 2| next to |X | is computed and how the
P-counter is incremented, using the universal argument. If we look at the parse time
complexity of the previous grammar, we can easily see that the length of any derivation
(complete or not), for an input string of length n is 1+
√
n. Since for a given instantiated
predicate there is at most one instantiated clause whose (instantiated) arguments are
computed in constant time, the total parse time for this grammar is O(
√
n).
In other words, there exist some nontrivial RCLs (the square language is not MCS
since it does not possess the constant growth property), that can be parsed in sublinear
time!
Note that the empty right-hand side of clause #4 can be replaced by any conjunction
of predicate calls that wants to exploit the value p=
√|W | of the P-counter and the
whole input string W . For example, if we replace clause #4 by
4′ : [
√
x](X; P; $;W ) → [wk ](P; P;W )
the resulting grammar now (re)de.nes the language {w|w| |w∈T ∗}. The .rst part of
this grammar checks that the length of an input string x is a perfect square, say n=p2,
in time O(p), if it is the case, the call [wk ](P; P;W ) checks that x has the form x=w|w|,
|w|=p, in time linear with n. Thus, the |w|-copy language {w|w| |w∈T ∗} can be parsed
in linear time.
A variant of the |w|-copy language has been introduced in [14]. This language,
de.ned by nonIL1 = {($w)|w| |w∈T ∗ ∧ $ =∈ T}, is interesting because it has been
proved not to be an IL. First note that this language is a simpli.ed version of the
|w|-copy language in the sense that the w slices have not to be discovered but are
explicitly marked by $ signs. This language will help us to study the relationship
between ILs and RCLs. We know that the context-sensitive languages (CS) can be
accepted in exponential time, and that ILs are a proper subfamily of CS. However, it
is unknown whether ILs contain languages that require at least exponential time (in
[15] it is shown that the membership problem for IL is NP-complete). Since RCLs can
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be accepted in polynomial time, if we assumed that there are some ILs that cannot be
accepted in less than exponential time, this would show that these ILs are not RCLs.
But are there some RCLs that are not ILs? The answer would be positive, if we admit
that the MIX language (see Section 3.1.1), as conjectured, is not an IL. A de.nitive
positive answer is proved below by showing that nonIL1 is an RCL. It is de.ned by
the following set of clauses:
1: nonIL1($X ) → A($X; X )
2: nonIL1($) → $
3: A(X; T 1Y ) → [$](T 1)A(X; Y )
4: A($X $Y; $Y ) → B($X; X; $X $Y )
5: A($X; $) → B($X; X; $X )
6: [$]($) → $
7: B(X; YT 1; Z1Z2) → eq(X; Z2)B(X; Y; Z1)
8: B(X; $; $) → $
The purpose of the A-clauses is to compute the leftmost pattern $w and then to initialize
a counter, the second argument of the B predicate, with the value |w|. This counter is
used by the B-clauses to check that the pattern $w, held in the .rst argument, occurs
|w| times in the input string.
We can easily verify that this language is parsed in linear time. Thus we have shown
that, rather surprisingly, some non-ILs can be parsed (very) eBciently. In Sections 3.5
and 3.6, we shall see other non-ILs, that are RCLs nevertheless.
3.5. Exponential and logarithm
If we reconsider the previous result on sublinear parse times, their existence seems
strange since each symbol in any input string has to be read at least once. However, if
we recall Section 2.4, it does make sense since the time taken by the scanner phase to
process an input text w is not taken into account within our parse time complexities.
Thus, under this assumption, the regular language T ∗ itself can be de.ned by a
single clause
[T ∗](X ) → $
whose parse time is O(1).
For a more convincing argumentation, let us consider the exponential language
{w∈T ∗ | |w|=2l; l¿0}. This language does not possess the constant growth property,
and thus is not MCS.
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However, it can be described by
[2x](XY ) → eqlen(X; Y )[2x](X )
[2x](T 1) → $
The prede.ned predicate eqlen constrains the sizes of X and Y in the .rst clause to be
equal. Thus, each input string is cut into two parts of equal length, and, at each call,
only the pre.x part is processed. Therefore, for each input string of length n such that
2l−1¡n62l, [2x] gives its answer in at most l steps. And thus, we get an O(log n)
parse time. This gives a logarithmic parse time for a non-MCS language.
The variant nonIL2 = {lm(clm)2m−1 |m¿1} has been proposed in [16] where it is
shown that this language is not an IL. However, it is an RCL that can be de.ned by
the clauses
1: nonIL2(W ) → A(W;W )
2: A(W; lX ) → A(W;X )
3: A(XcY; cY ) → B(X; X; XcY )
4: B(XT 1; Y; Z1cZ2) → eq(Z1; Z2)B(X; Y; Z1)
5: B($; Y; Y ) → $
The purpose of the A-clauses is to compute the value m which is used to initialize the
.rst argument of B as a counter, the two rightmost arguments are, respectively, the
pre.x lm and the whole input string w. If w is a word, clause #4 is executed exactly
m times. At each step, the remaining pre.x of w is cut according to the pattern Z1cZ2
in which substrings Z1 and Z2 are equal. In clause #5, when the counter is null, we
check that the remaining pre.x of w is the pre.x lm. Since each character in the suBx
part Z2 is checked once by the eq predicate in clause #4, the total parse time is linear
in |w|.
RCGs can also be used to compute logarithms. As an example, the following pred-
icate [log2 x] calculates in its .rst counter the smallest integer greater than or equal
to the base 2 logarithmic value of its second counter. We assume that, initially, the
value of the .rst counter is 0 and the value of the second counter is n, n¿1. This
calculation succeeds for all integers such that n¿1. Both counters are in normal form.
1: [log2 x](X; T
1) → $
2: [log2 x](X; XT
1W1W2) → eqlen(XT 1W1; W2)[log2 x](XT 1; XT 1W1)
3: [log2 x](X; XT
1W1T 11W2) → eqlen(XT 1W1; W2)[log2 x](XT 1; XT 1W1T 11 )
If the second counter is an even number say 2k (clause #2), the .rst counter is incre-
mented by one, and the second counter is divided by two and thus takes the value k.
For an odd number, say 2k + 1, if k =0 the computation stops at clause #1 and the
value X of the .rst counter is log2 n). It is not diBcult to see that at each deriva-
tion step, we have to examine three clauses and that a single one is deterministically
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selected in constant time. Moreover, that single clause has a single instantiation for
a given instantiated left-hand side [log2 x]-predicate. Thus, this computation can be
performed in O(log n) time.
3.6. Factorial
In [14], it has been shown that the factorial language {w∈T ∗ | |w|= l!; l¿1} is not
an IL. However, this language is an RCL de.ned by
1: [x!](T 1) → $
2: [x!](T 2Y ) → [x! = y](T 2; T 2Y )
3: [x! = y](X; X ) → $
4: [x! = y](X; T 0XT 1Y ) → [z=x = y](X; T 0; T 0XT 1Y; T 0XT 1Y )
5: [z=x = y](X; Y; Z1Z2; YT 1W ) → eqlen(X; Z2)
[z=x = y](X; YT 1; Z1; YT 1W )
6: [z=x = y](X; Y; $; XT 1W ) → [x!](XT 1; Y )
Clauses #1 captures 1! while l!, l¿2 is processed by clause #2. In the right-hand
side of clause #2, the .rst argument of the predicate [x! =y] is a normal form counter
initialized with 2 and which will eventually contain the value l; its second argument is
a normal form counter initialized with |w|= n¿2, if w is the input string. The idea is to
iteratively divide the second counter by the .rst one, the values of these counters being
for the dividend the successive quotient of these divisions, starting with n, and for the
divisor the values 2; 3; 4; etc. This process succeeds if and only if dividend and divisor
become equal (clause #3). The division operation is performed by the nonterminal
[z=x=y]. A [z=x=y](X; Y; Z;W ) call calculates in its Y counter the quotient of Z by
X . Note that W is universal. Initially, the value of the quotient counter Y is null, the
value of the dividend counter Z is n, the value of the divisor counter X is 2, and the
value of the universal argument is n. At the end (clause #6), the division succeeds
when the value of the dividend counter Z is null. Then, the [x!] predicate is called
with the next divisor value and the quotient value. Of course, this quotient value must
be greater than or equal to the new divisor value (resp. clause #4 and clause #3).
The computation of the quotient value by a [z=x=y](X; Y; Z;W ) call is performed
in |Z |=|X | steps. Thus, the .rst quotient value (|Z |= l! and |X |=2), takes l!=2 steps.
The next ones take l!=3!; : : : ; l!=i!; : : : ; l!=l! steps. Any complete derivation is performed
in O(l!
∑i=l
i=2 1=i!) steps. At each step, the choice of the clause to instantiate as well
as the corresponding instantiation are performed in constant time. Since
∑i=l
i=2 1=i!¡1,
the total parse time of the factorial language is linear in n= l!.
We conclude with two non-trivial examples that both show the power of RCGs and
illustrate the use of counters.
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3.7. Prime numbers
The .rst example deals with prime numbers. Given some vocabulary T , let a prime
string be a string in T ∗ whose length is a prime number. For some T , the set of all
prime strings is called a prime language. Any prime language is an RCL that can be
de.ned by the following RCG clauses:
1: Prime(X ) → NotPrime(X )
2: NotPrime($) → $
2′: NotPrime(T 1) → $
3: NotPrime(T 2XYZ) → eqlen(T 2X; Y )[x ∗ y 6 z](Y; Y; T 2XYZ)
[x∗? = y](Y; Z)
4: [x ∗ y 6 z](X; $; Z) → $
5: [x ∗ y 6 z](X; YT 1; Z1Z2) → eqlen(X; Z2)[x ∗ y 6 z](X; Y; Z1)
6: [x∗? = y](X; $) → $
7: [x∗? = y](X; Y1Y2) → eqlen(X; Y2)[x∗? = y](X; Y1)
We choose to de.ne the set of prime strings as the complement of the set of nonprime
strings (see clause #1). Though it is clear that negative predicate calls directly bring into
RCG framework the property of closure under complement, and much more Wexibility
in the design of some practical grammars (even in NL processing), it has not yet been
shown that NRCGs extend the formal power of PRCGs. However, we were not able to
design a PRCG for the prime language. Clause #2 and #2′ indicate that neither 0 nor 1
are prime numbers. A strictly positive integer number n is not a prime number if and
only if there are two integers x and k, 1¡x6k¡n such that n= kx. More precisely, we
know that a tighter upper bound for x and k is the square root of n (i.e., 26x6k6
√
n).
Since 2 and 3 are prime numbers, a number n¿4 is not a prime number if and only
if we have the following conditions: there are three numbers x; y and z such that
x + y + z= n, 26x, x=y, y26n and z is a multiple of y (∃h¿0 : z − x − y= hy).
Thus, clause #3 may be read as: n is not a prime number if and only if the input range
of length n may be decomposed into four consecutive ranges: T 2 (of size 2) and X , Y
and Z such that |X |¿0, 2 + |X |= |Y |, |Y |26n (checked by the predicate [x ∗y6z])
and |Z | is a multiple of |Y | (checked by [x ∗ ?=y]). Predicate [x ∗y6z] is de.ned
by clauses #4 and #5. These clauses are variants of the [x ∗y= z]-clauses de.ned in
Section 3.2 in which the halting condition has been modi.ed. Predicate [x ∗ ?=y],
de.ned by clauses #6 and #7, is another variant of predicate [x ∗y= z] in which the
multiplier value is unspeci.ed.
Now, let us consider its parse time complexity. For the [x ∗ ?=y]-clauses, we can
easily see that a test to determine whether two ranges |X | and |Y | are such that |Y | is
a multiple of |X | is performed in exactly |Y |=|X | + 1 calls and thus takes O(|Y |=|X |)
time. Analogously, we can see that the time for any predicate call [x ∗y6z](X; Y; Z) is
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O(|Y |) when it succeeds or O(|Z |=|X |) when it fails. In clause #3, the only unknown
is the upper bound of X since the lower bound of T 2 is 0, the upper bound of Z is
n, |T 2|=2, |Y |= |T 2| + |X | and |Z |= n − (|T 2| + |X | + |Y |). This upper bound takes
at most n=2 diHerent values. The complexity due to the execution of the nonterminal
[x ∗y6z] is the sum of two terms: one when its execution succeeds and the other one
when its execution fails. We know that the execution succeeds if and only if |X |6√n.
Therefore, the execution time for the predicate [x ∗y6z] is ∑
√
n
x=2 x+
∑n=2
x=
√
n n=x whose
limit is O(n)+O(n log n)=O(n log n). The execution time for the predicate [x ∗ ?=y]
is
∑n=2
x=2 n=x whose limit is O(n log n).
If we assume that in an instantiated clause its right-hand side predicate calls are
executed from left to right, the upper bound of the
∑
for predicate [x ∗ ?=y] is √n
instead of n=2 since [x ∗ ?=y] is only executed when [x ∗y6z] succeeds. However,
this consideration does not improve the O(n log n) limit. Many other cosmetic changes
may produce very eHective improvements, but none succeeds to beat this O(n log n)
boundary.
The parse time complexity of the prime language is O(n log n).
Since RCGs are closed under intersection, the language {w|w| |w∈T ∗} where |w| is
a prime number can be simply de.ned in changing clause 4′ in Section 3.4 by
4′′: [
√
x](X; P; $;W ) → [wk ](P; P;W )Prime(P)
and it is not diBcult to see that its time complexity stays linear in n= |w|w||.
3.8. Numbers in base p
The purpose of this section is to show that single counters are not necessarily con-
strained to be associated to a single argument (i.e., the value of a single counter may
be coded on several arguments).
Consider the language Lk = {apbq |p¿2; q¡pk}, k¿0, where the number of a’s
and the number of b’s follow the speci.ed constraint. One way to de.ne this language
is to represent q in base p on k digits. Of course, a string is a sentence if and only if
this representation succeeds. As an example, we discuss the case k =4.
Consider an input string w= apbq and assume that the initial range 〈0::p + q〉 is
denoted by aPT 0Q such that each variable P, T 0 and Q, respectively, binds to the
ranges 〈1::p〉, 〈p::p〉 and 〈p::p + q〉. The predicate Base, which performs the trans-
formation of q in base p on four digits, is of arity six, the four .rst counters are
the four digits of the representation of q in base p while the two last counters hold,
respectively, p − 1 and the part of q that has not yet been represented in four digits.
Thus, the initial predicate call has the form Base(T 0; T 0; T 0; T 0; P; Q). The P-counter
holds the value p − 1 and stays unchanged throughout the various Base calls. The
idea of the following Base-clauses is to strip Q from right to left, letter by letter, until
completion, while incrementing its base p representation. Of course, the only diBculty
is the management of the carry: a carry is produced (and propagated) each time the
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unit digit of the representation (the fourth counter), holds the value p−1 (i.e., is equal
to the P-counter).
Base(D3; D2; D1; D0; PT 1D0; QT 10 ) → Base(D3; D2; D1; T 1D0; PT 1D0; Q)
Base(D3; D2; D1; PT 1D1;
PT 1D1T 0; QT 10 ) → Base(D3; D2; T 1D1; T 0; PT 1D1; Q)
Base(D3; D2; PT 1D2; PT 1D2;
PT 1D2T 0; QT 10 ) → Base(D3; T 1D2; T 0; T 0; PT 1D2; Q)
Base(D3; PT 1D3; PT 1D3; PT 1D3;
PT 1D3T 0; QT 10 ) → Base(T 1D3; T 0; T 0; T 0; PT 1D3; Q)
Base(D3; D2; D1; D0; P; $) → $
The .rst clause handles the case where the value of the unit counter is strictly less
than p − 1. The three middle clauses are, respectively, dedicated to the cases where
the values of the rightmost one, two, or three counters of the base p representation
are p− 1. The last clause eventually stops the conversion process.
We can easily see that this transformation is performed in time linear with q. More-
over, when Q is exhausted in the last clause, we have, in the four .rst counters, the
canonical representation of q in base p on four digits.
Using this multiple argument representation, for an input string of length n, a counter
represented on k arguments can take any value v such that 06nk . Thus, the initial
hypothesis that forces a counter to be bounded by the length of the current input string
can be partly released.
4. Conclusion
In [8], we have introduced RCGs as a promising syntactic formalism. RCGs are pow-
erful: they extend MCS formalisms and we have shown in [13] how this extra power
can be used in NL processing to express Chinese numbers or scrambling, phenomena
which are not MCS. In spite of their power, RCGs stay computationally tractable. Their
associated parsers work in time polynomial with the size of the input string and in time
linear with the size of the grammar. Moreover, in a given grammar, only complicated
(many arguments, many variables) clauses produce higher parse times whereas simpler
clauses induce lower times. As shown in [7], even the subclass of RCGs with a single
argument, is already a powerful extension of CFGs. This subclass can be parsed in
cubic time and contains both the intersection and the complement of CFLs.
For any given input string, the output of an RCG parser, which consists of an
exponential or even unbounded number of derived trees, can always be represented
into a compact structure, the shared forest, which is a CFG of polynomial size and
from which each individual derived tree can be extracted in time linear in its own size.
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As CFGs, RCGs may themselves be considered as a syntactic backbone upon which
other formalisms such as Herbrand’s domain or feature structures can be grafted.
And lastly, we have seen that RCGs are modular. This allows to imagine libraries of
linguistic modules in which any language designer can pick up at will when he wants
to specify such and such phenomena.
All these properties seem to advocate that RCGs might well have the right level of
formal power needed in NL processing. However, the practical capability of RCGs to
de.ne real NL still has to be evaluated.
Alternatively, RCGs may be used as an intermediate high level implementation mech-
anism. The idea is to take a less powerful formalism and to translate this formalism
into an equivalent RCG which is transformed in turn into an RCG parser. This idea
has been investigated in [17] where we have shown that unrestricted TAGs and set-
local multi-component TAGs can be translated into equivalent PRCGs. Moreover, these
transformations do not induce any over-cost. For example, we get the classical O(n6)
parse time for TAGs.
The contribution of this paper is to show that some arithmetics can be performed
within the RCG formalism and that RCGs are not so bad at sums. During this study, we
have noticed that some of these arithmetic operations can be performed eBciently (for
example the test that the length n of a string is a prime number takes O(n log n) time).
And, more surprisingly, we have identi.ed operations like square root or logarithm that
take sublinear times. We have also shown that some non-ILs can be parsed in linear
time.
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