Abstract-Lithium ion (Li-ion) batteries are attracting significant and growing interest because their high energy and high power density render them an excellent option for energy storage, particularly in hybrid and electric vehicles. In this paper, a data-driven polynomial nonlinear state-space model (PNLSS) is proposed for the operating points at the cusp of linear and nonlinear regime of the battery's electrical operation, based on the thorough nonparametric frequency domain characterization and quantification of the battery's behaviour in terms of its linear and nonlinear behaviour at different levels of the state-of-charge (SoC).
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I. BATTERY MODELLING
The pursuit for battery models with high accuracy and computational efficiency still remains a challenge. Generating a mathematical model of a Li-ion battey, e.g. needed by battery management system (BMS), that can describe the input current-to-output voltage dynamics of a battery is a challenging problem. A primary reason for this is that battery dynamics vary significantly with operating conditions. Depending on the final purpose of the developed model, one can divide battery models into the models that describe the short term behaviour e.g. state of charge, voltage response etc. and models that describe the long term behaviour of the cells, e.g. lifetime models, state of health etc. In the field of battery modelling many different battery models exist for both the short and long term behaviour of battery cells [1] . These models can be broadly classified in the following categories: 1) Equivalent circuit models (ECM), 2) Electro-chemical models, 3) Analytical and impedance based models, 4) Empirical and semi-empirical models. ECMs are structurally simple and computationally efficient due to the use of lumped-parameter circuit elements, e.g. inductors, resistors and capacitors, to represent the battery impedance, and these models frequently incorporate empirical functions to describe the relationship between SoC and open circuit voltage (OCV). ECMs thus are widely used for impedance analysis [2] , SoC estimation [3] and charging control [4] . Performances of several commonly used ECMs is compared in [5] . On the other hand electrochemical models [6] - [8] usually use coupled nonlinear partial differential equations to describe ion transport phenomena and electrochemical reactions to achieve high accuracy, but incurring heavy computation load. In general electrochemical models such as pseudo two dimensional models [9] , single particle models [10] , and extended single particle models [11] are more accurate than ECMs. In comparison ECMs are easier to implement, but have worse accuracy than electrochemical models [12] , indicating that ECMs are unable to characterize battery impedance accurately due to their structural simplicity. Drawback of electrochemical models is that they require a large number of battery internal immeasurable parameters such as diffusion coefficients, concentration of species in electrolytes, electrode geometry and porosity, transfer coefficients, and reaction constant etc. to be estimated which leads to overfitting in a parametric identification. Hence, this approach is complex and difficult to use in practice. In analytical models, the major properties of batteries are modeled using few explicit equations to compute the battery states. However, such equations are not easy to solve. Peukert's law [13] is an example of such models. It captures the nonlinear relationship between battery lifetime and its rate of discharge, but without modeling the recovery effect.
Empirical and semi-empirical models are good alternatives to the highly complex electro-chemical, electro-thermal or thermo-chemical models to describe the short-term behaviour of the battery eletrical response. In comparison to ECM and electro-chemical models, empirical methods do not explicitly rely on dedicated hardware/software and physics-based models of battery dynamics. If comparable and adequate training data are available under different operating conditions, datadriven methods are significantly more efficient than modelbased methods in terms of computation, execution time, and memory requirements. In [14] a BMS framework is proposed that estimates the critical characteristics of the battery such as SoC, SOH, and Remaining useful life (RUL) using a semi data-driven approach. It used a combination of a modified
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Randles circuit model, support vector machines (SVMs), lowcurrent Hybrid Pulse Power characterization (L-HPPC) test data, support vector regression, and a hidden Markov model (HMM). This method is quite good in nonlinearity mapping but it is very sensitive to the amount and quality of training data. A recursive least-squares (Kalman filter) based system identification model for the online monitoring of batteries for electric vehicles (EVs) is developed in [15] . The disadvantage is that the Kalman filter may be adversely affected by significant divergence problems when the battery model inaccurately reproduces the behavior of the battery. A critical review of different methods for the monitoring of Li-ion batteries in HEVs can be found in [16] . A Fractional system identification is applied to lead acid battery state of charge estimation in [17] . Fractional order systems accumulate the entire information of the system function in weighted form using a time varying initialization function which must be known as long as the system has been operated. Fractional dynamics require history of states or a sufficient number of points for the initialization function computation. Hence, it results in large memory requirements. Linear-parameter-varying (LPV) battery models for batteries used in HEV applications has been presented in [18] . Generally, LPV model suffer from serious disadvantages in terms of non-eliminatable pitfalls of interpolation, selection of adequate linearization points, choice as well as estimation of a scheduling parameter, and the loss of a general representation of the nonlinear dynamics. Therefore, in order to develop a fast and an accurate dynamic model of the battery short term electrical response in different regions of its operating regime, the first and the foremost step must be to know, how the battery would behave in a particular scenario such as; at a particular setting of SoC, SoH and temperature i.e. when the battery would start operating in the nonlinear regime, when the time variations would become stronger etc. Hence, the main contributions in this paper is to show, how specially designed broadband excitation signals can be used to reveal useful information about the battery dynamics from the measured input current and output voltage signals. Once this information is available to the battery modeller, then it is discussed, how it can be exploited to model accurately different regimes of battery's operation. In the context of this paper, we use a complete black-box identification approach to identify the non-linear model of the battery dynamics utilizing the information about the nonlinear nature of the battery's dynamics gained from the nonparametric analysis. The advantage of using a black-box identification scheme is that it is a completely data-driven approach, and it does not require the user to have any pre-specified knowledge of the system. The structure and parameters of the models are learned from the data itself. This paper is organized as follows: Section II introduces multisine excitation signals. Section III describes the reasoning behind, how the properties of specially designed multisine excitation signals can be utilized for the detection and quantification of nonlinearities in a dynamic system. Section IV describes the nonlinear modelling approach using the PNLSS model proposed in this paper. The procedure for the identification of PNLSS model is described in Sectionc V. Section VI gives an introduction to the experimental set-up as well as the measurement methodology used for the acquisition of the signals under different SoC settings required for the analysis. Results of experimental investigations are presented in Section VII, and finally, the conclusions are given in Section VIII.
II. MULTISINE AS THE PERTURBATION SIGNAL
Before proceeding to model the battery dynamics, it is very important to characterize the battery electrical response under varying operational conditions in terms of the level as well as kind of non-linearities. It is possible to use a broadband [19] excitation signal so that maximum information about the behaviour in the band of excitation can be efficiently extracted. In this paper, to characterize the battery's short term electrical response at the different levels of SoC, while keeping the temperature constant at 25°Celcius, we make use of a nonparametric characterization technique proposed by [20] . It utilises the properties of the specially designed random phase multisine signal. Multisine excitation offer various advantages over the random Gaussian noise signals in extracting information from dynamical systems [21] , [22] . Detailed information on the use of multisine signals for identification can be found in [23] .
Assumption 1. Consider a signal u with a power spectrum S U (jω), which is piecewise continuous, with a finite number of discontinuities. A random signal belongs to the Riemann equivalence class of u if it obeys by any of the following statements: 1) It is a Gaussian noise excitation with power spectrum S U (jω).
2) It is a random multisine or random phase multisine [23] such that:
where ω k = k 2πfs N , k ∈ N, 0 < ω k1 < ω k2 < πf s and f s is the sample frequency. The frequency domain representation of the multisine signal is the sum of the Fourier transforms of the individual sines and is given by:
where δ(•) is the Dirac delta function, K exc is the index of excited frequencies, N k the number of excited frequencies and ϕ k are the phases. The amplitudes of the multisine components A(k) can be chosen arbitrarily, depending on the application.
In the next section, we will briefly explain how the properties of a multisine excitation can be exploited to gain better insight into the dynamics of the system.
III. NONPARAMETRIC CHARACTERIZATION
Assumption 2. For this particular analysis, it is assumed that the battery discharge capacity and the corresponding SoC levels are exactly known, or can be estimated accurately.
Assumption 3. It is assumed that battery can be modelled as a weakly nonlinear periodic-in-same-period-out (PISPO) systems described by using Volterra series (see [23] - [25] for more details).
Remark. A nonlinear system is called PISPO if the steady state response to a periodic input is also a periodic signal with the same period as the input (with preservation of the period length). This includes systems with saturation and discontinuous nonlinearities, but it excludes systems with period multiplication, chaotic behavior, sub-harmonics, and hysteresis, see [25] - [28] for a more formal definition.
In this section, a random odd multisine excitation signal [29] with a specially chosen A(k n.exc ) = 0 is used, see Fig.1 (a). A linear system would only generate energy at the excited frequency lines, see Fig.1(b) and it would only consist of the green contributions. Whereas, a nonlinear system can also generate energy at non-excited lines: hereinafter termed as the the detection lines. For example, a nonlinear system with degree m can generate energy at any output frequency that is the sum of m frequencies f i that are present in the input (spectrum), where repeated selection of the same frequency is allowed [23] . Even nonlinearities only generate energy at even detection lines, assuming that no constant term is present in the multisine. An even combination of odd lines is always even. As such, the level of the even nonlinearities can be quantified immediately by looking on the even lines in the output spectrum Fig.1(c) . Similarly, the non-excited odd lines serve as detection lines for the odd nonlinearities. This is visualised in Fig.1(d) . Since the nonlinear system is operating in open-loop, the output Discrete Fourier Transform (DFT) spectrum of each period of the steady state response (with known input) to an odd random phase multisine with random harmonic grid is given by:
The total response of the system is the sum of linear (Y 0 (k)) and stochastic nonlinear (even & odd) contributions Y S (k), where p = 1, 2, 3, ..., P , periods of the multisine and
Y is the noise term. This is depicted in the Fig.1(e) in the case of noiseless measurements. For interested readers. a detailed description of the procedure can be found in [20] , [23] .
A. Observations: Nonparametric characterization
For the completeness of this section, we show here the observations made from the nonparameteric characterization of the Li-ion Polymer Battery (EIG-ePLB-C020, Li(NiCoMn)). For detailed information on the measurement set-up and experiment design, please see below section VI. Fig.2 . It can be seen that the power is only injected in the frequency band of interest, which in this particular case lies between 1Hz-5Hz. A very small odd (red dots) nonlinear effect is visible at −70 dB. A probable cause may be the non-ideal behaviour of the the power electronics (e.g. switching of IGBTs) in the data acquisition system. In the odd random multisine current input load profile, only odd frequency lines are excited. In addition to that, in the frequency band of interest some of the randomly chosen odd frequency lines are not excited. This is done, in order to quantify also the contribution of odd nonlinear distortions along with the even nonlinear distortions. Hence, the term "detection lines" is used for the non-excited odd and even frequency lines. Using the methodology discussed above, valuable information about the nonlinear behaviour of the battery over its complete operating range w.r.t SoC levels at 25°Celcius is extracted. Fig.3, Fig.4 , and Fig.5 show the output voltage response of the battery at 90% SoC, 50% SoC and at 10% SoC to the applied multisine excitation current signal for two different realizations respectively. It can be observed that the battery behaves almost linearly (green dots) at the 90% SoC, and at the 50% SoC. A similar behaviour was also observed at the 30% SoC and 70% SoC levels. At the 10% SoC even (blue dots) and odd (red dots) nonlinear effects are visible, but dominantly even behaviour can be observed. The results obtained are in accordance with the behaviour of the Open circuit voltage (OCV)-SoC curve of the battery [30] . According to the shape of the OCV-SoC curve between 10% SoC-90% SoC, the battery behaviour is almost linear in the neighbourhood of the operating point at all temperatures, whereas at the 10% SoC level, the battery operating point is at the cusp of linear and nonlinear regime of its range of operation. As mentioned before, at 10% SoC the nonlinear distortion become significant therefore a nonlinear model is necessary to capture efficiently the battery dynamics.
The need for differentiating between odd and even frequencies during the nonparametric test is essential in order to get an idea about the contributions of nonlinear distortions to the FRF and to get an initial idea about the polynomial degrees in the PNLSS model which may be required to capture the nonlinear behaviour of the system. It can be seen from the battery nonparametric analysis that the contributions of both odd and even nonlinear distortions becomes significant at 10% SoC, hence its gives us an early indication that both even and odd degree monomials will be required to capture the nonlinear effects. In the next section, a data driven nonlinear model identification technique is proposed once this information about the SoC dependent nonlinear operating regime of the battery is extracted using the nonparametric characterization.
IV. POLYNOMIAL NONLINEAR STATE-SPACE MODELS
For most control as well as prediction problems a flexible, compact yet an easy-to-initialize model with an ability to describe Multiple-Input Multiple-Output (MIMO) systems is required. A state-space representation of the system is often a good choice. A general n th a order discrete-time state-space model is described by the following equations:
with u(t) ∈ R nu the vector containing the n u inputs at time t, and y(t) ∈ R ny the vector containing the n y outputs. The state vector x(t) ∈ R na represents the memory of the dynamical system. One of the ways in which a nonlinear state-space moel can be identified directly from the data is proposed in [31] . A nonlinear state-space model where f (·), g(·) are approximated by polynomial basis functions is an another representation for a MIMO system. A PNLSS model structure [32] is very flexible to capture both nonlinear feed-forward and feedback (e.g. shifting resonances) dynamics. It is very easy to initialize it via Best Linear Approximation (BLA). The PNLSS model can be described as:
The coefficients of the linear terms in x(t) ∈ R na and u(t) ∈ R nu are given by the matrices A ∈ R na×na and B ∈ R na×nu in the state equation, C ∈ R ny×na and D ∈ R ny×nu in the output equation. The vectors ζ(t) ∈ R n ζ and η(t) ∈ R nη contain nonlinear monomials in x(t) and u(t) of degree two up to a chosen degree P . The coefficients of nonlinear terms are given by the matrices E ∈ R na×n ζ and F ∈ R ny×nη .
V. IDENTIFICATION PROCEDURE OF THE PNLSS
The structure of the black-box state-space model given in (5) lends itself to an efficient, three major steps identification procedure described below: A) First, initial estimates of the A, B, C and D matrices are obtained. In order to do so, a nonparametric estimate of the system's frequency response function (FRF) is determined in mean square sense. This is called the BLA. B) Then, a parametric linear model (linear subspace A, B, C, D matrices) is estimated from this nonparametric BLA. Thereafter, the subspace estimates are optimised in maximum likelihood sense by applying a nonlinear minimisation routine. C) Finally the full nonlinear model, including the polynomial coefficients is estimated. The complete procedure is carried out in the frequency domain, which opens the possibility to apply user-defined weighting functions in specific frequency bands. . For an infinitely long data record t = −∞, ..., N −1, the input-output relation of the nonlinear system can be written as:
with q −1 the backward shift operator (q −1 x(t) = x(t−1)) and y s (t) are the stochastic nonlinear contributions. The exact input u 0 (t) is assumed to be known, while the output is disturbed with additive noise v(t), then y(t) = y 0 (t) + v(t). The noise v(t) is assumed to be filtered white noise, v(t) = H 0 (q)e(t), where H 0 (q) is the noise model. For a finite record length t = 0, ..., N − 1, as it is in practical applications, this equation has to be extended with the initial conditions, or in other words, the transient effects of the dynamic plant and noise system t G , t H :
(8) Using the discrete Fourier transform (DFT)
an exact frequency domain formulation of (2) is obtained:
where the index k points to the frequency kf s /N , with f s the sampling frequency, and ω k = e j2πkfs/N . The finite record length requires the use of transient terms in (8) , and it turns out that the leakage errors of the DFT are modelled by very similar terms in the frequency domain [23] . It is most important for the rest of this paper to understand that (10) is an exact relation, where leakage effects are modelled by the transient terms [23] , [33] . All these terms t G (t), t H (t), T G (k), T H (k) are described by rational forms in q −1 (time domain) or z −1 (frequency domain), hence they are smooth functions of the frequency. Within the above described set up, the nonparametric BLA can be calculated using either the Fast or the Robust method explained in [23] , or the Local Polynomial Method (LPM), which makes an optimal use of the smooth behaviour of G BLA and T G to significantly reduce the leakage errors [28] . This results in superior properties compared with the classical windowing methods and provides a good estimation of the BLA as well as its variance (σ 2 BLA ) [28] . An alternative to the LPM method to capture transient effect is TRansient Impulse response Modeling Method (TRIMM) proposed by [34] .
1) Nonparametric Identification Using LPM method: In this section, we give a very brief introduction to the LPM method, which is used to estimate nonparametrically the FRF from the input current and the output voltage data. A detailed description, together with a full analysis is also given in [35] , [36] , a comparison with the classical spectral windowing methods is found in [28] . The basic idea of the LPM method is quite simple: the transfer function G BLA , and the transient term T G are smooth functions of the frequency. So they can be approximated by a complex polynomial in a narrow band of frequency around a user specified frequency k . The complex polynomial parameters are directly estimated from the experimental data. Next G BLA (k), at the central frequency k, is retrieved from this local polynomial model as the measurement of the FRF at that frequency. This step is repeated every time for all DFT frequencies in the band of interest by shifting the sliding window over one DFT bin. Hence a local estimate of the FRF is obtained at every frequency. Consider the full output error-expression described by (8) , and an equivalent relation for the DFT-spectra applied to both the plant G BLA (q)u 0 (t) and the noise term v(t) = H 0 (q)e(t):
where the generalized transient term T (ω k ) = T G (ω k ) + T H (ω k ) accounts for the leakage of the plant and noise dynamics. The remaining noise term is
Making use of the smoothness of G BLA and T , the following Taylor series representation holds for the frequency lines k+r, with r = 0, ±1, ..., ±n.
Putting all parameters G BLA (ω k ), T (ω k ) and the parameters of the Taylor series g s , t s , s = 1, ..., R , in a column vector θ, and their respective coefficients in a row vector K(k, r) allows (11) to be rewritten (neglecting the remainders) as:
Collecting (14) for r = −n, −n + 1, ..., 0, ..., n finally gives
, stacked on top of each other. Observe that the matrix K depends upon U 0 . Solving this equation in least squares sense eventually provides the best polynomial least squares estimatê
To get a full rank matrix K n , enough spectral lines should be combined: n ≥ R + 1. Least interpolation error is obtained for n = R + 1 [35] , [36] .
B. Parametric BLA
Using the nonparametric FRF estimate (Ĝ poly BLA (ω k )) and its variance (σ
2Ĝ
poly BLA ) estimated in the last step, a parametric modelĜ BLApar (q, θ) is identified in least square sense to theĜ poly BLA using the fdident package [37] . This discrete-time model describes the system as a rational transfer function. The model considered here is a rational function in the backward shift operator q −1 :
The parameter vector θ ∈ R (n b +na+2) * 1 contains the parameters. Since one parameter can be chosen freely because of the scaling invariance of the transfer function, only n b + n a + 1 independent parameters need to be estimated. The order of the parametric model in (16) can be determined using the minimum description length (MDL) criterion [23] . A balanced state-space realization (G ss = A, B, C, D) is calculated from the stable portion of the linear system G BLApar (q, θ), here the subscript ss stands for the state-space and A, B, C, D stand for the A, B, C, D matrices in (5). For stable systems, this is an equivalent realization for which the controllability and observability Gramians are equal and diagonal [38] .
1) Nonlinear optimization of the BLA: Although the process described in the previous section uses numerically stable and efficient algorithms to retrieve the A, B, C, D matrices, but in the case of output measurements with a low signal-to-noise ratio, consistency of the initial state-space matrices A, B, C, D is lost. Unbiased parameter estimates can be recovered by optimising the subspace model in maximum likelihood (ML) sense. The ML framework also guarantees asymptotically the lowest possible uncertainty on the model parameters, i.e. the efficiency of the estimates [23] . A ML estimate can be obtained by minimizing the following cost function:
and N is number of points per period. σ 2 BLA (jω k ) includes both noise and nonlinear distortion. Therefore, the parameters θ are then used as starting values in a nonlinear optimization of V ss with respect to (w.r.t) θ, where the subscript ss stands for the state-space.
C. Estimation of the full nonlinear model

1) Trend removal:
The battery can be considered as a dynamic system with an integrating effect [39] . In addition to that a systematic shift in the data statistical property can result from sensor drift, non-ideal behaviour of data acquisition system etc. Signal drift is considered a low-frequency disturbance and can result in unstable models. Therefore to remove the nonstationary effects from the data as well as to improve the model performance at the low frequencies, before the estimation of the complete nonlinear model, the underlying trend is removed using the 1 −regularized trend removal technique developed in [40] . The trend estimate m as the minimizer of the weighted sum objective function can be defined as:
where the trend estimate m = (m 1 , m 2 , .........m n ) ∈ R n , the battery output y = (y 1 , y 2 , .........y n ) ∈ R n , c i = i |c i | denotes the 1 − norm of the vector c and D ∈ R (n−2)×n is the second-order difference matrix (which is Toeplitz in nature) [40] . The first term in the objective function measures the size of the residual whereas the second term measures the smoothness of the estimated trend. The 1 −trend method produces trend estimates that are piecewise linear, and therefore it is well suited to analyze battery time series data, which can be thought of having a slowly time-varying system with underlying piecewise linear trend.
2) Estimation of full PNLSS: In the last step, the coefficients of both the linear and the nonlinear terms in (5) are identified.
Assumption 4. It is assumed that the input u(t) of the model in Section IV is noiseless, i.e., it is observed without any errors and independent of the output noise.
Assumption 5. The nonlinearity is assumed to be smooth and can be approximated well using polynomial basis functions.
Remark. A uniformly convergent polynomial approximation of a continuous nonlinearity is always possible on a closed interval due to the Weierstrass approximation theorem. The type of convergence can be relaxed to mean-square convergence to allow some discontinuous nonlinearities as well.
For the identification of full PNLSS, a weighted least squares approach is employed to keep the estimates of the model parameters unbiased. The Weighted Least Squares (WLS) cost function that needs to be minimized with respect to the parameter
T is given by:
where N t is the total number of selected frequencies. Y mod and Y are the DFTs of the modelled output and the measured output, respectively. Because in nonlinear systems, model errors often dominate the disturbing noise, we put the weighting factor W (jω k ) = 1. Only if the model errors are below the noise level, W (jω k ) can be put equal to the noise variance σ n 2 (jω k ). Furthermore, the model error
The minimization of the non-convex cost function (19) is tackled via the Levenberg-Marquardt scheme [41] . To ensure good initial values, the G ss is used for initialize the nonlinear model. Hence, the identified full PNLSS model cannot perform worse than the BLA in least squares sense. In addition, the performance of the PNLSS model also depends on the choice of degree of nonlinearity P . A proper choice of degree P is a trade-off between the model complexity and its performance on the validation data. Here, a polynomial degree up-to 3 has been selected for both state and output equations. Other ways of initializing the PNLSS model are proposed in [42] , [43] .
VI. MEASUREMENT SETUP AND EXPERIMENT DESIGN
A high energy density Li-ion Polymer Battery (EIG-ePLB-C020, Li(NiCoMn)) with the following electrical characteristics: nominal voltage 3.65V , nominal capacity 20Ah, AC impedance (1kHz) < 3mΩ along with the PEC battery tester SBT0550 with 24 channels is used for the data acquisition.
The tests are performed on a pre-conditioned battery inside a temperature controlled chamber at 25°Celcius. An odd-random phase multisine signal is used as an input excitation signal. The band of excitation is kept between 1Hz-5Hz, because the dynamic range of interest of the battery for HEV's and EV's applications is covered well within this band of excitation. It also takes into consideration the limitations of the battery tester in terms of the sampling frequency. The excitation signal has a period of 5000 samples and the sample frequency f s is set to 50Hz resulting in a frequency resolution of f o = 0.01Hz. The range of excitation frequency is also limited due to the system limitations of the PEC testers. The input is zero mean with a rms value of 20A. Two different realizations with random realization of the phases of the multisine signal with 20 periods are acquired at different levels of SoC's. For the test, the battery is first charged using a constant C 3 rate, where C is the rated capacity, to the maximum charge voltage of 4.1V using the constant current-constant voltage method. Then, after a relaxation period of 30 minutes, it is discharged to the desired SoC level Ah-based and considering the actual discharge capacity at 25°Celcius until the end of discharge voltage 3.0V of the cell. After each discharge a rest period of 60 minutes is applied before the multisine tests are performed. It is made sure that the synchronisation is maintained between the signal generation and acquisition side.
VII. RESULTS
A. Nonlinear modelling
Although the PLNSS structure is capable of capturing influence of the SoC, the current level and the temperature in its MIMO settings, we validate in this study its usability at one particular operating condition of 25°Celcius, 20A rms current input, and 10% SoC. Fig.7 and Fig.8 show the comparison between the output responses of linear model and the PNLSS model in the frequency and the time domain respectively. The advantage of using the PNLSS becomes more clear after zooming in to the time domain response as shown in the Fig.9 . It can be clearly observed both from the frequency and the time domain plots that the PNLSS model structure is powerful and flexible enough to capture the dynamics of the battery.
It outperforms the linear model by a factor of 10 ( 20 dB difference in the frequency band of interest) on the output error side, which is quite a significant achievement considering the fact the battery operates on the cusp of its nonlinear regime.
VIII. CONCLUSION
In this paper, we proposed a very powerful yet simple PNLSS model structure for modelling the battery's nonlinear dynamics based on the information gained from the nonparametric characterization of battery's electrical response. Nonparametric characterization allows the detection and quantification of the nonlinear effects from the input-output measurements. This generic approach can easily be applied at different scenarios, e.g. at different SoC/SoH levels, temperatures, levels of charging and discharging currents. The PNLSS model structure outperformed the linear model by a factor 10 on the output error. This is quite a significant achievement as the future aim of the battery manufacturers and industries is to push battery operation much deeper into its operational regime.
