Augmented Reality (AR) 
Introduction
Actual developments in ICT technologies are driven by two trends fostering fundamental paradigm changes in interaction and information processing. On the one hand smartphone and mobile computing technologies offer high sophisticated platforms integrating multimodal sensory and powerful CPUs, on the other hand information is structured geo-referenced linking information to specific locations within our environment. Thereby, Augmented Reality (AR) has become a key technology as it analyses the sensor data (camera, GPS, inertial) to derive the detailed pose of the mobile system, with the aim to correlate our real environment to the geo-referenced information space. Thus, AR realizes a camera based interaction fusing Computer Vision with Computer Graphic.
Related Work
As the complexity of maintenance and assembly procedures can be enormous, the training of operators to perform those tasks efficiently has been in focus of many research groups. Numerous studies presented the potential of AR-based training systems and its use in guidance applications for maintenance tasks [1, 2, 3] . Tümler et al. [4] in this context focused on the question, how long term usage of AR-technology in industrial training and assisting applications produces stress and strain for the user. They showed that the use of optimal AR system (no lag, high quality see-through calibration, weight-reduced HMD etc.) decreases the overall strain, so that working with the AR system could mean a decreased strain compared to traditional work assistance systems. The work of Franklin [5] focuses on the application of AR in the context of Forward Air Controller training. The author concluded that the impact of AR for training depends on the specific requirements of the end user and in particular on the realism of the stimulation required. An approach in the context of robot Programming-by-Demonstration is presented in [6] . The authors define learning accelerators, which are implemented and evaluated in AR setups and present a training protocol for training Programming-byDemonstration skills. Also another work showed the potential of AR in the context of human-robot interaction for industrial robots [7] . It has been pointed out that handhelds and monitor based visualization devices are better suited for industrial environments than Head Mounted Displays, since they are more robust.
AR and Teleconsultation
AR is used for skill transfer in industrial training addressing assembly and maintenance of large machineries and plants integrating capturing and rendering technologies (cf. Figure 1 ):
Capturing: The camera is used to capture activities (of an expert) within a large scaled environment. Thereby, considering the different modalities registered the captured activities can be -machine parts. Starting with forces/torques to be applied within an assembly task and resulting in multimedial illustrations including audio/video -assembly or maintenance workflows. Rendering: Within the training scenario the captured information can be presented in two different modalities: Either a 3D-animation illustrating the current assembly step is directly -indicates that contextual information is available for a machine part to be displayed if the icon is way the guidance level can be adapted to the trainee s pre-knowledge realizing different guiding levels (cf. Figure 1 ). The trainee users the mobile AR-Equipment to inspect the machinery to be operated (cf. Figure  2 ). Thereby, step by step he/she is guided through the training procedure. If a problem occurs during the training session he/she connects to the remote trainer via UMTS of WIFI. The video images captured with the mobile system of the trainee are now transferred in real-time to the trainer. Thus, the trainer is able to reproduce the problem of the trainee and he is able to modify or to enhance the training protocol. Therefore -training protocol that can integrate scribbled annotations to the captured video images (cf. Figure 4 ). The trainer can also link additional Multi-media illustrations to the addressed assembly step. In this way the teleconsultation component is also used as Augmented Reality authoring system: All the annotations added by the remote trainer are integrated into the training protocol and they are linked to the tracked machine parts.
Haptic Hints
In maintenance and assembly tasks the operator acts mainly with his hands. Thus, the application of haptic those tasks can support him in comprehending how to perform the task and in performing it. Devices like vibrotactile bracelets offer the possibility to apply BIO Web of Conferences 00097-p.2 vibration stimuli to the human arm, forearm, and wrist (cf. Figure 3) . Those bracelets are equipped with six vibration actuators which are placed at equal distance from each other inside the bracelet and thus also can be controlled individually. That way, various sensations can be generated such as rotational or translational movement hints. Usually a lot of visual information has to be processed in complex working scenarios. In contrast, the tactile channel is less overloaded. Furthermore, vibrotactile feedback is a quite intuitive feedback, as the stimuli are directly mapped to body coordinates. Since it provides a soft guidance which "channels" the user to the designated target instead of directly manipulating his movements, it does not prevent the active exploration of the task. In this sense vibrotactile feedback is used to give the trainee additional movement hints, such as rotational or translational movements cues, and to guide the trainee to specific targets. For example, if the trainee needs to rotate his arm for performing a sub-task, the rotational direction (clockwise or anti-clockwise) may be difficult to recognize in a video showing an expert performing the sub-task. Receiving the same information using a vibrotactile bracelet, the trainee can easier identify the rotational direction. Also translational movements can be conveyed using vibrotactile stimuli.
Apart from that also for presenting error feedback, such as communicating whether the right action is performed (e.g. the right tool is grasped), it is useful to apply vibrotactile feedback. This is a significant factor, as it can prevent the user from performing errors at an early stage. In addition, vibrotactile hints should be used to provide slight instructions by directing the indicating movements.
Augmented Reality based Training
The great advantage of using Augmented Reality for training is that the trainee can interact with the real world objects and simultaneously access the virtual information for guidance. Therefore, the trainee can easily accomplish the mapping between the training and the real task. Furthermore, he/she can perform the actual task while accessing additional training material, and that way learning is facilitated. With regard to [8] this denotes that AR enables the trainee to learn the basics about the task by observing the augmented instructions and trying to perform the instructed sub-task, to develop behavior and movement patterns when performing the sub-tasks, and to redefine those motor patterns in repeated performances of the task (i.e. during training). By accessing augmentations while the trainee is performing the task training, he becomes partially skilled. when he performs the real task for the first time.
Another advantage of AR-based training is that the trainee has real tactile feedback when performing the training task, since he can interact with real objects. The virtual objects provide additional information about the task and its performance and supplement the trainee can access the training material (i.e. the virtual instructions, etc.) and the real environment without the need to use "external" separate training material (e.g. a user manual). Furthermore, the use of a training platform that involves virtual elements like for instance an Augmented Reality platform allows for the measurement and evaluation of the trainees performance in modes and levels of detail that are not possible when performing the actual task in real world without using virtual components. By involving a technology providing virtual elements, it is also present corresponding feedback in a way that is not available without this technology. In addition, the type and order of presented sub-tasks can be adapted, which is not possible in the real world.
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A potential danger of AR applications is that users become dependent on AR features such as visual instructions. As a result, the user might not be able to perform the task when those features are not available or when the technology fails. This leads to two demands on AR training applications and programs: On the one hand, the training programs should include phases in which the amount of AR features is reduced (less virtual components, e.g. only instructions for the current sub-task without additional information about the device, tools, etc.). On the other hand, the training program should also include phases in which the level of information provided by the AR features is reduced (e.g. only spatial hints without detailed instructions). That is, the level of guidance in the training system has to be adaptable to the current training phase. To summarize, AR-based training applications must clearly differ from AR-based guiding applications, as they must really train the user and not only guide him through the task. This can be only achieved by involving cognitive aspects in the training. 
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