In this paper, the distributions of the largest and smallest eigenvalues of complex Wishart matrices and the condition number of complex Gaussian random matrices are derived. These distributions are represented by complex hypergeometric functions of matrix arguments, which can be expressed in terms of complex zonal polynomials. Several results are derived on complex hypergeometric functions and complex zonal polynomials and are used to evaluate these distributions. Finally, applications of these distributions in numerical analysis and statistical hypothesis testing are mentioned.
Introduction
In this work, we investigate the distributions of the eigenvalues and condition number of complex random matrices and their applications to numerical analysis. In contrast to the literature in [3] , we consider that the elements of random matrices are complex Gaussian distributed with zero mean and arbitrary covariance matrices. This will enable us to consider the beautiful but difficult theory of complex zonal polynomials (also called Schur polynomials [10] ), which are symmetric polynomials in the eigenvalues of a complex matrix [12] . Complex zonal polynomials enable us to represent the distributions of the eigenvalues of these complex random matrices as infinite series.
In statistics, the random eigenvalues are used in hypothesis testing, principal component analysis, canonical correlation analysis, multiple discriminant analysis, etc. (see [12] ). In nuclear physics, random eigenvalues are used to model nuclear energy levels and level spacing [11] . Moreover, the zeros of the Riemann zeta function are modeled using random eigenvalues [11] .
Let an n × m complex Gaussian random matrix A be distributed as A ∼ CN (0, I n ⊗ Σ) with mean E{A} = 0 and covariance cov{A} = I n ⊗ Σ. Then the matrix W = A H A is called the complex central Wishart matrix and its distribution is denoted by CW m (n, Σ).
The condition number, cond(A), of a matrix A is defined as the positive square root of the ratio of the largest to the smallest eigenvalues of the positive definite Hermitian matrix W = A H A. Thus
where the 2 -norms of the matrix A and the vector x are
Ax 2 / x 2 and x 2 = x respectively. We assume that the eigenvalues of W are ordered in strictly decreasing order, λ max = λ 1 > · · · > λ m = λ min > 0, since the probability that any eigenvalues of A are equal is zero. The condition number of a random matrix gives valuable information on the convergence rate of iterative methods in optimization algorithms and on the reliability of the solutions of linear systems of equations. The distributions of λ max and λ min and the condition number density of random matrices are studied in [3] (and references given therein) for Σ = I. The singular value distribution of Gaussian random matrices is given in [13] for Σ = I. Note that the singular values of a complex Gaussian random matrix A are equal to the square root of the eigenvalues of the complex Wishart matrix W = A H A. The asymptotic distribution of the largest eigenvalue of a complex Wishart matrix is given in [6] if m and n are large and Σ = I. In [7] the largest and smallest eigenvalue distributions of a complex Wishart matrix are studied for Σ = σ 2 I. Here, we derive the distributions of the largest and smallest eigenvalues of complex Wishart matrices and the condition number density of complex random matrices for arbitrary Σ. Applications of these distributions are also given. This paper is organized as follows. Section 2 provides the necessary tools for deriving the eigenvalue and condition number distributions of complex central Wishart matrices. Complex central Wishart matrices are studied in Section 3 and their largest and smallest eigenvalue distributions are derived. The condition number density is derived in Section 4 and a numerical example is given.
Preliminaries
In this section, we derive several results on complex hypergeometric functions and complex zonal polynomials that will be used to evaluate the subsequent distributions. First, we define the multivariate hypergeometric coefficients [a] (α) κ which frequently occur in integrals involving zonal polynomials. Let κ = (k 1 , . . . , k m ) be a partition of the integer k with
where (a) k = a(a + 1) · · · (a + k − 1) and α = 1 for complex and α = 2 for real multivariate hypergeometric coefficients, respectively. In this paper we only consider the complex case; therefore, for notational simplicity we drop the superscript [8] , i.e.,
where
and CΓ m (a) denotes the complex multivariate gamma function
Moreover,
The complex zonal polynomials (also called Schur polynomials [10] ) of a complex matrix X are defined in [5] by
where χ [κ] (1) is the dimension of the representation [κ] of the symmetric group given by
and χ [κ] (X) is the character of the representation [κ] of the linear group given as a symmetric function of the eigenvalues, λ 1 , . . . , λ m , of X by
Note that both the real and complex zonal polynomials are particular cases of Jack polynomials C (α) κ (X) for general α. See [1] and [15] for details. Again α = 1 for complex and α = 2 for real zonal polynomials, respectively. For the same reason as before, we shall drop the superscript of Jack polynomials, as we did in equation (2)
The following basic properties are given in [5] :
where (dX) is the invariant measure on the unitary group U (m) normalized to make the total measure unity and
Note that the partition κ of k has r nonzero parts. The probability distributions of random matrices are often derived in terms of hypergeometric functions of matrix arguments. The following definitions of hypergeometric functions with a single and double matrix argument are due to Constantine [2] and Baker [1] . Definition 1. The hypergeometric function of one complex matrix is defined as
are arbitrary complex numbers. Note that κ denotes summation over all partitions κ of k and α = 1 and 2 for complex and real hypergeometric functions, respectively.
In this paper we consider only the complex case, and hence, we shall drop the superscript, i.e., p F q := p F (1) q . Note that none of the parameters b i is allowed to be zero or an integer or half-integer ≤ m − 1. Otherwise some of the terms in the denominator will be zero [12] . Remark 1. The convergence of (6) is as follows [12] :
(ii) If p = q + 1, then the series converges for σ(X) < 1, where the spectral radius σ(X) of X is the maximum of the absolute values of the eigenvalues of X.
(iii) If p > q + 1, then the series diverges for all X = 0, unless it terminates. Note that the series terminates when some of the numerators [a j ] κ in the series vanish.
Special cases are
where Z is an m × n complex matrix with m ≤ n, etr denotes the exponential of the trace, etr(·) = exp(tr(·)) and ZE denotes the complex conjugate of ZE.
The complex hypergeometric function of two complex matrices is defined by
The splitting formula is
The following propositions and corollaries are required in the sequel.
Proposition 1. If Y and Z are m × m Hermitian matrices with (Z) > 0, then
where (a) > (m − 1) and
Proof. Let Z = I and f (Y ) denote the left side of (8). Then
. This implies that f is a symmetric function of Y . Moreover, (dE) is the normalized invariant measure on the unitary group U (m). Therefore we have
On the one hand, from Definition 7.2.1 in [12] we have
On the other hand, using Lemma 7.2.6 in [12] we have
Substituting X = T H T and evaluating this integral we obtain
Equating the coefficients of y (11) and (12) and using (10), we obtain
The rest of the proof for general Z can be obtained by substituting
Similarly, we can prove the second part.
The following corollary follows from the second part of Proposition 1 by letting Y = I.
Proof. The result follows by noting that
Proposition 2. Let Y be an m × m symmetric matrix. Then the following are true:
Proof. As in the proof of Proposition 1, if f (Y ) denotes the left side of (14) then we have
Letting Z = I and Y = I in (8) and then multiplying with f (I m ) we obtain the following
and
This complete the proof, i.e.,
If b = m then we have the following corollary.
for (a) > (m − 1). Let W ∼ CW m (n, Σ) with n ≥ m. Then the density of W is given by [5] 
Proof. The result follows by noting that
Moreover, W is an m×m positive definite Hermitian matrix with real eigenvalues. The joint density of the eigenvalues,
where Λ = diag(λ 1 , . . . , λ m ). If W ∼ CW m (n, σ 2 I m ) with n ≥ m, then the joint density of its eigenvalues is
Distribution of λ max
In this subsection, we derive the distribution of the largest eigenvalue, λ max , of a central Wishart matrix and apply it to hypothesis testing. The following theorem is needed.
and ∆ be an m × m positive definite matrix. Then the probability P (W < ∆) is given by
Proof. Using the Wishart distribution (17) we can write P (W < ∆) as
The change of variable W = ∆ 1/2 X∆ 1/2 leads to the differential form (dW ) = (det ∆) m (dX). Hence,
Note that Corollary 2 is used in this proof.
The following corollary follows from Theorem 1.
Corollary 3. Let W ∼ CW m (n, Σ) (n ≥ m). If λ max is the largest eigenvalue of W , then its distribution is given by
The density of λ max is obtain by differentiating (21) with respect to x.
Proof. The inequality λ max < x is equivalent to W < xI. Therefore, the result follows by letting ∆ = xI in Theorem 1.
The distributional result in Corollary 3 can be used to test hypotheses about Σ using statistics which are functions of λ max . For example, consider the null hypothesis H 0 : Σ = I m . A test on the size of α based on the largest eigenvalue λ max is to reject H 0 if λ max > λ(α, m, n), where λ(α, m, n) is the upper 100 α% point of the distribution of λ max when Σ = I m , i.e., P Im (λ max > λ(α, m, n)) = α. The power function of this test is given by
which depends on Σ only through its eigenvalues. The percentage points and power can be computed using the distribution function given in Corollary 3.
Distribution of λ min
In this subsection, we derive the distribution of the smallest eigenvalue, λ min , of a central Wishart matrix and used it to test the structure of the covariance matrix Σ, as explained in the previous subsection. In addition, the distribution of λ min is useful in principal component analysis. Here it would be of interest to find out the number of eigenvalues which are significant in Σ. The following theorem is used to derive the distribution of λ min . Theorem 2. Let W ∼ CW m (n, Σ) (n ≥ m) and ∆ be an m × m positive definite matrix. Then the probability P (W > ∆) can be written as a finite series, i.e.,
where κ denotes summation over the partitions
Proof. Using the Wishart distribution (17) we can write the probability P (W > ∆) as
The change of variable W = ∆ 1/2 (I + X)∆ 1/2 leads to the differential form (dW ) = (det ∆) m (dX). Hence,
In this proof we have used the following
and Corollary 1. Note that if any part of κ is greater than (n − m) then [−(n − m)] κ = 0. Therefore, the series for 1 F 0 reduces to a finite series.
The distribution of the smallest eigenvalue is given in the following corollary.
Corollary 4. Let W ∼ CW m (n, Σ). If λ min is the smallest eigenvalue of W, then
The density of λ min is obtain by differentiating (24) with respect to x and then changing the sign.
Proof. The inequality λ min > x is equivalent to W > xI. Therefore, the result follows by letting ∆ = xI in Theorem 2.
As a numerical example, we compute the smallest eigenvalue distribution of the complex central Wishart matrix for m = 2, n = 10 and
The distribution is defined by
where P (λ min > x) is given in (24). Let F = P (λ min < x). Figure 1 shows this distribution of λ min . 
Distribution of cond(A)
Many scientific problems lead to solving a random system of linear equations. The condition number distribution of this random matrix indicates how many digits of numerical precision are lost due to ill conditioning. In addition, if a random system is solved by an iterative technique then the condition number distribution describes the speed of convergence of this iterative method (e.g., conjugate gradient method). The condition number, cond(A), can also be defined (see [14] and [3] ) as the smallest number
for all x and δx such that Ax = b and A(x + δx) = b + δb. By taking the logarithm on both sides, we have
This shows that the number of correct digits in x can differ from the number of correct digits in b by at most log cond(A). In [14] , the loss of precision is denoted by log cond(A). Problems where cond(A) is large are referred to as ill conditioned and such problems are characterized by very elongated elliptical level sets. Iterative methods converge slowly for these problems. These facts illustrate the importance of the condition number distribution for solving random systems.
, then the condition number distributions of A and W = A H A are not available in the literature. We derive these distributions in the sequel. First, we derive the joint density of the extreme eigenvalues of the complex central Wishart matrix W = A H A, i.e., f (λ max , λ min ). This will enable us to compute the distribution of the condition number of the random matrix A. The following two lemmas are required in the sequel.
Proof. The result follows by letting Y = I and X = EΛE H in (14) and using the differential form
We must then divide the left side of (14) by (2π) m .
Then the left side of (25) becomes
The result follows by noting that
The following theorem describes the joint density of the extreme eigenvalues of the central complex Wishart matrix.
where g δ τ,κ is the coefficient of C δ (defined in the proof ). Proof. Consider equation (18) . By making the transformations
where H = diag(η 2 , . . . , η m ). We have [9] 
where Z = diag(ζ 2 , . . . , ζ m−1 ) and Z 1 = diag (1, ζ 2 , . . . , ζ m−1 ). Integrating with respect to ζ 2 , . . . , ζ m−1 and using Lemma 2, we obtain the joint density of λ 1 and η m as
Finally, the result follows by substituting η m = 1 − λ m /λ 1 .
Proof. The result follows by integrating (29) with respect to λ 1 and substituting y = η m . Note that we have
If Σ = σwhere 0 < λ 1 < ∞, 0 < ζ 2 < · · · < ζ m−1 < 1, and 0 < η m < 1. Upon integration with respect to ζ 2 , . . . , ζ m−1 , the joint density, g(λ 1 , η m ), of λ 1 and η m is given by
where 
Proof. The proof is obvious from (33).
It should be noted that the joint density of the extreme eigenvalues of a real central Wishart matrix is studied in [17] , [20] and [21] . The density given in Theorem 6 may be used to test the sphericity hypothesis H 0 : Σ = σ 2 I against the alternative H 1 : Σ = σ 2 I, see [17] . It may also be used to test the sphericity hypothesis against the alternative that any two eigenvalues of Σ are unequal.
Consider a following numerical example for testing the sphericity hypothesis. A sequence of 23 complex signals is received at the output of the communication system. Let the number of output of the system be 3 (m = 3). The sample covariance matrix is given by A numerical evaluation of this probability shows that d = 0.7 with m = 3, n = 22 and σ 2 = 1. For the measured data we have y = 1 − λ 3 /λ 1 = 1 − 2/209.88 = 0.9905 which is highly significant at the 5% level and so we reject the sphericity hypothesis. If W ∼ CW 3 (22, I 3 ), it also follows from this calculation that P (cond(W ) > 1/(1 − d) = 0.05.
Conclusion
In this paper, the distributions of the largest and smallest eigenvalues of a complex Wishart matrix were derived for an aribitary covariance marix Σ and the joint distributions of the extreme eigenvalues were also derived. Using these distributions we derived the condition number distributions of complex random matrices. These distributions play an important role in numerical analysis and statistical hypothesis testing.
