Abstract. For non-anticipative functionals, differentiable in Chitashvili's sense, the Itô formula for cadlag semimartingales is proved. Relations between different notions of functional derivatives are established.
Introduction
The classical Itô [9] formula shows that for a sufficiently smooth function (f (t, x), t ≥ 0, x ∈ R) the transformed process f (t, X t ) is a semimartingale for any semimartingale X and provides a decomposition of the process f (t, X t ) as a sum of stochastic integral relative to X and a process of finite variation. This formula is applicable to functions of the current value of semimartingales, but in many applications, such as statistics of random processes, stochastic optimal control or mathematical finance, uncertainty affects through the whole history of the process and it is necessary to consider functionals of entire path of a semimartingale.
In 2009 Dupire [8] proposed a method to extend the Itô formula for non-anticipative functionals using naturally defined pathwise time and space derivatives. The space derivative measures the sensitivity of a functional f : D([0, T ], R) → R to a variation in the endpoint of a path ω ∈ D([0, T ], R) and is defined as a limit The definition of the time derivative is based on the flat extension of a path ω up to time t + h and is defined as a limit ∂ t f (t, ω) = lim h→0+ f (t + h, ω t ) − f (t, ω) h , whenever this limit exists, where ω t = ω(. ∧ t) is the path of ω stopped at time t.
If a continuous non-anticipative functional f is from C 1,2 , i.e., if ∂ t f, ∂ ω f , ∂ ωω f exist and are continuous with respect to the metric d ∞ (defined in section 2) and X is a continuous semimartingale, Dupire [8] proved that the process f (t, X) is also a semimartingale and
For the special case of f (t, X t ) these derivatives coincide with the usual space and time derivatives and the above formula reduces to the standard Itô formula. Erlier related works are the works by Ahn [1] and Tevzadze [15] , where Itô's formula was derived in very particular cases of functionals that assume the knowledge of the whole path without path dependent dynamics. Further works extending this theory and corresponding references one can see in [5] , [6] , [12] , [13] . Motivated by applications in stochastic optimal control, before Dupire's work, Chitashvili (1983) defined differentiability of non-anticipative functionals in a different way and proved the corresponding Itô formula for continuous semimartingales. His definition is based on "hypothetical" change of variable formula for continuous functions of finite variation.
We formulate Chitashvili's definition of differentiability and present his change of variable formula in a simplified form and for one-dimensional case.
Let C A continuous non-anticipative functional f is differentiable if there exist continuous functionals f 0 and f
A functional f is two times differentiable if f 1 is differentiable, i.e., if there exist continuous functionals f 0,1 and f 1,1 satisfying
Here functionals f 0 , f 1 and f 1,1 play the role of time, space and the second order space derivatives respectively.
It was proved by Chitashvili [3] that if the functional f is two times differentiable then the process f (t, X) is a semimartingale for any continuous semimartingale X and is represented as
The idea of the proof of change of variable formula (4) for semimartingales is to use the change of variable formula for functions of finite variations, first for the function f and then for its derivative f 1 , before approximating a continuous semimartingale X by processes of finite variation.
In the paper Ren et al [14] a wider class of C 1,2 functionals was proposed, which is based on the Ito formula itself. We formulate this definition in equivalent form and in one-dimensional case.
The function f belongs to C 
for any continuous semimartingale X. The functionals α, z and γ also play the role of time, first and second order space derivatives respectively. Since any process of finite variation is a semimartingale and any deterministic semimartingale is a function of finite variation, it follows from f ∈ C 1,2 RT Z that f is differentiable in the Chitashvili sense and
Becides, any C 1,2 process in the Dupire or Chitashvili sense is in C 1,2
RT Z , which is a consequence of the functional Itô formula proved in [8] and [3] respectively. Although, the definition of the class C
1,2
RT Z does not require that γ be (in some sense) the derivative of z, but if f ∈ C 1,2 in the Chitashvili sense, then beside equality (6) we also have that γ = f 1,1 (i.e., γ = z 1 ). Our goal is to extend the formula (4) for RCLL (or cadlag in French terminology) semimartingales and to establish how Dupire's, Chitashvili's and other derivatives are related.
Since the bumped path used in the definition of Dupire's vertical derivative is not continuous even if ω is continuous, to compare derivatives defined by (2) with Dupire's derivatives, one should extend Chitashvili's definition to RCLL processes, or to modify Dupire's derivative in such a way that perturbation of continuous paths remain continuous.
The direct extension of Chitashvili's definition of differentiability for RCLL functions is following:
A continuous functional f is differentiable, if there exist continuous functionals f 0 and f 1 (continuous with respect to the metric d ∞ defined by (10) )
In order to compare Dupire's derivatives with Chitashvili's derivatives, we introduce another type of vertical derivative where, unlike to Dupire's derivative ∂ ω f , the path deformation of continuous paths are also continuous.
We say that a non-anticipative functional f (t, ω) is vertically differentiable and denote this differential by D ω f (t, ω), if the limit
, where
Let f (t, ω) be differentiable in the sense of (7). Then, as proved in Proposition 1,
for all (t, ω)
Thus, f 0 coincides with Dupire's time derivative, but f 1 is equal to D ω f which is different from Dupire's vertical derivative in general. The simplest counterexample is f (t, ω) = ω t − ω t− . It is evident that in this case ∂ ω f = 1 and
and ∂ ω g(t, ω) = 0 if corresponding derivatives of f exist. However, under stronger conditions, e.g. if f ∈ C 1,1 in the Dupire sense, then D ω f exists and
The paper is organized as follows: In section 2 we extend Citashvili's change of variable formula for RCLL semimartingales and give an application of this formula on the convergence of ordinary integrals to the stochastic integrals. In section 3 we establish relations between different type of derivatives for non-anticipative functionals.
The Itô formula according to Chitashvili for cadlag semimartingales
Let Ω := D([0, T ], R) be the set of càdlàg paths. Denote by ω the elements of Ω, by ω t the value of ω at time t and let ω t = ω(· ∧ t) be the path of ω stopped at t. Let B be the canonical process defined by B t (ω) = ω t , F = (F t , t ∈ [0, T ]) the corresponding filtration and let Λ :
for all ω ∈ D[0, T ], i.e., the process f (t, ω) depends only on the path of ω up to time t and is F-adapted. Following Dupire, we define semi-norms on Ω and a pseudo-metric on Λ as follows: for any (t, ω), (t ′ , ω ′ ) ∈ Λ,
Then (Ω, · T ) is a Banach space and (Λ, d ∞ ) is a complete pseudo-metric space. Let V = V[0, T ] be the set of finite variation paths from Ω. Note
Note that any functional f : [0, T ] × Ω → R continuous with respect to d ∞ is non-anticipative. In this paper we consider only d ∞ -continuous, and hence non-anticipative, functionals. Definition 1. We say that a continuous functional
× Ω) such that for all ω ∈ V the process f (t, ω) is of finite variation and
where
Now we give a generalization of Theorem 2 from Chitashvili [3] for general cadlag (RCLL) semimartingales. Theorem 1. Let f be two times differentiable in the sense of Definition 1 and assume that for some K > 0
Then for any semimartingale X the process f (t, X) is a semimartingale and
Proof. Let first assume that X is a semimartingale with the decomposition
where M is a continuous local martingale and A is a process of finite variation having only finite number of jumps, i.e., the jumps of A are exhausted by graphs of finite number of stopping times (
It is proved in [3] that
Since X n is of bounded variation, f is differentiable and ∆X n t = ∆A t = ∆X t , it follows from (11) that
Since X admits finite number of jumps, by continuity of f and
The continuity of f, f 0 , f 1 and relation (17) imly that
by the dominated convergence theorem and
by the dominated convergence theorem for stochastic integrals. Here we may use the dominated convergence theorem, since by continuity of f i (i = 0, 1) the process sup n,s≤t |f i (s−, X n )| is locally bounded (see Lemma A1). Let us show now that
Integration by parts and (12) give (17) and by the dominated convergence theorem (using the same arguments as in (21)- (22)).
Moreover, since A admits finite number of jumps at (τ i , 1 ≤ i ≤ l)
as n → ∞, since the continuity of f 1 , f 1,1 , relation (17) and Lemma A1 imply that sup n,s≤t |f 1 (s, X n )| + sup n,s≤t |f 1,1 (s, X n )| < ∞ (a.s.) Let us consider now the term
Using the formula of integration by parts we have
and it follows from (17), the dominated convergence theorem and equality
From definition of M n , using the formula of integration by parts, it follows that M n admits representation
This implies that K n is a sequence of increasing processes, which is stochastically bounded by (26) (i.e. satisfies the condition UT from ( [11] ) and by theorem 6.2 of( [11] ) (it follows also from lemma 12 of [5] )
which (together with (24)) implies the convergence (23). Therefore, the formula (14) for the process X with decomposition (15) follows by passage to the limit in (18) using relations (19)-(23). Note that in this cased the condition (13) is not needed. Let consider now the general case. Any semimartingale X admits a decomposition X t = A t + M t , where A is a process of finite variation and M is a locally square integrable martingale (such decomposition is not unique, but the continuous martingale parts coincide for all such decompositions of X, which is sufficient for our goals) see [10] . Let M t = M 
where B n t = s≤t ∆M s I (|∆Ms|≥1/n) and B n is the dual predictable projection of B n . It can be expressed also as compensated stochastic integral (see [7] )
where by H • C Y we denote the compensated stochastic integral. Since
it follows from Doob's inequality and from [7] (theorem 33, Ch.VIII) that
for some subsequence, for which we preserve the same notation. Let
Let X Relations (29) and (30) imply that
Thus, X n is a sum of continuous local martingale M c and a process of finite variation A Therefore, as it is already proved,
By continuity of f, f 0 and f
by the dominated convergence theorem for stochastic integrals (using the same arguments as in (21)- (22)). By properties of compensated stochastic integrals
and using theorem 33, Ch. VIII from [7] 
by dominated convergence theorem, since sup n,s≤t (f 1 (s, X n )) 2 is locally bounded (by Lemma A1 from appendix), I (0<|∆Ms|≤
Similarly,
where Y p is the usual projection of Y . Here we used the fact that the jump of the dual projection of B n is the usual projection of the jump, i.e. ∆ B n t = (∆B n ) p t . Therefore, using condition (13) we have that
Since, it follows from (31) and continuity of f and f 1 , that
Therefore, passing to the limit in (32) it follows from (33)-(39) that (14) holds. Now we give one application of the change of variable formula (14) to the convergence of stochastic integrals. If g(t, x), t ≥ 0, x ∈ R) is a function of two variables admitting continuous partial derivatives ∂g(t, x)/∂t, ∂g(t, x)/∂x and V n is a sequence of processes of finite variations converging to the Wiener process, then it was proved by Wong and Zakai [16] that the sequence of ordinary integrals Corollary. Assume that f (t, ω) is differentiable in the sense of Definition 1 and there is a continuous on
For all ω ∈ V [0,T ] . Let X be a cadlag semimartingale and let (V n , n ≥ 1) be a sequence of processes of finite variation converging to X uniformly on [0, T ]. Then
Proof: By continuity of F and (40)
It is evident that
Thus, F is two times differentiable in the sense of definition 1 and condition (13) is automatically satisfied. Therefore, by the Itô formula (14)
which, together with (42) implies the convergence (41).
The relations between various definitions of functional derivatives
Following Dupire [8] we define time and space derivatives, called also horizontal and vertical derivatives of the non-anticipative functionals. Definition 2. A non-anticipative functional f (t, ω) is said to be horizontally differentiable at (t, ω) ∈ Λ if the limit
exists. If ∂ t f (t, ω) exists for all (t, ω) ∈ Λ, then the non-anticipating functional ∂f t is called the horizontal derivative of f .
exists. If f is vertically differentiable at all (t, ω) ∈ Λ then the map ∂ ω f : Λ → R defines a non-anticipative map, called the vertical derivative of f . Similarly one can define
Define C 1,k ([0, T ) × Ω) as the set of functionals f , which are
• horizontally differentiable with ∂ t f continuous at fixed times,
• k times vertically differentiable with continuous ∂ k ω f .
The following assertion follows from the generalized Itô formula for cadlag semimartingales proved in [5] (see also [12] ).
and f (t, ω) ∈ V for all ω ∈ V.
, then f is differentiable in the sense of Definition 1 and
In order to compare Dupire's derivatives with Chitashvili's derivative (the derivative in the sense of Definition 1), we introduce another type of vertical derivative where, unlike to Dupire's derivative ∂ ω f , the path deformation of continuous paths remain continuous.
Definition 3. We say that a non-anticipative functional f (t, ω) is vertically differentiable and denote this differential by D ω f (t, ω), if the limit
exists for all (t, ω) ∈ [0, T ] × Ω, where
The second order derivative is defined similarly
where 
which implies that
It is evident that ∂ t f 1 (t, ω) = ∂ t f 2 (t, ω) for all (ω, t) ∈ [0, T ] × C([0, T ]). Therefore, comparing the Itô formulas (4) for f 1 (t, ω) and f 2 (t, ω) we obtain that
for any continuous semimartinale ω. Dividing both parts of this equality by ω u − ω t and passing to the limit as u → t, we obtain that ∂ ωω f 1 (t, ω) = ∂ ωω f 2 (t, ω) for any continuous semimartingale and by continuity of ∂ ωω f 1 (t, ω) and ∂ ωω f 2 (t, ω) this equality will be true for all ω ∈ C([0, T ]). f (t i , ω n,ε ) − f (t i−1 , ω n,ε ) = f (t i −, ω n,ε ) − f (t i−1 , ω n,ε ) + f (t i , ω n,ε ) − f (t i −, ω n,ε ) = − f ω (t i −, ω n,ε )∆ω n,ε
by the dominated convergence theorem. Corollary. If f satisfies conditions of Theorem 3 then f is differentiable in the sense of Definition 1.
