A non-intrusive reduced basis (RB) method is proposed for parametrized nonlinear structural analysis undergoing large deformations and with elasto-plastic constitutive relations. In this method, a reduced basis is constructed from a set of full-order snapshots by the proper orthogonal decomposition (POD), and the Gaussian process regression (GPR) is used to approximate the projection coefficients. The GPR is carried out in the offline stage with active data selection, and the outputs for new parameter values can be obtained rapidly as probabilistic distributions during the online stage. Due to the complete decoupling of the offline and online stages, the proposed non-intrusive RB method provides a powerful tool to efficiently solve parametrized nonlinear problems with various engineering applications requiring multi-query or real-time evaluations. With both geometric and material nonlinearities taken into account, numerical results are presented for typical 1D and 3D examples, illustrating the accuracy and efficiency of the proposed method.
The motion of a deformable body is recorded as configurations. As shown in Figure 1 , the original coordinates of the body are denoted as X ∈Ω, whereΩ is the undeformed configuration that the body 70 occupies at time t = 0, and Ω ⊂ R 3 is the corresponding domain. x = x(X, t) ∈ω t ⊂ R 3 reflects the 71 coordinates at time t > 0 in the deformed configurationω t , which can also be considered as a vector 72 field defined inΩ with respect to the original coordinates X. Note that ω 0 = Ω. The vector field of the 73 displacement can be naturally defined as 74 u = u(X, t) = x(X, t) − X ,
which will act as the unknowns of the nonlinear problems in this work. Moreover, it should be pointed out that only quasi-static problems are taken into account in this work, i.e. the problems are assumed to be To evaluate the deformation of the body, a tensor field F :Ω → M 3 , referred to as the deformation 78 gradient tensor, is introduced as
where M 3 stands for the set of all real square matrices of order 3, I is the unit tensor and ∇ X is the 80 gradient operator with respect to the original coordinates X. Then the Green-Lagrange strain tensor field 81 E :Ω → S 3 := B ∈ M 3 : B = B T is defined as
which can also be considered as a nonlinear operator acting on the displacement field u. The displacement The second Piola-Kirchhoff stress field S is usually used for large deformation analysis, and the corre- 
where b is a prescribed body force applied on the structure with respect to the undeformed volume. Moreover, the traction boundary condition on Neumann boundary Γ N = ∂Ω \ Γ D is introduced as (F (u)S) Tn = t,
94
with t being the prescribed traction with respect to the undeformed surface area andn is the unit outward 95 normal vector along Γ N .
96
Correspondingly, the weak formulation for the equations of equilibrium, also referred to as the virtual 97 work principle [2, 7] , can be given as: derivative of E at u in the direction v and can be expressed explicitly as
Constitutive relation
101
Generally, the constitutive relation of the material can be expressed as a nonlinear operator C which 102 maps a tensor field of the Green-Lagrange strain to the corresponding tensor field of second Piola-Kirchhoff 103 stresses, i.e.
In this work, two typical nonlinear constitutive relations in structural analysis, hyperelasticity and elasto- Combining the governing equations in Subsection 2.1, one has the following weak formulation of a 109 nonlinear structural problem: find u ∈ V such that
where V = {v :Ω → R 3 smooth enough, v = 0 on Γ D }, as mentioned after (5).
scheme, discrete equations are formulated and updated with respect to the undeformed configuration. The
126
(k+1)th Newton-Raphson iteration step in the loading increment j finds the displacement increment δu
and updates the displacements as j u k+1 h
iterations in the loading increment j, j b and j t are the loads applied after j increments, and V h ⊂ V is the 130 discrete counterpart of V. The initial condition for loading increment j is given as
being the updated displacements after j − 1 increments. Moreover, the final displacement field, obtained by 132 finite element analysis after the loading increments, is denoted by u h for simplification, i.e. j u h = u h when 133 j b = b and j t = t.
134
In this work, physical parametrization is taken into account. Several parameters are considered for some 135 characteristics in the constitutive relation and the external loads. Then the parametrized nonlinear problem,
136
corresponding to (8), is given as: for any given parameter
where P is the parameter domain and d is the total number of parameters. For cases with parameters in 138 the geometry, [19, 24] can be referred to for details. After a transformation to the parameter-independent 139 reference domain, the treatment will be similar to the strategy for physical parameters. The reduced basis (RB) method is proposed as an efficient and convenient tool for model order reduction.
150
It seeks the approximate solution to a parameterized problem in a reduced space spanned by a set of Since the exact solutions are not available, a discrete counterpart of M can be considered as
where u h (µ) is the high-fidelity full-order solution obtained by finite element analysis, i.e.
Here N h is the number of DOFs, u h (µ) is an N h -dimensional vector collecting all the values of the DOFs,
167
and φ i is the ith basis/shape function. Note that the finite element space V h is spanned by all the shape
under a fixed finite element setting.
170
To generate an RB space for the nonlinear problem, one considers a collection of N s snapshots {u h (µ 1 ),
domain. Then a subspace of V h can be spanned by the snapshots as
The discrete point-set Θ is either a uniform lattice or a collection of generated points over the parameter 174 domain P. If Θ is fine enough, M Θ can act as a good representation of M h .
175
To reduce the model, a low-rank approximation V rb with rank L min{N h , N s } should be found for
176
M Θ . Towards this end, the POD is employed in this work to extract RB functions
snapshots and then span the RB space V rb as
as detailed in next subsection. Consider a snapshot matrix S ∈ R N h ×Ns collecting the DOFs of all snapshots, i.e
In the context of nonlinear structural analysis, it is assumed that the number of snapshots is less than that 182 of DOFs, i.e. N s N h , to avoid a high cost of preparing full-order snapshots.
183
The POD takes advantage of the singular value decomposition (SVD) of matrix S, given as
with U ∈ R N h ×N h and Z ∈ R Ns×Ns being orthogonal matrices, i.e. U T U = I N h and Z T Z = I Ns , and
Defined as a subspace of R N h spanned by all the N s columns of S ∈ R N h ×Ns , the column space of S 187 is denoted by Col(S). At the algebraic level, one seeks to find the 'best' approximation of Col(S), in some
bases. The projection error of snapshots onto orthogonal bases W ∈ Y L in the Euclidean norm can be 191 expressed as
The 
Hence the relative error, corresponding to the minimized projection error, is defined as
Thus one obtains that Col(S) can be well approximated by Col(V) with a small L if the singular values 197 decay rapidly.
198
The procedure of the POD is then given as the following algorithm:
The desired rank L can also be defined directly, rather than determined by the tolerance POD .
200
Corresponding to the approximation of Col(S) by Col(V) on the algebraic level, function space M Θ is 201 hence approximated by V rb = span{ψ 1 , ψ 2 , · · · , ψ L } with the RB functions ψ l defined as
It is noticed that there exists a biunique correspondence between the elements in V rb and those in Col(V),
3.3. Regression-based approach for reduced-order solutions
205
The numerical procedure of the RB method is efficiently carried out in an offline-online framework.
206
As discussed, the RB functions are prepared from the high-fidelity snapshots in the parameter-independent 207 offline stage. The reduced-order solution for a new parameter is then sought in the online stage. The Galerkin-projection-based approach is the most often used for this, i.e. the problem for a new parameter 209 value is solved in the RB space V rb by a standard Galerkin approach.
210
However, the Galerkin-projection-based scheme will not significantly save computational cost for a general 211 nonlinear structural problem. In addition to compromising the efficiency due to the non-affinity in parameter 212 dependence, the structural configuration and matrix assembly have to be updated during all the loading 213 increments and iterations when solving nonlinear algebraic equations. Moreover, there may exist convergence 214 or updating issues in some complex cases due to the possibility that some configurations in the incremental 215 procedure are not represented well in V rb .
216
Therefore, a regression-based approach is proposed to calculate reduced-order solutions for new pa-217 rameters. In this scenario, the projection of a full-order discrete solution u h (µ) onto Col(V) acts as the 218 corresponding reduced-order solution at algebraic level,
in which V T u h (µ) = u L (µ) collects the coefficients associated with column bases of V.
220
To obtain the projection coefficients u L (µ) for any desired parameter µ ∈ P, one can resort to a nonlinear
This regression modelπ(·) should be constructed from a set of training data 
where given the data, and uses this distribution to make predictions when given new inputs. Gaussian distribution. In the case of GPR, let the prior on the regression function be a GP: for (x, x ) ∈ 245 P × P,
whose mean is zero and covariance function is κ : P × P → R, i.e.
There are many different choices for the covariance function. A frequently used one is the squared exponential
248
(SE) kernel :
containing two hyperparameters: the standard deviation parameter σ f and the correlated lengthscale .
250
Another covariance function, that we will use in this work, is the automatic relevance determination (ARD)
251
SE kernel:
which considers an individual correlated lengthscale for each input dimension, and allows for differentiated 253 relevances of input features to the regression.
254
Given a finite number of points in the input domain, a prior joint Gaussian is thus defined for the 255 regression outputs:
where
distribution with mean values 0 and covariance matrix K, and the covariance matrix K is calculated as
It is realistic that the observations are corrupted by noise. In such cases, a noisy version of the regression 259 function can be considered as
where ∼ N (0, σ 2 y ) is an independent Gaussian noise term. In this case, the interpolation of the training 261 data is not required, but a 'close variation' from the observed outputs is controlled by the standard deviation 262 σ y for noise. The covariance of observed outputs and the prior joint Gaussian should be modified as
where y = {y 1 , y 2 , · · · , y M } T and I M is the M -dimensional unit matrix.
264
Given a set of M * new test inputs denoted by X * ∈ R d×M * , predictions of the corresponding noise-free 265 outputs f * ∈ R M * are desired. To combine the information from training set with the predictions for test samples, the joint density of the observed outputs y and the noise-free test outputs f * is expressed as
by the standard rules for conditioning Gaussians, i.e.
The values of the hyperparameters θ make significant difference on the predictive performance, with θ = 270 {σ f , , σ y } for the case of SE kernel and θ = {σ f , 1 , · · · , d , σ y } for the case of ARD SE kernel. In this work,
271
an empirical Bayesian approach of maximizing likelihood is adopted to determine a set of optimal values of 272 the parameters. Using a standard gradient-based optimizer, one can estimate the optimal hyperparameters 273 θ opt via the maximization problem:
where p(y|X) is the conditional density function of y given X, also considered as the marginal likelihood 275 defined by
The procedure of a GPR is given as the following algorithm.
277

Algorithm 3 GPR
Output: Test outputs f * |X * , X, y 1: Estimate the optimal hyperparameters θ opt by maximizing the likelihood, in each iterative step of which one needs to
2:
Form a covariance matrix K y = κ(X, X) + σ Calculate a vector a ∈ R M such that K y a = y;
4:
Calculate the likelihood log p(y|X) = − Calculate the gradient of the likelihood with respect to the hyperparameters; 6: Set K y = K y (θ opt ) and a = a(θ opt ) for the optimal hyperparameters; 7: Form correlation matrices K * * = κ(X * , X * ) and K * = κ(X * , X) for the optimal hyperparameters; 8: Calculate a matrix A * ∈ R M ×M * such that K y A * = K * ; 9: Form the conditioning mean value vector m * = K * T a and the corresponding covariance matrix
Gaussian process regression for the reduced basis method of nonlinear structural analysis
278
As already mentioned in Section 3, the GPR is utilized in the RB method for nonlinear structural 279 analysis. A GP regression modelπ GP : P → R L is constructed for the mapping µ → V T u h (µ).
280
For the lth of L entries ofπ GP (·), 1 ≤ l ≤ L, the training data is set as 
where rb,GPR (µ
The reduced order solution, expressed as a random field over Ω, is given as
For a set of r test samples T = {(µ * i , u h (µ * i )) : i = 1, 2, · · · , r}, µ * i being the ith test input and u h (µ * i )
289
being the corresponding full-order discrete solution, an average relative error for GPR predictions can be 290 defined as
note that the mean values of GPR test outputs are considered as predictions.
292
Remark 4: In the context of structural optimization, reliability analysis, etc., gradient-based algorithms 293 are used for solving optimization problems, see [11, 15, 25] . These algorithms usually require the derivatives 294 of the structural responses with respect to the parameters. In (33), the mean value of GPR output m
Correspondingly, the derivative of m * with respect to x * is thus derived as entry by entry, and the response sensitivity derivative expressed as 
307
In the context of GPR model for nonlinear structural analysis, an active data selection algorithm is given 308 as follows, analogous to a scheme of active learning [3, 34] .
309
Algorithm 4 Selection algorithm for active training data Input: A parameter pool P s ⊂ P with a large number of elements -uniform lattice or generated in P, µ 1 ∈ P s , tolerance tol, M = 1, training set D = ∅ and active parameter set P tr = {µ 1 }, test samples Update the parameter pool P s = P s \ P tr ;
9:
for each µ ∈ P s do
10:
Compute the outputπ GP (µ);
11:
Evaluate the error indicator η(µ);
12:
end for
13:
Choose µ M +1 = arg max µ∈Ps η(µ);
14:
Set M = M + 1, P tr = P tr ∪ {µ M +1 } and go to 1.
15: end if
In the active data selection algorithm, a natural and simple consideration is to use standard deviations to define the error indicator η(·) for evaluating the regression modelπ GP (·). Here, one choice of η(·) is
analogous to the error in R indicator η, and the selection procedure is terminated once a satisfactory prediction quality is achieved.
312
Alternatively, a desired training sample number M can be defined in advance.
313
Since structural responses with respect to typical structural parameters are usually continuous, even 314 smooth in most cases, the GPR is accurate even though it is not as powerful as some more advanced 
Numerical examples
321
In this section, numerical results for two examples, one in 1D and one in 3D, will be presented to validate 322 the effectiveness and accuracy of the proposed approach.
323
The FLagSHyP MATLAB program is used as high-fidelity solver for the numerical examples. The MAT- The first example is a frame made of a beam and a column. As shown in Figure 2 , the frame is trussed This problem is parametrized by four parameters: µ 1 is the quantitative value of the concentrated load Young's modulus, the modulus is fixed as E. Three parametrized cases will be analyzed as follows.
345
Case 1: µ 1 , hyperelasto-plasticity
346
The value of controlling downward deflection ∆ for the loading procedure is considered as the only 347 parameter in this case. The concentrated load is applied to the frame by 40 loading increments with the 348 arc-length method used, and the size of each increment is determined automatically by the method. GPR model, so the data selection algorithm will not be adopted in this case.
355
The POD for the 40 snapshots gives L = 5 bases, and a GPR model with an SE kernel is constructed for for each parameter µ 1 in the training samples, matching well with the 'perfect' identical fitting.
360
The average relative error of the projection for N s = 40 snapshots is 0.0033, calculated as
to obtain the reduced-order solutions at new parameter locations. Hence, the regression-based approach ensures a full decoupling between offline and online stages, and is non-intrusive. With both the accuracy and the efficiency validated by numerical examples, the proposed RB method is shown to be a powerful tool 437 for solving parametrized nonlinear structural problems.
438
In multi-query and real-time contexts of structural analysis, the proposed scheme is able to reduce the 439 model order effectively with a controlled loss of accuracy, and can achieve fast and reliable online calculations 
