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ABSTRAK 
Jumlah penelitian di dunia mengalami perkembangan yang pesat, setiap tahun berbagai peneliti dari penjuru dunia 
menghasilkan publikasi ilmiah seperti makalah, jurnal, buku dsb. Metode klasterisasi dapat digunakan untuk mengelompok-
kan kumpulan dokumen publikasi ilmiah ke dalam suatu kelompok tertentu berdasarkan relevansi antar topik. Klasterisasi 
pada dokumen memiliki karakteristik yang berbeda karena tingkat kemiripan antar dokumen dipengaruhi oleh kata-kata pem-
bentuknya. Beberapa metode klasterisasi kurang memperhatikan nilai semantik dari kata. Sehingga klaster yang terbentuk 
kurang merepresentasikan isi topik dokumen. Klasterisasi dokumen teks masih memiliki kemungkinan adanya outlier karena 
pemilihan fitur teks yang tidak optimal. Oleh karena itu dibutuhkan pemrosesan data yang tepat serta metode yang mengopti-
malkan hasil klaster. Penelitian ini mengusulkan metode klasterisasi dokumen menggunakan Weighted K-Means yang 
dipadukan dengan Maximum Common Subgraph. Weighted k-means digunakan untuk klasterisasi awal dokumen berdasarkan 
kata-kata yang diekstraksi. Pembentukan Weighted K-Means berdasarkan perhitungan Word2Vec dan TextRank dari kata-
kata dalam dokumen. Maximum Common Subgraph merupakan tahap pembentukan graf yang digunakan dalam penggabun-
gan klaster untuk menghasilkan klaster baru yang lebih optimal. Pembentukan graf dilakukan dengan perhitungan nilai 
Word2vec dan Co-occurrence dari klaster. Representasi topik dokumen tiap klaster dapat dihasilkan dari pemodelan topik 
Latent Dirichlet Allocation (LDA). Pengujian dilakukan dengan menggunakan dataset publikasi ilmiah dari Scopus. Hasil 
dari analisis Koherensi topik menunjukkan nilai koherensi usulan metode adalah 0,5375 pada dataset 1 yang bersifat hetero-
gen dan 0,5642 pada dataset 2 yang bersifat homogen. 
    
Kata Kunci: Co-occurence, Latent Dirichlet Allocation, Maximum Common Subgraph, Weighted k-means, Word2Vec  
 
ABSTRACT 
The number of researches in the world has been increased, every year researchers from around the world produce scientific 
publications such as journals, proceeding, books, etc. Clustering methods can be used to cluster scientific publications based 
on relevance between topics. Clustering on document has different characteristics because the level of similarity between 
documents is influenced by the words. Some clustering methods less attention to the semantic value of the word. The cluster 
formed does not represent the topic of the document. Document clustering still has the possibility of outliers because the 
selection of text features is not optimal. Therefore, proper data processing and methods that optimize cluster results are 
needed. This research proposes a document clustering method using Weighted K-Means and Maximum Common Subgraph. 
Weighted k-means are used for initial clustering of documents based on extracted words. Weighted K-Means formed by 
Word2Vec and TextRank. Then maximum common subgraph is the graph formation stage used in combining clusters to pro-
duce a new optimal cluster. Graph is formed by Word2vec similarity and Co-occurrence of clusters. The topic cluster can be 
generated from the modeling of the Latent Dirichlet Allocation (LDA). Testing method use a dataset of scientific publication 
from Scopus. The results of the topic coherence analysis show the coherence value of the proposed method is 0.5375 in the 
heterogeneous dataset 1 and 0.5642 in the homogeneous dataset 2. 
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I. PENDAHULUAN 
umlah penelitian di dunia mengalami perkembangan yang pesat setiap tahunnya. Peneliti baik dari kalangan 
akademisi maupun profesional dari penjuru dunia menghasilkan karya ilmiah penelitian yang dapat 
diwujudkan dalam bentuk jurnal ilmiah, makalah, konferensi, buku dll. Data karya ilmiah juga dapat dilihat di 
World Wide Web yang terimpan di dalam lembaga pengindeks seperti Google Scholar, Scopus, Thomsonreuters, 
DOAJ, dll. Kumpulan karya ilmiah tersebut merupakan sumber data yang berharga sehingga apabila dilakukan 
pengorganisasian yang lebih baik dan efisien dapat menghasilkan informasi yang berguna. 
Metode klasterisasi dapat digunakan untuk mengelompokkan kumpulan dokumen karya ilmiah ke dalam suatu 
kelompok tertentu berdasarkan topik. Klasterisasi merupakan metode yang paling umum digunakan untuk 
mengelompokkan objek berdasarkan kemiripan dengan objek yang lain [1]. Terdapat beberapa pendekatan metode 
klasterisasi diantaranya Partitioning Methods [2] [3], Hierarchical Methods [4] [5], Density Based Methods [6] 
[7], Grid Based Methods [8], dan Model Based Clustering Methods [9]. Metode klasterisasi yang dipilih sangat 
bergantung pada permasalahan yang akan diselesaikan. 
 K-means merupakan metode klasterisasi yang menerapkan pendekatan Partitioning Methods. K-means dapat 
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diimplementasikan pada berbagai macam studi kasus, salah satunya adalah klasterisasi pada dokumen teks. Ide 
dasar klasterisasi dokumen teks mengelompokkan dokumen yang mempunyai kemiripan dengan dokumen lain. 
Untuk dapat menghitung tingkat kemiripan, dokumen tersebut harus diubah dalam bentuk vektor. Salah satu 
metode yang paling umum digunakan adalah dengan pendekatan term frequency statistics. Pendekatan ini 
digunakan pada beberapa penelitian seperti pada [10] menggunakan pendekatan Term Frequency-Inverse 
Document Frequency (TF-IDF) untuk klasterisasi dokumen yang digunakan dengan fuzzy K-means and 
hierarchical algorithm. Pendekatan term frequency hanya memperhatikan nilai statistik dari kemunculan kata tanpa 
mengetahui pengaruh makna kata itu sendiri. Sehingga klaster yang terbentuk kurang merepresentasikan isi topik 
dokumen. 
 Pembentukan vektor dokumen dapat dilakukan dengan pendekatan yang berbasis Natural Language Processing 
(NLP). Word2Vec merupakan salah satu pendekatan word embedding yang berbasis NLP yang digunakan untuk 
memetakan kata kedalam vektor multidimensi. Word2vec dibuat tim peneliti yang dipimpin oleh Mikolov di google 
[11] dan sudah dikembangkan dalam beberapa penelitian seperti pada [12] [13]. Penggunaan Word2Vec dalam 
klasterisasi dapat menghasilkan klaster yang mempunyai kedekatan secara semantik. Hongzhi et al [4] 
menggunakan Weighted k-means dengan pendekatan Word2Vec untuk pembentukan bobot dari vektor kata, 
hasilnya dapat menurunkan jarak dari pusat klaster dalam kasus dokumen teks.  
Disetiap dokumen maupun klaster memiliki topik yang terkandung didalamnya. Pada dasarnya topik tersebut 
merupakan bagian dari beberapa kata penyusun dokumen. Perkembangan analisis teks pada pemodelan topik 
sendiri pada dasanya bersumber pada matriks TF-IDF, selanjutnya dikembangkan lagi menjadi beberapa metode 
diantaranya Latent Semantic Analysis (LSA), Probabilistic Latent Semantic Analysis (PLSA), dan Latent Dirichlet 
Allocation (LDA). LDA [14] adalah salah satu algoritma pemodelan topik yang banyak digunakan di beberapa 
penelitian dan merupakan bentuk pengembangan dari beberapa algoritma pemodelan topik sebelumnya.  
Pengelompokan dokumen berdasarkan topik masih memiliki kemungkinan adanya outlier karena pemilihan fitur 
teks yang tidak optimal. Penggunaan metode penggabungan klaster dapat menangani beberapa permasalahan 
terkait klasterisasi yang kurang optimal. Pada dasarnya metode penggabungan klaster bertujuan untuk mencari 
similaritas antar klaster yang terbentuk. Maximun Common Subgraph (MCS) dapat digunakan sebagai representasi 
klaster untuk pengukuran similaritas dengan menghitung relasi kemunculan bersama (Co-occurrence) sebagai 
bobot [15], namun hal tersebut kurang menghasilkan informasi semantik yang merepresentasikan kata. 
Penghitungan relasi dengan Word2Vec dapat digunakan, namun kurang memberikan konteks similaritas klaster 
yang tepat. Oleh karena itu pembentukan graf dapat dikombinasikan dengan pendekatan Co-occurrence dan 
Word2Vec dengan memanfaatkan kelebihan kedua pendekatan tersebut. 
Penelitian ini mengusulkan metode klasterisasi dokumen menggunakan Weighted K-Means yang dipadukan 
dengan Maximum Common Subgraph sesuai dengan relevansi dari topik dokumen. Weighted k-means digunakan 
untuk klasterisasi awal dokumen berdasarkan kata-kata yang diekstraksi. Pembentukan Weighted K-Means 
berdasarkan perhitungan Word2Vec dan TextRank dari kata-kata dalam dokumen. Maximum Common Subgraph 
merupakan tahap pembentukan graf yang digunakan dalam penggabungan klaster untuk menghasilkan klaster baru 
yang lebih optimal. Pembentukan graf dilakukan dengan perhitungan nilai Word2vec dan Co-occurrence dari 
klaster. Representasi topik dokumen tiap klaster dapat dihasilkan dari pemodelan topik Latent Dirichlet Allocation 
(LDA) [16]. Pengujian dalam makalah ini menggunakan perhitungan Coherence Measure [17]. Pengujian 
dilakukan untuk menghitung nilai koherensi dokumen yang merepresentasikan keterkaitan antar topik klaster. 
II. METODOLOGI PENELITIAN 
Penelitian ini bertujuan mengklasterisasi dokumen berdasarkan topik dari dokumen tersebut. Terdapat dua proses 
utama yaitu klasterisasi yaitu menggunakan Weighted K-means dan penggabungan klaster berdasarkan Maximum 
Common Subgraph. Diagram dari metode yang digunakan dapat dilihat pada Gambar 1. 
A. Pre-Processing 
Tahap pre-processing digunakan untuk memproses dataset untuk menjadi data yang lebih bersih yang akan 
digunakan pada tahap klasterisasi. Tahap pre-processing terdiri dari beberapa proses sebagai berikut. 
1. Konversi ke huruf kecil 
Data dari dokumen teks akan dikonversikan ke huruf kecil. Hal ini bertujuan untuk menyelaraskan string ke 
dalam bentuk standar. 
2. Penghilangan tag html 
Beberapa data publikasi yang tersimpan di database masih memiliki tag html sehingga harus dihapuskan agar 
tidak menjadi noise. 
3. Penghilangan tanda baca 
Pada proses ini sistem akan menghilangkan tanda baca yang biasa digunakan dalam kalimat agar tidak 
dinyatakan sebagai kata. 






Data yang berupa kalimat, paragraf atau dokumen akan dibagi menjadi token atau kumpulan kata. Token 
didapat dari pemisahan kata berdasarkan karakter spasi. 
5. Penghilangan stopwords 
Stopwords adalah kata yang umum digunakan dengan jumlah besar dan dianggap tidak memiliki makna 
tersendiri. Dalam penelitian ini kata yang termasuk stopword akan didasarkan pada kumpulan stopword 
dalam bahasa inggris. 
Hasil keluaran dari tahap pre-processing berupa dokumen term, yaitu kumpulan term atau kata-kata yang terdapat 
dalam satu dokumen yang akan digunakan pada tahap klasterisasi. 
B. Klasterisasi menggunakan Weighted K-Means 
Pada tahap ini dokumen term akan dikelompokkan pada satu klaster berdasarkan kemiripan kata. Setiap dokumen 
𝐷 terdiri dari beberapa kata 𝑤1, 𝑤2, … , 𝑤𝑖−1, 𝑤𝑖. Masing masing kata tersebut dapat dinyatakan sebagai vektor kata 
𝑉1, 𝑉2, … , 𝑉𝑖−1, 𝑉𝑖. Perhitungan nilai vektor kata dilakukan dengan menggunakan algoritma Word2Vec.  
Selain itu dalam setiap dokumen terdapat kata yang dapat dianggap sebagai kata kunci. Nilai vektor dari kata 
kunci dapat dinyatakan sebagai 𝑉𝑇. Perhitungan nilai kata kunci dapat menggunakan algoritma keyword extraction 
seperti TextRank [18]. Keyword atau kata kunci merupakan kata yang menjadi pusat perhatian dari dokumen. Nilai 
kata kunci didapat dari perhitungan algoritma TextRank berdasarkan probabilitas hubungan suatu kata dengan kata 
lain. Nilai TextRank dari kata tertinggi itu yang akan dijadikan kata kunci suatu dokumen. 
Weighted K-Means memiliki nilai weight atau bobot dalam setiap kata. Bobot tersebut didapat dari perhitungan 
relevansi antara kata kunci 𝑉𝑇 dan kata 𝑉𝑖. Perhitungan bobot dapat dicari dengan menggunakan persamaan 
Euclidean Distance yang dinotasikan pada persamaan (1). 
 











                                (1) 
𝑛 adalah dimensi dari vektor, ketika 𝑉𝑖 = 𝑉𝑇 , 𝐶𝑖 = 1, maka weight yang relevan adalah yang terbesar, ketika 𝑉𝑖 =
(0,… ,0), 𝐶𝑖 = 0, maka weight adalah terkecil. Oleh karena itu, weight yang relevan dapat mengekspresikan 
relativitas antara kata kunci dan topik tertentu. 
Untuk setiap dokumen D akan mempunyai 𝑉𝐷 yang merupakan vektor multidimensi untuk mewakili dokumen 
yang dinotasikan pada persamaan (2). 
 
𝑉𝐷 = (𝐶1𝑉1, 𝐶2𝑉2, … , 𝐶𝑖−1𝑉𝑖−1, 𝐶1𝑉1)                               (2) 
 
Gambar 1. Diagram dari metode yang digunakan 
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Secara keseluruhan, persamaan tersebut meningkatkan kapasitas mengekspresikan topik yang akan membawa 
pengaruh yang baik untuk klasterisasi topik. Secara umum langkah-langkah agoritma Weighted K-means adalah 
sebagai berikut: 
1. Hitung weight yang relevan disetiap kata dengan persamaan (1). 
2. Dapatkan nilai vektor dokumen berdasarkan persamaan (2). 
3. Normalisasi nilai vektor dokumen agar setiap dokumen memiliki panjang vektor yang sama. 
4. Pilih objek K secara acak dari kumpulan data dan setiap objek mewakili pusat klaster awal atau mean 
dari suatu topik. 
5. Hitung jarak antara dokumen dan setiap pusat klaster dengan menggunakan cosine distance. 
6. Hitung ulang rata-rata setiap klaster sebagai pusat klaster baru. 
7. Jika semua pusat klaster tidak berubah, fungsi objektif telah converged maka algoritma telah berakhir, 
jika tidak modifikasi pusat klaster lalu kemudian ulangi langkah 5 dan langkah 6. 
C. Pembentukan Graf Klaster 
Hasil klasterisasi harus diubah ke dalam bentuk graf. Gambar 2 menunjukkan struktur graf pada umumnya yang 
terdiri dari vertex dan edge. Graf Klaster 𝐺𝑖 terdiri dari vertex atau node 𝑣𝑖 yang mewakili kumpulan kata dalam 
klaster, serta edge 𝑒𝑖 yang mewakili relasi antar kata tersebut. Untuk mendapatkan vertex dari klaster pelu dilakukan 
unigram extraction yaitu ekstraksi kata tunggal pembentuk klaster dengan minimum support tertentu. Kata yang 
diekstrasi adalah kata yang sudah dilakukan proses stemming. Stemming adalah proses pemetaan dan penguraian 
bentuk dari suatu kata menjadi bentuk kata dasarnya. Algoritma stemming yang digunakan adalah PorterStemmer. 
Sebuah klaster 𝐾𝑖 terdiri dari kumpulan dokumen term 𝐷𝑡. Nilai dari unigram extraction adalah sekumpulan kata 
𝑤𝑡 dimana 𝑤𝑡 ∈ 𝐷𝑡|𝑤𝑡 > min⁡_𝑠𝑢𝑝𝑝𝑜𝑟𝑡.   
Selanjutnya perhitungan edge dengan mencari relasi antar kata. Relasi antar kata dapat dicari dengan menghitung 
similaritas antar kata pada perhitungan Word2Vec. Sebuah node 𝑣𝑖 dan node 𝑣𝑗 memiliki nilai Word2Vec similarity 
𝑊𝑠𝑖𝑚(𝑖,𝑗). Nilai similarity akan berada di rentang angka -1 sampai 1. Nilai negatif memiliki arti bahwa kata tersebut 
memiliki arti berlawanan dengan kata yang lain. Kedua node tersebut akan memiliki relasi apabila memiliki nilai 
diatas threshold yang ditentukan. 
Alternatif lain dapat menggunakan perhitungan Co-occurrence [19] yaitu perhitungan jumlah kemunculan kata 
bersama dengan nilai window atau rentang kata tertentu. Nilai Co-occurrence dari dua node dapat dinyatakan 
dengan Word Co-occurrence Matrix. Sebuah node 𝑣𝑖 memiliki frekuensi kata 𝑓𝑖 dan 𝑁 adalah jumlah kata dalam 
teks. Nilai Co-occurence dari node 𝑣𝑖 dapat dinyatakan dengan persamaan (3). Selanjutnya untuk menghitung nilai 
co-occurence kata dari node 𝑣𝑖 dan node 𝑣𝑗 dapat dinyatakan dengan persamaan (4) dengan 𝑓𝑖,𝑗 adalah frekuensi 









                                    (4) 
 
Selanjutkan akan dikombinasikan dua pendekatan perhitungan similaritas antara node 𝑣𝑖 dan 𝑣𝑗 menggunakan 
persamaan (5) dengan koefisien 𝛼 yang memiliki rentang nilai 0 sampai 1.  
 
𝑊𝑒𝑑𝑔𝑒(𝑖,𝑗) = 𝛼 ×𝑊𝑠𝑖𝑚(𝑖,𝑗) + (1 − 𝛼) ×𝑊𝑐𝑜(𝑖,𝑗)                           (5) 
 
 
Gambar 2. Struktur Graf 
 





Graf yang klaster disimpan kedalam bentuk graph distance metric. Pembentukan graf dilakukan pada semua 
klaster. Selanjutnya akan dilakukan perhitungan similaritas antar graf pada tahap penggabungan klaster. 
D. Penggabungan Klaster menggunakan Maximum Common Subgraph (MCS) 
Setiap klaster akan memiliki model graf sesuai dengan relasi antara kata. Terdapat kemungkinan adanya kemiri-
pan struktur dalam graf. Oleh karena itu perlu dilakukan similarity check dengan menggunakan konsep Maximum 
Common Subgraph (MCS) [20]. Sebuah graf dinyatakan isomorphic jika terdapat korespondensi satu-satu ke 
pemetaan node antar kedua graf. MCS menghitung nilai common subgraph maksimal dari graf isomorphic yang 
terbentuk dari graf 𝐺1 dan 𝐺2. Contoh dari graf isomorphic dapat dilihat pada Gambar 3. 
Masukkan dari MCS adalah graf representasi teks 𝐺1 dan 𝐺2. Hasil dari MCS adalah sub-graph optimal 𝐺′. Alur 
metode MCS dapat dijelaskan sebagai berikut: 
1. Cari node yang sama antara 𝐺1 dan 𝐺2, tambahkan ke 𝐺′. 
2. Ambil 2 node yang berbeda pada 𝐺′. Jika kedua node bersebelahan pada 𝐺1 dan 𝐺2, maka edge yang 
menghubungkan kedua node tersebut ditambahkan ke 𝐺′. Bobot edge terkecil antara edge 𝐺1 dan 𝐺2 
menjadi bobot edge di 𝐺′. 
3. Ulangi langkah 2 sampai tidak ada lagi edge yang bisa ditambahkan. 
Langkah selanjutnya adalah mencari similaritas antar graf 𝑆(𝐺1, 𝐺2) yang dirumuskan oleh persamaan (6). 
 
𝑆(𝐺1, 𝐺2) = 𝛽
𝑁𝐺′
𝑁max⁡(𝐺1,𝐺2)
+ (1 − 𝛽)
𝐸𝐺′
𝐸max⁡(𝐺1,𝐺2)
                           (6) 
 
𝑁𝐺′ merupakan node pada 𝐺′, 𝑁max⁡(𝐺1,𝐺2) merupakan nilai maksimal total node pada 𝐺1 dan 𝐺2, 𝐸𝐺′ merupakan 
jumlah edge pada 𝐺′, dan 𝐸max⁡(𝐺1,𝐺2) merupakan nilai maksimal total edge pada 𝐺1 dan 𝐺2. Koefisien 𝛽 merupakan 
nilai antara 0 dan 1 yang mewakili tingkat kepentingan node terhadap edge pada subgraph. Jika dua buah graf 
klaster 𝐺1 dan 𝐺2 memiliki jarak yang lebih rendah daripada threshold 𝑡, maka graf klaster 𝐺1 dan 𝐺2 dapat 
digabung menjadi satu klaster. Dengan demikian keluaran dari tahap ini adalah kumpulan klaster dokumen yang 
baru berdasarkan perhitungan bobot MCS pada setiap elemen dari kata. 
E. Ekstraksi Topik Klaster 
Pada tahap ini adalah mengekstrak topik yang ada untuk menggabarkan isi topik dari dokumen klaster. Imple-
mentasi dari tahap ini menggunakan pemodelan Latent Dirichlet Allocation (LDA) [14]. LDA merupakan bagian 
dari Bayesian Hierarchical Models yang merupakan kumpulan data teks yang dimodelkan sebagai model campuran 
dari berbagai topik. Hasil keluaran dari tahap ini adalah kumpulan term yang merupakan topik dari setiap klaster 
dengan nilai bobot berdasarkan perhitungan dari LDA. 
 
III. UJI COBA DAN PEMBAHASAN 
Usulan metode dievaluasi menggunakan perhitungan koherensi topik, yaitu mengukur interpretabilitas topik 
yang dihasilkan. Suatu nilai klaster koheren secara topikal jika antara topik dokumen di dalam klaster memiliki 
keterkaitan kontekstual yang tinggi. Perhitungan koherensi topik didasarkan pada penelitian dari Roder et al [17]. 
Proses uji coba dilakukan dengan menyiapkan dataset dan skenario dari uji coba. 
Dataset yang digunakan dalam penelitian ini berasal dari publikasi ilmiah yang terindeks Scopus dengan author 
dari dosen Institut Teknologi Sepuluh Nopember. Dataset dapat diperoleh dengan menggunakan API Scopus yang 
kemudian diolah untuk disimpan ke dalam basis data SQL Server. Dokumentasi dari API Scopus dapat dilihat pada 
alamat https://dev.elsevier.com/scopus.html. Terdapat banyak field atau kolom dari data yang didapat, untuk proses 
klasterisasi hanya akan menggunakan data title dan abstract dari dokumen artikel ilmiah. 
 
Gambar 3. Contoh Graf Isomorphic 





A. Analisis Dataset 
Analisis dataset bertujuan untuk menentukan jumlah k klaster dan memilih beberapa jenis data yang akan 
digunakan dalam uji coba. Silhouette Coefficient dapat digunakan untuk menganalisis data dan menentukan 𝑘 
optimal [21]. Nilai Silhouette berasal dari perhitungan kemiripan suatu objek dengan kelompoknya sendiri atau 
cohesion, kemudian dibandingkan dengan kelompok lain atau separation. Data yang didapat dari Scopus berjumlah 
5.242 data publikasi, data ini selanjutnya disebut dataset keseluruhan. Perhitungan rata-rata Silhouette Coefficient 
dilakukan pada dataset keseluruhan dengan menggunakan nilai k antara 2 sampai 50. Hasil dari perhitungan dapat 
dilihat pada Gambar 4. 
Pada Gambar 4 masih belum terlihat nilai Silhouette Coefficient yang signifikan diantara klaster 2 sampai 50. 
Hal tersebut dikarenakan banyaknya outlier pada dataset serta adanya curse of dimensionality karena besarnya 
dimensi data yang digunakan. Oleh karena itu data tersebut perlu disaring berdasarkan nilai Silhouette Coefficient 
disetiap dataset. Dari dataset keseluruhan, diambil beberapa data yang mempunyai nilai Silhouette diatas 0,1. 
Hasinya adalah data yang didapat berjumlah 265 data publikasi, data ini kemudian akan disebut sebagai dataset 1. 
Selanjutnya dihitung kembali rata-rata Silhouette Coefficient disetiap klaster untuk mencari nilai k optimal pada 
dataset 1. Perhitungan dilakukan pada k antara 2 sampai 50, hasilnya nilai k optimal yang didapat adalah 13. Grafik 
nilai rata-rata Silhouette Coefficient dari dataset 1 dapat dilihat pada Gambar 5. 
 
Gambar 4. Hasil perhitungan rata-rata Silhouette Coefficient pada dataset keseluruhan 
 
Gambar 5. Hasil perhitungan rata-rata Silhouette Coefficient pada dataset 1 





Dataset 1 berisikan data dari semua bidang penelitian di dalam Scopus, data publikasi yang didapat cenderung 
beragam atau dapat disebut sebagai data heterogen. Oleh karena itu akan dibandingkan dengan dataset yang 
mewakili satu bidang untuk mendapatkan dataset homogen. Pada data Scopus terdapat pilihan bidang, pada 
pengujian ini dataset yang dipilih adalah dataset yang berasal dari bidang Computer Science dari data publikasi 
Scopus yang berjumlah 1.804 data. Selanjutnya dilakukan perhitungan Silhouette Coefficient pada dataset 
Computer Science dengan nilai klaster antara 2 sampai 50. Hasil perhitungan dapat dilihat pada Gambar 6.  
Hasil perhitungan dari dataset Computer Science masih belum terlihat nilai Silhouette Coefficient yang 
signifikan. Oleh karena itu dataset akan disaring dengan mencari nilai Silhouette Coefficient disetiap data, dengan 
threshold adalah 0,1. Hasil yang didapat adalah dataset sejumlah 155 data publikasi, selanjutnya data tersebut akan 
disebut sebagai dataset 2. Setelah itu pada dataset 2 dicari nilai k optimal, hasilnya dapat dilihat pada Gambar 7 
dengan nilai k yang didapat adalah 23.  
B. Skenario Pengujian 
Terdapat dua skenario uji coba yang akan dilakukan, skenario pertama yaitu membandingkan usulan metode 
dengan metode K-means untuk mengetahui dampak dari penggunakan weight pada usulan metode. Pengujian akan 
menggunakan dataset 1 dan dataset 2 disetiap metode yang digunakan. Skenario selanjutnya adalah untuk 
 
Gambar 6 Hasil perhitungan rata-rata Silhouette Coefficient pada dataset Computer Science 
 
Gambar 7 Hasil perhitungan rata-rata Silhouette Coefficient pada dataset 2 
 





mengetahui pengaruh penggunaan metode pada pembentukan relasi graf. Metode Word2Vec dan Co-occurrence 
akan dibandingkan dengan usulan metode yaitu penggabungan antara Word2Vec dengan Co-occurrence. Skenario 
dari pengujian dapat dilihat pada Tabel I. 
C. Hasil Pengujian Skenario 1 
Pada usulan metode penggunaan algoritma Weighted K-means menambahkan bobot kata berdasarkan perhi-
tungan vektor dari masing-masing kata dengan keyword yang didapat. Hal tersebut akan berdampak pada hasil 
klasterisasi yang dihasilkan. Pada skenario 1 terdapat dua jenis dataset yang digunakan yaitu dataset 1 yang berisi-
kan 265 data publikasi ilmiah serta dataset 2 sejumlah 155 data publikasi ilmiah. Selanjutnya, perhitungan koher-
ensi dilakukan pada usulan metode dibandingkan dengan K-means dengan menggunakan dataset 1 dan dataset 2. 
Tabel II menunjukkan hasil pengujian dari skenario 1, pada tabel tersebut dapat terlihat perbedaan jumlah klaster 
yang digunakan. Perbedaan jumlah klaster terjadi karena pada usulan metode terdapat proses penggabungan klaster 
dimana jumlah klaster akan lebih efisien dibandingkan dengan kalster awal. Pada saat percobaan 1 menggunakan 
dataset 1 jumlah klaster yang digunakan pada K-Means adalah 13 sedangkan pada usulan metode adalah 11. Pada 
K-means menghasilkan nilai rata-rata koherensi topik sebesar 0,4994, sedangkan usulan metode menghasilkan nilai 
sebesar 0,5254. Kemudian pada percobaan 2 dengan menggunakan dataset 2, jumlah klaster K-Means adalah 23 
dan jumlah klaster usulan metode adalah 14. Nilai rata-rata koherensi K-means sebesar 0,4558 sedangkan pada 
usulan metode sebesar 0,5642. 
Hasil pengujian pada skenario 1 menunjukkan adanya peningkatan yang terjadi pada penggunaan usulan metode 
dibandingkan dengan K-means. Peningkatan tersebut cukup signifikan, hal tersebut dapat dilihat bahwa pada 
metode K-means nilai rata-rata koherensi yang didapat berada dibawah angka 0,5. Sedangkan pada usulan metode 
nilai rata-rata koherensi berada diatas 0,5 dengan selisih 0,0381 pada dataset 1 dan 0,1084 pada dataset 2. Perhi-
tungan koherensi dilakukan berdasarkan ekstraksi topik yang menggunakan algoritma LDA. Topik yang didapat 
merupakan perhitungan semantik dari setiap kata di dalam dokumen klaster. Pada usulan metode, nilai semantik 
dari dokumen sangat diperhatikan. Sedangkan pada K-means, perhitungan relasi antar dokumen hanya didasarkan 
pendekatan statistik. Sehingga hasil klaster pada usulan metode akan memiliki nilai interpretabilitas topik yang 
lebih tinggi dibandingkan dengan K-means. 
TABEL I 
SKENARIO PENGUJIAN 
Skenario Dataset Metode 
1 1 dan 2 Usulan Metode (Weighted K-Means) 
 1 dan 2 K-Means 
2 1 Usulan Metode (Word2vec dan Co-occurence) 
 1 Word2Vec 
 1 Co-occurence 
 
TABEL II 
HASIL PENGUJIAN SKENARIO 1 
Percobaan Dataset 







1 1 13 0,4994 11 0,5375 
2 2 23 0,4558 14 0,5642 
 
TABEL III 
HASIL PENGUJIAN SKENARIO 2 
Percobaan Dataset Metode Jumlah Klaster Rata-rata Koherensi Topik 
1 1 Usulan Metode (Word2vec dan Co-occurence) 11 0,5254 
2 1 Word2Vec 11 0,5157 
3 1 Co-occurence 11 0,5414 
 





D. Hasil Pengujian Skenario 2 
Pembentukan relasi graf untuk perhitungan Maximum Common Subgraph pada proses penggabungan klaster 
dapat dilakukan dengan beberapa metode, yaitu menggunakan Word2Vec atau Co-occurrence. Usulan metode 
menggunakan penggabungan antara Word2Vec dengan Co-occurrence. Skenario 2 menguji dampak dari peng-
gabungan metode tersebut dibandingkan dengan metode lain. Dataset yang digunakan adalah dataset 1. Hasil dari 
pengujian dapat dilihat pada Tabel III. 
Terdapat 3 percobaan yang dilakukan pada skenario 2. Percobaan 1 mengggunakan dataset 1, pembentukan graf 
menggunakan penggabungan Word2Vec dan Co-occurrence dengan jumlah klaster adalah 11. Percobaan 2 
mengggunakan dataset 1, pembentukan graf menggunakan similaritas Word2Vec dengan jumlah klaster adalah 11. 
Percobaan 3 mengggunakan dataset 1, pembentukan graf menggunakan perhitungan Co-occurrence dengan jumlah 
klaster adalah 11. Pada percobaan 1, nilai rata-rata koherensi yang didapat lebih besar dari pada percobaan 2 dan 
percobaan 3. Hal tersebut dikarenakan pada percobaan 1 menggunakan usulan metode dengan menggabungkan 
kelebihan dari Word2Vec dan Co-occurrence secara bersama-sama. Word2Vec dapat menggabarkan relasi kata 
berdasarkan kemiripan secara semantik. Sedangkan Co-occurrence dapat menggabarkan kedekatan kata berdasar-
kan kemunculan bersama. Peningkatan yang terjadi pada penggunaan usulan metode tidak begitu signifikan. Ketiga 
percobaan menunjukkan nilai rata-rata koherensi topik yang berada diatas 0,5 dengan selisih kurang dari 0,2. Hal 
tersebut dikarenakan pada pembentukan relasi kata graf sangat dipengaruhi pada jumlah data yang digunakan. 
Sehingga semakin besar jumlah data yang digunakan akan menyebabkan jumlah vertex dan edge bertambah, se-
hingga penggunaan variasi metode akan menunjukkan hasil yang berbeda. Namun pada penggunaan data yang 
besar membutuhkan jumlah memori yang besar juga. 
IV. KESIMPULAN 
Dalam makalah ini metode Weighted K-means dan Maximum Common Subgraph untuk klasterisasi artikel ilmiah 
telah diusulkan. Weighted K-means digunakan untuk menambah bobot kata pada proses klasterisasi dan 
menggunakan perhitungan Word2Vec dan TextRank untuk menentukan nilai vektor dari kata. Sedangkan Maximum 
Common Subgraph digunakan untuk membentuk graf yang digunakan pada penggabungan klaster. 
Pengujian dilakukan dengan menghitung nilai koherensi topik yang dibandingkan antara usulan metode dengan 
beberapa metode melalui beberapa skenario percobaan. Pada skenario 1 klasterisasi Weighted K-Means dari usulan 
metode dibandingkan dengan algoritma K-Means. Hasil nilai rata-rata koherensi topik dari usulan metode memiliki 
nilai lebih baik daripada K-means, baik pada dataset 1 yang bersifat heterogen maupun dataset 2 yang bersifat 
homogen. Pada skenario 2 pengujian dilakukan untuk mengetahui dampak penggunaan algoritma relasi pemben-
tukan graf. Usulan metode menggunakan penggabungan Word2Vec dan Co-occurrence menggunakan persamaan 
(5) dibandingkan dengan algoritma Word2Vec dan algoritma Co-occurrence. Hasilnya menunjukkan bahwa peng-
gabungan metode memiliki nilai rata-rata koherensi yang lebih baik.  
Secara umum penggunaan Weighted K-Means dan penggabungan Klaster Maximum Common Subgraph dari 
usulan metode dapat meningkatkan nilai koherensi topik pada klasterisasi dokumen artikel ilmiah. Akan tetapi 
penggunaan metode penggabungan klaster menggunakan graf dapat menyebabkan penggunaan memori yang tinggi 
tergantung pada besarnya graf yang digunakan. 
V. SARAN 
Untuk penelitian selajutnya pada proses penggabungan klaster dapat menggunakan pendekatan statistik atau 
pendekatan graf lain yang lebih ramah dalam penggunaan memori tanpa mengurangi nilai dari klaster. 
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