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Abstract. We shall show that a two-parameter extended entropy function is characterized
by a functional equation. As a corollary of this result, we obtain that the Tsallis entropy function
is characterized by a functional equation, which is a different form used in [1] i.e., in Proposition
2.1 in the present paper. We also give an interpretation of the functional equation giving the
Tsallis entropy function, in the relation with two non-additive properties.
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1 Introduction
Recently, generalized entropies have been studied from the mathematical point of view. The
typical generalizations of Shannon entropy [2] are Re´nyi entropy [3] and Tsallis entropy [4]. The
Re´nyi entropy and the Tsallis entropy are defined by
Rq(X) =
1
1− q
log
n∑
j=1
x
q
j , (q 6= 1, q > 0)
and
Sq(X) =
n∑
j=1
xj − x
q
j
q − 1
, (q 6= 1, q > 0)
for a given information source X = {x1, · · · , xn} with the probability pj ≡ Pr(X = xj). Both
entropies recover Shannon entropy:
S1(X) ≡ −
n∑
j=1
pj log pj
in the limit q → 1. The uniqueness theorem for the Tsallis entropy was firstly given in [5] and
improved in [6].
Throughout this paper, a parametric extended entropy such as Re´nyi entropy and Tsallis
entropy and so on, is called by a generalized entropy.
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We note that the Re´nyi entropy has the additivity:
Rq(X × Y ) = Rq(X) +Rq(Y )
but the Tsallis entropy has the non-additivity:
Sq(X × Y ) = Sq(X) + Sq(Y ) + (1− q)Sq(X)Sq(Y ), (1)
where X × Y means that X and Y are independent random variables. Therefore we have a
definitive difference for these entropies, although we have the simple relation between them:
Rq(X) =
1
1− q
log {1 + (1− q)Sq(X)} , (q 6= 1).
The Tsallis entropy is rewritten by
Sq(X) = −
n∑
j=1
p
q
j lnq pj (2)
where the q-logarithmic function is defined by
lnq x ≡
x1−q − 1
1− q
, (q 6= 1),
which uniformly converges to log x in the limit q → 1.
Since Shannon entropy can be regarded as the expectation value for each value − log pj, we
may consider that the Tsallis entropy can be regarded as the q-expectation value for each value
− lnq pj, as an anology to Shannon entropy. Where q-expectation value Eq is defined by
Eq(X) ≡
n∑
j=1
p
q
jxj.
However, the q-expectation value Eq lacks the fundamental property such as E(1) = 1, so that
it was considered to be inadequate to adopt as a generalized definition of the usual expectation
value. Then the noremalized q-expectation value was introduced:
E(nor)q (X) ≡
∑n
j=1 p
q
jxj∑n
i=1 p
q
i
and by using this, the normalized Tsallis entropy was defined by
S(nor)q (X) ≡
Sq(X)∑n
j=1 p
q
j
= −
∑n
j=1 p
q
j lnq pj∑n
i=1 p
q
i
, (q 6= 1).
We easily find that we have the following non-additivity relation for the normalized Tsallis
entropy:
S(nor)q (X × Y ) = S
(nor)
q (X) + S
(nor)
q (Y ) + (q − 1)S
(nor)
q (X)S
(nor)
q (Y ). (3)
As for the details on the mathematical properties of the normalized Tsallis entropy, see [7] for
example. The difference between two non-additivities Eq.(1) and Eq.(3) is the signature of the
coefficient 1− q in the third term of the right hand sides.
We note that the Tsallis entropy is also rewritten by
Sq(X) =
n∑
j=1
pj lnq
1
pj
(4)
2
so that we may regard it as the expectation value such as Sq(X) = E1
[
lnq
1
pj
]
, where E1 means
the usual expectation value. However, if we adopt this formulation in the definition of the Tsallis
conditional entropy, we do not have an important property such as a chain rule. (See [8] for
details.) Therefore we often adopt the formulation using the q-expectation value.
As a further generalization, for two positive numbers α and β, a two-parameter extended
entropy:
Sα,β(X) ≡
n∑
j=1
xαj − x
β
j
β − α
, (α 6= β)
has been studied in many literatures [9, 10, 11, 12, 13, 14, 15].
In the paper [1], a characterization of the Tsallis entropy function was proven by using the
functional equation. In this paper, we shall show that the two-parameter extended entropy
function is characterized by the functional equation.
2 A review of the characterization of Tsallis entropy function
by the functional equation
The following proposition was originally given in [1] by the simple and elegant proof. Here we
give the alternative proof along to the proof given in [16].
Proposition 2.1 ([1]) If the differentiable nonnegative function fq with positive parameter q ∈
R satisfies the following functional equation:
fq(xy) + fq((1 − x)y)− fq(y) = (fq(x) + fq(1− x)) y
q, (0 < x < 1, 0 < y ≤ 1) (5)
then the function fq is uniquely given by
fq(x) = −cqx
q lnq x,
where cq is a nonnegative constant depending only on the parameter q.
Proof:
If we put y = 1 in Eq.(5), then we have fq(1) = 0. From here we assume y 6= 1. We also put
gq(t) ≡
fq(t)
t
. Then we have
xgq(xy) + (1− x)gq((1− x)y)− gq(y) = (xgq(x) + (1− x)gq(1− x)) y
q−1 (6)
Putting x = 12 in (6), we have
gq
(y
2
)
= gq
(
1
2
)
yq−1 + gq(y).
Substituting y2 into y, we have
gq
( y
22
)
= gq
(
1
2
)(
yq−1 +
(y
2
)q−1)
+ gq(y).
By repeating similar substitutions, we have
gq
( y
2N
)
= gq
(
1
2
)
yq−1
(
1 +
(
1
2
)q−1
+
(
1
2
)2(q−1)
+ · · ·+
(
1
2
)(N−1)(q−1))
+ gq(y)
= gq
(
1
2
)
yq−1
(
2N(1−q)−1
21−q − 1
)
+ gq(y).
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Then we have
lim
N→∞
gq
(
y
2N
)
2N
= 0 (7)
due to q > 0. Differentiating Eq.(6) by y, we have
x2gq(xy) + (1− x)
2gq((1 − x)y)− g
′
q(y) = (q − 1) (xgq(x) + (1− x)gq(1− x)) y
q−2
Putting y = 1 in the above equation, we have
x2g′q(x) + (1− x)
2g′q(1− x) + (1− q) (xgq(x) + (1− x)gq(1− x)) = −cq, (8)
where cq = −g
′
q(1).
By integrating the equation (6) from 2−N to 1 with respect to y and performing the conversion
of the variables, we have∫ x
2−Nx
gq(t)dt+
∫ 1−x
2−N (1−x)
gq(t)dt−
∫ 1
2−N
gq(t)dt = (xgq(x) + (1− x)gq(1− x))
1− 2−qN
q
. (9)
By differentiating the above equation with respect to x, we have
gq(x)− 2
−Ngq(2
−Nx)− gq(1− x) + 2
−Ngq(2
−N (1− x))
=
1− 2−qN
q
(
gq(x) + xg
′
q(x)− gq(1− x)− (1− x)g
′
q(1− x)
)
.
Taking the limit N →∞ in the above, we have
(1− x)g′q(x) + (1− q)gq(1− x) = xg
′
q(x) + (1− q)gq(x) (10)
thanks to (7). From the equations (8) and (10), we have the following differential equation:
xg′q(x) + (1− q)gq(x) = −cq.
This differential equation has the following general solution:
gq(x) = −
cq
1− q
+ dqx
q−1,
where dq is a integral constant depending on q. From gq(1) = 0, we have dq =
cq
1−q . Thus we
have
gq(x) = cq
xq−1 − 1
1− q
.
Finally we have
fq(x) = cq
xq − x
1− q
= −cqx
q lnq x.
From fq(x) ≥ 0, we have cq ≥ 0.
If we take the limit as q → 1 in Theorem 2.1, we have the following corollary.
Corollary 2.2 ([16]) If the differentiable nonnegative function f satisfies the following func-
tional equation:
f(xy) + f((1− x)y)− f(y) = (f(x) + f(1− x)) y, (0 < x < 1, 0 < y ≤ 1) (11)
then the function f is uniquely given by
f(x) = −cx log x,
where c is a nonnegative constant.
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3 Main results
In this section, we give a characterization of a two-parameter extended entropy function by the
functional equation. Before we give our main theorem, we review the following result given by
Pl.Kannappan [17, 18].
Proposition 3.1 ([17, 18]) Let two probability distributions (p1, · · · , pn) and (q1, · · · , qm). If
the measureable function f : (0, 1) → R satisfies
n∑
i=1
m∑
j=1
f(piqj) =
n∑
i=1
pαi
m∑
j=1
f(qj) +
m∑
j=1
q
β
j
n∑
i=1
f(pi), (12)
for all (p1, · · · , pn) and (q1, · · · , qm), then the function f is given by
f (p) =


c
(
pα − pβ
)
, α 6= β,
cpα log p, α = β,
cp log p+ b (mn−m− n) p+ b, α = β = 1.
where c and b are arbitrary constants.
In the following theorem, we adopt a simpler condition than Eq.(12).
Theorem 3.2 If the differentiable nonnegative function fα,β with two positive parameters α, β ∈
R satisfies the following functional equation:
fα,β(xy) = x
αfα,β(y) + y
βfα,β(x), (0 < x, y ≤ 1) (13)
then the function fα,β is uniquely given by
fα,β(x) = cα,β
xβ − xα
α− β
, (α 6= β)
and
fα(x) = −cαx
α log x, (α = β)
where cα,β and cα are nonnegative constants depending only on the parameters α (and β).
Proof:
If we put y = 1, then we have fα,β(1) = 0 due to x > 0. By differentiating Eq.(13) with
respect to y, we have
xf ′α,β(xy) = x
αf ′α,β(y) + βy
β−1fα,β(x) (14)
Putting y = 1 in Eq.(14), we have the following differential equation:
xf ′α,β(x)− βfα,β(x) = −cα,βx
α, (15)
where we put cα,β ≡ −f
′
α,β(1). Eq.(15) can be deformed as follows.
xβ+1
(
x−βfα,β(x)
)
′
= −cα,βx
α.
That is, we have, (
x−βfα,β(x)
)
′
= −cα,βx
α−β−1.
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Integrating both sides on the above equation with respect to x, we have
x−βfα,β(x) = −
cα,β
α− β
xα−β + dα,β ,
where dα,β is a integral constant depending on α and β. Therefore we have
fα,β(x) = −
cα,β
α− β
xα + dα,βx
β,
By fα,β(1) = 0, we have dα,β =
cα,β
α−β
. Thus we have
fα,β(x) =
cα,β
α− β
(
xβ − xα
)
.
Also by fα,β(x) ≥ 0, we have cα,β ≥ 0.
As for the case of α = β, we can prove by the similar way.
If we take α = q, β = 1 or α = 1, β = q in Theorem 3.2, we have the following corollary.
Corollary 3.3 If the differentiable nonnegative function fq with a positive parameter q ∈ R
satisfies the following functional equation:
fq(xy) = x
qfq(y) + yfq(x), (0 < x, y ≤ 1, q 6= 1) (16)
then the function fq is uniquely given by
fq(x) = −cqx
q lnq x
where cq is a nonnegative constant depending only on the parameter q.
Here we give an interpretation of the functional equation (16) from the view of Tsallis
statistics.
Remark 3.4 Replacing x by y each other in Eq.(16) and summing two functional equations,
we have
fq(xy) =
(
xq + x
2
)
fq(y) +
(
yq + y
2
)
fq(x), (0 < x, y ≤ 1, q 6= 1). (17)
Then the functional equation (17) can be regarded as the sum of two following functional equa-
tions:
fq(xy) = yfq(x) + xfq(y) + (1− q)fq(x)fq(y) (18)
fq(xy) = y
qfq(x) + x
qfq(y) + (q − 1)fq(x)fq(y) (19)
Two equations (18) and (19) imply the following equations for i = 1, · · · , n and j = 1, · · · ,m.
fq(xiyj) = yjfq(xi) + xifq(yj) + (1− q)fq(xi)fq(yj) (20)
fq(xiyj) = y
q
jfq(xi) + x
q
i fq(yj) + (q − 1)fq(xi)fq(yj) (21)
Taking the sum for Eq.(20) and Eq.(21) on i and j with simple calculations, we have two non-
additivity relations given in Eq.(1) and Eq.(3), where we put cq = 1 for a simplicity. Therefore
we can conclude that two functional equations (18) and (19), which are the essential parts of the
non-additivity relations Eq.(1) and Eq.(3), characterize the Tsallis entropy function. In other
words, the Tsallis entropy function can be characterized by two non-additivity relations Eq.(1)
and Eq.(3).
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If we again take the limit as q → 1 in Corollary 3.3, we have the following corollary.
Corollary 3.5 If the differentiable nonnegative function f satisfies the following functional
equation:
f(xy) = yf(x) + xf(y), (0 < x, y ≤ 1) (22)
then the function f is uniquely given by
f(x) = −cx log x
where c is a nonnegative constant.
Ackowledgement
The author was partially supported by the Japanese Ministry of Education, Science, Sports and
Culture, Grant-in-Aid for Encouragement of Young Scientists (B) 20740067.
References
[1] H.Suyari and M.Tsukada, Tsallis differential entropy and divergences derived from the
generalized shannon-Khinchin axioms, Proc.2009,IEEE-ISIT,pp.149-153.
[2] C.E.Shannon, A mathematical theory of communication, Bell Syst.Tech.J.,Vol.27(1948),
pp.379-423 and pp.623-656.
[3] A.Re´nyi, On measures of entropy and information, in Proc. 4th Berkeley Symp., Math-
ematical and Statistical Probability, Berkeley, CA: Univ. Calif. Press, vol. 1(1961), pp.
547-561.
[4] C. Tsallis, Possible generalization of Bolzmann-Gibbs statistics, J.Stat. Phys., Vol.
52(1988), pp. 479-487.
[5] H.Suyari, Generalization of Shannon-Khinchin axioms to nonextensive systems and the
uniqueness theorem for the nonextensive entropy, IEEE Trans. Information Theory,
Vol.50(2004), pp.1783-1787.
[6] S.Furuichi, On uniqueness theorems for Tsallis entropy and Tsallis relative entropy, IEEE
Trans. Information Theory, Vol.51(2005), pp.3638-3645.
[7] H.Suyari, Nonextensive entropies derived from form invariance of pseudoadditivity,
Phys.Rev.E.,Vol.65(2002), 066118.
[8] S.Furuichi, Information theoretical properties of Tsallis entropies, J.Math.Phys.,
Vol.47(2006), 023302.
[9] B.D.Sharma and L.J.Taneja,Entropy of type (α, β) and other generalized measures in in-
formation theory, Metrika, Vol.22(1975),pp.205-215.
[10] D.P.Mittal, On some functional equations concerning entropy, directed divergence and in-
accuracy, Metrika, Vol.22(1975),pp.35-45.
[11] E.P.Borges and I.Roditi,A family of nonextensive entropies, Phys.Lett.A,
Vol.246(1998),pp.399-402.
7
[12] G.Kaniadakis, M.Lissia and A.M.Scarfone, Deformed logarithms and entropies, Physica A,
Vol.340(2004),pp.41-49.
[13] G.Kaniadakis, M.Lissia and A.M.Scarfone, Two-parameter deformations of logarithm, ex-
ponential, and entropy: A consistent framework for generalized statistical mechanics,
Phys.Rev.E, Vol.71(2005),046128.
[14] T.Wada and H.Suyari, A two-parameter generalization of Shannon-Khinchin axioms and
the uniqueness theorem, Phys.Lett.A, Vol.368(2007),pp.199-205.
[15] S.Furuichi, An axiomatic characterization of a two-parameter extended relative entropy,
arXiv:0810.5399v2.
[16] Y. Horibe, Entropy of terminal distributions and the Fibonacci trees, Fibonacci Quart.
Vol.26 (1988), pp.135-140.
[17] Pl. Kannappan, An application of a differential equation in information theory,
Gla.Mat.,Vol.14(1979),pp.269-274.
[18] Pl.Kannappan, Functional equations and inequalities with applications, Springer, 2009.
8
