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ABSTRACT 
Satellite-based Remote Sensing of Cirrus Clouds: Hyperspectral Radiative 
Transfer Modeling, Analysis of Uncertainties in In-situ Cloud Extinction 
Measurements and Intercomparison of Cirrus Retrievals from A-train 
Instruments. (August 2008) 
Zhibo Zhang, B.S., Nanjing University, China; 
M.S., Texas A&M University  
Chair of Advisory Committee: Dr. Ping Yang 
 
This dissertation consists of three parts, each devoted to a particular 
issue of significant importance for satellite-based remote sensing of cirrus clouds.  
In the first part, we develop and present a fast infrared radiative transfer 
model on the basis of the adding-doubling principle. The model aims to facilitate 
the radiative transfer computations involved in hyperspectral remote sensing 
applications. The model is applicable to a variety of cloud conditions, including 
vertically inhomogeneous or multilayered clouds. It is shown that for 
hyperspectral applications the model is two order-of-magnitude faster than the 
well-known discrete ordinate transfer (DISORT) model, while maintains a similar 
accuracy. 
The second part is devoted to the investigation of uncertainties in the 
FSSP (Forward Scattering Spectrometer Probe) measurement of cloud extinction 
by small ice particles. First, the single-scattering properties of small ice particles 
in cirrus clouds are derived and compared to those of equivalent spheres 
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according to various definitions. It is found that, although small ice particles in 
cirrus clouds are often “quasi-spherical”, their scattering phase functions and 
asymmetry factors are significant different from those of ice spheres. Such 
differences may lead to substantial underestimation of cloud extinction in FSSP 
measurement, if small ice particles are assumed to be spheres.   
In the third part, we present a comparison of cirrus cloud optical thickness 
retrievals from two important instruments, MODIS (Moderate Resolution Imaging 
Spectrometer) and POLDER (Polarization and Directionality of Earth’s 
Reflection), on board NASA’s A-train satellite constellation. The comparison 
reveals a large difference. Several possible reasons are discussed. It is found 
that much of the difference is attributable to the difference between the MODIS 
and POLDER retrieval algorithm in the assumption of cirrus cloud bulk scattering 
properties. Potential implications of the difference for climate studies are 
investigated. An important finding is that the use of an unrealistic cirrus bulk 
scattering model might introduce artificial seasonal variation of cirrus optical 
thickness and shortwave radiative forcing into the retrieval.  
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I. INTRODUCTION 
 
 
1.1. Cirrus clouds and their role in climate 
Cirrus clouds are white and wispy clouds consisting of ice particles and 
usually inhabiting in the upper troposphere (Lynch 2002). Cirrus clouds cover 
about 20~40% of the Earth’s surface (Wang et al. 1996; Wylie et al. 1994; Wylie 
and Menzel 1999) and interact strongly with both solar and infrared radiation 
fields, and therefore play an important role in the planetary radiation energy 
budget (Liou 1986; Ackerman et al. 1988; Hartmann et al. 1992; McFarquhar et 
al. 2000). Cirrus clouds reduce the solar radiation reaching the surface by 
reflecting the incoming sunlight back to space, which results in a surface cooling 
effect. At the same time, cirrus clouds reduce the outgoing longwave radiation 
(OLR) because of their strong absorption in the infrared region, resulting in a 
heating effect in the upper troposphere that may in turn heat up the surface. It 
has been shown that the strengths of these two opposing radiative effects of 
cirrus clouds depend sensitively on many factors, including the cloud fraction, 
lifetime, cloud optical thickness (! ), cloud top temperature (Ttop ), cloud particle 
effective radius ( r
e
) and cloud particle habit, as well as the amount and 
distribution of water vapor, surface reflectance and properties of water clouds or  
 
____________ 
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aerosols below cirrus clouds (Ackerman et al. 1988; Jensen et al. 1994; 
Hartmann et al. 2001). Generally, the net cloud radiative forcing (CRF) of high 
and thin cirrus clouds is positive at TOA (McFarquhar et al. 2000), while the net 
CRF of thick anvils, with visible !  larger about 10, could be negative (Jensen et 
al. 1994). However, the radiative effects of cirrus in between are less understood 
and the aforementioned factors all serve to complicate the problem.    
Cirrus clouds also affect climate through their role in the atmospheric 
water vapor budget. While the formation and persistence of cirrus clouds depend 
on the abundance and distribution of water vapor (Newell et al. 1996; Jensen et 
al. 1996) as well as the dynamical state of atmosphere, the distribution of water 
vapor in turn is also sensitive to the presence of cirrus clouds. Stratospheric 
water vapor is a strong greenhouse gas and plays a critical role in the 
stratospheric chemistry (Houghton et al. 2001). In the tropics, thin cirrus clouds 
are frequently observed near tropical tropopause (see e.g., Prabhakara et al. 
1988; Wang et al. 1994; Dessler and Yang 2003). It has been suggested that 
these cirrus clouds could exert a freeze-drying effect on the air entering 
stratosphere, and therefore may play a role in regulating the budget of 
stratospheric water vapor. (Hartmann et al. 2001; Holton and Gettelman 2001; 
Jensen and Pfister 2004). Overall, the effect of cirrus clouds on water vapor 
budget is still not completely understood. This has made it one of the key 
scientific objectives of major cirrus measurement campaigns, such as CRYSTAL-
FACE (or, Cirrus Regional Study of Tropical Anvils and Cirrus Layers - Florida 
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Area Cirrus Experiment, Jensen et al. 2004) and recent TC4 ( or Tropical 
Composition, Cloud and Climate Coupling) experiments.   
The feedback of cirrus clouds also has important impact on the climate 
system (Stephens 2002). A perturbation of the climate system, which could be 
due to either external or internal forcing, usually leads also to changes in 
cloudiness, which in turn may either amplify or diminish the original perturbation. 
The feedbacks of cirrus clouds as well as other clouds to the anthropogenic 
climate change (e.g., increasing CO2 and aerosols) are still poorly understood 
(Stephens 2005; Randall et al. 2006), which makes cloud feedback the “single 
greatest source of uncertainty in the estimates of climate sensitivity” (Houghton 
et al. 2001).  
The climatic importance of cirrus clouds has lead to several measurement 
campaigns, e.g., CEPEX (Central Pacific Experiment), MidCiX (Mid Latitude 
Cirrus Cloud Experiment), TWP-ICE (Tropical Warm Pool International Cloud 
Experiment), CRYSTAL-FACE and recent TC4 experiments. The observational 
data from these campaigns have greatly improved our understanding of the 
formation and life cycle (e.g., Heymsfield and Miloshevich 1995, 1993; DeMott et 
al. 1998; Cziczo et al. 2004), microphysical and optical properties of cirrus clouds 
(e.g., Dowling and Radke 1990; McFarquhar and Heymsfield 1996; Heymsfield et 
al. 1998; Garrett et al. 2003), their role in the climate system (e.g., McFarquhar et 
al. 2000). These in-situ measurement data have become the foundation of cirrus 
cloud modeling for GCMs and satellite remote sensing. However, in situ 
observations are expensive and limited by their small spatial and temporal 
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sampling scales. To improve our understanding of cirrus clouds, continuous 
global observations of cirrus clouds from satellite-based instruments are 
indispensable. 
 
1.2. Satellite-based remote sensing of cirrus clouds 
Despite the substantial efforts and significant progress made over the last 
decade, reliable retrieval of cirrus properties from satellite measurements still 
remains a challenge. Not only does it require good understanding of the 
characteristics and capabilities of the instruments, but it also requires good 
understanding of several different aspects of cirrus clouds. First of all, remote 
sensing of cirrus clouds requires a good understanding of the microphysical and 
single-scattering properties of the ice particles in cirrus clouds. Secondly, the 
interpretation of satellite measurements demands knowledge of the radiative 
transfer process in cirrus clouds as well as in their surrounding environments. 
Finally, cirrus remote sensing requires, of course, reliable retrieval algorithms  
 
1.2.1. Modeling the microphysical properties of cirrus clouds  
Cirrus clouds almost exclusively consist of nonspherical ice particles. 
Thus, modeling cirrus clouds for climate models and satellite remote sensing 
must begin with understanding of the microphysical properties of these ice 
particles. As a matter of fact, cirrus clouds are modeled as plane-parallel and 
homogeneous (in terms of ice particle microphysics) cloud layers in most current 
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satellite remote sensing algorithms. Within this context, two microphysical 
factors, namely, ice particle size and shape distributions, are of paramount 
importance and largely determine the radiative properties of a cirrus cloud 
(Takano and Liou 1989b, a; Slingo 1989; Ebert and Curry 1992).  
In situ measurements show that the size of ice particles within the same 
cirrus cloud can range from a few micrometers to a few millimeters (Auer and 
Veal 1970). However, it is found that the radiative properties of cirrus clouds, 
such as their reflection function, are not dependent on the exact nature of the 
cloud particle size distribution (Hansen and Travis 1974). Instead, they depend 
primarily on the effective radius, r
e
, and the shapes of ice particles in cirrus 
clouds. A most widely used definition of the effective radius is as follows (Foot 
1988): 
r
e
=
3
4
V
total
P
total
, (1.1) 
where V
total
 and P
total
 are the total volume and projected area of ice particles 
within a unit volume of cirrus cloud. The importance of r
e
 can be immediately 
appreciated from Eq. (1.1). It is defined so that r
e
 describes the relationship 
between two most fundamental and important aspects of cirrus clouds, ice water 
content (IWC) and extinction coefficient (!
e
). A different form of Eq. (1.1) is  
r
e
=
3
4
IWC Q
e
!
ice
"
e
, (1.2) 
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where Q
e
 is the averaged extinction efficiency of ice particles and !
ice
 is the 
density of ice. The above equation reveals that the optical thickness (! = "
e
#z ) of 
cirrus is inversely proportional to r
e
 in the visible region where Q
e
 is 
approximately a constant of 2. r
e
 also plays an important role in the lifetime of 
cirrus clouds and precipitations associated with them. The terminal velocity of ice 
particles depends primarily on their sizes and also on their shapes and density 
(Heymsfield 1972). This dependence is the reason that the sedimentation of 
cirrus cloud is usually parameterized as a function of r
e
 in climate models (Boville 
et al. 2006).  
The shape of ice particles is a crucial factor, firstly, because it plays a role 
in determining the effective size of cirrus clouds. Different shapes have different 
volume-to-surface area ratios, and therefore different effective radii according to 
Eq. (1.1). The shapes of natural ice particles can vary from simple pristine 
hexagonal prisms to complex aggregates and fractal polycrystals (Pruppacher 
and Klett 1997; Heymsfield 2003). Theoretical modeling of the light scattering by 
nonspherical particles show that the single-scattering properties of ice particles 
with different shapes but same size may differ dramatically, especially in the 
shortwave region (see e.g., Yang and Liou 1998; Zhang et al. 2007). Therefore, 
an unrealistic representations of ice particle shapes in the retrieval algorithms of 
these instruments may lead to substantial errors in retrieved cirrus cloud 
properties (see e.g., Rolland et al. 2000; Yang et al. 2007).  
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Given the importance of the effective particle radius and ice particle 
shapes, it is not surprising that a large panel of in-situ instruments has been 
developed to measure these properties. For example, one of the most widely 
used aircraft-based instruments for the measurement of ice particle size and 
number concentration is the forward scattering spectrometer probe (FSSP 
Knollenberg 1981). The in-situ measurements of cirrus cloud obtained from these 
instruments during the past few field campaign have dramatically expanded our 
knowledge of cirrus clouds, especially their microphysics (e.g., Dowling and 
Radke 1990; McFarquhar and Heymsfield 1996; Heymsfield et al. 1998; Garrett 
et al. 2003). However, as will be discussed later in section 3, the in-situ 
measurements are still subject to interpretation and some debate regarding their 
ability to provide radiatively relevant ice particle microphysical properties. 
 
1.2.2. Modeling the single-scattering properties of ice particles 
The interaction of an individual ice particle and radiation is controlled by 
the single-scattering properties of the ice particle. Among many others, important 
single-scattering properties include the extinction cross-section, C
e
, single-
scattering albedo, ! , and scattering phase function, P
11
. The extinction cross-
section is analogous to the geometrical cross-section of a particle, except that it 
denotes the cross-section in terms of removing energy from the original beam by 
the particle (Liou 2002). The single-scattering albedo specifies the ratio between 
absorbed and scattered energy during the scattering process (Liou 2002).  The 
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scattering phase function determines the spatial distribution of the scattered 
radiation (Liou 2002).   
Substantial advances in modeling the single-scattering properties of 
nonspherical particles have been made over the last decade along with the 
growth of computer capabilities. Many numerical models have been developed 
based on various methods. Some popular methods include the finite-difference 
time-domain (FDTD) method (e.g., Taflove and Hagness 2000; Yang and Liou 
1996a), the discrete dipole approximation (DDA) method (e.g.,Draine and Flatau 
1994), the T-matrix method (e.g., Mishchenko et al. 1996) and the geometrical-
optics method Salomonson et al.  a.k.a. the ray-tracing method (e.g., Macke et 
al. 1995; Takano and Liou 1989b; Yang and Liou 1996b). The advantages and 
limitations of these methods have been reviewed by Wriedt (Wriedt 1998), 
Mishchenko et al. (Mishchenko et al. 2000), and Kahnert (Kahnert 2003).  
 
1.2.3. Modeling the bulk scattering properties of cirrus clouds 
The difference between single-scattering and bulk scattering property is 
that the former specifies how individual ice particles interact with radiation, while, 
in some sense, the latter determines how a unit volume of cirrus clouds interacts 
with the radiation. In practice, the bulk scattering properties are obtained by 
averaging the single-scattering properties of ice particle over both particle size 
and habit distribution (Baum et al. 2005b). For example, the bulk scattering 
phase function, P
11
, of cirrus clouds is derived from the following equation 
(Baum et al. 2005b): 
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 P11 =
P
11,h (D)Cs,h (D) fh (D)
h=1
M
!
"
#
$
%
&
' ( n(D)dDDmin
Dmax
)
Cs,h (D) fh (D)
h=1
M
!
"
#
$
%
&
' ( n(D)dDDmin
Dmax
)
, (1.3) 
where D  is the ice particle size, n(D)  denotes number density of ice particles 
with size from D  to D + dD . The value of n(D)  is specified by the particle size 
distribution (PSD). fh  is the ice particle habit fraction for habit h , M  is the 
number of habits. C
s,h
(D)  and P
11,h
(D)  are, respectively, the scattering cross-
section and single-scattering phase function of an ice particle with habit of h  (i.e., 
hexagonal column or bullet rosette) and size of D .   
 
1.2.4. Radiative transfer in cirrus clouds and remote sensing of cirrus 
cloud properties from satellite-based instruments 
In the context of satellite-based remote sensing of cirrus clouds, radiative 
transfer solves the “forward problem”:  
 Y = F(X) . (1.4) 
 That is, what are the expected satellite observations, given the microphysical, 
and corresponding bulk scattering properties of cirrus clouds? In Eq. (1.4), X  
represents the above-described bulk scattering properties of cirrus clouds and 
the radiative properties of their surrounding environments, such as the 
reflectance of surface and transmissivity of atmosphere. Y  represents the 
radiances observed by satellite-based instruments. F  represents the radiative 
transfer process.  
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In contrast, remote sensing solves the “inverse problem”: 
 X = F!1(Y) . (1.5) 
That is, for given satellite measurements, what is the most likely state of the 
cirrus clouds? From this perspective, radiative transfer is the foundation of 
remote sensing and remote sensing is one of the most important applications of 
radiative transfer.  
Many theoretical and numerical radiative transfer models have been 
developed based on various methods, such as the discrete-ordinate method 
(Chandrasekhar 1960; Stamnes et al. 1988; Liou 1973), the spherical harmonics 
method (Evans 1998), the Monte Carlo method (Collins et al. 1972; Plass and 
Kattawar 1968) and the adding-doubling method (Hansen and Hovenier 1971; 
Irvine 1968; Lacis and Hansen 1974; Twomey et al. 1966; van de Hulst 1980; 
Hansen 1971; de Haan et al. 1987; Hovenier et al. 2004). Most of these models, 
if not all, have been employed in remote sensing applications, such as the 
satellite-based remote sensing of cirrus cloud properties. 
A large panel of satellite-based instruments, such as the Moderate-
resolution Imaging Spectroradiometer (MODIS) and the Polarization and 
Directionality of the Earth's Reflectances (POLDER), has been launched to study 
the global distribution and properties of clouds. To retrieve these cloud properties 
from satellite measurements, more or less radiative transfer computations are 
required. For example, the bi-spectral look-up table method developed by 
Nakajima and King (Nakajima and King 1990) is employed in the current MODIS 
operational algorithm to retrieve the optical thickness and effective radius of 
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cirrus clouds from MODIS observations (Platnick et al. 2003). In this method, the 
key component is an extensive look-up table containing cloud reflection functions 
corresponding to various cloud microphysical properties and sun-satellite viewing 
geometries. With this look-up table, cloud optical thickness and effective radius 
can be retrieved simultaneously from cloud reflection observations from two 
MODIS bands (Nakajima and King 1990). To generate such look-up table, single-
scattering properties of various ice particles habits with sizes ranging from a few 
microns to a few millimeters at the wavelengths of interest, i.e., MODIS bands, 
are first computed using the aforementioned scattering models (Yang et al. 2000; 
Yang et al. 2005). In the second step, single-scattering properties are averaged 
into bulk scattering properties of cirrus clouds on basis of in-situ measurements 
of ice particle size and habit distributions (Baum et al. 2005a; Baum et al. 2005b). 
Finally, the bulk scattering properties of cirrus clouds from the previous step are 
used as inputs for radiative transfer model to simulate the reflection functions of 
clouds under various conditions (i.e., the look-up table) (Platnick et al. 2003).   
 
1.3. Issues, challenges and new opportunities 
As described in the previous section, satellite-based remote sensing of 
cirrus clouds requires good understanding of several different aspects of these 
clouds as well as the knowledge of radiative transfer process and retrieval 
methods.  
Unfortunately, there still exist many controversial issues that hamper the 
interpretation of satellite observations of cirrus clouds and obscure our 
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understanding the role of cirrus clouds in climate. For example, one of the 
biggest uncertainties in modeling the effective radius of cirrus clouds is 
associated with the small ice particles (sizes smaller than about 50 µm) in cirrus 
clouds. Due to our inadequate understanding of these ice particles, their 
concentration, microphysical and optical properties and consequently their role in 
determining the radiative properties of cirrus clouds have long been controversial 
issues. An important reason for this situation is related to the dubious reliability of 
conventional cloud particle probes, such as the aforementioned FSSP 
(Knollenberg 1981) on the measurements of small ice particles. It is known that 
FSSP tends to overestimate the number concentration of small ice particles 
because of shattering of large ice particles at the inlet of FSSP (Gayet et al. 
1996a; Field et al. 2003). Additional uncertainties come from the shapes of small 
ice particles. To derive cloud properties, such as cloud extinction coefficient, from 
measurements of FSSP-type probes, some empirical assumptions on ice particle 
shapes must be made and, quite often, small ice particles are assumed to be 
spheres. It is still under debate whether such assumption may lead to serious 
errors in FSSP ice particle measurements (e.g., Heymsfield et al. 2006; Garrett 
2007).  
Recent advances in remote sensing technologies, such as NASA’s “A-
Train” satellite constellation, have provided unprecedented opportunities to 
improve our understanding of cirrus clouds. The Afternoon or “A-Train” satellite 
constellation consisting of six polar-orbiting satellites flying one after another in 
close proximity will be completely formed in the near future (Stephens et al. 
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2002). The near simultaneous data from these satellites will provide 
comprehensive information about aerosols, clouds, temperature, relative 
humidity, radiative fields, and other important atmospheric components, and 
therefore an unprecedented opportunity to gain better understanding of some 
important issues such as climate change, cloud feedbacks (Stephens 2005) and 
effects of aerosols in the climate (Anderson et al. 2005). Some key instruments 
for cirrus cloud retrievals on board of “A-Train” include the aforementioned 
MODIS and POLDER on board of Aqua and Parasol, respectively, the Advance 
Infrared Sounder (AIRS, Aumann et al. 2003) on Aqua, the Cloud-Aerosol Lidar 
with Orthogonal Polarization (CALIOP, Winker et al. 2003) on Calipso, and the 
Cloud Profiling Radar (CPR, Stephens et al. 2002) on CloudSat. Each of these 
instruments has unique measurement capabilities that greatly complement each 
other. Comparison and combination of their retrievals have the potential to 
significantly improve our knowledge of the microphysical and radiative properties 
of cirrus clouds.  
Along with the opportunities also come new challenges. For example, with 
more than 2000 spectral channels, AIRS has an unprecedented spectral 
resolution and therefore provides more accurate information on the vertical 
profiles of atmospheric temperature, moisture and minor gases (e.g., McMillan et 
al. 2005; Aumann et al. 2003; Tian et al. 2006). However, the other side of the 
coin is that the volume of AIRS data is enormous because of its high-spectral 
resolution nature. This makes the interpretation of AIRS observations a 
challenging task and necessitates the development of highly efficient radiative 
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transfer models. A number of clear-sky fast radiative transfer models have been 
developed and proved to be very useful for interpreting AIRS observations under 
clear-sky conditions (e.g., McMillin et al. 1995; Strow et al. 2003; Moncet et al. 
2004; Liu et al. 2006). In comparison, fast cloudy-sky radiative transfer models, 
which can account for both absorption by atmospheric gases and scattering and 
absorption by cloud particles, are still at the preliminary stage. At present, there 
are only a couple of such models available (e.g., Niu et al. 2007; Wei et al. 2004) 
and there still remains potential space to improve these models. Nevertheless, 
the usefulness of these models in cloud property retrieval using AIRS data has 
been demonstrated in several recent studies (e.g., Huang et al. 2004; Li et al. 
2005a; Wei et al. 2004). Moreover, Zhou et. al. (Zhou et al. 2007) has showed 
the possibility to retrieve atmospheric profiles simultaneously with cloud 
properties on the basis of fast cloudy-sky radiative transfer models. Thus, the 
improvement of currently existing and development of new cloudy-sky radiative 
transfer models for hyperspectral applications are challenging and yet rewarding 
tasks.  
The “A-Train” satellite constellation also provides an excellent opportunity 
to compare nearly simultaneous cloud retrievals from difference satellite 
instruments. Both MODIS and POLDER retrieve the optical thickness of cirrus 
clouds. Because optical thickness plays an important role in determining cloud 
radiative forcing (Jensen et al. 1994), it is of interest to compare this important 
cloud parameter retrieved from MODIS and POLDER. Such comparison will not 
only reveal differences between MODIS and POLDER cloud products, but may 
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also help answer some crucial questions in satellite-based remote sensing of 
cirrus clouds. For instance, there currently exists divergent view of radiatively 
representative shape of ice particles. In the current MODIS operation retrieval 
algorithm (Collection 5), an ice particle ensemble model consisting of six ice 
particle habits is used (Yang et al. 2000; Yang et al. 2005; Baum et al. 2005b). In 
current POLDER cirrus retrieval algorithm, all ice particles are assumed to be 
“inhomogeneous hexagonal monocrystal” (IHM, Laurent et al. 2000; Buriez et al. 
2005). An important question, which may be answered through comparison, is 
that whether such divergent understanding of the bulk scattering properties of 
cirrus ice particles has led to substantially different cirrus retrievals and, more 
importantly, cirrus radiative forcing estimations.    
 
1.4. Organization of the dissertation  
The rest of this dissertation is organized into three major sections, each 
devoted to a particular issue that has been briefly introduced in the previous 
section.  
In section II, we present a fast cloudy-sky infrared radiative transfer model 
based on the adding-doubling method for hyperspectral applications. In section 
III, we will first study the optical properties of small quasi-spherical ice particles in 
cirrus clouds and then investigate the uncertainty in FSSP measurement of ice 
particle extinction measurements. In section IV, we first present a comparison of 
cirrus optical thickness retrievals from MODIS and PODLER. Then, several 
factors potentially responsible for the differences between the two retrievals are 
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investigated and the potential implications of the differences for climate studies 
are discussed.  
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CHAPTER 2   
II. A FAST INFRARED RADIATIVE TRANSFER MODEL BASED ON THE 
ADDING-DOUBLING METHOD FOR HYPERSPECTRAL REMOTE SENSING 
APPLICATIONS* 
 
2.1. Background 
The high-spectral-resolution or hyperspectral sensors in the infrared, e.g., 
the Atmospheric Infrared Sounder (AIRS) (Aumann et al. 2003), the Cross-Track 
Infrared Sounder (Bloom 2001), the Infrared Atmospheric Sounding 
Interferometer (IASI) (Siméoni et al. 1997; Blumstein et al. 2004), and the 
Atmospheric Emitted Radiance Interferometer (AERI) (Knuteson et al. 2004b; 
Knuteson et al. 2004a), provide a wealth of information about the atmosphere, 
land and oceans, and therefore offer an unprecedented opportunity for the study 
of the earth-atmosphere system. At the same time, the analysis of the resulting 
hyperspectral data poses new challenges to the efficiency and accuracy of the 
current RT modeling capabilities. As an essential component in the 
implementation of the retrieval and data assimilation algorithms based on 
hyperspectral measurements, a RT model must be computationally efficient, and  
 
____________ 
*Reprinted with permission from “A fast infrared radiative transfer model based 
on the adding-doubling method for hyperspectral remote-sensing applications” by  
Z. Zhang, P. Yang, G. Kattawar, H. L. Huang, T. Greenwald, J. Li, B. A. Baum, D. 
K. Zhou, and Y. Hu, 2007. Journal of Quantitative Spectroscopy & Radiative 
Transfer, 105, 243-263, Copyright by Elsevier 
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yet have appropriate accuracy and general applicability under all conditions. For 
clear-sky atmospheres, a number of fast RT models have been developed, e.g., 
the optical path transmittance (OPTRAN) (McMillin et al. 1995), the stand-alone 
radiative transfer algorithm (SARTA) (Strow et al. 2003), the optimal spectral 
sampling model (OSS) (Moncet et al. 2004), and the principal component based 
radiative transfer model (PCRTM) (Liu et al. 2006).  
Global analysis of data from the High Resolution Infrared Radiometer 
Sounder indicates that approximately 65-70% of the Earth’s surface is generally 
covered by clouds. The HIRS field of view (FOV) is approximately 18 km at nadir. 
It is estimated that only 6.5% of the HIRS footprints are “clear-sky” (Saunders 
2000). For AIRS, which has a slightly smaller FOV than HIRS with a spatial 
resolution of approximately 15 km at nadir, only 4.5% of the data over ocean 
have mean residual cloud fraction less than 0.6% (Goldberg et al. 2003). 
Therefore, RT models for cloudy conditions, which can account for both the 
absorption of the atmospheric gases and the scattering and absorption of cloud 
particles, are required for cloud clearing (Li et al. 2005b), cloud property retrieval 
(Li et al. 2005a; Wei et al. 2004) and satellite data assimilation (Saunders et al. 
1999) from hyperspectral measurements. In previous research, a simplified 
cloudy RT model coupled with the OSS model has been employed in a newly 
developed inversion algorithm for dealing with both clear and cloudy radiances in 
retrieving atmospheric and cloud parameters (Zhou et al. 2007). The primary 
objective of this work is to develop an accurate, flexible and efficient radiative 
transfer equation (RTE) solver that can be easily coupled with a clear-sky model 
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to provide a complete and efficient RT computational package for applications to 
hyperspectral remote sensing. 
The multiple-scattering term in the RTE is responsible for the difficulty 
associated with the development of an efficient RTE solver. The numerical 
computation of this term not only determines the complexity and accuracy of a 
RT model but also has a direct impact on its computational efficiency. Because 
multiple-scattering in the IR spectral region is not as strong as in the shortwave 
spectral region, this complex process is largely simplified, if not ignored 
altogether, in most IR remote sensing applications. For example, the upwelling 
radiances at the top of the atmosphere (TOA) in the IR region for a completely 
overcast field-of-view have been approximated in the literature as follows (e.g., 
Inoue 1985, 1987; Ou et al. 1993; Parol et al. 1991; Wu 1987):  
 I
TOA
= !B(T
c
) + (1" !)I
0
 (2.1)  
where 
  
I
TOA
  is the radiance at the TOA, B  is the Planck function, 
  
T
c
 is the cloud 
temperature, 
  
I
0
 is the radiance reaching the cloud base, and 
  
! is cloud emissivity 
that is usually assumed to be 1! exp(!"
a
/ µ)where !
a
 is the optical thickness of 
the cloud due to the absorption and µ  is the cosine of the viewing angle. Due to 
the neglect of cloud reflection in Eq.(2.1), some thermal energy that should have 
been reflected back to the surface penetrates through the cloud as an artifact in 
the simulation, resulting in an overestimation of the radiances at TOA.  
For inferring cloud height and optical thickness from satellite observations, 
Minnis et al. (Minnis et al. 1998; Minnis et al. 1993) developed an efficient RT 
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model by parameterizing the TOA visible reflectance and IR emittance using the 
LUTs of cloud reflectances and emittances under various cloud microphysical 
and optical conditions. To facilitate the retrieval of ice cloud optical thickness and 
effective particle size from AIRS data, Wei et al. (Wei et al. 2004) developed a 
fast infrared RT model (hereafter, FIRTM1) to compute the TOA radiances for a 
cloudy atmosphere containing a single-layered, homogenous and isothermal 
cloud. With a pre-computed LUT for cloud reflectance and transmittance, 
FIRTM1 is approximately three orders of magnitude faster than the well-known 
DISORT model developed by Stamnes et al. (Stamnes et al. 1988). FIRTM1 is 
based essentially on an extension of Eq.(2.1). In addition to the two terms on the 
right hand side of Eq.(2.1), two additional terms representing the thermal 
emission by the atmosphere above the cloud and the corresponding reflection by 
the cloud are also taken into account in FIRTM1. Most recently, Niu et al. (Niu et 
al. 2007) extended the FIRTM1 to two-layered cloudy atmospheres (FIRTM2) by 
adding several more terms to Eq. (2.1). The above models are computationally 
efficient and also more accurate than the simple approximation in Eq. (2.1)due to 
the consideration of multiple-scattering. However, the flexibility of these models is 
limited because the radiative transfer equations were simplified to obtain optimal 
efficiency for a particular type of application, specifically computations of TOA 
radiances for which there are only one or at most two homogenous and 
isothermal cloud layers. Therefore, these models cannot be applied to retrieval 
implementations involving multilayered clouds or ground-based measurements. 
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Many robust and rigorous RT models have been developed that can fully 
account for multiple scattering, such as the discrete-ordinate method 
(Chandrasekhar 1960; Stamnes et al. 1988; Liou 1973), the spherical harmonics 
method (Evans 1998), the Monte Carlo method (Collins et al. 1972; Plass and 
Kattawar 1968) and the adding-doubling method (Hansen and Hovenier 1971; 
Irvine 1968; Lacis and Hansen 1974; Twomey et al. 1966; van de Hulst 1980; 
Hansen 1971; de Haan et al. 1987; Hovenier et al. 2004). Although these models 
have been widely used in narrowband remote sensing applications, the 
computational burden of applying them directly to a broader spectral range with a 
fine resolution is unlikely to be computationally affordable in practice. However, 
with some modification of the algorithms to account for the computational 
requirements of hyperspectral computations, the efficiency of these models can 
be improved substantially. For example, Moncet and Clough (Moncet and Clough 
1997) developed a fast RT model using the adding-doubling method, referred to 
as CHARTS (Code for High-resolution Accelerated Radiative Transfer with 
Scattering), to interpret observations of water clouds for a high spectral resolution 
atmospheric emitted radiance interferometer (AERI). The advantage of CHARTS 
is that the time-consuming doubling step is performed only at selected 
wavelengths in a given spectral region of interest. The bulk radiative properties of 
the cloud layer for other wavelengths are interpolated from the computed ones. 
This modification of the adding-doubling algorithm is feasible due to the fact that 
the scattering properties of water droplets vary with the wavelength much more 
smoothly than the absorption of atmospheric gases. Although CHARTS is much 
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faster than DISORT, the doubling and interpolation step still uses more than half 
of the total CPU time. This computational burden is expected to increase for ice 
cloud applications because the strong forward scattering of ice particles requires 
the use of more Legendre terms in the expansion of the phase function and 
consequently more streams for the adding-doubling operations.  
High-level ice clouds comprise as much as 30% of the cloud cover (Wylie 
and Menzel 1999; Wylie et al. 1994) and play an important and yet not well-
understood role in the climate system (Liou 1986; Lynch 2002). A fast and yet 
robust RT model with general applicability can be quite useful not only for 
hyperspectral remote sensing applications but also for satellite data assimilation 
and climate study. Inspired by the virtues of FIRTM1/FIRTM2 and CHARTS, we 
develop a new fast infrared radiative transfer model based on the adding-
doubling principle (FIRTM-AD) with an emphasis on applications to ice clouds. 
The methodology of FIRTM-AD is described in Section 2.2. The cloud realization 
scheme used in FIRTM-AD is discussed in Section 2.3. The development of a 
LUT for ice cloud radiative properties for FIRTM-AD is given in Section 2.4. In 
Section 2.5, we show the accuracy of FIRTM-AD in some typical applications. 
Finally, a brief summary of the present study is given in Section 2.6. 
 
2.2. Methodology of FIRTM-AD 
For a vertically inhomogeneous, multilayered, plane-parallel atmosphere as 
shown in Fig. 2.1, we need both a clear-sky RT model that accounts for the 
molecular absorption and a numerical RTE solver that accounts for the multiple-
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scattering in cloud and aerosol layers. The adding-doubling method is a rigorous 
method that has been used extensively in the development of numerical RTE 
solvers for plane-parallel atmospheres (e.g.,Hansen and Hovenier 1971; Irvine 
1968; Lacis and Hansen 1974; Twomey et al. 1966; van de Hulst 1980; Hansen 
1971; de Haan et al. 1987; Hovenier et al. 2004). The basics of the adding-
doubling method and its application to radiative transfer in the thermal infrared 
region are outlined in Appendix A. As discussed in the Appendix, for the spectral 
region considered in the present study, i.e. 800- to 1300 cm-1, the azimuthally-
dependent solar contribution to the sensor observations is insignificant, so that  
 
 
Figure 2.1 Vertically inhomogeneous, absorptive and scattering, multilayered, 
plane-parallel atmosphere. 
 
only the azimuthally averaged bidirectional reflection (R ) and transmission (T ) 
matrices and the thermal emission vector (E ) (see Appendix A for their 
definitions) are required for the adding-doubling method. To obtain these 
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properties for cloud/aerosol layers (note that the clear-sky layers have an 
analytical solution), the doubling method can be used. In this method, a 
cloud/aerosol layer in Fig. 2.1 is first divided into a number of identical sub-
layers. The optical thicknesses of the sub-layers are very small (!
k
~ 2
"10 ) 
(Wiscombe 1976a, b, 1977a), so that their R
k
, T
k
, and emissivity vector, !
k
, (the 
subscript k  indicates that the property is associated with the kth sub-layer) may 
be obtained analytically from the cloud bulk scattering properties, i.e., the 
extinction efficiency ( Q
e
), scattering albedo ( ! ) and phase function ( P ), 
under the single-scattering approximation. Because each sub-layer is isothermal, 
its thermal emission E
k
 is simply !
k
"(T
k
) , where T
k
 is the temperature of the 
sub-layer. Finally, the R , T  and E  of entire cloud/aerosol layer is obtained by 
adding at each step two identical layers, i.e., the doubling process (see Appendix 
A for details). Although the computational efficiency of the doubling method is 
sufficient for computations at a small number of spectral wavelengths, the 
computational burden increases greatly if a few hundred or even thousands of 
wavelengths are involved such as in the case of hyperspectral remote sensing.  
The intent of FIRTM-AD is to reduce the computational burden associated 
with the doubling process, whereas the model still retains the robustness and 
high accuracy that the adding-doubling method offers. This is achieved through 
the use of an extensive pre-computed LUT of R , T  and !  for various ice clouds 
in conjunction with efficient interpolation schemes in the model. Following 
CHARTS (Moncet and Clough 1997), FIRTM-AD computes the R , T  and !  of 
clouds only at a few dozens of selected spectral points in the LUT. The R , T  
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and !  at other wavelengths (wavenumbers) in the interested spectral region are 
efficiently interpolated from the computed ones. At the selected spectral points, 
the burden associated with the computations of cloud R , T  and !  is also 
alleviated by the use of the pre-computed LUT. In FIRTM-AD, if a cloud is 
homogenous in terms of bulk scattering properties, the its R  and T  are either 
directly obtained or interpolated from the pre-computed LUT, and therefore the 
doubling process may be avoided. An inhomogeneous cloud is implemented in 
FIRTM-AD by superposition of homogenous sub-layers. For the computation of 
thermal emission by non-isothermal clouds, the doubling method described 
above is also used in FIRTM-AD. However, due to the use of the pre-computed 
LUT, the non-isothermal cloud can be divided into much thicker and therefore 
fewer sub-layers, leading to a much faster doubling process in FIRTM-AD than in 
the conventional adding-doubling method. The implementation of non-isothermal 
clouds in FIRTM-AD and the computation of their thermal emission will be 
discussed in the next section.  
The applicability of the pre-computed LUT in RT models is a consequence 
of the fact that only three parameters, namely the incident wavelength (! ) or 
wavenumber (v ), cloud optical thickness (! ) and effective particle size (
  
D
e
) are 
sufficient to determine the R , T  and !  of a cloud layer in most remote sensing 
implementations and radiative transfer simulations (Ebert and Curry 1992; Slingo 
1989). A limitation of the LUT-based RT models such as FIRTM-AD and 
FIRTM1/FIRTM2, is that, while they may be computationally efficient, the 
applicability of these models is confined by the scope of the cloud conditions built 
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into the LUT. Use of a pre-computed LUT also raises the issue pertaining to the 
accuracy of the models, because interpolation is required to obtain the cloud 
properties that are not explicitly specified at the LUT grid points. The 
development of the pre-computed LUT for FIRTM-AD and the accuracy of 
FIRTM-AD will be discussed later. 
 
2.3. Cloud realization scheme in FIRTM-AD 
FIRTM-AD is a numerical RTE solver developed to account for the 
multiple-scattering process in cloud layers. Similar to other RTE solvers such as 
DISORT (Stamnes et al. 1988), FIRTM-AD depends on the availability of an 
accurate clear-sky RT model to account for the molecular absorption and provide 
an optical thickness profile of the background atmosphere. This directly leads to 
the issue of cloud realization, or more broadly, how to insert the cloud/aerosol 
layers into the background atmosphere. As illustrated in Fig. 2.2a, a physically 
sound scheme is to assume that the cloud and atmospheric gases coexist in a 
model layer (hereafter, referred to as “coexisting scheme”). In the RTE, the  
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Figure 2.2. (a) Schematic illustration of the “coexisting scheme”, (b) and the 
“approximate scheme”, which is used in FIRTM-AD as an approximation to the 
“coexisting scheme”. 
 
 
coexistence results in the increase of the optical thickness and the decrease of 
the single scattering albedo of a cloud-gas coexisting model layer in comparison 
with a layer consisting solely of cloud particles, due to the absorption of the 
atmospheric gases. The total optical thickness, 
  
! layer , and the albedo, 
  
! layer , of 
cloud-gases coexisting model layer in Fig. 2.2a can be expressed as: 
  
! layer = ! gas + ! cloud , (2.2) 
! layer =
! cloud
1+ " gas / " cloud
, (2.3) 
where 
  
!
cloud
 and !
cloud
are the optical thickness and albedo of a layer consisting 
solely of cloud particles, respectively. The variable 
  
! gas is the optical thickness of 
the background atmosphere. It is straightforward to implement the “coexisting 
scheme” by redefining optical thickness and albedo of the layer according to Eq. 
(2.2) in a RT model that explicitly computes the cloud bulk radiative properties, 
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such as DISORT. However, it is difficult to implement the “coexisting scheme” in 
FIRTM-AD, because it is impractical to develop a LUT of R , T  and !  for cloud-
gas coexisting layers due to a wide range of variations of the 
  
! gas in Eqs. (2.2) 
and (2.3). Instead, the LUT in FIRTM-AD is for pure cloud layers only and the 
approach (hereafter referred to as the “approximate scheme”) illustrated in Fig. 
2.2b is used to derive the R , T  and !  of a cloud-gas coexisting layer from the 
LUT for pure clouds and a given value of 
  
! gas. In this approach, the cloud layer is 
specified at the middle level of a background atmosphere layer. In the current 
version of FIRTM-AD, the optical thicknesses of the upper and lower pure gas 
layers are specified as 
  
! gas /2.  
Another important cloud realization issue in FIRTM-AD as well as in other 
infrared (IR) RT models is how to implement a non-isothermal cloud. 
Observations show that even cirrus clouds can have a non-negligible physical 
thickness (Sassen and Campbell 2001). As a result, there may be a considerable 
temperature difference between the cloud top and cloud base. An IR-based RT 
model should be able to simulate this temperature variation within the cloud to 
account for its effect on the thermal emission of the cloud. In the conventional 
adding-doubling model, because a cloud layer is divided into a large number of 
thin sub-layers to initialize the doubling process, the cloud temperature structure 
can be easily implemented by assigning a different temperature to each sub-
layer. The thermal emission of the entire cloud layer can be obtained through the 
doubling process. However, the computational cost of the conventional doubling 
method is usually unaffordable for hyperspectral computations. To alleviate the 
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computational burden associated the doubling process, we assume that when 
the cloud optical thickness is smaller than some threshold value ! *  (by default 
set to 20  in FIRTM-AD) the effect of internal cloud temperature structure on the 
cloud thermal emission is insignificant. Under this assumption, the thermal 
emission of a cloud with optical thickness smaller than ! *  can be decomposed 
into two parts as follows: 
E(! , " , P ,Ttop ,Tbot ) # $[! , " , P ]B[(Ttop + Tbot ) / 2) , (2.4) 
where Ttop  and Tbot  are the cloud top and cloud bottom temperature, respectively. 
Based on the above assumption, a cloud with !  smaller than ! *  is treated as 
isothermal in FIRTM-AD and the corresponding thermal emission is obtained 
from Eq. (2.4) with a cloud emissivity of !  obtained from the LUT. If not explicitly 
specified otherwise by the user, a cloud with !  larger than ! *  is treated as non-
isothermal in FIRTM-AD. To obtain the thermal emission, the cloud is first divided 
into sub-layers so that each sub-layer has an optical thickness of ! *  and only one 
sub-layer carries the residual. Note that all sub-layers are actually isothermal, but 
their temperatures are different from each other for simulating the temperature 
variation within the cloud. The temperature of each sub-layer is obtained from the 
user-specified temperature-optical thickness (T (! ) ) relationship for the cloud (by 
default a linear T (! )  is assumed). The emissivity !
k
 of each sub-layer is 
obtained from the LUT and then the emission is obtained using Eq. (2.4). Finally, 
the thermal emission of the entire cloud layer is computed by doubling and 
adding the sub-layers. The threshold value, ! * , determines the number of sub-
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layers into which a given non-isothermal cloud is divided in FIRTM-AD, and 
therefore the efficiency and accuracy of FIRTM-AD in the computation of thermal 
emission from non-isothermal clouds. A large value of ! *  allows FIRTM-AD to 
avoid most of the doubling process and therefore makes the model 
computationally efficient, but on the other hand limits the ability of FIRTM-AD to 
describe the cloud temperature variation for a cloud layer having an optical 
thickness smaller than ! * . In FIRTM-AD, ! *  is a user-definable parameter that 
can be changed to meet different requirements. Note that ! *  is set to 20  in the 
results shown later. As approximations to general and realistic conditions, both 
the “approximate scheme” for the cloud insertion and the treatment of the non-
isothermal clouds are error sources in FIRTM-AD. The errors associated with 
these approximations will be assessed later in Section 2.5. 
 
2.4. Development of the pre-computed look-up table for FIRTM-AD 
As an essential part of FIRTM-AD, the pre-computed LUT is a set of 
databases containing the R , T  and !  of the retrieval object, such as ice clouds, 
water clouds and aerosol layers, in a discretized space of wavenumber (v ), 
optical thickness (! ) and effective particle size (D
e
). The coverage and the 
resolution of the LUT are highly application-oriented and should be determined 
according to the retrieval object, retrieval algorithm and required accuracy.  
The FIRTM-AD presented in this study is developed primarily for the 
inference of ice cloud properties from hyperspectral IR observations. The 
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corresponding spectral coverage of the current LUT is from 800- to 1300 cm-1. 
This atmospheric window region is chosen because of its importance in ice cloud 
property retrieval (Huang et al. 2004). A hyperspectral sensor may have 
hundreds of channels over this region. However, because cloud bulk scattering 
properties vary slowly with wavenumber compared with the absorption of the 
atmospheric gases, it is unnecessary to build a LUT at the spectral resolution of 
the sensor (Moncet and Clough 1997). Currently, only 39 spectral grid points 
from 800- to 1300 cm-1 are specified in the LUT.  
The coverage over !  is currently chosen from 0.01 to 10, which 
corresponds to the sensitivity range of the IR sensors to the cloud optical 
thickness (Luo and Rossow 2004). Thirty values within this region are specified 
in the LUT. An important point to note is that the optical thickness in the database 
of FIRTM-AD, i.e., from 0.01 to 10, is referenced to the optical thickness of a 
cloud at a visible wavelength of 0.55 µm. The IR optical thickness of cloud, !
v
 at 
a given wavenumber, 
  
v , can be written in terms of visible optical thickness, !
vis
, 
as follows: 
!
v
=
Q
e
(v)
Q
e
(0.55µm)
!
vis
, (2.5) 
where Q
e
 is the bulk extinction efficiency (Baum et al. 2005a). In the current 
version of FIRTM-AD we assume that Q
e
(0.55µm)  is approximately 2.  
The effective particle size, D
e
, of an ice cloud is defined as follows (Baum 
et al. 2005a): 
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where 
  
D is the maximum dimension of an ice particle, 
  
V
i
 is the volume of the ice 
particle with a given shape (i.e., habit) indicated by the index i, 
  
A
i
 is the projected 
area of randomly oriented  ice particle with the ith habit, 
  
w
i
 is the habit distribution 
and 
  
n(D) is the particle size distribution (PSD). Based on the analysis of in situ 
observations of ice cloud PSDs obtained in focused field campaigns over past 
few decades, an extensive database for ice cloud bulk scattering properties has 
been developed by Baum et al. (Baum et al. 2007). This database contains the 
Q
e
, !  and P  of various ice clouds with D
e
 from 10- to 180 µm over the 
spectral region from 100- to 3250 cm-1 with a resolution of 1 cm-1. A similar 
approach was used to develop narrowband models that are currently being used 
for the moderate resolution imaging spectroradiometer (MODIS) operational ice 
cloud property retrieval. The D
e
 coverage of the LUT for FIRTM-AD is consistent 
with the above database, i.e. from 10- to 180 µm with a resolution of 10 µm.  
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Table 2.1 The quadrature points of 32-stream double-Gaussian quadrature over 
the upward hemisphere and the corresponding zenith angles.  
# Quadrature 
point  
Zenith angle  
(degree) 
# Quadrature 
point 
Zenith angle 
(degree) 
1 0.0053 89.6964 9 0.5475 56.8039 
2 0.0277 88.4120 10 0.6408 50.1484 
3 0.0672 86.1477 11 0.7290 43.1967 
4 0.1223 82.9753 12 0.8089 36.0077 
5 0.1911 78.9852 13 0.8777 28.6336 
6 0.2710 74.2767 14 0.9328 21.1219 
7 0.3592 68.9490 15 0.9723 13.5202 
8 0.4525 63.0962 16 0.9947 5.9013 
 
 
At each grid point of the LUT, the dimension and nature of R , T  matrices 
and !  vectors are determined by the angular coordinate discretization scheme 
used for the adding-doubling implementation. In the current version of FIRTM-
AD, the double-Gaussian quadrature described by Stamnes et al. (Stamnes et al. 
1988) with 32 quadrature points, i.e. 32-stream (16 for the upward hemisphere 
and 16 for the downward hemisphere) is used for the coordinate discretization. 
The values of the quadrature points and corresponding zenith angles are listed in 
Table 2.1. Correspondingly, R  and T  are 
  
16 !16  matrices, whereas !  is a 16-
element vector in the LUT. Note that the use of 8 or 16 streams would be 
accurate enough for most computations in the region from 800- to 1300 cm-1. A 
relatively high order of the discrete ordinate approximation is used in the present 
study. It ensures the accuracy of the model in some extreme cases and, in 
addition, this 32-stream LUT can be used to generate the libraries where fewer 
streams are needed. 
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After the gird points specified and the angular discretization scheme 
chosen, the R , T  and !  on the grids of the LUT are computed using DISORT 
(Stamnes et al. 1988) with delta-M scaling (Wiscombe 1977b).The bulk 
scattering properties of ice clouds, i.e. Q
e
, !  and P , are from Baum et al.’s 
database (Baum et al. 2007). Then, the R , T  and !  are organized into three 
binary databases that together form the LUT used in FIRTM-AD. To obtain the 
R , T  and !  of clouds that are not specified in the LUT, interpolation is required. 
For simplicity and computational efficiency, a linear interpolation scheme is used 
in FIRTM-AD for all cloud radiative properties. 
 
2.5. Accuracy estimation of FIRTM-AD 
In this section, we assess the accuracy of FIRTM-AD in the computation 
of high-spectral-resolution (0.1 cm-1) BT spectra at both the surface and TOA for 
various cloud and viewing geometry conditions. The accuracy is estimated by 
comparing the simulations from FIRTM-AD with those from the DISORT model 
under the same conditions.  
Before proceeding to detailed error analyses, it is helpful to first have an 
overview of the differences between DISORT and FIRTM-AD in the model 
configurations for the following simulations. For the cloud realization, the 
“coexisting scheme” is used in DISORT whereas the “approximate scheme” is 
used in FIRTM-AD. As discussed in Section 2.3, the ability of FIRTM-AD in the 
implementation of non-isothermal clouds is limited by the threshold value ! * . In 
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DISORT, cloud bulk radiative properties, i.e. eigenvalues and eigenvectors 
(Stamnes et al. 1988), are computed at every spectral point specified by the 
given spectral (800- to 1300 cm-1) region and resolution (0.1 cm-1). In FIRTM-AD, 
cloud bulk radiative properties, i.e. R , T  and ! , are computed only at 39 
selected spectral points in the LUT. The properties at other points are 
interpolated from the computed ones. In both DISORT and FIRTM-AD, the 32-
stream double-Gaussian quadrature is used for the discretization of angular 
coordinate. Note that the errors of DISORT in the interpolation of radiances from 
the model angles to the user-specified angles are negligible due to the use of a 
relatively high order of the discrete-ordinate approximation (32-stream). 
Therefore, based on the above comparisons, if DISORT is taken as the 
benchmark model, the errors in FIRTM-AD arise primarily from four major 
sources: 1) the error caused by using the cloud realization scheme discussed in 
Section 2.2 to approximate the non-isothermal and gas-cloud coexisting layer 
(hereafter referred to as the “cloud-realization error”); 2) the error caused by the 
interpolation of R , T  and !  over wavenumber v  (hereafter referred to as the “v -
interpolation error”); 3) the error caused by the interpolation of R , T  and !  over 
!  (hereafter referred to as the “! -interpolation error”); 4) the error caused by the 
interpolation of radiances from the model angles specified by the angular 
discretization scheme to the user-specified angles (hereafter referred to as the 
“ µ -interpolation error”). As a reminder, the scheme currently used in FIRTM-AD 
for the interpolation of radiances from model angles to the user-specified angle is 
described in Appendix B. Note that the relative importance of above four error 
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sources is different under different cloud and viewing conditions. As a result, the 
accuracy of FIRTM-AD is sensitive to both the cloud conditions and the sensor 
viewing angles. Because of the endless possibilities of these conditions in 
addition to the high computational cost of using DISORT to simulate the 
hyperspectral BT spectrum, a “complete” error analysis for FIRTM-AD is not 
provided. The strategy for the present accuracy estimation is to set up both 
“good” and “bad” scenarios, in terms of the number of error sources involving in 
FIRTM-AD, so that the relative importance of error sources can be estimated 
through comparisons between scenarios. In this fashion, the overall error level of 
FIRTM-AD can be estimated from the “bad” scenarios in which all error sources 
are considered. 
 In the present accuracy estimation the following two standards are used. 
The errors of FIRTM1 and FIRTM2, in terms of the root-mean-square (RMS) BT 
errors, for BT spectrum computations at TOA are on the order of 0.5 K over the 
spectral region 800- to 1300 cm-1 (Niu et al. 2007; Wei et al. 2004). As a more 
comprehensive and rigorous model, FIRTM-AD should have an error level lower 
than 0.5 K. The sensitivity of the hyperspectral sensors, to which the FIRTM-AD 
could be potentially applied, can also be used as the standard for accuracy 
estimation. The NEdT (Noise Equivalent Differential Temperature) of current 
hyperspectral sounders, such as AIRS and IASI, are at the level of 0.2 K 
(Blumstein et al. 2004; Gaiser et al. 2003). In our view, an acceptable error level 
for FIRTM-AD would be a value at or lower than the NEdT of above sensors (i.e., 
0.2 K).  
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A tropical atmosphere is used in the present simulations with FIRTM-AD 
and DISORT. The atmosphere column from the surface to a height of 100 km 
above the surface is divided into 100 layers. The physical thickness of each layer 
varies from 0.5 to 2.5 km. The optical thickness of each layer due to the 
absorption of the atmospheric gases is obtained from the line-by-line radiative  
 
 
Figure 2.3 Temperature profile and the optical depth profiles at 8.5-, 11- and 12 
µm of the background atmosphere used in the computations. 
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transfer model (LBLRTM) (Clough et al. 1992) with a resolution of 0.1 cm-1. The 
temperature profile and optical depth profile at 1176.5 cm-1 (8.5 µm), 909.1 cm-1 
(11 µm) and 833.3 cm-1 (12 µm) of this atmosphere are shown in Fig. 2.3. The 
planetary surface is assumed to be Lambertian. The surface temperature 
  
T
s
 is 
assumed as 299.7 K. Additionally, a surface albedo of 
  
!
s
= 0.03 is assumed 
regardless of wavenumber. 
Figure 2.4 shows the results from application of FIRTM-AD to the 
computation of high-spectral-resolution (0.1 cm-1) BT spectra at TOA under 
single-layered cloud conditions. In this case, a cirrus cloud is located between 
13.5 and 14.0 km above the surface. The cloud top and base temperatures are, 
respectively, 211.75 and 215.25 K. Figure 2.4a shows BT spectra simulated from 
FIRTM-AD for various combinations of cloud visible optical thicknesses, 
  
!
vis
, 
(0.10, 0.55 and 0.95) and satellite viewing angles, !
v
, (5.90  and 450 ) while the 
effective particle size, 
  
D
e
, is assumed as 30 µm in all simulations. Figure 2.4c 
shows the BT spectra from FIRTM-AD for various combinations of D
e
 (20-, 40-  
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Figure 2.4. Application of FIRTM-AD to hyperspectral BT computations at TOA 
for single-layered clouds. (a) BT spectra at TOA from FIRTM-AD for various 
combinations of cloud visible optical thicknesses, !
vis
, and viewing angles, !
v
, 
while the cloud particle effective size,D
e
, is 30 µm  in all scenarios. (b) The 
differences in BT spectra between FIRTM-AD and DISORT 
(!BT=BT
FIRTM-AD
" BT
DISORT
) in the scenarios shown in (a). (c) BT spectra at TOA 
from FIRTM-AD for various combinations of D
e
 and !
v
, while !
vis
= 0.55  in all 
scenarios. (d) !BT  spectra corresponding to the scenarios shown in (c). The 
RMS values of the !BT  spectra in (b) and (d) are listed in Table 2.2. 
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and 60 µm) and !
v
 (5.90  and 450 ) while !
vis
 is assumed as 0.55 in all 
simulations. The above combinations of 
  
!
vis
, D
e
 and !
v
 are chosen so that both 
“good” and “bad” scenarios are included in Fig. 2.4. For example, the scenario 
where !
vis
= 0.1  and !
v
= 5.9
0  is a “good” scenario in comparison with the one 
where !
vis
= 0.55  and !
v
= 45
0 . This is because !
vis
= 0.1  is on the grid of !
vis
-
space of the LUT, while !
vis
= 0.55  is not, and !
v
= 5.9
0  is a model angle, while 
!
v
= 45
0 is not (see Table 2.1). As a result, no interpolation over !
vis
 or !
v
 is 
needed in FIRTM-AD for the former scenario but both are necessary for the 
latter. The BT spectra in Fig. 2.4a and 2.4c show considerable sensitivity to both 
!
vis
 and D
e
. These sensitivities have been used to infer the optical properties of 
thin cirrus clouds using the hyperspectral observations from AIRS (Li et al. 
2005a; Wei et al. 2004). The differences in the BT spectra (!BT  spectra) 
between FIRTM-AD and DISORT in the scenarios in Figs. 2.4a and 2.4c are 
shown, respectively, in Figs. 2.4b and 2.4d. !BT  is defined as follows: 
!BT=BT
FIRTM-AD
" BT
DISORT
. (2.7) 
The RMS value of the !BT  spectrum is used as an index for the overall error 
level of FIRTM-AD following previous studies (Li et al. 2005a; Wei et al. 2004). 
The RMS value is defined as: 
RMS(!BT)=
!BT
i( )
2
i
Np
"
N
p
, (2.8) 
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where Np  is the number of spectral points in the spectrum and !BTi  is the 
difference of BT between FIRTM-AD and DISORT at the ith spectral point. The 
RMS values of each !BT  spectrum in Figs. 2.4b and 2.4d are listed in Table 2.2.  
 
 
Table 2.2 The RMS BT errors of FIRTM-AD with respect to DISORT under the 
single-layered cloud conditions in the scenarios shown in Fig. 2.4. and the major 
error sources present in each scenario.  
Scenario 
# 
!
vis
 D
e
 
(µm) 
!
v
 
(degree) 
Error 
sources* 
RMS of !BT  
 (K)  
1 0.10 30 5.9 1), 2) 0.0306  
2 0.55 30 5.9 1), 2), 3) 0.0426 
3 0.95 30 5.9 1), 2), 3) 0.0334 
4 0.95 30 45.0 1), 2), 3), 4) 0.0365 
5 0.55 20 5.9 1), 2), 3) 0.0448 
6 0.55 40 5.9 1), 2), 3) 0.0422 
7 0.55 60 5.9 1), 2), 3) 0.0372 
8 0.55 60 45.0 1), 2), 3), 4) 0.0498 
 
* 1) cloud realization error; 2) v -interpolation error; 3) ! -interpolation error ; 4) 
µ -interpolation error  
 
The featureless !BT  spectra in Fig. 2.4b and 2.4d indicate that the errors of 
FIRTM-AD are spectrally uncorrelated. The !BT  spectra in Fig. 2.4d are almost 
identical to each other, revealing that the errors are independent of D
e
. As 
shown in Table 2.2, the largest error, 0.0498 K, occurs in a “bad” scenario 
(scenario #8 in Table 2.2) where !
vis
= 0.55 ,D
e
= 60  µm and !
v
= 45
0 . It is 
interesting to note that the error in the other “bad” scenario (scenario #4 in Table 
2.2) where !
vis
= 0.95 ,D
e
= 30  µm and !
v
= 45
0 , is only 0.0334 K. This is 
reasonable and can be explained as follows: because the 
  
!
vis
-interpolation uses 
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the adjacent points in the LUT, the relative errors of interpolation are similar at 
!
vis
= 0.55  and !
vis
= 0.95 . However, because the absolute value of the 
transmissivity of the former is larger than the latter, the absolute error of 
  
!
vis
-
interpolation in the former scenario is larger than the latter leading to the results 
in Table 2.2. Overall, it is evident from Fig. 2.4 and Table 2.2 that the accuracy of 
FIRTM-AD in the computations of BT spectra for optically thin single-layered 
cirrus cloud is very good. The error of FIRTM-AD in this type of application is an 
order of magnitude smaller than that of FIRTM1 and FIRTM2, and also well 
below the NEdT of the current advanced hyperspectral sensors.  
In addition to the satellite-based hyperspectral sensors, the ground-based 
hyperspectral sensors, such as the AERI, are also important application areas for 
FIRTM-AD. Figure 2.5 shows the application of FIRTM-AD to the computations of 
BT spectra corresponding to the downwelling radiances at the surface. The cloud 
configurations for the results shown in Fig. 2.5 are the same as those in Fig.2.4. 
Figure. 2.5a shows the BT spectra computed from FIRTM-AD for various 
combinations of 
  
!
vis
 and !
v
. The corresponding !BT  spectra are shown in Fig. 
2.5b. The BT spectra for various combinations of D
e
 and !
v
 are shown in Fig. 
2.5c with corresponding !BT  spectra shown in Fig. 2.5d. Note that a negative 
viewing angle indicates the viewing direction is upward at the surface; the 
absolute value of the angle corresponds to the angle between the nadir and 
viewing direction. The RMS BT errors of FIRTM-AD in all scenarios, as shown in 
Fig. 2.5b and 2.5d, are quite featureless. The RMS values of !BT  in all 
scenarios are smaller than 0.03K.  
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Figure 2.5 Application of FIRTM-AD to hyperspectral BT computations at the 
surface for single-layered cloud conditions. (a) BT spectra at the surface from 
FIRTM-AD for various combinations of !
vis
 and !
v
, while D
e
= 30 µm . (b) !BT  
spectra corresponding to the scenarios shown in (a). (c) BT spectra at the 
surface from FIRTM-AD for various combinations of D
e
and !
v
, while !
vis
= 0.55  in 
all scenarios. (d) !BT  spectra corresponding to the scenarios shown in (c). 
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Figure 2.6 The errors of FIRTM-AD in hyperspectral BT computations for a two-
layered cirrus cloud. The !
vis
 and D
e
 of the upper cirrus layer are, respectively, 
1.25 and 30 µm . The D
e
 of the lower cirrus layer is 100 µm. (a) !BT  spectra at 
TOA for various combinations of lower cirrus layer !
vis
 and !
v
values. (b) !BT  
spectra for various combinations of lower cirrus layer !
vis
 and !
v
. The RMS 
values of !BT  are listed in Table 2.3. 
 
 
Figure 2.6 shows the errors of FIRTM-AD for a two-layered cirrus cloud 
case. The upper layer is located in a layer from 11.5 to 12 km above the surface 
with a cloud top and base temperature of 225.5 and 228.5 K, respectively. The 
  
!
vis
 and D
e
 of the upper layer are assumed as 1.25 and 30 µm, respectively. The 
lower cirrus layer is located at 11 to 11.5 km with a top and base temperature of 
228.5 and 231.75 K, respectively. Because Figs. 2.4 and 2.5 reveal that the 
accuracy of FIRTM-AD has little dependence on D
e
, only a single effective 
particle size, D
e
=100 µm, is assumed for the lower layer. Figure 2.6a shows the 
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differences between FIRTM-AD and DISORT in simulating the BT spectra at 
TOA, i.e. the !BT  spectra at TOA, under various combinations of lower layer 
  
!
vis
 
(1.75, 2.75, 3.75) and downward viewing angles, !
v
 ( 5.90  and 450 ). The !BT  
spectra at the surface under various combinations of lower layer 
  
!
vis
 and upward 
viewing angles (!5.90  and !450 ) are shown in Fig 2.6b.The RMS values of each 
!BT  spectrum in Fig. 2.6 and the major error sources in each scenario are listed 
in Table 2.3. In comparison with the single-layered cloud case, the errors of 
FIRTM-AD applied to two-layered cloud are slightly larger (the largest error is 
about 0.06 K in the scenario #1 in Table 2.3). A small warm bias, which is caused 
by the use of the approximate cloud realization scheme described in Section 2.3  
 
 
Table 2.3 The RMS BT errors of FIRTM-AD with respect to DISORT under the 
two-layered cloud condition in the scenarios shown in Fig. 2.6 and the 
corresponding major error sources. 
Scenario 
# 
!
vis
 D
e
 
(µm) 
!
v
 
(degree) 
Error 
sources 
RMS of !BT  
 (K)  
1 1.75 100 5.9 1), 2), 3) 0.0583 
2 2.75 100 5.9 1), 2), 3) 0.0490 
3 3.75 100 5.9 1), 2), 3) 0.0379 
4 3.75 100 45.0 1), 2), 3), 4) 0.0419 
5 1.75 100 -5.9 1), 2), 3) 0.0530 
6 2.75 100 -5.9 1), 2), 3) 0.0627 
7 3.75 100 -5.9 1), 2), 3) 0.0716 
8 3.75 100 -45.0 1), 2), 3), 4) 0.0812 
 
 
to treat the non-isothermal clouds, is observed in Fig. 2.6b indicating that that 
FIRTM-AD tends to slightly overestimate the downwelling radiances at the 
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surface. However, despite the bias, the largest error of FIRTM-AD in Fig. 2.6b 
(scenario #8 in Table 2.3) is still substantially smaller than 0.2 K.  
 
 
Figure 2.7 The errors of FIRTM-AD for a case where there are three layers of 
cirrus cloud in the atmosphere shown in Fig. 2.3. The black line corresponds to 
the !BT  spectrum at TOA (downward nadir-viewing) with the values shifted 
upward by 0.2 K. The gray line corresponds to the !BT  spectrum at the surface 
(upward nadir-viewing) with the values shifted downward by 0.2 K. 
 
Figure 2.7 shows the errors of FIRTM-AD in the computation of nadir-
viewing BT spectra for a case where there is a multilayered (three-layered) cirrus 
cloud in a tropical atmosphere. The uppermost cirrus layer is located between 
13.5 to 14.0 km with 
  
!
vis
 and D
e
 of 0.25 and 30 µm, respectively. The middle and 
lower layers are located, respectively, at 11.5 to 12 km and 11.0 to 11.5 km. The 
  
!
vis
 and D
e
 of the middle layer are 1.25 and 60 µm, respectively. The 
corresponding values for the lower layer are 1.75 and 100 µm, respectively. The 
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RMS values of !BT  spectra at TOA and surface are 0.0439 K and 0.072 K, 
respectively. 
 
2.6. Discussion and summary 
The computational efficiency of FIRTM-AD depends on the optical 
thickness and extent of inhomogeneity of cloud layers. As mentioned in Section 
3, the efficiency of FIRTM-AD is also affected by the value of ! * . Based on the 
timing of the computations in above error analyses, the computational efficiency 
of FIRTM-AD when ! *  is set to 20  under the single, double and multilayered 
cloud conditions is listed in Table 2.4 along with that of DISORT under the same  
 
 
 
Table 2.4* The computational efficiencies (in seconds per 100 wavenumbers) of 
FIRTM-AD and DISORT under the same conditions on an Apple 1.8GHz G5 
computer.  
Cloud conditions DISORT 
(32-stream) 
FIRTM-AD 
(32-stream) 
Single-layered (Figs. 2.4 
and 2.5) 
53.775 0.231 
Two-layered** (Fig. 2.6) 56.342 0.434 
Three-layered (Fig. 2.7) 57.012 0.526 
 
* In FIRTM-AD, ! *  is set to 20  in all simulations. 
** !
vis
 of the lower layer is 3.75. 
 
 
conditions. For the type of computations in Figs. 2.4 and 2.5, the FIRTM-AD is 
approximately 250 times faster than DISORT. Under three-layered cloud 
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conditions as in Fig. 2.6, FIRTM-AD is still more than two orders of magnitude 
faster than DISORT. Given that the instrument noise level of current 
hyperspectral sensors, such as AIRS and IASI, is about 0.2 K, the RMS errors of 
FIRTM-AD for the cases shown in the previous section are quite acceptable. 
However, there are endless combinations of potential cloud and viewing 
conditions and therefore it is almost certain that the errors of FIRTM-AD will 
exceed 0.1 K in some extreme cases. Given the algorithms used in the 
formulation of FIRTM-AD, it is unlikely that the accuracy of FIRTM-AD will 
substantially degrade in those cases. We believe that the errors of the FIRTM-AD 
in those cases are unlikely to exceed those of FIRTM1 and FIRTM2. Also, it is 
necessary to point out that in above simulations the solar contribution has been 
ignored in both FIRTM-AD and DISORT. Future work is planed to investigate the 
impact of this omission under different cloud conditions and sun-satellite angles.   
It is worth noting that FIRTM-AD is applicable not only to the hyperspectral 
sensors, but also to the narrowband sensors in the thermal IR spectral region. 
For the remote sensing of cloud properties using bispectral narrowband satellite 
measurements in the thermal IR region (e.g., 8~12 µm), which is independent of 
solar illumination, the cloud signatures in the atmospheric window region are 
often used to derive their properties. Figure 2.8 shows an example of the LUT 
generated using one channel at 11 µm (a bandwidth, 10.78~11.28 µm, 
corresponding to MODIS channel #31 is assumed) and the other channel at 12 
µm (a bandwidth, 11.77~12.27 µm, corresponding to MODIS channel #32 is 
assumed). This kind of LUT has been used to retrieve the cloud thermodynamic  
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phase (Baum et al. 2000) and is also potentially useful for the inference of 
  
!
vis
 
and 
  
D
e
 of ice clouds at night. As shown in Fig. 2.8, one dimension of the table is 
the BT at 11 µm and the other is the difference in BT between 11 and 12 µm. 
Each point in the table corresponds to an ice cloud with a unique combination of 
  
!
vis
 and 
  
D
e
. Along each solid line, from right to left, the 
  
D
e
 of the cloud remains 
constant while 
  
!
vis
 increases. Along each dashed line, from top to bottom, the 
  
!
vis
 
remains constant while the 
  
D
e
 increases. This feature of the table has made it 
possible to infer 
  
!
vis
 and 
  
D
e
 by projecting the instrument measurements onto the 
table.  
An important point to note is that this kind of LUT depends on the 
atmospheric profile and therefore must be renewed often because the 
temperature and water vapor profiles can change from one footprint to another. 
Moreover, for each footprint the RT model has to be run dozens of times to 
generate a LUT as shown in Fig. 2.8. Consequently, a practical implementation 
of this approach requires computationally efficient RT models, which makes the 
generation of these LUTs a useful application for FIRTM-AD. The asterisk points 
in Fig. 2.8 are obtained with DISORT and the points marked as circles are results 
from FIRTM-AD. In the simulations, the tropical atmosphere shown in Fig. 2.3 is 
used. The optical thickness profile of the background atmosphere is obtained 
from the correlated k-distribution model developed by Kratz (Kratz 1995).It is 
seen from the figure that the two groups of points completely overlap, indicating 
the equivalence of the two models in terms of the accuracy for this retrieval 
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algorithm. However, the CPU requirements with FIRTM-AD are much less than 
with DISORT. 
 
 
Figure 2.8 A look-up table for the cloud property retrieval using 11- and 12 µm 
channels. Along each solid line, from right to left, the optical thickness of the 
cloud increases while the effective size remains constant. Along each dashed 
line, from top to bottom, the effective size of the cloud increases while the optical 
thickness remains constant. The asterisks are results from DISORT and the 
circles are from FIRTM-AD. 
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In summary, based on the advantages of CHARTS, FIRTM1 and FIRTM2, 
we have developed a fast IR RT model based on the well-known adding-doubling 
principle for applications to the forward RT simulations involved in the 
hyperspectral remote sensing applications under cloudy-sky conditions. Because 
of the use of the pre-computed LUT, the computational burden associated with 
the doubling process is substantially alleviated in FIRTM-AD. In comparison with 
FIRTM1 and FIRTM2, FIRTM-AD is much more flexible and accurate. FIRTM-AD 
is applicable to multilayered, inhomogeneous and non-isothermal clouds. In 
addition, FIRTM-AD can be applied to computations at both TOA and the 
surface, and therefore applicable to both satellite and ground-based 
hyperspectral sensors. The comparisons have shown that FIRTM-AD is about 
250 times faster than DISORT in the computations of BT spectra at TOA and the 
surface for a single-layered thin (!
vis
< 1 ) cirrus cloud. The RMS BT errors of 
FIRTM-AD in this type of application are generally smaller than 0.05 K. For two 
or three-layered thick (!
vis
> 1 ) cloud conditions, FIRTM-AD is still about two 
orders of magnitude more efficient than DISORT and the error is on the order of 
0.1 K. 
Finally, it is worth mentioning a limitation of FIRTM-AD. That is, currently, 
FIRTM-AD is only suitable for forward calculations and cannot be applied to 
Jacobian calculations. The usefulness of the Jacobians in atmospheric 
soundings, cloud property retrievals and data assimilations has been 
demonstrated by numerous studies (Rodgers 2000 and ref. within). However, 
adjoint model is required for Jacobian calculations. One of the future directions is 
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to develop the adjoint model for FIRTM-AD on the basis of the radiative 
perturbation theory briefly introduced in Appendix C. 
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CHAPTER 3    
III. AN INVESTIGATION OF THE OPTICAL PROPERTIES OF QUASI-
SPHERICAL ICE PARTICLES: IMPLICATIONS FOR MEASURING ICE 
PARTICLE SIZE WITH FSSP-TYPE INSTRUMENTS 
 
3.1. Background 
Currently, one of the biggest uncertainties in modeling the radiative 
properties of cirrus clouds is associated with the small ice particles with sizes 
smaller than about 50 µm in cirrus clouds (McFarquhar et al. 2007). In situ 
measurements show that these small ice particles are irregular and often have 
aspect ratios close to unity (e.g., Gayet et al. 1996b; Nousiainen and McFarquhar 
2004; Garrett et al. 2003). For this reason, they are often referred to as the 
“quasi-spherical” ice particles. Because of our inadequate knowledge, the 
concentration, microphysical and optical properties of these ice particles and 
consequently their importance have all been controversial issues. Some studies 
have suggested that in the tops of high (13-18km) and cold (-60 to -90 oC) 
tropical cirrus clouds, ice particles with sizes about 20-40 µm dominate the 
particle size distribution and play an dominant role in determining the radiative 
properties, such as the shortwave cloud albedo, of cirrus clouds (Knollenberg et 
al. 1993; Zender and Kiehl 1994). Some studies, on the other hand, have not 
attributed the same importance to small ice particles. For instance, Heymsfield 
and McFarquhar (Heymsfield and McFarquhar 1996) showed that large ice 
particles play an equivalently important role in determining the cloud radiative 
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properties. Similar results were also reached by some other studies (e.g., 
McFarquhar and Heymsfield 1997).  
An important reason responsible for the divergent view the importance of 
small ice particles is related to the dubious reliability of conventional cloud 
particle probes, namely, the Forward Scattering Spectrometer Probe (FSSP, 
Knollenberg 1981), for measuring the size and extinction cross-section of small 
ice particles. It is known that FSSP-type probes tend to overestimate the number 
concentration of small ice particles, in some cases by a factor of 5, because of 
the shattering of large ice particles at the probe’s inlet (e.g., Field et al. 2003; 
Field et al. 2006).  
However, of particular interest here is another important uncertainty. That 
is, whether the assumption of sphericity for small ice particles may lead to 
serious underestimation of their sizes and, more importantly, extinction cross-
sections. As will be described in details in section 3.3, to derive the size and 
extinction cross-section of observed ice particles from FSSP measurements, 
some ice particle shapes must be preassumed. Because the aspect ratios of 
small ice particles are often close to unity, they are often empirically assumed to 
be ice spheres (Heymsfield et al. 2006). The uncertainty caused by this 
assumption has received increasing attentions due to a recent debate (Garrett et 
al. 2003; Heymsfield et al. 2006; Garrett 2007; Heymsfield et al. 2007). It is 
reported in Heymsfield et al. (Heymsfield et al. 2006) that cloud extinction derived 
from FSSP measurements is smaller than the ”direct” measurement from the 
cloud-integrating nephelometer (CIN, Gerber et al. 2000), by a factor of 2 to 2.5. 
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Garrett (Garrett 2007) argued, in his comments on Heymsfield et al. (Heymsfield 
et al. 2006), that the difference should be attributed to the underestimation of 
small ice particles’ extinction cross-section by FSSP. He further suspected that 
the assumption that small ice particles are spheres might have led to the 
underestimation. On the other hand, in his reply to Garrett (Garrett 2007), 
Heymsfield et al. (Heymsfield et al. 2007) argued that the difference of cloud 
extinction measurements between FSSP and CIN should be attributed to the 
overestimation of CIN caused by the aforementioned shattering effect.   
It is worth mentioning that one of the widely used methods for obtaining 
the effective radius ( r
e
) of cirrus cloud is based on the following equation 
(Heymsfield et al. 2006): 
 r
e
=
3IWC
2!
ice
"
e
, (3.1) 
where IWC denotes ice water content measurement, !
ice
 is the density of ice and 
!
e
 is the extinction coefficient, which is usually derived from the total extinction 
cross-section measurement from FSSP. Note that in the above equation, the 
extinction efficiency, i.e., Q
e
, of ice particles are taken to be a constant of 2. 
Evidently from Eq. (3.1), uncertainty in cloud extinction measurement may also 
affect effective radius estimation.  
As indicated above, the uncertainties in FSSP measurement are of great 
impotence. Clarification of the uncertainties may help to improve our 
understanding the importance of small ice particles in determining the radiative 
properties of cirrus clouds. Motivated by these considerations, in this part of the 
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study we investigate whether and why the assumption of sphericity for small ice 
particle may lead to serious errors in the FSSP measurement of the extinction of 
small ice particles.  
Specifically, the investigation consists of two parts. In the first part, the 
optical properties of Platonic solids (i.e., icosahedron, dodecahedron, 
octahedron, hexahedron or cube, and tetrahedron) will be computed using a 
numerical scattering model based on the geometrical-optic method and 
compared to those of equivalent ice spheres. The Platonic solids are particularly 
interested here because they are all quasi-spherical and therefore represent the 
nature of small ice particles in cirrus clouds. Moreover, Platonic solids deviate 
from a sphere in an ordered manner in terms of their extents of asphericity, which 
makes the comparison of their optical properties with those of equivalent spheres 
particularly intriguing. In the second part, the implications of the results from the 
first part for measuring ice particle size and extinction cross-section with FSSP-
type probes will be discussed.  
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Figure 3.1 Geometries of the Platonic solids, i.e. the tetrahedron, hexahedron (or 
cube), octahedron, dodecahedron and icosahedron. 
 
3.2. Optical properties of Platonic solids 
3.2.1. Geometries of Platonic solids 
The Platonic solids (Cromwell 1997), also known as regular solids or 
polyhedra, are five regular convex polyhedra including tetrahedron, hexahedron, 
octahedron, dodecahedron and icosahedron that have 4, 6, 8, 12 and 20 faces, 
respectively. Figure 3.1 shows the geometries of the Platonic solids.  
There are a number of ways to quantitatively define the extent of 
asphericity of a particle. One approach is to use the ratio (!
V
) of the volume of a 
particle to that of the corresponding circumscribing sphere. Obviously, this ratio is 
always smaller than unity for a nonspherical particle, and the extent of asphericity 
decreases with the decrease of !
V
. With this definition of asphericity, the 
tetrahedron among all the Platonic solids has the maximum asphericity whereas 
the dodecahedron has the minimum asphericity. Alternatively, the asphericity of a 
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particle can also be defined in terms of the ratio (!
S
) of the surface area of this 
particle to that of the corresponding circumscribing sphere. For convex 
nonspherical particles such as one of the Platonic solids, !
S
is always smaller 
than unity and inversely proportional to the extent of asphericity. However, such 
a definition is less obvious and sometimes may be misleading in the case of 
nonconvex particle, because the surface area of a nonconvex particle may not be 
necessarily smaller than that of its circumscribing sphere. However, this is not an 
issue for the present study, as the Platonic solids are nonconvex. The volume-to-
surface area ratio (!
V /S
) is another measure of the asphericity of a nonspherical 
particle. Because a sphere has the minimum surface area for a given volume, the 
quantity !
V /S
 for a sphere is always larger than that of a nonspherical particle if 
the two geometries have the same volume or surface area. Note that !
V /S
 is a 
function of particle size. However, the dependence of !
V /S
 on particle size can be 
eliminated by normalizing !
V /S
 with respect to the radius of the circumscribing 
sphere of a nonspherical particle, i.e. ! '
V /S
= 3!
V /S
/ R , where the constant 3 
ensures that ! '
V /S
 is equal to unity for spheres. The values for !
V
, !
S
 and ! '
V /S
 of 
the Platonic solids are shown in Table 3.1. Evidently, in terms of either !
V
 or !
S
, 
the asphericity extents of the Platonic solids are ranked in the same order: 
tetrahedron, octahedron, cube, icosahedron, and dodecahedron. However, in 
terms of ! '
V /S
, the cube and octahedron have the same extent of asphericity, and 
so do the icosahedron and dodecahedron.  
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Table 3.1 Values of !
V
,!
S
and ! '
V /S
 of Platonic solids 
Platonic solid !
V
 !
S
 ! '
V /S
 
Tetrahedron 0.1225 0.3676 0.3333 
Octahedron 0.3183 0.5513 0.5774 
Hexahedron 
(Cube) 
0.3676 0.6366 0.5774 
Icosahedron 0.6055 0.7619 0.7947 
Dodecahedron 0.6649 0.8367 0.7947 
 
 
To study the scattering properties of the equivalent sphere for a Platonic 
solid, we define the radius of the equivalent sphere in the same way as in Yang 
et al. (Yang et al. 2004) in four different ways as follows:  
 r = R , (3.2) 
 
 r = R
a
= (S / 4! )
1/2 , (3.3) 
 
 r = R
v
= (3V / 4! )
1/3 , (3.4) 
 
 r = Reff = 3V / S , (3.5) 
 
where V is the volume and S is the surface area of a Platonic solid, R  is the 
radius of the circumscribing sphere, R
a
, R
v
 and Reff are the radii of the spheres 
that have the same surface area, volume and volume-to-surface ratio as the 
particle, respectively. With Eq. (3.2), the equivalent sphere of a nonspherical 
particle is defined in terms of its circumscribing sphere. With Eq. (3.3), the 
nonspherical particle has the same surface area as its spherical counterpart. 
Note that Eq. (3.3) also leads to the equivalence of projected area under random 
orientation conditions, because the averaged projected area of a randomly 
oriented convex nonspherical particle is one fourth of its surface area (Vouk 
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1948). The equivalent sphere counterpart defined in Eq (3.4) has the same 
volume and therefore the same mass as the corresponding nonspherical particle. 
With Eq. (3.5), the nonspherical particle and its spherical counterpart have the 
same volume-to-surface-area ratio. An interesting feature for the geometry of a 
Platonic solid is that the radius of the equivalent sphere defined in Eq. (3.5) is the 
same as the radius of the corresponding inscribed sphere (Fry et al. 2006). Table 
3.2 lists the R
a
, R
v
and Reff  as well as the volumes and surface areas of the 
Platonic solids in a case where the radii of the spheres circumscribing them are 
all unity.  
 
Table 3.2 The volume, surface area, R
a
, R
v
and Reff of Platonic solids in a case 
where the radii of the spheres circumscribing the solids are all unity 
Platonic solid V  S  Ra  Rv  Reff  
Tetrahedron 0.5132 4.6188 0.6063 0.4967 0.3333 
Octahedron 1.3333 6.9282 0.7425 0.6828 0.5774 
Hexahedron  1.5396 8.0000 0.7979 0.7163 0.5774 
Icosahedron 2.5362 9.5745 0.8729 0.8460 0.7947 
Dodecahedron 2.7852 10.5146 0.9147 0.8728 0.7947 
 
 
3.2.2. Single-scattering properties of Platonic solids in geometrical optics 
regime  
Single-scattering properties of the Platonic solids with size parameters in 
the resonant region (i.e., when the size of a scattering particle is on the order of 
the incident wavelength) have been studied in Yang et al. (Yang et al. 2004) 
using the finite-difference time domain (FDTD) method (Yang and Liou 1996a). 
For small size parameters, it is shown that the scattering properties of 
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tetrahedron, hexahedron, and octahedron differ substantially from those of their 
spherical counterparts, whereas the scattering characteristics of icosahedron and 
dodecahedron are similar to those of spheres. Different from Yang et al. (2004), 
the present study is intended to understand the scattering characteristics of the 
Platonic solids with size parameters in the geometrical-optics regime.  
A number of methods haven been developed for computing the scattering 
and absorption properties of nonspherical particles, which were reviewed by 
Wriedt (1998), Mishchenko et al. (2000), and Kahnert (2003). In the present 
study the geometric optics method is employed because of its applicability to 
large size parameters. Specifically, we modified the GOM developed by Yang 
and Liou (1996b) by incorporating an efficient ray-tracing scheme reported in 
Zhang et al. (2004) for the particle geometries involved in this study. The model 
use the geometrical ray-tracing technique to obtain the near field on the surface 
of the particle, and then the near-field is transformed to the far-field according to 
the electromagnetic equivalence theorem. The technical details of the GOM used 
in this study have been reported previously in Yang and Liou (1996a) and Zhang 
et al. (2004).  
Figure 3.2 shows the extinction cross sections (C
e
) and asymmetry factors 
( g ) of Platonic solids and their spherical counterparts in a case for weak 
absorption. The incident wavelength and the refractive index are assumed to be 
0.66 µm and m = 1.31+ i1.65 !10"8 (the refractive index of ice at the wavelength of 
0.66 µm (Warren 1984) ), respectively. Note that the maximum dimensions, i.e. 
the diameters of the circumscribing spheres, of all Platonic solids in Fig. 3.2 are 
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assumed to be the same with a size parameter of 2!R / " = 200 . As shown in 
Fig. 3.2a, the extinction cross sections of the Platonic solids are smaller than 
those of their spherical counterparts defined in terms of equal maximum 
dimension, which, however, are larger than those based on equal volume or 
equal effective size. Among the four spherical equivalences, the equivalence 
based on equal surface area has the smallest errors in terms of C
e
. Figure 3.2a 
also shows that the differences in C
e
 between the Platonic solids and their four 
spherical counterparts decrease with decreasing particle asphericity. The 
behaviors of C
e
 in Fig 3.2 can be explained as follows. The extinction cross 
section of a particle with a size parameter in the geometrical optics regime is 
twice that of its projected area. Half of the extinction is due to the reflected and 
refracted rays, whereas the other half is due to diffraction that can be calculated 
approximately from Fraunhofer diffraction theory. Quantitively, the extinction and 
scattering cross sections in the geometrical-optics domain can be decomposed 
as follows:  
 C
e
= C
a
+ C
s
! 2P , (3.6) 
 
 Cs = Cdiff + Crefl + Crefr  (3.7) 
 
where P  is the projected area of particle, C
a
 is the absorption cross section, 
C
s
is the scattering cross section. Cdiff , Crefl  and Ctr are, respectively, the 
diffraction, (external) reflection and refraction contributions. It is evident from Eq. 
(3.6) that the extinction cross sections of Platonic solids are closest to those of  
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Figure 3.2 Comparison of the extinction cross-section (Ce) and asymmetry factor 
(g) between the Platonic solids and their spherical equivalences at a wavelength 
of ! = 0.66 µm . All the particles are assumed to be ice with a refractive index of 
m = 1.31+ i1.65 !10
"8 . 
 
spheres defined in terms of equal surface area.  Moreover, because R , R
a
, 
R
v
and Reff  approach the same value as particle asphericity decreases, the errors 
in C
e
 associated with the four types of spherical equivalences also decreases 
with decreasing asphericity, namely, from tetrahedron to dodecahedron. 
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In contrast to the extinction cross section, the asymmetry factors of the 
Platonic solids, shown in Fig 3.2b are independent of particle asphericity, 
although substantial differences are noticed between the results for the Platonic 
solids and spheres. These features indicate that, when absorption is weak, the 
asymmetry factor of a nonspherical particle is more sensitive to the detailed 
geometrical structures than to the overall extent of particle asphericity. Figure 
3.2b also shows that all four types of spherical equivalences tend to overestimate 
the asymmetry factor substantially. Macke et al. (Macke et al. 1996) and 
Muinonen et al. (Muinonen et al. 1996) also noticed that spheres have relatively 
high asymmetry factors compared with polyhedral particles. Because of the 
extremely weak absorption, the single-scattering albedos of all Platonic solids 
and spheres are essentially unity and therefore not shown here.   
Figure 3.3 shows the comparison of single-scattering properties between 
Platonic particles and their spherical counterparts in the case of strong 
absorption. The incident wavelength is assumed to be 11 µm and the 
corresponding refractive index for ice is m = 1.10 + i0.25  (Warren 1984).  
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Just as in the weak absorption case, the size parameters of the Platonic 
solids are also taken as 200. The features associated with C
e
(see Fig. 3.3a) of 
Platonic solids and their spherical counterparts at the 11 µm wavelength are 
similar to those shown in Fig. 3.2a. However, as shown in Fig. 3.3b, the 
differences between asymmetry factors computed for Platonic solids and their 
spherical counterparts are less than 0.004, which are quite small in comparison 
with those in the case for weak absorption. This is because the scattered energy 
is essentially from the contributions of the external reflection and diffraction in the 
case of strong absorption. For a randomly orientated particle, both the processes 
are not sensitive to the shape of the scattering particle, leading to a weak 
dependence of the asymmetry factor on the particle shape (van de Hulst 1957). 
Fig. 3.3c shows the comparison of the single-scattering albedos. Evidently, all 
four types of spherical equivalences underestimate the single-scattering albedos 
of the Platonic solids. Note that the single-scattering albedo of the Platonic solids 
increase with the decreasing asphericity.  
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Figure 3.3 Comparison of the extinction cross-section (Ce), single-scattering 
albedo (ω), and asymmetry factor (g) between the Platonic solids and their 
spherical equivalences at a wavelength of ! = 11 µm . All the particles are 
assumed to be ice with a refractive index of m = 1.10 + i0.25 . 
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Figure 3.4 Comparison of the scattering phase functions between the Platonic 
solids and sphere at a wavelength of 0.66  µm . 
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Figure 3.4 shows the scattering phase functions of randomly oriented 
Platonic solids at a wavelength of 0.66 mm. The size parameter for all the 
Platonic solids is 200. The scattering phase function of an equivalent sphere 
based on Eq. (3.2) is also shown in Fig. 3.4. The phase functions of the spheres 
defined by Eqs (3.3) to (3.5) are all similar to that shown in Fig 3.4. To smooth the 
phase function of the sphere computed from the Lorentz-Mie theory, a modified 
gamma distribution with an effective variance of 0.1 is used. For the phase 
function of the sphere, a rainbow peak at a scattering angle of about 1370 is 
evident because of the large size parameter used in this study. The phase 
functions of Platonic solids are quite different from that of the sphere. The 
pronounced peaks in the phase functions of the Platonic solids occur at 
moderate rather than large scattering angles. These peaks are due to two 
sequential refractions through two particle faces (Bohren and Huffman 1983), i.e. 
the mechanism for halos. The substantial differences between the phase 
functions of the Platonic solids and the sphere in Fig. 3.4 clearly show that the 
spherical equivalences are inadequate for the computation of scattered 
radiances.  
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Figure 3.5 is the same as Fig. 3.4, except for a case of strong absorption. 
The phase functions shown in Fig. 3.5 are essentially featureless. This is 
because the scattering phase functions are dominated by the diffraction and 
external reflection contributions when the scattering particles are strongly 
absorptive. For a randomly orientated particle, these contributions are not 
sensitive to the detailed geometrical details of a scatterer. Note that the scattered 
intensity at a specific scattering angle is determined not only by the phase 
function but also by the extinction cross section (C
e
) and single-scattering albedo 
(! ) as follows (Bohren and Huffman 1983): 
 I
s
(!
s
) =
I
0
C
e
"
4#d
2
P(!
s
) , (3.8) 
where I
0
 is the intensity of the incident radiation and d  is the distance between 
the center of the scatter and the observation point. The above equation reveals 
that, even if the phase functions of two scatterers are quite similar, such as those 
of dodecahedron and the sphere in Fig. 3.5, the scattered intensity at the same 
scattering angle associated with the two scatterers can be substantially different 
due to the differences in their C
e
and !  as shown in Fig. 3.3. 
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Figure 3.5 Same as Fig. 3.4, except for a wavelength of 11µm . 
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3.3. Implications for measuring ice particle sizes with FSSP-type probes 
The forward scattering spectrometer probe (FSSP), manufactured by 
particle measuring systems (PMS inc. Boulder, CO) is one of the most widely 
used instruments for measuring the size spectra of cloud particles (Knollenberg 
1981). The design concepts, operation principles and limitations of FSSP have 
been reported in a number of studies (e.g., Knollenberg 1981; Baumgardner 
1986; Gardiner and Hallett 1985). Here, only most salient features of FSSP are 
introduced. FSSP measures the forward-scattered light within its collecting 
angles produced by a cloud particle passing through a laser beam (He-Ne 632.8 
nm, Dye and Baumgardner 1984) in the sampling volume of FSSP. 
Mathematically, the operation principle of FSSP is as follows (Dye and 
Baumgardner 1984):  
 RRF(D) = C
0
C
s
(D) P
11
(D,!)sin
4
0
12
0
" !d! , (3.9) 
where D  denotes the size of the cloud particle, RRF  denotes the relative 
response function (RRF) directly measured by FSSP. C
s
 and P
11
 are the 
scattering cross section and phase function of the cloud particle, respectively. !  
is the scattering angle. C
0
 is a constant specified during the calibration. The 
range for the collecting angles of the FSSP is usually from 4o to 12o .   
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Figure 3.6 This figure shows the sensitivity of FSSP measurement, i.e., the 
relative response function, to the diameter of water droplets. The optical 
properties of water droplet at the FSSP working wavelength, 632.8nm, are 
computed using the Lorenz-Mie code.  
 
Equation (3.9) indicates that the sensitivity of FSSP to cloud particle size 
comes from two parts. At the first order, the RRF increases linearly with the C
s
 of 
cloud particle, which in turn increases (square-power) with cloud particle size. 
Note that, because the scattering by an ice or water particle at 632.8 nm is 
conservative, i.e., not absorption, the extinction cross-sections, C
e
, is equal to 
the scattering cross-sections, C
s
. To a less extent, the response of FSSP is also 
sensitive the P
11
 of the cloud particle. Fig. 3.6 shows the sensitivity of FSSP 
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measurement to the size of water droplets. The Lorenz-Mie code developed by 
Wiscombe (Wiscombe 1979) is used in the computations involved in Fig. 3.6. 
Note that the algorithm scale is used for both axes. From Fig. 3.6, it is evident 
that the response of FSSP to cloud particle size generally follows  RRF ! D2  (i.e., 
the square power law). This relationship is utilized in practice to infer the cloud 
particle size and extinction from FSSP measurements. It is worth of mentioning 
that, as clearly seen in Fig. 3.6, there exist noticeable “ripples” in the curve. 
These ripples are a result of the interference of transmitted and diffracted light 
(van de Hulst 1957). These ripples may lead to ambiguities  (i.e., small particle 
size generates larger response) and result in fault particle size measurements 
(Knollenberg 1981). However, this effect is greatest at near micron sizes but 
almost completely damped at sizes characteristic of cloud droplet spectra, that is, 
10 to 20 µm.  
Although FSSP is originally designed to measure the size and extinction of 
water droplets, FSSP is also widely used for the measurement of aerosols and 
ice particles (e.g., Knollenberg et al. 1982; Knollenberg et al. 1993). Different 
from water droplets that are all approximately spheres, ice particles in cirrus 
cloud are, in most cases, nonspherical. However, because small ice particles 
usually have aspect ratios close to unity, they are usually assumed to be area-
equivalent spheres in the interpretation of FSSP ice particle measurements 
(Garrett 2007; Heymsfield et al. 2006). 
As introduced previously, it is still controversial whether the above 
assumption may lead to serious errors in FSSP measurements of ice particle 
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extinction cross-sections. To investigate this issue, we have computed the FSSP 
response functions for Platonic solids with sizes of about 40µm (corresponding 
size parameter with respect to the FSSP working wavelength, 632.8nm, is 200). 
As evident in Fig. 3.7, the responses of FSSP to Platonic solids are substantially 
smaller than those to equivalent, including area-equivalent, spheres.  
 
 
 
Figure 3.7 Responses of FSSP to Platonic solids and their equivalent spheres.    
 
For Tetrahedron and Octahedron, which have relatively high asphericities 
(i.e., less like sphere), the differences are as large as orders of magnitude. For 
Icosahedron and Dodecahedron, which have relatively lower asphericities (more 
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like sphere) and therefore probably represent the nature of small ice particles 
better, a-factor-of-2.5 difference is found. Because of the nearly linear 
relationship between FSSP response function and particle extinction cross-
section in Fig. 3.6, a-factor-of-2.5 difference in extinction cross-section is also 
expected.   
Clearly, the above results are in favor of the argument that the sphericity 
assumption for small ice particles may lead to a-factor-of-2-to-2.5 
underestimation of their extinction cross-sections by FSSP-type probes.  
Now, the question is what has caused such substantial underestimation? 
As shown in Eq. (3.9), the response of FSSP is a function of two factors: the C
s
 
and P
11
 of the observed ice particle. Fig. 3.2a reveals that the differences in C
s
 
(note that C
s
= C
e
) between Platonic solids  (dots) and their area-equivalent 
spheres (circles) are quite small. Therefore, this difference is probably attributed 
to the difference in P
11
 between Platonic solids and their equivalent spheres. 
Indeed, Fig. 3.2b has reveled that the asymmetry factors (the first moment of 
P
11
,) of Platonic solids are significantly smaller than those of equivalent, including 
area-equivalent, spheres. It indicates that the deviation of shape from sphere 
may lead to substantial decrease in the forward-to-back scattering ratio. This 
phenomenon has also noticed by Macke et al. 1996; Muinonen et al. 1996. The 
results of this phenomenon is that, although a Platonic solid has the same C
s
 as 
its area-equivalent sphere, the former scatters much less light to the collecting 
angles of FSSP (4o~12o) and therefore generates much smaller response than 
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the latter, leading to underestimation of the extinction and scattering cross-
section.  
 
3.4. Conclusions  
To obtain a better understanding of the uncertainty in FSSP ice particle 
measurement caused by the sphericity assumption for small ice particles, we 
have first computed the scattering properties of Platonic solids. Then, the single-
scattering properties of the Platonic solids are compared with those of four types 
of spherical equivalences that are defined in terms of (1) equal maximum 
dimension, (2) equal surface area, (3) equal volume, and (4) equal volume-to 
surface area ratio for size parameters in the geometric optics regime. The 
comparisons are made at two wavelengths, 0.66 µm and 11 µm, corresponding to 
weak and strong absorption, respectively. The comparisons show that the equal-
surface-area spherical equivalence has the smallest errors in terms of the 
extinction cross-section for both the cases for weak and strong absorption. All 
spherical approximations substantially overestimate the asymmetry factor of the 
Platonic solids at 0.66 µm. In the case of strong absorption, spherical 
approximations underestimate the single-scattering albedo. The scattering phase 
functions of the Platonic solids at a wavelength of 0.66 µm are substantially 
different from that of the equivalent spheres because of the sensitivity of the 
phase function to particle morphological details. The phase functions of both the 
Platonic solids and spheres at 11 µm are quite featureless and similar because 
diffraction and external reflection dominate the scattered energy. 
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Based on the above results, we have also simulated the response of 
FSSP to Platonic solids and their equivalent spheres. It is found that the 
response of FSSP to Platonic solid is much smaller than its response to 
equivalent spheres. For Icosahedron and Dodecahedron, which have relatively 
lower asphericities (more like sphere) and probably represent the nature of small 
ice particles better, a-factor-of-2.5 difference is found. Therefore, our result is in 
support of the argument by Garrett (Garrett 2007) that the sphericity assumption 
for small ice particles may lead to a-factor-of-2-to-2.5 underestimation of their 
extinction cross-section. It is also found that the underestimation is largely due to 
the difference in scattering phase function between Platonic solids and their 
equivalent spheres. That is, a Platonic solid tends to scatter less light, in 
comparison with equivalent spheres, into the directions within the FSSP 
collecting angles, which leads to a smaller FSSP response and consequently 
underestimation of its extinction cross-section.  
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CHAPTER 4   
IV. A COMPARISON OF MODIS AND POLDER CIRRUS CLOUD OPTICAL 
THICKNESS RETRIEVALS 
 
 
 
4.1. Background 
Cirrus clouds play an important role in the climate system, primarily 
because they have significant influence on the radiative energy budget and 
thermal structure of the Earth-atmosphere system through their radiative effects 
(Liou 1986). However, our understanding of this role is very limited. Although it is 
generally believed that the net radiative forcing of most cirrus clouds is positive 
(i.e., warm the atmosphere) because of their high altitudes, the magnitude of this 
forcing and how it responses to global warming remains largely unclear 
(Houghton et al. 2001). Cirrus clouds are still crudely parameterized in today’s 
general circulation models (GCMs) and their climatology and radiative forcing 
differ substantially from model to model (Zhang et al. 2005). Although in-situ 
observational data have greatly expanded our knowledge on cirrus clouds, they 
are limited by their small spatial and temporal sampling scales. To improve our 
understanding of the role of cirrus clouds in climate, continuous global 
observations of cirrus clouds from satellite-based instruments are indispensable.  
A large panel of instruments devoted to cloud measurements has been 
successfully launched, such as the Moderate resolution Imaging 
Spectroradiometer (MODIS) and the Polarization and Directionality of the Earth's 
Reflectances (POLDER). MODIS is a passive sensor aboard both Terra and 
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Aqua. MODIS captures data in 36 spectral bands covering a wide spectral range, 
from 0.415 to 14.235 µm, with nadir spatial resolution that varies from 250 × 250 
m2 to 1 × 1 km2 depending on band (Salomonson et al. 1989). POLDER is a wide 
field-of-view radiometer currently aboard the French satellite PARASOL. 
POLDER captures data in 9 bands all in shortwave region with a nadir spatial 
resolution of 6 × 6 km2, (Deschamps et al. 1994). In comparison with MODIS, 
POLDER has relatively narrow spectral coverage and coarse resolution. 
However, POLDER performs multidirectional measurements (usually in 14, but 
up to 16 directions) of both reflectance and polarization, which prove to be rich in 
information about the microphysical properties of cirrus clouds (e.g., C.-
Labonnote et al. 2001 and Baran and Labonnote 2006).  
Among many cloud parameters retrieved by MODIS and POLDER, cloud 
optical thickness (!
c
) is one of the most important factors in determining the 
radiative forcing of clouds (Jensen et al. 1994). In this part of the study, we 
present a comparison of MODIS and POLDER cirrus cloud optical thickness 
retrievals. Through the comparison, we will address the following questions: How 
are the two retreivals different? What are the reasons for the difference? What 
are the possible implications of the difference for deriving the climatology and 
assessing the radiative effects of cirrus clouds from satellite data?  
Note that both MODIS and POLDER cloud products have been widely 
used to derive the climatology, compute radiative forcing and validate 
parameterization of cirrus clouds (e.g., Chepfer et al. 1998; Hong et al. 2007). 
Therefore, the answers to above questions may not only help to identify and 
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reduce uncertainties in current cirrus retrieval algorithms, but may also improve 
our understanding of the climatic effects of cirrus clouds.  
A number of current and future satellite-based sensors have instrument 
characteristics and cloud retrieval algorithms similar to MODIS or POLDER. For 
example, many design concepts of MODIS has been inherited by the Visible 
Infrared Imaging Radiometer Suite (VIIRS) that will fly on the National Polar-
Orbiting Environmental Satellite System (NPOESS) and on the NPOESS 
Preparatory Project (NPP) (Miller et al. 2006). The APS (Aerosol Polarimetry 
Sensor), which is a key instruments deployed by NASA’s Glory mission 
(Mishchenko et al. 2007), will be launched in the near future. The APS has the 
capabilities similar to POLDER, i.e., making polarimetric observations from multi-
angles (Mishchenko et al. 2007). Therefore, findings from this study may provide 
valuable guidance for the development to of cirrus cloud retrieval algorithms for 
these future sensors.  
Another motivation for this study is to obtain an understanding of the 
advantages and limitations of MODIS and POLDER operational cirrus cloud 
retrieval algorithms. Such understanding is crucial for the development of a 
MODIS-POLDER synergistic cirrus cloud retrieval algorithm. Both MODIS/Aqua 
and POLDER/Parasol are working in the framework of NASA’s “A-train” satellite 
constellation and therefore taking nearly simultaneously measurements. MODIS 
and POLDER offer different, but somehow complementary, advantages for 
monitoring cloud properties. For example, Riedi et al. (Riedi et al. 2007) 
demonstrated that a combination of information from the two instruments brings 
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new perspectives for retrieving cloud top thermodynamic phase, which are 
helpful to discriminate and resolve some ambiguous cases. Therefore, a 
combination of MODIS and POLDER data for cirrus cloud retrieval is feasible and 
should be interesting. From this perspective, a comparison of stand-alone cirrus 
cloud retrievals from MODIS and POLDER is a necessary first step and should 
yield interesting information.  
 
4.1.1. MODIS operational cloud optical thickness retrieval algorithm 
The theoretical basis and practical implementation of the MODIS 
operational cloud optical thickness retrieval algorithm have been described in 
details by King et al. (King et al. 1997). Here, we only explain the fundamental 
principle behind the retrieval.   
In this algorithm, cloud optical thickness is retrieved utilizing the solar 
reflective bands. Specifically, the 0.86 µm band (MODIS band #2) is used for 
cloud optical thickness retrieval over ocean and replace by the 0.66 µm band 
(MODIS band #1) over land surface. Both bands are located out side of the water 
vapor and oxygen absorption regions and the surface reflectance in these two 
bands is generally small, about 2%~7% over ocean (King et al. 1997; Jin et al. 
2004). Consequently, in cloudy conditions, the reflection of solar radiation in 
these bands is largely due to the reflection of clouds.  
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Figure 4.1 Schematic of sun-satellite viewing geometry. !
0
 is the solar zenith 
angle, !
0
 is the solar azimuthal angle, !
v
 is the sensor viewing zenith angle, , 
and !
v
 the sensor azimuthal angle. 
 
 
It is well known that cloud reflection function depends on the following 
factors: 1)The optical thickness of cloud (!
c
), which is the integration of extinction 
over cloud physical thickness. 2) The bulk-scattering properties of clouds. More 
specifically, the single-scattering albedo ( ! ) and the scattering phase function 
of clouds ( P
11
). 3) The sun-satellite viewing geometry. As illustrated in Fig. 4.1, 
the sun-satellite viewing geometry is determined by four angles, i.e., the solar 
zenith angle, !
0
 ( 0 < !
0
< " / 2 ), the solar azimuthal angle, !
0
 ( 0 < !
0
< 2" ), the 
sensor viewing zenith angle, !
v
( 0 < !
v
< " / 2 ), and the sensor azimuthal angle, 
!
v
 ( 0 < !
v
< 2" ).  
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The dependence of R
c
 on above factors can be clearly seen from the 
definition of R
c
 (Liou 2002): 
 R
c
(!
c
, " , P
11
,#
0
,#
v
,$
v
%$
0
) =
& I(#
v
,$
v
)
µ
0
F
0
, (4.1) 
where µ
0
= cos!
0
, I(!
v
,"
v
)  is the up-well radiance observed at the top of cloud in 
the satellite-viewing direction, and F
0
 is the solar flux density in the direction 
specified by !
0
 and !
0
.  
The scattering albedo ( ! ) and phase function ( P
11
) of cloud are two 
important parameters in radiative transfer computation. The former determines 
the partitioning of cloud extinction between scattering and absorption. The latter 
determines the angular distribution of the scattered radiation. Together, !  and 
P
11
 determine how a unit volume of cloud particles interacts radiatively with 
incident sunlight. The asymmetry factor ( g ) is the first moment of P
11
. It 
indicates the ratio of forward-scattered to backward-scattered light and therefore 
an important bulk-scattering property of cloud. g  is defined as follows (Liou 
2002):  
 g =
1
2
P
11
(cos!s ) cos!sd cos!s
"1
1
# , (4.2) 
where !
s
 is the scattering angle (0 < !
s
< " ), which is dependent on of the sun-
satellite viewing geometry as follows: 
 cos!
s
= cos(" #!
0
)cos!
v
+ sin!
0
sin!
v
cos($
v
#$
0
) . (4.3) 
As first suggested by Hansen and Travis (Hansen and Travis 1974), bulk-
scattering properties of clouds are not dependent on the exact nature of cloud 
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microphysics, such as the particle size distribution and, in case of cirrus cloud, 
the ice particle habit distribution, depending primarily on the effective radiative 
radius ( r
e
) of cloud. The definition of r
e
 for cirrus clouds used in MODIS retrieval 
is as follows (Foot 1988): 
 re =
3
4
Vh (D) fh (D)
h=1
M
!
"
#
$
%
&
' ( n(D)dDDmin
Dmax
)
Ah (D) fh (D)
h=1
M
!
"
#
$
%
&
' ( n(D)dDDmin
Dmax
)
, (4.4) 
where D  is the ice particle size, n(D)  denotes number density of ice particles 
with size from D  to D + dD . The value of n(D)  is specified by the particle size 
distribution (PSD). fh  is the ice particle habit fraction for habit h , M  is the 
number of habits. V
h
(D)  and A
h
(D)  are respectively the volume and projection 
area of ice particle habit h  with a size of D .  
The relationship between r
e
 and bulk-scattering properties of cirrus clouds 
employed in the current version of MODIS operational cloud retrieval algorithm 
(collection 5) is based on a model due to Baum et al. (2005b) (hereafter referred 
to as “Baum05 model”). In Baum05 model, cirrus ice particles are categorized 
into six regular habits, i.e., droxtal, solid hexagonal column, solid hexagonal 
plate, hollow hexagonal column, bullet rosette and aggregate. The fraction of 
each habit as a function of ice particle size is assumed to follow the distribution 
illustrated in Fig 4.2. For the sake of later comparison with POLDER algorithm, it 
is important to point it out that the predominant habits in Baum05 model are 
plates, hollow and solid columns, and rosettes, as shown in Fig. 4.2. Moreover, 
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all ice particle habits are assumed to have smooth surfaces and no inclusions of 
air bubbles or aerosol particles.  
 
 
Figure 4.2 The ice particle habit distribution used in the Baum05 model (Baum et 
al. 2005a) 
 
Because the absorption of ice is negligible (Warren 1984) in the 0.66 and 
0.86µm bands, the single-scattering albedo !  for these bands is essentially 
unity, i.e. the scattering within cirrus cloud in these bands is conservative. 
Consequently, for a given cloud optical thickness, the reflection function of cloud 
in these two bands is solely determined by the scattering phase function, P
11
, of 
cloud. The solid black line in Fig. 4.3a indicates the P
11
 of cirrus cloud with an 
effective radius r
e
 of 30 µm for MODIS 0.86 µm band according to Baum05 
model. It is worthy of note that several pronounced scattering features associated 
with hexagonal shapes are clearly visible. For example, in the region between 
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60o to 180o, which is particular important for satellite-based and airborne 
instruments, the features include a steep slope between about 120o and 140o, a 
moderate scattering peak at about 156o and a sharp backscattering (180o) peak.  
 
Figure 4.3 a) The scattering phase functions of cirrus clouds in MODIS 0.86-µm 
band based different ice particle microphysics. b) The look-up tables for MODIS 
cirrus cloud optical thickness retrieval corresponding to the scattering phase 
functions in a). In the radiative transfer simulation, the surface is assigned a 
Lambertian reflectance of 0.05. The solar zenith angle, satellite viewing zenith 
angle and sun-satellite relative azimuthal angle are 40o , 20o  and 90o . 
 
The existence of these scattering features is due to the aforementioned 
fact that plates, hollow and solid columns, and rosettes predominate the Bum05 
ice particle habit distribution and the all these habits have the basic hexagonal 
structure.  
Given the bulk-scattering properties of cirrus clouds, the cloud reflection 
function (R
c
) in the MODIS bands of interest (i.e., 0.66 and 0.86 µm bands) for a 
given cloud optical thickness (!
c
) and sun-satellite viewing geometry can be 
readily computed using radiative transfer models. The black line in Fig. 4.3b 
indicates the relationship betweenR
c
 and !
c
 based on the Baum05 model in the 
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MODIS 0.86-µm band when !
0
= 40
o , !
v
= 20
o  and !
v
"!
0
= 90
o . The discrete 
ordinate model (DISORT) developed by Stamnes et al. (Stamnes et al. 1988) is 
used for the computations in Fig. 4.3b.  
A precomputed database of the relationship between R
c
 and !
c
 under 
various conditions, i.e., for different effective radii and sun-satellite viewing 
geometries, is the key component of the MODIS operational cloud retrieval 
algorithm. Such database is usually referred to as the “look-up table” (LUT) in 
MODIS nomenclature. Cloud optical thickness is retrieved in the operational 
algorithm by mapping the observed R
c
 onto an appropriate LUT (King 1987; King 
et al. 1997).  
In addition to the theoretical basis, two other aspects of MODIS retrieval 
algorithm are worthy of mention here for the sake of the later comparison with 
POLDER retrieval. The first one is that MODIS retrieved cloud optical thickness 
at the horizontal resolution of 1 × 1 km2. The other is that the effective radius of 
cloud is inferred on the basis of measurements of cloud reflection in the 
shortwave infrared (SWIR) bands, such the 1.6 and 2.1-µm bands.  
 
4.1.2. POLDER operational cloud optical thickness retrieval algorithm 
The POLDER operational cloud optical thickness retrieval algorithm is 
fairly similar to that of MODIS described above. POLDER also utilizes its 0.86-µm 
band for cloud optical thickness retrieval over ocean surface and the retrieval 
algorithm is also based on precomputed LUTs that relate cloud optical thickness 
to observed cloud reflection function (Buriez et al. 2005). However, the POLDER 
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cirrus cloud retrieval algorithm differs substantially from that of MODIS in the 
following four aspects. 
1) Retrieval resolution. Although POLDER has a “full-resolution” of about 6 
× 6 km2, cloud optical thickness is retrieved at the resolution of “superpixel”, 
which is about 18 × 18 km2, composed of 3 × 3 full-resolution pixels (Buriez et al. 
2005). In practice, radiances of 3 × 3 full-resolution pixels are first aggregated to 
the resolution of superpixel and then cloud optical thickness corresponding to an 
18 × 18 km2 superpixel is retrieved on the basis of the aggregated radiance. 
2) Cirrus cloud bulk scattering model. The cirrus bulk scattering model 
employed in POLDER retrieval is the “Inhomogeneous Hexagonal Monocrystal” 
(IHM) model developed by C.- Labonnote et al. (C.-Labonnote et al. 2000). The 
IHM model is used, because it is found to be in good agreement with both total 
and polarized reflectance measurements of POLDER (C.-Labonnote et al. 2001). 
The IHM model corresponds to randomly oriented solid hexagonal column 
containing small air bubbles. The length/diameter ( L / 2R ) of IHM ice particle is 
137 µm /55 µm while the effective radius of air bubbles in IHM is 1 µm. The 
effective radius of IHM according to the definition in Eq. (4.4) is 30 µm. The P
11
 
of the IHM model in POLDER’s 0.86-µm band is shown in Fig. 4.3a. Evidently 
from Fig. 4.3a, the P
11
 of IHM model (red line) is substantially different from that 
of Baum05 model (black line). First of all, the P
11
 of IHM model is quite smooth 
and essentially featureless. Those scattering peaks in P
11
 of Baum 05 model 
are effectively smoothed out due to the inclusion of small ice bubbles (C.-
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Labonnote et al. 2000). Another important difference between IHM and Baum05 
model is in asymmetry factor. According to Baum05 model, the asymmetry factor 
of cirrus cloud with an effective radius of 30 µm at the wavelength of 0.86µm is 
0.8336, while the corresponding value of the IHM model is 0.7665.  
3) Absence of SWIR band in the retrieval. The spectral coverage of 9 
POLDER bands in wavelength is ranging from 0.443 to 0.910 µm. The absorption 
of ice in these bands is weak. As a result, POLDER lacks the capability to 
retrieve the effective radius of cirrus clouds. This leads to some uncertainties in 
POLDER cloud optical thickness retrieval.  
4) Multidirectional optical thickness retrieval. As aforementioned, POLDER 
performs measurements of solar reflection in multiple directions. This multi-
directional capability of POLDER is illustrated in Fig 4.4. In the figure, the 14 
POLDER viewing directions (filled black squares) over a pixel (1.13o N; 81.38o W 
July 22th, 2007, local time 13:43) are plotted in a (!
v
,"
v
) polar diagram, of which  
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the radius corresponds to satellite-viewing zenith angle !
v
, and the angle 
corresponds viewing azimuth !
v
 relative to the solar direction !
0
. The red star in 
the figure indicates the solar zenith angle (
 
!
0
= 26.81
! ). Isoscattering angle, !
s
, is 
also contoured from 80° to 170° in 10° increments. With such multi-directional 
capability, POLDER first retrieves cloud optical thickness all available directions. 
Then, a directionally averaged optical thickness is derived from the multi-
directional retrievals as follows: 
 !
c
=
1
N
!
c
("
v,i
,#
v,i
)
i=1
N
$ , (4.5) 
where !
c
("
v,i
,#
v,i
)  is the cloud optical thickness retrieved in ith  direction (!
v,i
,"
v,i
) , 
N  is the total available direction. Several studies have shown that the multi-
directional cloud optical thickness retrievals from PODLER contain rich 
information on the microphysical properties of cirrus clouds (e.g., C.-Labonnote 
et al. 2001; Baran and Labonnote 2006; Knap et al. 2005).  
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Figure 4.4 Schematic of POLDER angular sampling pattern. The black squares 
correspond to 14 POLDER viewing directions over a chosen pixel (1.13o N; 
81.38
o  W July 22th, 2007, local time 13:43). The radius of the polar coordinate 
corresponds to satellite-viewing zenith angle !
v
, and the angle corresponds 
viewing azimuth !
v
 relative to the solar direction !
0
. The red star in the figure 
indicates the solar zenith angle (
 
!
0
= 26.81
! ). Isoscattering angle, !
s
, is contoured 
in color from 80° to 170° in 10° increments.  
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4.2. Comparison of MODIS and POLDER cirrus cloud optical thickness 
retrievals 
4.2.1. Case selection  
For the comparison of MODIS/Aqua and POLDER/Parasol level-2 cirrus 
cloud topical thickness retrievals, we have selected an Aqua-MODIS granule 
acquired over Central America at 18:45 UTC on July 22, 2007. A true-color (R, 
0.645-µm; G, 0.555-µm; B, 0.469-µm) composite image of the granule is shown 
in Fig. 4.5. The evolution of cloud systems over this area from 10:45 to 20:28 
UTC observed from geostationary satellites (GOES-10 and GOES-12) is shown 
in Fig. 4.6. The images in Fig. 4.6 are provides by NASA Langley center 
(http://www-angler.larc.nasa.gov/tc4/). It can be inferred from GOES 
observations that, a deep convective system developed early to the south of 
Panama had dissipated, leaving behind the anvil clouds that cover the center of 
the MODIS granule in Fig 4.5. To the northeast of the anvils is another 
convective system at its later stage. 
An important consideration for the selection of the granule in Fig. 4.5 is 
that NASA’s TC4 mission (Tropical Composition, Cloud and Climate Coupling) 
was conducted during July and August 2007 over the same region. Various in-
situ and remote sensing instruments were employed in TC4 mission, flying on 
board three NASA research aircraft, specifically, ER-2, DC-8 and WB57. On July 
22, 2007, several flight segments of the ER-2 and DC-8 coincided with the over-
flight of “A-train” (Steven Platnick, Personal communication). Although the data 
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from TC4 mission are not publicly available yet at the moment of writing, they 
may provide valuable information on the case for future study.  
 
 
Figure 4.5 The true-color image of the selected MODIS/Aqua granule over the 
Central America on July 22, 2007 (UTC time 18:45).   
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Figure 4.6 GOES-12 and GOES-10 merged infrared (11µm) color images over 
Central America for a) 10:45 b) 12:45 c) 14:28 d) 16:45 e) 18:45 and f) 20:28 
UTC, on July 22, 2007.  
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4.2.2. MODIS/POLDER collocation 
An important step before the comparison is the collocation of MODIS and 
POLDER retrievals. Both the level-2 operational cloud products and level-1 
geolocated radiance products have been collocated using a state-of-the-art data 
fusion system developed by Laboratoire d'Optique Atmospherique (France). The 
collocation is made at the POLDER full resolution, i.e., 6 × 6 km2. The objective 
of the collocation is to obtain two sets of cloud properties for each collocated 
pixel, one corresponding to MODIS and the other corresponding to POLDER 
retrieval. Further detail follows. 
1) Level-1 product collocation. The POLDER level-1 geolocated radiance 
product (L1-B) has the POLDER full resolution, i.e., 6 × 6 km2. The MODIS level-
1 product used for the collocation, MOD021km, has the resolution of 1 × 1 km2. 
To collocate these two products, MODIS pixels are first collocated to POLDER 
full resolution pixels. Then, within each POLDER full resolution pixel, radiances 
from MOD021km product are averaged over all pixels to obtain a mean radiance 
for the collocation.  
2) Level-2 product collocation. As aforementioned, the MODIS level 2 
cloud product (MOD06) has the horizontal resolution of 1 × 1 km2. The POLDER 
level 2 cloud product (RB2) has the resolution of POLDER super-pixel, i.e., 18 
×18 km2. The collocation of MODIS and POLDER level 2 products is made at 
POLDER full resolution, i.e., 6 × 6 km2. The collocation consists of two steps. In 
the first step, POLDER full-resolution pixels (6 × 6 km2) are collocated to the 
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POLDER super-pixels (18 × 18 km2). After this first step collocation, cloud 
properties from POLDER RB2 products are assigned to full-resolution pixels. 
Note that, if two full-resolution pixels are within the same super-pixel, the same 
cloud properties POLDER full-resolution pixels will be assigned to both of them. 
In the second step of the collocation, MODIS MOD06 pixels with 1 × 1 km2 
resolution are first collocated to POLDER full-resolution pixels. Then, within each 
POLDER full-resolution pixel, cloud properties from MODIS MOD06 cloud 
product are averaged over all MODIS pixels to obtain a new set of cloud 
properties. Therefore, after the above two-step collocation, each POLDER full-
resolution pixel has two sets of cloud properties, one from PODLER RB2 and 
one from MODIS MOD06 cloud product. 
The bulk scattering properties of water clouds consisting of spherical 
water droplets differ substantially from those of ice clouds consisting 
nonspherical ice particles. For this reason, both MODIS and POLDER retrieval 
algorithms require information of cloud top thermodynamic phase (i.e., ice cloud 
or water cloud) for cloud optical thickness retrievals. Figure 4.7 shows the cloud 
thermodynamic phase retrievals from MODIS (left panel) and POLDER (right 
panel) for the image of Fig. 4.5. Although the two fairly well on the over-all 
pattern of cloud top thermodynamic phase, significant differences are observed, 
especially, along cloud edges. The reasons for the differences between MODIS 
and POLDER cloud top thermodynamic phase retrievals fall out of the scope of 
this study but interested readers are directed towards Riedi et al. (Riedi et al. 
2007). To eliminate the uncertainty caused by the difference between MODIS 
97 
 
and POLDER in cloud phase retrieval, only those pixels that are labeled as ice 
clouds by both MODIS and POLDER are chosen for the cloud optical thickness 
comparison. 
 
 
Figure 4.7 Cloud top thermodynamic phase retrieval from MODIS (left panel) 
and POLDER (right panel) cloud products for the granule in Fig. 4.5 
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4.2.3. Results 
Figure 4.8 shows the cloud optical thicknesses (!
c
) of cirrus clouds in the 
selected granule from MODIS (left panel) and POLDER (right panel). The !
c
 
retrieval from POLDER (!
c
POLDER ) is similar to that of MODIS (!
c
MODIS ) in overall 
pattern. However, the difference in retrieval resolution between MODIS and 
POLDER is evident. It is also clear in Fig. 4.8 that POLDER tends to retrieve 
smaller !
c
 than MODIS. Such difference is more evident in Fig. 4.9, which shows 
a scatterplot of pixel-to-pixel comparison between MODIS and POLDER 
retrievals. Fig. 4.9 also reveals that !
c
POLDER  is in good correlation with !
c
MODIS . To 
further investigate the relationship between !
c
POLDER  and !
c
MODIS , we plotted the 
density and cumulative distribution functions of !
c
POLDER
/ !
c
MODIS  in Figs. 4.10a and 
4.10b, respectively. Here, the density of !
c
POLDER
/ !
c
MODIS  is defined as the fraction 
of pixels with certain value of !
c
POLDER
/ !
c
MODIS . Note that the density function in Fig. 
4.10a has been normalized with respect to its maximum value. It is intriguing to 
note that !
c
POLDER
/ !
c
MODIS  seems to follow the log-normal distribution, i.e., 
 log10
!
c
POLDER
!
c
POLDER
"
#$
%
&'
~ N(µ,( 2 ) . (4.6) 
The median value of !
c
POLDER
/ !
c
MODIS  is 0.6827. The blue line in Fig. 4.9 
corresponds to 0.6827!
c
MODIS , which, apparently, fits POLDER retrievals fairly well. 
The histograms of !
c
POLDER
/ !
c
MODIS  show that !
c
POLDER  is smaller than !
c
MODIS , (i.e., 
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!
c
POLDER
/ !
c
MODIS
< 1 ) for about 80% of total pixels and for half of total pixels, !
c
POLDER  
is smaller than !
c
MODIS  by more than about 30%. 
 
 
Figure 4.8 The cloud optical thickness of ice clouds in the granule of Fig. 4.5 
according to MODIS (left panel) and POLDER (right panel) cloud products. Note 
that only pixels labeled as “ice cloud” by both MODIS and POLDER are plotted.  
 
100 
 
 
 
Figure 4.9 A scatter plot of POLDER (!
c
POLDER ) versus MODIS (!
v
MODIS ) cirrus 
optical thickness retrieval, along with a linear fit (blue line) of !
c
POLDER  by 
0.6827!
v
MODIS . Note that the logarithm scale is used in both axes.   
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Figure 4.10 The histograms of the ratio !
c
POLDER
/ !
c
MODIS . This figure shows a) the 
probability density function and b) cumulative distribution of !
c
POLDER
/ !
c
MODIS . The 
density function is defined as the fraction of pixels within certain intervals of 
!
c
POLDER
/ !
c
MODIS  over the total collocated cirrus cloud pixels. Note that the density 
function in a) has been normalized with respect to its maximum value.  
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4.2.4. Discussion 
It is shown in last section that optical thickness of cirrus clouds retrieved 
from POLDER is substantially smaller than that from MODIS. In this section we 
investigate the possible reasons for this difference.  
As introduced in section 4.1, MODIS and POLDER operational cloud 
retrieval algorithms are different in several aspects. It is very likely that these 
differences in retrieval algorithm have contributed to the difference between 
!
c
POLDER  and !
c
MODIS shown in Figs. 4.9 and 4.10. A detailed analysis follows.   
1) The effect of retrieval resolution. It is well known that, due to cloud 
heterogeneity and the nonlinear dependence of cloud reflection on cloud optical 
thickness, the average cloud reflection of a cloudy scene found by averaging 
reflection of independent pixels within the scene tends to be smaller than that 
calculated using the average cloud optical thickness in the scene (Cahalan et al. 
1994; Oreopoulos and Davies 1998). This difference, termed as the “plane-
parallel albedo bias”, is schematically illustrated in Fig. 4.11. Consider a simplest 
case, as in Fig. 4.11, where the optical thickness distribution with in a cloudy 
pixel consists of only two values, for example, 10.0 and 30.0. The cloud optical 
thickness (!
c
retrieval ) retrieved from the averaged cloud reflection (i.e, 
R
c
(10.0) + R
c
(20.0)[ ] / 2 ) is 16.5, which is significantly smaller than the arithmetic 
mean optical thickness (!
c
average ), 20.0. As introduced previously, !
c
POLDER  for each 
collocated pixel is from POLDER level-2 product, in which cloud optical thickness 
is retrieved from cloud reflection measured at the resolution of 18 × 18 km2 , 
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while !
c
MODIS  for each collocated pixel is an arithmetic mean of MODIS level-2 
retrievals with spatial resolution of 1 × 1 km2. As a result, the plane-parallel bias 
could be a reason explaining why !
c
POLDER  is substantially smaller than !
c
MODIS .  
 
 
Figure 4.11 A schematic of the “plane-parallel albedo bias”. The black line 
indicates the relationship between cloud reflection function and cloud optical 
thickness (R
c
! "
c
 relationship). Assuming a cloud scene with an optical thickness 
distribution consisting of two values, 10 and 30, the dashed red line indicates the 
retrieval based on the averaged reflection function. Because of the nonlinear 
nature of R
c
! "
c
 relationship, the retrieval is smaller than the arithmetic mean of 
the optical thickness distribution.   
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2) Uncertainty associated with cloud effective radius in POLDER retrieval. 
As introduced in section 4.1, because of the lack of ice absorbing band such as 
the 2.11-µm band of MODIS, POLDER lacks the ability to retrieve the effective 
radius ( r
e
) of cirrus clouds. For this reason, there exists an uncertainty 
associated with r
e
 in POLDER cloud optical thickness retrieval and it may play a 
role in causing the difference between POLDER and MODIS retrievals. The 
significance of this uncertainty depends on the extent to which POLDER IHM 
model represents the nature of cirrus clouds in terms of cloud effective radius. 
Fig. 4.12 shows the histogram of cloud effective radius of the cirrus clouds in the 
selected granule according to MODIS cloud product. Evidently from the figure, 
the distribution of r
e
 is close to a normal distribution with a mean value of 28.18 
µm and standard deviation of 10.43 µm. The histogram of r
e
 suggests that the 
uncertainty associated with r
e
 in POLDER cirrus optical thickness retrieval is 
unlikely to cause severe bias, but random errors, because the difference 
between the r
e
 of IHM model (30 µm) and the mean value (28.18 µm) of MODIS 
retrieval is small in comparison the with standard deviation of r
e
 (10.43 µm).  
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Figure 4.12 Histogram of the cloud effective radius ( r
e
) of cirrus clouds in the 
selected granule retrieved by MODIS. The density function has been normalized 
with respect to its maximum value. 
 
3) Difference in cirrus bulk scattering model. As introduced in section 4.1, 
the MODIS cirrus cloud optical thickness retrieval is based on the Bum05 cirrus 
bulk scattering model, while the POLDER retrieval is based on the IHM model. 
Among others, one of the most important differences between the Baum05 and 
IHM model is in the asymmetry factor in 0.86 µm band used for both POLDER 
and MODIS !
c
 retrieval. Fig. 4.13 shows the asymmetry factors in the 0.86 µm 
band as a function of cloud effective radius according to Baum05 (solid line with 
asterisks). For the sake of comparison, the asymmetry factor according to the 
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IHM is also plotted (open diamond). Two features are evident. Firstly, the 
asymmetry factor according to IHM model is substantially smaller that according 
to the Baum05 model. Secondly, according to the Baum05 model asymmetry 
factor in the 0.86 µm band increases with cloud effective radius linearly.  
 
 
Figure 4.13 Asymmetry factors of cirrus cloud for the wavelength of 0.86 µm as a 
function of cloud effective radius. The black line with asterisks denotes the 
Baum05 model and the diamond corresponds to the IHM model.   
 
Asymmetry factor plays an important role in determining cloud reflection 
function, as it denotes the ratio of forward scattering to backscattering. Indeed, it 
has been shown that reflection properties of optically thick layers depend 
primarily on the “scaled cloud optical thickness”, ! '
c
, although the details of the 
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single scattering phase function affect the directional reflectance of the cloud 
layer (King 1987). The scaled optical thickness is defined as follows (King 1987): 
 ! '
c
= (1"#g)!
c
. (4.7) 
In a nonabsorbing band such as the 0.86 µm band, !  is unity and the above 
equation reduces to: 
 ! '
c
= (1" g)!
c
. (4.8) 
The above equation indicates that cirrus clouds based the IHM model are more 
reflective than those based the Baum05 model under the same conditions (i.e. 
same optical thickness), which may be an important reason why !
c
POLDER is 
substantially smaller than !
c
MODIS . 
To identify the relative importance of the above three reasons, the 
following three experiments have been performed and compared. Table 4.1 
described the configurations of these experiments. Lambertian surface has been 
assumed in all experiments. The surface reflectance is determined from the 
observations in the clear-sky region. The effects of atmospheric gases such as 
water vapor and ozone have been neglected, because their absorption and 
scattering (i.e., Rayleigh scattering) are very weak in the 0.86 µm band.  
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Table 4.1 Configurations of three experiments 
Experiment Radiance source Radiance resolution Bulk scattering model 
A MODIS 6 × 6 km2 Baum05 ( re = 30µm ) 
B POLDER 6 × 6 km2 IHM ( re = 30µm ) 
C POLDER 6 × 6 km2 Baum05 ( re = 30µm ) 
 
 
The objective of experiment A is to investigate the impact on retrieved 
optical thickness of using a constant cloud effective radius in MODIS retrieval. 
The value 30µm is chosen here because it is close to both the mean value of the 
effective radius from MODIS cloud product (see Fig. 4.12) and that of the IHM 
model. Fig. 4.14 shows comparison of cirrus optical thickness between the 
results from experiment A (!
c
A ) and the MODIS operational retrieval averaged to 
6 × 6 km2 resolution (!
c
MODIS ). In Fig. 4.14a, !
c
A
/ !
c
MODIS  also appears to follows the 
log-normal distribution. The mean, median and standard deviation of 
!
c
A
/ !
c
MODIS are 0.987, 0.985 and 0.332, respectively. The cumulative distribution 
function at !
c
A
/ !
c
MODIS
= 1  is 52%. It is obvious from the comparison that results 
from experiment A is in very good agreement with !
c
MODIS , indicating that the use 
of a constant effective radius close to the mean value of r
e
 has moderate impact 
on cirrus optical thickness retrieval. The primary reason for this is the linear 
dependence of the asymmetry factor on cloud effective radius, shown in Fig. 
4.13.  
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The comparison between experiments A and MODIS retrieval suggests 
that the uncertainty associated with cloud effective radius in POLDER retrieval is 
unlikely to be the leading reason causing the difference between !
c
MODIS  and 
!
c
POLDER .  
 
Figure 4.14 Same as Fig. 4.10 for the ratio !
c
A
/ !
c
MODIS . 
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The objective of experiment B is to test the hypothesis that the plane-
parallel albedo bias is the primary reason for the difference between !
c
MODIS  and 
!
c
POLDER . Fig. 4.15 shows the comparison between experiment A and B. Note that 
radiance observations at the resolution of 6 × 6 km2 are used for optical thickness 
retrieval in both experiments. Therefore, the uncertainty caused by plane-parallel 
albedo bias does not play a role here. Evidently from Fig. 4.15, !
c
B , which is 
retrieved from 6 × 6 km2 POLDER radiance, is substantially smaller than !
c
A  
retrieved from MODIS radiance observations with the same resolution. A 
comparison of Fig. 4.15 and Fig. 4.10 reveals clearly that the statistics of !
c
B
/ !
c
A  
is in good agreement with that of !
c
POLDER
/ !
c
MODIS , except that the standard 
deviation of !
c
B
/ !
c
A  (0.38) is significantly smaller than that of !
c
POLDER
/ !
c
MODIS  
(0.94). Therefore, the results suggest that the plane-parallel albedo bias is 
unlikely to play a major role in the difference between !
c
MODIS  and !
c
POLDER . 
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Figure 4.15 Same as Fig. 4.10 for the ratio !
c
B
/ !
c
A   
 
In the experiment C, the Baum05 model ( r
e
= 30µm ), instead of the IHM, is 
used for POLDER retrieval. Thus, the only difference between experiment C and 
experiment A is the source of observation, i.e., POLDER radiance observations 
at the resolution of 6 × 6 km2 are used in the experiment C, while MODIS 
observations at the same resolution are used in the experiment A. Fig. 4.16 
shows the comparison of !
c
C  and !
c
A . Evidently, the two agree with each other 
closely. The good agreement between !
c
C  and !
c
A  indicates that, based on the 
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same assumption of cirrus cloud bulk scattering properties, PODLER and MODIS 
yield similar cirrus optical thickness retrievals.  
To summarize the findings from the above-descried experiments and 
comparisons, the statistics of !
c
POLDER
/ !
c
MODIS , !
c
A
/ !
c
MODIS , !
c
B
/ !
c
A , !
c
C
/ !
c
A  are 
collected in Table 4.2. A pixel-to-pixel comparison of collocated POLDER and 
MODIS cirrus cloud optical thickness retrievals reveals that for about 80% of 
collocated pixels !
c
POLDER  is smaller than !
c
MODIS  (C(1.0) =80.53%) and for half of 
the collocated pixels !
c
POLDER  is smaller than !
c
MODIS  by more than 37% (i.e., 
median of !
c
POLDER
/ !
c
MODIS  is 0.6287). A comparison of experiment A and MODIS 
operational retrieval tests and rejects the hypothesis that uncertainty associated 
with cloud effective radius in POLDER retrieval plays a major role causing the 
difference in !
c
POLDER  and !
c
MODIS . Results from experiments B suggests that plane-
parallel albedo bias is unlikely to be the leading reason for the difference in 
!
c
POLDER  and !
c
MODIS . A comparison of experiment C and A shows that based on the 
same cirrus bulk scattering model, MODIS and POLDER yield very similar cirrus 
cloud optical thickness retrievals.  
The above findings have made it clear that the difference in operational 
MODIS and POLDER cirrus cloud optical thickness retrievals is mainly caused by 
the fact that different assumptions of the bulk scattering properties of cirrus cloud 
have been used in MODIS and POLDER retrievals. The underlying physics is 
that, under the same conditions (i.e., same optical thickness), cirrus clouds 
based on the Baum05 model are more reflective than based on the IHM model. 
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This difference in cloud reflection results in substantial difference in cirrus cloud 
optical thickness retrieval between MODIS and POLDER.  
 
 
Figure 4.16 Same as Fig. 4.10 for the ratio !
c
C
/ !
c
A  
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Table 4.2 Statistics of the ratios, !
c
POLDER
/ !
c
MODIS , !
c
A
/ !
c
MODIS ,!
c
B
/ !
c
A  and !
c
C
/ !
c
A .  
Comparison Distribution Mean Median Std C(1.0) 
!
c
POLDER
/ !
c
MODIS  Log-normal 0.8082 0.6827 0.9483 80.53% 
!
c
A
/ !
c
MODIS  Log-normal (normal) 0.9870 0.9845 0.3323 52.26% 
!
c
B
/ !
c
A  Log-normal 0.7703 0.6879 0.3802 86.38% 
!
c
C
/ !
c
A  Log-normal (normal) 1.0880 0.9851 0.5109 52.53% 
 
 
4.3. Implications for climate studies 
As mentioned in the introduction, the radiative effects of cirrus clouds 
depend on many parameters, among which cloud microphysics and optical 
thickness are two crucial ones (Jensen et al. 1994). It is shown in the last section 
that there currently exists a large divergence in our understanding of the 
microphysics and consequently optical thickness of cirrus clouds. Some 
intriguing and important questions immediately arise from these differences. 
What are the consequences of these differences, in terms of understanding the 
radiative effects, especially the shortwave forcing, of cirrus clouds? More 
specifically, how is shortwave radiative forcing (F
SW
) of cirrus clouds based on 
MODIS retrieval !
c
MODIS  different from that based on POLDER retrieval !
c
POLDER ? 
Whether and how could the difference in F
SW
lead to different understanding of 
the role of cirrus clouds in climate?  
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To seek answers to these questions, an investigation of the sensitivity of 
cirrus shortwave radiative forcing to the microphysics and optical thickness of 
cirrus clouds has been carried out. In this investigation, two sets of cirrus 
shortwave radiative forcing in the region 30o N to 30o S in the year 2006 have 
been computed. One is based on the MODIS monthly mean cloud product 
(MOD08_M3) and the Baum05 model. The other is based on POLDER monthly 
mean cloud product (RB3) and the IHM model. The computation is carried out 
using a comprehensive solar radiation model developed by Chou et al. (Chou 
1992). It must be pointed out that the objective here is not to derive the real cirrus 
shortwave radiative forcing, which is a complicated and challenging task beyond 
the scope of this study. Instead, we are only interested the difference between 
MODIS-based and POLDER-based cirrus shortwave radiative forcing under the 
same conditions. For this reason, the computations are performed in a relatively 
simple scenario. Specifically, the monthly mean solar zenith angles without 
diurnal variation are used in the computation and cirrus cloud is assumed to 
locate between 175 and 225 mb. As aforementioned, the optical thickness of 
cirrus clouds is based on MODIS or POLDER products. The corresponding bulk 
scattering parameters, i.e., the singe-scattering albedo and asymmetry factor, 
are based on the Baum05 or IHM model.  
Fig. 4.17 shows the zonal, monthly mean of optical thickness of cirrus 
clouds from 30o N to 30o S in the year 2006, observed from MODIS (left panel) 
and POLDER (right panel). Two features are evident in Fig. 4.17. Firstly, the 
optical thickness of cirrus clouds shows a strong seasonal variation. Secondly, 
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POLDER observations are substantially smaller than those from MODIS. Fig. 
4.17 shows that, not only for the granule shown in the last section, the substantial 
difference between MODIS and POLDER cirrus optical thickness retrievals (i.e., 
POLDER retrieval is smaller than MODIS) is also seen on a much larger scale.  
Fig. 4.18 shows the cloud shortwave radiative forcing (F
SW
) due to cirrus 
clouds derived from MODIS (left panel) and PODLER (right panel) observations. 
The definition of F
SW
 is defined as (Ramanathan et al. 1989) 
 FSW = FSW
cloudy
! FSW
clear , (4.9) 
where FSW
cloudy  and F
SW
clear  denote the downward shortwave flux at the top of 
atmosphere (TOA) with and without the presence of cirrus clouds, respectively. 
As expected, the shortwave radiative forcing is highly correlated to the optical 
thickness of cirrus cloud. A comparison of Fig. 4.17 and Fig. 4.18 reveals that the 
difference between MODIS-based and POLDER-based F
SW
 is much smaller that 
that between MODIS-based and POLDER-based !
c
. Indeed, as illustrated in 
Table 4.3, the annual area-averaged cirrus optical thickness according to 
POLDER (7.822) over the region is smaller than that according to MODIS 
(13.137) by about 40%. However, the difference in annual area-averaged F
SW
 
between MODIS and POLDER is within only 10%. 
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Figure 4.17 The left panel shows the zonal mean optical thickness of cirrus 
clouds in the region 30o N to 30o S as function of moth in the year 2006 retrieved 
by MODIS. The right panel shows the corresponding retrieval from PODLER.  
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Figure 4.18 This figure shows the shortwave cirrus radiative forcing calculated 
based on the MODIS optical thickness retrieval + Baum05 model (left panel) or 
POLDER retrieval + IHM model (right panel).  
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Table 4.3 Annual area-averaged !
c
 and corresponding F
sw
 according to different 
model set-ups. The numbers in the brackets denote relative differences with 
respect to the case in which MODIS !
c
 retrieval and Baum05 model are used in 
the radiative transfer model.   
 Annual  
area-averaged !
c
 
Annual  
area-averaged F
sw
(W/m2) 
MODIS !
c
 
Baum05 model  
13.137 -570.178 
POLDER !
c
 
IHM model 
7.822 (-40.456%) -519.068(-8.963%) 
POLDER !
c
 
Baum05 model 
7.822 (-40.456%) -427.207 (-25.074%) 
 
The above sensitivity study has shown that, although there exists a 
substantial difference between POLDER and MODIS cirrus cloud optical 
thickness retrievals, the shortwave radiative forcings of cirrus clouds derived from 
the two retrievals are actually in good agreement (different only by about 9%). 
The reason for this agreement is probably due to the cancellation of the 
difference in optical thickness retrievals by the difference in bulk scattering 
model, more specifically, the asymmetry factor. As aforementioned, IHM model is 
more reflective than the Baum05 model for the same optical thickness, due to the 
fact that the asymmetry factor of the former is substantially smaller than the 
latter. As a result, although !
c
POLDER  is substantially smaller than !
c
MODIS , cirrus 
shortwave radiative forcing based on MODIS retrieval and the Baum05 model is 
quite similar to that based on POLDER retrieval and IHM model. To make this 
point more clearly, we have also computed the F
SW
 using the combination of 
POLDER optical thickness retrieval and the Baum05 model, in which case the 
above-described cancellation is not possible. As shown in Table 4.3, the annual 
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area-averaged F
SW
 corresponding to this combination is -427.207 W/m2, more 
than 25% smaller than that based on the combination of MODIS retrieval plus the 
Baum05 model.  
In summary, it is shown through the above sensitivity study that due to the 
cancellation of the difference in !
c
 retrievals by the difference in asymmetry 
factor, F
SW
 based on POLDER cloud product plus the IHM cirrus bulk scattering 
model is in good agreement with its MODIS counterpart. However, the 
cancellation is not ideal, as there still exists about 10% relative difference of F
SW
.  
  
4.4. Implications for the development of future cirrus cloud retrieval 
algorithms  
As previously mentioned, the VIIRS (Visible Infrared Imager Radiometer 
Suite) is one of the key instruments on board of the next generation of polar 
orbiting satellite system of United States—the NPOESS (National Polar Orbiting 
Satellite System) (Miller et al. 2006). Global observations of cloud, including 
cirrus, properties in the NPOESS era will reply heavily on the VIIRS, which 
makes the development of a reliable cirrus cloud retrieval algorithm for VIIRS 
crucially important.  
One of the difficulties in the development of cirrus cloud retrieval algorithm 
is the selection of cirrus bulk scattering model. As previously shown in the 
section 4.2, different assumptions of cirrus bulk scattering properties may lead to 
substantially different cirrus optical thickness retrievals. For this reason, one of 
the outstanding issues receiving increasing attention from cirrus remote sensing 
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community is whether the scattering phase function of cirrus cloud in the 
shortwave region, such as the 0.86µm band, is smooth and featureless as similar 
to the IHM model, or featured with strong scattering peaks as similar to the 
Baum05 model (see Fig. 4.3). Although several recent studies have shown some 
evidences in favor of the featureless phase function (e.g., C.-Labonnote et al. 
2001; Baran and Labonnote 2006; Knap et al. 2005), this issue remains rather 
controversial and requires further investigations.  
Our objective here, however, is not to seek answers to this issue. Instead, 
we would like to bring attention to a potential uncertainty relevant to the above 
issue in deriving the seasonal variations of cirrus cloud optical thickness and 
shortwave radiative forcing from MODIS radiance measurements.  
In section 4.2, the effects of cirrus bulk scattering model on cirrus optical 
thickness retrieval have been investigated through a comparison of collocated 
POLDER and MODIS cloud products. However, the focus has been mainly set to 
on the asymmetry factor and its effects on the overall statistics of cirrus optical 
thickness retrieval (e.g., median value). Several recent studies (e.g., C.-
Labonnote et al. 2001; Baran and Labonnote 2006; Knap et al. 2005) have 
noticed that optical thickness retrievals based on different cirrus scattering phase 
functions can be substantially different. Moreover, it has been shown the 
difference depends sensitively on the sun-satellite viewing geometry, or, more 
specifically, the scattering angle (!
s
). To illustrate this point, we have performed 
two optical thickness retrievals for the granule in Fig. 4.5. Both retrievals are 
based on MODIS radiance observations. However, the Baum05 model with 
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r
e
= 30µm  is employed in one retrieval and the IHM model in the other. Hereafter, 
the two retrievals will be referred to as !
c
Baum05  and !
c
IHM , respectively. Fig. 4.19 
shows !
c
IHM
/ !
c
Baum05  as a function of scattering angles. Two features in Fig. 4.19 
are worth mentioning here. First of all, !
c
IHM  is substantially smaller than !
c
Baum05 , 
which is largely attributed to the difference in asymmetry factor between the IHM 
and Baum05 model. Secondly, and more importantly here, it is evident that the 
difference between !
c
IHM  and !
c
Baum05  depends sensitively on !
s
.  
 
 
Figure 4.19 The ratio of !
c
IHM
/ !
c
Baum05  versus scattering angle. 
 
Because MODIS angular scan pattern (Salomonson et al. 1989) remains 
same for all seasons, the statistics of !
s
 corresponding to sun-MODIS viewing 
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geometry (see Eq. (4.3)), for example the mean value, depend closely on the 
position of the Sun. As schematically illustrated in Fig. 4.20, !
s
 increases as 
solar zenith angle (!
0
) decreases from winter to summer and then decreases as 
the Sun returns to its winter position. This seasonal variation of MODIS !
s
 is 
clearly seen in Fig. 4.21 showing the map of the zonal mean MODIS !
s
 over the 
region 30o N to 30o S as a function of month.  
 
 
Figure 4.20 A schematic of seasonal variation of MODIS scattering angle. In the 
figure, !
0
 denotes the solar zenith angle and !
s
 denotes the scattering angle. 
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Figure 4.21 Zonal mean MODIS scattering angle as a function of month.  
 
The dependence of !
c
IHM
/ !
c
Baum05  on !
s
 shown Fig. 4.19 together with the 
seasonal variation of MODIS scattering angle shown in Fig. 4.21 have an 
interesting and important implication for deriving seasonal variation of cirrus 
optical thickness from MODIS and the future VIIRS measurements. This 
implication is illustrated in the following example. Assume that cirrus cloud at the 
latitude of 10o N has a constant optical thickness equal to 7.0, which is close to 
the annual area-averaged POLDER !
c
 retrieval in the region 30o N to 30o S (see 
Table 4.3). Let’s further assume that the bulk scattering properties of cirrus 
clouds at this latitude follow the IHM model. In other words, if the MODIS retrieval 
algorithm were based on the IHM model, the retrieved optical thickness from 
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MODIS would be close to the real value, i.e., 7.0. However, because of the use 
of the Baum05 model in the retrieval, the MODIS !
c
 actually follows the solid line 
in Fig. 4.22a.   
 
 
Figure 4.22 This figure illustrates schematically an example of the uncertainty 
caused by the use of an incorrect cirrus bulk scattering properties in deriving the 
seasonal variations of cirrus optical thickness and shortwave radiative forcing 
from MODIS radiance observations. Assuming that cirrus clouds at 10o  N have a 
constant optical thickness, say 7.0, and their bulk scattering properties follow the 
IHM model, the dashed line in a) denotes the optical thickness retrieval based on 
the IHM model and soiled line denotes the retrieval based on the Baum05 model. 
The difference in derived shortwave radiative forcing between Baum05-based 
and IHM-based retrieval is shown in b). 
 
 
First of all, it is obvious that optical thickness retrieval based on the 
Baum05 model is substantially larger than the real value. As aforementioned, this 
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is largely due to the difference in the asymmetry factor between the IHM and 
Baum05 model. Another interesting feature is that Baum05-based retrievalshows 
a clear seasonal variation, in spite of the fact that the real value assumed in this 
case is a constant with no seasonal variation. Indeed, based on the Baum05 
model, the DJF mean of cirrus optical thickness retrieval is 12.3, while the JJA 
mean is 10.5, about 20% difference. The reason for this artificial seasonal 
variation is as follows. As shown in Fig. 4.21, the mean MODIS scattering angle 
at the latitude 10o N changes from about 132o to over 140o, from winter to 
summer as the Sun becomes higher in the sky, and then back to smaller value 
as winter comes, reaching the minimum value of about 130o in December. If Fig. 
4.19 is put in this context, it is not difficult to find that, as a result of this seasonal 
variation of MODIS scattering angle, the difference between Baum05-based and 
IHM-based cirrus optical thickness retrievals, i.e., !
c
IHM
/ !
c
Baum05 , also varies with 
season. That is, the difference is larger (i.e., !
c
IHM
/ !
c
Baum05  is more smaller than 
unity) in winter than in summer. Because a constant value is assumed in this 
case for the IHM-based retrieval, the above seasonal cycle of !
c
IHM
/ !
c
Baum05  
becomes a shift of !
c
Baum05 , which is clearly seen in Fig. 4.22a.  
The above example has shed a light on a potential uncertainty, which has 
been largely overlooked in previous studies, in deriving the seasonal variation of 
cirrus optical thickness from MODIS observation. That is, the use of an 
unrealistic cirrus bulk scattering model may lead to artificial seasonal variation in 
MODIS cirrus cloud optical thickness retrieval. Moreover, and more importantly, 
this unrealistic seasonal variation in !
c
 retrieval may lead to unrealistic seasonal 
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variation of cirrus radiative forcing, too. Fig. 4.22b shows the difference between 
the IHM-based (F
SW
IHM ) and Baum05-based (F
SW
Baum05 ) cirrus shortwave radiative 
forcing. It is evident that the difference shows clearly a seasonal variation 
correlated to the difference between !
c
IHM  and !
c
Baum05 .  
Now, it is worth going back to Fig. 4.19 again to explain physics behind  
this artificial seasonal variation in cirrus optical thickness retrieval. As 
aforementioned, !
c
IHM  and !
c
Baum05  are different in two respects: Firstly, !
c
IHM  is 
substantially smaller than !
c
Baum05  as the mean value of the ratio !
c
IHM
/ !
c
Baum05  is 
substantially smaller than unity (hereafter referred to as the “mean value 
difference”). Secondly, the difference between !
c
IHM  and !
c
Baum05  depends 
sensitively on scattering angle (hereafter referred to as the “!
s
-dependent 
difference”), which is the reason for the artificial seasonal variation in !
c
 retrieval. 
It is shown in section 4.3 that the “mean value difference” between !
c
IHM  and 
!
c
Baum05  (i.e. the mean value of !
c
IHM
/ !
c
Baum05 ) is mainly attributed to the difference 
in the asymmetry factor, i.e., the first moment of scattering phase function, 
between the IHM and Baum05 model. On the other hand, the “!
s
-dependent 
difference” is the result of the difference between the IHM and Baum05 model in 
high-order moments of scattering phase function. Note that, in cloud radiative 
forcing computation, only the first, i.e., the asymmetry factor, or, at most, the 
second order moment of the scattering phase function is involved, depending on 
whether the two-stream or four-stream radiative transfer scheme is employed for 
the computation. For this reason, as long as the “right” asymmetry factor is used 
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(i.e., Baum05 asymmetry factor for Baum05-based retrieval and IHM asymmetry 
factor for IHM-based retrieval) the annual area-averaged F
SW
 derived from the 
Baum05-based retrieval is largely in agreement with that from the IHM-based 
retrieval. However, the “!
s
-dependent difference” remains and leads to the 
unrealistic seasonal variation of shortwave radiative forcing of cirrus clouds seen 
in Fig. 4.22b, even if the “right” asymmetry factor is used, because it is 
associated with the uncertainty in high-order moment of scattering phase 
function.  
Finally, we would like to point out that cares should be taken not to over-
interpret the above findings for the following reasons.  
1) Because our objective here is to bring attention to a potential 
uncertainty in the estimation of, rather than assessing the actual, seasonal 
variation of cirrus radiative forcing, computations in this study are done in a 
relatively simple scenario. Further detailed investigations are needed to 
understand the true importance of this uncertainty.  
2) Due to the lack of ice-absorbing bands of POLDER, the effects of cloud 
effective radius on cirrus optical thickness retrieval and cloud radiative forcing 
have been largely neglected in this study. It is the reason that a constant 
effective radius, 30 µm, has been assumed in Fig. 4.19 and 4.22. Note that the 
effective radius has a significant influence on the asymmetry factor (see Fig. 
4.13), which in turn significantly affects cirrus optical thickness retrieval. 
Therefore, the uncertainty caused by the use of constant effective radius in 
optical thickness retrieval, i.e., Fig. 4.22a, may be significant. However, it must 
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be kept in mind that the use of constant effective radius also causes uncertainty 
in asymmetry factor in radiative forcing computations. And, as analyzed 
previously, the two uncertainties, one associated with optical thickness retrieval 
and the other with asymmetry factor, tend to cancel each other in radiative 
forcing computations. For this reason, the uncertainty caused by the use of 
constant effective radius in radiative forcing computations may not be as 
important as in optical thickness retrieval. Nevertheless, further investigations are 
needed to understand the robustness of the finding shown in Fig. 4.22.  
3) It is worth stressing again that our intention is not to argue which bulk 
scattering model, the Baum05 or the IHM model, represents the nature of cirrus 
clouds better. The results only suggest that the use of different bulk scattering 
models in cirrus retrieval may lead to substantially different understandings of 
seasonal variations of cirrus optical thickness and radiative forcing. This 
uncertainty should be taken into consideration in the selection of bulk scattering 
model for the development of future cirrus retrieval algorithms and therefore 
necessitates further investigations to improve our understanding of the 
microphysics and bulk scattering properties of cirrus clouds.  
 
4.5. Conclusions and summary  
We have collocated and compared the POLDER and MODIS cirrus cloud 
products for a selected MODIS granule. The comparison indicates that the 
optical thickness retrieval from POLDER is substantially smaller than that from 
MODIS. Specifically, the comparison shows that the ratio of POLDER to MODIS 
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cirrus optical thickness retrieval (!
c
POLDER
/ !
c
MODIS ) follows the log-normal 
distribution and it is found that for more than 80% of the collocated pixels !
c
POLDER  
is smaller than !
c
MODIS  and for half of the collocated pixels !
c
POLDER  is smaller than 
!
c
MODIS  by at least 30%.  
Several potential reasons for the substantial difference between !
c
POLDER  
and !
c
MODIS  were investigated. Through an intercomparison of a set of 
experiments, it is found that neither the “plane-parallel albedo bias” nor the 
uncertainty caused by the use of constant effective radius for cirrus clouds in 
POLDER retrieval contributes to the difference significantly. Instead, the results 
suggest that the difference between !
c
POLDER  and !
c
MODIS  is largely attributable to 
the difference of cirrus bulk scattering model used in MODIS and POLDER 
retrieval algorithms, i.e., the difference between the Baum05 and the IHM cirrus 
bulk scattering model.  
Based on the MODIS level-3 monthly mean cloud product, we also 
calculated the zonal mean shortwave cirrus radiative forcing, F
SW
MODIS , in the year 
2006 and in the region 30o N and 30o S. Comparison of F
SW
MODIS  with its POLDER 
counterpart F
SW
POLDER  indicates that the two are in reasonable agreement in spite of 
the substantial difference between !
c
POLDER  and !
c
MODIS . The annual area-avenged 
values are different by only 9%. It is shown that this agreement is the result of the 
cancellation of the difference in optical thickness retrieval by the difference in 
asymmetry factor between the Baum05 and IHM model. Finally, we show that an 
unrealistic cirrus bulk scattering model might introduce artificial seasonal 
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variation of cirrus optical thickness and shortwave radiative forcing into the 
retrieval. 
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CHAPTER 5   
V. SUMMARY 
In section II, based on the advantages of CHARTS, FIRTM1 and FIRTM2, 
we have developed a fast IR RT model based on the well-known adding-doubling 
principle for applications to the forward RT simulations involved in the 
hyperspectral remote sensing applications under cloudy-sky conditions. Because 
of the use of the pre-computed LUT, the computational burden associated with 
the doubling process is substantially alleviated in FIRTM-AD. In comparison with 
FIRTM1 and FIRTM2, FIRTM-AD is much more flexible and accurate. FIRTM-AD 
is applicable to multilayered, inhomogeneous and non-isothermal clouds. In 
addition, FIRTM-AD can be applied to computations at both TOA and the 
surface, and therefore applicable to both satellite and ground-based 
hyperspectral sensors. The comparisons have shown that FIRTM-AD is about 
250 times faster than DISORT in the computations of BT spectra at TOA and the 
surface for a single-layered thin (!
vis
< 1 ) cirrus cloud. The RMS BT errors of 
FIRTM-AD in this type of application are generally smaller than 0.05 K. For two 
or three-layered thick (!
vis
> 1 ) cloud conditions, FIRTM-AD is still about two 
orders of magnitude more efficient than DISORT and the error is on the order of 
0.1 K. 
To obtain a better understanding of the uncertainty in FSSP ice particle 
measurement caused by the sphericity assumption for small ice particles, we 
have first computed the scattering properties of Platonic solids in section III,. 
Then, the single-scattering properties of the Platonic solids are compared with 
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those of four types of spherical equivalences that are defined in terms of (1) 
equal maximum dimension, (2) equal surface area, (3) equal volume, and (4) 
equal volume-to surface area ratio for size parameters in the geometric optics 
regime. The comparisons are made at two wavelengths, 0.66 µm and 11 µm, 
corresponding to weak and strong absorption, respectively. The comparisons 
show that the equal-surface-area spherical equivalence has the smallest errors in 
terms of the extinction cross-section for both the cases for weak and strong 
absorption. All spherical approximations substantially overestimate the 
asymmetry factor of the Platonic solids at 0.66 µm. In the case of strong 
absorption, spherical approximations underestimate the single-scattering albedo. 
The scattering phase functions of the Platonic solids at a wavelength of 0.66 µm 
are substantially different from that of the equivalent spheres because of the 
sensitivity of the phase function to particle morphological details. The phase 
functions of both the Platonic solids and spheres at 11 µm are quite featureless 
and similar because diffraction and external reflection dominate the scattered 
energy. 
Based on the above results, we have also simulated the response of 
FSSP to Platonic solids and their equivalent spheres. It is found that the 
response of FSSP to Platonic solid is much smaller than its response to 
equivalent spheres. For Icosahedron and Dodecahedron, which have relatively 
lower asphericities (more like sphere) and probably represent the nature of small 
ice particles better, a-factor-of-2.5 difference is found. Therefore, our result is in 
support of the argument by Garrett (Garrett 2007) that the sphericity assumption 
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for small ice particles may lead to a-factor-of-2-to-2.5 underestimation of their 
extinction cross-section. It is also found that the underestimation is largely due to 
the difference in scattering phase function between Platonic solids and their 
equivalent spheres. That is, a Platonic solid tends to scatter less light, in 
comparison with equivalent spheres, into the directions within the FSSP 
collecting angles, which leads to a smaller FSSP response and consequently 
underestimation of its extinction cross-section.  
In section IV, We have collocated and compared the POLDER and 
MODIS cirrus cloud products for a selected MODIS granule. The comparison 
indicates that the optical thickness retrieval from POLDER is substantially smaller 
than that from MODIS. Specifically, the comparison shows that the ratio of 
POLDER to MODIS cirrus optical thickness retrieval (!
c
POLDER
/ !
c
MODIS ) follows the 
log-normal distribution and it is found that for more than 80% of the collocated 
pixels !
c
POLDER  is smaller than !
c
MODIS  and for half of the collocated pixels !
c
POLDER  is 
smaller than !
c
MODIS  by at least 30%.  
Several potential reasons for the substantial difference between !
c
POLDER  
and !
c
MODIS  were investigated. Through an intercomparison of a set of 
experiments, it is found that neither the “plane-parallel albedo bias” nor the 
uncertainty caused by the use of constant effective radius for cirrus clouds in 
POLDER retrieval contributes to the difference significantly. Instead, the results 
suggest that the difference between !
c
POLDER  and !
c
MODIS  is largely attributable to 
the difference of cirrus bulk scattering model used in MODIS and POLDER 
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retrieval algorithms, i.e., the difference between the Baum05 and the IHM cirrus 
bulk scattering model.  
Based on the MODIS level-3 monthly mean cloud product, we also 
calculated the zonal mean shortwave cirrus radiative forcing, F
SW
MODIS , in the year 
2006 and in the region 30o N and 30o S. Comparison of F
SW
MODIS  with its POLDER 
counterpart F
SW
POLDER  indicates that the two are in reasonable agreement in spite of 
the substantial difference between !
c
POLDER  and !
c
MODIS . The annual area-avenged 
values are different by only 9%. It is shown that this agreement is the result of the 
cancellation of the difference in optical thickness retrieval by the difference in 
asymmetry factor between the Baum05 and IHM model. Finally, we show that an 
unrealistic cirrus bulk scattering model might introduce artificial seasonal 
variation of cirrus optical thickness and shortwave radiative forcing into the 
retrieval. 
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APPENDIX A 
APPLICATION OF THE ADDING-DOUBLING METHOD TO THERMAL 
INFRARED RADIATIVE TRANSFER 
 
The adding-doubling method is a rigorous method that has been extensively 
used to deal with the radiative transfer problems in the plane-parallel 
atmospheres. The basic concepts and derivations of the adding-doubling method 
can be found in some classic books. In this Appendix, we show the application of 
the adding-doubling method to the thermal infrared radiative transfers.  
In the adding-doubling method, the bidirectional reflection (R ) and 
transmission (T ) function are two fundamental and important quantities. 
Consider a cloud with an optical thickness of !  and an effective size of D
e
 
illuminated from above. The layer is homogenous in terms of scattering albedo 
( ! ) and phase function ( P ). The intensity of incident radiation is Itop
!
(µ '," ') , 
where µ '  is the cosine of zenith angle and ! '  is the azimuthal angle. According 
to the definitions of R  and T , the reflected and transmitted intensity may be 
expressed as in terms of incident intensity as follows  
Itop
!
(µ,") =
1
#
R(µ,",µ '," $ " ')
0
1
%0
2#
% Itop& (µ '," ')µ 'dµ 'd" ' , (A1a) 
Ibottom
!
(µ,") =
1
#
T (µ,";µ '," $ " ')
0
1
%0
2#
% Itop! (µ '," ')µ 'dµ 'd" ' , (A1b) 
where Itop
!
(µ,")  and I
bottom
!
(µ,")  are reflected and transmitted intensity at cloud top 
and bottom, respectively. In general cases, R  and T  are usually decomposed 
into Fourier series in terms of the relative azimuthal angle ! " ! '  for the sake of 
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numerical implementation, and each term in the series is treated independently in 
the adding-doubling process. However, because the thermal emission under 
plane-parallel conditions are azimuthally independent, and the azimuthally 
dependent solar contribution is usually neglected in the spectral region 
considered in this work, i.e., 800- to 1300 cm-1, only the zero order moment of 
the Fourier expansion is needed in the present study. In other words, we can use 
the azimuthally averaged reflection and transmission functions defined as 
follows: 
R(µ,µ ') =
1
2!
R(µ,",µ '," # " ')d
0
2!
$ (" # " ') , (A2a) 
T (µ,µ ') =
1
2!
T (µ,",µ '," # " ')d
0
2!
$ (" # " ') . (A2b) 
 Subsequently, Eq. (A1) reduces to  
Itop
!
(µ) = 2 R
0
1
" (µ,µ ')Itop
#
(µ ')µ 'dµ ' , (A3a) 
Ibotttom
!
(µ) = 2 T (µ,µ ')
0
1
" Itop
!
(µ ')µ 'dµ ' . (A3b) 
Note that T  consists of two parts, the direct (T
dirct
) and diffuse (Tdiffuse ) 
transmission. T
direct
 can be found in the form:  
T
direct
(µ,µ ') =
1
2µ '
exp(!" / µ ')# (µ ! µ ') , (A4) 
where !  is the Dirac delta function. Eqs (A1) to (A4) are defined with respect to 
incidence from above. Likewise, the azimuthally averaged bidirectional reflection 
and transmission for incident radiation coming from below, I
bottom
!
(µ ') , are given 
by  
I
bottom
!
(µ) = 2 R*(µ,µ ')
0
1
" Ibottom
#
(µ ')µ 'dµ ' , (A5a) 
Itop
!
(µ) = 2 T *(µ,µ ')
0
1
" Ibottom
!
(µ ')µ 'dµ ' , (A5b) 
where the superscript * denotes that the incident radiation comes from below. 
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The adding principle states that the bidirectional functions of the combined 
layer of two adjacent layers, one on top the other, can be obtained through the 
following adding process: 
Q = R
1
*
R
2
, (A6a) 
S = Q
n
n=1
!
" , (A6b) 
D = T
1
+ ST
1
, (A6c) 
U = R
2
D , (A6d) 
R
12
= R
1
+ T
1
*
U , (A6e) 
T
12
= T
2
D , (A6f) 
where the subscript 1 and 2 refer to the upper and lower layer, respectively. Note 
that the product of two bidirectional functions in the above equations implies 
integration over the adjoining solid angle to account for the multiple-scattering 
effects. For example, an arbitrary Z = XY in above equations is defined as  
Z(µ,µ ') = 2 X(µ,µ")Y (µ",µ ')µ"dµ"
0
1
! . (A7)   
Similar to Eq. (A6), the solution for bidirectional functions of the combined layer 
for radiation from below may be written as follows: 
Q
*
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2
R
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* , (A8a) 
S
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= R
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R
12
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2
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+ T
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T
12
*
= T
1
*
U
* . (A8f) 
The adding method may also be applied to account for the thermal emission. 
The thermal emission of the combined layer contributed by the upper layer can 
be obtained using the adding equations as follows: 
D
E1
= E
1
*
+ SE
1
* , (A9a) 
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U
E1
= R
2
D
E1
, (A9b) 
E
12
= E
1
+ T
1
*
U
E1
, (A9c) 
E
12
*
= T
2
D
E1
, (A9d) 
where E
1
 and E
1
*  are, respectively, the upward and downward thermal emission 
from the upper layer, S  is defined in Eq. (A6b). Similarly, the contributions of the 
bottom layer to the thermal emission of the combined layer are in the forms: 
 U
E2
= E
2
+ S
*
E
2
, (A10a) 
D
E2
= R
1
*
U
E2
, (A10b) 
E
12
= T
1
*
U
E2
, (A10c) 
E
12
*
= E
2
*
+ T
2
D
E2
, (A10d) 
where E
2
 and E
2
*  are, respectively, the upward and downward thermal emission 
from the bottom layer, S* is defined in Eq. (A8b). The thermal emission of 
combined layer in a matrix format can be obtained by mathematical manipulation 
of Eqs (A9) and (A10): 
E
12
E
12
*
= A
E
1
E
2
E
1
*
E
2
*
, (A11a) 
where 
A =
1 T
1
*
+ T
1
*
S
*
T
1
*
R
2
+ T
1
*
R
2
S 0
0 T
2
R
1
*
+ T
2
R
1
*
S
*
T
2
+ T
2
S 1
. (A11b).  
Note that because A  is temperature independent, the thermal emission of a non-
isothermal cloud can be obtained using the doubling method as long as it is 
homogenous in terms of bulk scattering properties.    
For the sake of numerical implementation of integral in Eq (A7), the discrete-
ordinate approximation is usually used in the adding-doubling method. Under the 
approximation, the integral in Eq. (A7) becomes:  
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Z(µi ,µ j ) = 2 X(µi ,µk )Y (µk ,µ j )µk
k
N
! wk  (A12) 
where µ
k
 and w
k
 are quadrature points and corresponding weights determined 
by the  discretization scheme. One of the most widely used quadratures for 
ordinate discretization is the so-called double Gaussian quadrature, in which the 
abscissas µ
i
(µ j ) are distributed symmetrically around 0.5 and clustered toward 
0 and 1. Under the discrete-ordinate approximation, R  and T  become matrices, 
whereas E  becomes a vector as follows: 
R
i, j
= R(µ
i
,µ
j
) , (A13a) 
T
i, j
= T (µ
i
,µ
j
) , i, j = 1,2,3...,N , (A13b) 
E
i
= E(µ
i
) , (A13c) 
where µ
i
 is the cosine of the zenith angle of, respectively, reflected, transmitted 
and emitted radiation in the case for R ,T  and E . µ j  is the cosine of the zenith 
angle of incident radiation. N  is the number of the points that the hemisphere 
0 < µ ! 1 is discretized into. Note that 2N  is the so-called “number of streams”. 
Eq. (A12) can be further simplified by defining a matrix operator as follows:    
Z = X!Y = 2 Xi,kYk , j
k=1
N
" µkwk , i, j = 1,2,3...,N . (A14) 
The last obstacle in the way of numerical implementation of the adding method is 
the infinite series in Eqs. (6b) and (8b). It has been shown that the infinite series 
can be efficiently treated as follows: 
S = Q! (1 "Q)
"1 , (A15) 
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where 1  is the identity matrix in the sense that 1!1 = 1 , and (!)"1 is the inverse 
operator such that X!X-1 = 1 . By substiting Eq. (A14) and (A15) into the adding 
equations in Eqs. (A6), (A8) and (A11), the adding process becomes a series of 
matrix operations and therefore can be easily implemented with the matrix 
manipulation subroutines from numerical linear algebra packages like LAPACK.  
The adding method described above requires that the R ,T  and E  be 
known for the layers to be added. To obtain the R ,T  and E  of a cloud, 
homogenous in terms of bulk scattering properties, the doubling method can be 
used. In the method, the cloud is divided in to a large amount of identical sub-
layers. The sub-layers are optically thin (! ~ 2"10 ) so that their R ,T  and E  can 
be obtained analytically. The properties of the whole cloud are obtained through 
a process in which two identical sub-layers are added at each step, i.e. the 
doubling process.  
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APPENDIX B 
INTERPOLATION SCHEME FOR FIRTM-AD TO OBTAIN RADIANCES AT 
THE USER-SPECIFIED ANGLES FROM MODEL OUTPUTS 
To obtain the radiances at the user-specified viewing angles from the model 
outputs at the quadrature points, an angular interpolation scheme is needed. 
There are numerous other schemes for the angular interpolation. In the current 
FIRTM-AD, the following scheme is used. The radiances at model angles are first 
expanded as a series of the “shifted” Legendre polynomial: 
I(!;µ) = (2l +1)"
l
(! )P
l
l=1
M
# (µ) , (B1a) 
and 
!
l
(" ) = I(
0
1
# ";µ)Pl (µ)dµ , (B1b) 
where !
l
is the expansion coefficient of the l th moment and P
l
 is the “shifted” 
Legendre polynomial analogous to the Legendre polynomials, but defined on the 
interval [0,1] and obeying the orthogonality relationship: 
Pm (µ)
0
1
! Pn (µ)dµ =
1
2n +1
"
mn
, (B2) 
where !
mn
 is the Kronecker delta. The expansion coefficient !
l
 can be found by 
substituting the radiances at the quadrature points into Eq. (B1b).  And then the 
radiances at the user-specified angles are estimated using Eq. (B1a). 
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APPENDIX C  
ADJOINT MODEL AND RADIATIVE PERTURBATION THEORY 
 
1. Forward Radiative Transfer Equation (RTE) 
Consider a general absorbing and scattering, plane-parallel atmosphere 
bounded by a reflecting surface. The equation for the transfer of unpolarized 
radiation in this system can be written in the operator form as follows: 
LI = Q , (C1) 
where I  is the radiance; Q  is the source term that will be discussed later; and 
L is the forward transport operator in the formation of (Landgraf et al. 2001, 
Landgraf et al. 2002): 
 
L = d! '
4!
" µ
#
#$
%1&
'(
)
*+
, (! '%!)
-
.
/
+
      
0 ($ )
4!
P
11
($ ,! '1 !) + , ($ % $ *)H (µ) µ R
s
(!,! ')H (%µ ') µ ' } !
.                  (C2) 
In Eq (C2), !  is the optical depth; the direction !  is specified by (µ,!) , where 
µ = cos! ,!  is the zenith angle and !  is the azimuth angle (Note that µ > 0  
indicates upward directions and µ ' < 0  downward directions); !  is the single-
scattering albedo of the atmosphere; P
11
 is the first element of the scattering-
matrix; ! '! !  denotes the scattering angle between incident direction ! '  and 
scattering direction ! ; ! *  is total optical thickness of the atmosphere (i.e., the 
optical depth at the surface); R
s
(!,! ') is the bidirectional reflection distribution 
function (BDRF) of the surface. Furthermore, !  represents the Dirac-delta 
function and H  represents the Heaviside step function: 
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H (µ) =
0,     x ! 0
1,      x > 0
"
#
$
. (C3) 
The source term, Q , is independent of I  and can be, generally speaking, in any 
form. However, in most cases of “forward” computations, Q  is either a beam 
source corresponding to the sunlight that illumines the top of the atmosphere or 
the thermal emission of the atmosphere and the surface. The beam source is 
given by: 
Q
beam
= !µ
0
F
0
" (# )" (! !!
0
) ,  (C4) 
where F
0
 is the solar flux per unit area perpendicular to the direction of sunlight 
specified by !
0
= (!µ
0
,"
0
) . And, the thermal source is as follows: 
Q
thermal
= ![1!" (# )]B[Ta (# )]! $ (# ! #
*
)H (µ) µ % s (!)B(Ts ) ,           (C5) 
where B  is the Planck function; T
a
 and T
s
 are the temperature of atmosphere 
and surface, respectively.  
Because the incoming sunlight, the reflection and emission of the surface 
have all been explicitly included in the RTE, the boundary conditions (BC) are 
simply: 
I(! = 0,!) = 0     for µ < 0 , (C6) 
I(! = !
*
,!) = 0    for µ > 0 . (C7) 
It may seem odd to include the surface reflection explicitly in the RTE. It is rather 
a boundary condition in most literature. The purpose is to obtain simple, namely 
the “vacuum”, boundary conditions, as in Eqs. (C6) and (C7), so that the 
derivation of adjoint operator later is relatively simple. Nonetheless, it is important 
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to note that the underlying physics remains the same no matter how the RTE and 
BC are formed. 
 
2. The adjoint operator  
Numerous analytical and numerical models have been developed to solve 
the radiative transfer problem stated in the last subsection. Most of these models 
are developed based on the “forward” concept, i.e., to describe the propagation 
of radiation field forward in time and space. The adjoint model, on the other hand, 
describes the sensitivity of the output “backward” in time and space to different 
parameters of the system (Errico 1997, Hu 1994).  
For a linear operator L , its adjoint operator, L* , is a linear operator that 
satisfies the following equation: 
I
*
,LI = L
*
I
*
, I , (C8) 
where I  and I *  are two arbitrary functions defined in a bounded space, the 
angular brackets  denotes the inner product. Note that the form of the adjoint 
operator depends on the boundary conditions imposed on I  and I * . For 
example, if I  and I *  are two functions defined in the space [a ! x ! b]  (the inner 
product in this case is I , I * = I(x) ! I *(x)dx
a
b
" ) with the boundary conditions 
I , I
*
a
= 0  and I , I *
b
= 0 , it is straightforward to prove (see Eq.(C9)) that the 
adjoint operator for L = !
!x
 is L* = ! "
"x
. 
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I
*
,LI = I
* !I
!x
dx =
a
b
"
!(I *I )
!x
dx # I
!I *
!x
dx
a
b
"a
b
"
           = I
*
, I
a
b
# I
!I *
!x
dx
a
b
"
           = I(#
!I *
!x
)dx
a
b
"
. (C9) 
In the radiative transfer, both I  and I *are in the space of [0 ! " ! " *]  and 
[!1 " µ " 1;0 " # " 2$ ] . The inner product in this case is: 
I
1
, I
2
= d! d"I
1
(! ,!)
4#$0
! *
$ I2 (! ,!) . (C10) 
If the following boundary conditions are imposed on I * :  
I
*
(! = 0,!) = 0    for µ > 0 , (C11) 
I
*
(! = !
*
,!) = 0   for µ < 0 , (C12) 
the adjoint operator, L* , for the forward radiative transport operator, L , in 
Eq.(C2), is as follows (the derivation is given in the Appendix A): 
 
L
* = d! '
4!
" #µ
$
$%
#1&
'(
)
*+
, (! '#!)
-
.
/
+
      
0 (% )
4!
P
11
(% ,#! '1 #!) + , (% # % *)H (#µ) µ R
s
(#!,#! ')H (µ ') µ ' } !
.         (C13) 
With the adjoint operator given in Eq.(C13), the adjoint transport equation can be 
written in the following form: 
L
*
I
*
= Q
* , (C14) 
where Q*  is an arbitrary source.  
It may seem that solving the above adjoint transport equation requires the 
development of a new model, as L*  is apparently different from L . However, this 
is not the case. By comparing the formulation of forward and adjoint operator, 
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one may note an interesting and extremely useful relationship between forward 
and adjoint operator: 
L
*
(! ,!,! ') = L(! ,"!,"! ') . (C15) 
It implies that the same model solving forward radiative transfer problem can also 
be used to solve the adjoint problem by introducing a new variable: 
I '(! ,"!) = I '(! ,"µ,# + $) = I *(! ,!) . (C16) 
With the relationship in Eq.(C15), it is straightforward to prove that: 
 
L(! ,!,! ') ! I '(! ') = L
*
(! ,"!,"! ') ! I
*
("! ') = Q
*
(! ,"!) . (C17) 
Eqs. (C15), (C16) and (C17) have clearly shown that, to solve the adjoint 
transport problem for a given source Q*(! ,!)  (i.e., Eq.(C14) )one only needs to 
solve the forward transport problem for an angle-reversed source Q*(! ,"!)  (i.e., 
Eq.(C17)), and then reverses all directions in the solution I '(! ,!)  to obtain 
I
*
(! ,!)  (i.e., Eq.(C16)). Note that I *(! ,!)  and Q*(! ,!)  are, so far, two arbitrary 
functions. In the rest of this subsection, the construction of Q*(! ,!)  and the 
physical meaning of I *(! ,!)  will be discussed.  
Although the complete radiance field I(! ,!)  can be obtained from the 
radiative transfer model, only a subset of this information are interested in most 
applications. For example, only the radiance at the top of the atmosphere (TOA) 
in the satellite viewing direction !
obs
 is needed for the satellite remote sensing. 
To put it mathematically, we introduce the “radiative effects” E  and the 
“response function” R :  
E = R, I . (C18) 
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If E  refers to the radiance at TOA, the corresponding R is: 
R = ! (" )! (! #!
obs
) . (C19) 
The response function for the upward flux at TOA is: 
R = H (µ) µ ! (" )  (C20) 
Shown in Eq.(C18) is the “forward” way to obtain the interest radiative effects. An 
alternative way to obtain E  is through the adjoint method. If the response 
function, R , is used as the adjoint source Q*   
L
*
I
*
= R , (C21) 
according to the definition of the adjoint operator in Eq.(C8)), the solution 
I
* satisfies the following equation: 
E = R, I = L
*
I
*
, I
   = I
*
,LI = I
*
,Q
. (C22) 
It is now clear from the above analysis that there are the following two methods 
to obtain an interested radiative effect:  
LI = Q! E = R, I , (C23) 
L
*
I
*
= R! E = I
*
,Q . (C24) 
In the “forward” method, the normal (forward) radiative transfer equation with the 
source function Q  is first solved to obtain the radiance field, I , and then the 
interested radiative effect is extracted from the inner product of I  and the 
response function R . In contrast, The “adjoint” method starts with solving the 
adjoint transport equation with the pseudo source function R  to obtain the adjoint 
radiance field, I * , and then the radiative effect is extracted from the inner product 
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of I *  and the real source function Q . The two ways are equivalent in terms of 
complexity and computational time, if one seeks only a single radiative effect 
under a single source say, the radiance observed by a MODIS channel for a 
given sun-satellite geometry. However, it is clear from Eqs.(C23) and (C24) that 
the “forward” method is more efficient when multiple effects from a single source 
are interested, whereas the “adjoint” method is more efficient when a single 
effect from multiple sources is interested.  
Eq.(C24) also reveals that the physical meaning of adjoint radiance I *  is 
somehow similar to the concept of “weighting function” used in the atmospheric 
sounding. That is to say, for a given response function, I *  tells us contribution of 
a unit source at different optical depths and directions contribute to the response 
 
3. The radiative perturbation theory 
In practices of remote sensing, climate sensitivity study, data assimilation 
and many other disciplines, it is often the case that not only the radiative effect is 
necessary; the changing rates of the effect (i.e., the Jacobian) with respect to 
different system parameters are also very helpful and thus highly desired. A 
straightforward way to compute the Jacobian is through the method of finite 
difference (FD): 
!E
!x
k
= lim
xk"0
E(x
k
+ #x
k
) $ E(x
k
)
#x
k
, (C25) 
where x
k
 is a parameter of the system, !x
k
 is a perturbation in x
k
, !E
!x
k
 is the 
interested Jacobian, E(x
k
+ !x
k
)  and E(x
k
)are the radiative effect of the 
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perturbed and unperturbed system, respectively. The FD method is conceptually 
simple, but not computationally efficient, because the radiative transfer 
computation must be performed each time when the system is perturbed with 
different kinds of perturbations. 
The adjoint method provides a very efficient way for the computation of 
Jacobians. Consider the following perturbed problem: 
L ' I ' = Q ' , (C26) 
where  
L ' = L + !L
Q ' = Q + !Q
. (C27) 
It is straightforward to prove that the change of the radiative effect due to the 
above perturbation is (Marchuk 1964): 
!E = I
*
,!Q " I
*
,!LI ' . (C28) 
For Jacobian computations, the perturbation is usually very small. As a result, I '  
can be closely approximated by I '  (i.e., I ' ! I ) and Eq. (C28) becomes: 
!E " I
*
,!Q # I
*
,!LI . (C29) 
The first term in Eq.(C29) corresponds to the contribution of the perturbation to 
!E  through its impact on the source, while the second term corresponds to the 
contribution of the change in transport operator that can be categorized into four 
parts:  
 
!L
"
= #!" (" ) ! , (C30) 
 
!L" = d! '
4#
$
!" (% )
4#
P
11
(% ,! '& !) ! , (C31) 
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!L
P11
= d! '
4"
#
$ (% )
4"
!P
11
(% ,! '& !) ! , (C32) 
 
!L
Rs
= d! '
4"
# $ (% & %
*
)H (µ) µ !R
s
(!,! ')H (&µ ') µ ' ! , (C33) 
where !L
"
, !L
"
, !L
P
11
and !L
R
s
corresponds to the change of L  caused by the 
change of optical thickness (!" ), single-scattering albedo (!" ), scattering 
phase function (!P
11
) and surface BDRF (!R
s
), respectively. Taking Eq. (C29) 
one step further, if the perturbation is due to the small change of an atmosphere 
parameter x
k
 (e.g., the size of cloud droplets, the shape of the ice crystals, or the 
concentration of water vapor), one can obtain the Jacobian of the radiative effect 
with respect to x
k
 easily by:  
!E
!xk
= I
*
,
!Q
!xk
" I
*
,
!L
!xk
I , (C34) 
where 
 
!L
!x
k
= "
!#
!x
k
!+
1
4$
d! '
4$
%
!& (# )
!x
k
P
11
(# ,! '' !) !+ d! '
4$
%
& (# )
4$
!P
11
(# ,! '' !)
!x
k
!+
         d! '
4$
% ( (# " #
*
)H (µ) µ
!R
s
(!,! ')
!x
k
H ("µ ') µ ' !
.(C35) 
In terms of Jacobian computations, the adjoint method in Eq.(C34) is usually 
more efficient that the FD method in Eq.(C25) This is because the adjoint method 
does not require additional radiative transfer computations for various kinds of 
perturbations. In adjoint method, all perturbations are transformed into the 
changes in the source and forward operator. Therefore, once the forward and 
adjoint radiance fields are known, the Jacobian can be readily obtained from 
Eq.(C34).  
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As discussed before, in order to obtain I *(! ,!) , one needs only to solve 
the Eq.(C17) with the same model used for forward computations. Less 
straightforward is the implementation of the inner product, which will be 
discussed in the rest of this section. In most numerical models, for the sake of 
numerical efficiency, the scattering phase function (P
11
) and the surface BDRF 
( R
s
) are usually expanded into Legendre polynomials, in which case Eq.(C35) 
shall become: 
 
!L
!xk
= "
!#
!xk
!+
1
4$
dµ ' d% '
0
2$
&"1
1
& (2 " 'm0 )cosm(% " % ')
m=0
2N "1
({
) gl (# )
!* (# )
!xk
+* (# )
!gl (# )
!xk
+ ' (# " # *)H (µ) µ
!hl
!xk
H ("µ ') µ '
+
,
-
.
/
0
l=m
2N "1
(
) (2l +1)
(l " m)!
(l + m)!
Pl
m
(µ)Pl
m
(µ ')
1
2
3
!
,     (C36) 
where 2N , corresponding to the length of the series, is the so called “number of 
stream”; P
l
 is the Legendre polynomial, P
l
m  is the associated Legendre 
polynomial. gl  and hl  are the expansion coefficients of the scattering phase 
function and surface BDRF, respectively, given by:  
gl (! ) =
1
2
P
11
(! ,µs )
"1
1
# Pl (µs )dµs  (C37) 
h
l
=
1
2
R
s
(µ
s
)
!1
1
" Pl (µs )dµs  (C38) 
where µ
s
 is the cosine of scattering (or reflection) angle. Radiance fields are 
usually divided into two parts, the direct and diffuse radiance: 
I(! ,! ') = I
dif
(! ,! ') + I
dir
(! ,! ') , (C39) 
I
*
(! ,!) = I
*,dif
(! ,!) + I
*,dir
(! ,!) . (C40) 
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It is straightforward to compute the direct radiances, as they follow the Lamber-
Beer law. The direct part of the forward and adjoint radiances are given by: 
I
dir
(! ,! ') = F
0
e
! /µ" (µ '+ µ
0
)" (# '$#
0
) , (C41) 
I
*,dir
(! ,!) = F
0
*
e
"! /µ# (µ " µ
obs
)# ($ " $
obs
) , (C42) 
where F
0
*  is the strength (i.e., the flux per unit area perpendicular to the direction 
of the beam) of the adjoint source Q*  if it is an beam source. Furthermore, in 
numerical models, the diffuse radiance is usually expanded into Fourier series of 
relative azimuthal angles:  
I
dif
(! ,! ') = Im (! ,µ ')cosm(" '#"0 )
m=0
2N #1
$ , (C43) 
I
*,dif
(! ,!) = Im
*
(! ,µ)cosm(" # "obs )
m=0
2N #1
$ , (C44) 
where !
0
 and !
obs
 are the azimuthal angle of the sun and satellite, respectively. 
From the relationship in Eq. (C16), one can easily find: 
I
m
*
(! ,µ) = "I '
m
(! ,"µ) , (C45) 
where I '
m
 is the coefficients of the Fourier expansion of the diffuse part of the 
solution to Eq. (C17). By substituting Eqs.(C36), (C39) and (C40) into Eq.(C34) 
and taking Eqs. (C41), (C42), (C43) and (C44) into account, one can rewrite the 
inner product, for example the second term in RHS of Eq.(C34), into a 
numerically-friendly form as follows: 
I
*
,
!L
!xk
I = D
"
+ D
#P11
+ Dsurface  (C46) 
where 
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D! = " d!
#!
#xk
F
0
e
"! /µ0
0
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0
,%o ) "
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F
0
*
e
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0
! *
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*
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,                                   (C47) 
and 
D!P11 =
F
0
*
F
0
4"
d#
$ ! (# )P
11
(# ,!obs % !0 )[ ]
$xk
e
&# /µobs
0
# *
' e
&# /µ0 +
 d# cosm((obs &(0 ) kl
m
$ ! (# )gl (# )[ ]
$xkl=m
2N &1
)
m=0
2N &1
)
0
# *
' FD!P11 (# ) + DF!P11 (# ) + FF!P11 (# )*+ ,-
, (C48) 
and 
Dsurface =
F
0
*
F
0
4!
e
"# * /µobs e
"# * /µ0µobsµ0
$Rs (!obs % !0 )
$xx
+
cosm(&obs "&0 ) kl
m $hl (# )
$xkl=m
2N "1
'
m=0
2N "1
' FDsurface + DFsurface + FFsurface() *+
.                          (C49) 
In above equations: 
k
l
m
=
(2l +1)
2
(l ! m)!
(l + m)!
. (C50) 
FD!P11
(" ) = dµI
m
*
(" ,µ)P
l
m
#1
1
$ (µ) % F0e
#" /µ0P
l
m
(#µ
0
)  (C51) 
DF!P11
(" ) = F
0
*
e
#" /µobs P
l
m
(µ
obs
) $ dµ ' I
m
(" ,µ ')P
l
m
#1
1
% (µ ')  (C52) 
FF!P11
(" ) = dµI
m
*
(" ,µ)P
l
m
#1
1
$ (µ) % dµ ' Im (" ,µ ')Pl
m
#1
1
$ (µ ')  (C53) 
FDsurface = dµH (µ) µ Im
*
(! *,µ)Pl
m
"1
1
# (µ) $ µ0F0e
"! * /µ0Pl
m
("µ
0
)  (C54) 
DFsurface = F0
*
e
!" * /µobs Pl
m
(µobs ) # dµH (!µ ') µ ' Im ("
*
,µ ')Pl
m
!1
1
$ (µ ')  (C55) 
FFsurface = dµH (µ) µ Im
*
(! *,µ)Pl
m
"1
1
# (µ) $ dµ 'H ("µ ') µ ' Im (!
*
,µ ')Pl
m
"1
1
# (µ ')        (C56) 
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