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I. INTRODUCTION

F
OR THE last ten years, fractal encoding schemes based on iterated function systems (IFS) [1] have drawn significant attention from researchers. One of the important issues for fractal encoding scheme is the convergence of the decoding algorithm. In the outset of Jacquin's proposed algorithm [3] based on partial iterated function system (PIFS), there are various approaches in [4] , [5] , [7] [13] , and [15] - [17] to prove the convergence of the algorithm and find out the tighter bounds on the convergence criterion. In this paper, we will first revisit these criterion (with the underlying assumptions) and present a graph theoretic interpretation of convergence of fractal encoding. First, we will consider a special circumstance, where no spatial contraction has been allowed in the encoding process. The concept leads to the development of a linear time fast decoding algorithm from the compressed image. This concept is extended for the general scheme of fractal compression allowing spatial contraction (on averaging) from larger domains to a smaller ranges. A linear time fast decoding algorithm is also proposed in this situation, which produces a decoded image very close to the result obtained by an ordinary iterative decompression algorithm.
It is interesting to note that earlier, Oien and Lepsoy [14] proposed a noniterative method to decode an encoded image. They considered averaging operation while shrinking a larger domain to smaller range and also put the constraint on the domain size Manuscript received January 4, 1999; revised August 18, 1999 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Yoshitaka Hashimoto.
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which should be of ( is an integer and ) times of the size of a range block. In their encoding assumption, the range partition and domain construction is such that every domain block in the image is made up of an integral number of range blocks. In our method, there is no such constraint on the domain construction and the domain size may also be equal to a range size. There are also other efforts for speeding up the decoding operation. Hamzaoui [7] , [9] proposed a fast decoding algorithm using the updated pixels under same iteration. Hamzaoui [8] also proposed to use a suitable order of decoding range blocks for fast convergence. The ordering is based on the frequency with which a pixel is used in the fractal code. By using multiresolution fractal decoding from low resolution to high resolution, Baharav et al. [2] also achieved speed-up in decoding encoded images. The speed of their decoding algorithm is approximately twice of the conventional one.
There are a few other important observations drawn from this study. While compressing without spatial contraction only a few transformations are required to be contractive (magnitude of the scaling factor 1). Another important observation is that it is not true that larger domain pool will always give better quality of decompressed image (considering other parameters remain same). In fact we have observed that small number of domain pools are also giving significantly better quality of picture after decoding. We have identified the presence of redundancy in the encoding process. This also plays a role in determining the quality of the decompressed image.
In Section II, we briefly present the conventional encoding and decoding schemes. First, the basic fractal coding algorithm in the line of Jacquin's proposed scheme has been presented and then follows a study of its convergence criterion under different conditions. In Section III, we have presented our graph theoretic approach for studying the convergence of the fractal encoding scheme. Subsequently, the fast decoding algorithms and our analysis on the characterization of fractal encoding schemes are presented. and In this case, denotes isometric transformation on (say rotation) and is a shrinking operation (say averaging). In the compressed image, the information is stored for every range block. It has been observed in [6] that the gain in using isometric transformation is very little. Hence, in our presentation, we will ignore it. Also the shrinking function will be uniformly applied to each domain. Hence, it is sufficient to store only . We will also denote as . As is affine this can be expressed by such that: , where and two constants and are also in . In this case, is known as scale factor and is known as the translation factor of the affine transform. The base algorithm proposed by Jacquin [3] is presented below. 
II. CONVENTIONAL SCHEMES
A. Fractal Encoding Scheme Based on PIFS
Base
B. Fractal Decoding: A Linear System Model
1) Decoding Process:
The decoding process is considerably more simple. Given the codes for a range in the form of one has to iteratively apply for all . This iterative decoding process can be conveniently modeled to a linear system. This makes it suitable for studying the convergence criteria.
As the grey level value of a pixel belonging to in the th iteration is determined by the affine combinations of grey level values of pixels belonging to obtained from th iteration, considering the image of size as a vector of dimension the decoding process is expressed by the following linear system: (1) where th instance of image; th instance of image; matrix of size vector of dimension . Since an image is represented by a vector in the subsequent discussion, we will consider the size of the vector (or the image) as (instead of as denoted previously). It is known that the system given in (1) is stable if the eigenvalues of lie within the unit circle in the complex plane [18] . In that case, the system will converge to given by the following equation: (2) In fact, to study the stability, one has to find the condition for which the magnitude of the largest eigenvalue (also known as "spectral radius" of ) will be less than one. From the matrix theory [18] , it can be stated that if is a matrix element at th row and th column of a matrix of size , is bound by the following equation: (3) From this condition, one may draw the following observations.
1) If the shrinking function as denoted earlier is simply weighted averaging of domain gray level values, Jacquin's base algorithm will always converge when the magnitudes of the scale factors of 's are less than one. One should note here that this condition is not a necessary one. 2) Even without spatial contraction, the algorithm will converge. In this case, for each row of in (1) there is one and only one nonzero element and its magnitude is less than one. 3) Even a linear combination of more than one domain can be used for encoding a range. In this case also, the shrinking operation should be treated as weighted averaging of their gray level values. It may be noted here that though the convergence may occur without spatial contraction (a proof of convergence is also given by Fisher [4] by characterizing PIFS in such a situation as a system of z-contractive transforms), for better fidelity in image reconstruction one should consider domains of larger size while encoding a range.
2 2) Spatial contraction during encoding (the shrinking factor is )
Another model by Monro and Dudbridge [16] has been considered in this regard [11] , [12] . According to this model, the domain blocks are also taken from a partitioned image and further constraint is imposed in the encoding process with the following.
1) Each domain block consists of adjacent range blocks.
2) Those range blocks are coded from their parent domain block. Hurtgen [11] , [12] has shown that in this situation the convergence criterion can be modified as (6) If both domain and range block sizes are integral powers of two, the spectral radius is given as (7) Hurtgen and Simon [13] also considered a more generalized case where more than one range blocks could be encoded from a set of nonoverlapping domain blocks each consisting of adjacent range blocks. They have given an algorithm to compute spectral radius in such a situation and test for convergence explicitly.
III. GRAPH-THEORETIC APPROACH
A. Former Studies
Kominek [10] and Gharavi-Alkhansari [17] have studied convergence of fractal decoders under special cases modeling the decoding process as a directed graph. In this model, the value of a pixel is determined by a single or a set of pixels . Hence, this can be modeled by directed edges from those pixels belonging to to the pixel . The convergence of the decoding process is explored by studying the conditions of stability for a flow graph.
In the work of Gharavi-Alkhansari [17] , special situations like single-cycle flow graph, multiple-component flow graph, not-strongly-connected flow graph, touching cycles have been considered. The algorithms for computation of spectral radius are presented for these cases.
The authors have found Kominek [10] has drawn observations similar to the presented scheme. For encoding processes without spatial contraction, Kominek [10] has suggested that the decoded pixel values are dependent on limit cycles defined as the portion of the path of influence forming a closed loop. Every image has at least one limit cycle and every pixel belongs to one and only one limit cycle. However, a formal proof regarding this observation is missing in his presentation and characterizations of paths of influences are also not given in [10] . In this paper, these are presented with formal definitions and proofs. It has been shown here that under this situation the flow graph is partitioned into a set of chains where at the source end of each chain there is a closed loop (limit cycle as rightly described by Kominek [10] ) and there is no other loop residing within the chain.
B. Partitioning of Encoded Image
For the sake of convenience of discussion let us define a few notations and terminologies below.
Let denote the brightness value at a pixel . The affine transform on the brightness value is denoted by are constants in (8) In the encoding process, if the brightness value at pixel is determined by the application of an affine transform on the brightness value at pixel , the relation is expressed by . contractive affine transformation. Hence, converges to a fixed point. Q.E.D. From the previous lemma it can be easily shown that when 's are affine and expressed in the form of (8), the convergence for IFS of circular chain is given by (9) Lemma 3: Every point in the encoded image lies on a chain which is either circular or has a cycle at its tail end.
Proof: Let us consider the formation of a chain until . There exists a point such that
. If the chain is self circular at , else it has to move backward from . As the number of points in is finite, at some stage it has to retrace a point included in the list. Hence, the chain has a cycle in its tail end or it may be circular itself.
Q.E.D. These cycles or circular chains are referred as limit cycles in [10] . We will also denote them here as limit cycles. Lemma 4: No noncircular chain in the encoded image has a limit cycle at its head end.
Proof: If this is not true then there exists at least a point in the chain which is determined by two different points in space (refer to Fig. 1 ). But this violates the constraint imposed in this algorithm (cf., Lemma 1). Hence it is contradictory and the statement holds in this situation.
Q.E.D. Lemma 5: No two cycles or circular chains are connected.
Proof: If this is not true, then the connecting chain between two cycles should have a cycle in its head end. But this is contradictory, according to Lemma 4. Hence the statement holds.
Q.E.D. Lemmas 3-5 describe the structures of the chains. For any chain there exists, at the most, one cycle and that too resides at its tail end. It is trivial to say that IFS of a chain without any cycle will always converge. But the state of convergence is not unique in this case. On the other hand, IFS of a chain with its limit cycle converges if its limit cycle converges satisfying the conditions stated in Lemma 2. We say a chain is a -chain when it has a limit cycle or it is circular. From Lemma 3, one may draw further conclusion that every chain is a part of a -chain. A -chain is said to be complete if it terminates at a point which does not determine any other point in the image space. In Fig. 2 , an example of a -chain is demonstrated.
The point where a -chain meets at the limit cycle is known as the branching point. The part of a -chain excluding all the points in the limit cycle except the branching point is called a branch. The branch of a complete -chain is called a complete branch of the corresponding limit cycle. Two branches are said to be distinct if one of them is not a part of the other. If two distinct branches meet at a point other than the branching point they are called as twigs and the meeting point is called as subbranching point. A limit cycle with all its complete branches form a circular plant. The structure of a circular plant with its different components according to our definitions are presented in Fig. 3 .
Lemma 6: The encoded image is partitioned into a set of circular plants each of which is convergent if its limit cycle converges.
Proof: Following Lemma 3, every pixel belongs to one circular plant. Following Lemma 5, no two limit cycles are connected. Hence the statement holds.
Q.E.D.
C. Computation of Partitions from the Encoded Image
An encoded image can be characterized by its partitions termed here as circular plants, each converging independently. Each circular plant could be characterized by its limit cycle (by its length and affine sequence), number of complete branches, number of twigs, etc. All these features will reflect upon the structure of a circular plant and it is interesting to study whether they have any bearing with the fidelity of the decoded image. With this purpose, an algorithm for computing the morphology of circular plants from the encoded image is given below.
Compute_Partitions Input: Encoded Image
Output: Circular Plants with its structural features
Step 1: Consider any point . Flag this point as a starting point and compute the -chain from . This is carried out in linear time by searching its previous point, say , in the chain from the respective domain block of the range block containing . Flag with the partition identity. Continue this process until the point or a point , already found in the chain, is reached. In the first case, the chain is circular and in the second case is the branching point of the -chain. Retrace the chain once again from to get the limit cycle. If the chain is found to be circular, reset the starting point flag of and retrace from to get limit cycle.
Step 2: Take an unflagged point . Flag it as starting point and compute the chain until one of the following situations is achieved.
a) The chain becomes a -chain. In this case, the chain belongs to a new partition and hence flag them accordingly. Also take subsequent actions as described in Step 1 to get its limit cycle.
b) The chain meets a flagged point of another partition which is not a starting point. In this case, the chain form a branch or twig of the circular plant. Flag all the points in the chain with the existing partition identity.
c) The chain meets a starting point. In this case, the chain is a part of a branch of the partition containing the meeting point. Reset the starting flag of the meeting point and then flag all the points in the chain accordingly.
Step 3: Repeat Step 2 until there is no more unflagged point in the image space.
End Algorithm Compute_Partitions
In this algorithm, each edge of the flow graph is visited at most twice (for finding the limit cycle an extra retracing pass is required). There are edges for an image of size . Hence, the algorithm runs in time complexity.
D. Fast Decoding Algorithm
While computing a partition, one can effectively decode the encoded image with a few more extra operations. It is easily observed that pixel values at all the points of a -chain could be computed if pixel value at any one point in its limit cycle is known. Hence, in Step 1 of the algorithm Compute_Partition after the computation of limit cycle and its affine sequence, the fixed point value at the branching point of the -chain is computed by using the following equation:
provided (10) where the scale factor and the translation factor represent the composite affine transformation [cf., (8) ] at the point. This composite transformation is obtained from the affine sequence starting from that point and terminating to the same point around the limit cycle.
Hence, one more extra pass is required for retracing the limit cycle to compute pixel values at all the points on the limit cycle and similarly one would retrace back toward the starting point in the branch to compute pixel values at all the points on the branch of the respective -chain. This operation would be carried out for every new -chain formation. Otherwise, in Step 2 of the algorithm if a chain falls in an already found -chain, the pixel values of all the points in that chain could be computed from the pixel value of the meeting point.
Lemma 7: The decoding algorithm runs in time complexity.
Proof: For any point, one would require at the most three visits (for a point in the limit cycle) and at the least two visits (for other points) to compute its final pixel value.
Q.E.D. Corollary: If the fraction of points lying on limit cycle is , , the equivalent number of iteration for the noniterative fast decoding algorithm is . It may be noted that in an ordinary iterative decoding algorithm the lower bound on the number of iterations is the maximum length of a -chain. Hence, in the worst case, the iterative decoding algorithm runs in .
E. Experimental Results
For experimentation we have considered the standard "girl" image (of 256 × 256 pixels) (Fig. 4) . We have encoded the image by keeping range (and domain) size as four. In Fig. 5 , we have presented the graph of peak signal to noise ratio (PSNR) with respect to the original image [4] varying with iteration for an ordinary iterative scheme. From this graph, it may be observed that the convergence is almost achieved after about 30 iterations. Using our noniterative algorithm, we have achieved the same PSNR in an equivalent two (approximately) iterations. The decoded images for both the algorithms are displayed in Fig. 6 .
To demonstrate the correctness of our algorithm, we have considered also two other standard images such as "Lena" and "mandrill" (both are of 512 × 512 pixels). In Table I , PSNR's with respect to original images obtained from ordinary iterative algorithm and from the proposed linear time algorithm are presented. The root mean square (RMS) errors between the corresponding decoded image pairs are also given in Table I . Along with them, the maximum length of a -chain for an encoded image and the number of iterations where the convergence of the iterative algorithm (RMS error between reconstructed images in successive iteration being less than 0.1) is achieved is also shown in Table I . One can observe that PSNR's obtained from iterative and noniterative algorithms are almost same and the RMS errors are also very small between the two decoded image pairs. One can also observe that the fraction of points lying on the limit cycle is very small (less than 4% in all three cases). Hence the equivalent number of iteration for this fast decoding algorithm is approximately two. It has been observed that though theoretically maximum length of -chain provides a lower bound on the number of iterations for convergence, from practical consideration number of points in that chain is so small that the length of the -chain has little effect on the number of iteration for obtaining the convergence. Convergence of limit cycles plays the dominant role in this case. It should also be noted that the number of iteration for convergence of a decoded image depends on the initial condition for the iterative decoding scheme. In our case, we have started iterative decoding with NULL image (every pixel having zero value). In the noniterative scheme, we do not have any such constraint.
We have also compared the actual computation time for both noniterative and iterative scheme. These are presented in Table II . The programs are executed in an UNIX environment on a HP 9000/819 (k class) Workstation. From the table, one can observe that the noniterative algorithm runs faster than the conventional iterative algorithm. In all three cases, the speed of the proposed algorithm is at least nine times of that of the ordinary iterative decompression algorithm.
It may also be noted that the same algorithm is also applicable for the encoding scheme where decimation is applied to a larger domain to get the required transformation for a range block. In this case also, a range pixel is determined by one and only one domain pixel. Hence, Lemma 1 is also valid in this situation. That is why the encoded image is partitioned into several disjoint circular plants and the same algorithm is used to compute the decoded image from the encoded one. The results are presented in Tables III and IV. In Table III , the PSNR's with respect to the original images for both the decoded images are given. They are found to be very close and the RMS errors between decoded image pairs are also found to be low in all the cases. These demonstrate the correctness of our algorithm. It is interesting to note that though fractal encoding without spatial contraction is not popular, as in this case, the quality of the decompressed image is found to be low, the encoding scheme with the decimation of larger domain blocks is not so rare in the research community. The PSNR's of the decompressed images are significantly higher than the previous one (as shown in Table III ). We have also presented the actual computation time for both the noniterative and conventional iterative algorithm. In this case, as in all the cases, the proposed algorithms runs at least four times faster than the conventional one.
One may note that earlier, Oien and Lepsoy [14] demonstrated that in such a case their decoding algorithm needs an equivalent number of three iterations. One may also refer the results reported by Hamzaoui [8] . His decoding algorithm achieves convergence (RMS error less than 0.1) by six (for Lena) or seven (for mandrill) iterations. In our proposed algorithm, the convergence is achieved by almost two (slightly more than two) equivalent iterations. Baharav et al. [2] also claimed that the speed up for their hierarchical decoding scheme considering the actual computation cost is approximately two, whereas in our case this is shown as on the average five (cf., Table IV ).
IV. EFFECT OF ENCODING STRATEGIES ON PARTITION FORMATION
It is interesting to note that the formation of partitions (the circular plants) depend upon various factors in the process of encoding an image, such as the following:
1) search path of domain blocks, e.g.,
a) searching sequentially from left-to-right and top-tobottom (LRTB); b) searching sequentially from right-to-left and bottom-to-top (RLBT); c) searching randomly (RAND).
2) range or domain sizes; 3) lattice of separation for creating domain pools; 4) choice of number of bits (or number of discrete levels) for representing scale factor and translation factor of affine transformations [see (8)].
A. Encoding Using the Domain Pool Consisting of Same Set of Range Blocks
Consider the interesting case of when the sets of domain blocks and range blocks are the same. In this case, it is easily observed that the encoding process could be modeled by a directed graph whose vertices are mapped to the range blocks (or domain blocks). By following the similar analysis presented in Section VI, every partition of this directed graph is also of the same structure of a circular plant. If the size of a range block is , every partition in this directed graph is equivalent to parallel partitions in the encoded image where parallel partitions are defined as follows.
Two partitions and are said to be parallel if such that with affine transformation , and there exist two points and belonging to such that with affine transformation , and
With the above definition, two parallel partitions will converge in the same way, having same brightness distribution in corresponding points. So, in the present scenario, every range block will have the same pixel value at its every point and the encoding-decoding process is effectively equivalent to an averaging process while shrinking an image. The image fidelity is bound to be low in such a situation.
In Tables V and VI , the statistics of the structural features of circular plants are presented with various other encoding strategies (while encoding the girl image). In all the encoding strategies, the value of varies from 1 to 1 in 255 discrete levels (signed eight bit representation). On the other hand, the value of varies from 127 to 127 in 255 discrete levels (signed eight bit representation). We have considered two different sizes of range blocks, 4 and 8. While encoding we have considered the value of (cf., the Base Algorithm presented in Section II-A) as 1. It should also be noted that our objective here is not to present any comparative study over various encoding schemes (in respect to compression ratio and fidelity of reconstructed image). Our objective here is to present the typical structural features of the circular plants under different kinds of search strategy and under the different set of domain pools, and observe their effects on the performance of the encoding schemes. We have considered different set of domain pools by generating overlapping domains using a lattice (domain separation) (cf., Fig. 7) . By varying this lattice size , the number of domains in the pool decreases by a factor of . It is interesting to note that in other situations it is less probable to get parallel partitions. But, in many cases, the limit cycles may be found as parallel (extending the earlier definition of parallel partitions to limit cycles). For two parallel limit cycles, distribution of brightness value will be the same. The brightness values in the branches depend upon the brightness distribution at its limit cycles. Hence, clusters of parallel limit cycles indicate the redundancy present in the encoded image. There is also another parameter which roughly reflects this redundancy. Consider the ratio of the total number of points of an image lying on limit cycles and the total number of range blocks covering these points on limit cycles. The maximum value of this ratio (let us denote it by ) is the size of the range block and the minimum value is one. The higher value of indicates higher redundancy as the probability of formation of parallel limit cycles increases in this case. If the ratio is exactly one, certainly there is no parallel limit cycles. As computation of is relatively easier and presentation of measure of redundancy becomes simple, in this work we will use it for indicating the redundancy present in the encoded image.
B. Encoding with Other Variations
From Tables V and VI, one can observe that usually for the same lattice size of domain separation (for obtaining domain pool, which remains same for a fixed value of and range size ), lower value of (indicating lower redundancy) corresponds to higher fidelity (PSNR) of reconstructed image.
There are a few exceptional cases. For lattice 3 and range size 4, it is observed that PSNR is relatively higher even when is larger. In this situation, one can also observe that the number of partitions is significantly low compared to other domain pools. In fact, from Table V we find that while scanning from Right_to_Left_and_Bottom_to_Top (RLBT), PSNR is the largest (29.62 dB) for the smallest size of domain pool (lattice size 3). The decoded images for different lattice size is presented in Fig. 8 . It may be noted that in the Tables V and VI, the frequency distribution of the lengths of limit cycles are given by a list of doublets , where denotes the length of a limit cycle and denotes the frequency of its occurrences in the encoded image.
One can observe that Left_to_Right_and_Top_to_Bottom (LRTB) scanning usually gives limit cycles of smaller lengths, whereas random (RAND) scanning provides (on the average) longer limit cycles. In all the cases, the proportion of limit cycles of length two and three is significantly larger. For lattice size two, the number of partitions increases significantly. On the other hand (RAND) scanning keeps the number of partitions at a relatively lower value (on the average) and PSNR's obtained in such cases are of relatively higher values.
V. FAST DECODING UNDER SPATIAL CONTRACTION
We will now consider fractal encoding following Jacquin's Algorithm under spatial contraction. In this case, averaging operation on domains of larger size are carried out for encoding a range block (of smaller size). This implies that more than one pixel in a domain determine the value of a pixel belonging to a range . Let us assume that the domain size is an integral multiple of range size. This is true for the most cases we found in the fractal compression literature. Let , for an encoded range-domain pair (cf., Section II) and is constant for every range block. In this case exactly number of pixels in domain determines the value of a pixel in range . In the case of averaging with each affine transform , the (1) is rewritten as (11) Note that each row of the matrix contains exactly number of nonzero elements and each of them is equal to the scaling factor of corresponding affine transform expressing the relationship between a pixel in range from averaged domain . Lemma 8: The matrix can be decomposed into exactly number of matrices of same dimension, , such that any row of any contains exactly one nonzero element and . Proof: Trivial.
Q.E.D. We will refer this set of matrices decomposed from holding the properties described in Lemma 8, as the set of decimated matrices of . We make the following proposition for obtaining an approximate limiting solution of (11) by using the decimated matrices.
Proposition 1: Let be a set of decimated matrices of . If there exists a limiting solution for the following iterative equation: (12) then the approximate limiting solution of the (11) is given by 
A. Algorithm and Experimentation
Following the proposition, a linear time algorithm for decoding an encoded image under spatial contraction (on averaging) is developed. We have applied the same partition computation for each decimated case and computed the decoded images (in our case ). Finally, the average of s is computed to get the decoded image. To demonstrate the strength of our proposition, we have encoded the same three images (girl, Lena, and mandrill) using larger domain block (of size 8 × 8) and applying averaging operation on them for obtaining the transformations. The encoded images are decoded by ordinary iterative decoding algorithm and also by our proposed noniterative algorithm. We have computed RMS error between these decoded image pairs. We have also observed the PSNR's with respect to original images obtained from both the decoded images. The results are presented in the Table VII. In the Table VII , we have presented the PSNR's with respect to the original images obtained from the decoded images assuming decimation of larger domain block in the encoding strategy. In our experimentation, there are four different types of decimation, as four pixels from a domain of size 8 × 8 determine a pixel in a range of size 4 × 4. PSNR's obtained from individual decimation schemes are shown in Table VII (cf., subcolumns marked 1-4). The average of these four decoded images produces the final decoded image for the noniterative decoding scheme. The overall PSNR of this resulting decoded image with respect to the original image is also shown in the table. We found these values are close to those obtained from iterative decoding scheme. The maximum deviation is observed here as 1.34 dB. The RMS errors between the decoded images are also low in all cases. It is also interesting to note that the averaging of reconstructed images from decimated cases improves the PSNR significantly (approximately by an amount of 3 dB). A typical decoded image pair are shown in Fig. 10 . We have also noted the number of iterations for convergence (with RMS error less than 0.1) for the iterative decoder. We found that in this case very fast convergence is achieved, i.e., within nine or ten iterations (cf., Fig. 9 ). On the other hand, the equivalent number of iterations in our proposed algorithm is approximately two. It may be noted that the same amount of PSNR is achieved by the iterative algorithm after about five iterations. In Table VIII , we have also presented the actual computation time for both the algorithms. Interestingly, though there is an improvement in the speed of the decoding in the case of noniterative algorithm, the speed-up is significantly less than what we have obtained for previous two encoding strategies (cf., Tables II and IV) . These show that the computation cost per equivalent iteration for the noniterative scheme is much larger than that of the iterative one. However, for images of larger sizes, the speed of the proposed algorithm increases significantly compared to the conventional iterative scheme. These are observed while decompressing Lena and mandrill images (both are 512 × 512 pixels).
VI. CONCLUSION
In this paper, we have presented a graph-theoretic interpretation of convergence of fractal encoding based on PIFS. We have shown that under a special circumstance, where no spatial contraction has been allowed in the encoding process, the encoded image can be represented by a set of nonoverlapping partitions. Each partition is characterized by a limit cycle and a number of branches (and their twigs) coming out from these limit cycles. These partitions are named circular plants. The convergence of the encoder under this circumstance depends upon the convergence of these limit cycles. The concept leads to the development of a linear time fast decoding algorithm. The algorithm needs approximately two iterations to compute the decoded image. It has been implemented, tested and verified. On experimentation, we have found that considerable speed-up has been achieved with the proposed scheme.
The proposed algorithm is also applicable to the general case of fractal coding (considering shrinking of larger domains), where decimation operation is applied for shrinking these domains. This concept is used for the general scheme of fractal compression allowing spatial contraction (or averaging) from larger domains to smaller ranges. A linear time fast decoding algorithm is also proposed in this situation, which produces a decoded image very close to the result obtained by an ordinary iterative decompression algorithm. In this case, the earlier noniterative algorithm is applied for different decimated cases and the average of their solutions provide the approximate solution. Experimentally, we found that the solution by this new noniterative decoding algorithm is very close to the actual one that is obtained through iterative decoder.
There are a few other important observations drawn from this study. While compressing without spatial contraction only a few transformations are required to be contractive (magnitude of the scaling factor 1). Another important observation is that it is not true that larger domain pool will always give better quality of decompressed image (considering other parameters remain same). In fact, we have observed small number of domain pools are also giving significantly better quality of picture after decoding. 
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