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a b s t r a c t
In this paper, someproperties of the generalized f -projection operator are proved inBanach
spaces. Using these results, the strong convergence theorems for relatively nonexpansive
mappings are studied in Banach spaces. As applications, the strong convergence of general
H-monotone mappings in Banach spaces is also given. The results presented in this paper
generalize and improve the main results of Matsushita and Takahashi (2005) [9].
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1. Introduction
Let X be a real Banach space with its dual X∗, and let K be a nonempty, closed and convex subset of X . In 1994, Alber [1]
introduced the generalized projections piK : X∗ → K and ΠK : X → K from Hilbert spaces to uniformly convex and
uniformly smooth Banach spaces and studied their properties in detail. In [2], Alber presented some applications of the
generalized projections to approximately solving variational inequalities and Von Neumann intersection problem in Banach
space. In addition, Li [3] extended the generalized projections from uniformly convex and uniformly smooth Banach spaces
to reflexive Banach spaces, and established a Mann type iterative scheme for finding the approximate solutions for the
classical variational inequality problem in compact subset of Banach spaces.
Recently, Wu and Huang [4] introduced a new generalized f -projection operator in Banach space. They extended the
definition of the generalized projection operators introduced by Abler [1] and proved some properties of the generalized f -
projection operator.Wu and Huang [5] continued their study and presented some properties of the generalized f -projection
operator. They showed an interesting relation between the generalized f -projection operator and the resolvent operator
for the subdifferential of a proper, convex and lower semicontinuous functional in reflexive and smooth Banach spaces.
They also proved that the generalized f -projection operator is maximal monotone. By employing the properties of the
generalized f -projection operator, Wu and Huang [6] established some new existence theorems for the generalized set-
valued variational inequality and the generalized set-valued quasi-variational inequality in reflexive and smooth Banach
spaces, respectively. Very recently, Fan et al. [7] presented some basic results for the generalized f -projection operator,
and discussed the existence of solutions and approximation of the solutions for generalized variational inequalities in
noncompact subsets of Banach spaces by using iterative schemes.
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On the other hand, Nakajo and Takahashi [8] modified the Mann iteration method so that strong convergence is
guaranteed. They proposed a modification of the Mann iteration for a single nonexpansive mapping T in a Hilbert space.
Motivated by Nakajo and Takahashi [8], Matsushita and Takahashi [9] proved a strong convergence theorem for relatively
nonexpansive mappings in a Banach space as follows:
TheoremMT1 (Theorem 3.1 of [9]). Let X be a uniformly convex and uniformly smooth Banach space, let K be a nonempty closed
convex subset of X, let T be a relatively nonexpansive mapping from K to K , and let {αn} be a sequence of real numbers such that
0 ≤ αn < 1 and lim supn→∞ αn < 1. Suppose that {xn} is given by
x0 = x ∈ K ,
yn = J−1(αnJxn + (1− αn)JTxn),
Hn = {z ∈ K : φ(z, yn) ≤ φ(z, xn)},
Wn = {z ∈ K : 〈xn − z, Jx− Jxn〉 ≥ 0},
xn+1 = ΠHn∩Wnx, n = 0, 1, 2, . . . ,
(1.1)
where J is the duality mapping on X. If F(T ) is nonempty, then {xn} converges strongly to ΠF(T ), where ΠF(T ) is the generalized
projection from K onto F(T ).
As an application, Matsushita and Takahashi [9] proved the following theorem.
TheoremMT2 (Theorem 4.3 of [9]). Let X be a uniformly convex and uniformly smooth Banach space, let M be a maximal
monotone operator from X to X∗, let Jr = (J + rM)−1J , where r > 0 and let {αn} be a sequence of real numbers such that
0 ≤ αn < 1 and lim supn→∞ αn < 1. Suppose that {xn} is given by
x0 = x ∈ X,
yn = J−1(αnJxn + (1− αn)JJrxn),
Hn = {z ∈ X : φ(z, yn) ≤ φ(z, xn)},
Wn = {z ∈ X : 〈xn − z, Jx− Jxn〉 ≥ 0},
xn+1 = ΠHn∩Wnx, n = 0, 1, 2, . . . ,
(1.2)
where J is the dualitymapping on X. If M−10 is nonempty, then {xn} converges strongly toΠM−10x, whereΠM−10 is the generalized
projection from X onto M−10.
Motivated and inspired by the work mentioned above, in this paper, we give some properties for the generalized f -
projection operatorΠ fK : X → 2K and prove strong convergence theorems for relatively nonexpansive mappings in Banach
spaces. As applications, we study the strong convergence concerning general H-monotone mappings in Banach spaces. The
results presented in this paper generalize and improve the main results of Matsushita and Takahashi [9].
2. Preliminaries
Let X be a real Banach space with its dual X∗ and R = (−∞,+∞). We denote the duality between X and X∗ by 〈·, ·〉,
and the norms of Banach space X and X∗ by ‖ · ‖X and ‖ · ‖X∗ , respectively. A Banach space X is said to be strictly convex if
‖ x+y2 ‖ < 1 for all x, y ∈ X with ‖x‖ = ‖y‖ = 1 and x 6= y. It is also said to be uniformly convex if limn→∞ ‖xn − yn‖ = 0 for
any two sequences {xn}, {yn} in X such that ‖xn‖ = ‖yn‖ = 1 and limn→∞ ‖ xn+yn2 ‖ = 1. The function




: ‖x‖ = 1, ‖y‖ = 1, ‖x− y‖ ≥ ε
}
is called themodulus of convexity ofX . A Banach spaceX is said to be smooth provided limt→0 ‖x+ty‖−‖x‖t exists for all x, y ∈ X
with ‖x‖ = ‖y‖ = 1. It is also said to be uniformly smooth if the limit is attained uniformly for ‖x‖ = ‖y‖ = 1. The function
ρX (t) = sup
{‖x+ y‖ + ‖x− y‖
2
− 1 : ‖x‖ = 1, ‖y‖ ≤ t
}
is called the modulus of smoothness of X .
When {xn} is a sequence in X , we denote strong convergence of {xn} to x ∈ X by xn → x andweak convergence by xn ⇀ x.
A Banach space X is said to have the Kadec–Klee property if a sequence {xn} of X satisfying that xn ⇀ x ∈ X and ‖xn‖ → ‖x‖,
then xn → x. It is known that if X is uniformly convex then X has the Kadec–Klee property.
The normalized duality mapping J from X to X∗ is defined by
Jx = {x∗ ∈ X∗ : 〈x, x∗〉 = ‖x‖2 = ‖x∗‖2}
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for x ∈ X . We list some properties of J:
(i) If X is a smooth Banach space, J is single valued and semicontinuous, that is, J is continuous from the strong topology
of X to the weak∗ topology of X∗;
(ii) J is a uniformly continuous operator on each bounded set in uniformly smooth Banach spaces;
(iii) If X is a reflexive, smooth and strictly convex Banach space, J∗ : X∗ → X is the duality mapping of X∗, then
J−1 = J∗, JJ∗ = IX∗ , J∗J = IX .
Let X be a smooth Banach space. The function φ : X × X → R is defined by
φ(y, x) = ‖y‖2 − 2〈y, Jx〉 + ‖x‖2
for x, y ∈ X .
Next we recall the concept of the generalized f -projector operator, together with its properties. Let G : K × X∗ →
R ∪ {+∞} be a functional defined as follows:
G(ξ , ϕ) = ‖ξ‖2 − 2〈ξ, ϕ〉 + ‖ϕ‖2 + 2ρf (ξ), (2.1)
where ξ ∈ K , ϕ ∈ X∗, ρ is a positive number and f : K → R ∪ {+∞} is proper, convex and lower semicontinuous.
From the definitions of G and f , it is easy to see the following properties:
(i) G(ξ , ϕ) is convex and continuous with respect to ϕ when ξ is fixed;
(ii) G(ξ , ϕ) is convex and lower semicontinuous with respect to ξ when ϕ is fixed.
Definition 2.1 ([4]). Let X be a real Banach space with its dual X∗. Let K be a nonempty, closed and convex subset of X . We





u ∈ K : G(u, ϕ) = inf
ξ∈K G(ξ , ϕ)
}
, ∀ϕ ∈ X∗.
For the generalized f -projector operator, Wu and Huang [4] proved the following basic properties.
Lemma 2.1 ([4]). Let X be a real reflexive Banach space with its dual X∗ and K is a nonempty closed convex subset of X. The
following statements hold:
(i) pi fKϕ is a nonempty closed convex subset of K for all ϕ ∈ X∗;
(ii) if X is smooth, then for all ϕ ∈ X∗, x ∈ pi fKϕ if and only if
〈x− y, ϕ − Jx〉 + ρf (y)− ρf (x) ≥ 0, ∀y ∈ K ;
(iii) if X is strictly convex and f : K → R ∪ +∞ is positive homogeneous (i.e., f (tx) = tf (x) for all t > 0 such that tx ∈ K
where x ∈ K), then pi fK is a single valued mapping.
Recently, Fan et al. [7] showed that the condition f is positive homogeneous which appeared in Lemma 2.1 (iii) can be
removed.
Lemma 2.2 ([7]). Let X be a real reflexive Banach space with its dual X∗ and K is a nonempty closed convex subset of X. If X is
strictly convex, then pi fK is single valued.
Recall that the operator J is a single valued mapping when X is a smooth Banach space. There exists a unique element
ϕ ∈ X∗ such that ϕ = Jx for each x ∈ X . This substitution for (2.1) gives
G(ξ , Jx) = ‖ξ‖2 − 2〈ξ, Jx〉 + ‖x‖2 + 2ρf (ξ). (2.2)
Now we consider the second generalized f -projection operator in a Banach space.
Definition 2.2. Let X be a real smooth Banach space and K be a nonempty, closed and convex subset of X . We say that
Π
f





u ∈ K : G(u, Jx) = inf
ξ∈K G(ξ , Jx)
}
, ∀x ∈ X .
Let K be a closed subset of X , and let T be a mapping from K to K . We denote by F(T ) the set of fixed points of T . A
point p in K is said to be an asymptotic fixed point of T [10] if K contains a sequence {xn} which converges weakly to p
such that the strong limn→∞(xn − Txn) = 0. The set of asymptotic fixed points of T will be denoted by Fˆ(T ). T is called
nonexpansive if ‖Tx− Ty‖ ≤ ‖x− y‖ for all x, y ∈ K and relatively nonexpansive if Fˆ(T ) = F(T ) and φ(p, Tx) ≤ φ(p, x) for
all x ∈ K and p ∈ F(T ). Obviously, the definition of relatively nonexpansive mapping T is equivalent to Fˆ(T ) = F(T ) and
G(p, JTx) ≤ G(p, Jx) for all x ∈ K and p ∈ F(T ).
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In order to obtain our results, the following lemmas are crucial to us.
Lemma 2.3 ([11]). Let X be a real Banach space and f : X → R ∪ {+∞} be a lower semicontinuous convex functional. Then
there exist x∗ ∈ X∗ and α ∈ R such that
f (x) ≥ 〈x, x∗〉 + α, ∀x ∈ X .
Lemma 2.4 ([12]). Let X be a uniformly convex and smooth Banach space and let {yn}, {zn} be two sequences of X. If φ(yn, zn)→
0 and either {yn} or {zn} is bounded, then yn − zn → 0.
Lemma 2.5 ([9]). Let X be a strictly convex and smooth Banach space, let K be a closed convex subset of X, and let T be a
relatively nonexpansive mapping from K into itself. Then F(T ) is closed and convex.
3. Some properties of the operatorΠ fK
In this section we describe some properties of the operatorΠ fK in Banach spaces. From Lemmas 2.1 and 2.2, it is easy to
see the following lemma.
Lemma 3.1. Let X be a real reflexive and smooth Banach space and let K be a nonempty closed convex subset of X. The following
statements hold:
(i) Π fK x is a nonempty closed convex subset of K for all x ∈ X;
(ii) for all x ∈ X, xˆ ∈ Π fK x if and only if
〈xˆ− y, Jx− J xˆ〉 + ρf (y)− ρf (xˆ) ≥ 0, ∀y ∈ K ; (3.1)
(iii) if X is strictly convex, thenΠ fK is a single valued mapping.
Lemma 3.2. Let X be a real reflexive and smooth Banach space, let K be a nonempty closed convex subset of X, and let
x ∈ X, xˆ ∈ Π fK x. Then
φ(y, xˆ)+ G(xˆ, Jx) ≤ G(y, Jx), ∀y ∈ K . (3.2)
Proof. Rewrite (3.1) in the form
−2〈y, Jx− J xˆ〉 + 2ρf (y) ≥ −2〈xˆ, Jx− J xˆ〉 + 2ρf (xˆ),
which is equivalent to the inequality
‖y‖2 − 2〈y, Jx〉 + ‖x‖2 + 2ρf (y) ≥ ‖xˆ‖2 − 2〈xˆ, Jx〉 + ‖x‖2 + 2ρf (xˆ)+ ‖y‖2 − 2〈y, J xˆ〉 + ‖xˆ‖2.
Thus,
φ(y, xˆ)+ G(xˆ, Jx) ≤ G(y, Jx), ∀y ∈ K .
This completes the proof. 
Remark 3.1. If X is a uniformly convex and uniformly smooth Banach space and f (x) = 0 for all x ∈ X , then Lemma 3.2
reduces to the property of the generalized projection operator considered by Alber [2].
Lemma 3.3. Let X be a Banach space and y ∈ X. Let f : X → R ∪ +∞ be a proper, convex and lower semicontinuous mapping
with convex domain D(f ). If {xn} is a sequence in D(f ) such that xn ⇀ xˆ ∈ int(D(f )) and limn→∞ G(xn, Jy) = G(xˆ, Jy), then
limn→∞ ‖xn‖ = ‖xˆ‖.
Proof. Since xn ⇀ xˆ, from the weakly lower semicontinuity of the norm, we have
‖xˆ‖ ≤ lim inf
n→∞ ‖xn‖. (3.3)
On the other hand, since f is a real convex lower semicontinuous mapping with convex domain, we know that f is
subdifferentiable in int(D(f )). Thus, there exists an element x∗ ∈ X∗ such that
f (x)− f (xˆ) ≥ 〈x∗, x− xˆ〉, ∀x ∈ D(f )
and so
f (xˆ)+ 〈x∗, xn − xˆ〉 ≤ f (xn), n ≥ 0.
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It follows that
‖xn‖2 − 2〈xn, Jy〉 + ‖y‖2 + 2ρf (xˆ)+ 2ρ〈x∗, xn − xˆ〉 ≤ ‖xn‖2 − 2〈xn, Jy〉 + ‖y‖2 + 2ρf (xn)
= G(xn, Jy). (3.4)
Since xn ⇀ xˆ, we have
lim
n→∞(−2〈xn, Jy〉 + ‖y‖
2 + 2ρf (xˆ)+ 2ρ〈x∗, xn − xˆ〉) = −2〈xˆ, Jy〉 + ‖y‖2 + 2ρf (xˆ). (3.5)
From (3.4) and (3.5) and limn→∞ G(xn, Jy) = G(xˆ, Jy), we obtain
lim sup
n→∞
‖xn‖2 − 2〈xˆ, Jy〉 + ‖y‖2 + 2ρf (xˆ)
= lim sup
n→∞





= ‖xˆ‖2 − 2〈xˆ, Jy〉 + ‖y‖2 + 2ρf (xˆ).
This implies that lim supn→∞ ‖xn‖2 ≤ ‖xˆ‖2 and so
lim sup
n→∞
‖xn‖ ≤ ‖xˆ‖. (3.6)
Now (3.3) and (3.6) shows that limn→∞ ‖xn‖ = ‖xˆ‖. This completes the proof. 
4. Main results
In this section, we prove some strong convergence theorems for relatively nonexpansive mappings in Banach spaces.
Theorem 4.1. Let X be a uniformly convex and uniformly smooth Banach space, K a nonempty closed convex subset of X, T :
K → K a relatively nonexpansive mapping, and f : X → R a convex and lower semicontinuous mapping with K ⊂ int(D(f )).
Assume that {αn}∞n=0 is a sequence in [0, 1) such that lim supn→∞ αn < 1. Define a sequence {xn} in K by the following algorithm
x0 = x ∈ K , H0 = K ,
yn = J−1(αnJxn + (1− αn)JTxn),
Hn+1 = {z ∈ Hn : G(z, Jyn) ≤ G(z, Jxn)},
xn+1 = Π fHn+1x, n = 0, 1, 2, . . . .
(4.1)
If F(T ) is nonempty, then {xn} converges toΠ fF(T )x.
Proof. The proof is divided into the following four steps:
(I) First, we prove the following conclusion: Hn is a closed convex set and F(T ) ⊂ Hn for each n ≥ 0.
It is obvious that H0 is a closed convex set and F(T ) ⊂ H0. Thus, we only need to show that Hn is a closed convex set and
F(T ) ⊂ Hn for each n ≥ 1. Since G(z, Jyn) ≤ G(z, Jxn) is equivalent to
2〈z, Jxn − Jyn〉 + ‖yn‖2 − ‖xn‖2 ≤ 0,
it follows that Hn+1 is closed and convex for each n ≥ 0. From Lemma 3.1, we know that {xn} is well defined. Furthermore,
for any u ∈ F(T ) and n ≥ 0, we have
G(u, Jyn) = ‖u‖2 − 2〈u, αnJxn + (1− αn)JTxn〉 + ‖αnJxn + (1− αn)JTxn‖2 + 2ρf (u)
≤ ‖u‖2 − 2αn〈u, Jxn〉 − 2(1− αn)〈u, JTxn〉 + αn‖xn‖2 + (1− αn)‖Txn‖2 + 2ρf (u)
= αn(‖u‖2 − 2〈u, Jxn〉 + ‖xn‖2 + 2ρf (u))+ (1− αn)(‖u‖2 − 2〈u, JTxn〉 + ‖Txn‖2 + 2ρf (u))
= αnG(u, Jxn)+ (1− αn)αnG(u, JTxn)
≤ G(u, Jxn).
Therefore, F(T ) ⊂ Hn+1 for each n ≥ 0.
(II) Second, we show that {xn} is bounded and the limit of {G(xn, Jx)} exists.
Since f : X → R is a convex and lower semicontinuous mapping, applying Lemma 2.3, we see that there exist x∗ ∈ X∗
and α ∈ R such that
f (y) ≥ 〈y, x∗〉 + α, ∀y ∈ X .
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It follows that
G(xn, Jx) = ‖xn‖2 − 2〈xn, Jx〉 + ‖x‖2 + 2ρf (xn)
≥ ‖xn‖2 − 2〈xn, Jx〉 + ‖x‖2 + 2ρ〈xn, x∗〉 + 2ρα
= ‖xn‖2 − 2〈xn, Jx− ρx∗〉 + ‖x‖2 + 2ρα
≥ ‖xn‖2 − 2‖Jx− ρx∗‖ ‖xn‖ + ‖x‖2 + 2ρα
= (‖xn‖ − ‖Jx− ρx∗‖)2 + ‖x‖2 − ‖Jx− ρx∗‖2 + 2ρα. (4.2)
Since xn = Π fHnx, it follows from (4.2) that
G(u, Jx) ≥ G(xn, Jx) ≥ (‖xn‖ − ‖Jx− ρx∗‖)2 + ‖x‖2 − ‖Jx− ρx∗‖2 + 2ρα
for each u ∈ F(T ). This implies that {xn} is bounded and so is {G(xn, Jx)}. By the fact that xn+1 ∈ Hn+1 ⊂ Hn and Lemma 3.2,
we obtain
φ(xn+1, xn)+ G(xn, Jx) ≤ G(xn+1, Jx). (4.3)
It is obvious that
φ(xn+1, xn) ≥ (‖xn+1‖ − ‖xn‖)2 ≥ 0
and so {G(xn, Jx)} is nondecreasing. Therefore, the limit of {G(xn, Jx)} exists.
(III) Third, we prove that, if xnk ⇀ xˆ, then xˆ ∈ F(T ), where {xnk} is an arbitrarily weakly convergent sequence of {xn}.
It follows from the definition of Hn+1 and xn+1 ∈ Hn that
φ(xn+1, yn) ≤ φ(xn+1, xn).
Now (4.3) implies that
φ(xn+1, yn) ≤ φ(xn+1, xn) ≤ G(xn+1, Jx)− G(xn, Jx). (4.4)
Taking the limit as n→∞ in (4.4), we obtain
lim
n→∞φ(xn+1, yn) = limn→∞φ(xn+1, xn) = 0.
By virtue of Lemma 2.4, it follows that
lim
n→∞ ‖xn+1 − yn‖ = limn→∞ ‖xn+1 − xn‖ = 0.
From the fact that J is uniformly norm-to-norm continuous on bounded sets, we have
lim
n→∞ ‖Jxn+1 − Jyn‖ = limn→∞ ‖Jxn+1 − Jxn‖ = 0. (4.5)
Noticing that
‖Jxn+1 − Jyn‖ = ‖Jxn+1 − αnJxn − (1− αn)JTxn‖
= ‖(1− αn)Jxn+1 − (1− αn)JTxn + αnJxn+1 − αnJxn‖
≥ (1− αn)‖Jxn+1 − JTxn‖ − αn‖Jxn+1 − Jxn‖,
we have
‖Jxn+1 − JTxn‖ ≤ 11− αn ‖Jxn+1 − Jyn‖ +
αn
1− αn ‖Jxn+1 − Jxn‖
≤ 1
1− αn (‖Jxn+1 − Jyn‖ + ‖Jxn+1 − Jxn‖).
From (4.5) and lim supn→∞ αn < 1, we get
lim
n→∞ ‖Jxn+1 − JTxn‖ = 0.
Since J−1 is uniformly norm-to-norm continuous on bounded sets, we have
lim
n→∞ ‖xn+1 − Txn‖ = 0.
Since
‖xn − Txn‖ = ‖xn − xn+1 + xn+1 − Txn‖ ≤ ‖xn − xn+1‖ + ‖xn+1 − Txn‖,
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we get
lim
n→∞ ‖xn − Txn‖ = 0
and so xˆ ∈ Fˆ(T ) = F(T ).
(IV) Last, we prove that xn → Π fF(T )x.
Since F(T ) is a closed convex set, from Lemma 3.1, we know that Π fF(T )x is single valued and denote w = Π fF(T )x. Since
xn = Π fHnx andw ∈ F(T ) ⊂ Hn, we have
G(xn, Jx) ≤ G(w, Jx), ∀n ≥ 1.
For each given x,G(ξ , Jx) is convex and lower semicontinuous with respect to ξ , so it is easy to see that G(ξ , Jx) is weakly
lower semicontinuous with respect to ξ and so
G(xˆ, Jx) ≤ lim inf
k→∞ G(xnk , Jx) ≤ lim supk→∞ G(xnk , Jx) ≤ G(w, Jx).
From the definition of Π fF(T )x and xˆ ∈ F(T ), we see that xˆ = w and so limk→∞ G(xnk , Jx) = G(xˆ, Jx). By Lemma 3.3,
limk→∞ ‖xnk‖ = ‖xˆ‖. For the Kadec–Klee property of X , we obtain that {xnk} converges strongly to Π fF(T )x. Since {xnk} is
an arbitrarily weakly convergent sequence of {xn}, we can conclude that {xn} converges strongly toΠ fF(T )x.
This completes the proof. 
If f (x) = 0 for all x ∈ X , then G(ξ , Jx) = φ(ξ, x) and Π fK x = ΠK x. From Theorem 4.1, it is easy to see the following
theorem.
Theorem 4.2. Let X be a uniformly convex and uniformly smooth Banach space, K a nonempty closed convex subset of X, and
T : K → K a relatively nonexpansive mapping. Assume that {αn}∞n=0 is a sequence in [0, 1) such that lim supn→∞ αn < 1. Define
a sequence {xn} in K by the following algorithm
x0 = x ∈ K , H0 = K
yn = J−1(αnJxn + (1− αn)JTxn)
Hn+1 = {z ∈ Hn : φ(z, yn) ≤ φ(z, xn)}
xn+1 = ΠHn+1x, n = 0, 1, 2, . . . .
(4.6)
If F(T ) is nonempty, then {xn} converges toΠF(T )x.
Remark 4.1. Theorem 4.2 improves TheoremMT1. In fact, the iterative procedure (4.6) is simpler than (1.1) in the following
two aspects: (a) the process of computingWn = {z ∈ K : 〈xn − z, Jx− Jxn〉 ≥ 0} is removed; (b) the process of computing
ΠHn∩Wn is replaced by computingΠHn .
5. Applications
As applications, in this section, we will discuss the strong convergence concerning general H-monotone mappings in
Banach spaces. First we recall some concepts.
A mapping H from X to X∗ is said to be
(i) monotone if 〈Hx− Hy, x− y〉 ≥ 0 for all x, y ∈ X;
(ii) strictly monotone if H is monotone and 〈Hx− Hy, x− y〉 = 0 if and only if x = y;
(iii) β-Lipschitz continuous if there exists a constant β ≥ 0 such that ‖Hx− Hy‖ ≤ β‖x− y‖ for all x, y ∈ X .
Let M be a set-valued mapping from X to X∗ with domain D(M) = {z ∈ X : Mz 6= ∅} and range R(M) = ∪{Mz : z ∈
D(M)}. A set-valued mappingM is said to be
(i) monotone if 〈x1 − x2, y1 − y2〉 ≥ 0 for each xi ∈ D(M) and yi ∈ Mxi, i = 1, 2;
(ii) r-strongly monotone if 〈x1 − x2, y1 − y2〉 ≥ r‖x1 − x2‖2 for each xi ∈ D(M) and yi ∈ Mxi, i = 1, 2;
(iii) maximal monotone ifM is monotone and its graph G(M) = {(x, y) : y ∈ Mx} is not properly contained in the graph of
any other monotone mapping;
(iv) general H-monotone if M is monotone and (H + λM)X = X∗ holds for every λ > 0, where H is a mapping from X to
X∗.
Lemma 5.1. Let X be a Banach space with the dual space X∗,H : X → X∗ a strictly monotone mapping, and M : X → 2X∗ a
general H-monotone mapping. Then M is a maximal monotone mapping.
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Proof. Let x ∈ X and u ∈ X∗ be any given points such that
〈u− v, x− y〉 ≥ 0, (y, v) ∈ G(M). (5.1)
SinceM is general H-monotone, we know that (H + λM)X = X∗ holds for every λ > 0 and so there exists (x0, u0) ∈ G(M)
such that
Hx+ λu = Hx0 + λu0. (5.2)
Now (5.1) and (5.2) imply that
0 ≤ λ〈u− u0, x− x0〉 = 〈Hx0 − Hx, x− x0〉.
Since H is strictly monotone, it follows that x = x0. Again from (5.2), we have u = u0. Thus, (x, u) ∈ G(M) and so M is a
maximal monotone mapping. This completes the proof. 
Remark 5.1. By Lemma 5.1, we know that, if H : X → X∗ is strictly monotone and M : X → 2X∗ is general H-monotone,
thenM is a maximal monotone mapping. Therefore,M−10 is closed and convex.
Lemma 5.2 ([2]). If X be a uniformly convex and uniformly smooth Banach space, δX () is the modulus of convexity of X and
ρX (t) is the modulus of smoothness of X, then the inequalities
8d2δX (‖x− ξ‖/4d) ≤ φ(x, ξ) ≤ 4d2ρX (4‖x− ξ‖/d)
hold for all x and ξ in X, where d = √(‖x‖2 + ‖ξ‖2)/2.
Lemma 5.3 ([13]). Let X be a Banach space with the dual space X∗,H : X → X∗ a strictly monotonemapping, andM : X → 2X∗
a general H-monotone mapping. Then
(i) (H + λM)−1 is a single valued mapping;
(ii) if X is reflexive and M : X → 2X∗ is r-strongly monotone, then (H + λM)−1 is Lipschitz continuous with constant 1
λr , where
r > 0.
Let X be a Banach space, H : X → X∗ a strictly monotone mapping, andM : X → 2X∗ a general H-monotone mapping.
Using Lemma 5.3, we know that, for every λ > 0 and x∗ ∈ X∗, there exists a unique x ∈ D(M) such that x = (H + λM)−1x∗.
Thus, we can define a single valued mapping Tλ : X → D(M) by Tλx = (H + λM)−1Hx. It is obvious thatM−10 = F(Tλ) for
all λ > 0.
Theorem 5.1. Let X be a uniformly convex and uniformly smooth Banach space with δX () ≥ k2 and ρX (t) ≤ ct2 for some
k, c > 0, and X∗ be the dual space of X. Let H : X → X∗ be a strictly monotone and β-Lipschitz continuous mapping, and let




then Tλ is a relatively nonexpansive mapping.
Proof. First, we prove that Fˆ(Tλ) = F(Tλ). Suppose that there exists {zn} ⊂ X such that zn ⇀ p and limn→∞(zn− Tλzn) = 0.
Since H is β-Lipschitz continuous,
‖Hzn − HTλzn‖ ≤ β‖zn − Tλzn‖.
Letting n→∞, we have
1
λ
(Hzn − HTλzn)→ 0.
It follows from 1
λ
(Hzn − HTλzn) ∈ MTλzn and the monotonicity ofM that〈





for all x ∈ D(M) and x∗ ∈ Mx. Taking the limit as n→∞, we obtain
〈x− p, x∗〉 ≥ 0
for all x ∈ D(M) and x∗ ∈ Mx. By the maximality ofM , we know that p ∈ M−10. It is easy to see that F(Tλ) = M−10 and so
F(Tλ) ⊂ Fˆ(Tλ). Thus, Fˆ(Tλ) = F(Tλ).
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Next, we prove that φ(p, Tλw) ≤ φ(p, w). From Lemma 5.3 and the Lipschitz continuity of H , we have







By (5.3) and Lemma 5.2,
φ(p, Tλw) = φ(Tλp, Tλw)







φ(p, w) ≥ 8d2δX (‖p− w‖/4d) ≥ 12k‖p− w‖
2. (5.5)
Since 64cβ2 ≤ 12kλ2r2, it follows from (5.4) and (5.5) that
φ(p, Tλw) ≤ φ(p, w)
and so Tλ is relatively nonexpansive. This completes the proof. 
Now we consider the convergence for a general H-monotone mapping. Based on Theorems 5.1 and 4.1, we obtain the
following theorem.
Theorem 5.2. Let X, X∗,H, M, and λ be the same as in Theorem 5.1. Let f : X → R be a convex and lower semicontinuous
mapping with D(f ) = X. Assume that {αn}∞n=0 is a sequence in [0, 1) such that lim supn→∞ αn < 1. Define a sequence {xn} in X
by the following algorithm
x0 = x ∈ X, H0 = X
yn = J−1(αnJxn + (1− αn)JTλxn)
Hn+1 = {z ∈ Hn : G(z, Jyn) ≤ G(z, Jxn)}
xn+1 = Π fHn+1x, n = 0, 1, 2, . . . .
(5.6)
If M−10 is nonempty, then {xn} converges toΠ fM−10x.
Let X be a uniformly convex and uniformly smooth Banach space, H = J andM be a maximal monotone mapping. Then
we can define Jλ = (J+λM)−1J . From the proof of Theorem 4.3 of [9], we know that Jλ is a relatively nonexpansivemapping
for all λ > 0. Thus, by using Theorem 4.2, we have the following theorem.
Theorem 5.3. Let X be a uniformly convex and uniformly smooth Banach space and Jλ = (J + λM)−1J , where λ > 0 and M is a
maximal monotone mapping from X to X∗. Assume that {αn}∞n=0 is a sequence in [0, 1) such that lim supn→∞ αn < 1. Define a
sequence {xn} in X by the following algorithm
x0 = x ∈ X, H0 = X
yn = J−1(αnJxn + (1− αn)JJλxn)
Hn+1 = {z ∈ Hn : φ(z, Jyn) ≤ φ(z, Jxn)}
xn+1 = ΠHn+1x, n = 0, 1, 2, . . . .
(5.7)
If M−10 is nonempty, then {xn} converges toΠM−10x.
Remark 5.2. Theorem 5.3 improves TheoremMT2. In fact, the iterative procedure (5.7) is simpler than (1.2) in the following
two aspects: (a) the process of computingWn = {z ∈ K : 〈xn − z, Jx− Jxn〉 ≥ 0} is removed; (b) the process of computing
ΠHn∩Wn is replaced by computingΠHn .
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