A new method is presented for the numerical computation of the generalized eigenvalues of real Hamiltonian or symplectic pencils and matrices. The method is strongly backward stable, i.e., it is numerically backward stable and preserves the structure (i.e., Hamiltonian or symplectic). In the case of a Hamiltonian matrix the method is closely related to the square reduced method of Van Loan, but in contrast to that method which may su er from a loss of accuracy of order p ", where " is the machine precision, the new method computes the eigenvalues to full possible accuracy.
Introduction
The eigenproblem for Hamiltonian and symplectic matrices has received a lot of attention in the last 25 years, since the landmark papers of Laub 13] and Paige/Van Loan 20] . The reason for this is the importance of this problem in many applications in control theory and signal processing, 17, 12] and also due to the fact that the construction of a completely satisfactory method is still an open problem. Such a method should be numerically backward stable, have a complexity of O(n 3 ) or less and at the same time preserve the Hamiltonian or symplectic structure. Many attempts have been made to tackle this problem, see 8, 15, 17] and the references therein, but it has been shown in 1] that a modi cation of standard QRlike methods to solve this problem is in general hopeless, due to the missing reduction to a Hessenberg{like form. For this reason other methods like the multishift-method of 2] were developed that do not follow the direct line of a standard QR-like method. The structure of the multishift method is at rst a computation of the eigenvalues followed by a sequence 1 of exact-shift steps of a QR method that is based on the non-Hessenberg reduction of Paige and Van Loan 20] . The method is backward stable and structure preserving but it may su er from loss of convergence, in particular for large problems and furthermore it needs good approximations for the eigenvalues rst. These can for example be obtained via the square-reduced method of Van Loan 25] . In the symplectic case a similar method has been proposed by Lin 16] and improved by Patel 21] . Both methods are structure preserving and backward stable for a modi ed problem which involves the square of the original matrix. But squaring a matrix, computing the eigenvalues of the square, and taking square roots to obtain the eigenvalues of the original matrix can lead to a loss of half of the possible accuracy. This was shown by the worst-case error analysis in 25] .
In this paper we will present a new method which does not su er from this loss of accuracy and it is constructed in such a way that the same method can be used for Hamiltonian matrices, symplectic matrices, Hamiltonian pencils, or symplectic pencils. The method is structure preserving, backward stable, and needs O(n 3 ) oating point operations. There are three main ingredients for this new method, a new matrix decomposition, which can be viewed as a symplectic URV decomposition, a periodic Schur decomposition for a product of two or four matrices 6, 10, 11] and the generalized Cayley transformation which allows a uni ed treatment of Hamiltonian and symplectic problems, 14, 18] .
The paper is organized as follows: In Section 2 we introduce the notation and review some basic results. In Section 3 we develop the theoretical basis for the new algorithm and in Section 4 we then describe the new procedure. An error analysis is given in Section 5 and numerical examples are presented in Section 6.
Notation and Preliminaries
In this section we introduce some notation, important de nitions and also some preliminary results.
We will be concerned with the computation of eigenvalues of special matrices and matrix pencils. To simplify the notation we use in the following the expression eigenvalue for eigenvalues of matrices and also for pairs ( ; ) 6 = (0; 0) for which the determinant of a matrix pencil E ? A vanishes. These pairs are not unique, since they can be scaled by a nonzero factor and still the determinant vanishes. So if 6 = 0 then we identify ( ; ) with ( ; 1) or = . Pairs ( ; 0) with 6 = 0 are called in nite eigenvalues.
We now introduce the classes of matrices and matrix pencils that are discussed in this paper.
De nition 2.1 Let J := " 0 I n ?I n 0 # , where I n is the n n identity matrix. In this paper we will mainly discuss regular Hamiltonian and symplectic pencils, (a pencil E ? A is called regular if det( E ? A) does not vanish identically for all complex pairs ( ; ).) The main reasons for this are rst that we do not know of any application for singular Hamiltonian or symplectic pencils and second that for singular pencils no eigenvalue computation is necessary, since every complex number is an eigenvalue. We will, however, point out in our algorithm when we detect singularity or near singularity of the pencil.
We have the following well-known properties of Hamiltonian and symplectic pencils: 
:
On the other hand, as we will show below, this does not harm the spectral properties, i.e., we can still use (3) to compute the eigenvalues of E H ? A H .
Theoretical Background
When performing eigenvalue computations one is usually restricted to similarity transformations for matrices and equivalence transformations for pencils, since only these preserve all the spectral properties.
The basis for our new algorithm, however, is a non-equivalence transformation for the original Hamiltonian pencil, which leads to an equivalence transformation for the pencil (3).
From the eigenvalues of (3) But in this situation we can apply a trick which is based on a non-equivalence transformation applied to the Hamiltonian pencil. This transformation can be viewed as a symplectic version of the URV-decomposition. URV-decompositions of a matrix into a product of two unitary matrices U, V and an upper triangular matrix R, were rst introduced by Stewart in order to achieve a compromise between accuracy and computational cost between the QR decomposition and the singular value decomposition for rank and nullspace computations, see 22, 24] .
In general such decompositions are not useful for the computation of eigenvalues, but as we will see, in the case of Hamiltonian and symplectic pencils or matrices the situation is di erent. (17) as in (14), (15) . Now fortunately we can compute the eigenvalues of (16), (17) from the condensed form of Lemma 3.1 without forming the products. To do this we can directly employ the periodic Schur decomposition for products of matrices or pencils of products of matrices 6, 10, 11] without forming the products. The periodic QR algorithm applied to (17) We present here the formulas for the pencil situation, the matrix case is obtained by settinĝ E = I n . LetÊ In the case of an unreduced 2 2 diagonal block inÂ 22 the corresponding eigenvalue is an eigenvalue of the pencil " e ii e i;i+1 0 e i+1;i+1 # " f ii f i;i+1 0 f i+1;i+1
which has the characteristic polynomial In this section we have described a new method to compute the eigenvalues of Hamiltonian pencils. We can apply the same idea to symplectic pencils by using the generalized Cayley transformation of Lemma 2.3 b) to transform the symplectic pencil to a Hamiltonian pencil, applying the described procedure and computing the eigenvalues via the inverse Cayley transformation applied to the eigenvalues. Step 1: Determine orthogonal transformation matrices Q 3 Step 2: Apply the periodic QZ algorithm of 11] to the product pencil E 11 E T 22 + A 11 A T 22 ; (27) i.e., compute orthogonal transformation matrices U 1 ; U 2 ; U 3 ; U 4 2 R n n such that U Step 3: Solve the 1 1 or 2 2 eigenvalue problems arising from explicitly multiplying out the diagonal blocks in (27) , i.e., determine pairs ( i ; i ) for i = 1; : : :; n via (24) or (25) , respectively.
Step 
Step 5 
End
The main computational work lies in Steps 1. and 2. of this procedure. While Step 2. is well analyzed, and di erent procedures for this problem have been described 6, 11], Step 1 is new and we describe it in more detail below.
If we want to apply Algorithm 4.1 to a Hamiltonian matrix it simpli es signi cantly. Note that for symplectic matrices we still need to use the pencil formulation, since the associated Hamiltonian problem arising from the Cayley transformation is in general a Hamiltonian pencil. Step 3: Solve the 1 1 or 2 2 eigenvalue problems arising from explicitly multiplying out the diagonal blocks in (34), (35), i.e., determine eigenvalues i , i = 1; : : :; n, via the solution of the 1 1 or 2 2 eigenvalue problems arising in the block diagonal of this product.
Step 4: Compute the eigenvalues of H by i = p i ; n+i = ? p i ; i = 1; : : :; n.
We now describe the reduction to the condensed form (5), (6) . Step 1: Step 2:
For k = 1; : : :; n ? 1 % AnnihilateÂ n+k:2n;k .
For j = k; : : :; n ? 1 Use J(n + j; n + j + 1; k;j;1 ) to eliminateâ n+j;k from the left. Set E := J(n + j; n + j + 1; k;j;1 ) TÊ , A := J(n + j; n + j + 1; k;j;1 ) TÂ , Q 3 := Q 3 J(n + j; n + j + 1; k;j;1 )
Use G s (j; j + 1; k;j;2 ) to eliminateê n+j;n+j+1 from the right. Set E :=ÊG s (j; j + 1; k;j;2 ), Q 1 := Q 1 G s (j; j + 1; k;j;2 ), Use J(j; j + 1; k;j;3 ) to eliminateê j+1;j from the left. Set E := J(j; j + 1; k;j;3 ) TÊ , A := J(j; j + 1; k;j;3 ) TÂ , Q 3 := Q 3 J(j; j + 1; k;j;3 ). Endfor j Use J s (n; k;n;1 ) to eliminateâ 2n;k from the left. Set E := J s (n; k;n;1 ) TÊ , A := J s (n; k;n;1 ) TÂ , Q 3 := Q 3 J s (n; k;n;1 ). Use J s (n; k;n;2 ) to eliminateê 2n;n from the right. Set E :=ÊJ s (n; k;n;2 ), Q 1 := Q 1 J s (n; k;n;2 ). % AnnihilateÂ k+1:n;k .
For j = n; n ? Use J s (n; n;n;1 ) to eliminateâ 2n;n from the left. Set E := J s (n; n;n;1 ) TÊ , A := J s (n; n;n;1 ) TÂ , Q 3 := Q 3 J s (n; n;n;1 ).
Use J s (n; n;n;2 ) to eliminateê 2n;n from the right. Set E :=ÊJ ( n; n;n;2 ), Q 1 := Q 1 J s (n; n;n;2 ).
If only the condensed form is required (i.e., the orthogonal transformations are not accumulated) then the algorithm requires about 84n 3 ops which is less than the initial Hessenberg{ triangular reduction in the standard QZ algorithm which requires 90 2 3 n 3 ops. Although Algorithm 4.3 generates more zeros than the Hessenberg-triangular reduction, it is cheaper as far as the computational cost is concerned. This is due to the fact that we can apply Householder matrices to A from the right during the reduction process whereas the Hessenberg-triangular reduction relies on 2 2 rotations (or re ections).
We demonstrate how the algorithm works using a 6 6 example (i.e., n = 3). Suppose we have reduced E to triangular form and updated A as in Step 1 of Algorithm 4.3, i.e., E = 
:
To eliminate the upper part of the rst column ofÂ, we use a similar sequence of transformations as for the lower part, but this time we start from the bottom elementâ n;1 =â 3;1 which is eliminated by using a Givens rotation J 5 := J(n ? 1; n; :
With the same sequence of rotations we can annihilate the entriesâ j;1 , j = n ? 1; n ? 2; : : :; 2 (here, this is onlyâ 2;1 ) and retain the triangular structure ofÊ. We then obtain E = :
That is, we have generated the required structure in rows and columns 1 and n + 1 = 4. In the next execution of the outer (k) loop, the same sequence of transformations is used in rows Use P s (k; u k;2 ) to eliminateÂ k+1:n;k from the left. Set A := P s (k; u k;2 )Â, Q 1 := Q 1 P s (k; u k;2 ). % AnnihilateÂ n+k;k+1:n andÂ n+k;n+k+2:2n .
Use P s (k + 1; v k;1 ) to eliminateÂ n+k;k+2:n from the right. Set A :=ÂP s (k + 1; v k;1 ), Q 2 := Q 2 P s (k + 1; v k;1 ). Use J s (k + 1; k ) to eliminateâ n+k;k+1 from the right. Set A :=ÂJ s (k + 1; k ), Q 2 := Q 2 J s (k + 1; k ). Use P s (k + 1; v k;2 ) to eliminateÂ n+k;n+k+2:2n from the right. Set A :=ÂP s (k + 1; v k;2 ), Q 2 := Q 2 P s (k + 1; v k;2 ). Endfor k % Annihilateâ 2n;n .
Use J s (n; n ) to eliminateâ 2n;n from the left. Set A := J s (n; n ) TÂ , Q 1 := Q 1 J s (n; n ).
End
If only eigenvalues are required, the orthogonal transformations need not be accumulated. In that case, Algorithm 4.4 requires 80n ) di erence in the op count, Algorithm 4.4 is more complicated than the standard Householder Hessenberg reduction as far as indexing, subroutine calls, and updating the transformations are concerned. This will in practise lead to a slightly higher execution time than for the Householder Hessenberg reduction.
We will illustrate the reduction of a 2n 2n to the condensed form (6) using a 6 6 example. First, we have to annihilate the rst column of A. Using a symplectic Householder re ection we can eliminate all entries below the diagonal in the rst column of the lower left block of A.Â That is, we have generated the required structure in rows and columns 1 and n + 1 = 4. In the next execution of the outer loop, the same sequence of transformations is used in rows and columns 2 and n + 2 = 5 and we obtain A = The nal step consists of eliminatingâ 2n;n =â 6;3 using J s (3; 
Error Analysis
In this section, we will derive the error analysis for Algorithms 4.1 and 4.2.
Since in both methods all transformations are performed with orthogonal and orthogonal symplectic matrices we can apply the standard backward error analysis of Wilkinson, e.g. 27, 9] . To do this we need to analyse the backward error. We begin with an analysis of the computation of the eigenvalues of a Hamiltonian matrix H via Algorithm 4.2.
Using the usual arguments in the analysis of orthogonal transformations, e.g., 27, 9], we obtain that there exists a 2n 2n matrix E, with j jEj j " j jHj j, where " is a small number equivalent to the machine precision, andQ 1 is also an eigenvalue of (H + JE T J)(H + E).
The condition of a simple eigenvalue of a matrix A 2 R n n as de ned in 27] is given by 1 s( ) = 1 jy H xj (42) where x and y with j jxj j 2 = j jyj j 2 = 1 are the right and left, respectively, eigenvectors of A corresponding to .
Theorem 5.1 Let be a nonzero and simple eigenvalue of a real Hamiltonian matrix H 2 H 2n , and let 1=s( ) be its condition number as given in (42). Let " be the machine precision.
If the matrix E in (41) satis es j jEj j < " j jHj j, and with U 2 US 2n randomly generated by n symplectic rotations and n re ectors.
We tested all four methods for n = 12. Since exact eigenvalues are not known, we compare the values computed by URVHQR, URVPSD, and SQRED with those obtained by DGEEVX (denoted by QR ). The results for the ve eigenvalues of smallest absolute value (and worst condition number) are shown in Table 2 Again, the symplectic URV decomposition yields eigenvalue approximations according to the accuracy to be expected by s( ) and Theorem 5.1 whereas both SQRED and URVHQR again loose accuracy of order j jHj j=j j.
Example 6.3 We tested the four methods for randomly generated Hamiltonian matrices with entries distributed normally in the interval ?1; 1 ]. Since the eigenvalue distribution for these examples usually behaves nicely, the eigenvalues computed by either of the four methods are computed to almost the same accuracy. We give the CPU times for 2n 2n examples for several sizes of n. For each size of n, we computed 100 examples. The values given in Table 3 Table 3 shows that URVHQR, URVPSD, and SQRED are much faster than the standard QR algorithm. The speed-ups are in relative accordance to the op counts. There is a little overhead which causes all three methods to be slightly slower than to be expected from the op counts, though. This is due to the fact that these methods are more complex as far as index handling, memory access, and subroutine calls are concerned.
Besides the faster computation of the eigenvalues, both URV based methods and Van Loan's method return the right pairing of the eigenvalues as i , i = 1; : : :; n. Since DGEEVX treats a Hamiltonian matrix like an arbitrary unsymmetric matrix, small perturbations can cause computed eigenvalues with small real parts to cross the imaginary axis. For instance, the number of stable eigenvalues in Example 6.3 returned by DGEEVX for n = 100 varied between 95 and 103.
Conclusions
We have presented a new method for computing the eigenvalues of Hamiltonian matrices and pencils which can also be used for symplectic matrices and pencils employing a Cayley transformation. The method is numerically strongly backward stable, since it preserves the underlying Hamiltonian structure and uses only backward stable orthogonal transformations. The algorithms save a signi cant amount of computational cost compared to the standard QR and QZ algorithms. On the other hand, the new method is more expensive in both computational cost and work space than Van Loan's method and its analogues for the symplectic case, but does not su er from the O( p ") loss of accuracy as these methods do.
Future work will include an LAPACK-based implementation of Algorithm 4.1. Our algorithms strongly depend upon the performance of the periodic QR and QZ algorithms. Thus, in order to obtain reasonable execution times for Algorithms 4.1 and 4.2, excellent implementations of the periodic QR and QZ algorithm will be required.
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