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„Du Taugenichts! Da sonnst du dich schon wieder und dehnst und reckst dir die
Knochen . . . “
„Nun“ sagte ich, „wenn ich ein Taugenichts bin, so ist’s gut, so will ich in die Welt
gehen und mein Glück machen.“
Joseph Freiherr von Eichendorff: Aus dem Leben eines Taugenichts

Zusammenfassung
In dieser Dissertationsschrift werden diverse aperiodische Folgen und Subshifts
mit endlichem Alphabet untersucht. Im ersten Teil erweitern wir die bereits eta-
blierten Begriffe linearly repetitive, repulsive und power free. Hierfür führen wir
die neuen Begriffe α-repetitive, α-repulsive und α-finite ein und untersuchen de-
ren Eigenschaften. Danach wenden wir diese neuen Begriffe auf die Klasse der
Sturmschen Subshifts an und verallgemeinern hierbei mehrere bereits bekann-
te Resultate hinsichtlich dieser neuen Begrifflichkeiten, wie zum Beispiel, dass
die Begriffe α-repetitive, α-repulsive und α-finite für diese Klasse von Beispielen
stets äquivalent sind. Des Weiteren zeigen wir einen Zusammenhang zwischen
diesen und Jarník Mengen auf, welcher eine interessante Verbindung zwischen
aperiodischen Strukturen und der Zahlentheorie liefert. Anschließend studieren
wir l-Grigorchuk-Subshifts. Diese stammen von der wohlbekannten Grigorchuk-
Gruppe ab, welche ein subexponentielles, aber nicht polynomielles Wachstum
hat. Für diese Subshifts zeigen wir einige grundlegende Eigenschaften und geben
genaue Bedingungen, wann diese die Eigenschaften der anfangs neu eingeführten
Begrifflichkeiten erfüllen. Unter anderem sehen wir, dass die Begriffe α-repetitive
und α-repulsive im Allgemeinen nicht äquivalent sind.
Im zweiten Teil betrachten wir intermediate β-transformations, welche eine Kom-
bination aus Rotationsabbildung und β-Transformation bilden. Zu Beginn klassi-
fizieren wir diese Transformationen bezüglich eines zugrundeliegenden Parame-
terraums und erweitern hierbei einige Resultate von Hofbauer, Glendinning und
Palmer durch Einführung einer gewissen Klasse von Substitutionen. Des Weiteren
besitzt jede intermediate β-transformation ein absolut stetiges ergodisches Maß
und eine Menge von zugehörigen aperiodischen Folgen. Unser Hauptaugenmerk
liegt hierbei auf den Wortfrequenzen dieser aperiodischen Folgen. Insbesondere un-
tersuchen wir unter gewissen Voraussetzungen das Konvergenzverhalten für Folgen
von diesen Wortfrequenzen und ergodischen Maßen. Wir stellen hierbei fest, dass
das Konvergenzverhalten stark von der Wahl zugrundeliegender Eigenschaften
abhängt und, je nach Fall, stark voneinander abweichen kann. Hierbei stellen wir
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CHAPTER 1
Introduction
Aperiodic sequences and subshifts over finite alphabets play a role in various
branches of mathematics, physics, and computer science. The theory of aperiodic
order is a relatively young field of mathematics, which has attracted considerable
attention in recent years, see for instance [2, 3, 4, 33, 34, 50, 51, 63, 64, 70, 73].
It has grown rapidly over the past three decades; on the one hand, due to the
experimental discovery of physical solid substances, called quasicrystals, exhibiting
such features [48, 75]; and on the other hand, due to intrinsic mathematical interest
in describing the very border between crystallinity and aperiodicity. While there is
no axiomatic framework for aperiodic order, various types of order conditions have
been studied, see [2, 3, 28, 29, 33, 34, 42, 51, 56, 57, 58, 64] and references therein.
In particular, through the work of Durand [28, 29], and Lagarias and Pleasants [58]
it has become apparent that key features of aperiodic minimal subshifts (and their
higher-dimensional analogues) to be studied are linearly repetitive, repulsive and
power free.
This thesis consists of two major parts. In the first part, we further develop the
notions linearly repetitive, repulsive and power free by introducing the more
general notions α-repetitive, α-repulsive and α-finite. We discuss basic properties
and study these notions in the context of two important classes of subshifts, namely
Sturmian subshifts and Grigorchuk subshifts. We note that the results of this part
were already published in [26] and [40]. In the second part, we are dealing with
intermediate β-transformations and study certain convergence properties of their
underlying ergodic probability measures by relating these to certain substitutions,
which originate from rigid rotations and the famous Thue-Morse sequence.
1
1. Introduction
Part I: Regularity of aperiodic subshifts
The full shift over a finite alphabetA is theN-action given by the left-shift S on the
set of infinite A -valued sequences. A subshift is the restriction of this dynamical
system to a closed S -invariant subspace; of particular interest are minimal aperiodic
subshifts, the prototypes being Sturmian subshifts. Each Sturmian subshift arises
naturally of a rigid rotation with an irrational angle θ on the unit circle. The
corresponding subshift is called Sturmian subshift of slope θ. The following
well-known statements have been shown [28, 29, 33, 51, 64] to be equivalent.
(1) The Sturmian subshift of slope θ is linearly repetitive.
(2) The Sturmian subshift of slope θ is repulsive.
(3) The Sturmian subshift of slope θ is power free.
(4) The continued fraction entries of θ are bounded.
Such notions of complexity, and the associated implications on the Diophantine
properties of θ, correspond to properties of the dynamical system and can be used
to classify Sturmian subshifts.
A natural question that arises from this equivalence is how these notions can be
extended and generalised if the continued fraction entries of θ are unbounded.
Therefore, we will introduce three new notions, namely α-repetitive, α-repulsive
and α-finite (α ≥ 1). Indeed, we have that 1-repetitive is equivalent to linearly
repetitive for aperiodic subshifts, that 1-repulsive is equivalent to repulsive, and
that 1-finite is equivalent to power free.
For α ≥ 1, a subshift Y which is α-repetitive roughly means that the maximum
return time (with respect to the left-shift map) of an infinite word in Y to a cylinder
set U ⊂ Y generated by a finite word u is of the order |u|α; α-repulsive loosely
means that if W is a factor of an infinite word in Y and if w , W is a prefix and a
suffix of W, then the overlap of these two appearances of w in W is at most of the
order |w| − |w|1/α; and α-finite roughly means that if n is the largest natural number
such that the n-fold concatenation of a finite word u is a factor of an infinite word
in Y , then n is at most of the order |u|α−1. For a Sturmian subshift of slope θ and
for α ≥ 1, we shown that the characteristics α-repetitive, α-repulsive and α-finite
are equivalent. Further, we obtain for this equivalence exact conditions on the
Diophantine properties of θ and introduce therefore the notion well-approximable
of α-type.
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Theorem (Theorem 4.3.5). For α > 1 and θ ∈ [0, 1] irrational, the following are
equivalent.
(1) The Sturmian subshift of slope θ is α-repetitive.
(2) The Sturmian subshift of slope θ is α-repulsive.
(3) The Sturmian subshift of slope θ is α-finite.
(4) The slope θ is well-approximable of α-type.
Additionally, we compute the Hausdorff dimension dimH of the set Θα of θ’s which
are well-approximable of α-type, by relating Θα to Jarník and exact Jarník sets and
by using the results of [16, 17, 22, 54].
Theorem (Theorem 4.4.1). For α > 1 we have that dimH (Θα) = 2/(α + 1).
In defining the fractal level sets the so-called Jarník sets surface in a very natural
way, and as such, our findings provide a nice application of this prominent class of
number theoretic sets to aperiodic order.
Motivated by the equivalence for Sturmian subshifts, we address the following
question: For an arbitrary subshift and for α ≥ 1, which of the order conditions
α-repetitive, α-repulsive and α-finite are equivalent? We prove the following.
Theorem (Theorem 3.2.1). For α ≥ 1, we have that a subshift is α-repulsive if and
only if it is α-finite.
However, for α > 1, we establish that α-repetitive is not necessarily equivalent
to α-repulsive, and hence, nor α-finite. This latter result is provided by a class of
subshifts stemming from Grigorchuk’s infinite 2-group G – the first known group of
intermediate growth introduced by Grigorchuk [38] (see also [39], where a general
class of groups, denoted by Gω, of intermediate growth is introduced). They have
been studied, for instance, by Bon [62], Grigorchuk, Lenz and Nagnibeda [36, 37],
and Sell [74]. These subshifts are determined by an infinite sequence l = (li)i∈N of
natural numbers and we refer to them as l-Grigorchuk subshifts.
We show that l-Grigorchuk subshifts are aperiodic and minimal (Proposition 5.1.3
and Corollary 5.2.3). We also obtain an explicit formula in terms of the sequence
l for the complexity function of an l-Grigorchuk subshift (Theorem 5.2.1), from
which we are able to deduce that an l-Grigorchuk subshift is uniquely ergodic
(Corollary 5.2.4). Indeed, we show that there exist at most two and at least one
right special word per length. Additionally, we establish necessary and sufficient
conditions for these new subshifts to be α-repetitive and α-repulsive, which directly
show that these properties are not equivalent in general.
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Theorem (Theorem 5.3.1). For α ≥ 1 the following three statements are equiva-
lent.
(1) An l-Grigorchuk subshift is α-repulsive.
(2) An l-Grigorchuk subshift is α-finite.
(3) lim supn→∞
⏐⏐⏐ln+1 + (1 − α)∑ni=1 li⏐⏐⏐ < ∞.









Further, we give some examples of l-Grigorchuk subshifts which exhibit different
order characteristics (Example 5.5.1) and conclude this part by showing that an
α-repulsive l-Grigorchuk subshift is α2-repetitive (Proposition 5.5.2).
Part II: Intermediate β-transformations
The main object of consideration in the second part of this thesis are intermediate
β-transformations. They are piecewise linear maps Tβ,α : [0, 1) → [0, 1) given by
Tβ,α(x) B βx + α mod 1, x ∈ [0, 1),
where 1 < β < 2 and 0 ≤ α ≤ 2 − β. Especially, we are interested in the
corresponding (β, α)-expansions. A (β, α)-expansion kβ,α(x) for x ∈ [0, 1] is a
sequence belonging to {0, 1}N given, for each n ∈ N, by
kβ,αn (x) =
⎧⎪⎪⎨⎪⎪⎩0 if T n−1β,α (x) ∈ [0, (1 − α)/β),1 otherwise.
The special (β, α)-expansions kβ,α(0) and kβ,α(1) are called kneading invariants of
Tβ,α. The study of intermediate β-transformations goes back to Parry in [67]. To
illustrate the importance of these transformations, we recall some of the known
results in this area: Intermediate β-transformations occur naturally in the study of
simplified models of Lorenz attractors, see [35] and [69]. Especially, Parry proved
in [68] that a Lorenz map f is conjugate to an intermediate β-transformation if
f is transitive. Here, a map f : [0, 1) → [0, 1) is called transitive if and only if
for each interval I ⊂ [0, 1) there exists an m ∈ N such that ⋃mi=1 f i(I) = (0, 1).
4
Hubbard and Sparrow proved in [47] that Lorenz maps can be described up to
topological conjugacy by their kneading invariants. Further, Parry proved in [68]
that any topological mixing interval map with a single discontinuity is topologically
conjugate to an intermediate β-transformation. Additionally, in [59], necessary and
sufficient conditions are given on the kneading invariants of Tβ,α for it to satisfy the
subshift of finite type property.
Parry constructed in [67] an absolutely continuous Tβ,α-invariant probability mea-
sure, which we call Parry measure, and in [41], it was verified that the corre-
sponding density function is always non-negative and right-continuous. Hofbauer
[43, 44, 46] showed that this measure is ergodic and maximal, and in [45] Hofbauer
classified all intermediate β-transformations with a Parry measure of full support.
The second part of this thesis focuses on the question of how the normalised
Parry measure Pβ,α of an intermediate β-transformation and the word frequencies
of corresponding (β, α)-expansions converge as β goes to one, namely along a
sequence of parameters (β j, α j) j∈N such that lim j→∞ β j = 1 and lim j→∞ α j = α ∈
(0, 1). Hofbauer’s results regarding the support of Parry measures indicate that the
























Figure 1.1: Illustration of some cones and bubbles.
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Further, Palmer [65] and Glendinning [35] classified all parameters (β, α) such that
Tβ,α is not transitive. The set found by Palmer and Glendinning coincides with the
set found by Hofbauer, which implies that the Parry measure has full support if and
only if Tβ,α is transitive. To obtain these results, they introduced for every rational
number k/n ∈ (0, 1) a cone-shaped set which contains a bubble-shaped set. One
observes that these sets originate from k/n on the α-axis and we denote these as
the (k, n)-cone and the (k, n)-bubble. Especially, these cones yield a partition of the
parameter space and the bubbles are exactly those sets such that the corresponding
intermediate β-transformations are not transitive. Fig. 1.1 illustrates how these














Figure 1.2: Exemplary case
for a rational number k/n
Given a sequence of parameters (β j, α j) j∈N such that
lim j→∞ β j = 1 and lim j→∞ α j = α ∈ (0, 1) one has
to distinguish between the case that α is an irrational
or a rational number. If α equals a rational number
k/n, one observes the following three distinct cases
as illustrated in Fig. 1.2.
The first case is given by a convergence inside the
(k, n)-bubble as shown by the dotted arrow. We
prove that the sequence of normalised Parry mea-
sures converges weakly to a sum of Dirac measures
(Theorem 7.1.4), which is directly related to the
rational rotation of angle k/n, namely we show that
w-lim
j→∞






Further, Glendinning proved in [35] that one is able
to link each bubble to the whole parameter space via
some sort of renormalisation process. We show in
Theorem 7.1.3 and Theorem 7.1.6 that such a renor-
malisation of a (k, n)-bubble is directly related to a
certain substitution σk,n, which stems from the ratio-
nal rotation of angle k/n and the famous Thue-Morse substitution, see Section 6.3
and Remark 7.1.2. These renormalisations yield a bubble-in-bubble structure by
applying these consecutively. Here, one has to distinguish between two possibili-
ties. In the case that one is able to renormalise an infinite number of times as one
goes down the bubble, we prove that the word frequencies of the corresponding
(β, α)-expansions do not converge to the frequencies of a rational rotation as one
could expect from the weak convergence of the normalised Parry measure. More
precisely, we show that the frequencies converge point-wise to the frequencies of
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the sequence lim j→∞ σk1,n1 · · ·σk j,n j(0) (Theorem 7.1.12). To obtain this result we
show beforehand that lim j→∞ σk1,n1 · · ·σk j,n j(0) yields a uniquely ergodic minimal
subshift (Theorem 7.1.10). Especially, if k j/n j = 1/2 for all j ∈ N, one obtains
that lim j→∞ σk1,n1 · · ·σk j,n j(0) equals the famous Thue-Morse sequence, see for
example [1, 33], and that the frequencies converge point-wise to the frequencies
of the Thue-Morse sequence. Further, the second case inside a fixed bubble is
given if one is only able to renormalise a finite number of times as the sequence of
parameters converges down the bubble. In this case one is able to shift the whole
problem to a sequence of parameters lying outside of all bubbles and one may
deduce some results for the original sequence by applying a certain finite number
of substitutions σk,n to the (β, α)-expansions of these new transformations, see the
first half of Section 7.1.
The second case is given by the dashed arrow. In this case one converges inside the
cone but outside of the corresponding inner bubble. Here, the previously applied
methods fail because it is not possible to renormalise. Therefore, we study in
Theorem 7.2.6 the return time of two special subsets of [0, 1) and show that the
normalised Parry measure of these sets vanishes as β goes to one (Theorem 7.2.8).
These results allow us to conclude in Theorem 7.2.10 and Corollary 7.2.11 that the
frequencies converge point-wise to the frequencies of a periodic sequence, which
is corresponding to a rational rotation of angle k/n.
In the case of the solid arrow, the sequence of parameters converges outside of
the corresponding cone. Here, we prove in Theorem 7.3.3 that a sequence of
normalised Parry measures converges weakly to the Lebesgue measure if the
sequence of parameters only passes through bubbles. Further, we show under this
restriction in Theorem 7.3.4 that the frequencies converge exactly as in the second
case. Moreover, Theorem 7.3.3 holds for irrational α’s as well and we obtain that
the frequencies converge point-wise to the frequencies of a Sturmian sequence
if one only passes through bubbles which are related to the best approximants
of α (Theorem 7.3.5). The results obtained in the second case indicate that one
should be able to find certain sufficient conditions on the sequence of parameters
to obtain similiar results for the normalised Parry measure and the frequencies if
one converges in the third case outside of all bubbles. We believe it would be a
fruitful venture to investigate these and to see what other kind of convergences are
possible in this unadressed case.
In conclusion we would like to emphasise that the obtained results regarding the
convergence of sequences of normalised Parry measures and the corresponding
frequencies yield an immediate application to the diffraction theory of quasicrystals.
7
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Given such a Dirac comb, one is interested in its diffraction spectrum, which
emerges from the Fourier transform of its autocorrelation, see [3] for precise
definitions and a general introduction into this topic. Loosely speaking, the auto-
correlation represents the relative frequency of occurring distances between two
1’s in u. Especially, the autocorrelation can be described completely by the word
frequencies of u if they do exist. Hence, the obtained results yield a class of
Dirac combs, where the limit of their corresponding diffraction spectra is highly
dependent on the choosen path of convergence and may have completely different
characteristics, for example a pure point specrum or singular continuous spectrum.
This would extend some results in [52], where these kind of convergences were




In this chapter we give basic definitions and introduce notation used throughout
the thesis. Following conventions, we denote with N, Q and R the sets of natural,
rational and real numbers, respectively, we denote with Z the set of integers,
with N0 the set of non-negative integers and with R+ the set of non-negative real
numbers. We denote the greatest common divisor of two integers m and n as
gcd(m, n), the floor of a real number x by ⌊x⌋ B max{z ∈ Z : z ≤ x} and the ceiling
of a real number x by ⌈x⌉ B min{z ∈ Z : z ≥ x}. Further, we denote by card X the
cardinality of the set X and 1A : X → {0, 1} denotes the characteristic function of
A ⊆ X, namely 1A(x) = 1, if x ∈ A, and 1A(x) = 0 otherwise. In the context of
maps on [0, 1) we set
[a, b) B
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
{x ∈ [0, 1) : a ≤ x < b} if a < b,
{x ∈ [0, 1) : 0 ≤ x < b} ∪ {x ∈ [0, 1) : a ≤ x < 1} if b < a,
∅ if a = b,
for a, b ∈ [0, 1). We call a subset of [0, 1) an interval if it is of the above form and
denote its length |b − a| by |[a, b)|.
Alphabet. Let A be a finite set called alphabet. Its elements are called letters or
symbols.
Monoid of finite words. For n ∈ N0 we define A n to be the set of all finite words





where by convention A 0 is the set containing only the empty word ε. For w =
(w1, . . . ,wk) and v = (v1, . . . , vn) ∈ A ∗, we set wv B (w1, . . . ,wk, v1, . . . , vn), that is
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the concatenation of w and v. Hence a word (w1,w2, . . . ,wk) ∈ A ∗ is also denoted
by w1w2 · · ·wk. For m ∈ N, we denote by vm the m-fold concatenation of w with
itself, namely
vm B vv · · · v  
m-times
.
The set A ∗ together with the operation of concatenation defines a monoid with
identity element ε. The length of a word v is the number of its letters and is denoted
by |v| with |ε| = 0 and, for k ≤ |v| a natural number, we set v|k B (v1, v2, . . . , vk).
We say that a word w = (w1, . . . ,wk) ∈ A ∗ occurs at position j in a word v if
v j−1+i = wi for each i ∈ {1, . . . , k}. The natural number j is referred to as an
occurrence of w in v and we call w a factor of v. We denote by |v|w the number of
occurences of w in v.
Infinite words. We denote byA N the set of all sequences over the alphabetA . We
call its elements infinite words and we use the notations analogously as introduced
for finite words. We equip it with the product topology of the discrete topology on
each copy of A . Thus A N is compact due to Tychonov’s theorem. This topology
is equal to the topology induced by the following ultrametric:
d(u, v) B 2−min{n∈N : un,vn}, for u, v ∈ A N, u , v and d(v, v) B 0.
We define the continuous map S : A N → A N by S ((un)n∈N) B (un+1)n∈N, which
we call the left-shift. The metric d and the left-shift S extend naturally toA N ∪A ∗
via an embedding of A ∗ in A N by extending each finite word via a distinct letter
to an infinite word. Hence, the concatenation of letters extends naturally for an
infinite word (un)n∈N by writing u1u2u3u4u5 · · · instead of (u1, u2, u3, u4, u5, . . .).
Language. For n ∈ N and u ∈ A N define Ln(u) to be the set of all factors
occurring in u of length n. Following convention we setL0(u) = {ε}. The language





A finite word w ∈ A ∗ is called a prefix of a finite or infinite word v if there exists
a u such that v = wu. Similarly, a finite word w ∈ A ∗ is called a suffix of a finite
word v if there exists a finite word v′ such that v = v′w. For s ≥ 2, we call a factor
w ∈ L (u) s-right special if the cardinality of the set {a ∈ A : wa ∈ L (u)} is equal
to s. A word is called right special if it is s-right special for some s ≥ 2. We define






if the limit exists.
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Properties of infinite words. An infinite word u over an alphabet A is called
recurrent if every factor has infinitely many different occurrences in u. A gap of a
factor w of u is an integer k which is a difference between two successive occur-
rences of w in u. We say that u is uniformly recurrent or minimal if u is recurrent
and for each factor w of u there exists an upper bound for the corresponding gaps.
A sequence u ∈ A N is said to be ultimately periodic if there exists a k ∈ N and a
n0 ∈ N such that un = un+k for every n ≥ n0. It is just called periodic if n0 = 1. A
sequence u ∈ A N is called aperiodic if it is not ultimately periodic.
Word complexity. For an infinite word u ∈ A N, we define the complexity function
p = pu : N→ N of u by
pu(n) B cardLn(u),
which is counting the number of different words of certain length occurring in u.
The word complexity gives a good criterion for the aperiodicity of an infinite word
as we can see in the following lemma.
Lemma 2.0.1. [33, Proposition 1.1.1] A sequence u ∈ A N is not aperiodic if
and only if there exists an n ∈ N such that pu(n) ≤ n. Additionally, an ultimately
periodic sequence u ∈ A N has a bounded complexity function.
Subshifts. A closed subset Y ⊆ A N which is left-shift invariant (that is S (Y) = Y)
is referred to as a subshift. The set A N is often called the full shift. A subshift is
compact as a closed subset of the compact setA N. For an infinite word u = (un)n∈N
over an alphabet A , we set
Σu B {S k(u) : k ∈ N0},
where the closure is taken with respect to the discrete product topology. We call
Σu the subshift generated by u. If Y is a subshift, then the tuple (Y, S ) forms a
topological dynamical system, which we will discuss later. Therefore, a subshift is
called minimal if for all u ∈ Y the set Σu is dense in Y . If Y only contains aperiodic
elements, we call Y aperiodic. Note that a subshift generated by an aperiodic
sequence is not necessarily aperiodic, but it is if the sequence is additionally
uniformly recurrent. Hence, some prefer to define an aperiodic sequence as a
sequence which is uniformly recurrent and not ultimately periodic. The language
L (Y) of a subshift Y is the set of all factors of elements belonging to Y . Further,
we defineLn(Y) to be the set of all factors of elements contained in Y with length n.
Following convention we setL0(Y) B {ε}. For s ≥ 2, we call w = (w1, . . . ,wk) ∈
L (Y) s-right special if the cardinality of the set {a ∈ A : (w1, . . . ,wk, a) ∈ L (Y)}
is equal to s. A word is called right special if it is s-right special for some
s ≥ 2. For a word w = w1 · · ·wn ∈ L (Y) the cylinder set [w] is given by
11
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{u ∈ Y : u j = w j for each j ∈ {1, . . . , n}}. Cylinder sets are open by construction.
Further, each cylinder set is the complement of a finite union of cylinder sets, and
so cylinder sets are also closed.
Lemma 2.0.2. [33, Lemma 1.1.2] For every sequence u ∈ A N, the following
statements are equivalent:
(i) we have v ∈ Σu,
(ii) the word v1 · · · vn occurs in u for each n ∈ N,
(iii) L (v) ⊆ L (u).
Lemma 2.0.3. [33, Proposition 5.1.10] If u ∈ A N is minimal, v ∈ Σu implies
u ∈ Σv and the subshift Σu equals the set of all infinite words having the same
language as u.
Lemma 2.0.4. [33, Proposition 5.1.13] The subshift Σu is minimal if and only if u
is minimal.
Substitutions. A substitution is a map σ : A → A ∗ \ {ε} which extends natu-
rally to a semigroup homomorphism on A ∗ by concatenation, that is σ(ww′) =
σ(w)σ(w′) for each w,w′ ∈ A ∗ and σ(ε) = ε. A substitution σ acts on an infinite
word u ∈ A N analogously via
σ(u) = σ(u1)σ(u2)σ(u3) · · · .
For two substitutions σ1 : A → A ∗ \ {ε} and σ2 : A → A ∗ \ {ε} , we set
σ1σ2 B σ1 ◦ σ2. A substitution σ : A → A ∗ \ {ε} is primitive if there exists an
n ∈ N such that, for each a, b ∈ A , the letter a occurs in σn(b). It is of constant
length if there exists an n ∈ N such that |σ(a)| = n for each a ∈ A . Further, it is
called positive if for every a, b ∈ A the letter a occurs in σ(b).
Measure theory. Let δx denote the Dirac measure in x, that is δx(A) = 1 for x ∈ A
and δx(A) = 0 otherwise. The support of a measure µ, defined on a topological
space X, is given by
supp(µ) B
{
x ∈ X : x ∈ Ux ⇒ µ(Ux) > 0 for each open neighbourhood Ux of x} .
A sequence (µ j) j∈N of Borel probabilty measures on [0, 1) is said to converge




f dµ j =
∫
f dµ.
Here, Cb([0, 1)) denotes the set of all bounded real valued continuous functions on
[0, 1). We write w-lim
j→∞
µ j = µ.
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For a general introduction to measure theory, we refer the reader to [10, 11, 13]
and the references therein.
Dynamical Systems. Let X be a compact metric space together with a continuous
map T : X → X. The tuple (X,T ) is called topological dynamical system. A
topological dynamical system is minimal if the orbit {T n(x) : n ∈ N} is dense in
X for every x ∈ X. Recall that a Borel measure µ on X is called T -invariant if
µ(T−1(B)) = µ(B), for all Borel sets B. A topological dynamical system (X,T )
always has an T -invariant Borel probability measure. A topological dynamical
system is called uniquely ergodic if there exists exactly one such measure. Two
dynamical systems (X1,T1) and (X2,T2) are called to be topological conjugate if
there exists a homeomorphism φ from X1 onto X2 such that φ ◦ T1 = T2 ◦ φ.
A quadruple (X,B, µ,T ) is a measure-theoretical dynamical system, where µ is a
probability measure defined on the σ-algebra B given for a set X and T : X → X
is a measurable map which fulfils µ(T−1(B)) = µ(B), for all B ∈ B. The system
(X,B, µ,T ) is ergodic if every set B ∈ B with T−1(B) = B fulfils µ(B) ∈ {0, 1}. Let
(X1,B1, µ1,T1) and (X2,B2, µ2,T2) be two measure-theoretical dynamical systems.
The maps T1 and T2 are said to be measure-theoretical isomorphic if there exist
M1 ∈ B1, M2 ∈ B2 with µ1(M1) = µ2(M2) = 1 such that T1(M1) ⊂ M1, T2(M2) ⊂
M2 and there exists an invertible transformation φ : M1 → M2 with φ ◦ T1(x) =
T2 ◦ φ(x), for all x ∈ M1, and µ1(φ−1(B)) = µ2(B), for all B ∈ B2.
For more details and a general introduction into the field of dynamical systems see
for example [25, 49, 79]. Finally we state two important and well-known results
on ergodic dynamical systems.
Theorem 2.0.5 (Birkhoff’s Ergodic Theorem). [79, Theorem 1.14] Let (X,B, µ,T )
be an ergodic measure-theoretical dynamical system and f ∈ L1µ. We have for







f ◦ T k(x) =
∫
f dµ.
Theorem 2.0.6. [79, Theorem 6.19] Let T : X → X be a continuous transforma-
tion of a compact metrisable space X. The transformation T is uniquely ergodic if
and only if there exists a T-invariant Borel probability measure µ such that for all














Regularity of aperiodic subshifts

CHAPTER 3
α-repetitive, α-finite and α-repulsive subshifts
In this chapter we consider the notions linearly repetitive, repulsive and power free.
These play an important role in the world of aperiodic order and have been studied
extensively, see for example [28, 29, 33, 51, 58, 64]. We extend these concepts
by introducing the new notions α-repetitive, α-repulsive and α-finite. Further we
prove some general properites of these new notions.
The chapter is divided in two sections. In Section 3.1, we define the basic notions
and their generalisations α-repetitive, α-repulsive and α-finite. The second part,
Section 3.2, is about general results and properties of this newly introduced notions.
3.1 Definitions
Definition 3.1.1. The repetitive function R : N→ N ∪ {∞} of a subshift Y assigns
to r the smallest r′ such that any element of L (Y) with length r′ contains (as
factors) all elements ofL (Y) with length r. In the case that no such r′ exists, we
set R(r) = ∞.
A subshift Y is called linearly repetitive, if and only if there exists a positive
constant K, such that R(n) ≤ Kn, for all n ∈ N.
Note that R(n) < ∞ for each n ∈ N is equivalent to the subshift being minimal.
Traditionally linearly repetitive subshifts often also are called linearly recurrent. In
[27, 28, 29] Durand refines the definition of linearly recurrent via so called return
words. Especially a linearly repetitive minimal subshifts fulfils their property of
being linearly recurrent.
Definition 3.1.2. A subshift Y is called repulsive if the value
ℓ B inf
{ |W | − |w|
|w| : w,W ∈ L (Y),w is a pre- and suffix of W, and W , w , ε
}
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is non-zero.
Definition 3.1.3. A subshift Y is called power free if and only if there exists a
constant p ∈ N such that for all u ∈ L (Y) always up+1 < L (Y).
It is well-known that the notions repulsive and power free are equivalent. See,
for example [50, Lemma 2.1]. Following these well-known notions, we begin by
introducing the definition of α-repetitive which generalises the concept of linearly
repetitive.
Definition 3.1.4. Let α ≥ 1 be given and set





A subshift Y is called α-repetitive if Rα is finite and non-zero.
Remark 3.1.5. If 1 ≤ α < β and 0 < Rβ < ∞, then Rα = ∞. Similarly, if
0 < Rα < ∞, then Rβ = 0. Since aperiodicity of a subshift guarantees that
the number of words of length n is strictly greater than n, for all n ∈ N, see
Lemma 2.0.1, this yields that linearly repetitive and 1-repetitive are equivalent for
aperiodic subshifts and especially that 1-repetitive implies linearly repetitive.
The next definition is a generalisation of the notion of a subshift being power free.
Indeed, one sees that if α = 1, then 1-finite is equivalent to the (asymptotic) powers
being finite, which in turn is equivalent to the property of being power free.
Definition 3.1.6. For a subshift Y and for n ∈ N define
Q(n) B sup{p ∈ N : there exists W ∈ L (Y) with |W | = n and W p ∈ L (Y)}.
Let α ≥ 1 be given. We say that the subshift Y is α-finite if the value




is non-zero and finite. Also, for ease of notation, for a given word v ∈ L (Y), we
let Q(v) denote the largest integer p such that vp ∈ L (Y). In the case that no such
p exists, we set Q(v) = ∞.
Remark 3.1.7. If 1 ≤ α < β and 0 < Qβ < ∞, then Qα = ∞. Similarly, if
0 < Qα < ∞, then Qβ = 0.




Definition 3.1.8. Let α ≥ 1 be given. For a subshift Y set
ℓα B lim inf
n→∞ Aα,n,
where for a given natural number n ≥ 2
Aα,n B inf
{ |W | − |w|
|w|1/α :
w,W ∈ L (Y), w is a prefix and suffix of W,
|W | = n and W , w , ε
}
. (3.1)
If ℓα is finite and non-zero, then we say that Y is α-repulsive.
Remark 3.1.9. If 1 ≤ α < β and if 0 < ℓβ < ∞, then ℓα = 0. To see this, suppose
that 0 < ℓβ < ∞. Thus, for n ∈ N sufficiently large, there exist words w,W ∈ L (Y)
with w a prefix and suffix of W, |W | = n and W , w , ε, so that
ℓβ
2
≤ |W | − |w||w|1/β ≤ 2ℓβ.
Hence, |w| ≥ n(2ℓβ + 1)−1, and
ℓβ |w|1/β−1/α
2
≤ |W | − |w||w|1/α ≤ 2ℓβ |w|
1/β−1/α .
Therefore, we have that ℓα = 0. Similarly one can show that ℓβ = ∞ if 0 < ℓα < ∞.
As mentioned before, it was shown in [50] that power free and repulsive are
equivalent and, as we will shortly see in Theorem 3.2.1, we have that 1-finite and
1-repulsive are equivalent. Together with the equivalence of 1-finite and power
free, we get that the notions 1-repulsive and repulsive coincide.
3.2 Interdependencies
One of the first questions naturally arising is, are the notions α-finite and α-
repulsive equivalent for every α ≥ 1. We can answer this question affirmatively, as
we see in the next theorem.
Theorem 3.2.1. For α ≥ 1, we have that a subshift Y is α-repulsive if and only if
it is α-finite.
Proof. Let α ≥ 1 be fixed and let Y be α-repulsive. Suppose that Qα = ∞. In this
case there exist sequences of natural numbers (nk)k∈N and (pk)k∈N satisfying
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(i) (nk)k∈N is increasing with pkn1−αk > k, and
(ii) there exists W(k) ∈ L (Y) with |W(k)| = nk and W pk(k) ∈ L (Y).
Thus, we have that pk > 1, for all k sufficiently large. Since W
pk−1
(k) is a prefix and a
suffix of W pk(k) we have that


















for all k sufficiently large. Here the third step follows from the fact that 1/(x− 1) ≤
2/x for each x ≥ 2. Therefore, we have that ℓα = 0.
Suppose that Qα = 0. For n ∈ N let W(n),w(n) ∈ L (Y) be such that |W(n)| = n,
w(n) , W(n) is a prefix and suffix of W(n) and
|W(n)| − |w(n)|
|w(n)|1/α = Aα,n.
Since 0 < ℓα < ∞, this means that there exists a sequence (nk)k∈N of natural
numbers such that 2|w(nk)| >
⏐⏐⏐W(nk)⏐⏐⏐, for all k ∈ N. Thus, for each k ∈ N, there exists
a qk ≥ 2 such that
w(nk) = u(k)u(k) · · · u(k)                    
qk−1
z(k) and W(nk) = u(k)u(k) · · · u(k)                    
qk
z(k),

















where the lengths of the u(k) are unbounded, as otherwise lim supk→∞Q(u(k)) = ∞.





This together with (3.2) yields that ℓα = ∞.
Suppose that Qα is non-zero and finite. This means there is a sequence of tuples





pkn1−αk = Qα < ∞, and for each k ∈ N there exists a word W(k) ∈ L (Y)
with |W(k)| = nk and
W(k)W(k) · · ·W(k)                          
pk
∈ L (x).
For a fixed k ∈ N, setting
W = W(k)W(k) · · ·W(k)                          
pk




|W | − |w|
|w|1/α =
n1−1/αk








This latter value converges to Q−1/αα , and so, we have that ℓα is finite.
By way of contradiction, suppose ℓα = 0. This implies there is a strictly increasing
sequence of integers (nm)m∈N, so that there exist W(nm),w(nm) ∈ L (Y) with W(nm) ,







Assuming that the two occurrences of w(nm) in W(nm) do not overlap would imply
|W(nm)| > 2|w(nm)| and hence with Eq. (3.3) that |w(nm)|(α−1)/α < 1/m, which yields
a contradiction because the length of w(nm) tends to infinity. This means the two
occurrences of w(nm) in W(nm) overlap. Thus, there exist p = pnm ∈ N so that
w(nm) = u u · · · u      
p−1
v and W(nm) = u u · · · u      
p
v,
where u = u(nm), v = v(nm) ∈ L (Y) with 0 < |v| < |u|. Combining the above gives
p |u|1−α > mα, and so, Qα = ∞, contradicting the assumption that Qα is finite. 
Next, we show some basic properties of these newly introduced notions.
Proposition 3.2.2. Let α ≥ 1. If a subshift Y is α-finite, or equivalently α-repulsive,
then it is aperiodic.
Proof. We show the contrapositive. Suppose that there exists a y ∈ Y such that
S k(y) = y, for some k ∈ N. This implies that Q(nk) = ∞, for all n ∈ N, and so, for
all α ≥ 1 we have that Qα = ∞. Therefore, the subshift Y is not α-finite for any
α ≥ 1. 
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Proposition 3.2.3. For an aperiodic subshift Y we have that R(n) > nQ(n), for all
n ∈ N.
Proof. Recall that aperiodicity of a subshift guarantees that the number of factors
of length n is strictly greater than n, for all n ∈ N, see Lemma 2.0.1. Let n ∈ N be
fixed. Let w ∈ L (Y) be such that |w| = n and wQ(n) ∈ L (Y). The word wQ(n) has at
most n different factors of length n. Thus, since |wQ(n)| = nQ(n) and sinceL (Y) is
aperiodic, we have that R(n) > nQ(n). 
Corollary 3.2.4. For an aperiodic subshift Y and for α ≥ 1, we have that Rα ≥ Qα.
In particular, Rα = 0 implies Qα = 0 and Qα = ∞ implies Rα = ∞.
In general it is not true that if Qα = 0, then Rα = 0 and if Rα = ∞, then Qα = ∞.
An infinite word u in which one of the letters only occurs exactly once gives rise
to the subshift Σu where this occurs. However, this subshift is not minimal. The
l-Grigorchuk subshifts (which we will introduce in Chapter 5) provide examples
of uniquely ergodic and minimal subshifts which are α-finite (or equivalently




After devoloping the new notions α-repetitive, α-repulsive and α-finite, we investi-
gate in this chapter Sturmian subshifts as a first example. They are a well studied
class of aperiodic subshifts with smallest possible complexity.
A Sturmian subshift is a subshift generated by a Sturmian sequence. Sturmian
Sequences are one of the most famous aperiodic sequences. They are known
under several different names. For example, cutting sequences, mechanical words,
rotation sequences, balanced sequences or Beatty sequences. They are sequences
over a binary alphabet which have exactly n + 1 different factors of length n
for each n ∈ N. Each Sturmian sequence has an associated irrational number θ
which determines most of its properties. This yields a strong connection between
combinatorics and number theory via continued fraction expansions. The best
known example of a Sturmian sequence is the Fibonacci sequence. Their first
letters are given by
0100101001001010010100100101001001 · · · .
The associated irrational number is the golden ratio and it is the fixed point of the
Fibonacci substitution, which is defined on {0, 1} via mapping the letter 0 to 01 and
the letter 1 to 0.
The chapter is divided into four sections. In Section 4.1 we define Sturmian
sequences and their corresponding subshifts followed by some basic properties.
The second part, Section 4.2, introduces continued fractions and their relation to
Sturmian sequences while introducing the notion of being well-approximable of
α-type. In Section 4.3 we then investigate the notions α-repetitive, α-repulsive and
α-finite in context of Sturmian subshifts. We conclude this chapter by investigating
the Hausdorff dimension of sets of continued fractions yielding Sturmian subshifts




There are plenty of ways to introduce Sturmian sequences. For example, they
can be defined via a cut and project scheme [3], as extensions of circle rotations
[33], using a substitution sequence [64], via so-called mechanical (infinite) words
[33, 60], also known as rotation sequences. But the simplest and most elegant way
is via the complexity function, as defined below, see also for instance [33].
Definition 4.1.1. A sequence u ∈ A N is called Sturmian if it has complexity
pu(n) = n + 1 for all n ∈ N.
For a Sturmian sequence u we refer to the subshift Σu as the Sturmian subshift
of u. Referring to Lemma 2.0.1, Sturmian sequences are exaclty those aperiodic
sequences which have the smallest possible complexity. Besides being simple and
elegant, this definition is not really helpful to get a good grasp and understanding
of what Sturmian sequences look like.
Probably the best introductory definition is via an irrational rotation on the unit
circle or respectively the right open unit interval.
Definition 4.1.2. Let θ ∈ [0, 1) and define Rθ : [0, 1) → [0, 1) by x ↦→ x + θ mod 1.
For γ ∈ [0, 1), define the θ-coding of γ to be the sequence (un)n∈N given for each
n ∈ N by
un =
⎧⎪⎪⎨⎪⎪⎩1 if Rnθ(γ) ∈ [1 − θ, 1),0 else.
If θ is an irrational number it follows that every θ-coding is a Sturmian sequence
and we call such a θ-coding a Sturmian sequence of slope θ and its corresponding
generated subshift as the Sturmian subshift of slope θ. If one is replacing the
right-open interval [1− θ, 1) with the left-open interval (1− θ, 1] in Definition 4.1.2,
one obtains a Sturmian sequence with the same language. Indeed, both Sturmian
sequences differ only in at most one letter. One can show that this construction
gives rise to all Sturmian sequences. Furthermore, a Sturmian subshift of slope θ
is exactly the set of all Sturmian sequences of slope θ, independent of choosing a
left-open or right-open interval. For an overall picture and proofs we refer to [33,
Chapter 6].
Theorem 4.1.3 ([33]). A Sturmian subshift is aperiodic and minimal with respect
to the left-shift S .
Remark 4.1.4. Let η : {0, 1}N → {0, 1}N denote the involution on {0, 1}N given by
η(w1w2 · · · ) B e(w1)e(w2) · · · with e(0) B 1 and e(1) B 0. Let x be a Sturmian
sequence of slope θ and y be a Sturmian sequence of slope 1 − θ, then by a result




Here, we review the definition of continued fraction expansions and introduce the
new concept of well-approximable of α-type. For further insights into the topic of
continued fractions we refer to [53, 54].
Let θ ∈ [0, 1) denote an irrational number. For a natural number n ≥ 1, set
an = an(θ) ∈ N to be the n-th continued fraction entry of θ, that is






a3 + · · ·
.
A finite continued fraction is given by








This representation of a rational number is unique up to the case that, for an ≥ 2,
[0; a1, a2, . . . , an] = [0; a1, a2, . . . , an − 1, 1]. For an irrational number θ ∈ [0, 1) let
q0 = q0(θ) B 1, q1 = q1(θ) B a1, p0 = p0(θ) B 0, and p1 = p1(θ) B 1 and for a
given integer n ≥ 2, we set
qn = qn(θ) B anqn−1 + qn−2 and pn = pn(θ) B an pn−1 + pn−2.
It is known that gcd(pn, qn) = 1 and pn/qn = [0; a1, . . . , an], for all n ∈ N, see
for instance [22, 54]. The fraction pn/qn is sometimes also referred to as n-th
approximant of θ. We observe that if a1 = 1, then
θ = [0; 1, a2, a3, . . . ] > 1/2, 1 − θ = [0; a2 + 1, a3, . . . ]
and
qn(θ) = qn−1(1 − θ). (4.1)
The difference between two consecutive approximants is given by the next lemma.











We introduce in the following the notion well-approximable of α-type which
controls the growth of the continued fraction entries.






B {θ ∈ [0, 1) : 0 < Aα(θ)}, Θα B {θ ∈ [0, 1) : Aα(θ) < ∞}, Θα B Θα ∩ Θα.
Further, we say that θ ∈ Θα is well-approximable of α-type.
Notice, any irrational θ ∈ [0, 1) fulfils 0 < A1(θ). Further, the condition that an
irrational θ ∈ [0, 1] is well-approximable of 1-type is equivalent to the continued
fraction entries of θ being bounded.
Proposition 4.2.3. For an irrational θ, we have that θ is well-approximable of
α-type if and only if 1 − θ is well-approximable of α-type.
Proof. This is a consequence of Eq. (4.1) and Definition 4.2.2. 
4.3 Regularity results
First studies of the repetitive function of Sturmian subshifts go back to Morse
and Hedlund in [64]. They proved the following relation to the continued fraction
entries.
Theorem 4.3.1 ([64, Theorem 10.1]). For a Sturmian subshift of slope θ ∈ [0, 1),
we have that
R(n) =
⎧⎪⎪⎨⎪⎪⎩R(n − 1) + 1 if n ∈ N \ {qk}k∈N,qk+1 + 2qk − 1 if n = qk for some k ∈ N.
Theorem 4.3.2 ([28, 29, 33, 51, 64]). For θ ∈ [0, 1) irrational, the following are
equivalent.
(i) The Sturmian subshift of slope θ is linearly repetitive.
(ii) The Sturmian subshift of slope θ is repulsive
(iii) The Sturmian subshift of slope θ is power free.
(iv) The continued fraction entries of θ are bounded.
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In the following, let τ and ρ denote the substitutions on {0, 1} determined by
τ(0) B 0, τ(1) B 10, ρ(0) B 01, ρ(1) B 1.
For θ = [0; a1 + 1, a2, . . . ] ∈ [0, 1/2) irrational, we set U0 = U0(θ) B 0, V0 =
V0(θ) B 1 and, for k ∈ N,
Uk = Uk(θ) B τa1ρa2τa3ρa4 · · · τa2k−1ρa2k(0),
Vk = Vk(θ) B τa1ρa2τa3ρa4 · · · τa2k−1ρa2k(1).
Theorem 4.3.3 ([2]). Let X denote a Sturmian subshift of slope θ. Let x, y denote
the unique infinite words with x||Uk | = Uk and y||Vk | = Vk, for all k ∈ N. The
words x and y belong to X and hence, by the minimality of a Sturmian subshift,
X = Σx = Σy.
Proposition 4.3.4. Let θ = [0; a1 + 1, a2, . . . ] ∈ [0, 1/2) be an irrational number.
For all k ∈ N, we have
|Uk| = q2k,




Vk = Vk−1 Uk−1 . . .Uk−1                    
a2k−1
.
Proof. An inductive argument together with the definitions of Uk and Vk yields
the required result. 
The latter enables us to prove that the notions α-repetitive, α-repulsive and α-finite
coincide for Sturmian subshifts. Especially we are able to relate these notions
directly to the behaviour of the continued fractions entries of θ. Notice, by Re-
mark 4.1.4 and Proposition 4.2.3, it is sufficient to prove the following results
(Theorem 4.3.5 and Theorem 4.4.1) for θ ∈ [0, 1/2], and so, from here on for the
rest of this chapter, we assume that θ = [0; a1 + 1, a2, . . . ] ∈ [0, 1/2] with an ∈ N
and n ∈ N.
Theorem 4.3.5. For α > 1 and θ ∈ [0, 1) irrational, the following are equivalent.
(i) The Sturmian subshift of slope θ is α-repetitive.
(ii) The Sturmian subshift of slope θ is α-repulsive.
(iii) The Sturmian subshift of slope θ is α-finite.
(iv) The slope θ is well-approximable of α-type.
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Proof. The equivalence of (ii) and (iii) is given by Theorem 3.2.1. Therefore, we
divide the proof into three parts: namely, we show the following implications: (i)
⇒ (ii) ⇒ (iv) ⇒ (i). In this proof, we denote with X the Sturmian subshift of slope
θ.
(i) ⇒ (ii): Assume by way of contradiction that the statement is false, in which
case either ℓα = 0 or ℓα = ∞. First we consider the case ℓα = 0. By definition of ℓα,
there exist words W,w ∈ L (X) such that w is a prefix and suffix of W, W , w , ε
and




and R(n) ≤ 2Rαnα, (4.2)
for all n ≥ |w|. Further, for all i ∈ {1, 2, . . . , |w|}, we have that
wi = Wi = Wi+|W |−|w|. (4.3)






we have that u is a factor of w. In particular, letting ξ ∈ X and k ∈ N, the factor(
ξk, ξk+1, . . . , ξk+⌊|w|1/α2−1/αR−1/αα ⌋
)
,
of ξ is a factor of w. This together with (4.2) and (4.3) yields that ξk = ξk+|W |−|w| for
all k ∈ N, and thus, ξ is periodic. This contradicts the aperiodicity and minimality
of X. Therefore, if X is α-repetitive and not α-repulsive, then ℓα = ∞. For ease
of notation set Bk = inf{Aα,n : n ≥ akqk−1}. By Proposition 4.3.4, for all k ∈ N we
have that
W B Vk . . .Vk          
a2k
, w B Vk . . .Vk          
a2k−1
, W ′ B Uk−1 . . .Uk−1                    
a2k−1
, w′ B Uk−1 . . .Uk−1                    
a2k−1−1
(4.4)
all belong to the languageL (X), that
|W | − |w|
|w|1/α =
|Vk|1−1/α
(a2k − 1)1/α =
q1−1/α2k−1
(a2k − 1)1/α ,
provided that a2k , 1, and that
|W ′| − |w′|
|w′|1/α =
|Uk−1|1−1/α
a2k−1 − 1 =
q1−1/α2(k−1)
(a2k−1 − 1)1/α ,
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provided that a2k−1 , 1. Hence, for k ∈ N with ak , 1,
Bk ≤ q1−1/αk−1 (ak − 1)−1/α. (4.5)
Thus, since by assumption ℓα = ∞, since Bk ≤ Bk+1, for all k ∈ N, and since (qk)k∈N
is an unbounded monotonic sequence, given N ∈ N there exists M ∈ N so that
a jq1−αj−1 < N
−α, for all j ≥ M. For all n ∈ N let m(n) be the largest natural number so
that qm(n) ≤ n. By Theorem 4.3.1, for all n ∈ N, so that m(n) ≥ M,
R(n)
nα
≤ qm(n)+1 + 2qm(n) − 1 + qm(n)+1 − qm(n)
nα











Hence, we have that Rα ≤ N−α. However, N was chosen arbitrarily and so Rα = 0,
which contradicts the initial assumption that X is α-repetitive.
(ii) ⇒ (iv): Let [0; a1 + 1, a2, . . . ] denote the continued fraction expansion of θ.
Since the Sturmian subshift X is α-repulsive with α > 1, by Remark 3.1.9, we have
that X is not 1-repulsive and hence not repulsive. Therefore, the continued fraction
entries of θ are unbounded, see Theorem 4.3.2. In particular, infinitely often we
have that an , 1. Setting Bk = inf{Aα,n : n ≥ akqk−1}, as in Eq. (4.5), we have that
Bk ≤ q1−1/αk−1 (ak − 1)−1/α, for all k ∈ N with ak , 1. Since Bk ≤ Bk+1, there exists
N ∈ N so that, 2α/ℓαα ≥ (an − 1)q1−αn−1 , for all n ≥ N with an , 1. Hence, since the
sequence (qn)n∈N is an unbounded monotonic sequence and, since X is α-repulsive,






It remains to show that Aα(θ) > 0. We have observed that if the Sturmian subshift X
is α-repulsive, then the continued fraction entries of θ are unbounded. In particular,
infinitely often we have that an , 1. Thus, letting W,w,W ′,w′ be as in Eq. (4.4),
if Aα(θ) = 0, then Bk = 0, for all k ∈ N, and hence ℓα = 0. This contradicts the
assumption that X is α-repulsive. Hence, if the Sturmian subshift X is α-repulsive,
then Aα(θ) > 0.
(iv) ⇒ (i): Let m(n) denote the largest integer so that qm(n) < n. Since Aα(θ) <
∞, there exists a constant c > 1 such that am+1 ≤ cqα−1m , for all m ∈ N. By
Theorem 4.3.1 and the recursive definition of the sequence (qn)n∈N, we have that,
for all n ∈ N,
R(n) ≤ R(qm(n)) + am(n)+1qm(n)
= 2am(n)+1qm(n) + qm(n)−1 + 2qm(n) − 1
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≤ 2cqαm(n) + qm(n)−1 + 2qm(n)
≤ (2c + 3)nα.
In particular, we have that if θ is well-approximable of α-type, then Rα is finite.
Further, by Theorem 4.3.1, the recursive definition of the sequence (qn)n∈N and the
assumption that Aα(θ) > 0, we have that












= Aα(θ) > 0.
That is, if θ is well-approximable of α-type, then Rα > 0.

4.4 Relation to Jarník sets
We proved in the last section that the notions α-repetitive, α-repulsive, α-finite
and well-approximable of α-type are equivalent in the world of Sturmian subshifts.
One can ask the question how many Sturmian subshifts do exist which fulfil
these properties. We will answer this question in the following by calculating the
Hausdorff dimension dimH of Θα for each α > 1 and the Lebesgue measure Λ
of Θ1. We omit a definition of the Hausdorff dimension and refer the reader to
standard literature for an introduction into this topic, see for example [31].
Theorem 4.4.1. For α > 1 we have that dimH (Θα) = dimH (Θα) = 2/(α + 1) and
Λ(Θα) = 1.
To obtain that dimH (Θα) = 2/(α + 1), we show that Θα is contained in a countable
union of Jarník sets each with the same Hausdorff dimension, namely 2/(α + 1).
We also show that the exact Jarník set Exact(α + 1) is contained in Θα. Jarník sets
and exact Jarník sets are defined directly below. From these observations and the
results of [16, 17], one may conclude that dimH (Θα) = 2/(α + 1).
Definition 4.4.2. Given a strictly positive monotonically decreasing function
ψ : R→ R, the set
Jψ B
{
x ∈ [0, 1] :
⏐⏐⏐⏐⏐x − pq
⏐⏐⏐⏐⏐ ≤ ψ(q) for infinitely many p, q ∈ N}
is called the ψ-Jarník set. When ψ(y) = cy−β, where β > 2 and c > 0, we denote
the set Jψ by Jcβ and define





4.4. Relation to Jarník sets
to be the set of real numbers that are approximable to rational numbers p/q to
order qβ but no better.
Theorem 4.4.3 ([6, 7, 16, 17]). For β > 2 and c > 0, we have
dimH (Jcβ) = dimH (Exact(β)) = 2/β.










⏐⏐⏐⏐⏐ ≤ ⏐⏐⏐⏐⏐ pnqn − pn+1qn+1
⏐⏐⏐⏐⏐ ≤ 1an+1q2n ,
(4.6)
see for instance [54]. Also, considering sequences of approximations (pn(x)/qn(x))n∈N,
of an irrational number x = [0; a1, a2, . . . ] ∈ [0, 1], we have that J1/cα+1 contains the
set{
x = [0; a1, . . . ] ∈ [0, 1] :
⏐⏐⏐⏐⏐x − pn(x)qn(x)
⏐⏐⏐⏐⏐ ≤ c−1qn(x)−α−1 for infinitely many n ∈ N},
for further details see [54]. Thus, by the lower bound in (4.6), if lim supn→∞ an+1q
1−α
n ≥
c, for some given c > 0, then θ ∈ J1/cα+1. Therefore,




and so, by monotonicity and countable stability of the Hausdorff dimension (see
for instance [31]) and Theorem 4.4.3, we have that
dimH (Θα) ≤ dimH (Θα) ≤ 2/(α + 1). (4.7)
To prove that 2/(α + 1) is a lower bound for dimH (Θα) and dimH (Θα) we first
show Exact(α + 1) is a subset of Θ
α
and Θα and hence a subset of Θα. By [54,
Theorem 15] every best (reduced) rational approximation (of the first kind) p/q
to θ = [0; a1, a2, . . .], namely |θ − p′/q′| > |θ − p/q|, for all p′, q′ ∈ N with q′ < q,
is necessarily of the form p(m)/q(m) = [0; a1, a2, . . . , an−1,m], for some n ∈ N and






















≥ (an − 2m)qn−1 − qn−2
q(m)qnqn−1
> 0.
Hence, p(m)/q(m) is not a best approximation (of the first kind). From this, we
conclude 1/2 ≤ q(m)/qn ≤ 1, for an/2 ≤ m ≤ an. Hence, for every reduced fraction
p/q with |θ − p/q| ≤ q−1−α we may assume without loss of generality that p/q is a
best approximation (of the first kind) and hence we find n ∈ N such that⏐⏐⏐⏐⏐θ − pnqn
⏐⏐⏐⏐⏐ ≤ ⏐⏐⏐⏐⏐θ − pq
⏐⏐⏐⏐⏐ ≤ q−(α+1) ≤ 2α+1q−(α+1)n .
Using the lower bound in Eq. (4.6) gives, for every θ ∈ Exact(α + 1), that
lim sup an+1q1−αn ≥ 2−(α+1) and thus that Exact(α + 1) ⊂ Θα. Further, assume
that |θ − p/q| > dq−(α+1) for some d < 1 and all but finitely many rationals p/q.
This together with the upper bound in Eq. (4.6) yields that lim sup an+1q1−αn ≤ d−1.
In this way we have verified that Exact(α + 1) ⊂ Θα. The statement on the Haus-
dorff dimension of Θ
α
and Θα now follows from an application of Theorem 4.4.3,
the monotonicity of the Hausdorff dimension (see for instance [31]) and Eq. (4.7).
To complete the proof, we show that Λ(Θα) = 1. Notice, if θ ∈ [0, 1] \ J1α+1, using
the upper bound given in Eq. (4.6), we have that an+1q1−αn < 1, for all but finitely
many n ∈ N, and thus, Aα(θ) < 1. In particular, we have Θα ⊇ [0, 1] \ J1α+1. This




The Grigorchuk subshift is a subshift associated to Grigorchuk’s infinite 2-group G.
The group G was originally introduced in [38] and is an infinite finitely generated
torsion group and so belongs to the class of Burnside groups, see also [39]. It has
growth between polynomial and exponential, hence is amenable but not elementary
amenable, see [39]. This group therefore provided simultaneous answers to the
question of Milnor [18] on existence of groups of intermediate growth, and to the
question of Day [24] on existence of amenable but not elementary amenable groups.
Lysenok [61], gave a recursive presentation of G by generators and relations using
a substitution κ. It is remarkable that the substitution κ serves not only to define G
algebraically, but also, as is shown in [36], to describe spectral properties of G and
to determine G in terms of topological dynamics as a subgroup of the topological
full group of a minimal Cantor system. Following this substitution representation
we investigate a more general class of subshifts. They are determined by an infinite
sequence l = (li)i∈N of natural numbers and we refer to them as l-Grigorchuk
subshifts.
This chapter is structured as follows. In Section 5.1 we define l-Grigorchuk sub-
shifts and obtain some of their basic properties. Following this we determine
in Section 5.2 the complexity function of l-Grigorchuk subshifts and show that
they are uniquely ergodic. We discuss the properties α-repulsive and α-finite
for l-Grigorchuk subshifts in Section 5.3. The fourth part, Section 5.4, investi-
gates when l-Grigorchuk subshifts are α-repetitive. We finish this chapter with





Following convention we consider the alphabet {a, x, y, z}. We define the substitu-
tion κ : {a, x, y, z} → {a, x, y, z}∗ by
κ(a) B (a, x, a), κ(x) B y, κ(y) B z, κ(z) B x. (5.1)
It is known that there exists a unique infinite word η ∈ {a, x, y, z}N such that κ(η) = η,
see for instance [36]. We call the subshift Ση the Grigorchuk subshift. Alternatively,
this subshift can be generated by the three substitutions τx, τy and τz defined by
τβ(a) B (a, β, a), τβ(x) B x, τβ(y) B y, τβ(z) B z,
where β ∈ {x, y, z}. Indeed, the word η is the unique word with the prefix
(τx ◦ τy ◦ τz)n(a) = τx ◦ τy ◦ τz               ◦ τx ◦ τy ◦ τz               ◦ · · · ◦ τx ◦ τy ◦ τz                                                                                                                
n-times
(a),
for all n ∈ N. We now introduce a more general class of subshifts based on this
latter construction, which we call l-Grigorchuk subshifts, where each l = (lk)k∈N is
a sequence of natural numbers.
Let l = (lk)k∈N denote a fixed sequence of natural numbers. For j ∈ N, we denote
by N( j) and q( j) the unique integers such that
j = q( j) +
N( j)−1∑
i=1
li with 0 ≤ q( j) < lN( j).
We define τ( j) by
τ( j) B
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
τl1x ◦ τl2y ◦ τl3z ◦ · · · ◦ τlN( j)z ◦ τq( j)x if N( j) ≡ 0 (mod 3),
τl1x ◦ τl2y ◦ τl3z ◦ · · · ◦ τlN( j)x ◦ τq( j)y if N( j) ≡ 1 (mod 3),
τl1x ◦ τl2y ◦ τl3z ◦ · · · ◦ τlN( j)y ◦ τq( j)z if N( j) ≡ 2 (mod 3),
(5.2)
and let τ(0) be the identity. Additionally, we set
β( j) B
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x if N( j) ≡ 0 (mod 3),
y if N( j) ≡ 1 (mod 3),
z if N( j) ≡ 2 (mod 3).
(5.3)
Proposition 5.1.1. For l = (lk)k∈N, there exists a unique infinite word ηl with prefix
τ( j)(a), for all j ∈ N0.
34
5.1. Preliminaries
Proof. This is a consequence of the fact that, τ( j)(a) is a prefix of τ( j+1)(a), for all
j ∈ N0, and, as we will see in Proposition 5.1.2, lim j→∞|τ( j)(a)| = ∞. 
For a given sequence of natural numbers l = (lk)k∈N, we refer to the subshift Σηl as
the l-Grigorchuk subshift, where ηl is the unique word given in Proposition 5.1.1.
When it is clear from the context, we will write η instead of ηl. Note that the
Grigorchuk subshift is an l-Grigorchuk subshift with l equal to the constant one
sequence, namely l = (1, 1, 1, . . . ). By construction, for all j ∈ N, we observe that
η has the form
τ( j)(a) τ( j)(a) τ( j)(a)? ? ?
η = , (5.4)
where the letters x, y and z occur infinitely often, in a prescribed order determined by
the sequence l, in place of the question marks. One can also define an l-Grigorchuk
subshift where elements of l are allowed to take the value zero. But we only
consider the case that li , 0 for each i ∈ N. We believe that all of our results hold
under slightly weaker assumptions, namely that if li = 0, for some index i, then
li−1 and li+1 are non-zero, and the homomorphisms τx, τy and τz all occur infinitely
often in the construction of η.
Proposition 5.1.2. For j ∈ N0 we have that |τ j(a)| = 2 j+1 − 1.
Proof. We have that |τ(0)(a)| = |a| = 1. Suppose the result holds true for some
j ∈ N0, then
|τ( j+1)(a)| = |τ( j)(τβ( j)(a))| = |τ( j)(a)β( j)τ( j)(a)| = 2|τ( j)(a)| + 1 = 2( j+1)+1 − 1.
This completes the proof. 
Proposition 5.1.3. An l-Grigorchuk subshift is minimal.
Proof. For every word w in the language of η there exists a j ∈ N such that w is
a factor of τ( j)(a). The structure of η, namely that given in (5.4), yields that the
gap between two successive occurrences of w’s is bounded, and so, η is uniformly
recurrent. As uniformly recurrent is equivalent to the minimality of the subshift
generated by η, see for instance [9], this completes the proof. 
Even though we do not use it in the sequel, we would like to highlight the role that
κ and τ( j), and hence τx, τy and τz, play in Grigorchuk’s infinite 2-group G. Indeed,
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κ is (a version of) the substitution used by Lysenok [61] to obtain a presentation of
G. More specifically, it is shown in [61] that
G = ⟨a, x, y, z | 1 = a2 = x2 = y2 = z2 = κk((a, z)4) = κk((a, z, a, x, a, x)4), k ∈ N0⟩.
(5.5)
This presentation can be written using τ( j), and hence τx, τy and τz, by using the
fact that
κ j(a, z) = τ( j)(a, β( j−1)),
and that, for all j ∈ N,
κ j(a, z, a, x, a, x) = τ(1)(a, x)τ(2)(a, y)τ(3)(a, z)τ(4)(a, x) . . . τ( j+1)(a, β( j)).
Here τ( j) and β( j) are as defined in (5.2) and (5.3) with l equal to the constant 1
sequence, that is l = (li) with li = 1.
5.2 Aperiodicity, complexity and ergodicity
We now turn to computing the value of the complexity function for a given
l-Grigorchuk subshift. Knowing the behaviour of the complexity function allows
us to conclude that any l-Grigorchuk subshift is aperiodic and uniquely ergodic.
We note that in [74] an explicit formula for the complexity and the palindromic
complexity functions have also been obtained independently. The proof of the
following theorem is a generalisation of that given in [36, 37], where the case when
l is the constant one sequence is considered.
In the sequel, for ease of notation, we set M(n) B |τ(∑ni=1 li)(a)| = 21+∑ni=1 li − 1 for
each n ∈ N0.
Theorem 5.2.1. For m ∈ N0 and 0 ≤ r < M(m + 1) − M(m), the l-Grigorchuk
subshift satisfies,
p(M(m) + 1 + r) =⎧⎪⎪⎨⎪⎪⎩2M(m) + M(m − 1) + 3r if 0 ≤ r < M(m) − M(m − 1),3M(m) + 2r if M(m) − M(m − 1) ≤ r < M(m + 1) − M(m).
For the proof of this result we will use the following lemma.
Lemma 5.2.2. The factor τ( j)(a) is 3-right special for every j ∈ N0.
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Proof. This follows from the structure of η given in (5.4). 
Proof of Theorem 5.2.1. By Lemma 2.0.3 we just have to calculate the complexity
function of the corresponding η. For m = 1, every word of length
⏐⏐⏐τ(l1)(a)⏐⏐⏐ + 1 in
L (η) is a factor of at least one of the following words belonging toL (η).
τ(l1)(a)xτ(l1)(a) = (a, x, a, . . . , a, x, a                              
τ(l1)(a)
, x, a, x, a, . . . , a, x, a                              
τ(l1)(a)
)
τ(l1)(a)yτ(l1)(a) = (a, x, a, . . . , a, x, a                              
τ(l1)(a)
, y, a, x, a, . . . , a, x, a                              
τ(l1)(a)
)
τ(l1)(a)zτ(l1)(a) = (a, x, a, . . . , a, x, a                              
τ(l1)(a)
, z, a, x, a, . . . , a, x, a                              
τ(l1)(a)
)
This yields that p(|τ(l1)(a)| + 1) = 2|τ(l1)(a)| + |τ(0)(a)|. In the same way, for a fixed




























i=1 li)(a)                                 · · · β(∑m−1i=1 li)τ(∑m−1i=1 li)(a)                                                                                                                            
2lm -times
.
With this we obtain that, for all m ∈ N,
p(|τ(∑mi=1 li)(a)| + 1) ≤ 2|τ(∑mi=1 li)(a)| + |τ(∑m−1i=1 li)(a)|. (5.6)
By Lemma 5.2.2 the factor τ(
∑m
i=1 li)(a) is 3-right special, for all m ∈ N, and so
τ(1+
∑m







is 3-right special as it is a suffix of τ(
∑m+1








has the same length as τ(1+
∑m
i=1 li)(a), but it is not right special because, by (5.4), the



















i=1 li)(a)                                 · · · β(∑m−1i=1 li)τ(∑m−1i=1 li)(a)                                                                                                                            
(2lm−1)-times
,
whose length is equal to 2|τ(∑mi=1 li)(a)| − |τ(∑m−1i=1 li)(a)|, is 2-right special. Further, it
is not a suffix of τ(
∑m+1
i=1 li)(a). Using these right special words and their respective
suffixes of length strictly greater than |τ(∑mi=1 li)(a)| we obtain that
p(|τ(∑m+1i=1 li)(a)|+ 1)− p(|τ(∑mi=1 li)(a)|+ 1) ≥ 2|τ(∑m+1i=1 li)(a)| − |τ(∑mi=1 li)(a)| − |τ(∑m−1i=1 li)(a)|.
(5.7)
The result follows by combining (5.6) and (5.7) together with an inductive argument
over m. 
Corollary 5.2.3. Every l-Grigorchuk subshift is aperiodic.
Proof. By Proposition 5.1.3 we know that every l-Grigorchuk subshift is minimal.
This guarantees that each element of the l-Grigorchuk subshift has the same lan-
guage, see Lemma 2.0.3. Therefore, if an l-Grigorchuk subshift was not aperiodic,
then the complexity function would be bounded, contradicting Theorem 5.2.1. 
Corollary 5.2.4. Every l-Grigorchuk subshift is uniquely ergodic.
Proof. Given an l-Grigorchuk subshift Ση we define the associated two-sided
subshift Σ′η by Σ
′
η B {ω ∈ {a, x, y, z}Z : L (ω) ⊆ L (η)}. Here {a, x, y, z}Z denotes
the set of all bi-infinite words over the alphabet {a, x, y, z} equipped with the discrete
product topology. Since η is uniformly recurrent (see Proposition 5.1.3), we have
that Σ′η is minimal. (For the latter result, see for instance [9].) The existence of
an invariant measure supported on Σ′η is guaranteed by [14]. By Lemma 5.2.2
and Theorem 5.2.1 and [14, Theorem 2.2], where in this latter result we set α = 4
and k = 1, it follows that Σ′η has at most one ergodic measure µ. Therefore,
(Σ′η, S ) is a uniquely ergodic dynamical system. Since as a dynamical system,
(Ση, S ) is a topological factor of (Σ′η, S ) via the factor map π : Σ
′
η → Ση given by
π(. . . , x−2, x−1, x0, x1, x2, . . . ) = (x1, x2, . . . ), it follows that also (Ση, S ) is uniquely
ergodic. To see this fix a continuous function f : Ση → R and x ∈ Ση. Then there




















f ◦ π ◦ S k(y)
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=
∫
f dµ ◦ π−1.
This characterises unique ergodicity as stated in Theorem 2.0.6. 
Alternatively, one can show that any l-Grigorchuk subshift is a regular Toeplitz
subshift, and so it is uniquely ergodic, see [55].
5.3 Repulsivity of l-Grigorchuk subshifts
Theorem 5.3.1 below gives a necessary and sufficient condition on a given sequence
of natural numbers l to guarantee that the associated l-Grigorchuk subshift is
α-repulsive, which by Theorem 3.2.1 is equivalent to the subshift being α-finite.
In particular, we obtain that an l-Grigorchuk subshift is 1-repulsive (and hence
1-finite) if and only if l is a bounded sequence. Thus, as 1-repulsive implies
repulsive, if l is a bounded sequence, then the associated l-Grigorchuk subshift is
repulsive.
Theorem 5.3.1. For α ≥ 1 the following three statements are equivalent.
(i) An l-Grigorchuk subshift is α-repulsive.
(ii) An l-Grigorchuk subshift is α-finite.
(iii) lim supn→∞
⏐⏐⏐ln+1 + (1 − α)∑ni=1 li⏐⏐⏐ < ∞.
Proof. The result follows from Theorem 3.2.1 and Theorem 5.3.2 given below. 
Theorem 5.3.2. For α > 1, an l-Grigorchuk subshift fulfils the following equality.






Moreover, we have that
lim sup
m→∞
2lm+1+1 − 1 ≤ Q1 ≤ lim sup
m→∞
2lm+1+1.
For the proof of this result we will require the following definition and remark.
Definition 5.3.3. Fix a sequence l = (li)i∈N and let η denote the unique infinite
word given by Proposition 5.1.1. For j ∈ N, define η( j) to be the infinite word
associated to the sequence
(0, 0, . . . , 0            
(N( j)−1)-times
, lN( j) − q( j), lN( j)+1, lN( j)+2, . . . ),
given by Proposition 5.1.1.
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Remark 5.3.4. Let (li)i∈N be a sequence of natural numbers. The (generalised)
Grigorchuk subshifts associated to the sequences (0, 0, . . . , 0, l1, l2, l3, . . . ) and
(l1, l2, l3, . . . ) are topologically conjugate through the semi-group homomorphism
which maps a to a and applies a cyclic permutation to {x, y, z}.
Proof of Theorem 5.3.2. We structure the proof as follows. We prove the following
five statements from which we will deduce the required result.
(i) Q(2) = 2l1+1 − 1
(ii) If k ∈ N is such that k ≡ 1 (mod 4) or k ≡ 3 (mod 4), then Q(k) = 1.
(iii) If k ∈ N is such that k ≡ 2 (mod 4) and η|kη|k ∈ L (η), then Q(η|k) =
⌊(2l1+2 − 2)/k⌋.
(iv) If k ∈ N is such that k ≡ 0 (mod 4) and η|kη|k ∈ L (η), then
Q(η|k) =
⌊




where j is the smallest integer such that k/2 j ≡ 2 (mod 4).
(v) Let n ∈ N and let 0 ≤ r < 2n. For each v = (v1, v2, . . . , v2n+r) ∈ L (η) with
Q(v) ≥ 3, there exists 1 ≤ k ≤ 2n + r such that
η|2n+r = (vk, . . . , v2n+r, v1, . . . , vk−1)
and, moreover, Q(v) − 1 ≤ Q(η|2n+r) ≤ Q(v).
To prove Statement (i), notice that (y, a, y) and (z, a, z) are not factors of η. This
follows, since each (4k + 2)-th letter of η is equal to x, for all k ∈ N0. By
definition, we have that η = τl1x (η(l1)). Since the (4k + 2)-th letter of η(l1) is equal
to y, for all k ∈ N0, it follows that (x, a, x) is not a factor of η(l1), and hence, by
Proposition 5.1.2,




x (a)| − 1
2
= 2l1+1 − 1.
Since every second letter of η is equal to a, it follows that if n ≡ 1 (mod 2), then
Q(n) = 1. This proves Statement (ii).
Assume that the conditions of Statement (iii) hold, that is k = 2n + r ≡ 2 (mod 4),
where n ∈ N and 0 ≤ r < 2n. By construction we have that ηi = x for all
i ≡ 2 (mod 4). Thus,
(a, x, a) (a, x, a) (a, x, a) (a, x, a) (a, x)? ? ? ?
η|k =
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For Statement (iv), notice that for all j ∈ N with k ≡ 0 (mod 2 j), we have
η|k = τ( j)(η( j)|k/2 j).
Since τ( j) is a semi-group homomorphism on {a, x, y, z}∗, it follows that Q(η|k) =
Q(η( j)|k|2 j). (Note here that Q(η|k) is taken with respect to the languageL (η) and
Q(η( j)|k/2 j) is taken with respect to the language L (η( j))). This in tandem with
Remark 5.3.4 and Statement (iii) yields that
Q(η|k) = Q(η( j)|k/2 j) =
⌊




where j is the smallest integer such that k/2 j ≡ 2 (mod 4).
We now turn to the proof of Statement (v). By Statement (ii) it is sufficient to
consider words of even length. To this end, let v ∈ L (η) with Q(v) ≥ 3 and with
|v| = 2n + r, for some n ∈ N, and 0 ≤ r < 2n. Due to the structure of η given in
(5.4), where we set j = n − 1, and since every (2m + 1)-th question mark in (5.4)
is equal to β( j), for all m ∈ N0, we have that τ( j)((a, β( j))) is a factor of vQ(v). Thus
there exists a natural number k ≤ 2n + r such that
η|2n+r = (vk, . . . , v2n+r, v1, . . . , vk−1),




With Statements (i), (ii), (iii),(iv) and (v) at hand we can now prove the required
result. If k ≡ 0 (mod 4), then the left hand side of (5.8) is maximised on the set
[2n, 2n+1) ∩ N, at j = n − 1, namely when k = 2n. Further, (5.8) in tandem with
(5.4) and Proposition 5.1.2, yields
Q(η|2n) = 2lN(n−1)−q(n−1)+1 − 1.
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The function n ↦→ Q(η|2n) is maximised on the set [∑mi=1 li,∑m+1i=1 li) ∩ N when
n − 1 = ∑mi=1 li. Indeed, we have that
Q(η|k) = 2lm+1+1 − 1, (5.10)
where k = 21+
∑m






















Here the first inequality follows from (5.10); the second inequality follows from
the latter results of Statement (v); the last inequality follows from Statements (i),
(ii), (iii), (iv) together with (5.10). 
Corollary 5.3.5. An l-Grigorchuk subshift satisfies Q(2 j+1) = 2lN( j)−q( j)+1 − 1, for
all j ∈ N.
Proof. The result follows from (5.4), Proposition 5.1.2 and Statement (iv) in the
proof of Theorem 5.3.2 together with an argument by contradiction. 
5.4 Repetitivity of l-Grigorchuk subshifts
Our next result gives a necessary and sufficient condition on a given sequence of
natural numbers l = (li)i∈N to guarantee that the associated l-Grigorchuk subshift is
α-repetitive. In particular, we obtain that an l-Grigorchuk subshift is 1-repetitive if
and only if l is a bounded sequence. Thus, as 1-repetitive implies linearly repetitive,
if l is a bounded sequence, then the associated l-Grigorchuk subshift is linearly
repetitive. We would also like to mention here that an exact formula for the repeti-
tive function of an l-Grigorchuk subshift has been obtained, independently, in [74],
and hence they have also obtained a criterion similar to ours for an l-Grigorchuk
subshift to be α-repetitive.
Lemma 5.4.1. Let l = (li)i∈N denote a sequence of natural numbers. The repetitive
function for an l-Grigorchuk subshift satisfies the following inequalities, for j ∈ N,
2lN( j)+1+lN( j)−q( j)+ j+1 ≤ R
(
2 j+1 − 1
)
≤ 2lN( j)+1+lN( j)−q( j)+ j+2.
Proof. By (5.4) we have that τ( j−1) ◦ τx(a), τ( j−1) ◦ τy(a) and τ( j−1) ◦ τz(a) all belong
toL (η) and that
|τ( j−1) ◦ τx(a)| = |τ( j−1) ◦ τy(a)| = |τ( j−1) ◦ τz(a)|
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= |τ( j)(a)| = 21+q( j)+∑N( j)−1i=1 li − 1 = 2 j+1 − 1,
We claim that, for all k ∈ {1, 2, . . . , lN( j) − q( j)}, the word
τ( j+k)(a) = τ( j) ◦ τk
β( j)
(a)
does not contain as factors both the words
τ( j−1) ◦ τβ( j+lN( j)−q( j))(a) and τ( j−1) ◦ τβ( j+lN( j)−q( j)+lN( j)+1)(a). (5.11)
For if this were the case, then, since the first letter of the words in (5.11) is
equal to a and both τ( j−1)(a) and τ( j)(a) are palindromes, there exists an integer
m ∈ [2 j−1 + 1, 2 j − 1] with
S 2m(τ( j)(a)β( j)τ( j)(a))|2 j+1−1 = τ( j−1)(a)β( j+lN( j)−q( j))τ( j−1)(a) (5.12)
or, such that
S 2m(τ( j)(a)β( j)τ( j)(a))|2 j+1−1 = τ( j−1)(a)β( j+lN( j)−q( j)+lN( j)+1)τ( j−1)(a). (5.13)
Thus, the (2 j+1−2m)-th letter of τ( j−1)(a) is equal to β( j) and the (2m−2 j)-th letter of
τ( j−1)(a) is equal to β( j+lN( j)−q( j)) in the case of (5.12) and β( j+lN( j)−q( j)+lN( j)+1) in the case
of (5.13). As τ( j−1)(a) is a palindrome, β( j) , β( j+lN( j)−q( j)) and β( j) , β( j+lN( j)−q( j)+lN( j)+1),
this yields a contradiction to the initial assumption.
Similarly, for all k ∈ {1, 2, . . . , lN( j)+1}, the word




( j+lN( j)−q( j))(a)
does not contain as a factor the word
τ( j−1) ◦ τβ( j+lN( j)−q( j)+lN( j)+1)(a).
This yields the lower bound for the repetitive function, namely that
R(2 j+1 − 1) ≥ |τ( j+lN( j)−q( j)+lN( j)+1)(a)| + 1 = 2 j+lN( j)−q( j)+lN( j)+1 .
Due to the structure of η, given a word of length 2 j+1 − 1 inL (η) it is necessarily
a factor of τ( j) ◦ τx(a), τ( j) ◦ τy(a) or τ( j) ◦ τz(a). Thus, any word of length 2 j+1 − 1
is a factor of




( j+lN( j)−q( j)) ◦ τβ( j+lN( j)−q( j)+lN( j)+1)(a).
This in tandem with (5.4) and Proposition 5.1.2 yields that
R(2 j+1 − 1) ≤ 2|τ( j+lN( j)−q( j)+lN( j)+1+1)(a)| < 2 j+lN( j)−q( j)+lN( j)+1+2,
which completes the proof. 
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These bounds on the repetitive function allows us to prove the following theorem.
Theorem 5.4.2. For α ≥ 1 an l-Grigorchuk subshift is α-repetitive if and only if
lim sup
n→∞





Proof. For n ∈ N, let j = j(n) denote the unique natural number such that
2 j−1 ≤ n < 2 j. By definition, the repetitive function is monotonically increasing,
and so R(2 j−1 − 1) ≤ R(n) ≤ R(2 j − 1). Combining this with Lemma 5.4.1, yields
that
21−α2lN( j−1)−q( j)+lN( j−1)+1−( j−1)(α−1) ≤ R(n)
nα
≤ 22+α2lN( j)−q( j)+lN( j)+1− j(α−1).
Since




we have that 0 < Rα < ∞, if and only if,
lim sup
j→∞





This completes the proof. 
5.5 Examples
Here we give several examples of sequences l = (ln)n∈N for which the associated
l-Grigorchuk subshift exhibits difference order characteristics.
Example 5.5.1.
(i) If l is a bounded sequence, then the associated l-Grigorchuk subshift is
1-repetitive and 1-repulsive, and hence, 1-finite.
(ii) Let b ≥ 2 denote a fixed integer. If l = (bn)n∈N, then the associated
l-Grigorchuk subshift is b2-repetitive, and b-repulsive (and hence b-finite).




(iii) Let (bn)n∈N denote a bounded sequence, and set ln = 2n/2 − bn/2 if n is even,
and set ln = b(n+1)/2 otherwise. The associated l-Grigorchuk subshift is
2-repetitive, however, it is not α-repulsive nor α-finite, for any value of
α ≥ 1.
(iv) Let ln = 2n/2 − n if n is even and ln = n otherwise. The associated
l-Grigorchuk subshift is neither α-repetitive, α-repulsive nor α-finite for
any value of α ≥ 1.
(v) If l = (ln)n∈N is a sequence of natural number such that there exists a
non-constant polynomial P with ln = P(n), then the l-Grigorchuk subshift is
neither α-repulsive, α-finite nor α-repetitive, for any value of α ≥ 1. This is
a consequence of Faulhalber’s formula [19].
From Example 5.5.1 (ii) and (iii), for α > 1, we see that the l-Grigorchuk sub-
shifts provide examples which demonstrate that α-repulsive, and hence α-finite,
is not equivalent to α-repetitive. This gives rise to the question how the notions
of α-repetitive and α-repulsive, and hence α-finite, are connected in terms of
l-Grigorchuk subshifts. This is what we address in the following proposition;
indeed the connection which we have observed in Example 5.5.1 (i) and (ii) is in
fact true in general.
Proposition 5.5.2. Let l be a sequence of natural numbers. If the l-Grigorchuk
subshift is α-repulsive, and hence α-finite, then it is α2-repetitive.
Proof. Observe that, for all n ∈ N,
ln+2 + (1 − α)
n+1∑
i=1










By the hypothesis and Theorem 5.3.1, we have that lim supn→∞
⏐⏐⏐ln+1 + (1 − α)∑ni=1 li⏐⏐⏐
is a finite real number. In the following, we denote this value by c. Given ϵ > 0,
there exists an N ∈ N, such that, for all n ≥ N,
−c − ϵ ≤ ln+1 + (1 − α)
n∑
i=1
li ≤ c + ϵ,
and hence,
α − c + ϵ∑n
i=1 li
≤ 1 + ln+1∑n
i=1 li





This in tandem with Equation (5.14) yields for δ ≥ 1 that
−δ(c + ϵ) + ln+2 + (1 − δ)
n+1∑
i=1








for all n ≥ N. This in combination with the hypothesis of the proposition and the






Classification of intermediate β-transformations
In this chapter we will introduce intermediate β-transformations and describe some
of their basic properties. The study of intermediate β-transformations goes back to
Parry in [67]. Parry introdcued these as a class of examples to obtain β-expansions.
For a real number β > 1 and x ∈ [0, 1/(β − 1)], an infinite word (ωn)n∈N over the






If β is a natural number, Lebesgue almost all numbers x have a unique β-expansion.
On the other hand, if β is not a natural number, then Lebesgue almost all x
have infinitely many different β-expansions, see for example [5, 76, 78, 80]. The
theory of β-expansions originates with the works of Rényi [71] and Parry [66, 67],
where an important connection between Diophantine approximations and symbolic
dynamics has been established, see also [12, 15, 22, 77] and references therein.
Moreover, through understanding β-expansions of real numbers, advances have
been made in understanding Bernoulli convolutions. For literature in this direction,
we refer the reader to [20, 21, 23] and the references therein.
The chapter is divided into four sections. In Section 6.1 we introduce intermediate
β-transformations and the corresponding Parry measures. The second part, Sec-
tion 6.2, develops the concept of cones and bubbles for the parameter space of
intermediate β-transformations. In Section 6.3 we prove some properties of rational
rotations which will be helpful in our further studies. We conclude this chapter
in Section 6.4 by determining the exact properties which result in intermediate
β-transformations lying inside a certain cone.
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6. Classification of intermediate β-transformations
6.1 Preliminaries
We consider the piecewise linear interval maps Tβ,α : [0, 1) → [0, 1) given by
Tβ,α(x) B βx + α mod 1, x ∈ [0, 1),
where β > 1 and 0 ≤ α < 1. For β = 1 we would obtain the rigid rotation Rα, see
Definition 4.1.2 1. We set








Figure 6.1: The transformation Tβ,α for
β =
5√2 and α = 0.178.
and, for (β, α) ∈ ∆, we call the map Tβ,α an
intermediate β-transformation. For ease
of notation, and when it is clear from con-
text, we omit the indices α and β from the
map Tβ,α and their derived notions. An
intermediate β-transformation Tβ,α has ex-
actly one discontinuity, which lies in 0.
The property 0 ≤ α ≤ 2 − β ∈ ∆ implies
β−1+α < 1 and guarantees that the point
γ B (1 − α)/β is the unique preimage of
this discontinuity. We write for ease of
notation T (1) for the point β − 1 + α even
though the map T is not defined there. Fur-
ther, the (β, α)-expansion kβ,α(x) of a point
x ∈ [0, 1] is defined to be the infinite word
belonging to {0, 1}N given, for each n ∈ N,
by
kβ,αn (x) =
⎧⎪⎪⎨⎪⎪⎩0 if T n−1β,α (x) ∈ [0, γ),1 otherwise.
The (β, α)-expansions kβ,α(0) and kβ,α(1) are called kneading invariants of
Tβ,α. The kneading invariants are crucial for the investigation of intermediate
β-transformations. For example, Hubbard and Sparrow proved in [47] that topolog-
ically expansive Lorenz maps, which intermediate β-transformations are, can be
described up to topological conjugacy by their kneading invariants. As we will see
later, the kneading invariants are essential for the construction of the absolutely
1Please note that we use in this definition the Greek letter α for the rotation angle instead of
the previously used θ. This has historical reasons as α is the standard notation used in almost




continuous ergodic Tβ,α-invariant measure introduced by Parry in [67]. Further,
kβ,α(γ) yields a β-expansion of γ + α/(β − 1).
We let T0 : [0, γ) → [0, 1) and T1 : [γ, 1) → [0, 1) denote the two branches of an
intermediate β-transformation T defined by T0(x) B βx+α and T1(x) B βx+α−1.
We have T ([0, γ)) = [α, 1), T ([γ, 1)) = [0, β − 1 + α) and, for all x ∈ [0, 1), that
T (x) =
⎧⎪⎪⎨⎪⎪⎩T0(x) if x ∈ [0, γ),T1(x) if x ∈ [γ, 1). (6.1)
Moreover, the preimage T−1({x}) for x ∈ [0, 1) is a singleton if and only if
x < [T (0),T (1)) and one can prove the following lemma via direct calculation.
Lemma 6.1.1. For (β, α) ∈ ∆ and [a, b) ⊆ [0, 1), the set T ([a, b)) is an interval if
one of the following hold.
(i) [a, b) ⊆ [0, γ),
(ii) [a, b) ⊆ [γ, 1),
(iii) [a, b) ∩ [T (0), γ) = ∅,
(iv) (a, b) ∩ [γ,T (1)) = ∅,
(v) [T (0),T (1)) ⊆ [a, b).
Next, we recall the definition of the absolutely continuous T -invariant measure






1[0,T n(1))(x) − 1[0,T n(0))(x)) , for x ∈ [0, 1).
Halfin [41] showed that hβ,α is a non-negative and right-continuous function. The
Parry measure µβ,α is the Borel measure defined for a Borel set A ⊆ [0, 1] by
µβ,α(A) B
∫
1A · hβ,α dλ,
where λ denotes the one-dimensional Lebesgue measure restricted to [0, 1). Fur-
thermore, the normalised Parry measure Pβ,α is the Borel probability measure given
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Figure 6.2: The normalised Parry measure for the examples β = 3
√
2, α = 0.37 and
β =
4√2, α = 0.3692.
The tuple ([0, 1),B([0, 1)),Pβ,α,Tβ,α) defines a measure-theoretical dynamical sys-
tem, where B([0, 1)) denotes the Borel σ-algebra on [0, 1). Hofbauer [43, 44, 46]
proved that this Tβ,α-invariant measure is ergodic and maximal, and in [45] the set
of (β, α) ∈ ∆ was classified such that the corresponding Parry measure has support
[0, 1). Depending on the literature and the object of research, intermediate β-
transformation are sometimes defined on the closed interval [0, 1]. Then γ becomes
their sole discontinuity. Both definitions are measure-theoretically isomorphic with
respect to their corresponding Parry mesaures. Mainly for technical reasons, we
stick with the chosen definition on the right-open interval [0, 1).
6.2 Classification of the parameter space
We will see later in Chapter 7 that the dynamics of an intermediate β-transformation
are highly dependent on where (β, α) is lying inside the parameter space ∆. There-
fore, we decompose ∆ into disjoint components, distuingished by the first instances
where a preimage of γ is not unique. The set T−1({x}) is a singleton if and only
if x < [T (0),T (1)). Throughout this thesis we denote the sole element of a sin-
gleton T−1({x}) by T−1(x) and assume implicitly by writing T−1(x) that T−1({x})
is a singleton. Assume that n ∈ N0 is the biggest number such that T−n({γ}) is
still a singleton. This implies, due to Eq. (6.1), the existence of a unique coding
i1i2 · · · in ∈ {0, 1}n (possibly the empty word) such that
T−n(γ) = T−1in ◦ T−1in−1 ◦ . . . ◦ T−1i1 (γ) ∈ [T (0),T (1))
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T−10 ◦ T−n(γ),T−11 ◦ T−n(γ)
}
.
Definition 6.2.1. For n ∈ N with n ≥ 2, we set
Cn B
{
(β, α) ∈ ∆ : T− j(γ) < [T (0),T (1)) for each j ∈ {0, 1, . . . , n − 3}
and T−n+2(γ) ∈ [T (0),T (1))
}
For (β, α) ∈ Cn, with natural number n ≥ 2, we obtain by construction that the set
T− j({γ}) is a singleton for each j ∈ {0, . . . , n − 2}. This yields the following lemma.
Lemma 6.2.2. Let n ≥ 2 be a natural number and (β, α) ∈ Cn. The map T nβ,α has
exactly n discontinuities. They are given by
0, γ, T−1(γ), . . . ,T−n+2(γ).
In the following, we will study the preimage of these discontinuities. They are
given by














Figure 6.3: Illustration of the pre-critical
points for the case β = 5
√
2, α = 0.178.
We call them pre-critical points of
T and enumerate these n + 1 points
by
d1 < d2 < . . . < dn < dn+1.
Since T−n+2(γ) ∈ [T (0),T (1)), it
follows that
d1 = T−10 ◦ T n−2(γ),
dn+1 = T−11 ◦ T n−2(γ).
(6.2)
The following lemma shows that
such a map T nβ,α has exaclty n fixed
points. The proof is based on [65,
Lemma 1] and includes some fur-
ther details.
Lemma 6.2.3. Let n ≥ 2 denote a natural number and (β, α) ∈ Cn. The map T nβ,α
has exactly n fixed points. Moreover, denoting these fixed points by z1, . . . , zn, we
have
d1 ≤ z1 < d2 ≤ z2 < . . . < dn ≤ zn < dn+1.
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Proof. One has T n([0, d1)) = [T n(0), 1) and T n([dn+1, 1)) = [0,T n(1)). Hence,
T n has no fixed point on [0, d1) and [dn+1, 1). For each pre-critical point d j with
j ∈ {1, . . . , n + 1} exists an i j ∈ {0, . . . , n − 1} such that T i j(d j) = γ. Letting x ↗ d j,
one obtains T n(x) ↗ T n−i j−1(1) by applying T n . Analogously letting x ↘ d j
yields T n(x) ↘ T n−i j−1(0) by applying the map T n. We obtain in combination with
T−n+2(γ) ∈ [T (0),T (1)) that
T n−i j−1(0) ≤ d j < T n−i j−1(1) (6.3)
for each j ∈ {2, . . . , n}. Note that this is not the case for d1 and dn+1. Due to
Eq. (6.2), in these two special cases i1 = in+1 = n − 1 and hence
T n−i1−1(0) = 0 and T n−in+1−1(1) = 1. (6.4)
We fix a pair of pre-critical points d j, d j+1 with j ∈ {1, . . . , n}. The map T n(x)− x is
continuous on [d j, d j+1) and extends naturally to a continuous function on [d j, d j+1]
through setting T n(d j+1) − d j+1 B T n−i j+1−1(1) − d j+1. We obtain by Eq. (6.3) and
Eq. (6.4) that
T n(d j) − d j = T n−i j−1(0) − d j ≤ 0,
T n(d j+1) − d j+1 = T n−i j+1−1(1) − d j+1 > 0.
The intermediate value theorem, see for example [72, Theorem 4.23], yields the
existence of an x0 ∈ [d j, d j+1) with T n(x0)− x0 = 0. Therefore, [di, di+1) contains at





0 d4 = γd2 d3 d5d1 z1 z2 z3 z4
Figure 6.4: T 4β,α for β =
5√2, α = 0.178.
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An example of these fixed points and pre-critical points is given in Fig. 6.4. We
refer with zi, for i ∈ Z\{1, . . . , n}, to the fixed point z j, where j ∈ {1, . . . , n} and
j = i + mn for an m ∈ Z. We proceed in the same fashion for the set of pre-critical
points d1, . . . , dn+1.
One notices that for each (β, α) ∈ Cn exists a unique k ∈ N such that zn−k < γ ≤
zn−k+1 and γ = dn−k+1. Due to this characterisation, one is able to dissect each set Cn
into disjoint cylindrical subsets. A complete classification of these sets, as defined
in the following definition, will be given in Section 6.4. This concept was first
introduced by Hofbauer in [45].
Definition 6.2.4. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. We define the
(k, n)-cone Ck,n by
Ck,n B {(β, α) ∈ Cn : zn−k < γ ≤ zn−k+1} .













Note that we defined Ck,n only for gcd(k, n) = 1. The case gcd(k, n) , 1 would
imply that T n/gcd(k,n)(z1) = z1 with n/gcd(k, n) < n. This yields a contradiction
because the smallest period of z1 is exactly n as we will see in Corollary 6.2.6.
Therefore, Ck,n would be the empty set.
Lemma 6.2.5. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Let (β, α) ∈ Ck,n.
We get T (z j) = z j+k for every j ∈ {1, . . . , n − k} and T (z j) = z j−(n−k) for every
j ∈ {n − k + 1, . . . , n}.
Proof. For now assume that k ≤ n/2. In this case [0, γ) contains n − k fixed
points and [γ, 1) contains k fixed points, see Lemma 6.2.3. The map T operates
continuously and monotonically on [0, γ) and [γ, 1) respectively. Only a fixed
point contained in [γ, 1) is able to be mapped to z1 because T is continuous and
monotonic on [0, γ). Especially, zn−k+1 gets mapped under T to the smallest fixed
point z1. By the same argumentation, we obtain T (zn−k+ j) = z j for j ∈ {1, . . . , k}.
Further, there exists for each j ∈ {1, . . . , n} a unique i ∈ {1, . . . , n}\{ j} such that
T (zi) = z j. Hence, each fixed point of T n, which gets mapped to one of the
fixed points zk+1, . . . , zn−k+1, is contained in [0, γ). Continuity and monotonicity
guarantee that T (z1) = zk+1 and so we obtain recursively for each j ∈ {1, . . . , n − k}
that T (z j) = z j+k. The proof for the case k > n/2 follows analogously by first
dealing with [0, γ), which in this case contains less fixed points than [γ, 1), and
afterwards with [γ, 1). 
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Note that the order of mapping is the same as to apply the rational rotation Rk/n on
elements of {0, 1/n, . . . , (n − 1)/n}. Further, Lemma 6.2.5 yields the following.
Corollary 6.2.6. Let n ≥ 2 denote a natural number and (β, α) ∈ Cn. The points
z1, . . . , zn are not fixed points of T j for each 0 < j < n.
Lemma 6.2.7. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Let (β, α) ∈ Ck,n.
The following maps are bijections.
T : [0, z1) → [T (0), zk+1),
T : [zn, 1) → [zk,T (1)),
T : [z j, z j+1) → [T (z j),T (z j+1)), j ∈ {1, . . . , n − 1}.
Proof. This is an immediate consequence of Lemma 6.2.3 and Lemma 6.2.5. 
Remark 6.2.8. The interval [z1, z2] gets mapped to [zk+1, zk+2] and so d2 gets
mapped to dk+2. Monotonicity and continuity guarantee that d1 gets mapped to
dk+1 and so using Eq. (6.2) yields dk+1 = T−n+2(γ) and dk+1 = T (dn+1). The same
argument is valid for the other pre-critical points as well. They get mapped by the
same pattern as the fixed points. Only the pre-critical point γ = dn−k+1 behaves
differently by getting mapped to 0.
The next lemma is in the spirit of Lemma 6.2.5. It yields under certain conditions
an interesting relation between (β, α)-expansions and rational rotations.
Lemma 6.2.9. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Further, let
(β, α) ∈ Ck,n with zk ≤ T (0) and T (1) ≤ zk+1,. We have for all x ∈ [γ, zn−k+1) and
j ∈ {1, . . . , n} that








and for all x ∈ [zn−k, γ) and j ∈ {1, . . . , n} that








Proof. We have by Lemma 6.2.7 that T ([zn, z1)) = [zk, zk+1) due to zk ≤ T (0) and
T (1) ≤ zk+1. Thus, the statement is an immediate consequence of Lemma 6.2.5 and
Lemma 6.2.7. 
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Inspired by Lemma 6.2.9, we divide each cone
Ck,n into four disjoint parts given by the follow-
ing four cases:
(i) zk, zk+1 < (T (0),T (1))
(ii) zk ∈ (T (0),T (1)) and zk+1 < (T (0),T (1))
(iii) zk < (T (0),T (1)) and zk+1 ∈ (T (0),T (1))
(iv) zk, zk+1 ∈ (T (0),T (1))
These properties were first introduced in [45, 65].
We will see later in Chapter 7 that the behaviour
of the Parry measure is highly dependent on
these properties.
Definition 6.2.10. Let k, n ∈ N with 1 ≤ k < n




(β, α) ∈ Ck,n : zk, zk+1 < (T (0),T (1))}
and further the complement Ek,n B Ck,n \ Dk,n.
We define a partition of Ek,n via
C(1)k,n B
{
(β, α) ∈ Ck,n : zk ∈ (T (0),T (1)) and zk+1 < (T (0),T (1))} ,
C(2)k,n B
{
(β, α) ∈ Ck,n : zk < (T (0),T (1)) and zk+1 ∈ (T (0),T (1))} ,
C(3)k,n B
{
(β, α) ∈ Ck,n : zk, zk+1 ∈ (T (0),T (1))} .
Fig. 6.5 illustrates these sets exemplary for the cone C1,2. Each element of a bubble
Dk,n yields a primary n(k)-cycle as defined in [35] and [65]. But each element
of the cone Ck,n fulfils property (a) and (b) of [35, p. 406] but only elements of





quite similiarly. They can be seen as symmetric counterparts. We will see in the
following lemma that βn > 2 is a necessary requirement for an element to be in the
set C(3)k,n.
Lemma 6.2.11. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Let (β, α) ∈ Ck,n. A
necessary requirement for (β, α) ∈ C(3)k,n is that βn > 2.
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Proof. The statement follows from the observation that the set
n−1⋃
j=0
T j ([zk, zk+1)) (6.7)
covers the whole unit interval. The length of [zk, zk+1) is strictly bounded from
above by β−1 under the condition that zk, zk+1 ∈ (T (0),T (1)) and T (1)−T (0) = β−1.
Therefore, the length of (6.7) is strictly bounded from above by
n−1∑
j=0
(β − 1)β j.
The geometric series yields
n−1∑
j=0
(β − 1)β j = (β − 1)
n−1∑
j=0
β j = (β − 1)β
n − 1
β − 1 = β
n − 1
This value is bounded from below by 1 and hence we get the necessary requirement
given by βn > 2. 
Let us recall the result of Glendinning on the classification of each (k, n)-bubble.
Lemma 6.2.12 ([35, Proposition 2]). Suppose that 1 < k < n are natural numbers
with gcd(k, n) = 1. Let s,m ∈ N be such that 0 ≤ s < k and n = mk + s. For
1 ≤ j ≤ s define V j and r j by jk = V js+ r j, where r j,V j ∈ N and 0 ≤ r j < s. Define
h j inductively via the formula V j = h1 + h2 + · · · + h j. We have (β, α) ∈ Dk,n if and
only if 1 < βn ≤ 2 and
1 + β(
∑s
j=1 W j − 1)
β(βn−1 + · · · + 1) ≤ α ≤
β(
∑s
j=1 W j) − βn+1 + βn + β − 1









for 2 ≤ j ≤ s. Further, for each natural number n > 1, we have (β, α) ∈ D1,n if and
only if 1 < βn ≤ 2 and
1
β(βn−1 + · · · + 1) ≤ α ≤
−βn+1 + βn + 2β − 1
β(βn−1 + · · · + 1) .
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6.2. Classification of the parameter space
A classification for each (k, n)-cone Ck,n is given in [45] without having given a
proof. We recall this result and give a detailed proof in Section 6.4. The following



































Figure 6.6: Plot of the parameter space ∆, the boundaries of the cones C1,2, C1,3,
C2,3, C1,4, C3,4, C1,5, C2,5, C3,5, C4,5 and the boundaries of the bubbles D1,2, D1,3,
D2,3, D1,4, D3,4, D1,5, D2,5, D3,5, D4,5.
We close this section with a short lemma which will be useful in our further
investigations. It shows that the fixed points of T n are repelling.
Lemma 6.2.13. Let j ∈ {1, . . . , n} and x ∈ (d j, d j+1). If x < z j, then we have
T n(x) < x and, if x > z j, then we have T n(x) > x.
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Proof. Observe that T n(y) , 0 for each y ∈ (d j, d j+1) with j ∈ {1, . . . , n}. Therefore,
the statement is a consequence of the fact that T n|(d j,d j+1) is a linear map with slope
greater than 1 and that z j is a fixed point of T n. 
6.3 Detour to rational rotations
Before we continue with the studies of intermediate β-transformations, we take a
short detour into the world of rational rotations. This provides some helpful tools
to get a better understanding for the behaviour of intermediate β-transformations.
Especially it will be helpful to extend the result given in Lemma 6.2.9. In this
context, we remind the reader of the definition of continued fraction expansions as
given in Section 4.2. Similar to Definition 4.1.2, we define the periodic coding of a
rational rotation as follows.
Definition 6.3.1. Let θ = [0; a1, a2, . . .] ∈ [0, 1) denote an irrational number and
pn/qn = [0; a1, a2, . . . , an] for n ∈ N. We define for every n ∈ N the periodic coding











for j ∈ {1, . . . , qn}. If unambiguous, we write, for ease of notation, ω(n) instead of
ω(pn/qn).
We notice that changing the interval [1− pn/qn, 1) to (1− pn/qn, 1] yields a similiar
coding differing exactly in the first two letters. In the spirit of the notation for
(β, α)-expansions, we denote the θ-coding of x, see Definition 4.1.2, by kθ(x). One








(k/n) · · ·ω(k/n)                      
j-times
.
Similiar to the substitution representation of Sturmian sequences given in Sec-
tion 4.3, one is able to get a representation for periodic codings via the substitutions
τ and ρ. As a reminder, these substitutions are determined by τ(0) = 0, τ(1) = 10,
ρ(0) = 01 and ρ(1) = 1. The following result is not suprising and probably
well-known, but lacking a reference, we will give a detailed proof.
Lemma 6.3.2. Let [0; a1 +1, a2, a3, . . .] ∈ (0, 1), with a1 ∈ N0, denote an irrational
number and pn/qn = [0; a1 + 1, a2, . . . , an] for n ∈ N. If n ∈ N is odd, we have
ω(n) = τa1ρa2 · · · τan−1(10). (6.8)
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If n ∈ N is even, we have
ω(n) = τa1ρa2 · · · ρan−1(10). (6.9)
Proof. We prove the statement by induction in n. Assume without loss of generality
that a1 ≥ 1. In the case of a1 = 0 one obtains the result analogously by starting
the induction with the continued fraction entry a2. We have for n = 1 that p1 = 1
and q1 = a1 + 1. Hence, ω(1) corresponds to the rotation with the angle 1/(a1 + 1)
which yields
ω(1) = 10 · · · 0
a1-times
= τa1−1(10).
We assume now that the statement holds for n − 1 ∈ N. We investigate in the












for j ∈ N. The shortest distance on the unit circle between 1 − pn/qn and
1 − pn−1/qn−1 is exactly given by 1/(qnqn−1), see Lemma 4.2.1. Thus, the given









)⏐⏐⏐⏐⏐⏐ = kqnqn−1 ≤ 1qn−1 ,
where the absolute value is taken with respect to the unit circle and k ∈ N. This
holds for all k ≤ qn. But a discrepancy in the coding may occur if the orbit, which
is corresponding to pn−1/qn−1, hits 0 or the starting point 1 − pn−1/qn−1. One sees
that 0 is only a problem if one looks at the forward orbit in the case that n is even
and 1 − pn−1/qn−1 is only a problem for the backwards orbit in the case that n is
odd. Here, the backwards orbit means that one is observing Eq. (6.10) for j ∈ Z\N
instead. Following these observations we get, if n is odd, by forward rotation that
ω(n) = ω(n−1) · · ·ω(n−1)                        
an-times
r (6.11)
where r ∈ {0, 1}qn−2 . Further, by backwards rotation we have that ω(n−1) is a suffix
of ω(n). This results in r being a suffix of ω(n−1) and r = S qn−1−qn−2(wn−1). We obtain
ω(n−1) = τa1ρa2 · · · ρan−1−1(10)
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= τa1ρa2 · · · τan−2−1(10010 · · · 10      
(an−1−1)-times
).
This implies r = τa1ρa2 · · · τan−2−1(10) (note for n = 2 we have r = 0) and it follows
together with Eq. (6.8) and Eq. (6.11) that
ω(n) = τa1ρa2 · · · ρan−1−1(10) · · · τa1ρa2 · · · ρan−1−1(10)                                                                                                      
an-times
τa1ρa2 · · · τan−2−1(10).
By rearranging and setting ρ(1) = 1, we have
ω(n) = τa1ρa2 · · · ρan−1−1(1) τa1ρa2 · · · ρan−1−1(01) · · · τa1ρa2 · · · ρan−1−1(01)                                                                                                      
(an−1)-times
. . .
τa1ρa2 · · · ρan−1−1(0)τa1ρa2 · · · τan−2−1(10)
= τa1ρa2 · · · ρan−1(1) τa1ρa2 · · · ρan−1(0) · · · τa1ρa2 · · · ρan−1(0)                                                                                      
(an−1)-times
. . .
τa1ρa2 · · · ρan−1−1(0)τa1ρa2 · · · τan−2ρan−1−1(1)
= τa1ρa2 · · · ρan−1(1) τa1ρa2 · · · ρan−1(0) · · · τa1ρa2 · · · ρan−1(0)                                                                                      
(an−1)-times
τa1ρa2 · · · ρan−1(0)
= τa1ρa2 · · · ρan−1(1) τa1ρa2 . . . ρan−1(0) · · · τa1ρa2 · · · ρan−1(0)                                                                                      
an-times
= τa1ρa2 · · · ρan−1τan−1(10).
On the other hand, if n is even, we obtain by backwards rotation that
ω(n) = rω(n−1) · · ·ω(n−1)                        
an-times
,
where r ∈ {0, 1}qn−2 . Further, we obtain by forward rotation that ω(n−1) is a prefix of
ω(n). Together we have
ω(n) = ω(n−1)rˆω(n−1) · · ·ω(n−1)                        
(an−1)-times
(6.12)
where rˆ ∈ {0, 1}qn−2 is a suffix of ω(n−1). We obtain
ω(n−1) = τa1ρa2 · · · τan−1−1(10)
= τa1ρa2 · · · ρan−2(10 · · · 0
(an−1)-times
)
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This implies rˆ = τa1ρa2 · · · ρan−2−1(01) and it follows together with Eq. (6.9) and
Eq. (6.12) that
ω(n) = τa1ρa2 · · · τan−1−1(10)τa1ρa2 · · · ρan−2−1(01) . . .
τa1ρa2 · · · τan−1−1(10) · · · τa1ρa2 · · · τan−1−1(10)                                                                                                      
(an−1)-times
.
Further, we obtain by rearranging in combination with τ(0) = 0 and ρ(1) = 1 that
ω(n) = τa1ρa2 · · · τan−1(1)τa1ρa2 · · · ρan−2(0) τa1ρa2 · · · τan−1(1) · · · τa1ρa2 · · · τan−1(1)                                                                                    
(an−1)-times
= τa1ρa2 · · · τan−1(1)τa1ρa2 · · · τan−1(0) τa1ρa2 · · · τan−1(1) · · · τa1ρa2 · · · τan−1(1)                                                                                    
(an−1)-times
= τa1ρa2 · · · τan−1(101 · · · 1
(an−1)-times
)
= τa1ρa2 · · · ρan−1(10).

The following lemma yields a representation via substitutions for the case of a left
open interval in the definition of the periodic coding.
Lemma 6.3.3. Let [0; a1 + 1, a2, . . .] ∈ [0, 1], with a1 ∈ N0, denote an irrational
number. We get for every odd n ∈ N that
τa1ρa2 · · · τan−1(10) = 10S 2(τa1ρa2 · · · τan−1(01)),
τa1ρa2 · · · τan−1(01) = 01S 2(τa1ρa2 · · · τan−1(10))
and for every even n ∈ N that
τa1ρa2 · · · ρan−1(10) = 10S 2(τa1ρa2 · · · ρan−1(01)),
τa1ρa2 · · · ρan−1(01) = 01S 2(τa1ρa2 · · · ρan−1(10)).
Proof. We have that
ρ(10) = 101, ρ(01) = 011, τ(10) = 100, τ(01) = 010.
This implies
S 2ρ(10) = S 2ρ(01), S 2τ(10) = S 2τ(01)
and the statement follows by induction. 
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6.4 Determining cone boundaries
In this section, we give a classification of each cone similiar to the classification of
bubbles given in Lemma 6.2.12. Note that a similiar result was already given in
[45] without having given a proof, which we provide here in detail.
We observe that there exists for every (β, α) ∈ Ck,n a unique coding i1i2 · · · in−2 ∈
{0, 1}n−2 (empty word for n = 2) such that
T−n+2(γ) = T−1in−2 ◦ T−1in−3 ◦ . . . ◦ T−1i1 (γ).
By combining Lemma 6.2.9 and Lemma 6.3.2 one obtains
in−2in−3 · · · i1 = S 2(σk,n(1)).
This coding allows us to calculate the boundary of every Ck,n and therefore exact
conditions for (β, α) ∈ ∆ to be an element of Ck,n. For simplicity, we start with the
case k = 1.
Lemma 6.4.1. For every natural number n ≥ 2 and (β, α) ∈ C1,n it holds that






T−n+2(γ) = T (1) if and only if α =
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which yields the first part of the statement. Furthermore, we get for every n ∈ N








= β − 1 + α,
which implies




yielding the second result. 
Note that Eq. (6.13) implies T n−1(1) = γ and Eq. (6.14) implies T n−1(0) = γ. The
next lemma follows by a direct calculation and an inductive argument.
Lemma 6.4.2. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Further, let
(β, α) ∈ Ck,n with coding i1, . . . , in−2 ∈ {0, 1} (empty word for n = 2) such that















































With help of these explicit formulas we get the boundary lines of Ck,n by a straight-
forward calculation.
Lemma 6.4.3. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. We have for
(β, α) ∈ Ck,n that








T−n+2(γ) = T (1) if and only if α =
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which yields the second result. 
By replacing the right hand side of Eq. (6.16) with α + x for x ∈ [0, β − 1], one
obtains with analogous calculations a complete classification for each cone Ck,n as
follows.
Theorem 6.4.4. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. We have for
(β, α) ∈ Ck,n and each x ∈ [0, β − 1] that
T−n+2(γ) = α + x if and only if α =







After introducing cones and bubbles in Chapter 6, we will study in this chapter
the behaviour of the normalised Parry measure of intermediate β-transformations
if the corresponding parameter (β, α) converges to a point on the α-axis. Loosely
speaking, an intermediate β-transformation looks more and more like a rotation as
one approaches the α-axis. But Fig. 7.1 illustrates that the shape of the normalised
Parry measure varies and is highly dependendant on the position of the correspond-
ing parameter inside of ∆. Additionally, we will study the word frequencies of the
corresponding (β, α)-expansions as the parameters converge.
This chapter is structured as follows. In Section 7.1, we examine the case in which
all elements of the sequence of parameters are inside a fixed bubble. In Section 7.2,
we treat the case in which they lie inside a fixed cone but outside the corresponding
bubble. We finish the chapter with Section 7.3 by considering the case that the
sequence of parameters is passing more than one cone.
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Figure 7.1: Several examples of the normalised Parry measure and the correspond-
ing position inside the parameter space ∆.
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7.1. Inside a bubble
7.1 Inside a bubble
We study in this section the case that each element of a converging sequence of
parameters lies inside a fixed bubble.
Definition 7.1.1. Let k/n = [0; a1, a2, . . . , a j] ∈ [0, 1) with gcd(k, n) = 1. We
define for Dk,n the corresponding substitution σk,n : {0, 1} → {0, 1}∗. If j is even,
σk,n is given by
σk,n(0) B τa1−1ρa2 · · · τa j−1ρa j−1(01),
σk,n(1) B τa1−1ρa2 · · · τa j−1ρa j−1(10).
If j is odd, σk,n is given by
σk,n(0) B τa1−1ρa2 · · · τa j−1(01),
σk,n(1) B τa1−1ρa2 · · · τa j−1(10).
We set D B {σk,n : k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1}.
Each σk,n ∈ D is a primitive substitution of constant length. One has
|σk,n(0)|0 = n − k, |σk,n(1)|0 = n − k, |σk,n(0)|1 = k, |σk,n(1)|1 = k. (7.1)
Further, S 2(σk,n(0)) = S 2(σk,n(1)), see Lemma 6.4.1.
Remark 7.1.2. The substitution σ1,2 is given by σ1,2(0) = 01 and σ1,2(1) = 10,
which is the Thue-Morse substitution and has as a fixed point the famous Thue-
Morse sequence, see for example [1, 33].
Definition 7.1.1 is motivated by the following observation.
Theorem 7.1.3. Let (β, α) ∈ Dk,n with 1 ≤ k < n and gcd(k, n) = 1. For each
x ∈ [zn−k, zn−k+1) exists a sequence (m j) j∈N ∈ NN0 such that
kβ,α(x) = σk,n(0)m1σk,n(1)m2σk,n(0)m3 · · · .
Proof. Lemma 6.2.7 yields in combination with zk, zk+1 < (T (0),T (1)) that
T n([zn−k, zn−k+1)) ⊂ [zn−k, zn−k+1).
The pre-critical point γ ∈ [zn−k, zn−k+1) gives rise to the coding σk,n(1) due to
Lemma 6.2.9 and Lemma 6.3.2. Continuity implies the same coding for all
x ∈ [γ, zn−k+1). Further, one obtains for all x ∈ [zn−k, γ) the same coding but




Theorem 7.1.4. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Let ((β j, α j)) j∈N ∈
DNk,n with lim j→∞ β j = 1 and lim j→∞ α j = k/n. We have that
w-lim
j→∞






Proof. We observe for any (β, α) ∈ Dk,n that zk < T (0) < T (1) < zk+1. Additionally,
we have dk+1 ∈ [T (0),T (1)) and obtain
T n([T (0), dk+1)) = [T n+1(0),T (1)) and T n([dk+1,T (1))) = [T (0),T n+1(1)).
The fact that the fixed points are repelling under T n, see Lemma 6.2.13, im-
plies T (0) ≤ T n+1(0) and T n+1(1) ≤ T (1). This guarantees T n([T (0),T (1))) ⊂






The length of [T i(0),T i(1)) is given by βi−1(β−1), for each i ∈ {1, . . . , n}, and hence
shrinks to 0 as β goes to 1. This results in an accumulation of mass around the pre-
criticial points d1, . . . , dn+1 which are converging to the points 0, 1/n, . . . , (n − 1)/n
if β goes to 1. This proves the convergence to the given sum of Dirac measures.
The constant weights 1/n follow by the T -invariance of the normalised Parry
measure. 
Glendinning showed in [35], by extending a result of Palmer [65, Cor., p.2.21],
that for each intermediate β-transformation exists in each bubble a transformation
such that they are related via a renormalisation function and vice versa that for
each intermediate β-transformation in a bubble exists such a transformation in ∆.
Loosely speaking, one is able to map each bubble to the whole parameter space ∆
via these renormalisation functions and vice versa.
Lemma 7.1.5 ([35, pp. 408-410]). Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1.
For every (β, α) ∈ Dk,n exists a (β′, α′) ∈ ∆ such that
Tβ′,α′ ◦ ϕ = ϕ ◦ T nβ,α|[z−,z+), (7.2)
where z− B T n−1β,α (0), z+ B T
n−1
β,α (1) and ϕ : [z−, z+) → [0, 1) is given by
ϕ(x) B
x − z−
z+ − z− , x ∈ [z−, z+).
Additionally, for every (β, α) ∈ ∆ exists a (β′, α′) ∈ Dk,n such that
Tβ,α ◦ ϕ = ϕ ◦ T nβ′,α′ |[z−,z+),
where z−, z+ and ϕ are defined respectively.
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0 T 3(0) T 3(1)
T 3(1)
T 3(0)
Figure 7.2: The map T 4β,α for β =
5√2, α = 0.178 with (β, α) ∈ D1,4 and its conjugate
transformation.
We say that (β, α) ∈ Dk,n is renormalisable by (β′, α′) ∈ ∆ if they fulfil Eq. (7.2) for
the corresponding function ϕ and we call ϕ a renormalisation function and we write
(β, α) ▹ (β′, α′). An example of such a renormalisation is given in Fig. 7.2. These
renormalisations allow us to get a better understanding of (β, α)-expansions for an
intermediate β-transformation lying inside a bubble, see especially [35, Lemma 2].
We obtain the following.
Theorem 7.1.6. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Let (β, α) ∈ Dk,n
and (β′, α′) ∈ ∆ such that (β, α)▹ (β′, α′) with renormalisation function ϕ. We have







Proof. The renormalisation function ϕ guarantees that kβ,αjn+1(x) = k
β′,α′
j+1 (ϕ(x)) for
every j ∈ N0. The result follows by combining the latter with Theorem 7.1.3 and
|σk,n(0)| = |σk,n(1)| = n. 








This allows us, due to Lemma 7.1.5, to concatenate such renormalisations until the
last intermediate β-transformation lies outside of all bubbles.
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Definition 7.1.7. We denote with Dk1,n1 ▹ Dk2,n2 the set of all (β, α) ∈ Dk1,n1 such
that there exists a (β′, α′) ∈ Dk2,n2 with (β, α) ▹ (β′, α′).
Every selection Dk1,n1 , . . . ,Dk j,n j guarantees the existence of (β1, α1), . . . , (β j+1, α j+1)
with (βi, αi) ∈ Dki,ni for every i ∈ {1, . . . , j} and (β j+1, α j+1) ∈ ∆ such that
(β1, α1) ▹ (β2, α2) ▹ . . . ▹ (β j, α j) ▹ (β j+1, α j+1).
This implies that the set Dk1,n1 ▹ Dk2,n2 ▹ . . . ▹ Dk j,n j is not empty. This chain of
renormalisations yields by consecutively applying Eq. (7.3) for all x ∈ [0, 1) that
kβ1,α1(ϕ−11 ◦ . . . ◦ ϕ−1j (x)) = σk1,n1 ◦ . . . ◦ σk j,n j
(
kβ j+1,α j+1 (x)
)
, (7.4)
where ϕi is the renormalisation function corresponding to (βi, αi) ▹ (βi+1, αi+1) for
each i ∈ {1, . . . , j}. This allows us to to get a representation of kβ1,α1(x) for all
x ∈ ϕ−11 ◦ . . . ◦ ϕ−1j ([0, 1)) ⊂ [T n1−1β1,α1(0),T n1−1β1,α1(1)) via
kβ1,α1(x) = σk1,n1 ◦ . . . ◦ σk j,n j
(
kβ j+1,α j+1(ϕ j ◦ . . . ◦ ϕ1(x))
)
.
Further, Birkhoff’s Ergodic Theorem (Theorem 2.0.5) yields for Pβ1,α1-almost all
x ∈ [0, 1) the existence of an m ∈ N0 such that T mβ1,α1(x) ∈ ϕ−11 ◦ . . . ◦ ϕ−1j ([0, 1)).
The latter yields that one has to distinguish between two possible cases for a
converging sequence of parameters (β j, α j) j∈N inside a fixed bubble. The first
one is given if we only obtain a finite chain of renormalisations as the sequence
of parameters converges down the bubble. Especially, there does exist a great-
est possible i ∈ N and such a number of bubbles Dk1,n1 , . . . ,Dki,ni such that
(β j, α j) ∈ Dk1,n1 ▹ . . . ▹ Dki,ni for all sufficiently large j ∈ N. Then, one ob-
tains by renomalisation for every sufficiently large j ∈ N an intermediate β-
transformation outside of all bubbles. Hence, one has to study these transforma-
tions and then obtains a result for the original transformations by applying the
substitution σk1,n1 ◦ . . . ◦σki,ni to the corresponding (β, α)-expansions, see Eq. (7.4).
A partial result for the case outside of all bubbles will be given in Section 7.2. The
second possible case is given if one obtains an infinite chain of renormalisations,
namely there does exist a sequence of bubbles (Dk j,n j) j∈N such that
(β j, α j) ∈ Dk1,n1 ▹ Dk2,n2 ▹ . . . ▹ Dk j,n j
for each j ∈ N. We will study this case in the following.
Lemma 7.1.8. Let u ∈ {0, 1}N and (σk j,n j) j∈N ∈ DN. The following limit exists.
lim
j→∞σk1,n1 · · ·σk j,n j(u)
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Proof. Each of the given substitutions maps a letter a ∈ {0, 1} to a finite word with
prefix a. This observation yields by induction that σk1,n1 · · ·σk j,n j(u1) is a prefix of
σk1,n1 · · ·σk j,n jσk j+1,n j+1(u1) for each j ∈ N. The result follows due to the fact that
the length of σk1,n1 · · ·σk j,n j(u1) converges to infinity as j goes to infinity. 
For our further studies, we recall the definition of S-adic subshifts. Considering
our substitutions we give a less general version of the definition by considering
only a fixed alphabet. This definition extends naturally to a more general version
with changing alphabets, see for example [8, 28, 29, 32].
Definition 7.1.9. We say that an infinite word u ∈ A N admits an S-adic represen-
tation if there exists a sequence of substitutions (η j) j∈N, with η j : A → A ∗ \ {ε},
for each j ∈ N, and a letter a ∈ A such that
u = lim
j→∞ η1η2 · · · η j(a).
Such an infinite word is called an S-adic sequence and the subshift generated by
u is called an S-adic subshift. Further, a sequence of substitutions (η j) j∈N, with
η j : A → A ∗ \ {ε}, is everywhere growing if for every letter a ∈ A , one has
lim
j→∞
⏐⏐⏐η1η2 · · · η j(a)⏐⏐⏐ = ∞.
The sequence (η j) j∈N is called weakly primitive if, for each j ∈ N, there exists an
r ∈ N0 such that the substitution η j · · · η j+r is positive. Recall that a substitution
η : A → A ∗ is called positive if for every a, b ∈ A the letter a occurs in η(b).
It follows by definition that each element of DN is everywhere growing and
weakly primitive. These two properties suffice to imply that the infinite word
u = lim j→∞ σk1,n1 · · ·σk j,n j(a) is minimal for each a ∈ {0, 1}, see [8, Theorem 5.2].












It has rank one and we notice that Mk,nR2+ is one-dimensional. One obtains for two
incidence matrices Mk1,n1 and Mk2,n2 that
Mk1,n1 Mk2,n2 =
(
(n1 − k1)(n2 − k2 + k2) (n1 − k1)(n2 − k2 + k2)
k1(n2 − k2 + k2) k1(n2 − k2 + k2)
)
= n2Mk1,n1 . (7.5)
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Let (Mk j,n j) j∈N be a sequence of such incidence matrices and note for j,m ∈ N
with j < m that M[ j,m) B Mk j,n j Mk j+1,n j+1 · · ·Mkm−1,nm−1 . The Eq. (7.5) yields M[ j,m) =
n j+1 · . . . · nm−1Mk j,n j and one obtains⋂
m→∞
M[ j,m)R2+ = Mk j,n jR
2
+,
which is one-dimensional due to the rank of Mk j,n j . The latter implies that Σu is
uniquely ergodic, see [8, Theorem 5.7].
Let u = lim j→∞ σk1,n1 · · ·σk j,n j(a) with a ∈ {0, 1} and (σk j,n j) j∈N ∈ DN. We fix a
word w ∈ {0, 1}∗. The cylinder [w] ⊂ Σu is closed and open. Thus, the characteristic
function 1[w] is continuous and we are able to apply Theorem 2.0.6 to the unique







1[w] ◦ S i(x) =
∫
1[w] dµ = µ([w]),
where µ is the unique S -invariant Borel probability measure given by Theo-






















1[w] ◦ S i(x) = µ([w]).
Further, let v = lim j→∞ σk1,n1 · · ·σk j,n j(x) for an x ∈ {0, 1}N. The finite word
σk1,n1 · · ·σk j,n j(x1) is a prefix of v, for each j ∈ N, and is contained in the language
of Σu. Therefore, we obtain v ∈ Σu and, due to the unique ergodicity of (Σu, S ), that
fw(v) = fw(u) = µ([w]).
This proves the following theorem.
Theorem 7.1.10. Let v ∈ {0, 1}N, (σk j,n j) j∈N ∈ DN and u = lim j→∞ σk1,n1 . . . σk j,n j(v).
We have for each word w ∈ {0, 1}∗ that fw(u) = µ([w]), where µ is the unique
S -invariant Borel probability measure of (Σu, S ).
The latter proves that the frequencies of an infinite word lim j→∞ σk1,n1 . . . σk j,n j(v)
always exist and we will see in the following theorem that the frequencies, which
correspond to the elements σk1,n1 . . . σk j,n j(v), converge as well and, in fact, that the
convergence is independent of the choice of the initial infinite word v.
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Theorem 7.1.11. Let (v( j)) j∈N be a sequence of infinite words on {0, 1} and further









j→∞σk1,n1 · · ·σk j,n j(a)
)
,
assuming the frequency fw(σk1,n1 · · ·σk j,n j(v( j))) exists for all j ∈ N.
Proof. We define s j B |σk1,n1 · · ·σk j,n j(0)| = |σk1,n1 · · ·σk j,n j(1)| for each j ∈ N. If
we fix a word w ∈ {0, 1}∗, we obtain for each j ∈ N that
fw(σk1,n1 · · ·σk j,n j(v( j))) = limN→∞





















fw(σk1,n1 · · ·σk j,n j(v( j)))
≥ k j|σk1,n1 · · ·σk j−1,n j−1(1)|w + (n j − k j)|σk1,n1 · · ·σk j−1,n j−1(0)|w
n js j−1
− 2|w| − 2
s j−1
.
One has for each a ∈ {0, 1} that
lim
j→∞








































This yields the result. 
Finally, we are able to conclude the following.
Theorem 7.1.12. Let (Dk j,n j) j∈N be a sequence of bubbles and (β j, α j) j∈N such that
(β j, α j) ∈ Dk1,n1 ▹ Dk2,n2 ▹ . . . ▹ Dk j,n j









j→∞σk1,n1 · · ·σk j,n j(a)
)
,
assuming the frequency fw(kβ j,α j(x j)) exists for all j ∈ N.
7.2 Inside a cone but outside of a bubble
In this section we consider the case that all elements of a converging sequence
of parameters lie inside a fixed cone but outside of the inner bubble. One of the
crucial properties of an intermediate β-transformation inside a bubble, as seen
in the proof of Theorem 7.1.4, is given by T n([T (0),T (1))) ⊂ [T (0),T (1)). But
this does not hold if an intermediate β-transformation lies outside of all bubbles.
Hence, we have to choose a different approach. Therefore, we study the sets [0, d1)
and [dn+1, 1) and determine an upper bound for the return time of these sets under
consecutively applying T . From this, we are able to deduce an upper bound for
the normalised Parry measure of these sets and obtain that this value converges to
0 as one goes down a cone. These sets allow us in this particular case to obtain
sufficient conditions to show that the frequencies converge.
We consider in the following mainly the case (β, α) ∈ C(1)k,n. This has technical
reasons and makes the proofs easier to read. But we note that the other case
(β, α) ∈ C(2)k,n can be treated analogously and the results of this chapter hold for
these respectively. We begin this section with a short remark and lemma.
Remark 7.2.1. Due to Lemma 6.2.3, we have that zk ∈ (T (0),T (1)) implies
zk ∈ (T (0),T−n+2(γ)) and that zk+1 ∈ (T (0),T (1)) implies zk+1 ∈ [T−n+2(γ),T (1)).
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Lemma 7.2.2. For each n ∈ N the solutions of
β j =
1
βn − 1 − c, (7.6)
j ∈ N and c ∈ [0, 1], give rise to a monotonic decreasing function in j.







βn − 1 − c
)
.
The right hand side is a monotonic drecreasing function in β. This yields the
result. 
The following lemma provides a crucial inequality which is essential for the proof
of the subsequent lemma.
Lemma 7.2.3. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. We have for each
(β, α) ∈ Ek,n that
|[dn−k, γ)| > β − 1




Proof. The last statement of Remark 6.2.8 implies that
n⋃
j=1


























βn+1 − β =
β − 1
β(βn − 1) . (7.7)
We have T ([dn−k, γ)) = [dn, 1) ⊃ [dn, dn+1). This implies β |[dn−k, γ)| = |[dn, dn+1)| +
|[dn+1, 1)| and yields the result by Eq. (7.7). 
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Lemma 7.2.4. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Let (β, α) ∈ C(1)k,n. If,
for some m ∈ N,
βmn <
1





T jn([T n−1(0), zn−k)) ∩ [dn−k,T−i−1(d1)) = ∅
for every j ∈ {0, . . . ,m − 1}, where i ∈ {1, . . . , n − 1} is the unique natural number
such that T i(dn−k) = γ.
Proof. Lemma 7.2.2 allows us to give a proof by induction. We have [T n−1(0), zn−k) ⊂
[T n−1(0), γ) ⊂ [T n−1(0),T n−1(1)) and hence obtain
|[T n−1(0), zn−k)| < |[T n−1(0), γ)| < |[T n−1(0),T n−1(1))| = βn−2(β − 1). (7.9)
Further, we have T i+2([dn−k,T−i−1(d1))) = [T (0),T−n+2(γ)) ⊂ [T (0),T (1)) and
obtain that
|[dn−k,T−i−1(d1))| < β − 1
βi+2
. (7.10)
To prove the statement for m = 1, one has to verify |[T n−1(0), γ)| < |[dn−k, γ)| −
|[dn−k,T−i−1(d1))|, due to zn−k < γ. By combining Eq. (7.10) and Lemma 7.2.3 one
gets
|[dn−k, γ)| − |[dn−k,T−i−1(d1))| > β − 1
β2(βn − 1) +
|[dn+1, 1)|
β








Therefore, it is sufficient by Eq. (7.9) and Eq. (7.11) to have
βn−2(β − 1) < β − 1




This inequality breaks down to βn < 1/(βn − 1) − β−i and yields, for m = 1, that
Eq. (7.8) is a sufficient condition to guarantee [T n−1(0), zn−k)∩ [dn−k,T−i−1(d1)) = ∅.
Next, we observe that T n(I) is a right open interval if I is a right open interval with
I ⊂ [dn−k, γ). Then, by assuming that the statement holds for an m ∈ N, we obtain
T mn([T n−1(0), zn−k)) = [T (m+1)n−1(0), zn−k). This follows immediately from the latter
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and the induction hypothesis that T jn([T n−1(0), zn−k)) ∩ [dn−k,T−i−1(d1)) = ∅ for
each j ∈ {0, . . . ,m − 1}. Analogously to Eq. (7.9), we obtain
|[T (m+1)n−1(0), zn−k)| < |[T (m+1)n−1(0), γ)|
< β(m+1)n−2|[T (0),T (1))|
= β(m+1)n−2(β − 1). (7.12)
We have to verify |[T (m+1)n−1(0), zn−k)| < |[dn−k, γ)| − |[dn−k,T−i−1(d1))|. Therefore,
it is sufficient by Eq. (7.11) and Eq. (7.12) to have
β(m+1)n−2(β − 1) < β − 1




which breaks down to
β(m+1)n <
1




This completes the induction. 
Lemma 7.2.5. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Let (β, α) ∈ C(1)k,n. If,
for some m ∈ N,
βmn <
1




then we have for every j ∈ {0, . . . ,m − 1} that
T ( j+2)n−1(1) < γ,
where i ∈ {1, . . . , n − 1} is the unique natural number such that T i(dn−k) = γ.
Proof. We have T n+1(0) < T (0) because of T (0) < zk and Lemma 6.2.13. Hence,
we get T 2([T n−1(0), γ)) = [T n+1(0),T (1)) ) [T (0),T (1)). We obtain together with
|[T (0),T (1))| = β − 1 that
|[T n−1(0), γ)| > β − 1
β2
. (7.14)
We have |[γ,T n−1(1))| = |[T n−1(0),T n−1(1))| − |[T n−1(0), γ)|. This implies together
with Eq. (7.14) and |[T n−1(0),T n−1(1))| = βn−2(β − 1) that






T n([T n−1(0),T n−1(1))) = T n([T n−1(0), γ)) ∪ T n([γ,T n−1(1)))
= [T 2n−1(0),T n−1(1)) ∪ [T n−1(0),T 2n−1(1))
= [T 2n−1(0),T 2n−1(1))
and therefore T 2n−1(1) < γ holds if
|[T n−1(0),T 2n−1(1))| < |[T n−1(0), γ)|. (7.16)
We have |[T n−1(0),T 2n−1(1))| = |T n([γ,T n−1(1))|. Hence, to prove Eq. (7.16) it is
sufficient to show that |T n([γ,T n−1(1))| < |[T n−1(0), γ)|. We obtain by applying
Eq. (7.14) and Eq. (7.15) that
|T n([γ,T n−1(1))| ≤ βn
(






< |[T n−1(0), γ)|.
Therefore, it is enough to verify
βn
(







This inequality breaks down to βn < 1/(βn − 1) and yields the result for m = 1. We
assume now that the statement holds for an m ∈ N. This implies due to Lemma 7.2.2
that T ( j+2)n−1(1) < γ for each j ∈ {0, . . . ,m − 1}. Hence, we obtain in combiantion
with Lemma 7.2.4 that T jn([T n−1(0),T n−1(1))) = [T ( j+1)n−1(0),T ( j+1)n−1(1)). Then
the inequality T (m+2)n−1(1) < γ holds if
|[T n−1(0),T (m+2)n−1(1))| < |[T n−1(0), γ)|. (7.17)
We proceed analogously to the case m = 1 to obtain
|[T n−1(0),T (m+2)n−1(1))| < |[T (m+1)n−1(0),T (m+2)n−1(1))| = |T (m+1)n([γ,T n−1(1))|
and thus
|T (m+1)n([γ,T n−1(1))| ≤ β(m+1)n
(






< |[T n−1(0), γ)|.
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Hence, it is enough to verify
β(m+1)n
(






which breaks down to
β(m+1)n <
1
βn − 1 . (7.18)
This inequality holds especially if Eq. (7.13) holds for m + 1. This completes the
proof by induction.

We now have all required tools to prove the first theorem of this section.
Theorem 7.2.6. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Let (β, α) ∈ C(1)k,n.
If, for some m ∈ N,
β(m+1)n <
1




then we have for every j ∈ {1, . . . ,mn} that
T j ([0,T n(1))) ∩ [0,T n(1)) = ∅,
T j ([T n(1), d1)) ∩ [T n(1), d1) = ∅,
T j ([dn+1, 1)) ∩ [dn+1, 1) = ∅,
where i ∈ {1, . . . , n − 1} is the unique natural number such that T i(dn−k) = γ.
Proof. Lemma 7.2.5 yields that T n(1) < d1 due to T n−1(T n(1)) = T 2n−1(1) <
γ = T n−1(d1) and T 2n−1(1) ∈ (T n−1(0), γ). For technical reasons we shift the
problem to the interval [dn−k, γ). We obtain T−i−1([0, d1)) = T−i([γ,T−1(d1))) =
[dn−k,T−i−1(d1)). Additionally we have T n−1([0, d1)) = [T n−1(0), γ). Especially





T 2n−1(1) T n−1(1)
T−1(d1)
We prove that the green interval does not intersect the two green dashed intervals
after applying the map T jn for j ∈ {1, . . . ,m + 1}. We prove the same for the red in-
terval and the two red dashed intervals respectively. This would yield the result for
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[0,T n(1)) and [T n(1), d1). We have T n([T n−1(0), γ)) = [T 2n−1(0),T n−1(1)). The sub-
set [γ,T n−1(1) gets mapped by T n back to the interval [T n−1(0),T 2n−1(1)). Hence,
the orbit of the green interval under T n does not intersect the right green dotted
line before the left green dotted line. Further, the property zn−k ∈ (T n−1(0),T n−1(1))
implies in combination with Lemma 6.2.13 that T 2n−1(0) < T n−1(0). We have
to distinguish between two possible cases, that is, either zn−k ∈ [T 2n−1(1), γ) or
zn−k ∈ [T n−1(0),T 2n−1(1)). In both cases the point T n−1(0) is moving to the left by
successively applying T n and on the other hand the movement of the point T 2n−1(1)
is dependent on its relative position to the repelling fixed point zn−k. The following
two figures illustrate these two different cases.
j = 0 :
γzn−kT n−1(0)
T 2n−1(1) T n−1(1)
j = 1 :
γzn−kT 2n−1(0)
T 3n−1(1) T n−1(1)
j = m :
γzn−kT (m+1)n−1(0)
T (m+2)n−1(1) T n−1(1)
...
Figure 7.3: The case zn−k ∈ [T 2n−1(1), γ).
j = 0 :
γzn−kT n−1(0)
T 2n−1(1)
j = 1 :
γzn−kT 2n−1(0)
T 3n−1(1)




Figure 7.4: The case zn−k ∈ [T n−1(0),T 2n−1(1)).
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Following these observations we obtain the result for [0,T n(1)) and [T n(1), d1) by
applying Lemma 7.2.4 and Lemma 7.2.5. Further, this also yields the result for
[dn+1, 1) due to the observation that T n([dn+1, 1)) = [0,T n(1)). 
The latter allows us to get an upper bound on the normalised Parry measure of the
set [0, d1) ∪ [dn+1, 1) under the conditions of Theorem 7.2.6. The bound follows
by applying Birkhoff’s Ergodic Theorem (Theorem 2.0.5) to the integrable maps








1A ◦ T j(x) = Pβ,α(A).
for Pβ,α-almost all x ∈ [0, 1). Theorem 7.2.6 yields that the left hand side is bounded
from above by 1/(n(m + 1)). This proves the following.
Corollary 7.2.7. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Let (β, α) ∈ C(1)k,n.
If, for some m ∈ N,
β(m+1)n <
1




then we have that
Pβ,α([0, d1) ∪ [dn+1, 1)) ≤ 3(m + 1)n ,
where i ∈ {1, . . . , n − 1} is the unique natural number such that T i(dn−k) = γ.
Theorem 7.2.8. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Let ((β j, α j)) j∈N be
a sequence with lim j→∞ β j = 1 and (β j, α j) ∈ Ek,n for every j ∈ N. We have
lim
j→∞Pβ j,α j([0, d1) ∪ [dn+1, 1)) = 0.
Proof. Due to Lemma 6.2.11 we are able to assume without loss of generality that
(β j, α j) ∈ C(1)k,n ∪C(2)k,n for each j ∈ N. Then the statement follows by Lemma 7.2.2
and Corollary 7.2.7. Note that we proved both of these results only for the case




Definition 7.2.9. We define for each word w = w1 · · ·w j ∈ {0, 1}∗ the Tβ,α-cylinder
set [w]Tβ,α by setting
[w]Tβ,α B
{
x ∈ [0, 1) : w is a prefix of kβ,α(x)
}
.




x ∈ [0, 1) : w is a prefix of kθ(x)
}
.
A cylinder set [w]Tβ,α is directly related to the frequency of the word w in a (β, α)-
expansion. Especially, one obtains Pβ,α([w]Tβ,α) = fw(k
β,α(x)) for Pβ,α-almost all
x ∈ [0, 1) due to Birkhoff’s Ergodic Theorem (Theorem 2.0.5). A cylinder set
[w]Tβ,α coincides with the set T
−1
w1 ◦ . . . ◦ T−1w j ([0, 1)). Further, we obtain a partition
of [0, 1) via the intervals
[0, d1), [d1, d2), . . . , [dn, dn+1), [dn+1, 1).
The map T n, restricted to each of these sets, is a linear function and we obtain that
each of these intervals corresponds to a Tβ,α-cylinder set for a word of length n.
Hence, kβ,α(x) contains exactly n + 2 distinct factors of length n for Pβ,α-almost all
x ∈ [0, 1). Further, the fixed point z j is contained in [d j, d j+1) for each j ∈ {1, . . . , n}
and hence corresponds to a factor of length n which is also occuring in the periodic
sequence kk/n(x) for all x ∈ [0, 1). Thus, Theorem 7.2.8 proves that both factors,
which do not occur in the latter, vanish if β goes to 1. This proves the following.
Theorem 7.2.10. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Let ((β j, α j)) j∈N
be a sequence with lim j→∞ β j = 1 and (β j, α j) ∈ Ek,n for every j ∈ N. We have for




















Corollary 7.2.11. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Let ((β j, α j)) j∈N
be a sequence with lim j→∞ β j = 1 and (β j, α j) ∈ Ek,n for every j ∈ N. We have for










if fw(kβ j,α j(x j)) = Pβ j,α j([w]Tβ j ,α j ) for all j ∈ N.
We did not prove the weak convergence of the normalised Parry measures. But
because of numerical simulations we conjecture the following to hold.
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Conjecture 7.2.12. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. Let ((β j, α j)) j∈N
be a sequence with lim j→∞ β j = 1 and (β j, α j) ∈ Ek,n for every j ∈ N. We have that
w-lim
j→∞






7.3 From cone to cone
In this section, we study the case that the sequence of parameters passes through
more than one cone. If one interprets both boundary lines of a cone Ck,n, see
Lemma 6.4.3, as funtions in β, one sees that these functions converge to k/n as β
goes to 1. Further, they are differentiable and the derivative converges as β goes
to 1. This implies, if a sequence of parameters is converging inside the parameter
space ∆ to the point (1, α), for an irrational α ∈ (0, 1), that the elements has to pass
infinitely many different cones and especially it is impossible to visit a certain cone
more than a finite number of times. The same happens for a rational α = k/n if the
sequence of parameters avoids the corresponding (k, n)-cone.
Lemma 7.3.1. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. One has for each
(β, α) ∈ Ck,n and j ∈ {0, . . . , n − 1} that
|T j([zk, zk+1))| = β j β − 1
βn − 1
Proof. The combination of Lemma 6.2.5 and Lemma 6.2.7 yields
n−1⨄
j=0
T j ([zk, zk+1)) = [0, 1). (7.20)




β j = 1.
This yields in combination with the geometric series that










and so we get due to the continuity and linearity properties of T for each j ∈
{0, . . . , n − 1} that
|T j([zk, zk+1))| = β j β − 1




Lemma 7.3.2. Let k, n ∈ N with 1 ≤ k < n and gcd(k, n) = 1. One has for
(β, α) ∈ Dk,n and all x ∈ [0, 1) that
x
n














Proof. The combination of Lemma 6.2.5 and Lemma 6.2.7 implies, for every









We obtain with Eq. (7.20) and Lemma 7.3.1, for all x ∈ [0, 1), that
Pβ,α([0, x)) ≤ 1n
⌈
x



























where the last step follows by Lemma 6.4.3. Similarly, we obtain
Pβ,α([0, x)) ≥ 1n
⌊
x






















Theorem 7.3.3. Let (β j, α j) j∈N ∈ ∆N such that each element lies inside a bubble,
lim j→∞ β j = 1 and lim j→∞ α j = α ∈ (0, 1). Further, there does not exist a bubble
Dk,n with (β j, α j) ∈ Dk,n for an infinite number of j ∈ N. Then we have
w-lim
j→∞
Pβ j,α j = λ.
Proof. To prove the weak convergence, it is sufficient to show that the correspond-
ing distribution functions converge pointwise. This follows by the Hally-Bray
theorem, see for example [30, Satz 4.14]. For each j ∈ N exists by assumption a
bubble Dk j,n j such that (β j, α j) ∈ Dk j,n j . One observes lim j→∞ n j = ∞ and we get





|T n j−1([zk j , zk j+1))|
− 1
⌋
≤ Pβ j,α j([0, x)) ≤
1
n j
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢ x⏐⏐⏐[zk j , zk j+1)⏐⏐⏐ + 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥ . (7.22)
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Additionally, one gets




n j|[zk j , zk j+1)|
≤ 1
n j
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢ x⏐⏐⏐[zk j , zk j+1)⏐⏐⏐ + 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥ ,

















|T n j−1([zk j , zk j+1))|
− 1
⌋
≤ x ≤ 1
n j
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢ x⏐⏐⏐[zk j , zk j+1)⏐⏐⏐ + 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥ . (7.23)
Hence, it is sufficient to prove that the difference between the right hand side and
left hand side of Eq. (7.23) is converging to 0. For a fixed x ∈ [0, 1) and each j ∈ N,
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⎛⎜⎜⎜⎜⎜⎜⎝−β j + β−n j+1j + (1 − β−n j+1j ) n j−2∑
m=1
βmj im





⎛⎜⎜⎜⎜⎜⎜⎝−β jn j + 1βn j−1j n j +






































β j − 1
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This implies that Eq. (7.24) converges to 0 as j goes to infinity. This finishes the
proof. 
Note that in the latter the only used property which holds only inside a bubble
but not outside in the corresponding cone is given by Eq. (7.21). Therefore, if
one is able to find sufficient smoth conditions on the normalized Parry measure of
these sets, the given proof would hold for these sequences of paramters outside of
bubbles as well.
Theorem 7.3.4. Let (β j, α j) j∈N ∈ ∆N such that each element lies inside a bubble ,
lim j→∞ β j = 1 and lim j→∞ α j = k/n ∈ (0, 1). Further, if (β j, α j) ∈ Dk,n only for a











assuming the frequency fw(kβ j,α j(x j)) does exist for all j ∈ N.
Proof. For each j ∈ N exists by assumption a bubble Dk j,n j such that (β j, α j) ∈
Dk j,n j and we set




2 , . . . , a
( j)
m j]
to be the corresponding continued fraction. One observes lim j→∞ n j = ∞. Further,
we set k/n = [0; a1, a2, . . . , am]. Then lim j→∞ n j = ∞ implies for all sufficiently
large j ∈ N that a( j)i = ai, for each i ∈ {1, . . . ,m}, and further lim j→∞ a( j)m+1 = ∞.
Theorem 7.1.3 yields, for each j ∈ N and x ∈ [0, 1), the representation
kβ j,α j(x) = w( j,x)σk j,n j(v( j)),
where v( j) ∈ {0, 1}N and w( j,x) ∈ {0, 1}∗ with |w( j,x)| < n j. In the following, we
assume without loss of generality that w( j,x) = ε. If m is even, we obtain by
Definition 7.1.1, for all sufficiently large j ∈ N, that
σk j,n j(v( j)) = τ
a1−1ρa2 · · · ρamτa( j)m+1(u( j)) (7.25)
and, if m is odd, that
σk j,n j(v( j)) = τ
a1−1ρa2 · · · τamρa( j)m+1(u( j)),
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where u( j) ∈ {0, 1}N. We have
τa
( j)





If m is even, we get that the infinite word τa
( j)
m+1(u( j)) consists of blocks of 0’s and
every now and then a 1. We set s j B τa1−1ρa2 · · · ρamτa( j)m+1(1) for each sufficiently
large j ∈ N and obtain for each w ∈ {0, 1}∗ that
fw(τa1−1ρa2 · · · ρamτa( j)m+1(u( j))) = lim
N→∞





⏐⏐⏐τa1−1ρa2 · · · ρam(0∞)|Ns j ⏐⏐⏐w
Ns j
+ N
2|w| − 2 + |τa1−1ρa2 · · · ρam(1)|
Ns j
⎞⎟⎟⎟⎟⎟⎠
= fw(τa1−1ρa2 · · · ρam(0∞)) + 2|w| − 2 + |τ
a1−1ρa2 · · · ρam(1)|
s j
,
where 0∞ denotes the constant 0 sequence. Analogously, we obtain
fw(τa1−1ρa2 · · · ρamτa( j)m+1(u( j)))
≥ fw(τa1−1ρa2 · · · ρam(0∞)) − 2|w| − 2 + |τ












a1−1ρa2 · · · ρamτa( j)m+1(u( j))) = fw(τa1−1ρa2 · · · ρam(0∞)),
which yields the result. Further, if m is odd, the result follows analogously.

Theorem 7.3.5. Let α = [0; a1, a2, . . .] be an irrational number and p j/q j =
[0; a1, . . . , a j] for j ∈ N the corresponding approximants. If (β j, α j) j∈N ∈ ∆N such
that (β j, α j) ∈ Dp j,q j for j ∈ N, then lim j→∞ β j = 1, lim j→∞ α j = α ∈ (0, 1) and one




kβ j,α j(x j)
)
= fw(kα(0)),
assuming the frequency fw(kβ j,α j(x j)) does exist for all j ∈ N.
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Proof. (β j, α j) ∈ Dp j,q j implies that β j ≤ 21/q j for j ∈ N and we have lim j→∞ p j/q j =
α. This yields lim j→∞ β j = 1 and lim j→∞ α j = α. The Theorem 7.1.3 yields for
each j ∈ N without loss of generality that k(β j,α j)(x) is an infinite concatenation of
the two words σp j,q j(0) and σp j,q j(1) for Pβ j,α j-almost all x ∈ [0, 1). Further, these
two words coincide exept in the first two letters, see Lemma 6.3.3. If we fix a word
w ∈ {0, 1}∗, this implies that
fw(k(β j,α j)(x j)) − fw(σp j,q j(0∞))
j→∞−−−→ 0, (7.26)
fw(k(β j,α j)(x j)) − fw(σp j,q j(1∞))
j→∞−−−→ 0,
where 0∞ and 1∞ denote the constant 0 and 1 sequences. Further, kα(0) is Sturmian
sequence and is an element of the Sturmian subshift of slope α. Each element of
this subshift has the same word frequencies and, by Theorem 4.3.3, there exists for
every j ∈ N a Sturmian sequence of slope α which has σp j,q j(0) as a prefix. This
implies for every ϵ > 0 the existence of an N ∈ N such that for all j ≥ N⏐⏐⏐⏐⏐⏐ fw(kα(0)) − σp j,q j(0)|w|σp j,q j(0)|
⏐⏐⏐⏐⏐⏐ < ϵ. (7.27)
Further, we obtain
fw(kα(0)) − σp j,q j(0∞)
j→∞−−−→ 0. (7.28)
The result follows now by a combination of Eq. (7.26), Eq. (7.27) and Eq. (7.28).

Finally, we note that most results of this section require that one is only allowed
to pass through bubbles. Therefore, we would like to point out that the bubbles
are surprisingly thick, namely that the Lebesgue measure of all α-values, such that
(β, α) is an element of a bubble for a fixed β, does not converge to 0 as β goes to 1,
see [35, Lemma 1].
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Finite and infinite words
ε empty word, 9
vm m-fold concatenation of a word v , 10
v|k initial block of length k, 10
Uk prefix of a special Sturmian sequence, 27
Vk prefix of a special Sturmian sequence, 27
ηl l-Grigorchuk sequence, 35
kθ(x) θ-coding of x, 24, 60
kβ,α(x) (β, α)-expansion of x, 50
Sets
N set of natural numbers, 9
N0 set of non-negative integers, 9
Z set of integers, 9
Q set of rational numbers, 9
R set of real numbers, 9
R+ set of non-negative real numbers, 9
A alphabet, 9
A n set of all words of length n, 9
99
List of symbols
A ∗ set of all finite words, 9
A N set of all infinite words over the alphabet A , 10
Ln(u) set of all factors occurring in u of length n, 10
L (u) language of u, 10
Ln(Y) set of all factors of length n for elements in a subshift Y , 11
L (Y) language of subshift Y , 11
Σu subshift generated by u, 11
Cn union of all C(k, n) for a fixed n, 53
Ck,n (k, n)-cone, 55
C(1)k,n left segment of the (k, n)-cone, 57
C(2)k,n right segment of the (k, n)-cone, 57
C(3)k,n upper segment of the (k, n)-cone, 57
Dk,n (k, n)-bubble, 57
Ek,n (k, n)-cone without the (k, n)-bubble, 57
∆ parameter space of intermediate β-transformations, 50
Jψ ψ-Jarník set, 30
Jcβ cy−β-Jarník set, 30
Exact(β) exact Jarník set, 30
[w] cylinder set of w, 11
[w]Tβ,α Tβ,α-cylinder set of w, 84
[w]Rθ Rθ-cylinder set of w, 84
Cb([0, 1)) set of all bounded real valued continuous functions on [0, 1), 12
Functions
1A characteristic function of A, 9
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List of symbols
Rθ rotation map, 24
Tβ,α intermediate β-transformation, 50
S left-shift, 10
|v| the length of a word v, 10
|v|w the number of occurences of w in v, 10
pu complexity function of an infinite word u, 11
hβ,α Parry density, 51
Q function of the biggest powers in a subshift, 18
R repetitive function, 17
Mk,n incidence matrix of σk,n, 73
⌈x⌉ ceiling function, 9
⌊x⌋ floor function, 9
Measures
Λ Lebesgue measure, 30
λ Lebesgue measure restricted to [0, 1), 51
δx Dirac measure in x, 12
µβ,α Parry measure, 51




κ Grigorchuk substitution, 34
τx ℓ-Grigorchuk substitution, 34
τy ℓ-Grigorchuk substitution, 34
τz ℓ-Grigorchuk substitution, 34
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List of symbols
σk,n substitution corresponding to Dk,n, 69
D set of all substitutions σk,n, 69
Other symbols
card X cardinality of a set X, 9
dimH Hausdorff dimension, 30
gcd(m, n) greatest common divisor of m and n, 9
fw frequency of w, 10
supp(µ) support of measure µ, 12
ℓ repulsive constant, 17
ℓα α-repulsive constant, 19
Qα α-finite constant, 18
Rα α-repetitive constant, 18
Θ
α
lower well-approximable of α-type constant, 26
Θα upper well-approximable of α-type constant, 26
Θα well-approximable of α-type constant, 26
▹ renormalisation of intermediate β-transformations, 71,72
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