I. INTRODUC~ION
In a celebrated paper [61, von Neumann showed that arbitrary Boolean functions can be reliably computed by formulas built from noisy gates. For E 2 0, the output of an €-noisy, k-input gate is modeled as the result of applying a function f: (0, l)k -+ (0,l) to the inputs and then changing the value from 0 to 1 or vice versa with probability e. If the output is changed we say the gate fails.
A formula is an interconnection of gates such that the output of each gate (except for one, which produces the output of the formula) is an input of one other gate. The inputs of the gates consist of Boolean variables that are the inputs for the formula, Boolean constants, or outputs of other gates. There are no loops in the sequence of interconnections. If a formula is composed of noisy gates, we assume that the gates fail independently of each other and of the inputs. Suppose we wish to evaluate a given deterministic Boolean function F of n variables, F: (0,l)" -+ (0, l), using a formula built from noisy gates. We allow each of the n Boolean arguments of F to be used, without error, as an input in multiple places in the formula. The maximum error probability of the formula is the maximum, over all 2" possible Manuscript received November 16, 1989; revised June 27, 1990 . This material is based on work supported by a National Science Foundation Graduate Fellowship and the National Science Foundation under contract NSF ECS 83 52030.
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001 8-9448/91/0300-0388$01 .00 0 1991 IEEE inputs, of the probability that the output of the formula differs from the corresponding value of the function F. The goal of this paper is to identify precisely how large e can be such that arbitrary Boolean functions can be computed with maximum error probability less than 6, for some 6 depending only on E with 6 < 1/2. In his paper, von Neumann [6, p. 691 used alternating stages of computation and error correction to show that reliable computation is possible for E < 0.0073. By "iterating the process of triplication at each step" as suggested by von Neumann, one finds that reliable computation is possible for E < 0.09471. In Section IV we show that reliable computation is in fact possible for e < 1/6. A caveat on these positive results is that the proofs use the assumption, implicit in our definition, that the e-noisy gates fail with probability precisely E -that is the gates are "reliably unreliable." Pippenger [3] showed that e < 0.08415 is sufficient even if the possibility that errors might not matter or cancel during a computation step is ignored, so e < 0.08415 is also sufficient under less restrictive error models, such as the one in [4] .
On the negative side, Pippenger [5] showed that if e 2 1 / 3 then such reliable computation is not possible. Moreover, for any e in the range 0 < E < 1/3, he obtained nontrivial lower bounds on the depth of formulas needed to compute certain functions with a given maximum error probability. Feder [l] improved Pippenger's bounds, and extended their domain of application to networks that compute Boolean functions. A network is similar to a formula except the output of any gate can be connected to the input of multiple gates. We prove (see Proposition 2) that if e 2 1/6 then reliable computation is not possible, improving on the negative result of Pippenger. Although the negative results here and in 111, 1. 51 are stated for reliably unreliable gates, they automatically apply for less restrictive failure models.
A survey paper of Pippenger [4] covers work related to several different aspects of von Neumann's paper.
REMEMBERING AND COMPUTING WITH NOISY GATES -NEGATIVE RESULT
A problem related to von Neumann's result about computation is the problem of "remembering" a binary variable using noisy gates. Suppose X is a random variable with P [ X = 01 = P [ X = 11 = 1/2. Consider a formula built from E-noisy gates such that each input is either X or a constant. For example, the formula might correspond to a baldnced ternary tree with Llayers of e-noisy 3-input majority logic gates and all 3L inputs equal to X. For this example it is easy to show by induction that the outpit is equal to 1 -X with probability m,"(O), where m," is the L-fold composition of .the function m,(a) = E + (1 -2eX3a2 -2a3). As von Neumann noted, if e < 1/6 then lim,,,m,"(O)<1/2.
Thus, for such e, a single bit can be remembered with probability of error bounded away from 1/2 for arbitrarily many layers by a formula composed of e-noisy 3-input gates. On the other hand, if e > 1/6 then lim,,,m~(0)=1/2.
Thus, for such e, it is not possible to so remember a bit by formulas built from e-noisy 3-input majority logic gates. We will show that arbitrary €-noisy 3-input gates can do no better, and that fact will imply a negative result about computation.
The joint distribution of X and an arbitrary binary random variable Y on the same probability space can be summarized by the parameter AY E [O, 112, where AY= (Ai, AY) with AT= P[X # YIX = i]. For 0 I q I 1 define S(a) to be the closed, convex hull of {(a, a), (l,O) ,(O, 1),(1-a, 1 -a)). Note that X and Y are independent (i.e., I ( X ; Y ) = 0) if and only if A y E S(1/2), so we call S(1/2) the line of zero information.
Consider once again a formula built from e-noisy gates such that each input is either X or a constant. We can model a particular gate in the formula as shown in Fig 
Here f is an arbitrary 3-input Boolean function. For a given function f , AV is determined by (Ay1, Ay', Ay3). Furthermore, using vector addition,
The second form leads to the interpretation used by Feder [l] , namely, an e-noisy gate is equivalent to a gate that produces a random output with probability 2e. Proposition 1: Suppose E 2 1/6 and 0 I a 5 1/2. If AY', AY', AY3 E S(a) then Ay E S(m,(a)).
Proposition 1 will be proved in Section 111. Corolla?y 1 (Optimality of Majority Logic for Remembering a Bit): Suppose e 2 1/6. Consider a formula built from e-noisy 3-input gates such that all the inputs are constants or X, and such that X is not input into any gate less than L layers from the output YL.
The main result of this correspondence is stated next. Proposition 2: Let e 2 1/6. Consider a Boolean function F of at least 1 + 3'--l essential arguments, and consider any formula constructed of e-noisy 3-input gates for computing F. Then the maximum error probability of the formula is greater than or equal to mf-(O). (Recall that lim, _, mk(0) = 1/21. Proof: At most 3,-' variables can be inputs in the last L -1 layers of the formula, so at least one of the formula input variables, say the ith, is not an input for any of the gates in the last L -1 layers of the formula. We consider evaluating F(c,, c 2 ; . ., c , -1, X , c,+ l,. . ., c,) using the formula where, as before, P[ X = 01 = P[ X = 11 = 1/2, and the binary constants (c,: , c 2 , . . . , c,-,, X, c,+ ,,. . . , c,) depends essentially on the value of X. By Corollary l the output of the formula is incorrect with probability at least mk(0). Thus, the probability the formula is incorrect for one of the two inputs 1 -a , 1 -a) then the same value of Ay can be obtained with AY = ( a , a ) by changing the function in the gate by complementing its ith input. The lemma follows. as the function f varies, for a and E fixed. Since S(m,(a)) is a convex set, it suffices to prove that the convex hull of the set of AY generated as f varies over the set of all 3-input Boolean functions is the same as the convex hull of the set of AY generated as f varies only over the set of threshold functions. For that purpose, by the well-known separating hyperplane theorem [2] , it suffices to prove that for any constants r and s the functional C ( f ) defined by C( f ) = rAi + SAT achieves its minimum value at some threshold function f . S(m,(a) ). If k = 2 then f is the majdrity logic function; so that AY= (m,(a), m,(a)) E S(m,(a) ). Only the cases k = 1 and k = 3 remain, and by symmetry we need only consider one of these two cases. Hence, suppose k = 3 so that f is an AND function. We
Using (1) and the fact that E [ A ] = E[ E[ AIB]] for random variables A and B yields that

C( f ) = ( r + S ) E + (1 -26)( rAi + SA';')
= (~+ s ) E + (~-~E )~(~E [~/ I X = O ] P [ X = O ]
+
U(Y1, Y , , Y3) = f ( Y l t Y , , Y 3 )
is a monotone function of the sum y 1 + y z + y 3 . must show that (Ai,A:)E S(m,(n)) where A i = E + ( l -2~) a~ and AY= E +(1-2e)(a3-3a2 +3a). We will show slightly more -namely that AY is in the region bounded by the triangle with vertices (m,(a), m,(a) ), (0, l), and (1/2,1/2). It is easy to verify that A T 2 A i and that A i + A: % 1, so it is enough to show that A i + m,(a)(Ay-A i ) 2 m , ( a ) , (3) and it is sufficient to check the inequality for E = 1/6 because m,(a) is increasing in E for 0 I a I, 1/2. Substituting, 1/6 for E and expressing each variable in terms of a gives Ai+ m 1 / 6 ( a ) ( A 7 -'i)-m 1 / 6 ( a )   1 2a3 1 2  = -+ -+ --[ 1 + 4 ( 3 a 2 -2 a 3 ) ] ( 3 a -3 a 2 ) 6 3 6 3 1
The last expression is nonnegaiive for 0 I a I 1/2, and Proposition 1 is proved.
0
IV. COMPUTING WITH (PRECISELY ) r-Noisu GATES -POSITIVE RESULT
The following converse to Proposition 2 is proved in this section.
Proposition 3: Let 0 < E < 1/6. There exists 6 < 1/2 such that any Boolean functioll cAn be computed by a formula built from €-noisy 3-input gates with maximum error probability less than or equal to 6.
Fix E with 0 < E <1/6 for the remainder of this section. Consider a formula corresponding to a balanced ternary tree with L layers of €-noisy 3-input majority logic gates. Fix X E (0, I}, let U(1); .,U(3L) be independent (given x) inputs to the formula and let Y be the output. View the U's as noisy versions €-noisy majority logic stages, the output error probability is close to 7. This fact will be used in the proof of Proposition 3. The output error probability can be brought close to 77, not just close-to-or-less-than 77, because our gates are modeled as reliably unreliable as discussed in the Introduction.
M y Boolean function can be computed by a formula built usi,ng only noiseless 2-input NAND gates. Such gates can be obtained by ignoring entirely the third inputs of 3-input gates, but ahother idea in the proof of Proposition 3 is to use all three inputs to provide some error protection during a computation step. To this end, let XNAND be the 3- Proof: Using the fact that q < 1/2 and considering the four choices for (x, y) separately, the reader can readily check that
The proof is finished using the fact that P[Z # NAND(X, y)] is a continuous function of ( P [ X + XI, PIYl z y1, P[Y2 z y1) for each value of ( x , y).
0
Proof of Proposition 3: Use 6 and I from Lemma 3, and choose L so large that [m) (O) , mt (6)] c I . Given an arbitrary Boolean function, the network required for the proof is described as follows. Start with a formula for computing the function using only noiseless 2-input NAND gates. Replace the constituent NAND gates by XNAND gates one at a time, in order of nonincreasing depth from the final output, as follows.
Focus on the replacement of a particular NAND gate. Before replacement its inputs are provided by two smaller formulas, say formula A and formula B. Define an L-corrected version of a formula to be the new formula formed by feeding 3L independent copies of the formula into a full L-layer formula of 3-input E-noisy majority logic gates. The new E-noisy XNAND gate needs three inputs. For the first, use the output of an L-corrected version of formula A . For the second and third, use the outputs of two independent L-corrected versions of formula B. The replacement of a particular NAND gate, and hence the complete modified formula, is specified.
Argument by induction, together with Lemma 3, yields the following: The output of any XNAND gate in the modified formula differs from the output of the corresponding NAND gate in the original formula, with probability at most 6. This is true in particular for the final output, and Proposition 3 is proved. 0 V. CONCLUSION Propositions 2 and 3 together establish that e = 1/6 is the critical value for computation by formulas of e-noisy 3-input gates. Perhaps some sort of correlation inequality might yield an extension to networks. The positive result in [3] and Proposition 2 together establish that the critical value of E for computation by formulas of "E-noisy-or-better" 3-input gates lies somewhere in the interval (0.08415,1/6).
An interesting open problem is to close the gap between positive and negative results on the depth of reliable formulas for small E. For E close to zero, von Neumann [6] showed that computation by E-noisy 3-input gates can be accomplished by adding to a network correction layers that account for a fraction of the total depth of the network that is asymptotic to 2/log,(l/~), whereas the results of Feder [l] show that for some functions the fraction must be at least 2e/10ge3. For example, if E = 0.001, then we know that if roughly 31% of the stages are correction stages then reliable computation is possible, while from Feder's result we know that the additional stages due to error correction must be at least 0.2% of the whole. These bounds differ by more than a factor of 100. Unfortunately, it is not clear that our method can be used to close this gap.
I. INTRODUCTION
In [l, p. 1071 Ruiz notes that not all shells of points on Z 2 +(1/2,1/2) have points on them. However, he conjectures that for the shifted Z4 and Z 8 lattices, all shells have points on them. In this correspondence we prove, using arguments from number theory, that this conjecture is true. We also extend it to any shifted Z4" lattice. This result has applications in the design of multidimensional signal sets.
SHELLS ON THE SHIFTED Z" LATTICE
In two dimensions, the squared radius of a shell of points is given by rk = 2( k -1) + O S , k = 1,2, . . . .
Thus the first shell has a squared radius of 0.5, the second shell has a squared radius of 2.5, and so on. Not all shells have points on them. For example, the sixth shell with squared radius 10.5 contains no points. In other words there are no pairs ( x , y ) of half integers such that x 2 + y 2 = 10.5.
In four dimensions the squared radius of a shell of points is given by rk = 2k -1, k = 1,2;**,
and in eight dimensions it is given by rk = 2k, k = 1,2;.. .
Ruiz [l, p. 1071 has conjectured that all the shells in 4-D and 8-D contain points.
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