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ABSTRACT
Observations of Faraday rotation through high-redshift galaxies have revealed that they
host coherent magnetic fields that are of comparable strengths to those observed in nearby
galaxies. These fields could be generated by fluctuation dynamos. We use idealized numerical
simulations of such dynamos in forced compressible turbulence up to rms Mach number of
2.4 to probe the resulting rotation measure (RM) and the degree of coherence of the magnetic
field. We obtain rms values of RM at dynamo saturation of the order of 45 - 55 per cent of
the value expected in a model where fields are assumed to be coherent on the forcing scale
of turbulence. We show that the dominant contribution to the RM in subsonic and transonic
cases comes from the general sea of volume filling fields, rather than from the rarer structures.
However, in the supersonic case, strong field regions as well as moderately overdense regions
contribute significantly. Our results can account for the observed RMs in young galaxies.
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1 INTRODUCTION
Mg II absorption systems probed by Bernet et al. (2008), Bernet
et al. (2010), Farnes et al. (2014) and Malik et al. (2017) reveal
the existence of ordered µG strength magnetic fields in young
galaxies at z ∼ 1 when the Universe was ∼ 6 Gyr old. The
question of how such ordered fields of strengths comparable to
those found in present-day galaxies are generated at early epoch
remains an open question. It is well known that weak initial seed
magnetic fields embedded in a conducting fluid can be amplified by a
three dimensional random or turbulent flow, provided the magnetic
Reynolds number (Rm) is above a critical instability threshold.
This process referred to as Fluctuation or Small-scale dynamo,
amplifies seed magnetic fields exponentially fast (on eddy-turnover
time-scales) by random stretching of field lines by the turbulent
eddies, until some saturation process sets in (Kazantsev 1968;
Zeldovich et al. 1990; Subramanian 1999; Haugen et al. 2004a;
Schekochihin et al. 2004; Brandenburg & Subramanian 2005; Cho
et al. 2009; Federrath et al. 2011; Brandenburg et al. 2012; Bhat
& Subramanian 2013; Federrath 2016). Apart from generating and
maintaining fields in galaxy clusters, fluctuation dynamo can also be
a suitable candidate for generatingmagnetic fields in young galaxies
at high redshifts (Schober et al. 2013; Roy et al. 2016; Rieder &
Teyssier 2017). This ismainly due to the following reasons. First, the
excitation of the dynamo only requiresRm to be larger than amodest
critical value ∼ 100, in comparison to more special conditions
(like the presence of differential rotation and helicity of the flow)
? E-mail: sharanya.sur@iiap.res.in (SS); pbhat@mit.edu (PB);
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necessary to turn on the large-scale dynamo. Moreover, fluctuation
dynamos amplify fields on time-scales much shorter than large-
scale dynamos where fields can only grow and order themselves on
time scales of a few times ∼ 108 yr. They can also potentially lead
to sufficiently coherent fields to explain the observations (Bhat &
Subramanian 2013, hereafter BS13). Lastly, recent high resolution
simulations of halo collapse shows them to be capable of driving
rapid field amplification even before disk formation (at z ∼ 25−30)
by tapping into the energy of turbulent motions in the halo gas
(Sur et al. 2010; Latif et al. 2013). Taken together, these benefits
potentially assist the fluctuation dynamo to generate the first fields
in galaxies. It is then natural to ask, if the saturated fields generated
by fluctuation dynamos in young galaxies are coherent enough and
the extent to which the Faraday rotation measure (RM) obtained
from such fields compares with the observational estimates from
Mg II absorption systems. Moreover, how sensitive is the RM to
regions of different fields strengths and densities? Addressing these
key issues forms the subject of this Letter.
Given the complex nature of the problem,we adopt a numerical
approach as our main tool. To this effect, we focus on simulating
fluctuation dynamos in periodic domains with artificial turbulent
driving. In subsonic flows, previous works encompassing a wide
range of viscosity and magnetic resistivity values have shown
that the magnetic correlation length is much larger than the
resistive scale (Haugen et al. 2003, 2004a) leading to a significant
contribution to the RM (Subramanian et al. 2006; Cho & Ryu 2009,
BS13). However, turbulence in high-redshift galaxies is driven
by a combination of star formation feedback and gravitational
instabilities from cold gas accretion flows (Birnboim & Dekel
2003; Immeli et al. 2004; Ceverino et al. 2010; Genel et al. 2012;
© 2017 The Authors
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Agertz et al. 2015). Coupled with efficient cooling this results in
supersonic turbulence (Greif et al. 2008). Thus, ascertaining the
degree of coherence of the field and the RM calls for extending
the simulations to the compressible regime involving transonic and
supersonic flows. Such efforts have only recently become possible
(e.g., Haugen et al. 2004b; Federrath et al. 2011; Gent et al. 2013;
Sur et al. 2014a,b; Federrath 2016; Yoon et al. 2016). Motivated by
the success of these efforts, we focus on fluctuation dynamo action
in transonic and supersonic turbulent flows.
The Letter is organized as follows. Section 2 outlines our
numerical setup and initial conditions. In Section 3, we first describe
the time evolution of the magnetic energy and the power spectra,
followed by a visual impression of the nonlinear saturated state
of the dynamo. Analysis of the temporal evolution of the RM, its
dependence on regions with different field strengths and densities
as well as the evolution of the velocity and magnetic integral scales
are presented in Section 4. The last section presents a summary of
our results and conclusions.
2 NUMERICAL SETUP AND INITIAL CONDITIONS
To address our objectives, we analyse the data from simulations
of randomly forced, non-helical, statistically homogenous and
isotropic small-scale dynamo action. These simulations were
performed with the FLASH code (Fryxell et al. 2000) (version 4.2).
The initial setup of our simulations is similar to the ones described
in detail in an earlier paper by Sur et al. (2014a,b). In the following,
we only highlight the essential features.
We adopt an isothermal equation of state with initial density
and sound speed set to unity in a box of unit length having 5123
grid points with periodic boundary conditions. Turbulence is driven
artificially as a stochastic Ornstein - Uhlenbeck process (Eswaran
& Pope 1988; Benzi et al. 2008), with a finite time correlation.
Note that both ISM and intracluster medium (ICM) turbulence are
expected to be amix of solenoidal (sheared) and compressivemodes
(Elmegreen & Scalo 2004; Federrath et al. 2008; Porter et al. 2015).
However, in order to maximize the efficiency of the small-scale
dynamo, our artificial forcing comprises only of solenoidal modes
(i.e., ∇ · F = 0). Except run A where turbulence is forced in the
wavenumber range 1 ≤ |k |L/2pi ≤ 2 (to compare with a similar run
from BS13), all other runs were forced in the wavenumber range
1 ≤ |k |L/2pi ≤ 3, such that the average forcing wavenumber was
kf L/2pi ∼ 2, where L is the length of the box. The amplitude of the
turbulent forcing was varied to obtain runs with rms Mach numbers
(M) ranging from subsonic to supersonic. We further initialized
our setup with two different choices of the initial magnetic field,
consisting of either - B = B0[0, 0, 1] or B = B0[0, 0, sin(2pix)]. The
strength of the initial field is varied by varying the plasma beta
parameter β = pth/pm in the range 107 − 109. Here pth and pm
are the thermal and the magnetic pressures, respectively. Moreover,
we used the un-split staggered-mesh algorithm in FLASH with a
constrained transport to maintain ∇ · B to machine precision (Lee
& Deane 2009; Lee 2013) and the HLLD Riemann solver (Miyoshi
& Kusano 2005), instead of artificial viscosity to capture shocks.
Table 1 provides a summary of the parameters of all the runs
considered in this study. These consist of three non-ideal runs at
Pm = Rm/Re = ν/η = 1, withM = 0.1, 0.3, and 1.1 and one ideal
run atM = 2.4. Since there is no explicit viscosity and magnetic
resistivity in ideal MHD, kinetic and magnetic energies in run D
are dissipated by numerical diffusion, which is expected to occur at
the grid resolution scale.
Table 1. Summary of the simulation parameters. From the left to right : Run
name, initial β, rmsMach number, magnetic Prandtl number (Pm = Rm/Re)
and the fluid Reynolds number. Runs A and D are initialized with Bz = B0,
while runs B and C start with Bz = B0 sin(2pix). All runs have resolutions
of 5123.
Run βin Mrms Pm Re = u lf/ν
A 107 ≈ 0.1 1 ≈ 800
B 2.5 × 109 ≈ 0.3 1 ≈ 1250
C 2.5 × 107 ≈ 1.1 1 ≈ 1250
D 107 ≈ 2.4 —– ——
Figure 1. Evolution of magnetic energy as a function of t/ted.
Figure 2. Time evolution of the kinetic and magnetic energy spectra for
runs : B - first column, C - second column, and D - third column. The dotted
vertical line in each panel shows the turbulent forcing wavenumber. The
wavenumber is normalized in units of kmin = 2pi.
3 TIME EVOLUTION AND FIELD STRUCTURE
Turbulent motions randomly stretch and fold the weak initial
magnetic field in all the different runs, leading to the emergence
of growing random fields [see for e.g. fig. 2 of Sur et al. (2014b)].
These random fields grow rapidly and ultimately saturate due to
the influence of the Lorentz force. Fig. 1 shows the evolution of
the magnetic energy (Em) as a function of time (expressed in units
of the eddy-turnover time ted). Similar to earlier studies on small-
scale dynamo growth (e.g. Cho et al. 2009; Porter et al. 2015), the
evolution of Em consists of an initial exponential growth phase
lasting up to ∼ (2 − 4 ted), followed by an intermediate phase,
eventually saturating within 10 − 30 percent of the equipartition
value.
In Fig. 2, we compare the evolution of the kinetic and magnetic
energy spectra, K(k, t) and M(k, t), as a function of k/kmin for three
runs : B (subsonic), C (transonic), and D (supersonic), respectively.
K(k, t) is depicted by thin (growth phase) and thick (saturated) solid
lines,whileM(k, t) is shown as red dashed lines.At late timesK(k, t)
exhibits the expected Kolmogorov k−5/3 scaling for run B, while for
runs C and D, the slope is ∼ k−2, typical for supersonic turbulence.
MNRAS 000, 1–5 (2017)
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Simulation Initial Plasma Forcing Scale Rms Mach Eddy turnover Prandtl number Reynolds number
Run Beta,  in lf Mrms time (ted = lf/urms) Pm = Rm/Re Re = u lf/⌫
M0.12Pm1 107 0.667 ⇡ 0.12 5.55 1 ⇡ 800
M0.3Pm1 104 0.5 ⇡ 0.3 1.667 1 ⇡ 1250
M0.3Id 107 0.5 ⇡ 0.32 1.56 ⇡ O(1) ——
M1.1Pm1 104 0.5 ⇡ 1.1 0.438 1 ⇡ 1250
M2.4Id 107 0.5 ⇡ 2.4 0.20 ⇡ O(1) ——
Table 1: Summary of the simulation runs presented in this paper at a uniform grid resolution of 5123.
The non-ideal MHD runs are classified as MXPmY where X refers to the value of the Mach number and
Y refers to the value of Prandtl number. M0.3Id2 and M2.4Id are the two ideal MHD runs atM = 0.3
andM = 2.4 with  in = 107. All simulations start with a uniform magnetic field in the z-direction.
Figure 1: Evolution of magnetic energy with time expressed in units of the eddy-turnover time for the runs used
in this study.
3 Results
3.1 Time evolution of the magnetic energy and energy spectra
Figure 1 shows the time evolution of the magnetic energy for the different runs with the level of saturation
depending on the Mach number of the run. The value at which the field saturates increases with the compress-
ibility of the flow. The M2.4Id run however has still not saturated till the time we were able to follow the
simulation (for reasons related to computational costs). The plot also shows that three runs : M0.3Id, M0.3Pm1
and M1.1Pm1 have a very short kinematic range lasting up to ⇠ 2  3 ted.
The comparison of the kinetic and magnetic energy spectra for M0.3Id and M0.3Pm1 is shown in Figure 2.
Since the ideal run starts from an initial   = 107, it is possible to compute the spectra over many snapshots
during the kinematic phase. On the other hand, the Pm = 1 run only has a very short kinematic phase as
seen from Figure 1. In both these runs, the kinetic spectra is peaked at the forcing scale. The magnetic energy
2
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Figure 3. Three-dimensional volume renderings of the logarithm of the
density (upper row) and the z-component of themagnetic field normalized by
the rms value (lower row) in the saturated phase for runs : B (left), C (middle),
and D (right) corresponding M = 0.3, 1.1 and 2.4, respectively. From left
to right, the snapshots are shown at t e following times : t/ted = 24.8, 23
a d 24, respe tively.
The comparison of M(k, t) reveals a few interesting features. The
magnetic spectra M(k) is initially peaked at k ∼ 2 in all three runs
as the large scale field is tangled and twisted on the scale of the
flow. Bec use of the la k of explicit viscosity and resistivity, run D
can accommodate a larger range of wave numbers for the inertial
range of turbulence and for the growth of the small-scale fields.
Thus, the well known self-similar evolution of M(k), with a peak
at large k, in the growth phase is seen more pronouncedly in run D
compared to runs B and C. Specifically, the figure shows that the
peak of M(k) shifts from k ∼ 1 to 15 in run B and to k ∼ 10 in
run C. In comparison, M(k) in run D peaks at extremely tiny scales
k ∼ 50 − 60 by t = 6 ted. Once saturation is achieved at larger k, all
three runs show that the peak of M(k) shifts towards smaller wave
numbers k ∼ 4 − 6, by the time the dynamo saturates.
In Fig. 3, we show the three-dimensional volume rendering of
the logarithm of the density (top row) and the z component of the
magnetic field normalized to the rms value (bottom row) on the
periphery of the box for the above mentioned runs, in the saturated
phase. Apart from revealing evidence of turbulent stretching, the
density structures are also sensitive to the compressibility of the
flow. The magnetic field structures appear to be coherent on much
larger scales, compared to the kinematic phase. We also find the
field to be more intermittent and less space filling in the ideal run
in comparison to the non-ideal runs. This enhanced intermittency
is reminiscent of high Pm runs (see fig. 5.7 of Brandenburg &
Subramanian 2005), but could also arise due to the compression of
magnetic fields in to high density regions.
4 FARADAY ROTATION FROM 3N2 LINES OF SIGHT
Faraday rotation is a powerful tool to obtain information about
the line-of-sight (LOS) magnetic field. The magnetized plasma in
young galaxies together with charged particles causes a rotation
of the polarization angle of linearly polarized emission from
background radio sources. The observed polarization angle is
altered by an amount proportional to the square of the observing
wavelength. The constant of proportionality, the rotation measure
RM = K
∫
L
neB · d l. Here, ne is the thermal electron density,
Figure 4. Evolution of σ¯RM with t/ted for all the runs listed in Table 1.
B is the magnetic field, K = 0.81 rad m−2 cm3 µG−1 pc−1 is a
constant and the integration is along the LOS ’L’ from the source to
the observer. As our simulations include transonic and supersonic
flows th t results in significant density fluctuations along the LOS,
we retain ne inside the integral for all the runs. Following the
methodology outlined in Subramanian et al. (2006) and BS13, we
directly compute
∫
ρB · d l for each of the different runs listed in
Table 1 and hence the RM over 3N2 LOS, along each of the x, y,
and z directions. For example, if the LOS integration is along z, the
RM at a given location (xi, yi) is expressed as a discrete sum of Bz ,
RM(xi, yi, t) = K
µmp
N−1∑
j=0
(
L
N
)
ρBz
(
xi, yi,
L
N
j, t
)
. (1)
Here, ne = ρ/µmp is expressed in terms of the density, L is the
length of the box, and N is the number of grid points. Magnetic
fields generated by the fluctuation dynamo are expected to be nearly
statistically isotropic, implying that the averageRM = 〈
∫
ρB ·d l〉 =
0. We therefore focus on the standard deviation of the RM, σRM,
particularly in the saturated state of the dynamo. It is also useful to
normalize σRM by
σRM0 =
K
µmp
ρBrms√
3
L
√
2pi
kfL
∼ 444 rad m−2
(
ne
1 cm−3
)
×
(
Brms
3 µG
) (
L
1 kpc
)1/2 ( lf
100 pc
)1/2
, (2)
obtained from a simple model of random magnetic fields, where
the fields are assumed to be random with a correlation length lf =
2pi/kf , in a box of length L and uniform density ρ¯ (BS13). We then
calculate the normalized standard deviation σ¯RM = σRM/σRM0 of
the set RM(xi, yi, t). For LOS along x and y, Bx and By values are
to be used, respectively, in equation (1). The final σ¯RM is then taken
to be the average of the σ¯RM values obtained from the estimate of
the standard deviations of RM along the three LOS. For a small-
scale dynamo generated field, ordered on the forcing scale,wewould
expect σ¯RM ∼ 1.
4.1 Evolution of σ¯RM, magnetic and velocity integral scales
Recall that our seed magnetic field is characterized by a weak,
large-scale vertical mean field. This implies that σ¯RM would be
initially dominated by the large-scale coherence of this vertical
mean-field. Thereafter, due to turbulent driving the large-scale
component would be randomly sheared leading to the emergence
of random fields coherent on much smaller scales. Consistent with
this argument, Fig. 4 shows that there is initially a large σ¯RM which
subsequently decreases to a minimum. As the dynamo amplifies the
MNRAS 000, 1–5 (2017)
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Table 2. Summary of the average values of : lVint, l
M
int , their ratio, and the
σ¯RM in the saturated state obtained in the different runs. *Run F corresponds
to a 5123 non-ideal run from BS13 atM = 0.1.
Run Mrms Saturation Saturation Ratio of Saturation
lVint l
M
int (lVint/lMint )sat σ¯RM
A ≈ 0.1 4.4 1.6 2.75 0.46
B ≈ 0.3 3.7 1.5 2.46 0.49
C ≈ 1.1 3.9 1.5 2.60 0.52
D ≈ 2.4 3.8 0.7 5.42 0.55
F* ≈ 0.1 3.3 1.1 3.00 0.46
fields, the field orders itself due to Lorentz forces. In most runs,
we find that the steady-state σ¯RM evolution curves are close to
each other. Up toM = 2.4, the last column in Table 2 shows that
σ¯RM in the saturated phases ranges between 0.46 and 0.55. This
indicates that the fields generated by the fluctuation dynamo in a
variety of flows, have statistical properties that yield similar σ¯RM
in the saturated state. Remarkably, the value of σ¯RM forM ≈ 0.1
obtained in run A is identical to that obtained from run F of BS13
who used a different code with delta-correlated turbulent driving
and weak random initial seed fields. Thus the saturated state of the
dynamo appears to be statistically independent of the initial seed
field configuration, for sufficiently weak seed fields.
To understand better the field coherence and its correlation to
the σ¯RM, we directly compute the magnetic and the velocity integral
scale from M(k, t) and K(k, t) as,
lMint (t) =
∫
(2pi/k)M(k, t) dk∫
M(k, t) dk , l
V
int(t) =
∫
(2pi/k)K(k, t) dk∫
K(k, t) dk . (3)
Table 2 further shows that lMint values are similar in all the non-
ideal runs, with lVint/lMint ∼ 3. On the other hand, run D which
has the highest σ¯RM = 0.55, has a smaller lMint = 0.7, and larger
lVint/lMint ∼ 5.4. This suggests that due to shock compression in
supersonic turbulence, theremust be significant contribution to σ¯RM
from high density regions with larger fields. Altogether, except run
D, the estimates of lVint/lMint obtained in our non-ideal runs are similar
to those obtained by BS13.
4.2 RM contributions from regions of different field
strengths and densities
The results from the previous subsection suggest that even inM ≥ 1
cases, fluctuation dynamo fields are sufficiently coherent to obtain
significant amount of RM. A key question is whether this coherence
is arising from the strong fields or from the more volume filling
less intense fields? Thus, we calculate the RM along each LOS
for all the runs, by excluding regions where the field satisfies the
constraint B2 = (B2x + B2y + B2z ) > (n Brms)2, with n = 1 and 2.
In subsonic flows, we find that the strong field regions (i.e., with
n = 2) contribute only about 20 per cent to the RM in agreement
with BS13. We extend the analysis to magnetic fields in transonic
and supersonic flows.
Results for run C (top panel) and run D (bottom panel) are
shown in Fig. 5. Black solid lines with triangles in both panels
show the σ¯RM obtained without introducing any cutoffs. For both
runs, σ¯RM drastically reduces if one excludes regions with field
strengths B > Brms (red dash-dotted lines with diamonds). The
reduction in σ¯RM when one removes regions with field strength
B > 2 Brms is still significant for both runs in the growth phase.
However, at saturation the reduction is≤ 10 per cent for the transonic
Figure 5. Evolution of the normalized RM (σ¯RM) for runs C (top panel)
and D (bottom panel), determined excluding the regions with |B | > n Brms.
The squares show the result of excluding |B | > 2Brms, while the diamonds
show the result of excluding regions with |B | > Brms.
case and ∼ 30 per cent in the supersonic case. Thus for subsonic
and transonic driving most of the RM contribution at saturation
is dominated by the general sea of volume filling fields similar
to the earlier results of BS13. However in Run D (corresponding
to supersonic case), there is still a significant contribution to RM
from high field regions initially, which then decreases on saturation.
The density enhancement in such supersonic turbulence could then
be playing a role. This can in fact be seen in Fig. 6 where we
show the evolution of σ¯RM contributed by regions of different over
density ranges, instead of cutoffs. We see that while in the transonic
case high density regions do not contribute significantly to σ¯RM,
in the supersonic case (Run D) moderate overdense regions with
2 ≤ ρ/ρ¯ < 6.0, around ∼ M2 do significantly contribute at all
times. This includes the earlier times, when the contribution to
σ¯RM is dominated by B > 2 Brms regions as in Fig. 5. But later on,
the contribution from ρ/ρ¯ < 2.0 also increases as the field in Run D
saturates, simultaneously as contribution from B > 2 Brms in Fig. 5
decreases. Thus such lower overdensity range perhaps coincides
with the lower field strength regions.
5 CONCLUSIONS
The prime objective of this work was to explore Faraday RM and
the degree of coherence arising from magnetic fields generated by
fluctuation dynamos in young galaxies at high redshifts. Since the
ISM turbulence of young galaxies is expected to be supersonic,
addressing the stated goals necessitated the need for simulating
fluctuation dynamos in such turbulent flows. Equally, it is also
imperative to compare our findings with previously known results
from fluctuation dynamo simulations in subsonic flows. To this
effect, we focused on fluctuation dynamo action in turbulent flows
consisting of both ideal and non-ideal runs (at Pm = 1) for a range
of Mach numbersM = 0.1 − 2.4.
By shooting 3N2 LOS through the simulation box we directly
computed the standard deviation of the measured RMs, σ¯RM. Our
results show (see Fig. 4) that up toM = 2.4 probed here σ¯RM =
0.46 − 0.55 at saturation, independent of the Mach number of the
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Figure 6. Evolution of the normalized RM (σ¯RM) for runs C (top panel)
and D (bottom panel), determined from regions of different density ranges.
flow. Remarkably, the estimates of σ¯RM for transonic and supersonic
runs are similar to the values obtained in a previous work of BS13
for subsonic turbulence. From equation (2) such values of σ¯RM lead
to a random RM ∼ 16 − 48 rad m−2 in the galactic context (for
ne = 0.1 − 0.3 cm−3, Brms = 3.0 µG, L = 500 pc, lf = 100 pc and
σ¯RM = 0.5) consistent with the observations of Farnes et al. (2014).
We also computed the evolution of the integral scale of the field and
flow. By comparing the integral scale of the field, lMint with σ¯RM, we
find that there is a reasonable match with the expected σ¯RM ∝
√
lMint
scaling in the subsonic cases. However the supersonic case, which
has a higher σ¯RM, showed lower field coherence scale lMint compared
to the subsonic cases, indicating a possibly significant contribution
to σ¯RM from overdense, large field but small scale regions. We
also find that RM does not decrease substantially if one removes
regions with field strengths larger than 2 Brms in the subsonic cases
implying that it is the general sea of ’volume filling’ fields that
crucially determine the RM, rather than the strong field regions.
However, for dynamo generated field in supersonic flows, strong
field regions and those with overdensities up to ρ/ρ¯ ∼ M2 also
contribute significantly to RM.
In the near future, we plan to extend our analysis to high Pm
systemswith resolutions sufficient for resolving largeRe,Rm values.
It will also be worthwhile to explore other observables such as the
synchrotron emissivity and polarization, indispensable for weaving
a coherent picture of magnetic fields in young galaxies.
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