Ecological studies arise within many different disciplines. This chapter describes common approaches to ecological inference in an environmental epidemiology setting, and compares these with traditional approaches in political science and sociology. These approaches vary considerably, both in their use of terminology and notation, and in the relative importance of the various issues that make ecological analyses problematic. The aims of this chapter are twofold. Firstly, we describe ecological inference in an epidemiology setting, where the interest is in the relationship between disease status and exposure to some potential risk factor. We concentrate on those issues which are of particular concern in epidemiology, for example the presence of additional (possibly unmeasured) covariates, termed confounders. Secondly, we seek to unite the current work in epidemiology, political science, and sociology by clarifying differences in terminology, by describing commonly used approaches within a common statistical framework, and by highlighting similarities and differences between these approaches. Often different models can be attributed to different sets of underlying assumptions; we emphasize that such assumptions are crucial in the conclusions drawn from ecological data, and their appropriateness should be carefully considered in any specific situation. Combining approaches from all three disciplines gives a broad range of possible assumptions and available techniques from which to choose.
INTRODUCTION
Ecological studies arise within many different disciplines; in this chapter we consider ecological inference from an epidemiology perspective and compare it with approaches in political science and sociology. Although all three disciplines utilize ecological data, commonly used approaches vary considerably, and there is very little communication between epidemiology, on the one hand, and sociology and political science, on the other. Although methods in one discipline may not always be applicable in another, in general many of the concerns addressed are common to all.
When using ecological data to make inference about individuals, bias may occur due to aggregating data within areas; this bias is known as aggregation bias (Achen and Shively, 1995) in the social sciences, and as ecological bias (Richardson and Monfort, 2000) in epidemiology. A more general term used in sociology is cross-level bias (Firebaugh, 1978) , which refers to bias that occurs when data are available at one level but inference is made at a different level (so it can also refer to bias that arises from using individual data to make inference about areas).
In Section 13.2 we describe how ecological studies arise in epidemiology. The common problem is to make individual-level inference in the presence of possible ecological bias; one of the ways in which epidemiological approaches differ is in explicitly concentrating on the underlying causes of bias. We follow such an approach throughout this chapter; first, we identify the main sources of ecological bias, and then we consider the effect on inference of each source separately. We introduce a general statistical model in Section 13.3 that allows us to explicitly model three of the main sources of bias. These are bias due to unmeasured covariates, bias due to the presence of contextual effects, and bias due to the model parameters varying between areas, and are discussed in Section 13.4. This model will provide the framework for this chapter and will be used to link approaches to ecological inference in the three disciplines.
Section 13.5 discusses some of the primary issues in ecological analysis in epidemiology. We discuss the aims of ecological analyses, and describe the general approaches that are used to tackle the sources of bias. Section 13.5.2 introduces the use of hierarchical models to model overdispersion, and Sections 13.5.3 and 13.5.4 consider two ideas from general epidemiology that may be applied to ecological analyses when the availability of data is limited. The first is that of choosing between competing explanations, in the presence of little information from the data themselves, on the basis of plausibility. The second demonstrates the use of a sensitivity analysis to investigate the possible effects on inference of unobserved confounding.
We compare and contrast the epidemiology and social science approaches to ecological inference in Section 13.6. We focus on a scenario in which the data are discrete and consist of one 2 × 2 table for each area; the links between this model and the more general framework of Section 13.3 are highlighted in Section 13.6.1. One of the important differences between epidemiology and political science is that in the latter it may be the unobserved individual data that are of interest rather than underlying probabilities (which is essentially a difference between prediction and causality); the differences are discussed in Section 13.6.2. Section 13.6.3 focuses on the situation in which the underlying probabilities vary between areas. Section 13.7 considers some common models used in social science and relates them to those used in epidemiology, and Section 13.8 provides a concluding discussion.
Throughout this chapter we will use terminology from epidemiology, so that the outcome of interest is a disease indicator; an individual with the disease is known as a case, and a disease-free individual a noncase. The covariate of interest, a potential risk factor for the disease, is called the exposure variable, and we are specifically interested in the nature of the relationship between the disease indicator and exposure to the risk factor, after control for confounding variables. Roughly speaking, a confounder is a variable that is related to both the response and the exposure, does not lie on the causal pathway between exposure and response, and is not caused by the response (see Rothman and Greenland, 1998 , for more discussion). So for example, the disease indicator may be whether an individual has a respiratory disease, such as asthma. The exposure may be discrete, for example a genetic trait, or it may be continuous, for example the sulfur dioxide concentration in ambient air in the neighborhood of the individual. Similarly confounders may be discrete (for example gender) or continuous (for example, dietary measures such as fat consumption). For both confounders and exposures, continuous variables may be artificially discretized. Although this reduces information, a large number of categories allows for flexible risk-exposureconfounder relationships, and for interactions to be considered.
In a political science application, the response may correspond to voter turnout, with a "case" being a voter and a "noncase" being a nonvoter. The "exposure" is race, which is discrete for example, with two categories, black and white. A possible confounder in this example might be income, which we might expect to be related to both voter turnout and race. The problem of determining causality between exposure and disease in the presence of confounding variables is central to epidemiology. The equivalent problem in political science disease risk attributable to a specific factor for a rare disease. This can be expressed on various scales, for example, as a risk difference, or as a relative risk of disease for each area. Typically a risk difference is used with a linear model and represents the additive difference between the disease risk of, for example, an exposed individual and an unexposed individual. Relative risks are more natural in a log-linear framework and represent the multiplicative increase in disease risk in the exposed population relative to the unexposed population. No exposure effect (that is, when the risk of an exposed and unexposed individual is the same) corresponds to a risk difference of 0, or a relative risk of 1.
STATISTICAL MODEL
In this section we introduce notation that allows us to separate different sources of ecological bias. We begin by describing an explicit model at the level of the individual (following Richardson, Stucker, and Hémon, 1987; Prentice and Sheppard, 1995; and Wakefield and Salway, 2001 ). We are interested in examining individual relationships; it is advantageous to specify models in terms of individual parameters, as this links ecological inference to individual inference. By stating an underlying model we are also better equipped to make explicit the assumptions of any analysis and to identify the plausibility of such assumptions. This approach is of particular benefit when attempting to identify causal relationships.
The notation in this chapter differs from that used in the Introduction to this book, for the latter does not extend easily to an epidemiology context. However, it is consistent with that used in Chapters 1 and 12.
Suppose we have a study area partitioned into a disjoint set of m areas, with area i containing N i individuals, i = 1, . . . , m. The response is a Bernoulli random variable Y i j representing the disease outcome of individual j in area i , i = 1, . . . , m, j = 1, . . . , N i , over a specific time period, with Y i j = 1 corresponding to a case and Y i j = 0 a noncase. Similarly, we let X i j represent the univariate exposure of individual j in area i . In our general formulation, X i j may be a discrete variable with two or more categories, or it may be continuous. It is straightforward to extend this model to consider multiple exposures (for example, three different air pollutants), but for notational simplicity we will assume it is univariate. We begin with an individual risk-exposure model for a noninfectious disease (so that outcomes on different individuals within an area may assumed to be independent, after controlling for risk factors). The model takes the form
where
where "ind" is an abbreviation for independently distributed, and we have assumed linearity on a scale determined by a link function g (·). Here X i is the mean exposure in area i , and Z i j is a univariate individual-level confounder (again the extension to multiple confounders is straightforward). The model 13.1 allows for the possibility of confounding, contextual effects, effect modification, and overdispersion, including spatial dependence:
• The effect of an individual's exposure relative to the area-level average exposure is given by β 1i ; this is the effect parameter of interest, and is an area-specific exposure effect, so that we have effect modification (also known as interaction) by area.
• We also allow the baseline risk parameter β 0i to vary between areas.
• The parameter β 2 measures a contextual effect due to exposure, that is, an effect due to the overall average exposure in the area beyond the effect of an individual's personal exposure. Contextual effects in the exposure will be present if β 1i = β 2 .
• The presence of confounding is represented through the covariate Z i j and the associated nuisance parameter γ . This may be a within-area confounder (a variable measured at the level of the individual -for example, a behavioral variable), or a between-area confounder, in which case Z i j = Z i (a characteristic of the area -for example, income disparity or access to health services). The model does not allow confounder effects to vary by region, or for a contextual effect in the confounder, but it is general enough to allow a number of possible sources of bias to be illustrated. • Finally, the random effect error term δ i may or may not have spatial structure.
The model 13.1 incorporates a link function g (·), which allows for a nonlinear risk-exposure relationship. Suitable link functions include a logit link, which constrains the probabilities q i j to lie between 0 and 1, or a log link as an approximation when q i j is small (that is, the disease is rare). The latter model is frequently used in epidemiology, where disease counts in an area are small relative to the population size. This corresponds to a multiplicative risk-exposure relationship, with
Great care is required to interpret the parameters of this model (since we cannot increase an individual's exposure and keep the average the same). If we increase the exposure for all individuals in area i by one unit, then for each individual in area i we have
which gives an interpretation to the sum of the two effect parameters when Z is kept constant for all individuals and the two individuals that are compared are in the same area (since we need the parameters β 0i to cancel). We are concentrating upon a linear link function in this chapter, in which case, if we increase the exposure for all individuals in area i by one unit, the risk difference is given by
Again, under a causal interpretation we may consider two individuals j and j in the same area i whose exposures differ by one unit and who have the same value of Z, to obtain
Suppose that neither the baseline risk parameter β 0i nor the effect parameter β 1i depend on i . Now, consider two areas i and i whose mean exposures differ by one unit, and consider two individuals, j in area i , and j in area i , who have the same value of Z but whose exposures differ by one unit. Then
The above considerations illustrate the care that must be taken in parameter interpretation.
The linear model is somewhat unrealistic in that no constraints are placed on q i j , which must be between 0 and 1, since it is a probability. In practice such a simplistic model will be suitable in only a few situations, for example as an approximation for low levels of exposure and small exposure effects. In general, fitting a linear model when the true relationship is nonlinear can introduce serious bias (Greenland, 1992) . However, nonlinearity introduces additional problems of mathematical complexity which make the exposition less easy to follow. Many of the results follow for a log-linear model, and where differences occur, they are noted in the text.
In an ecological study only area-level data are available. Typically these data consist of the area means X i , Y i , and perhaps Z i . In epidemiology the ecological data usually consist of counts of cases within each area,
, these are interchangeable, for the population sizes are known (at least in principle, although data anomalies may be problematic; see Wakefield and Elliott, 1999) . The disease counts Y i + and mean Y i correspond to T i and T i respectively in the notation of the Introduction.
Here we will formulate the ecological model in terms of disease counts, Y i + . We derive the model induced at the ecological level in Equation 13.1 by aggregating over individuals within each area. In general the form of this ecological model will depend on the joint within-area distribution of X i j , Z i j :
where the expectation is with respect to the joint distribution of (X i j , Z i j )|X i , Z i . Here, we assume that both exposure and covariate are discrete binary variables, with
and
so that, for example, the probability of an individual in area i being exposed is given by P (X i j = 1|π xi ) = π xi . Under these circumstances,
The term β 1i (X i j − X i ) has disappeared, since E [X i j − X i ] = 0 when we average over an area. Equation 13.2 depends only on the area-specific probabilities (π xi , π zi ) because we have a linear relationship; in general, a nonlinear relationship will result in an additional term involving the joint probability π xzi = P (X i j = 1, Z i j = 1|π xzi ) (Lasserre, Guihenneuc-Joyaux, and Richardson, 2000) . Similarly, the joint distribution needs consideration when we have effect modification by Z.
In the more general situation where exposures may be continuous and the link function is nonlinear, the expression for the marginal risk q i will depend on higher moments of the within-area exposure-confounder distribution, such as the variance-covariance matrix (Richardson et al., 1987; Wakefield and Salway, 2001 ).
Typically we do not know the underlying population parameters π xi and π zi and must use estimates, for example the means X i and Z i . In this case, X i j |X i are not independent and the binomial distribution is an approximation to the true distribution of disease counts (although with large N i this should not be a problem). We have
but the variance will be smaller than under a binomial model. The true distribution is a convolution of binomials (Chapter 1).
The main difference between this model and that Introduction is that here we have explicitly described the individual-level relationship. The focus is clearly on estimating the individual-level parameters β 0i , β 1i (and hence the underlying individual probabilities), rather than the unobserved cell proportions. The relationship between these two depends on the form of the individual model (via the choice of link function and whether confounding, contextual effects or effect modification is present). This is discussed further in Section 13.6.1.
The simplest case of the model 13.2 (which is unrealistic in practice) is when we have no confounding (so γ = 0), no contextual effects (so β 1i = β 2 ), and nonvarying baseline risk and effect estimates (so the parameters β 0i , β 1i do not vary between areas). Then Equation 13.3 becomes (13.4) or, written in terms of the relative risk θ = p 1 / p 0 , where
(also considered by Plummer and Clayton, 1996: 116) . In this special case, the ecological model takes the same form as the individual-level model, with the same parameters. It is well documented (for example, Piantadosi, Byar, and Green, 1988) that in this case estimates derived from the ecological model will be unbiased estimates of the underlying individuallevel parameters. This result requires a linear relationship between X i j and Y i j ; with other link functions the ecological model will not in general take the same form (Richardson et al., 1987) , even in the absence of confounding, contextual effects, and effect modification, unless there is no within-area variability in areas (in a political science context, an example would be each area containing individuals of one race only). The distinction between linear and nonlinear forms is important in epidemiology, since risk-exposure relationships are often multiplicative. The bias that arises in fitting an ecological model of the same form as the individual-level model is known as pure specification bias (Greenland, 1992) .
SOURCES OF ECOLOGICAL BIAS
We will now see how the ecological parameter estimates behave when the simple case of no confounding, no contextual effects, and no effect modification, as in Equation 13.4, does not hold. We will consider three situations: when unmeasured confounders are present, when contextual effects are present, and when the parameters β 0i , β 1i vary between areas. Throughout we assume a linear link. Figure 13 .1 illustrates the effect of different types of ecological bias for three areas, A, B , and C . In each case, the dotted lines represent the individual relationships between disease and exposure within each area, and the dashed line represents the ecological relationship. The figure is based on the individual model in Equation 13.1, with a linear link function; that is, Figure 13 .1a illustrates the straightforward case where there is no confounding or contextual effect and the parameters do not vary between areas. In this case, the individual-level model is
and the ecological model is
CB654-KING-Sample CB658-KING-Sample.cls January 21, 2004 3:36 In this case there is no bias, and the individual and ecological regression lines are equal. Figure 13 .1b and 13.1c illustrate two situations where there is bias. In both cases, the individual effect parameter is the same for each area (so the dotted lines are parallel), but the baseline risk (where each line crosses the Y axis) differs. As a result the ecological estimate of the exposure effect is biased. In case (b) the relationship between disease and exposure within areas is positive, but the ecological effect is negative (so that what is sometimes called a protective effect has been induced). In case (c) both relationships are positive, but the ecological effect is an overestimate of the individual effect.
These situations can arise for a linear model in one of four ways. Firstly, they can arise when the baseline risk parameter β 0i varies between areas, that is, the individual-level model is
The ecological-level model becomes
so bias is caused when there is correlation between X i and β 0i . For ease of explanation suppose
If the true individual effect is positive (β 1 > 0), a negative correlation (b < 0) will result in underestimating the effect parameter; in extreme cases (b < −β 1 ) this will cause a negative ecological effect as in case (b). A positive correlation (b > 0) will cause the ecological effect parameter to be greater than the individual effect, as in case (c). That the baseline risk appears to vary by area could be due to data anomalies in the population or disease counts.
Secondly, such bias can be caused by an unmeasured confounder, acting either between or within areas. For a between-area confounder the individual-level model is
and so we have
leading to bias as with the previous example. If we write
showing how the variation of baseline risk by area has been induced; thus β 0i and X i will always be correlated (since Z i is a between-area confounder), and bias will result as described above. Ruth Salway and Jonathan Wakefield
Similarly, for a within-area confounder the individual-level model is
In this case, there will again be bias, since Z i j and X i j are correlated, leading to β 0i and X i being correlated. It is possible for a within-area confounder Z i j to be correlated with X i j (since it is a within-area confounder) without the averages Z i being correlated with X i (that is, it need not also be a between-area confounder). Hence an unmeasured within-area confounder may not cause ecological bias, although often Z will be a confounder at both levels. If Z i j is both a within-area confounder and a between-area confounder and if Z i is measured and Z i j unmeasured, then no bias will result with a linear model. This is not the case for a nonlinear model, where omission of a within-area confounder will lead to bias, even if the area-level confounder is measured.
Finally, this type of bias may be due to contextual effects, where the individual-level model is
with β 0i depending on X i . So a contextual effect acts in the same way as a between-area confounder, since β 0i and X i will always be correlated and thus cause ecological bias. For this model we end up with
so only the contextual effect can be estimated. If we rewrite Equation 13.6 in a form that is more familiar in the social sciences,
illustrating that we are estimating the combined effects of individual and contextual effects in an ecological study. Figure 13 .1d illustrates a different source of bias, due to effect modification, that is, when the effect parameter β 1i is different in each area (dotted lines all have different slopes). Here the individual model is
An individual study would calculate separate estimates for each effect parameter, corresponding to the slopes of the dotted lines; each of these effects is positive. However, an ecological study estimates the dashed line, and concludes that there is a protective effect. This occurs because β 1i is negatively related to X i ; here we have decreasing slopes with increasing exposure. In this example each area has the same baseline parameter β 0 , and so all three dotted lines cross at the same point on the Y axis (at Y = β 0 ).
If we have (say) β 1i |X i ∼ N(β 1 , σ 2 ) and a linear model, then an ecological analysis with a constant effect parameter across areas would provide an unbiased estimator of β 1 .
We now describe in more detail each of unmeasured confounding, contextual effects, and parameters that vary across areas.
Unmeasured Confounding
As described earlier, a confounder is a covariate that is related to both the outcome and the exposure (and is not on the causal pathway, and is not affected by the response). Suppose we have two populations in the age range 20-45, one that is exposed to air pollution and has a high rate of asthma, and the second that is unexposed and has a low rate of asthma. Suppose we also know that the exposed population contains more smokers than the unexposed population, and that smoking is associated with asthma. In this situation we do not know if there is a true association between air pollution and asthma or whether it is just due to differences in smoking behavior; smoking is said to be a confounder. In ecological studies confounders can act within areas, between areas, or both. In any observational study it is always possible that an observed association is due to unmeasured confounding, and (as already mentioned) much of analytical epidemiology is concerned with designs and analysis strategies that attempt to minimize bias due to confounding.
Bias due to confounding arises from omitting either within-area or between-area confounders from the model. Greenland and Robins (1994) give examples that demonstrate such biases; it is possible for the individual disease-exposure relationship to act in one direction, while the ecological data indicate a relationship in the opposite direction (this is illustrated in Figure 13 .1b). A within-area confounder would also act as a confounder in an individual study. In a linear model, the aggregated within-area confounder will appear in the ecological model as an area-level confounder, unless the average exposure and the average confounder are uncorrelated across areas. As discussed by Greenland and Robins (1994) , within-area confounding becomes more problematic when dealing with a nonlinear risk-exposure relationship, since within-area variability in confounders means that including a simple average value for an area is not sufficient to control for confounding. Instead we need to control for the within-area confounder distribution (there is a further increase in complexity when we have multiple confounders).
Between-area confounding is analogous to the usual confounding in an individual-level study, since the area is the level of analysis. Between-area confounders include covariates that represent characteristics of the area such as whether the area is urban or rural, or the average income in the area. In both these cases the confounder is often acting as a surrogate for the area average of important unmeasured individual-level characteristics. However, identifying such confounders may not be straightforward. Often it is the case that a variable is a confounder at both levels. If the variables are known, they may be included as between-area confounders in the ecological model 13.3. The specific form of the model should always be assessed, since, as always, there is no a priori reason why the effects should be additive. Unfortunately, checking the form of the ecological risk model is impossible when only ecological-level data are available (though a plausible form may be known from individual-level studies, in animal or man).
It is of theoretical interest to examine the likely size and direction of bias due to omitted confounders, and in practice methods for addressing the sensitivity to unmeasured confounding are of interest (see Section 13.5.4). For the remainder of this section, we will assume that there are no contextual effects, and that parameters do not vary between areas.
In the model 13.1 confounding is introduced through the final term with γ = 0, and with Z i j and X i j correlated. From Equation 13.3 we can see that if the area averages for the confounder, Z i , are known, they can be included in the model and the parameter estimates will be unbiased. This is not the case for other link functions, where typically the ecological model involves terms which are unobserved in practice (Wakefield, 2003) . If the average area-level confounder is not included in the model, then the estimates of the parameters (β 0 , β 1 ) will be biased. This bias will depend on the strength of the relationship between the confounder and the outcome (γ ) and on the extent of dependence between the confounder and the exposure as measured through
The true individual model with no contextual effects or effect modification is
Omitting the confounder gives the "true" ecological model:
where β 1 is the effect parameter which is of interest. Suppose that the confounder, Z i j , is binary. Then we can write this model in terms of the probabilities
, that is, the distribution of the confounder given the exposure variable, assuming for simplicity that this relationship is constant across areas. So
and the ecological model becomes
Suppose we fit the ecological model assuming that there is no confounding. So we obtain estimates of the parameters, β * , from
Then from Equation 13.9,
Note that if q 1 = q 0 (so that X and Z are independent) or if γ = 0 (so Z i j is not associated with Y i j ), there is no bias in the effect parameter β * 1 . Otherwise the effect parameter is biased by a component that depends on γ , the relationship between disease and confounder, and q 0 , q 1 , the relationship between exposure and confounder. If the confounder is positively associated with both the disease and the exposure, then the bias will be positive and the estimatorβ * 1 will overestimate β 1 . If they are of opposite signs, then the bias inβ * 1 will be negative; so if β 1 is positive, then it is possible for E [β
Contextual Effects
Contextual effects are area-level summary variables, such as the average exposure in an area, that affect the individual's outcome in addition to the individual-level variable. For example, an individual's health might be affected both by their own level of poverty and also by the general level of poverty in the area in which they live (sometimes such effects are known as neighborhood effects). In epidemiology contextual effects are often surrogates for combinations of unmeasured risk factors. In other disciplines contextual effects arise unambiguously; for example, in education the class IQ as well as individual IQ may be predictive of performance. In this example it is clear that the class IQ is a potentially relevant variable. In epidemiology, the area or neighborhood over which the contextual variable should be calculated is less clear.
Studies at the level of the individual can include a group average term in the analysis. However, at an ecological level it is not possible to distinguish between the effect of the term representing the aggregated individual variable and the contextual effect. This is illustrated by the comparison of the ecological regression and linear neighborhood models; see for example Chapter 1 and Equation 13.6, leading to Equation 13.7. This demonstrates that even if the interest is in the contextual effect β 2 − β 1 , this cannot be estimated from the ecological data alone (Greenland, 2002) .
As discussed above and illustrated in Figure 13 .1, contextual effects can be considered as a special case of a between-area confounder (writing Z i j = X i ), and so much of the discussion of between-area confounding above is applicable to contextual effects. The main difference is that no matter how many ecological data are available, the individual and contextual effects cannot be estimated separately. This is a fundamental difficulty of ecological inference, on which the social sciences literature concentrates.
Parameters That Vary between Areas
If one or more of the parameters vary between areas, in an individual-level analysis we can fit a separate model for each area or include area as a covariate in the model. However, ecological data do not contain enough information to estimate separate effect parameters for each area without imposing additional assumptions (King, 1997) , since there are more parameters to be estimated than there are data points. If the baseline risk β 0i varies between areas, then the underlying risk for an unexposed individual will depend on the area in which the individual belongs. For example, unexposed individuals in different areas are at different baseline risk of asthma, due both to differences in unmeasured individual-level risk factors, and to true area effects such as different levels of health care in different areas. When the effect parameter β 1i varies between areas, the effect of being exposed is different for different areas. So, for example, the effect of air pollution on an individual's risk of asthma will depend on where they live.
When the baseline risk β 0i varies randomly (so that the coefficient is uncorrelated with X i ) due to unmeasured factors between areas, then it can be modeled as a random effect as discussed in Section 13.5.2. Such variation can arise through unmeasured variables that have no association with the exposure, or through data anomalies, again without association with the exposure. When the parameter β 0i varies systematically between areas, it is sometimes referred to as confounding by group (Greenland and Morgenstern, 1989) . This can then be considered as a special case of an unmeasured between-area confounder, by writing β 0i = β 0 + γ Z i . The inclusion of random effects cannot in general control for confounding.
Effect modification occurs when β 1i varies between areas. It may arise from a multiplicative interaction term at the individual level. This could be due to the presence of an unmeasured variable that changes across areas and has an interaction at the individual level, or to data anomalies that are associated with exposure (Greenland, 1992) . Hence effect modification is distinct from confounding: a confounder is a nuisance variable which causes bias in the effect estimate (and can theoretically be controlled for), while effect modification is a property of the effect of interest.
In an ecological study, it might be thought that the ecological model would estimate the average effect parameter across all areas, that is,β 1 = E [β 1i ]. However, if confounding by group or effect modification which is dependent on X i is present, this is not the case. Greenland and Morgenstern (1989) partition the ecological estimate into components due to confounding by group and to effect modification. Assuming no confounders and no contextual effects in the model 13.1 for simplicity, we have (Greenland and Morgenstern, 1989) 13) using the identity
If we then fit the ecological model
The first term in Equation 13.13 is the average parameter across areas;β * 1 will be an unbiased estimator for the average effectβ 1 if the remaining terms are zero. The second and third terms can be viewed as bias components. The second term is attributable to confounding by group; it will be zero if β 0i = β 0 , that is, if the baseline risk does not vary between areas, or if β 0i is uncorrelated with X i . The third term is due to effect modification, and it will be zero if β 1i = β 1 , or if β 1i is uncorrelated with X i . So in a linear model it is when the area-specific parameters depend on the mean area exposure that problems arise.
It can be seen from this partition that the smaller the between-area variance in exposure means, var(X i ), the larger the bias in the estimateβ * 1 , and so the bias is theoretically unbounded. Similar results can be obtained for other link functions, although in these cases there is an additional term representing pure specification bias. This additional term arises because of within-area variability in the exposure and is present even if parameters do not vary between areas. In these cases, bias can also occur due to effect modification even when β 1i is uncorrelated with X i .
ISSUES IN ECOLOGICAL INFERENCE IN EPIDEMIOLOGY

Ecological Bias in Epidemiology
It is worth reiterating that determining causality in any observational study is problematic, since the existence of unmeasured variables (confounders) that induce bias in the observed association can never be disproved. The interpretation of ecological results in the presence of unmeasured confounding is thus of central importance, and the approaches described in subsequent sections reflect this.
The environmental epidemiology literature in general is less concerned with contextual effects. Contextual effects in the exposure variable are less common in chronic disease epidemiology, in contrast to infectious disease epidemiology, in which an individual's risk of disease may depend both on personal immunity and on the immunity of those around. In noninfectious-disease epidemiology, contextual effects are more likely to occur in confounders (such as deprivation) than in environmental exposures. There is a large literature in social epidemiology, especially on the effect of living in an area of low socioeconomic status, beyond that of a person's own socioeconomic status (see Smith, 2000; Singh and Siahpush, 2002 ; and the references therein). Contextual effects are often a proxy for other unmeasured variables, but, as illustrated, contextual effects and individual-level effects cannot both be estimated if aggregate data only are available. In the example given above, the socioeconomic status of an area is considered a surrogate for other characteristics of the area or individuals within it. If all these characteristics were available, the contextual effect would disappear. Sheppard (2003) discusses various issues relating to the estimation of contextual effects in an environmental epidemiology context.
In epidemiology we would always expect effect modification to be present, but it is usual to assume that the variability in effects is small. Sufficient data to estimate area-specific effects are generally not available, since in a typical study diseases are rare.
A common assumption in environmental epidemiology is that the exposure effect is constant across both area and confounders. Stratifying the analysis by one or more confounders allows a separate effect for each confounder group. A major disadvantage is the unavailability of ecological data at the levels necessary; for example, stratification by age would require incidence rates and exposure variables for each age group in each area, and the latter are unlikely to be available. This is closely related to the consideration of mutual standardization, in which (for example) age-standardized disease rates must be regressed on age-standardized exposures; otherwise bias will result (Rosenbaum and Rubin, 1984) . It is usually assumed that the exposure distributions are at least approximately constant across strata.
Overdispersion and Random Effects
Overdispersion occurs when the variance of the response exceeds that predicted from the model. Model-based standard errors will be inappropriate if the model does not allow for overdispersion. Overdispersion can arise for a variety of reasons, including the omission of important variables, errors in the data (including the response, the population counts, and exposures and confounders; see Wakefield and Elliott, 1999) , and misspecifying the functional form of the mean. Often the first explanation will be the main source, and if overdispersion is found, it is an indication that variables associated with the outcome are unmeasured; if these variables are confounders, then estimators will be biased. The level of overdispersion can therefore be used as an informal indicator of the extent of unmeasured confounding, and a large value for the overdispersion parameter suggests that caution should be exercised when interpreting observed associations.
The introduction of random effects to represent the unexplained sources of variation between areas can help to address the problem of overdispersion by giving more appropriate standard errors, though it cannot control for unmeasured confounding. Wakefield (2004a) gives a more detailed discussion of the role that random effects play in an ecological study. Spatial as well as unstructured random effects may be included. Ruth Salway and Jonathan Wakefield Data anomalies are an example of features that may be accommodated for using nonspatial random effects, and many unmeasured risk factors, such as environmental exposures, will have spatial structure. Besag, York, and Mollie (1991) originally introduced a model with both unstructured and spatial random effects, in the context of disease mapping, and Clayton, Bernardinelli, and Montomoli (1993) included such effects in an ecological regression setting. Following these authors, we write the residual relative risk (on the linear predictor scale) as δ i = V i + U i in the model 13.1. The component V i represents unstructured effects which are independent and identically distributed from some distribution, typically the normal. The component U i represents spatially structured area-specific random effects which display dependence between U i and U i , i = i . The choice of this model is more difficult than for the independent random effects, and inference is much more likely to be influenced by the specific choice made. One possibility is a conditional autoregressive (CAR) model, with the limiting intrinsic form being a common choice. Richardson and Monfort (2000) offer a review of the use of Bayesian hierarchical models in an ecological setting, and include a description of this choice. Chapter 12 of this book describes their use to allow for spatial dependence between areas in a political science context. state that the U i terms are an attempt to control for "confounding by location." The estimated regression coefficient may change from those obtained from a model containing nonspatial random effects only, and one never knows whether a genuine part of the exposure effect has been erroneously removed. Both estimates may be reported, and it is a judgment call whether the effect should be estimated from local or global exposure contrasts (corresponding to the inclusion and exclusion of spatial random effects, respectively).
Suppose that in the linear model there is a single unmeasured variable, Z. To illustrate how random effects might take account of unmeasured variables, suppose the ecological model is
If X and Z are independent (so Z is not a confounder), then there is no bias in estimation of the effect parameter, and we have
(13.14)
If Z i is a confounder, then there will be bias in the estimator of the effect of X. Particular distributional assumptions for the random effects distribution correspond to different assumptions about the distribution of Z i across areas. An advantage of hierarchical models is that they allow strength to be borrowed from other areas in a structured way, thus smoothing rates which in areas with low populations may be highly unstable (Clayton and Kaldor, 1987) . The assumption of constant baseline probabilities across areas is also avoided. As for any Bayesian approach, the choice of priors is important, particularly for the variance components in the random effects distributions and for spatial dependence parameters. Ecological studies are particularly sensitive to prior choice (Chapters 1 and 12 of this book). Since nonhierarchical models for ecological data have shown themselves to be highly sensitive to the choice of model, it is no surprise that hierarchical models behave similarly.
Plausibility
Causality cannot be proved from observational studies, but conclusions can be reached on the basis of plausibility. In epidemiology, rather than relying on a single study, evidence about a potential relationship is collected from a variety of different studies, each with its own strengths and weaknesses. Biological mechanisms and animal studies are also important. Thus evidence is gradually built up, and is combined in the hope of providing a consistent story. An obvious example is the causal relationship now known to exist between smoking and lung cancer. No single observational study provides incontrovertible evidence of this association, but many different observational studies in humans, and experimental studies in animals, have shown associations. One of the important early arguments was given by Cornfield et al. (1959) who used a sensitivity study to show that the strength of unmeasured confounding required to explain away the observed association was highly implausible. For a review of the health effects of smoking, see Doll (1998) .
Another term for plausibility is coherence. See Rosenbaum (2002, Chapter 9) , in which the author states, "A coherent pattern of associations is one that is, at each of many points, in harmony with existing knowledge of how the treatment should behave if it has an effect."
One drawback of ecological studies is that if we do not obtain individual-level data, then we have no way of checking the form of the individual-level model. Conclusions will depend on this underlying model, but there is nothing in the ecological data to help us distinguish between competing explanations. Often, however, it can be argued that one explanation is more plausible than another. For example, ecological data cannot say whether a linear or a log-linear model is more suitable. However, information from other sources might suggest that the relationship is more likely to be multiplicative, and so a log link is the more appropriate choice. One of the advantages of taking the approach advocated in this chapter, of stating methods in terms of an explicit underlying individual-level model, is that it allows the explicit statement and critique of required assumptions.
Sensitivity to an Unmeasured Confounder
In this section we describe a sensitivity analysis approach to address the problem of unmeasured confounding, illustrating the idea of plausibility discussed in the previous section. Rothman and Greenland (1998) provide background on the use of sensitivity analyses in general in epidemiology, and Wakefield (2003) specifically in the area of ecological studies. The basic idea can also be applied to other situations, such as sensitivity to contextual effects, pure specification bias, spatial dependence, classification errors, and selection bias. Unfortunately, there is no information in the data about the extent of bias from these sources, though external sources can provide invaluable information. For example, local knowledge can inform us on the accuracy of population counts and of disease registries. If the observed association is large, then, as we shall see, it is more difficult to explain it away with unmeasured confounding.
Here we concentrate on sensitivity to an unmeasured confounder. The approach for an ecological analysis is as follows. We start from the proposed individual-level model, which includes the unmeasured confounder; for the purposes of the sensitivity analysis we assume that this model is correct, and so includes the "true" parameter. We derive the appropriate ecological level model and compare this with the fitted model to give an expression for the estimated parameter in terms of the "true" parameter. We can then use this expression with various assumptions about the unobserved confounder to give estimates of the "true" parameter. Finally, we consider how plausible such assumptions are. For example, we may conclude that unmeasured confounding cannot plausibly explain a result (as with the smoking-lung-cancer example).
Suppose we fit the simple model 13.10, assuming no confounding, contextual effects, or effect modification:
and obtain an observed effect estimateβ * 1 . Suppose, however, that there is evidence of overdispersion; this suggests that unmeasured confounding is present and the true individual model is Equation 13.8:
From Section 13.4.1 (Equation 13.12) we have
We know thatβ * 1 is a potentially biased estimator of β 1 ; we are interested in the extent to which this is a real relationship rather than due to ecological bias. In particular:
• Is the association of sufficient size that it cannot be plausibly explained away by ecological bias? • Can we obtain an approximate adjusted estimate (or a range) of relative risk?
We use the expression for the bias given above to examine these questions.
We will consider a simple artificial example, comparing the incidence of respiratory diseases in boys under five and the average air pollution (low or high) for a set of areas. We let Y i j = 0 (1) denote respiratory-disease nonincidence (incidence), and X i j = 0 (1) represent unexposed (exposed), for the j th individual in area i . Hence Y i and X i are the average disease incidence and exposed, respectively, in area i . Across areas, the incidence rates vary between 0% and 24%, and the proportion exposed to high air pollution varies between 6% and 99%. This example should be viewed as merely illustrative, for studies such as this are far more complicated (for example, involving more than two levels of the primary exposure of specific interest and multiple secondary exposures).
We fit the basic ecological model 13.10 and obtain
04. If we accept this result at face value, we have a risk difference of 0.04, or a relative risk of 1.6; so this evidence suggests that a child exposed to high air pollution has a 60% greater risk of respiratory disease than an unexposed child. However, we do not believe here the assumption of no confounding; there are many potentially important missing variables, such as genetic components and child, parent, household, and lifestyle characteristics. An obvious confounder that has been overlooked is poverty (which is a surrogate for lifestyle and behavioral characteristics and is related to many diseases). We are interested in knowing if air pollution really causes the observed increased incidence of asthma, or whether it is due to the differing levels of poverty in the study. Note: The strength of the linear relationship between disease and confounder is represented by γ , and q 0 and q 1 are the probabilities of poverty for unexposed and exposed individuals, respectively, that is, q x = P (Z i j = 1|X i j = x ), x = 0, 1. For given γ and θ = q 1 /q 0 , the table shows the necessary value of q 0 for a confounder to explain away the observed association. Inadmissible q x , in which probabilities outside of (0, 1) are obtained, are shown as dashes.
If the observed effect were entirely due to poverty and not to air pollution, then the true effect would be β 1 = 0. Substituting β 1 = 0 and β * 1 = 0.04 in Equation 13.12 gives 0.04 = γ (q 1 − q 0 ).
We will look at a range of possible values for γ , q 0 , and q 1 which satisfy this expression. In this example both γ and q 1 − q 0 must have the same sign (since we know their product is positive). We will assume that they are both positive, so the confounder, poverty, is more likely among those exposed to air pollution, and the confounder is positively associated with respiratory disease risk (which, as just stated, is typical of a variable such as poverty). We will also write q 1 = θq 0 ; so θ is the relative risk of poverty for exposed individuals relative to unexposed, so that θ represents how much more prevalent the confounder is among exposed than unexposed individuals. This reformulation aids interpretation of the sensitivity analysis; however, it should be noted that θ must be constrained so that both q 0 and q 1 lie between 0 and 1.
For a range of values of γ and θ, Table 13 .1 illustrates some possible values that q 0 could take for us to observe a coefficient of 0.04, when the real coefficient is 0; inadmissible solutions (where the probabilities q x are not between 0 and 1) are shown as dashes. Values for γ represent a range of beliefs about the strength of the relationship between disease and confounder on an additive scale.
This table gives some idea of the characteristics of a missing confounder that would be wholly responsible for the observed effect. In this example, the observed risk difference of 0.04 is less likely to be caused solely by a relatively weak confounder (with γ = 0.1), since, for example, this would require the probability of poverty for an unexposed individual to be 0.13, and the probability for an exposed individual to be four times as likely, that is 0.52. If a moderate unmeasured confounder (γ = 0.2) is responsible for the association between respiratory disease and air pollution, it would need to be around 1.5-4 times more prevalent among exposed children than among unexposed children. A stronger confounder (with γ = 0.5) would need very little difference in poverty between exposed and unexposed groups.
The final step is to interpret this in terms of the study and form a conclusion as to how likely it is that such a confounder exists. We know from other studies that poverty has a reasonably strong effect on most diseases, at least compared to most environmental sources of pollution (Carstairs, 2000) . If we assume that respiratory diseases follow a similar pattern, then it is likely that poverty is at least a moderate confounder. We then have to consider how much more prevalent we would expect poverty to be among children exposed to high air pollution than among those not exposed; this is measured by θ . It depends very much on the study design. If, for example, the main sources of air pollution for the study area were major locations of heavy industry, then we would expect poorer areas to be close to the industry, and θ = 1.5 or higher would be reasonable. In this case we would conclude that although our study suggests a link between pollution and asthma, it can easily be explained by unmeasured confounding. If the source of air pollution in the study was pollution from proximity to major roads, depending on the area in which the study is based, we may expect less difference in poverty between exposed and unexposed areas. In this hypothetical example we would conclude that the true effect is unlikely to be as great as was observed.
If, as is always the case in practice, there are multiple confounders, then it is far easier to create plausible scenarios which explain away observed associations. Of course, if such confounders are negatively associated with either disease or exposure, they could also be masking a true association. Such issues lead naturally into the planning of a study that is carefully designed to examine this relationship. If only small risk differences are envisaged in an ecological study, then the study should not be carried out, since biases due to within-area variability in exposures and confounders, and pure specification bias, are likely to dominate the observed association.
Approaches to sensitivity in the same spirit have been considered in the social sciences, but in a less formal manner. See for example, Flanigan and Zingale (1985) and Achen and Shively (1995 Chapter 8) .
ISSUES IN ECOLOGICAL INFERENCE IN SOCIOLOGY AND POLITICAL SCIENCE
In the previous section we have described a number of issues relating to ecological inference in epidemiology, with an emphasis on spatial epidemiology and in particular on issues of confounding. We have kept this discussion as general as possible; a link function enables a range of choices for suitable models, and exposures and confounders may be either discrete or continuous.
In this section, we look at how the issues in epidemiology discussed above fit in the wider picture and compare the results with those in other disciplines. We consider some of the specific concerns of sociology and political science and see how they relate to the model that we have described, and we demonstrate the links between these approaches and those in epidemiology. We also identify differences between the disciplines.
Ecological Inference for 2 × 2 Tables
In the social sciences data often consist of discrete outcome and predictor variables, and so the ecological data consist of a series of cross-classified data that may be represented by a set of 2 × 2, or more generally, r × c tables, as described in the Introduction to this book. In this chapter we have used slightly different notation, concentrating on the underlying probabilities rather than the unobserved cell entries. Table 13 .2 establishes notation for the data on the left, and for the underlying probability model on the right; the ecological data consist of the margins of the left table only. The left-hand table may be compared to Table  0 .1 in the Introduction; here we have represented the actual numbers in each cell, rather than the proportions. The proportions β b i and β w i defined in the Introduction correspond to the fractions n 11i /{N i X i } and n 01i /{N i (1 − X i )}, respectively, in our notation. 
We now focus on the underlying marginal probabilities in the case of a binary exposure P (Y i j = 1|X i j = x) = p xi , where i indexes areas, i = 1, . . . , m; j indexes individuals within areas, j = 1, . . . , N i ; and x = 0, 1 (these probabilities are marginal because we have averaged over contextual effects and confounders). The ecological model for the disease rate Y i in terms of these probabilities is given by (13.15) that is, a linear ecological model with intercept p 0i and slope p 1i − p 0i . The ecological relationship between disease counts Y i + and proportion exposed X i will be linear regardless of the form of the individual model, even if confounding or contextual effects are present. In the latter case, although the model is still of this form, the difference is in interpretation and imputed cell entries will depend greatly on whether contextual effects are assumed to be present or absent. The ecological model 13.15 is in terms of the probabilities ( p 0i , p 1i ), rather than the regression parameters (β 0i , β 1i ) which we have focused upon in previous sections. However, these parameters are related. In the case of a linear link function we have
(13.16) In general the relationship between the probabilities and the regression parameters is not straightforward, depending on contextual effects and on the relationship between the confounder and the predictor X. The interpretation of the probabilities is complicated when confounding or contextual effects are present. For a linear link function, and in the absence of additional variables, Z (so that γ = 0), and contextual effects (so that β 2 = β 1i ), the probabilities and parameters are simply related by
(13.17)
Fractions versus Probabilities
In this chapter we have so far concentrated on estimating the parameters of a hypothetical model in which there is an infinite population within each area, in which case these probabilities correspond to the proportion of category x whose response is Y = 1. Many methods in the political science literature -for example, the method of bounds (Duncan and Davis, 1953 ) and King's EI method (King, 1997) -are concerned with estimating (predicting) the unobserved cell entries (or equivalently, the fractions β b i and β w i as defined in the Introduction). Which of these is of interest will depend upon the particular application; it is important to distinguish between the two, however, since they are not interchangeable. We note, however, that building a causal model will generally aid in producing a good predictive model. In an individual-level study where the proportions are observed, they can be used as estimates of the underlying probabilities (β w i =p 0i andβ b i =p 1i ), and if the number of individuals in each group-by-area margin is large, these estimates will be accurate, regardless of the existence of contextual effects and confounding. By contrast, ecological estimates of the fractions will only be accurate under very strict conditions.
Estimating the unobserved proportions is a missing-data-imputation problem. The fractions are of interest when the actual numbers in the table are required -for example, in court cases concerning voting rights of minorities (see, for example, Freedman et al., 1991) , or in a public health context where, for example, the actual numbers of elderly people with a disease in an area might be required in order to determine allocation of health resources). In these cases, the data in the table represent the entire population of interest; we are only concerned with the individuals eligible to vote in that specific election, or with the diseased individuals in that specific public health area. If the missing data were available, we would report the numbers in the table, and would not typically be interested in further statistical analysis.
The underlying probabilities are of interest when we are concerned with examining causal relationships between variables. In this case, the data in the table represent samples, and we wish to extrapolate to a wider population. For example, if a study of air pollution and asthma is conducted in a particular study area, we will generally be interested in applying the conclusions to a wider region. In this situation, if we had the individual data, we would model the observed data as a function of exposure and confounders in order to obtain estimates (with associated interval estimates) of the risk attributable to exposure.
Whether predictive or causal inference is required, the use of a causal model in which variation is modeled in terms of the primary predictor X, confounders, and contextual effects is likely to be advantageous. In many areas of political science the fractions have traditionally been taken as the primary target of interest. In historical voting studies, such as determining voting patterns for Hitler's National Socialist German Worker's Party in 1930 (Hamilton, 1982) we may want to know the probabilities in an underlying model for political theory, to examine how different demographic, religious, and occupational groups were voting. Usually in epidemiology and sociology underlying causal relationships are of interest, and these may be addressed by estimating regression coefficients in a probabilistic model. We reiterate that most applications would benefit from thinking in terms of an individual-level model, since this allows one to think about variables that may be distorting relationships that are of interest.
Probabilities That Vary between Areas
In social science applications the probabilities vary between areas, and this must be acknowledged to obtain accurate area-level estimates. (When estimating average causal relationships, however, we may not need to acknowledge such variability under certain assumptions, such as a linear model with randomly varying coefficients; see Equation 13.13.) However, without additional data or assumptions, it is not possible to estimate separate probabilities for each area, since we have 2m quantities of interest and just m observed data points. In this section we see how nonconstant probabilities arise as a result of the sources of bias that we have considered.
From Equation 13.16 we can see that there are three ways in which the probabilities p 0i , p 1i may vary between areas:
• if one or both of the parameters (β 0i , β 1i ) vary between areas;
• if contextual effects are present;
• if there is unmeasured confounding.
The last two ways correspond to the conditions given by Firebaugh (1978) for cross-level bias to be present. If contextual effects or confounding is present, this will result in the probabilities being dependent on context; in general, we might expect probabilities to vary as a result of all three causes.
Probabilities that depend on context have been modeled in sociology and political science by
(13.18)
We will show how this assumption corresponds to different assumptions about contextual effects and confounding in the general individual model with a linear link function, that is,
For this model, as derived previously, the marginal probabilities are given by
(from Equation 13.16). Suppose that we have constant regression probabilities, so that β 0i = β 0 and β 1i = β 1 (and that the contextual effects of interest are β 2 − β 1 ). Then the marginal probabilities in terms of the regression parameters are given by
Here it is clear that if contextual effects are present, both probabilities will vary linearly with X i . This corresponds to the model 13.18 with
The extended ecological regression model given by Equation 13.18 is discussed extensively by Achen and Shively (1995) . At the ecological level its use leads to
and so an additional constraint must be imposed for identifiability. A common choice is to set either b 0 or b 1 to zero. Here, we see that the model we have derived in terms of the regression parameters (as summarized in Equation 13.19) corresponds to the alternative constraint that b 0 = b 1 , and to an assumption that the contextual effect is the same for both exposure groups (and this parameter is not identifiable from the quadratic model).
The identifiability constraint should be chosen by consideration of what is appropriate for the data in hand, rather than on tractability of the model. For example, in an epidemiology context in which X represents poverty (with X = 0 and 1 representing poor and nonpoor), the constraint b 0 = 0 means that a poor individual's risk does not depend on the average poverty in the area, while b 1 = 0 means that a nonpoor individual's risk does not depend on the average poverty in the area. Carrying out analyses with several values of b 0 and b 1 has the same flavor as the sensitivity analyses described in Section 13.5.4.
The marginal probabilities may also vary as a result of an unmeasured confounder. Assuming that β 0i = β 0 and β 1i = β 1 , we have
These probabilities will be correlated with X i if the values of q x = E [Z i j |X i j = x], x = 0, 1, are correlated with X i . For example, if q 0 , q 1 are linearly related to the mean exposure X i , then
This gives Equation 13.18 with
Confounding is not often discussed explicitly in the sociology and political science literature. The general term specification bias is sometimes used in the sociology literature to refer to incorrect specification of the individual model; an aggregate model which ignores within-area confounding is a particular instance of this in which the model is incorrect because it omits important covariates. Between-area confounders may arise as a result of the way groups are formed. Thus between-area confounders can be seen in terms of aggregation bias in the sociology literature (for example, Langbein and Lichtman, 1978) , in which the allocation of people into areas may depend on the response, the exposure, or both, possibly through the effect of other variables.
Although the sociology and political science literatures are much concerned with probabilities that vary between areas, an investigation into this variation is not the usual approach. Thus, although the underlying reasons for varying probabilities may differ, the method of analysis will be the same. This is in contrast to the approach in epidemiology (for example, Greenland and Morgenstern, 1989) , where the source of variation is identified and influences the choice of approach. All three types of bias cause the probabilities to vary between areas, but the implications for analysis are different. For example, Section 13.4.3 showed that effect modification cannot be removed by controlling for confounders. Hence it is beneficial to identify the reasons for the variability in probabilities across areas.
RELATIONSHIP BETWEEN MODELS IN EPIDEMIOLOGY AND SOCIAL SCIENCE
A common approach to inference in the social sciences is ecological regression (Goodman, 1953 (Goodman, , 1959 (13.20) This model now has only two parameters, and can be fitted with ecological data. This is Equation 13.4 with β 0 =p 0 and β 1 =p 1 −p 0 ; in the epidemiology literature the parameters may also be written in terms of the relative risk (as we did in Equation 13.5).
Goodman discussed fitting this model, conditional on many caveats, to obtainp 0 =β 0 and p 1 =β 0 +β 1 ; Achen and Shively (1995) give expressions for the standard errors of these estimates.
A least squares approach to estimation in this model is often used, which implicitly assumes that the variance is constant; as noted earlier in Section 13.3, the true variance is nonconstant. While this has been considered, it is of secondary importance compared to other assumptions such as the existence of contextual effects. Achen and Shively (1995) argue that more sophisticated models allowing for nonconstant variance are not of practical importance, since over the typical ranges for a political science application the variances of X i and Y i are similar and vary so little as not to be a problem. In epidemiology diseases are typically rare and studies are based on small counts. In such cases, assuming a constant variance will give very poor estimates of the standard errors. To remedy this the log disease rate may be regressed on X i , or (preferably) a Poisson log-linear model may be used (as described in Chapter 1); see Richardson and Monfort (2000) for further details.
The most serious drawbacks of ecological regression are the assumptions of constant probabilities across areas and of the absence of contextual effects. The former is unrealistic in practice because for most applications we expect demographic and area characteristics to modify the probabilities. In terms of the model 13.1, ecological regression means assuming that there are no contextual effects, no unmeasured confounders, and no effect modification, and these are again implausible assumptions in most situations. Goodman (1959) was aware that the constancy assumption would not be valid in general, but suggested that the method might be appropriate when the expected values ofp 0i andp 1i are constant, andp 0i andp 1i do not systematically vary with X i (this will occur if the parameters β 0i , β 1i vary randomly across areas), although predictions for particular areas may still be poor. This is consistent with Section 13.4.3, where we demonstrated that we have an unbiased estimate of the average E [β 1i ] if the parameters β 0i and β 1i (and hence the probabilities p 0i and p 1i ) are uncorrelated with X i . In such a case we would be estimating the average marginal probabilities p 0i , p 1i across areas. It is well known that least squares has robust estimation properties for regression parameters but is poor for prediction (since the distribution of the error terms is needed for this). Freedman et al. (1991) proposed an alternative model, the (nonlinear) neighborhood model with the assumption that there is no difference in the two probabilities of disease in each area; that is, p 0i = p 1i = q i . This corresponds to an assumption of no exposure effect, that is, β 1 = 0. The marginal probability q i may vary due to unmeasured characteristics, summarized at the area level. A special case, the linear neighborhood model, allows this common probability to vary between areas depending on the average exposure, that is, q i = a + b X i . The probability q i may vary due to contextual effects or between-area confounding (with confounding by group being one potential explanation). The resulting ecological model is
which is indistinguishable from ecological regression (Equation 13.20) , but the interpretation of the coefficients is very different. Freedman's assumption corresponds to assuming that there is no individual exposure effect, but that apparent differences in probabilities between areas are due to X i .
The linear neighborhood model is not generally used in practice, since its assumptions are even more restrictive than Goodman's regression; indeed, this model was initially proposed to discredit Goodman regression by demonstrating that a different assumption (which is uncheckable from the data alone) gives rise to a different conclusion, but an identical ecological mean model. This further illustrates the fundamental difficulty in ecological analyses: assumptions are crucial and can drastically affect the conclusions of a study, and are often uncheckable from the ecological data alone. In Sections 13.5.3 and 13.5.4 we stressed the importance of choosing assumptions based on context and checking their importance via a sensitivity analysis.
In epidemiology, hierarchical models may be used to deal with spatial and residual variation, as described in Section 13.5.2. In the political science literature, King (1997) proposed the ecological inference (EI) method, a particular form of hierarchical model that addresses the problem of probabilities that vary between areas. Wakefield (2004b) this book, Chapter 1) describes the general use of hierarchical models. In the basic model it is assumed that the disease probabilities p 0i , p 1i are independent of X i , so there are no contextual effects or unmeasured confounding, and probabilities vary only due to random effect modification (that is, they do not depend on exposure). Expressed in terms of the three types of ecological bias, it can be seen that this is a strong assumption, and substantial bias may arise if it is violated (e.g. Cho, 1998 ).
King's EI method is popular among political scientists because it provides estimation in the presence of random effect modification, and user-friendly software is available. However, it may produce poor estimates if confounding, contextual effects, or structured effect modification are present (Cho, 1998) . The method can be extended to incorporate confounders (King, 1997: Chapter 9 ; this book, Introduction); the fractionsp 0i ,p 1i are regressed on an area-level variable Z i . One specific case often considered is when Z i = X i ; that is, the probabilities depend on the average exposure. However, strong prior information is required for stable information whenever such regressions are carried out (Wakefield, 2004b) . The problem is also avoided if additional individual-level data are available.
An approach that has been taken (see for example, the references in Herron and Shotts, 2004) , but is incorrect, is to obtain estimates of p 0i , p 1i and then to regress these on arealevel variables, in a two-stage approach. An analogous approach in epidemiology would be to control for confounding variables, and then to regress area-level relative risks upon area-level variables of interest. The problem is that the effect of the latter variables may be distorted unless the stratification variables are independent of the variables of interest (that is, are not confounders). For example, suppose we wish to investigate the effect of an environmental exposure, and wish to control for the confounder, poverty (and for the sake of exposition we assume that individuals in areas of high poverty are more likely to receive high exposure). If we control a priori for poverty using data from the study region (via internal standardization), then we will have removed some of the effect of exposure, and we then will overestimate the effect of poverty. In epidemiology external rates for the stratification variables are often used to avoid this problem, or simultaneous estimation of the exposures and confounders is carried out. This issue is closely related to that of mutual standardization.
CONCLUSIONS
In this chapter we have summarized some of the issues that are relevant to ecological inference in epidemiology, and shown how these relate to work in sociology and political science. Although the motivations for ecological studies differ, the approaches have much in common when one translates the different notations and languages used. The social sciences literature does not generally state a model at the level of the individual. By specifying a common framework, we have seen how different models actually correspond to different sets of underlying assumptions, and have identified similarities between approaches.
We have identified three main sources of bias: parameters that vary between areas, the presence of contextual effects, and the presence of confounding. Each discipline deals with these considerations in different ways and with different emphasis and terminology; however, we have seen that there is substantial overlap. In particular, although confounding is not explicitly considered in sociology and political science, we have seen how one of the main concerns, probabilities varying between areas, can be naturally interpreted as due to unmeasured confounding. We can thus borrow ideas from epidemiology to help deal with nonconstant probabilities from this source, by attempting to control for confounders.
There are differences in the context and the form of the data in different disciplines. In epidemiology the rarity of diseases allows a log-linear model to be used, which is more tractable than a logistic form. The sparsity of cases means that effect modification is rarely considered, and hierarchical models are often used for stable estimation. Nonrare outcomes obviously provide more information, but following the individual modeling approach described here is more difficult when using the logistic model. Another important difference is the emphasis on causality in epidemiology. Prediction does not require an explicit causal model, and in political science, when the interest is in the actual numbers of people voting, the problem becomes one of imputation of missing values, rather than estimation of underlying parameters. However, a modeling approach will often be beneficial for prediction. The extensions to continuous variables, which are more common in epidemiology, are not necessarily of use for political science problems, although they may be of some interest in sociology.
In sociology and political science, the focus on the unobserved fractions may obscure consideration of an underlying model, and does not explicitly allow identification of the reasons for variation between areas. Nonconstant probabilities can be due to contextual effects or to confounding or varying parameters. The main difference in the underlying approach to ecological inference is that political science is concerned with capturing the variation between areas, but is less interested in the actual source of the variation. On the other hand, epidemiology attempts to model the actual source of variation; this is better for making predictions for individuals in unobserved areas with particular exposure distributions, which is of more interest when the emphasis is on causality. There are other advantages to examining these different sources separately; for example, a method that reduces bias from confounding may not reduce bias from effect modification (Greenland and Morgenstern, 1989) . Additionally, since a major concern in epidemiology is controlling for potential confounders, it is important to be able to isolate bias from this source.
Assumptions in ecological inference are crucial. Often restrictive assumptions are necessary to be able to carry out an analysis, and ecological inference is highly sensitive to such assumptions. Since these assumptions cannot typically be checked from ecological data alone, we emphasize the idea of drawing conclusions on the basis of consistency of results across different modeling assumptions. In epidemiology, ecological inference is considered more plausible if consistent across different studies (which may correspond to different areas or different time periods) and if supported by biological mechanisms. In the social sciences, having different study areas with different distributions across the grouping variable is desirable, in particular where the proportions in each group, x i , are nearly uniformly distributed across the interval (0, 1). When cell counts are of interest, studies in different areas are still useful for consistency arguments. A related idea is that of a sensitivity analysis, such as that described in Section 13.5.4, which enables us to see how sensitive results are to different assumptions and provide some insight into the importance of possible biases and the uncertainty of results.
In this chapter we have concentrated on highlighting areas in epidemiology that offer benefits to sociology and political science, in particular the specification of explicit models. However, there is much to be gained in the other direction. The study of contextual effects is becoming of increasing interest in epidemiology, although as yet very little consideration has been given to contextual effects in an ecological model in environmental epidemiology. This is one area where epidemiology can benefit from the existing work in sociology. Another such area is that of effect modification. Although rare diseases and small areas frequently mean that effect modification cannot be studied, it may be possible in some studies with nonrare diseases, such as asthma, to take advantage of the current work in this area. The simplifications when dealing with a single binary exposure (for example, the ecological regression model) are not widely exploited in epidemiology.
Hierarchical models have proved useful in all disciplines. They provide a flexible way of incorporating assumptions and prior knowledge into the analysis, allow probabilities to vary between areas (including the possibility of spatial variation), and can easily incorporate the explicit modeling of observed confounders. In particular the choice of model can be to tailored to the particular study; the routine use of any single model in all situations is not a good strategy.
Not all approaches in one discipline are suitable for use in another. However, the problems are sufficiently similar that there is much to be gained by being aware of work in different areas. Identifying links between one discipline and another is not straightforward; this chapter has concentrated on making some of these links explicit through the use of a common individual model.
