We describe how rescaling experimental data obtained from cold atom density profiles can reveal signatures of quantum criticality. We identify a number of important questions which can be answered by analyzing experimental data in this manner. We show that such experiments can distinguish different universality classes and that the signatures are robust against temperature, noise, and finite system size.
. At low temperatures, it features a superfluid phase when the tunneling matrix element t is large compared to the on-site interaction U and a Mott insulating phase in the opposite limit. The superfluid phase is characterized by dissipationless mass transport, analogous to the dissipationless charge transport in a superconductor. It supports arbitrarily low-energy excitations and has an order parameter ψ that vanishes at the phase transition. The Mott insulating phase [lobes shown in Fig. 1(a) ] can be caricatured as having a fixed integer number of particles per site, n, set by the chemical potential μ. The Mott insulating state has a excitation gap , which vanishes at the transition.
The Mott insulating phase is strictly defined only at zero temperature, but a phase transition between a superfluid and a normal fluid persists to finite temperature. Figure 1 (b) illustrates a slice through the finite temperature phase diagram. This figure shows that the normal fluid is divided into three qualitatively distinct regions separated by smooth crossovers illustrated by dashed lines. At large t/U , the superfluid (SF) can be heated through a classical phase transition to a normal fluid (NF) with properties similar to that of a weakly interacting Bose gas. At small t/U , the low-temperature properties of the normal fluid (MI) are determined by the zero temperature Mott insulator's gap. A quantum critical region intervenes between these two normal fluids. Slices at fixed t/U look identical to slices at fixed μ/U . (1, 2) are governed by the dilute Bose gas universality class, and path (3) (passing through the tip) is governed by the O(2) universality class. (b) Slice through the quantum phase transition at fixed t/U . Slices with fixed μ/U are similar. The abbreviations "SF," "MI," and "QC" denote the superfluid, Mott insulator-like normal fluid, and quantum critical regime, respectively, with the Mott insulator being strictly defined only at T = 0. The shaded region indicates where the physics is governed by the quantum critical point. The dashed lines represent smooth crossovers between the qualitatively distinct "QC" and "low temperature" regions. Deep in the former, T is the only relevant energy scale.
In fact, this structure is typical of all second-order quantum phase transitions: the disordered phase generically divides into an analogous set of three regions [1] .
Sufficiently near the quantum phase transition [the shaded region in Fig. 1(b) ], the thermodynamic functions obey scaling relationships. This scaling is typically controlled by two energy scales that vanish at the quantum critical point [1] . One scale is the temperature T , while the other depends on the phase: it is the zero temperature superfluid stiffness ρ s in the superfluid and the gap to single particle excitations in the Mott phase. Observables, such as the density, can be written as the sum of an nonuniversal part n 0 plus a function n u that obeys the scaling form
Here, d is the dimension of the system and n is a universal scaling function. Below an upper critical dimension d c , the dynamical exponent z and the universal function n are the same for a wide range of models and therefore define universality classes: here d c = 4 − z, and z will be 1 or 2 depending on what part of the Mott lobe one is traversing. The nonuniversal contribution, n 0 (μ,U,T ), is the density of the system for t = 0, and as explained in appendix B is easily calculated or measured in independent experiments. Although atypical, with fine tuning it is possible to have situations where additional dimensionless parameters enter. The finite density O(2) rotor model discussed below is one example.
II. PROPOSAL

A. Scaling from density profiles
Here, we introduce an experimental protocol to observe universality and measure key properties such as the dynamic critical exponent. Our technique relies upon the inhomogeneity of cold atoms experiments. Although typical observables in cold atoms, such as the density profile, are nonuniversal, we show that with appropriate analysis the absorption images of these trapped inhomogeneous clouds reveal the universal properties of corresponding homogeneous systems.
At first sight, this result is surprising. Given that critical points are associated with diverging length scales, one would naively expect that all features of criticality would be dominated by finite-size effects, and the properties of the trapped gas would be disjoint from those of the uniform gas. For example, Wessel et al. [21] found that in their Monte Carlo simulations of zero-temperature systems, critical properties could not be extracted from their density profiles. Similarly, studies of finite-temperature phase transitions typically find that it is difficult or impossible to extract any critical properties from density profiles [22] [23] [24] [25] . These arguments, however, do not apply to the measurements we are advocating.
We propose searching for signatures of quantum criticality by comparing the density profiles of finite temperature clouds. As one increases the temperature, moving farther away from the quantum critical point, the correlation length drops. As we explicitly show in Sec. III, there is a sizable temperature range where the correlation length ξ is small compared to the cloud size L, yet one is still in a universal regime where all local thermodynamic properties are governed by the proximity to the quantum critical point. At these intermediate temperature scales, scaling relations such as Eq. (2) hold, and one can extract the equation of state from density profiles via a local density approximation.
In particular, if ξ L, the cloud can be considered locally homogeneous, and at every point in space one may define a local pressure, density, and chemical potential. Standard hydrostatic equilibrium arguments [26, 27] then force the chemical potential gradients to be balanced by trapping forces: μ(r) = μ 0 − V (r). Hence, one can infer a great deal of information about the equation of state from a single-density image. The key problem we address is how quantum criticality is encoded in these density profiles.
We will view trapped atomic systems as locally satisfying Eq. (2), with a gap that varies as a function of position in space. As already emphasized, our analytic and numerical results in trapped systems validate this Thomas-Fermi approximation. Direct measurement of (r) is difficult in cold atoms. Instead, we will relate the gap to independently measurable thermodynamic quantities.
We illustrate our procedure by taking the compressibility κ ≡ ∂n/∂μ as the independently measurable quantity. This is appealing because κ can be extracted directly from the density profiles via κ = −(1/mω 2 r)∂n/∂r or from shot-toshot fluctuations in the density [28, 29] . Like the density, the compressibility is the sum of an easily determined nonuniversal part and a universal part, κ = κ 0 + κ u , with
Equation (2) is an implicit equation for , which together with Eq. (3) implies that
where
n is a universal function. Therefore, in the quantum critical regime a graph of
collapses onto a single curve independent of μ, t, U , T , and any other microscopic couplings.
B. Further Refinements
Several authors [14, 15] have pointed out an important variant of this approach that can help pinpoint the critical point. Paralleling the technique often used in extracting critical points from numerical experiments on finite-sized systems, they suggest plotting T −d/z n u as a function of μ. At the chemical potential of the quantum critical point all of these curves should cross.
III. NUMERICAL RESULTS
We validate our approach by applying it to data from "numerical experiments." We calculate density profiles of trapped atomic clouds and look for scaling properties. In Sec. III A we consider the 1D Bose-Hubbard model with where we are able to directly simulate the trapped system by mapping it onto noninteracting fermions. In Sec. III B we look at the 2D Bose-Hubbard model, using Monte Carlo techniques on small systems to infer the properties of the trapped gas.
A. 1D Bose-Hubbard Model
Figure 2(b) shows a plot of the scaled compressibility versus scaled density, extracted from the density profiles [ Fig. 2(a) ] of the t/U → 0 (hard-core) trapped one-dimensional BoseHubbard model for N = 70 particles. These density profiles are efficiently calculated by mapping the system onto noninteracting fermions (see Appendix C). The figure not only demonstrates the universal collapse in the quantum critical regime but also validates the Thomas-Fermi approximation. The success of the Thomas-Fermi approximation is due to the fact that as one increases temperature above the quantum critical point the correlation length ξ shrinks, and throughout the quantum critical regime it is typically much smaller than the cloud size. As one approaches the classical phase transition, ξ diverges. Hence, even though our technique quite readily detects quantum criticality, signatures of the classical transition may be much harder to see [25] .
As shown in Fig. 2(b) , collapse occurs in a region around the quantum critical point but deviates at sufficiently large densities and temperatures. In this case, the data collapses within 10% for a density range of roughly 0.9 < n < 1.1 and temperatures range of T ∼ < t/4. This is a generic feature of quantum criticality: the physics is universal only near the quantum critical point, with the size of the universal region determined by microscopic details.
The universal scaling functions in Fig. 2 correspond to those of the dilute Bose gas universality class (the same universality class that governs the edge of all cold bosonic clouds). Although this universality class is quantitatively understood [1, 30] , at larger t/U (near the tip of the lobe) the Bose-Hubbard Here, r is the radial displacement in the trap and is the lattice spacing. These density profiles are nonuniversal; for example, they depend on temperature. (b) Our construction for obtaining universal scaling curves applied to this system, plottingκT
, z = 2 transition and temperaturesT = 0.1,0.17,0.24,0.31,0.38 (from closest to the shaded grey band to farthest). The compressibility is approximated by κ = ∂n/∂μ ≈ (∂n/∂r)/(mω 2 r), where ω is the trap frequency, and ∂n/∂r is obtained by numerically differentiating the density. Lower temperatures display a larger region of collapse. We observe good collapse up to T ∼ 0.25t, and see that the analysis accurately reproduces the homogeneous infinite system's scaling curve (shaded gray line) within ∼ < 10% for T ∼ < 0.05t for the transition near n = 1 (n < 0) and for T ∼ > 0.15t for the transition near n = 0 (n > 0). This collapse occurs even for drastically different density profiles obtained by adjusting the trap depth in place of temperature (not shown). With moderately larger particle numbers (N ∼ 200, not shown), the simulated data at low temperatures even more accurately reproduces the infinite homogeneous system's universal scaling function (the extracted curve lies within the shaded gray region). model falls into the less trivial O(2) universality class, for which open questions remain. In particular, the quantitative structure of the dynamic scaling functions is unknown and no general methods exist to compute these. Furthermore, there is a more intricate "finite density O(2)" universal structure governing the crossover between the O(2) and dilute Bose gas universality classes, about which even less is known [9, 13] . We give a simple picture of this physics and its relevance to the Bose-Hubbard model in Sec. IV B. Figure 3 shows that in addition to measuring universal scaling functions and the size of the universal region, our method enables one to distinguish the universality classes of the two-dimensional square lattice Bose-Hubbard model using only the density profiles. We calculate the equation of state n(μ) for a set of μ's realized in a typical cold atoms experiment, employing the numerically exact worm algorithm quantum Monte Carlo as implemented in the ALPS package [31] . To mimic the effect of the trapping potential, we calculated each density for a finite size 10 × 10 system. This length scale corresponds to a trapping potential variation of ∼ 1% along the radial direction under typical conditions. We calculate κ(μ) t/U=0.0400 t/U=0.0585
B. 2D Bose-Hubbard Model
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FIG. 3. (Color online)
Extracting universal behavior and dynamical critical exponents from density profiles of the trapped two-dimensional Bose-Hubbard model. Each panel shows an application of our analysis procedure to simulated density profiles (as described in text) for temperature T /t = 1/4,1/2,1,2, and 4 using the data in a density range |n − 1| < 0.15. The symbolsn,κ, andT are defined in the legend of Fig. 2 . Lower temperature curves are identified by noting that they span a widern range. On the left (a and c), we plotκ versusnT −1 , while on the right (b and d) we plotκT −1 versusnT −2 : these will show collapse if the dynamical critical exponent is, respectively, z = 2,1. Top (a and b) shows data with t/U = 0.0400, which should be described by the dilute Bose gas universality class (z = 2). Bottom (c and d) shows data with t/U = 0.0585, which should be better described by the O(2) rotor model universality class (z = 1): the tip of the n = 1 Mott lobe in the homogeneous system is at t/U = 0.0593. As expected, we see collapse in (a) and (d). The scatter in data points corresponds to stochastic noise in our Monte Carlo simulations amplified by the differentiation. This noise is of comparable size to what would be seen in an experiment.
using the lowest-order finite difference derivative on this data. The stochastic error in the quantum Monte Carlo yields results with some noise (∼ 0.1%), similar to that found applying finite differences to real experimental data (∼ 1% noise in radially averaged density profiles, e.g., in Gemelke et al.'s experiments [28] ). Appendix E gives a discussion of signal-to-noise issues and more details about numerical parameters. Larger scale simulations of the trapped system [15] verify that this approach correctly captures the physics of criticality in the trapped gas.
The values t/U = 0.01,0.0585 shown in Fig. 3 correspond to lattice depths of V 0 /E R = 18.1,11.4, respectively, for 87 Rb in a lattice with spacing = 532 nm. This is found by numerically solving the noninteracting lattice problem and using the relations [20] 
where w(r) is the Wannier state, and r i ,r j are the locations of neighboring sites. Figure 3 shows that for t/U = 0.0400 the compressibility vs. density curves collapse if we use a dynamical critical exponent z = 2, corresponding to the dilute Bose gas universality class. Similarly, the t/U = 0.0585 data collapses if we use z = 1, as one expects for the O(2) universality class. Like  Fig. 2 , the collapse occurs only sufficiently close to the critical point. The behavior persists up to temperatures on the order of ∼ > t and for a density range of roughly 0.9 < n < 1.1. Since we are at the upper critical dimension of the dilute Bose gas model, we expect logarithmic corrections to scaling that are hard to identify on these plots. Consistent with our discussion of the Thomas-Fermi approximation's validity, there is no clear signature of the classical phase transition in these graphs.
IV. OUTLOOK
In this section we discuss how these techniques can be used to answer important questions about the quantum critical behavior of systems of interest to condensed matter physics. The most exciting direction is to apply our method to Fermi lattice systems [32, 33] , for example, those emulating the twodimensional square lattice Fermi-Hubbard model. There are also some interesting open questions in the dynamical response functions of the finite-density O(2) model.
A. Fermi-Hubbard Model
As a first example of important questions that can be addressed by these techniques, we propose studying the nature of the Mott-metal crossover in the Fermi-Hubbard model at temperatures t 2 /U T t. Many believe that in real materials, such as transition metal oxides, this crossover is a manifestation of a preempted quantum critical regime and should display universal physics analogous to that of the BoseHubbard model's normal fluid to Mott insulator crossover (see the discussion in Refs. [1, 7] ). If one analyzes the square lattice fermion density profiles with the procedure we have introduced and sees collapse onto universal curves, it would be compelling evidence that in the Fermi-Hubbard model the crossover is governed by a quantum critical point. Although most current experiments [32, 33] are three-dimensional, and thus likely above the upper critical dimension, signatures of scaling (only with mean-field exponents) would remain if this quantum criticality is the correct description of the crossover. If the quantum critical regime persists to the same temperature scales as the Bose-Hubbard model, then current atomic experiments are already sufficiently cold to determine if the universal Mott-metal crossover scenario is correct.
Beyond determining if the system is critical, this analysis would also provide the dynamical critical exponent: a quantity whose value is currently unknown for many models, including the 2D square lattice Fermi-Hubbard model.
Depending on the character of the metallic state, some filling-controlled Mott-metal transitions display z = 2, while others display z = 4 [7] . To determine this exponent, one would analyze two-dimensional lattice fermions' density profiles with our scaling techniques: only when z is chosen correctly will collapse occur, and thus our protocol is capable of distinguishing between the various theoretical scenarios. As we already argued, the present generation of experiments is already in the correct regime to conduct such studies. Future experiments at lower temperatures T t 2 /U will be able to access even more exotic features of quantum criticality.
One can explore an even broader range of open questions if in addition to measuring density profiles one also employs spectroscopic probes to measure dynamical response functions. For example, for lattice systems, experimentalists have successfully measured modulation spectra [34] , Bragg spectra [35] , and radio-frequency spectra [36] . In the quantum critical regime, these response functions satisfy universal scaling forms χ (ω,T , ) = T η χ ( /T ,ω/T ). In both fermionic and bosonic systems, the details of these dynamic scaling functions are largely unknown, especially the low-frequency dynamic behavior and how it connects to higher frequency behavior. Note, however, that the Thomas-Fermi approximation's validity for spectra in the quantum critical regime has not been explicitly checked in our work, and its validity as well as other issues such as sufficient signal-to-noise remain open questions.
Up to this point, all of our discussion has focused on what can be achieved with present experimental capabilities. As experiments reach lower temperatures, our analysis technique can be used to probe ever more fundamental physics. For example, one can argue that even the simplest symmetry breaking transitions of a Fermi liquid, that to a spin density wave, is ill-understood: beyond the Hertz-Millis theory, there exist an infinite number of marginally relevant coupling constants and its universality class is unclear [37, 38] . By measuring density profiles in a system displaying similar quantum phase transitions, such as dipolar fermions' transition to a Wigner crystal (charge density wave) or near-resonant fermions transition to an "FFLO" state (charge density wave + superfluid order), our techniques can measure z and thus provide valuable information about these transitions' universality classes. Additionally, the competing instabilities (e.g., to d-wave superconductivity, nematicity, etc.) seen in transition metal oxides have analogs in lattice fermion experiments and Fig. 1 ). Transitions via paths (1-2) are described by the dilute Bose gas (DBG) universality class while path (3) is described by the O(2) universality class. Shaded regions schematically depict where each universality class holds: DBG physics governs the (blue) region along the lobe edge and O(2) rotor physics governs the (orange) "bowtie"-shaped region near the tip. The entire (green) region in the area around the tip-including both the bowtie and part of the lobe edge-is described by the finite density O(2) model. (b) Finite temperature phase diagram along path (4). At zero temperature, this path crosses two quantum phase transitions going from a superfluid to a Mott insulator fs and back. Each phase transition is in the DBG universality class and displays a quantum critical fan, inside of which the temperature sets the only length scale. O (2) physics is recovered in the particle-hole symmetric regions where the quantum critical fans overlap. The "finite density O(2)" model universally governs this entire phase diagram including all of the crossovers (dashed lines) and phase transitions (solid lines) shown in this panel.
offer an important and even richer set of open questions regarding quantum critical behavior and "avoided quantum criticality" [2] [3] [4] [5] 39] .
B. Finite-density O(2) model
A second area where one can advance our understanding of quantum criticality is through studying the "finite-density O(2) model." This rich model describes the Bose-Hubbard model near the particle-hole symmetric point on the superfluidinsulator boundary. It features phase transitions in two different universality classes and a crossover between them. Sachdev and Müller have argued that aspects of the dynamics in this regime are related to dynamics near the Dirac point in graphene [13] , and cold atoms may probe (among other things) the general relations between universal constants that should appear in both cases. Figure 4 gives a guide to the relevant physics, illustrating the two universality classes and the crossovers between them. Along the Mott lobe edges, the physics is that of the dilute Bose gas [ Fig. 4(a) , shaded blue regions]. On the large-μ side of the Mott lobe, the relevant excitations are a dilute Bose gas of particles, while on the small-μ side, they are holes. Near the line of particle-hole symmetry passing through the tip of the lobe, both particles and holes are equally important and the physics is in the O(2) universality class [ Fig. 4(a) , shaded orange region].
The physics of these regions, and the crossovers between them [the entire shaded green region in Fig. 4(a) ] can be described by the imaginary time action
defined by the Lagrangian
where φ is a complex bosonic field, evaluated at position r and time τ . Here, μ is the chemical potential, which controls the relative energy cost of holes and particles, s is the tuning parameter for the μ = 0 phase transition, c the excitation velocity when μ = 0, and g is the effective interaction strength. When μ is nonzero, at sufficiently low energies this reduces to the dilute Bose gas Lagrangian, 4 (with ψ a simple rescaling of φ), since the quadratic time derivative is irrelevant in the renormalization group sense. When μ = 0, this reduces to the O(2) model defined by the
The model defined by Eq. (5) predicts a scaling function [9, 40, 41] 
where ± are the relevant gaps/superfluid stiffnesses at T = 0. This scaling function is universal and reduces to the dilute Bose gas and O(2) scaling in the appropriate limits.
To see this reduction in the dilute Bose gas case, note that if for large − /T the scaling function goes to (
T ). This reproduce the z = 2 scaling expected for the resulting dilute Bose gas case if
n ( + /T ) = d/2 − r ( + /T )
is identified as the universal dilute Bose gas scaling function introduced in the main text.
A particularly insightful way to view the finite density O(2) crossovers is illustrated in Fig. 4(b) . This corresponds to a slice through Fig. 4 (a) in the region described by Eq. (6). The low-temperature behavior is dominated by the two dilute Bose gas quantum critical points, and the O(2) physics emerges at higher temperatures where the two fans overlap. Not only does the scaling in Eq. (6) describe the physics in these fans, it also describes the low-temperature phases.
V. FURTHER CONSIDERATIONS
Here, we discuss a few somewhat tangential points: other probes of quantum criticality, other examples of cold atom systems with quantum critical points, and finite-size scaling.
A. Time of flight expansion
As suggested by the work of Kato et al. [42] , time of flight expansion provides another probe of quantum criticality. In such an experiment the trapping potential and interactions are turned off and the cloud is allowed to expand. At long times this maps the momentum distribution of the particles to the real-space distribution. At low momenta, the system's behavior is fully universal. Kato et al. [42] show a representative calculated image of the momentum distribution in a quantum critical regime of the Bose-Hubbard model.
In typical cold-atom experiments, the inhomogeneous broadening from the trap makes it very difficult to extract quantum critical signatures from the expansion images: multiple regions of the trap contribute to the observed momentum distribution, including those far from the quantum critical regime (although the critical coupling value may be extracted; see, e.g., Trotzky et al. [24] and Pollet et al. [25] ). This difficulty can be somewhat circumvented by engineering a flat-bottomed trapping potential. Such flat traps may also be advantageous for density probes of quantum criticality.
B. Other cold atoms systems displaying quantum criticality
Here, we provide a partial list of other quantum phase transitions in cold-atoms systems. The most experimentally mature systems are: magnetic transitions in spinor gases [43] , nematic transitions in dipolar gases [44] , superfluid and magnetic transitions in partially polarized resonant Fermi gases [45] , and transitions from fully polarized or fully paired phases to a partially polarized (FFLO) phase in one-dimensional clouds of fermions [46] . There are also potentially a large variety of transitions between magnetic phases in multicomponent gases and mixtures [6] . Finally, there are ample opportunities to study the trivial dilute gas to vacuum transitions, governed by the chemical potential tuned zero-temperature phase transition from a state with nonzero to zero density. This physics is found near the edge of every atomic cloud. Although well understood, these latter transitions are a good test of the analysis techniques.
Universal scaling behavior has already been experimentally studied in the two-dimensional dilute trapped Bose gas using techniques related to the ones we discuss here [47] . In the two-dimensional Bose system that they were looking at, dimensional analysis alone suffices to provide the collapse: all of the irrelevant couplings are zero in the bare Hamiltonian describing this system.
C. Finite-size scaling
We found by exact calculations of the trapped 1D hard-core Bose-Hubbard model (and by mimicking the trapped 2D Bose-Hubbard model) that our procedure could extract the homogeneous system's universal scaling function within a ∼ < 10% accuracy assuming the Thomas-Fermi approximation holds, despite the finite particle number and trapping inhomogeneity. Nevertheless, it is possible to improve this further by accounting for the finite-size scaling in the trap [14, 25, 48] . The trapping potential introduces a length scale L, and when this length is large compared to microscopic lengths, universal scaling in ξ/L θ for some nontrivial θ results. For small values of this argument, the homogeneous system scaling is recovered. Accounting for this, some have explicitly demonstrated how to improve the accuracy of the naive Thomas-Fermi approach to determining critical coupling values (e.g., μ c and T c ) [14, 25] .
VI. OTHER RECENT WORK
Given the excitement surrounding the possibility of observing quantum criticality in cold atoms, the field has evolved substantially since this manuscript was first circulated as a preprint. Most importantly, scaling collapse has been observed in density profiles from a recent set of experiments on cesium atoms trapped in optical lattices [18] . Further, sophisticated numerical simulations have confirmed the results we showed in Sec. III B. A fair amount of progress has also been made in understanding signatures of quantum criticality in the 1D gas. Guan and Ho [16] have used approximate solutions of the thermodynamic Bethe ansatz to study attractive fermions.
We would like to give special attention to Zhou and Ho's recent Letter, which gives very similar arguments to those given here [14] . Given the similarities, we feel compelled to enumerate the differences between our works. This comparison also provides an opportunity to summarize our results. We owe several refinements of our arguments to discussions with Zhou and Ho, and we believe it is quite likely that their work was influenced to some extent by our results.
The main purpose of both our paper and Zhou and Ho's is to present techniques for observing universal collapse near a quantum critical point. We advocate plotting density vs. compressibility, while Zhou and Ho recommend density vs. chemical potential. While both are viable approaches, we feel that the primary benefit of our method is that both n and κ are local observables. In contrast, μ can only be determined if one knows the central chemical potential μ 0 . In principle, μ 0 can be extracted by fitting the density profile at the edge of the cloud where the equation of state is simple. In practice, there are technical issues with this approach, including the fact that one must have the entire cloud in global equilibrium. In our method, one only needs equilibrium in the part of the cloud contributing to the critical region [49, 50] . As a technical aside, Zhou and Ho's scaling prefactors (powers of temperature) look more complicated than ours; however, as discussed in Appendix D, since density is a conserved quantity their results reduce to ours. For other observables, one must use their more general form.
In order to show that our techniques are practical, both our paper and Zhou and Ho's use numerical simulations to model a trapped gas. These studies show that finite-size effects are small in current experiments, and signal-to-noise levels are sufficiently high. While both papers include discussion of the d = 1 Bose-Hubbard model in the hard-core limit, ours also looks at d = 2 and U < ∞. This lets us demonstrate that our technique can distinguish different universality classes and explore the interplay between O(2) and dilute Bose gas physics.
Finally, our paper gives a number of concrete and nontrivial open questions involving quantum criticality, which can be studied in the near term by cold-gas experiments. These include determining the dynamical critical exponent for the Mott-metal crossover, the dynamics of the finite-density O(2) model, and the validity of Hertz-Millis theory to describe various symmetry breakings of strongly interacting Fermi liquids.
Zhou and Ho's paper also contains important results that are not found in our paper-namely a study of finite-size scaling, a procedure to find the critical chemical potential of quantum phase transitions, and some discussion of classical phase transitions. We found that reading their paper also helped us view technical aspects of our procedure in a novel light and helped us improve our approach to subtract off the nonuniversal contribution to the density.
VII. CONCLUSIONS
We have shown that universal quantum critical behavior can survive in trapped cold atomic systems for realistic experimental conditions. We showed that from appropriate analysis of nonuniversal in situ density images, one can infer universal quantum critical scaling functions. To demonstrate this, we exactly calculated the expected behavior of the trapped Bose-Hubbard model in the hard-core 1D limit and in general in 2D, mimicking the trap with small finite-system sizes. We also demonstrated on the 2D Bose-Hubbard model that the procedure allows one to identify the dynamic critical exponent z and thus distinguish many important universality classes.
Using these results, we outlined how the techniques can be used with ongoing experiments on fermionic and bosonic atoms in optical lattices. where the constants s, L 0 , K 1 , K 2 , and u can be expressed as integrals (L 0 will give a nonuniversal contribution to the free energy considered in the next part). The mean field phase boundary is given by setting s(T ) = 0. At T = 0, this reproduces the standard Gutzwiller theory. The explicit form for s is
with N ≡ 
APPENDIX B: NONUNIVERSAL CONTRIBUTIONS
In order to see the collapse described in the main text, one needs to subtract off the nonuniversal contributions to the density (n 0 ) and compressibility (κ 0 ). One can readily calculate these nonuniversal contributions or, as described below, extract them from numerical or empirical measurements.
For example, consider the Bose-Hubbard model, where the nonuniversal contributions arise from the constant term L 0 in Eq. (A1). This corresponds to the free-energy density of decoupled sites, implying that the nonuniversal contribution to any on-site observable is found by evaluating the observable at t = 0 and at the U , T , and μ of interest. One finds
These sums converge quickly with n, and typically only a few terms are needed. In principle, one can also measure the function n 0 (T ,μ,U) by performing experiments at small t. In practice, there are a number of technical hurdles: equilibration is difficult in deep lattices [50] , as is control and measurement of temperature [51] , and for very deep lattices the BoseHubbard description breaks down [36, [52] [53] [54] [55] [56] [57] [58] [59] .
As explained by Zhou and Ho [14] , a more generic approach to accounting for the nonuniversal contributions is to expand about the quantum critical point. By construction, n 0 is an analytic function, n 0 (μ,T ) =n + O(μ − μ c ,T ), wheren = n(μ c ,0) is a constant. Sufficiently close to the critical point, Eq. (3) simplifies to
and the only remnant of the nonuniversal functions n 0 and κ 0 are the constantsκ andn. In the examples in this paper, κ = 0 andn = 0 (vacuum to superfluid transition) orn = 1 (n=1 Mott to superfluid transition). In circumstances where these constants are nontrivial, they may be extracted by fitting experimental or numerical data. Zhou and Ho give a discussion of carrying out this expansion to higher order.
Using Eq. (B3), we observe equally good collapse as we find from subtracting off the full n 0 in Eq. (B1). In addition to its simplicity, the expression in Eq. (B3) is completely in terms of simple constants and local observables. This can be contrasted with Eq. (B1), where one needs the central chemical potential in the trap. Additionally, Eq. (B3) is particularly powerful in that it applies even if one has only local equilibrium through the quantum critical regime [49] .
APPENDIX C: CALCULATING DENSITY PROFILES OF ONE-DIMENSIONAL HARD-CORE BOSONS
For Fig. 2 , we calculate our density profiles by mapping the one-dimensional, hard-core (U → ∞), trapped lattice bosons described by the Hamiltonian
with harmonic trapping potential V i , onto noninteracting fermions by the Jordan-Wigner transformation [60] :
Note that f i and f † i satisfy the canonical anticommutation relation for fermions, {f i ,f † j } = δ ij . This gives the noninteracting Fermi Hamiltonian:
We numerically find the single-particle eigenstates φ (α) i with energy E α . The bosonic density at site i is then equal to the fermionic density at site i by Eq. (C2), and thus
APPENDIX D: UNIVERSALITY
As we have emphasized, our procedure allows the extraction of universal scaling curves from nonuniversal observables such as density profiles. Here, we make precise the meaning of this universality and offer a fairly detailed derivation of the scaling forms. This summarizes some of Fisher et al.'s [19] scaling arguments in the present notation (see also Sachdev's book [1] ). First, we present the argument for a general observable. We additionally discuss the simplification that occurs when we specialize observables to the density and its derivatives, which take a simpler form due to the conservation of charge [40] .
Scaling near a quantum critical point
First, we consider a general observable O(g 1 , . . . ,g n ) that is a function of n coupling constants, chosen to vanish at the critical point. Using a coarse graining or renormalization group procedure, both O and the g j 's can be defined as functions of the scale .
Near the fixed point of a renormalization group flow, one generally has
as → ∞. The exponents ν j define scaling dimensions for the corresponding couplings g j , and g j is defined as g j ≡ g j ( = 1).
Since the flow of coupling constants is defined to preserve the physics up to the scale,
where α O is related to the scaling dimension of O. We may solve Eq. (D2) for O(g 1 , . . . ,g n ) and choose such that = (A/g n ) ν n for some constant A, yielding
Thus, we see that the dependence of O on all the coupling constants is captured, up to a nonuniversal scale in both O and its arguments (determined by A), by a universal function. This is frequently abbreviated
with it implicitly understood that each argument and the overall factor has an associated nonuniversal scale. This is the sense in which our main text's equations should be understood as universal. We conventionally choose g n to be the temperature T , obtaining 
since T ∝ ξ −z ∝ z by the definition of the dynamical critical exponent z.
Hyperscaling
The scaling dimension of O is related to the scaling dimension 
where for notational clarity we have omitted the A's.
In the case of a conserved quantity, such as density, Sachdev [40] ) regardless of the universality class of the phase transition.
APPENDIX E: QUANTUM MONTE CARLO PARAMETERS AND SIGNAL-TO-NOISE
We calculate the densities for the two-dimensional square lattice Bose-Hubbard model using worm algorithm quantum Monte Carlo algorithm [61] as implemented in the ALPS simulation package [31] . We performed a sufficient number of equilibration sweeps (10 000) and evaluation sweeps (30 000) to obtain accurate estimates of the density. Typical stochastic errors in the density were ∼ 0.1%, but these are amplified when we take derivatives to extract the compressibility. This stochastic error is comparable to imaging noise of radially averaged density profiles in real experiments [28] (1%). As seen in Fig. 3 , our approach is robust against such noise. Even using the simplest finite difference approximations to derivatives-which greatly amplify noise-our technique provides accurate scaling curves up to noise levels of ∼ < 1%. More sophisticated multipoint differentiation schemes are more robust to noise, and we expect these to be robust to noise of perhaps ∼ < 5%. Even at the center of the cloud, some existing lattice experiments are already below this noise level and have demonstrated clean determination of both κ and n [28] . Furthermore, the noise level decreases with distance to the center due to trap averaging (although the chemical potential gradients eventually lead to breakdown of the Thomas-Fermi approximation, we find good agreement over a substantial portion of the cloud even, for example, for small of N = 70 1D clouds). Systematic effects may be important as well, for example shot-to-shot total particle number fluctuations. These would have controlled, for example, by post-selection of particle number, and this will moderately increase running time for the experiments.
Over most of the parameter space simulated, we find that systematic errors from the finite equilibration time are significantly smaller than the stochastic errors. We explore possible systematic errors using two methods: (1) running with longer equilibration times and (2) a jackknife binning analysis. The simulations were carried out for a system size of 10 × 10 lattice sites. Our results were insensitive to the finite-size effects, except in the classical critical regime, mimicking the effects of a real trapping potential.
