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Abstract 
Grant, J.A. and A.A. Rahman, Detemtination of the zeros of a linear combination of generaiised polynomials, 
Journal of Computation& and Applied Mathematics 42 (1992) 269-278. 
Consideration is given tr the ways in which an algorithm for finding the zeros of po’rynomials expressed in the 
monomial basis may be modified to find the zeros of polynomials expressed in other bases. Some numerical 
experiments on the onditioning of polynomials in different bases are described. 
Keywords: Zero., polynomials, generalised basis, conditioning. 
1. Introduction 
In an earlier paper [4], consideration was given to the way in which an algorithm for finding 
the zeros of a polynomial expressed in the monomial basis could be modified to find the zeros 
of a polynomial expressed in terms of Chebyshev polynomials of the first kind and some 
mention was made to the extension of the approach to other bases. Here full consideration is 
given to polynomials expressed in terms of a general basis, the only requirement being that the 
basis polynomials should be generated by a three-term recurrence relation. 
Firstly, an account will be given of the form of recurrence and then the basic algorithm will 
be considered, with those parts that are basis dependent being distinguished from those that 
are not. An implementation of the algorithm will be briefly described, an implementation that 
allows for the solution of polynomials expressed in any of twelve bases. Finally, some numerical 
experiments are reported, some of which are intended to show how well the theoretical results 
of [3] on the effect of representation in conditioning are borne out in practice. 
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2. The basis polynomials 
The basis polynomials considered will form a family of polynomials {q,( Z )I9 where cp,( Z ) is .f 
exact degree r in z, c=O, 1, 2,... l The family will be generated by 
p_,(r) =O, cpo(4 = g1.w 
9k-k I(Z) = (Z&A+ 1 +&.k+&P&) +g,.,+,cp,-,(4~ k a* &.k+I #O* 
(1) 
Then {cp,W}, r=O, l,..., 11, form a linearly independent set and hence provide a basis for the 
representation of any polynomial of degree 2. 
Among the bases generated in this way are: 
(i) the power basis, cp,( z) = z ‘, 
g,, = 1, g,,, = 1, g2.k =g,,, = 0, k 2 1; 
(ii) the shifted power basis, &) = ! z - cJr, 
g,,, = 1, g,,J = 1, g2.k = -c, g,., = 0, k 3 1; 
(iii) the Newton basis, q,(z) = (z -c&z - c,) . . . (Z - cr), 
Sl.0 = 7 001.x; = 9 0oZ.k = -CA* &.A 1 1 =o, k>, 1; 
(iv) the Chebyshev polynomimals of the first kind, cp,( z) = T,( z ), 
g,,O = 1, g,,, = 1, gz,l = 0, g,,, = 2, gz,, = 0, g,,, = - 1, k > 2; 
(v) the Chebyshev polynomials of the second kind, cp,( z) = U,(z), 
g,, = 1, g,., = 2, gZTk = 0, g,., = - 1, k 3 1; 
(vi) the shifted Chebyshev polynomials of the first kind, q,(z) = T,*(z), 
g,., = 17 g,.; = 2, g,., = - 1, gl,k = 4, g,,, = -2, g,,, = - 1, k a 2; 
(vii) the shifted 1Chebyshev polynomials Qf the second kind, <p,(t) = U,*(zi, 
g,, = 7 &.< 1 =4, gzSk = -2, g,,, = -1, k a 1; 
(viii) the Legendre polynomials, cp,( z) = P,( z ), 
g1, = ’ &.k 1 = (2k - 1)/k, gzwl = 0, g,,, = -tk - 1)/k, k a 1; 
(ix) the shifted Legendre polynomials, cp,( z) = p,*( z ), 
g ,,,, = 1, g,_, = (4k - 2)/k, g2,k = -W - O/k, g,,A = -(k - O/k, k a 1; 
(xl the doubly shifted Legendre polynomials, cp,( z) = PF( z), 
g,., = 1, g,_k = 4(2k - 1)/k, g,_, = -42k - 1)/k, g,,, = -Ck - 1)/k, k > 1; 
(xi) the Lagucrre polynomials, q,(z) = L,(z), 
g,_, = 1, g,_, = -l/k, g2_k = Wc - O/k, g,,, = -(k - O/k, k a 1; 
and 
(xii> the Hermite polynomials, q,(z) = H,(z), 
g,_, = 1, g,_, = 2, g2.k = 0, g,,, = -2M - 11, k > 1. 
These are the twelve bases that will be covered in the implementation of a general 
polynomial solver described below. The last nine bases are examples of orthogonal bases and, 
of course, any orthogonal basis is generated by a three-term recurrence of the form (1). The 
intervals of orthogonality of the nine bases are [ - 1, l] for (iv), (v) and (viii), [0, l] for (vi), (vii) 
and (ix), [0, 41 for (x1, [0, 4 for (xi) and ( -q 4 for (xii). 
3. The polynomial solver 
The form of polynomial solver consii- #red here is essentially that proposed in [5], though 
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many other algorithms can be modified in a similar fashion. For the solution of 
p,,(r) = i a,cp,(zh ak complex, 
k=O 
(2) 
the essential stages are: 
(8 choose an initial zero estimate z(“); 
(ii) at the current estimate ztS), generate the direction defined by the Newton iteration, 
namely 
/p) = _ PA z(9 . 
p,;( zfS)) ’ 
(iii) as this direction is also the direction of steepest descent of f p,(z) 1 2, a step is taken 
along it to ensure a significant reduction in the absolute value of the polynomial in moving from 
z@) to ztS+ I), by taking A, = 1, $, i, . . . until 
I P,,( +)) I 2 - I P,( ztS) + A$“‘) I 2 > A, I p,,( z@)) 1 2 - lo-4, 
when z@+ *) is taken to be ztS) + A$(‘); 
(iv) check to see whether some convergence criterion has been satisfied - if not, return to 
(ii); 
(v) remove the current, acceptable estimate and if further zeros remain to be determined, 
return to (i). 
The form of the polynomial plays a part via the evaluation of the polynomial and its 
derivative, the removal of the accepted linear factor and, possibly, the termination criterion. 
In the earlier papers mentioned above, Adams [I] was followed and a termination criterion 
based on bounding the accumulated rounding error in an evaluation was used. Whilst this 
approach has been found to be very reliable, it does tend to be costl’y. Following the 
comparison of termination criteria of [6], an approach suggested in [2] was adopted, namely, if 
d(S) = 1 z (‘+ ‘) - z(‘) 1, the search terminates if either &) > d(‘-‘) and d(“) < 0.01 I z(‘+l’ 1 or 
dtS) = 0. This has the advantage for present purposes of being basis independent, whereas a 
general Adams style approach would be both expensive and often less efficient when particular 
features of the recurrence (for example, a non-error-inducing multiplication by two) are 
ignored in the cause of generality. 
Thus to ftnd the zeros of p,(z) it is necessary to be able to evaluate p,(z) and /I$ z), and to 
remove a linear factor. 
4. The generalised Homer algorithm 
Let 
P,,(z)= i a,&) = (2. 
n-1 
-4 c Ck’pkW + C-l&) 
k-0 k=O 
= 2 ( -+L-dz) +c-I%(Z). 
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Then clearly p,,(a) = c_ ,(3&a) = C_ lgl,o and p,:(a) = q,l _ ,(a). As q,l _ , is a polynomial of 
degree n - 1 of the same form as p,#, any algorithm used to evaluate p,,(a) can be used to 
evaluate q,,_ !(a). Rewriting the right-hand side of (3) gives 
i RkQk(Z) = ‘z&nZQk(Z) -a”&,Qp(z) + C-,Q&)m (4) 
k=O k=O k=O 
ow 
ZQk(Z) = 
Q~+~(~)--Qz.~+,Q~~(Z)-~~.~+IQ~-~(~) 
, b0, 
&.k+ I 
from (l), and substitution into (4) gives a right-hand side which is simply a linear combination 
of the Qk’S. Equating coefficients, justified by the linear independence of the ~k’s, gives 
g3.2 g2.1 
a,= -cl --c,, a+- +c_,. 
g1.z ( 1 g1.1 
These can be rewritten to give defining equations for the c,‘s, namely, 
cll-1 = gI.t*Qn? c._,=,,.,,[,,,,+ (a+ ~)C ‘-,]? 
Ck =&.A+1 [a~+l+(a+~)c~+l+~c~+i]. k=n-3, n-4,...,0, 
(5) 
(6) 
C-F [a(,+ (a+ z)q,+ zc,], 
when p,(a) = c- ,g,_,. 
The above is a generalisation of the standard Horner or synthetic division algorithm used to 
evaluate polynomials expressed in the power basis. It provides the means of evaluating p,,(a) 
and, by a repeated application, pi(a), and of effecting the remo;ral of an accepted zero 
estimate. 
When used for the latter, it gives a forward deflation algorithm ant in 171 the possibility of 
induced instability is nored when; using such an algorithm with the power basis, where the zeros 
have widely differing magnitudes hnd those of larger magnitude are removed first. A similar 
phenomenon has been noted with Chebyshev polynomials of the first kind as basis [4] and there 
is no reason to suppose that it does not occur with other bases. To avoid such induced 
instability, in [7] the use of composite deflation is proposed, a merging of the results obtained 
from a forward and a backward algorithm. For a backward algorithm in the general basis, the 
f lOtTtl 
i a,cp,w = (z 
tf- 1 
- 0) c ‘&Qk(Z! +&Q,,(z) (7) 
k=O k=O 
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is considered. Using the same manipulations as before, the equations 
1 
i 1 
=~d,_,-(o+~jd,-~~~+~, k=1,2,...,n-2, 
1 1 
a t1- 1 =- n 
&,t1 - I 
I1 - 2 a,, = -d,,_I +d, 
g1 ,I1 
273 
(8) 
are obtained. Generally, the matrix of coefficients of this system will be tridiagonal as opposed 
to the triangular form of the corresponding system (5); it will reduce to triangular form if 
g,,, = 0, k >, 2 - as is the case for the power basis. An LU factorisation can be performed and 
used to show that the matrix of coefficients has determinant 
so that tne system is nonsingular unless (Y is a zero of q,,. The factorisation, however, also 
shows that numerical difficulties may arise if a! is near any zero of (Pa, 1 < k < n. It will be seen 
below that this is just the situation where the use of the (P& is to be preferred. The need for 
composite deflation is avoided, however, if the zeros XC found in increasing order of modulus 
and, in an attempt to achieve this, the solver algorithm alv:ays takes as initial estimate a point 
slightly displaced from the origin, and the steps taken in moving to a new estimate are 
restricted to have modulus 2”-’ on the sth step. 
5. Implementation 
An algorithm for the solution of an arbitrary polynomial expressed in terms of one of the 
twelve bases described in Section 2 has been implemented in FORTRAN 77. As the recurrence 
relation (1) is at the core of the implementation, it was decided to generate the coefficients 
appearing in the relation and hold them in a 3 x (N + 1) real array G, where G(i, j) = gi,,, 
1 < i < 3 and 0 <j < N, N being equal to the maximum degree considered. [Note that g2,0, g;,, 
and g,,, are not required and the corresponding array elements can be set arbitrarily to zero.] 
It is accepted that this is an inefficient form of implementation, making use as it does of 
array storage and ignoring any particular simplifying properties of the coefficients. It gives, 
however, an effective implementation allowing for a very simple variation in basis used. In 
practice, an efficient implementation for a given basis would make use of three subroutines, 
one to evaluate the polynomial, one to evaluate the polynomial and its derivative, and one to 
effect the removal of a computed estimate. These, based on (11, could exploit any special 
features of the particular form of the recurrence. 
For the purpose of the numerical experiments described in the next section, other subrou- 
tines were required including one to generate the coefficients with respect to a given basis of a 
polynomial having a pre-assigned set of zeros. Effectively, equations (5) are used with C_ i = 0 
274 J.A. Gntnt. A.A. Rdtntctrt / Zeros of generdised polynorninls 
to generate (I~, 0 < k < n, from cA:, 0 < k \< n - 1, and a given (Y, the latter being set equal to 
the assigned zeros in turn as II increases. Again a general subroutine was written based on the 
use of the array G. 
6. Results 
In 131, Gautschi derives a general condition number indicating the sensitivity of the roots of a 
polynomial equation to small perturbations in the coefficients, both for the case where the basis 
@ynomials are the monomials and for where they are orthogonal polynomials. Using this 
condition number, the conditioning of certain distributions of roots (arithmetic, geometric and 
the complex roots of unity) are examined. 
For the roots I+, v = 1, 2,. . . , n, it is indicated that U,*(z) should perform best, followed 
by Pr*( z i and T,*( z ). A significant improvement in conditioning is indicated, with the condition 
number for II equal to 20 dropping from 5.40 l 10’” to 1.40 - 10’ when moving from the 
monomial basis to r/,*(z). The csnditionings of this arithmetic distribution in a number of 
ba3<s with “unnatural intervals of orthogonality” - intervals not matching the interval 
containing the roots, here [0, 11 - are considered, and a marked worsening is observed, the 
polynomials L,( z 1 giving particularly large condition numbers. Similar conclusions follow for 
th;x roots +2v/n, Y = 1, 2 , . . . , $z, n even, and again the Chebyshev polynomials of the second 
kind (unshifted as their interval of orthogonality now coincides with root interva.1) give the 
smaki, . c condition number. 
FCJ &e geometric distribl?tion 2-(“- *), v = 1, 2 , . . . , n, only the monomial basis gives a small 
condirron number. All orthogonal bases, even those with interval of orthogonal&y [0, 11, are 
extremely ill-conditioned. For the distribution 2”- ‘, v = 1, 2,. . . , n, which does not differ from 
the previuus distribution in the monomial basis, all orthogonal bases appear well-conditioned, 
even those with interval of orthogonality [0, l] or [ - 1, 11. 
For the complex roots of unity, polynomials with interval of orthogonality [ - 1, l] appear 
best, though the conditioning of individual roots worsens the further away they are from 
[- 1, 11. The general conditioning worsens if the interval of orthogonal&y is [0, 11; it is 
particularly bad for L,( z) and H,( z) as basis polynomials. 
To see how far these theoretical conclusions were borne out in practice, the routines 
described in Section 5 were used in the following way on a CDC Cyber system holding binary 
floating-point numbers with a 48-bit mantissa. The coefficients with respect to a given basis of a 
polynomial having a prescribed set of zeros were generated using double-precision arithmetic. 
The coefficients were then rounded to single-precision and the polynomial equation solved 
using single-precision arithmetic. The computed zero estimates were compared with the exact 
zeros using I,, ZZ and jX norms of both the absolute and the relative errors. Finally, the 
coefficients of the polynomial with the camp uted zeros as exact zeros were generated and 
compared with the original coefficients. 
Before looking at particular results, a couple of general comments are made. Firstly, the 
basic polynomial solver proved remarkably robust and reliable, though it was found that for 
certain extreme cases, for example the roots 2-(“-‘), Y = 1, 2,. . . , n, some fine tuning was 
needed in the choice of starting value to avoid false convergence with the test described in 
Section 3. This phenomenon has not been noted when a convergence test of Adams type has 
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Table 6.1 
Maximum relative errors for roots v/n, v = 1,2,. . . , n 
Basis n = 5 n= 10 
Monomial 
U,“(z) 
T,*(z) 
Pr*(z) 
U,(z) 
T,(z) 
P,(z) 
P;*(z) 
4.62.10-” (5.87. lo21 
444.10~” (1 
1:78. lo- I4 - 
85.10”) 
1.78. lo- I4 
9.77. lo- i3 (8.81. lo? 
3.25.10-” 
5.02~ lo- ” 
888dO-14 (5 35.10’) . . _ 
8.61-10 - “’ (2.32 - 106) 
6.60. lo- I4 (2.64-10’) 
2.84. lo- ” 
5.03.10-‘” 
3.55. lo-” (9.62.10’) 
1.38. lo-” 
3.18. lo-’ 
9.06~ lo- I2 
12 = 15 n = 20 
1.14. 1o-5 4 . 73. lo-’ (5 . 40.10’“) 
147. lo- I2 (6 35 - 10’) 
1:43* lo- ” * 
1 29.10-” (1 40.104) 
l:?l~lo-‘” * 
5.92. lo- I2 1.05. lo- ‘I’ 
1.52. 1O-4 (1.82.10”) 1.95 - lo- ’ (3.82.10’“) 
1.26.W” 2.15.10-’ 
1.06~ 1O-4 
1.08~ 10-H (3.59. lo61 4.02. lo-’ (1.12.10”) 
been used. No false convergence was detected for less extreme cases. The second general 
comment concerns the reconstructed polynomials. These were close to the original polynomials, 
at least when examining the relative errors, in all cases examined. This was not unexpected, as 
it is a well-known feature of deflation-based algorithms. 
The results obtained for the cases considered by Gautschi bear out his theoretical results. 
For the arithmetic distribution u//z, v = 1, . . . , n, best results were obtained using U,*(z), 
followed by P’*(z) and T,*(z). The level of improvement is indicated in Table 6.1 which shows 
the maximum relative error for the computed zeros. To show the close correlation with 
Gautschi’s condition numbers, these are quoted where possible from his paper and are the 
bracketed entries. The lack of an entry in the main table indicates that the computed zeros 
were so perturbed as to be unrecognisable. The results for L,(z) and H,(z) were, as predicted, 
extremely poor, with those for L,(z) being particularly bad. 
For the scaled roots, lOv/n, v = 1, 2,. . . , n, the results behaved very uniformly. For example, 
for n = 15, the maximum relative error ranged from 2.79 - 10e6 to 3.07 - 10m5 over the ten bases 
used. For the roots V, v = 1, 2,. . . , n, the best results were obtained from the basis L,(z), 
though the actual improvement was slight, as can be seen from Table 6.2. For the symmetric 
distribution +2v/n, u = 1, 2,. . . , 2 , h-z n even, the pattern of best results coming where there is 
Table 6.2 
M‘aximum relative errors for roots v, v = 1,2,. . . , II 
Basis 
n = 10 
I1 = 20 
Monomial 
1.31. lo-” 
4.67. lo-’ 
U,(z) u,*(z) L,(z) H,(z) 
3.47. 1o-9 5.44. lo- ‘” 3.87. lo- I’-- 1.42~ lo-’ 
6.61. lo-’ 5.69. lo-” 1.29. lo-’ 6.00. lo-’ 
Table 6.3 
Maximum relative errors for roots + 2v /n, v = 1,2,. . . , $I 
Basis Monomial T,(z) U,(z) P,(z) T,“(z) u,*(z) P,*(z) ?,“(z) 
rz=lO 8.88.10-t4 1.38.10-‘4 5.92.10-“’ 3.55.10-‘” 6.3&10-” 4.32.10-” 7.92.10-” 1.31.10-” 
12 = 20 5.li.10-” 2.25*10-t2 5.61.10-1-1 2.33.1@-” 9.47*10-’ 7.32~10~’ 7.80*10-’ 1.64*10-’ 
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Tab., a: 4 
MaLKii_h 2 sk :Z:VL’ crcors for some lOth-degree polynomials with real roots in [0, l] 
Basis Monomir?t T,(z) U,(z) T,*(z 1 u,*(z) 
0.262. IO-’ 0.131~10-s 0.224.lo-(’ 0.142. lo- “’ 0.416. lo- “’ 
(0.700-lo-‘) (0.278. to-“) (0.133. lo-‘) (0.274. iO-‘1 
U.346. IO-’ 
io.477. lo-“) 
0.427. IO- “’ 
(0.109- 10 -K) 
0.752.10 - “’ 
(0.800. to-“) 
0.229.10 - ’ 
(0.383. lo-“) 
0.564. lo- ‘* 
(0.637. lo- I”) 
0.372. IO- “’ 
(0.276. IO-‘) 
0.146*10-’ 
(0.326-10 +) 
0.112. 10-h 0.594- lo- .’ 
(0.510~ lo-“) 
0.347-10 - s 
(0.456. lo- “1 
0.500. lo-” 0.740. lo-’ 
(0.490. lo- ‘1 
0.195. IO-h 
(0.900*10 - ‘1 
0.417. lo-’ 0.110-10-j 0.121~10--5 
(0.321 -lo-“) (0.168- lo-“) 
0.791. lo-5 0.368. 1o-S 
(0.454. lo-‘, 
0.794. lo-” 
(0.119- lo-$) 
0.210-lo-’ 
(0 533. lo-‘) 
0.190- 1o-x 
(0.498. lo-“) 
0.839. lo-” 
(0.214.1C -“I 
0.841. lo- ‘* 
(0.886. lo-‘) 
0.383. lo-“’ 
(0.266. lo-‘) 
0.322. lo-’ 
(0.601. lo-“) 
a close match between the intervals of orthogonahty and of the roots is repeated, as shown in 
Table 6.3. The best results were again obtained with the predicted optimal basis U,< 2). 
The results for the two geometric distributions 2-(“-‘) and 2”-‘, u = 1, 2,. . . , n, again follow 
the theoretical predictions. For the former, only the monomial bases gave recognisable 
estimates as n increased, and there was no loss of accuracy in them. For the latter, all bases 
gave equally good results with no loss of accuracy for increasing n. 
For the complex roots of unity, the best results were obtained from the monomial basis and 
polynomials orthogonal over [ -- 1, 11. Slightly better results were obtained using p;,*c z), with 
interval of orthogonality [0, $1, than using bases orthogonal over [0, 11, echoing the behaviour 
shown in Table 6.3. 
To examine more general distributions, a random number generator was used to give the 
exact zeros and ihen the same procedure as before was followed. For complelt roots, there was 
little to choose between the bases, though some improvement was apparent when there was a 
Table 65 
Maximum relative errors for some lOth-degree polynomials with real roots in IO, 0.51 
R?+ !!&xomial 
u.836- lO-S 
0.382 - 10 - s 
0.188. lo-” 
0.375- :o-’ 
0.271-10-5 
U,(z) u,*(z) &z) 
0.687. lo-“ 0.189~ lo-’ 0.168. lo- “’ 
(0.131- lo-“) (0.132-10 -“I (0.172- lo-‘) 
0.171 -lo-” 0.211~10-” o.115*1o-x 
(O-107- lo-‘) (0.644. lo-“) (0.146. lo-‘) 
o.358-1o-q 0.136.10-’ 0.121. lo- “’ 
(0.684. lo-“) (o.155*10-h) (0.758. lo-‘) 
0.348. lo-” 0.410. lo-” 0.115*10-” 
(0.116. lo-‘) (0.160. lo-‘) (0.571. lo- ‘1 
0.517. 1o--1 0.382. 10-h 0.897. lo- “I 
(0.278. lo-“) (0.510. 1o-s) (0.150. lo-“) 
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match between the interval of orthogonality and the interval in which the zeros were con- 
strained to lie. For rea! roots, this improvement was more marked; some typical results are 
given ii: Tables 6.4 and 6.5. 
Tests were also performed to see the effect of a change of basis. Random zeros were 
generated and coefficients reievant to a given basis determined and the polynomial equation 
solved IS before. Using the single-length coefficients and single-length arithmetic, a change to 
the mc nomial basis was effected by using the synthetic division algorithm (6) repeatedly to 
generate Taylor’s series coefficients about the origin. The resulting polynomial equation was 
then solved using the same basic routine. The two sets of computed zeros were then compared 
with the original “exact” zeros. For most tests there was little to choose between the two sets. 
For some, however, it was r”ound that there was a loss of accuracy following the change of basis; 
in no case involving random data was a significant improvement in accuracy detected. The 
bracketed entries in Tables 6.4 and 6.5 give the errors for the computed zeros obtained from 
the monomial basis representation following transformation from the orthogonal basis repre- 
sentation. 
As an example of the loss of accuracy that can arise, consider the lOth-degree real 
polynomial having zeros 
0.4067914390414 + 0.1943327275416 i, 
0.233 1179168509 + 0.1418230541219 i, 
0.1986162230386 + 0.1728863473658 i, 
0.4109366206526 + 0.0006065884143 i, 
0.036 199 756 894 3 _F 0.066 743 092 8801 i, 
built up from random numbers taken from [0, 0.51. Using as basis polynomials pr*C z), 
computed estimates were obtained differing from the above by at most two units in the last 
figure, six of the computed zeros agreeing to thirteen decimal places with the exact zeros. After 
transforming to the monomial basis, computed estimates 
0.4067914390368 +0.1943327275378 i, 0.4067914390375 -0.1943327275370 i, 
0.2331179168498+~.1418230541172 i, 0.2331179168530-0.1418230541195 i, 
0.1986162230385 + 0.1728863473669 i, 0.1986162230370 - 0.172 8863473661 i, 
Table 6.6 
Exact Monomial basis L/,*(z) basis 
0.093 75 0.093 7500000011 0.093 750 000 000 0 
0.15625 0.1562499999936 0.1562500000000 
0.250 00 0.250 000 000 028 1 0.2500000000000 
0.343 75 0.343 749 999 948 4 0.343 750 000 000 0 
0.406 25 0.406 249 999 678 7 0.406 250 000 000 0 
0.500 00 0.5000000034x44 0.5000000000000 
0.593 75 0.593 749 979 117 6 0.593 749 999 999 7 
0.656 25 0.656250039 1625 0.656 250 000 000 5 
0.75000 0.749 999 954 358 1 0.749 999 999 999 5 
0.843 75 0.843 750 047589 9 0.843 750 000 000 4 
0.906 25 0.906 249 972 926 5 0.906 249 999 999 8 
1.00000 1 .ooo 000 (103 7 11 1.000000000000 
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0.4109366207268 + 0.0006065906451 i, 0.4109366205877 - 0.0006065?06445 i,
0.036 199 756 842 7 + 0.066 743 092 8801 i, 6.036 19=3 756 8414 - 0.066 743 092 8801 i 
were obtained, with largest error of order lo-“. 
It is possible to construct examples where a change of basis leads to an improvement in the 
computed estimates. In Table 6.6, there are given exact zeros, computed zeros using the 
monomial basis and computed zeros obtained using as basis U,*(z), where now the coefficients 
have been obtained from those in the monomial basis using a standard procedure, implemented 
in double-precision arithmetic to avoid contaminating the transformed coefficients by round-off 
error. Thus, as far as is possible, the same polynomial has been expressed in two different 
bases. The marked improvement is not unexpected, since the exact zeros are approximations to 
the zeros &v, V= 1,2 ,..., 12, and it has been seen that these zeros are much better 
conditioned in the UJZ) basis than in the monomial basis. 
7. Conclusioas 
It has been shown that it is possible to construct a polynomial solver that will work 
satisfactorily for general bases, bases that -.re generated by a three-term recurrence relation, 
and that the choice of basis can have a significant effect on the accuracy with which zero 
estimates can be found. Further, the condition number developed by Gautschi has been seen to 
be a realistic indicator of conditioning. 
It seems worthwhile, therefore, to continue the development of polynomial solvers in bases 
other than the monomial; the prime candidates for consideration are the Chebyshev polynomi- 
L!S &(z) and U,*(z), not only because they are theoretically attractive for certain zero 
distributions, but also because their recurrence relations have features which lead to efficient 
and effective implementatiorls. 
Indeed, it is possible to envisage a general polynomial solver which could determine an 
cptimat solution basis in some semi-iterative fashion, making use of computed zero estimates 
and a Gautschi-style condition number. 
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