The contribution of high-frequency wind to the Peruvian upwelling system during 2014-2016 was studied using the Regional Ocean Modeling System (ROMS), forced by four different temporal resolution (six-hourly, daily, weekly, and monthly) wind forcing. A major effect of the high-frequency wind is its warming of the water at all depths along the Peruvian coast. The mechanism for the temperature changes induced by high-frequency wind forcing was analyzed through heat budget analysis, which indicated a three-layer structure. Vertical advection plays a leading role in the warming of the mixed layer (0-25 m), and enhanced vertical mixing balances the warming effect. Analysis suggests that around the depths of 25-60 m, vertical mixing warms the water by bringing heat from the surface to deeper depths. In waters deeper than 60 m, the effect of vertical mixing is negligible. The differences among the oceanic responses in the sensitivity experiments suggest that wind forcing containing variabilities at higher than synoptic frequencies must be included in the atmospheric forcing in order to properly simulate the Peru upwelling system.
Introduction
The Peruvian coast is one of the most productive eastern boundary upwelling systems in the world, which supports important local fisheries [1] . Upwelling can bring cooler and nutrient-rich subsurface water to the surface, playing a key role in biological activity. Due to the Andes Mountains along the Peruvian coast, the subtropical high drives the southeasterly wind parallel to the coast throughout the year, which generates strong off-shore Ekman transports in the upper ocean, inducing the coastal upwelling along the Peruvian coast.
Air-sea interactions can facilitate scale interactions in ocean circulation, creating oceanic variability [2] . Some studies have paid attention to the influence of high-frequency wind on ocean dynamics. High-frequency wind can enhance the turbulent diffusion in the ocean surface layer [3] , deepen the mixed layer [4] , increase downward heat flux [5] , and cool the sea surface temperature (SST) [6, 7] . The impact of the high-frequency wind is associated with the upper ocean dynamics. For example, the effect of diurnal wind forcing on SST is closely related to the depth of the mixed layer [7, 8] . Lee and Liu [9] showed that the effects of high-frequency wind on the ocean in the mid-to high-latitude regions are primarily derived from enhanced vertical mixing, whereas such effects in the tropical oceans are mainly derived from wind-induced advection.
The upwelling systems are affected by air-sea interactions over a wide range of spatio-temporal scales, from large scales (>10 4 km and inter-annual) to meso-and synoptic scales (10 1 -10 3 km and <10 2 day). For example, El Niño events lead to thermocline and nutricline deepening due to the coastal-trapped waves, as well as a significant decrease in nutrient content and biological productivity [10] . The Central Pacific El Niño and Eastern Pacific El Niño show different rectification on the mean state of Peru upwelling conditions through a contrasted equatorial Kelvin wave [11] . Local atmospheric forcing may also play an important role in the upwelling dynamics. The diurnal upwelling driven by sea breeze can lead to large fluctuations in temperature [12, 13] . The coastal upwelling front propagates up and down the coast due to modulation by diurnal wind forcing [14] , and internal waves and inertial oscillations can be excited by sea breeze [15, 16] . Despite the great deal of attention paid to the local-scale oceanic variability, the impact of local-scale wind on the mean state and low-frequency variability of the upper ocean is still not well understood.
The aim of this study was to document the impact of high-frequency (six-hourly) wind on the variability of ocean temperature and the upwelling system along the Peruvian coast by simulating the Peruvian upwelling system using a high-resolution regional model, and analyzing the causes of temperature changes through heat budget.
The rest of the paper is organized as follows. The model configuration and the design of sensitivity experiments are presented in Section 2. Section 3 documents the differences of the temperature, the variability, and mean state of the upwelling system due to the high-frequency wind. Section 4 presents a heat budget analysis on temperature changes caused by high-frequency wind. The last section provides a summary of the results.
Model Configuration, Sensitivity Experiments, and Data

Model Configuration
In this study, the Regional Ocean Modeling System (ROMS) (UCLA, Los Angeles, CA, USA) [17] was used to simulate the Eastern Tropical Pacific circulation extending from 15 • S to 20 • N and from 75 • W to 105 • W (Figure 1a) . Figure 1b shows the Peruvian coast with a narrow shelf, sharp slope, and more than 3500 m depth basin. ROMS is a free surface, hydrostatic, primitive equations ocean model using stretched, topography-following sigma coordinates. The model has 302 × 352 grid points with a horizontal resolution of 0.1 • and 40 vertical levels. The topography, derived from ETOPO1 [18] (1/60 • global relief model that integrates land topography and ocean bathymetry), was smoothed to reduce pressure gradient errors [19] .
At the lateral boundaries, the monthly 0.5 • resolution reanalysis ocean data from Climate Forecast System Research version 2 (CFSRv2, https://rda.ucar.edu/datasets/ds094.0/) provide the horizontal velocity, sea level, temperature, and salinity boundary data. At the air-sea interface, we used the six-hourly 0.5 • resolution atmospheric fields from CFSRv2, including surface heat fluxes, short wave radiation, fresh water fluxes, and wind stresses. Due to the biases in the heat fluxes, a heat correction is usually applied to avoid long-term drifts in the SST in regional ocean modeling. The relaxation parameter in this study was assigned a value of 35 W/m 2 /K [20] . Initial conditions came from the January 2013 CFSRv2 monthly reanalysis data. The model was spun up for six years, forced by the repeating atmosphere and ocean data of the year 2013. Exp_control, the control run experiment, started from the equilibrium solutions on 1 December 2013 and performed a three-year oceanic simulation from 1 December 2013 to 31 December 2016.
Sensitivity Experiments
We first averaged the six-hourly wind stresses in time at intervals of day, week, and month, respectively, resulting in four different time series of wind stress fields. A set of four sensitivity experiments (named Exp_6hour, Exp_day, Exp_week, and Exp_month) were performed to analyze the response of Peru upwelling to atmospheric winds at above four different temporal resolutions from 3 of 12 2014 to 2016, and all the air-sea boundary forcing and lateral boundary forcing were kept identical except for the wind stresses. In these four sensitivity experiments, the heat correction was turned off to avoid the artificial biases in temperature due to relaxation.
Data
The following observation data and reanalysis data were used to validate the simulation results: (1) The temperature along the Peruvian coast is described through monthly Global Ocean Reanalysis and Simulation (GLORYS12V1) potential temperature, an eddy-resolving reanalysis ocean data with a 1/12 • horizontal resolution and 50 vertical levels, from 2014 to 2016 (http://marine.coperni cus.eu/).
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(1) The temperature along the Peruvian coast is described through monthly Global Ocean Reanalysis and Simulation (GLORYS12V1) potential temperature, an eddy-resolving reanalysis ocean data with a 1/12° horizontal resolution and 50 vertical levels, from 2014 to 2016 (http://marine.copernicus.eu/).
(2) Archiving, Validation, and Interpretation of Satellites Oceanographic Data (AVSIO) provides daily 1/3° horizontal resolution geostrophic current fields, which are distributed by the Copernicus Marine and Environment Monitoring Service (http://www.marine.copernicus.eu).
(3) Optimum Interpolation Sea Surface Temperature (OISST) was used in this study, which provides daily 0.25° horizontal resolution SST fields (https://www.esrl.noaa.gov/psd/). Zoomed-in maps highlighting the nearshore study domain along the Peruvian coast (in meters; the black box marks the upwelling domain from 7° S to 11° S and 150 km away from the coast. It will be referred to as the "sampling area" hereafter). heat correction, the biases of heat fluxes resulted in a 1-2 °C increase in the mean SST in the warm pool, but had relatively little effect on the mean SST south of the equator. Figure 3 shows the differences of mean SST between Exp_6hour and Exp_day, Exp_6hour and Exp_week, and Exp_6hour and Exp_month. SST values in most regions of the warm pool decreased, which is consistent with the studies of Chen et al. [21] and Zhou et al. [7] which indicated that the enhanced mixing due to high-frequency wind cooled SST. However, over most regions of the equatorial cold tongue and Peruvian upwelling, SST increased under the influence of high-frequency wind, indicating that there is perhaps another controlling factor. As the temporal resolution of wind decreased, the differences in SST increased. The difference between Exp_6hour and Exp_month along the Peruvian coast was up to 0.5 °C. The coastline of Peru is rather straight, and the spatial distribution of SST and current is parallel to the coastline. Therefore, the mean temperature in the sampling area (depicted by the black box, Figure 1b ) at the same depth was used to quantify the temperature of the Peruvian upwelling system. Figure 4a shows the time-depth cross section of the temperature along the Peruvian coast from the reanalysis data GLORY12V1, and Figure 4b ,c shows the simulation results from Exp_control and Exp_6hour. The model could reasonably capture the temperature evolution of the Peruvian upwelling system, and no significant differences were found in the temperature simulations between Exp_control and Exp_6hour. The temperature along the Peruvian coast increased in austral summer (December to February) due to the absorption of strong shortwave radiation. In austral autumn Figure 3 shows the differences of mean SST between Exp_6hour and Exp_day, Exp_6hour and Exp_week, and Exp_6hour and Exp_month. SST values in most regions of the warm pool decreased, which is consistent with the studies of Chen et al. [21] and Zhou et al. [7] which indicated that the enhanced mixing due to high-frequency wind cooled SST. However, over most regions of the equatorial cold tongue and Peruvian upwelling, SST increased under the influence of high-frequency wind, indicating that there is perhaps another controlling factor. As the temporal resolution of wind decreased, the differences in SST increased. The difference between Exp_6hour and Exp_month along the Peruvian coast was up to 0.5 • C.
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shown). The impact of high-frequency wind on surface temperature showed an alternation of cooling and warming. During the austral autumn (April to May) and spring (September to October), there were often positive biases. Significant warming occurred in September 2014 and May 2015, exceeding 1.5 °C. Negative biases followed the warm biases (e.g., austral winter, June to July and austral summer, November to December). The temperature differences under the mixed layer due to the high-frequency wind showed warming most of the time. Figure 4d displays the differences in temperature along the Peruvian coast between Exp_6hour and Exp_day, which were similar to those between Exp_6hour and Exp_week, and Exp_6hour and Exp_month (not shown). The impact of high-frequency wind on surface temperature showed an alternation of cooling and warming. During the austral autumn (April to May) and spring (September to October), there were often positive biases. Significant warming occurred in September 2014 and May 2015, exceeding 1.5 • C. Negative biases followed the warm biases (e.g., austral winter, June to July and austral summer, November to December). The temperature differences under the mixed layer due to the high-frequency wind showed warming most of the time.
Impact of High-Frequency Wind on the Upwelling
We averaged the vertical velocities in the sampling area (Figure 1b 
We averaged the vertical velocities in the sampling area (Figure 1b (Figure 4a) . In austral winter, upwelling strengthened and temperature decreased. Despite the different temporal scales of wind forcing, the long-term trend of vertical velocities remained similar, while the fluctuations of vertical velocities weakened significantly. The Pearson similarity coefficients of vertical velocities (50 m) between Exp_6hour and Exp_day were as large as 91%, while the similarity between Exp_week and Exp_6hour as well as Exp_month and Exp_6hour decreased to 37% and 25%, respectively. The power spectra of the vertical velocities in the sampling area (Figure 1b) are shown in Figure  6 as a function of depth. The vertical velocity spectra of the upper water column indicate that with increasing water depth, the vertical velocities displayed enhanced variance within the short-period band, such as 2-3 days, 5-6 days, 10-18 days, 40-50 days, and 160-240 days. The periodic signals of vertical velocities are mainly derived from near-inertial waves (2-3 days, [23] ), subtidal fluctuations (4-20 days, [24] ), coastal-trapped Kelvin waves (35-60 days, [25] ; 60-70 days, [26] ), and semi-annual and annual variations. Figure 7 shows the spectra of different temporal scales of wind near the Peruvian coast. The temporal smoothing of wind stress resulted in the reduction of high-frequency oscillation and less impact on low-frequency signals. There were significant differences between the spectra of wind stress and vertical velocities, suggesting that the fluctuations of vertical velocities are mainly derived from the free ocean waves, not directly tied to the wind-forced waves. Upon eliminating the diurnal cycle of wind, the near-inertial wave (2-3 days) of vertical velocities weakened. The waves with periods of 5-6 days and 10-18 days significantly decreased without the synoptic and diurnal wind forcing. The results of Exp_month were similar to Exp_week in that the low-frequency variances decreased further. The synoptic and sub-synoptic variances of the wind stresses provided the most energy to the near-inertial, weekly, and bi-weekly (i.e., 2-3 days, 5-6 days, and 10-18 days) oceanic fluctuations, in keeping with the findings of Dewitte et al. [25] , which analyzed the covariability between wind stress and SST data, and revealed that the 10-25day SST variability was closely related to the Ekman dynamics of wind stress. Jouanno et al. [27] analyzed a set of simulations of Yucatan upwelling and showed a 6-10-day mode of variability related to coastal waves derived from wind forcing. The power spectra of the vertical velocities in the sampling area (Figure 1b) are shown in Figure 6 as a function of depth. The vertical velocity spectra of the upper water column indicate that with increasing water depth, the vertical velocities displayed enhanced variance within the short-period band, such as 2-3 days, 5-6 days, 10-18 days, 40-50 days, and 160-240 days. The periodic signals of vertical velocities are mainly derived from near-inertial waves (2-3 days, [23] ), subtidal fluctuations (4-20 days, [24] ), coastal-trapped Kelvin waves (35-60 days, [25] ; 60-70 days, [26] ), and semi-annual and annual variations. Figure 7 shows the spectra of different temporal scales of wind near the Peruvian coast. The temporal smoothing of wind stress resulted in the reduction of high-frequency oscillation and less impact on low-frequency signals. There were significant differences between the spectra of wind stress and vertical velocities, suggesting that the fluctuations of vertical velocities are mainly derived from the free ocean waves, not directly tied to the wind-forced waves. Upon eliminating the diurnal cycle of wind, the near-inertial wave (2-3 days) of vertical velocities weakened. The waves with periods of 5-6 days and 10-18 days significantly decreased without the synoptic and diurnal wind forcing. The results of Exp_month were similar to Exp_week in that the low-frequency variances decreased further. The synoptic and sub-synoptic variances of the wind stresses provided the most energy to the near-inertial, weekly, and bi-weekly (i.e., 2-3 days, 5-6 days, and 10-18 days) oceanic fluctuations, in keeping with the findings of Dewitte et al. [25] , which analyzed the covariability between wind stress and SST data, and revealed that the 10-25day SST variability was closely related to the Ekman dynamics of wind stress. Jouanno et al. [27] analyzed a set of simulations of Yucatan upwelling and showed a 6-10-day mode of variability related to coastal waves derived from wind forcing. Figure 8 displays the vertical profile of the three-year mean vertical velocities along the Peruvian coast (averaged in the sample area). The Peruvian upwelling region, where the slope is steep, is distinct with the coastal upwelling over shallow shelves. In the upper 140 m, the upwelling induced by wind is close to the theoretical studies of the upwelling cell, with the peak velocity at the bottom of the mixed layer (25 m). The vertical velocities ranging from 140 to 500 m were negative, indicating the presence of downwelling. All the sensitivity experiments could capture the structure of the vertical velocity. The differences of vertical velocities between the sensitivity experiments are shown in Figure 8b ,
distinct with the coastal upwelling over shallow shelves. In the upper 140 m, the upwelling induced by wind is close to the theoretical studies of the upwelling cell, with the peak velocity at the bottom of the mixed layer (25 m). The vertical velocities ranging from 140 to 500 m were negative, indicating the presence of downwelling. All the sensitivity experiments could capture the structure of the vertical velocity. The differences of vertical velocities between the sensitivity experiments are shown in Figure 8b , which indicates that Exp_6hour had negative biases relative to Exp_day, Exp_week, and Exp_month. The biases between Exp_6hour and Exp_day were about 1-5% of standard deviations of vertical velocities of Exp_6hour, and the biases between Exp_6hour and Exp_month were about 5-10% of standard deviations. Most biases between Exp_6hour and Exp_week were negative, indicating that the high-frequency wind weakened the upwelling in the upper 140 m and strengthened the downwelling between 140 and 500 m. 
Heat Budget Analysis in the Peruvian Upwelling
To diagnose the oceanic processes leading to the temperature differences between Exp_6hour and Exp_day, the heat budget in the Peruvian upwelling was computed. The heat budget of the upper layer is expressed as:
The term on the left-hand side of Equation (1) is the temperature tendency (TT). The first three terms on the right-hand side of Equation (1) are referred to as zonal advection (ZADV), meridional advection (MADV), and vertical advection (VADV), respectively. The sum of these three terms is the advection term (ADV). The sum of the fourth term, vertical turbulent mixing, and the fifth term, the heat flux, is presented as DIF. Figure 9a shows the time evolution of heat budgets above 25 m along the Peruvian coast. Driven by a persistent southeasterly wind, the cold water from upwelling was transported westward through an offshore Ekman transport. The ZADV and VADV led to a lower temperature. The DIF terms contributed to warmer water. Heat was absorbed from short-wave radiation at the surface and transported to deeper depth through vertical turbulent mixing. The positive MADV terms indicate that the water from the Humboldt Cold Current was warmer than the upwelling water. The temperature tendency was determined by heat advection (ADV). Below the mixed layer, the turbulent mixing and heat fluxes (DIF) weakened, the onshore zonal advection (ZADV) warmed the water, and vertical advection (VADV) led to cooler water (Figure 9d,g ). 
The term on the left-hand side of Equation (1) is the temperature tendency (TT). The first three terms on the right-hand side of Equation (1) are referred to as zonal advection (ZADV), meridional advection (MADV), and vertical advection (VADV), respectively. The sum of these three terms is the advection term (ADV). The sum of the fourth term, vertical turbulent mixing, and the fifth term, the heat flux, is presented as DIF. Figure 9a shows the time evolution of heat budgets above 25 m along the Peruvian coast. Driven by a persistent southeasterly wind, the cold water from upwelling was transported westward through an offshore Ekman transport. The ZADV and VADV led to a lower temperature. The DIF terms contributed to warmer water. Heat was absorbed from short-wave radiation at the surface and transported to deeper depth through vertical turbulent mixing. The positive MADV terms indicate that the water from the Humboldt Cold Current was warmer than the upwelling water. The temperature tendency was determined by heat advection (ADV). Below the mixed layer, the turbulent mixing and heat fluxes (DIF) weakened, the onshore zonal advection (ZADV) warmed the water, and vertical advection (VADV) led to cooler water (Figure 9d,g ). The differences between Exp_6hour and Exp_day were similar to those between Exp_6hour and Exp_week, as well as Exp_6hour and Exp_month, so only the accumulative differences between Exp_6hour and Exp_day are displayed (Figure 9b,c,e,f,h,i) . The positive (negative) slope indicates the process to generate the positive (negative) temperature anomaly tendency during this period of time. The temperature changes in the three layers were determined by different mechanisms of wind effect (shown in Figure 8a ). The temperature differences in the mixed layer (0-25 m) between Exp_6hour and Exp_day were mainly due to the effect of advection (ADV), which showed seasonal variation, often with positive differences in austral spring and autumn (Figure 9b ). The enhanced mixing (DIF) due to high-frequency wind brought larger amounts of cold water to the surface, against the effect of advection. When the warming of ADV is weak (strong), the temperature showed cold (warm) biases. The positive differences of the advection terms were due to zonal advection (ZADV) and vertical advection (VADV), while the meridional advection (MADV) reduced the warm temperature differences (Figure 9c ). Under the mixed layer, enhanced turbulent mixing contributed to the temperature warming at depths of 25-60 m (Figure 9e ). The effect of mixing could be neglected below the depths of 60 m, while vertical advection dominated the variability of temperature tendency differences (Figure 9h ). The VADV was the primary term leading to positive temperature differences here (Figure 9f,h) .
Due to the biases in the CFSRv2 surface fluxes, heat correction is a common practice in the regional ocean simulation to avoid long-term drifts in temperature. Turning off the heat correction in the sensitivity experiments is done to focus on the effect of high-frequency wind. We performed the same sensitivity experiments with heat correction turned on. The results showed that heat correction could decrease the sensitivity of upwelling to high-frequency wind, but did not change the qualitative conclusions. This is consistent with the findings of Lee and Liu [9] , which compared the impacts of high-frequency wind sampling on temperature and mixed-layer depth with and without heat correction, and showed that the heat correction did not change the conclusions.
Summary
In this paper, the impact of high-frequency wind on the Peruvian upwelling from 2014 to 2016 was studied by conducting four sensitivity experiments, respectively forced by six-hourly, daily, weekly, and monthly wind forcing. An effect of high-frequency wind stresses was warming along the Peruvian coast, and this warming effect reduced as the frequency of wind forcing decreased. The temperature differences in the mixed layer varied seasonally, often with warm biases in austral autumn (April to May) and cold biases in austral spring (September to October). The temperature under the mixed layer displayed warm biases due to high-frequency wind most of the time.
The comparison of the sensitivity experiments with wind forcing of different temporal scales revealed that eliminating the high-frequency wind led to the weakening of the high-frequency vertical velocity fluctuations. The signals of near-inertial, weekly, and bi-weekly (periods 2-3 days, 5-6 days, and 10-18 days) fluctuations nearly disappeared for the cases using weekly wind stresses. The synoptic-scale wind stress supplied the most energy to the high-frequency waves in the ocean. The high-frequency winds produced negative biases on the mean state of vertical velocities, causing the upwelling above 140 m to weaken and the downwelling under 140 m to strengthen. An important implication of these results is that high-frequency wind forcing must be considered in order to properly model and predict the Peruvian upwelling system, and if a coupled atmosphere-ocean modeling system is used, the data exchange (or coupling) frequency must be higher than daily exchanges.
The heat budget analysis revealed that the warm biases in temperature due to high-frequency winds were mainly through the variation of the zonal and vertical heat advections. Heat advection contributed to the seasonal variation of temperature biases. Turbulent mixing tended to damp the effect of heat advection, and varied with depth. The enhanced turbulent mixing due to high-frequency wind largely cooled the water in the mixed layer (0-25 m) by bringing greater amounts of cold water to the surface, and warmed the water in the layer from 25 to 60 m, under the mixed layer. Deeper than 60 m, the influence of the turbulent mixing could be ignored. 
