The inverse problem for arboreal Galois representations of index two by Ferraguti, Andrea et al.
ar
X
iv
:1
90
7.
08
60
8v
1 
 [m
ath
.N
T]
  1
9 J
ul 
20
19
THE INVERSE PROBLEM FOR ARBOREAL GALOIS
REPRESENTATIONS OF INDEX TWO
ANDREA FERRAGUTI, CARLO PAGANO, AND DANIELE CASAZZA
Abstract. This paper introduces a systematic approach towards the inverse
problem for arboreal Galois representations of finite index attached to quadratic
polynomials. Let F be a field of characteristic 6= 2 and f be a monic, quadratic
polynomial in F [x]. Let ρf be the arboreal Galois representation associated to f ,
taking values in the group Ω∞ of automorphisms of the infinite, rooted, regular
binary tree. We give a complete description of the maximal closed subgroups
of each closed subgroup of index at most two of Ω∞, and then we show how
this description can be naturally given in terms of linear relations modulo squares
between certain universal functions evaluated in elements of the post-critical orbit
of f . We use such description in order to derive necessary and sufficient criteria for
Im(ρf ) to be a given index two subgroup of Ω∞. These criteria depend exclusively
on the arithmetic of the critical orbit of f . Afterwards, we prove that if φ =
x2 + t ∈ Q(t)[x], then there exist exactly five distinct subgroups of index two of
Ω∞ that can appear as images of ρφt0 for infinitely many t0 ∈ Q, where φt0 is
the specialized polynomial. We show that two of these groups appear infinitely
often, by providing explicit examples, and if Vojta’s conjecture over Q holds true,
then so do the remaining three. Finally, we give an explicit description of the
descending central series of each subgroup of index two. Using this, we introduce
a sequence of combinatorial invariants for subgroups of index two. With a delicate
use of these invariants we are able to establish that subgroups of index at most two
of Ω∞ are pairwise non-isomorphic as topological groups, a result of independent
interest. This implies, in particular, that the five aforementioned groups are
pairwise distinct topological groups, and therefore yield five genuinely different
instances of the infinite inverse Galois problem over Q.
1. Introduction
Let F be a field of characteristic 6= 2, fix a separable closure F sep, and let f ∈ F (x)
be a quadratic rational function. Assume that f (n) has 2n distinct zeroes for every
n, where f (n) denotes the n-fold iteration, and let ρf : Gal(F
sep/F ) → Ω∞ be the
associated arboreal Galois representation, where Ω∞ is the automorphism group of
the infinite, rooted, regular binary tree (cf. Section 4 for the precise definition). It is a
central problem in arithmetic dynamics to compute the image of such representations.
The main conjecture in the field (see [16, Conjecture 3.11]) predicts that the image of
ρf has finite index in Ω∞, provided that f does not satisfy a set of special conditions.
Following the philosophy that sees arboreal representations as analogues of Galois
representations attached to Tate modules of abelian varieties, the above conjecture
would be a dynamical avatar of Serre’s open image theorem.
In general, it is an extremely hard task to compute Im(ρf ). The first results on
this topic date back to Odoni [19],[20], although they did not involve the modern
language of arboreal Galois representations. When f is a monic, quadratic polyno-
mial with rational coefficients, Stoll [24] proved that ρf is surjective if and only if the
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adjusted post-critical orbit of f is a linearly independent set in Q×/(Q×)2, and then
constructed infinite families of examples of polynomials of the form x2 + a whose
post-critical orbit satisfies such condition.
Nowadays, several other results are available for quadratic polynomials and ratio-
nal functions over various ground fields, such as [3, 6, 7, 8, 13, 18]. Stoll’s work has
been generalized in various directions (see for example [10],[13]), but always with the
goal of proving surjectivity for the arboreal representation attached to a polynomial
over certain specific base fields. On the other hand, it is a very natural question
to ask which conjugacy classes of closed subgroups of Ω∞ can arise as images of
arboreal representations attached to quadratic polynomials. 1 We shall refer to this
as the inverse problem for arboreal Galois representations.
In this paper, we address this problem for closed subgroups of Ω∞ of index two
(that are precisely maximal subgroups, since Ω∞ is a pro-2-group). Our approach is
based on a systematic classification of the maximal closed subgroups of each index
two closed subgroup of Ω∞ that translates very naturally into a classification based
on linear dependence relations among (universal functions evaluated in) elements of
the post-critical orbit of f . The strength of our approach is that it is completely
algebraic, so that it does not depend in any way from the arithmetic of the ground
field F . This is reflected in one of our side results, namely Corollary 4.4. Here we
show that a monic quadratic polynomial over a field of characteristic 6= 2 that is
post-critically finite or having coefficient in a field F such that F×/(F×)2 is a finite
group, has an arboreal representation of infinite index. This was already known for
post-critically finite rational functions over global fields (see [16, Theorem 3.1]) (with
some condition relating the degree of the function and the characteristic of the field),
but the proof critically relies on a deep result of Ihara that makes use of the fact
that the ground field is a global one.
As we show in Section 3, maximal subgroups of Ω∞ are parametrized by the set of
non-zero vectors a in F
(Z≥0)
2 , the F2-vector space of maps Z≥0 → F2 that attain non-
zero values at finitely many points. We denote by Ma the maximal subgroup of Ω∞
corresponding to the non-zero vector a. Our first main result is the following theorem,
that establishes necessary and sufficient conditions for Im(ρf ) to coincide with a given
Ma. Recall that the adjusted post-critical orbit of a polynomial f = (x− γ)2 − δ is
the sequence defined by c0 := δ, cn := f
n+1(γ), for n ≥ 1.2 Moreover, recall that if
f, g ∈ F [x] then g is called f -stable if g ◦ f (n) is irreducible for every n ≥ 1. If f is
f -stable then we just call it stable.
Theorem A. Let F be a field of characteristic 6= 2, f = (x − γ)2 − δ ∈ F [x]
and {cn}n≥0 be its adjusted post-critical orbit. Let ρf be the associated arboreal
representation. Finally, let a = (ai)i≥0 ∈ F(Z≥0)2 be a non-zero vector.
(1) If a 6= (1, 0, . . . , 0, . . .), then Im(ρf ) = Ma if and only if one of the following
two conditions is satisfied:
a) a0 = 1,
∏
i≥0 c
ai
i ∈ F×2 and for every non-zero vector a′ = (a′i)i≥0 ∈
F
(Z≥0)
2 different from a, we have that
∏
i≥0 c
a′i
i /∈ F×2.
1Here Ω∞ denotes the automorphism group of a fixed model for the tree. As explained in Section
2, for each quadratic polynomial one has a well-defined conjugacy class of images of closed subgroups
of Ω∞.
2The usual indexing is shifted by 1 with respect to the usual one in order to keep consistence
with the notation that will be introduced in Section 3.
THE INVERSE PROBLEM FOR ARBOREAL GALOIS REPRESENTATIONS 3
b) a0 = 0,
∏
i≥0 c
ai
i ∈ F×2, for every non-zero vector a′ = (a′i)i≥0 ∈ F
(Z≥0)
2
different from a we have that
∏
i≥0 c
a′i
i /∈ F×2 and the element c˜a ∈ F×
defined in Proposition 4.7 does not belong to the span of {cn}n≥0 in the
F2-vector space F
×/F×
2
.
If one of the two above conditions hold, then in particular f is stable.
(2) If a = (1, 0, . . . , 0, . . .), then the following are equivalent:
i) Im(ρf ) = Ma;
ii) the set
{c1 + γ ± u, c2 − γ ± u, . . . , cn − γ ± u, . . .}
is linearly independent in F×/(F×)2, where u =
√
δ ∈ F .
If one of the two above equivalent condition holds, then f factors into a
product of two f -stable linear factors.
The element c˜a mentioned in case 1b) is the evaluation of a universal polyno-
mial ga ∈ Z[X0, . . . ,Xn−1, Y ] in the point
(
c0, . . . , cn−1,
√∏
i≥0 c
ai
i
)
, where n is the
largest index such that an 6= 0. Although the value c˜a = ga
(
c0, . . . , cn−1,
√∏
i≥0 c
ai
i
)
depends on a choice of the square root, the linear independence of c˜a from {cn}n≥0
does not (cf. Proposition 4.7).
The key ingredient to prove the above theorem is a detailed analysis of the abelian-
ization of subgroups of index two of Ω∞. Elements of the adjusted post-critical orbit
yield quadratic extensions of F contained in the direct limit of the splitting fields
of the f (n)’s. When ρf is surjective, these are all the quadratic subextensions. We
show that when f is irreducible and Im(ρf ) has index two in Ω∞, one can describe
explicitly all such quadratic extensions, with a dichotomy of cases that is reflected
by conditions 1a) and 1b) of Theorem A. It is worth noticing that the post-critical
orbit contains yet again all information to decide weather ρf has image of index
two, because also the element c˜a mentioned in point 1b) is constructed using only
elements of the post-critical orbit.
The second part of the paper focuses on polynomials with rational coefficients. For
a polynomial f ∈ Q(t)[x] and a rational number t0, we denote by ft0 the specialized
polynomial in Q[x]. Let φ = x2+ t ∈ Q(t)[x]. One can ask which values t0 ∈ Q yield
a specialized polynomial φt0 ∈ Q[x] whose arboreal representation has index two
image. In Proposition 5.3, we prove that there exist exactly five maximal subgroups
G1, . . . ,G5 of Ω∞ that can appear as Im(ρφt0 ) for infinitely many t0, and we describe
the vectors of F
(Z≥0)
2 to which these subgroups correspond. It will follow from our
results in Sections 6 and 7 that the Gi’s are pairwise non-isomorphic topological
groups. The second main result of the paper is the following.
Theorem B. Let φ be as above.
(1) Let ψ := x2 − 1− t2 ∈ Q(t)[x]. Let t0 ∈ 2Z \ {0}. Then
Im(ρψt0 ) = Im(ρφ−1−t2
0
) = G1.
Consequently, Im(ρψ) = G1.
(2) Let ϑ := x2 +
1
t2 − 1 ∈ Q(t)[x]. Let t0 ∈ 2Z \ {0}. Then
Im(ρϑt0 ) = Im(ρφ 1
t20−1
) = G2.
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Consequently, Im(ρϑ) = G2.
(3) Assume Vojta’s conjecture over Q (see Subsection 5.2 for the precise state-
ment), and let i ∈ {3, 4, 5}. Then there exists an infinite, thin set Ei ⊆ Q
such that if t0 ∈ Ei, then Im(ρφt0 ) = Gi.
For a definition of thin set, see Subsection 5.2. A conjecture of Hindes [10, Conjec-
ture 1.5] implies, together with Theorem A, that the only subgroups of index two of
Ω∞ that can appear as images of ρφt0 for some t0 ∈ Z are G1 and G5. In particular,
we show that there exist infinitely many integers t0 such that Im(ρφt0 ) = G1, and
that the same holds for G5 under Vojta’s conjecture.
Even though all our sets of specializations are thin, there is a difference between
G1,G2 and G5 on one side and G3,G4 on the other one. In fact, for the first three we
can find a polynomial of the form x2 + h(t) ∈ Q(t)[x], where h(t) is non-constant,
such that its associated arboreal representation (over Q(t)) is Gi. It might therefore
be reasonable to expect that almost all specializations (in the appropriate sense)
yield the same image. On the other hand, polynomials of the form x2 + t0, for some
t0 ∈ Q, having as image G3 or G4 do not come from specializations of a polynomial
in the aforementioned form.
In order to prove (1), we use Theorem A, combined with a suitable generalization
of the arguments described in [24, § 2] to polynomials with rational coefficients. To
prove (2), we generalize an argument of Hindes [9] showing that Vojta’s conjecture
implies the claim if one can show that all algebraic curves in a certain finite set have
finitely many rational points. We will be able to deduce this from Faltings’ theorem
via some algebraic manipulations.
Finally, we consider the question of whether the various closed subgroups of index
at most two of Ω∞ are non-isomorphic in the category of profinite groups. To this end
we obtain a full description of the descending central series of each closed subgroup
of index at most two of Ω∞, upgrading the description of their abelianization used
to prove Theorem A. As a side result of our arguments, we recover in Corollary
6.10 the well-known fact that a monic, quadratic polynomial is stable if its adjusted
post-critical orbit contains no squares. Our proof is completely group-theoretic, so
very different in nature from the classical one that can be found for example in [15,
Theorem 2.2]. In parallel we introduce and make systematic use of the concept of
the graph of commutativity of a topological group equipped with a set of topological
generators. A delicate combination of these two inputs enable us to establish the
following.
Theorem C. Let H1,H2 be two closed subgroup of Ω∞, both having index at most
2. Then H1 ∼=top.gr. H2 if and only if H1 = H2.
In particular Theorem C implies that the groups G1, . . . ,G5 yield five distinct
instances of the infinite Galois inverse problem.
Here is a brief outline of the content of the paper. In Sections 2 and 3 we recall the
fundamental definitions and obtain a group theoretic criterion for having index two.
In Section 4 we reprove Stoll’s criterion for surjectivity for the arboreal representation
attached to a quadratic polynomial using our language and we translate our group
theoretic criterion in terms of linear dependence relations among elements of the
post-critical orbit, establishing Theorem A. Next, in Section 5 we prove Theorem B.
Finally in Section 6 we give an explicit description of the descending central series
of closed subgroups of index at most two and in Section 7 we prove Theorem C.
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Remark. All results of this paper that involve the adjusted post-critical orbit are
valid for arboreal representation with an arbitrary basepoint z ∈ F . This means
that instead of considering the tree of roots of the f (n)’s, one considers the tree
of roots of f (n) − z, where z ∈ F is fixed. In order to ease the exposition, we
have not stated our results in this generality; instead we took z = 0 everywhere.
Nevertheless, all arguments require no non-trivial modification, and hold for any
z up to replacing the adjusted post-critical orbit {cn}n≥0 of f with the sequence
{c0 + z, c1 − z, . . . , cn − z, . . .}.
Notation and conventions. For a topological group G, we denote, as usual, by
[G,G] the subgroup topologically generated by commutators and by Gab the quotient
of G by [G,G].
We denote by G∨ the dual group of G, namely the group homtop.gr.(G,S
1). Notice
that for a pro-2-group G this coincides with homtop.gr.(G
ab,Q2/Z2).
The set F
Z≥0
2 is the F2-vector space of functions Z≥0 → F2, while the set F
(Z≥0)
2
is the F2-vector space of functions Z≥0 → F2 that take non-zero values at finitely
many points. For every N ≥ 0, we denote by eN the N -th vector of the canonical
basis of F
(Z≥0)
2 , namely the function eN : Z≥0 → F2 such that eN (m) = 1 if m = N
and eN (m) = 0 otherwise.
For a field F of characteristic not 2 and a set of non-zero elements {c1, . . . , cn} ⊆ F ,
we denote by 〈c1, . . . , cn〉F the F2-span of {c1, . . . , cn} inside the F2-vector space
F×/F×
2
.
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2. The tree of roots as a Cayley graph
In this section, we will explain how to think of the infinite, rooted, regular binary
tree as a Cayley graph, and show how this relates to the tree of roots of a quadratic
rational function. The language of Cayley graphs will be a more natural one for our
arguments.
Let S := {x, y} and let F2 be the free monoid generated by S . Put
T∞ := Cayley(F2, S),
the Cayley graph on F2 with respect to the generating set S: each word w in F2 is
connected to xw and yw. This is an infinite, regular, binary tree rooted at e, the
identity element of F2. We put
Ω∞ := Autgraph(T∞).
The monoid F2 is naturally a graded monoid, where the grading in consideration is
simply given by the length of a word: this defines naturally a monoid homomorphism
from F2 to Z≥0. For each n ∈ Z≥0 we put Ln to be the set of elements of T∞ having
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length n. It is clear that |Ln| = 2n. We have that Ω∞ preserves each sets Ln, and
so it does preserve
TN :=
N⋃
i=0
Li,
The restriction homomorphism
Ω∞ → Autgraph(TN )
is surjective, and we denote by ΩN its image. More details on the action of ΩN on
TN can be found for example in [5, 16, 22].
The system of {ΩN}N∈Z≥0 , together with the restriction homomorphisms, forms
an inverse system, and it is a fact that the natural homomorphism
Ω∞ → lim←−
N
ΩN ,
gotten from the above system of restriction maps, is an isomorphism. This naturally
endows Ω∞ with the structure of a profinite group. Furthermore one can show that
for each nonnegative integer N we have that ΩN is a 2-Sylow of Sym(LN ). This
gives that Ω∞ is a pro-2-group. This description is of course just a rephrasing of the
usual wreath product formulation used, for example, in [3, 5, 16, 17].
e
x
x2
x3 yx2
yx
xyx y2x
y
xy
x2y yxy
y2
xy2 y3
Figure 1. The first three levels of T∞.
Now let F be a field of characteristic different from 2. Let f(x) := (x − γ)2 − δ
in F [x] be a quadratic polynomial. Fix once and for all F sep a separable closure
of F and put GF := Gal(F
sep/F ) the group of F -algebra automorphisms of F sep,
viewed as a topological group with its natural profinite topology. For n ∈ Z≥0, the
n-th iterate of f will be denoted by f (n), where we set f (0) := x by convention.
Assume that f (n) is a separable polynomial for every n ∈ Z≥0. The infinite, regular,
rooted binary tree, T∞(f) is constructed in the following way: for every non-negative
integer n, the nodes of the tree at level n are labeled by the roots of f (n) in F sep. If
n ∈ Z≥1 then a node α at level n is connected to a node β at level n− 1 if and only
if f(α) = β.
In this manner T∞(f) is isomorphic, as a graph, to T∞. Observe that T∞(f)
is a GF -set and furthermore, since f ∈ F [x], we have that GF preserves the tree
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structure on T∞(f). As such we have a continuous homomorphism
ρf : GF → Ω∞(f),
where Ω∞(f) := Autgraph(T∞(f)), which is, as a topological group, isomorphic to
Ω∞. The map ρf is the arboreal Galois representation associated to f .
We denote by Isomgraph(T∞(f), T∞) the set of graph isomorphisms. Observe
that Ω∞ acts freely and transitively on Isomgraph(T∞(f), T∞). Every element ι ∈
Isomgraph(T∞(f), T∞) induces an isomorphism of profinite groups
ι∗ : Ω∞(f)→ Ω∞.
Observe that after applying Isomgraph(T∞(f), T∞) we obtain that ρ(f) gives a unique
Ω∞-conjugacy class of continuous homomorphisms, [ρf ], from GF to Ω∞.
3
Remark 2.1. In particular, in the case in which Im(ρf ) has index two in Ω∞(f),
all elements of [ρf ] have the same image in Ω∞, since subgroups of index two are
always normal and therefore in this case Im(ι∗ ◦ ρf ) does not depend on the choice
of ι ∈ Isomgraph(T∞(f), T∞). For this reason it makes sense to say that Im(ρ(f)) is
contained in a maximal closed subgroup of Ω∞.
3. Maximal subgroups of Ω∞ and their abelianizations
The purpose of this section is to describe the abelianization of the maximal closed
subgroups of Ω∞. We will use the notation of Section 2, so recall that T∞ is the
Cayley graph of the free monoid F2 generated by S = {x, y} and Ω∞ is the group of
graph automorphisms of T∞.
We have an evident involution σe ∈ Ω∞ induced by the unique non-trivial monoid
automorphism of F2, which consists of exchanging x and y. Furthermore for each
word w ∈ F2 we can define an involution
σw ∈ Ω∞,
defined by saying that σw(v) = v if v 6= v′w for each v′ ∈ F2 and σw(v) = σe(v′)w
if v = v′w for some (and hence unique) v′ ∈ F2. Using these involutions one sees
easily that for every nonnegative integer N we have that ΩN+1 equals the semidirect
product
F
LN
2 ⋊ΩN ,
where FLN2 can be naturally identified with the subspace spanned by the set of involu-
tions {σw}w∈LN , and the implicit action of ΩN on FLN2 is simply the F2-linearization
of the action of ΩN on LN . In particular we shall view F
LN
2 as a F2[ΩN ]-module.
Therefore, by means of the involutions σw we have an identification:
(1) ΩN+1 = F
LN
2 ⋊ (F
LN−1
2 ⋊ (. . . F
L0
2 )).
This gives for each element σ ∈ ΩN+1 a unique decomposition as
σN · σN−1 . . . · σ0
where each σi belongs to the subspace F
Li
2 generated by the σw with w ∈ Li.
Definition 3.1. We will refer to this representation as the digital representation of
Ω∞.
3This situation is analogous to the one of l-adic Galois representations attached to the Tate
module of an elliptic curve E where the representation ρE,l is canonically attached to E, but if one
identifies Tl(E) with Z
2
l , then one obtains a conjugacy class of representations in GL2(Zl).
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Pushing this representation to the limit N →∞, provides us with an isomorphism,
as profinite spaces, between Ω∞ and F
T∞
2 : the formulas for the group law so obtained
on FT∞2 , by transport of structure, are quite involved, reflecting the fact that Ω∞ is
a substantially more complicated group than FT∞2 .
For each nonnegative integer i denote by
φi : F
Li
2 → F2
the unique non-trivial homomorphism as F2[Ωi]-modules, which is obtained by sum-
ming all coordinates. From the iterated semi-direct description of Ω∞, given in (1),
we see that each of the φi extends to a continuous homomorphism from Ω∞ to F2. In
formulas, using the digital representation, the extended map, which we shall denote
still as φi, is simply gotten by defining
φi(σ) := φi(σi).
It is precisely due to the fact that φi preserve the structure as an F2[Ωi]-module that
one can show that it gives a group homomorphism from Ω∞ to F2. Furthermore one
has that
[Ω∞,Ω∞] = Φ(Ω∞) =
⋂
i∈Z≥0
ker(φi)
(see also Proposition 6.1 for a more general statement). Here the first group denotes
the commutator subgroup and the second the Frattini subgroup (i.e. the intersection
of all maximal proper closed subgroups). As observed for example in [24, p. 241], it
follows that Ωab∞
∼= FZ≥02 .
Hence we can parametrize closed subgroups of index two of Ω∞ simply using non-
zero vectors in the direct sum F
(Z≥0)
2 , via the assignment sending a := (an)n∈Z≥0 ∈
F
(Z≥0)
2 into
Ma := ker
 ∑
i∈Z≥0
aiφi
 .
We will make crucial use of some additional maps from Ω∞ into F2, which are
“close” to be homomorphisms. They will be used to describe the map
Maba → Ωab∞,
for each a ∈ F(Z≥0)2 . For every positive integer i ∈ Z≥1 and s ∈ S = {x, y}, we put
φ˜i(s) : F
Li
2 → F2,
consisting of summing only the coordinates of words w of the form w := v′s (observe
this happens half of the time because i > 0). Observe that these two maps are not
F2[Ωi]-linear but they are F2[ker(φ0)∩Ωi]-linear. We extend φ˜i(s) to a set theoretic
map from Ω∞ to F2 using the digital representation, in the same way we did for φi.
The maps φ˜i(s) fail to be additive in the following manner. Take σ1, σ2 ∈ Ω∞, then
we have that:
(2) φ˜i(x)(σ1σ2) = φ˜i(x)(σ1) + φ0(σ1) · φ˜i(y)(σ2) + (1 − φ0)(σ1) · φ˜i(x)(σ2).
The F2[ker(φ0)∩Ωi]-linearity of φ˜i(s) is clear from the formula above. We shall refer
to this property as to the uncertain additivity of φ˜i(s).
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Before stating and proving the next theorem, which describes the abelianization
of Ma, let us recall that the set F2 × F2 can be equipped with the group law
(3) (x1, y1) ⋆ (x2, y2) := (x1 + x2 + y1 · y2, y1 + y2),
where the · is the ordinary product in F2, with respect to the field structure. This
is a way to represent the cyclic group on 4 elements: it comes from writing explicitly
the unique non-trivial element of H2(F2,F2) given by χ ∪ χ, where χ is the unique
non-trivial character of F2.
Theorem 3.2. Assume a ∈ F(Z≥0)2 is non-zero and different from (1, 0, . . . , 0, . . .).
Let
ϕ : Maba → Ωab∞
be the natural map induced by the inclusion. Then | kerϕ| = 2. Moreover, the
following hold.
(1) If a0 = 0, then M
ab
a is an F2-vector space, and an additional character from
Ma to F2 (unique modulo restriction of characters from Ω∞), generating
(Maba )
∨
(Ωab∞)
∨
|Ma
is given by: ∑
i∈Z≥0
aiφ˜i(x).
(2) If a0 = 1, then M
ab
a has a cyclic direct summand of order 4. A surjective
homomorphism from Ma to Z/4Z (represented as F2×F2 with the group law
(3)), unique up to restriction of characters from Ω∞, is given by ∑
i∈Z≥1
aiφ˜i(x), φ0
 .
Its square is the restriction of
∑
i∈Z≥1
aiφi = φ0, which is the unique non-
trivial element of 2(Maba )
∨.
Proof. To start, notice that we have a chain of subgroups:
[Ma,Ma] ⊆ [Ω∞,Ω∞] ⊆Ma ⊆ Ω∞.
Hence, kerϕ =
[Ω∞,Ω∞]
[Ma,Ma]
. Let N be the largest nonnegative integer with aN 6= 0,
and let IΩN be the augmentation ideal in F2[ΩN ]. We will first prove the following
claim:
(4) every class in kerϕ can be represented by an element of IΩNF
LN
2 .
Here we are thinking of FLN2 as the subgroup (. . . , 0, . . . , 0,F
LN
2 , 0, . . . , 0) ⊆ Ω∞,
using the iterated semiproduct description of Ω∞. We will establish a more general
version of the above claim in Proposition 6.14. However, the reader only interested
in the present theorem will find the proof self-contained.
To prove (4), first notice that using the definition of Ma one easily has that:
(5) IΩNF
LN
2 = F
LN
2 ∩Ma,
since IΩNF
LN
2 is generated by the set {λt,w : t, w ∈ LN , t 6= w}, where λt,w is the
element of FLN2 defined by (εv)v∈LN with εv = 1 if and only if v ∈ {t, w}.
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Consider a commutator x = [σ, τ ], where σ, τ ∈ Ω∞. One can write σ = (σ′, σN )
and τ = (τ ′, τN ) where σN , τN ∈ ΩN and σ′, τ ′ ∈ ker(Ω∞ → ΩN ). Thus x =
(λ, [σN , τN ]) for some λ ∈ ker(Ω∞ → ΩN ). Since the natural projection Ma → ΩN
is surjective, there exist σ′′, τ ′′ ∈ ker(Ma → ΩN ) such that (σ′′, σN ), (τ ′′, τN ) ∈ Ma.
Let y = [(σ′′, σN ), (τ
′′, τN )] ∈ [Ma,Ma]. It is then clear that xy−1 ∈ ker(Ω∞ →
ΩN ) ∩ [Ω∞,Ω∞]. Now we claim that:
(6) [Ma,Ma] ∩ ker(Ω∞ → ΩN+1) = [Ω∞,Ω∞] ∩ ker(Ω∞ → ΩN+1).
Indeed observe that by definition Ma = ker(Ω∞ → ΩN+1) ⋊ Im(Ma → ΩN+1).
Hence we are done if we show that for a 6= e0 and each N ∈ Z≥0, the group Ma acts
transitively on LN . To see this, observe that the diagonal copy of Ω∞ acting in the
same manner on both T∞x, T∞y is contained in each Ma. Therefore we conclude
already, for each a, that Ma puts T∞x, T∞y in a single orbit. Hence, for a 6= e0, we
conclude just by picking a σ in Ma with φ0(σ) = 1, to conclude that LN consists of
a single Ma-orbit.
It follows by (6) that there exists z ∈ [Ma,Ma] ∩ ker(Ω∞ → ΩN+1) such that
xy−1z ∈ FLN2 ∩Ma, and by (5) this proves (4).
Now consider [Ma, IΩNF
LN
2 ]. On the one hand, by (5) this is a subset of [Ma,Ma].
On the other hand, by a direct computation (see also, more in general, Proposition
6.1) one can check that it coincides with I2ΩNF
LN
2 , because the natural projection
Ma → ΩN is surjective. Hence, it follows that:
(7) I2ΩNF
LN
2 ⊆ [Ma,Ma].
Next, we claim that I2ΩNF
LN
2 consists of all the elements v ∈ FLN2 such that
φ˜N (x)(v) = φ˜N (y)(v) = 0. In fact, first observe that the description of IΩNF
LN
2 given
below (5) shows that I2ΩNF
LN
2 is generated by all elements of the form (1 − σ)λt,w,
as σ runs over ΩN and t, w over all distinct pairs of words in LN . But it is clear that
φ˜N (x)((1 − σ)λt,w) = φ˜N (x)(λt,w) + φ˜N (x)(σλt,w), and the latter coincides with:{
2φ˜N (x)(λt,w) = 0 if φ0(σ) = 0
φ˜N (x)(λt,w) + φ˜N (y)(λt,w) = φN (λt,w) = 0 if φ0(σ) = 1
.
Thus, every element v ∈ I2ΩNF
LN
2 satisfies φ˜N (x)(v) = φ˜N (y)(v) = 0. On the other
hand, the space of all such elements is clearly generated by all λt,w’s such that t, w
are of the form t′x,w′x or of the form t′y,w′y for some t′, w′ ∈ LN−1 (notice that
N ≥ 1 thanks to our assumption on a). To see that any of these λt,w’s lies in
I2ΩNF
LN
2 , let without loss of generality t = t
′x and w = w′x. Consider now the
element λt′y,w ∈ IΩNFLN2 . It is immediate to check that there exists σ ∈ ΩN such
that σ(t′y) = t′x and σ(w) = t; this shows that (1 − σ)(λt′y,w) = λt,w and therefore
implies the claim.
The discussion above proves that dimF2
(
IΩN F
LN
2
I2ΩN
F
LN
2
)
= 1. This, together with (4)
and (7), shows immediately that | kerϕ| ≤ 2. We will show that equality holds by
looking at the dual statement. Consider the exact sequence:
(Ωab∞)
∨ ϕ
∨
−→ (Maba )∨ → coker (ϕ∨)→ 0.
Taking duals, this gives the exact sequence:
0→ (coker (ϕ∨))∨ →Maba
ϕ−→ Ωab∞ .
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It follows that (coker (ϕ∨))∨ ∼= kerϕ, and hence, taking duals once again,
coker (ϕ∨) ∼= (kerϕ)∨ ∼= kerϕ.
We will show that |coker (ϕ∨)| = 2, by producing an homomorphismMa → Q2/Z2
that is not the restriction of any of the characters of Ω∞. As we shall see if a0 = 0
this new homomorphism has order 2, while instead if a0 = 1 it has order 4.
Suppose first that a0 = 0. Then a calculation based on the uncertain additivity
(2) of φ˜i(x) gives us that
ψ(a) :=
∑
i∈Z≥0
aiφ˜i(x) ∈ (Maba )∨.
Observe that choosing y instead of x makes literally no difference: by definition of
Ma they are the same map. It is very easy to see that ψ(a) cannot be the restriction
of a character from (Ωab∞)
∨. Indeed it is enough to pick one i ∈ Z≥1 with ai = 1
(which is possible since a 6= e0) and an element τ := (τi)i∈Z≥0 ∈ Ω∞ satisfying the
following three properties:
• τj = 0 for every j 6= i;
• τi := (εw)w∈FLN2 ∈ F
Li
2 with εwx = εwy for each w ∈ Li−1;
• ∑w∈Li−1 εwx = 1.
One has that τ ∈ [Ω∞,Ω∞] ∩Ma, but ψ(a)(τ) = 1 by construction.
Finally, suppose that a0 = 1. Let
ψ′(a) : Ma → F2 × F2
be defined by the assignment
σ 7→
 ∑
i∈Z≥1
aiφ˜i(x)(σ), φ0(σ)
 .
Here we are using the group structure (3) on F2 × F2; this yields an isomorphism
(F2 × F2; ⋆) → (Z/4Z; +). As we show next, the uncertain additivity (2) of φ˜i(x)
implies that ψ′(a) is a group homomorphism that surjects onto Z/4Z. In fact, let
σ1, σ2 be in Ma. Notice that, since a0 = 1, for j ∈ {1, 2} we have that:
(8)
∑
i∈Z≥1
aiφi(σj) = φ0(σj).
Therefore:
ψ′(a)(σ1σ2) =

(∑
i∈Z≥1
ai(φ˜i(y)(σ2) + φ˜i(x)(σ1)), φ0(σ1) + φ0(σ2)
)
if φ0(σ1) = 1(∑
i∈Z≥1
ai(φ˜i(x)(σ2) + φ˜i(x)(σ1)), φ0(σ1) + φ0(σ2)
)
if φ0(σ1) = 0
.
Now it is just a matter of checking, using (8), that for any value of φ0(σ1), φ0(σ2) ∈
F2, we have that ψ
′(a)(σ1σ2) = ψ
′(a)(σ1) ⋆ ψ
′(a)(σ2). So we have shown that ψ
′(a)
is indeed an homomorphism. It is clearly surjective, because in Ma there are σ with
φ0(σ) 6= 0, since a 6= (1, 0, . . . , 0, . . .): for any such σ we have that ψ′(a)(σ) has
order 4. In this case switching x with y gives rise to the opposite homomorphism,
trivially by the definition of Ma. Moreover the double of this homomorphism is the
restriction of the character
∑
i∈Z≥1
aiφi to Ma which also equals the restriction of φ0
to Ma thanks to the definition of Ma. 
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Remark 3.3. When a = (1, 0, . . . , 0, . . .), we have that Ma ∼= Ω2∞, and thus its
abelianization is easily gotten by that of Ω∞. See also Proposition 6.15 for more
detail.
4. Criteria for arboreal representations of index two
In this section we shall use the material of Section 3 to deduce necessary and
sufficient criteria for a quadratic polynomial to have an arboreal representation of
index two. From now on, we let f = (x − γ)2 − δ have coefficients in a field F of
characteristic 6= 2.
We shall begin translating the maps φn, φ˜n(x), φ˜n(y), introduced in Section 3, in
terms of the arithmetic of the adjusted post-critical orbit of f , which we next define.
Definition 4.1. The adjusted post-critical orbit of f is the sequence defined by:
c0 := −f(γ), cn := f (n+1)(γ) for n ≥ 1.
Next, let ι ∈ Isomgraph(T∞(f), T∞) and let n ∈ Z≥1. Let s ∈ {x, y}. We put
c˜n(s, ι) := cn−1 − ι−1(s).
The set {c˜n(x, ι), c˜n(y, ι)} ⊆ F (√c0) does not depend on ι, and choosing a different
ι′ will swap the two elements if and only if φ0(ι
′ ◦ ι−1) = 1.
For a finite extension E/F inside F sep we denote by GE the closed subgroup of
GF corresponding to it by Galois theory. For a t in E
× we denote by
χt : GE → F2,
the quadratic character satisfying the formula σ(r) = (−1)χt(σ)r for every σ ∈ GE
and each r ∈ F sep with r2 = t.
For each n ∈ Z≥0 we put Kn to be the splitting field of f (n) in F sep and we denote
by
Gn := Gal(Kn/F ),
the Galois group of the polynomial f (n). Let ρf : GF → Ω∞(f) be the associated
arboreal representation. The next proposition is of crucial importance, since it is
the tool that allows to relate the algebraic structure of Ω∞ to the arithmetic of the
adjusted post-critical orbit.
Proposition 4.2. Fix ι in Isomgraph(T∞(f), T∞). Then following hold.
(1) Let n ∈ Z≥0. Then we have that :
φn ◦ ι∗ ◦ ρf = χcn .
(2) Let n ∈ Z≥1 and s ∈ {x, y}. Then we have that:
(φ˜n(s) ◦ ι∗ ◦ ρf )|GK1 = χc˜n(s,ι).
Proof. (1) Fix a square root r :=
√
cn. We have to show that for every σ ∈ GF one
has that σ(r) = (−1)(φn◦ι∗◦ρf )(σ)r. The very definition of φn immediately implies
that (φn◦ι∗◦ρf )(σ) = φn((ι∗◦ρf (σ))n), where the subscript n denotes the n-th entry
in the digital representation. Such digital representation, and the corresponding map
φn, can of course be transferred, via ι
−1, to Ω∞(f), and we will denote the n-th entry
of this representation again by a subscript n. The element ρf (σ)n acts on the n+1-th
level of the tree T∞(f) and fixes the first n levels. This means that it can only swap
between them nodes which have the same parent. Hence φn(ρf (σ)) counts the parity
of the number of pairs of nodes at level n + 1 that are swapped by ρf (σ). Let now
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α1, . . . , α2n+1 ∈ T∞(f) be the nodes at level n+ 1, ordered so that f(αi) = f(αi+1)
for every odd i ∈ {1, . . . , 2n+1− 1}.4 Recalling that γ is the finite critical point of f ,
one checks easily that:
2n+1∏
i=1
(αi − γ) =
{
c0 = −r2 if n = 0
cn = r
2 if n ≥ 1 .
On the other hand having ordered the nodes the way we did, we have that:
(9) αi+1 − γ = −(αi − γ) for every odd i ∈ {1, . . . , 2n+1 − 1}.
Hence, we can assume without loss of generality that r = γ − α1 when n = 0 and
r =
∏
i odd(αi − γ) when n ≥ 1. Since of course ρf (σ)(αi − γ) = ρf (σ)(αi)− γ, and
the latter is αi − γ if ρf (σ) does not swap (αi, αi+1) and is αi+1− γ otherwise, from
(9) it follows immediately that:
σ(r) = (−1)φn(ρf (σ))r.
(2) The proof is exactly the same as the one of point (1), but considering only
the half of the tree T∞(f) that corresponds to T∞s via ι. Clearly this time the key
relation will be that:
2n+1∏
i=1
(αi − γ) = cn − ι−1(s) = c˜n(s, ι).

For every a ∈ F(Z≥0)2 , define:
ca :=
∏
i∈Z≥0
caii .
Corollary 4.3. Let a be in F
(Z≥0)
2 . Then Im(ρf ) ⊆Ma if and only if ca ∈ F×2.
Proof. By definition of Ma we have that Im(ρf ) ⊆Ma if and only if for one (equiva-
lently any) ι in Isomgraph(T∞(f), T∞) we have that
∑
i∈Z≥0
ai(φi◦ι∗◦ρf ) = 0. Thanks
to part (1) of Proposition 4.2 we have that this is equivalent to ca =
∏
i∈Z≥0
caii ∈
F×
2
. 
Corollary 4.3 is the key, together with Theorem 3.2, to relate maximal subgroups
of Ω∞ to post-critical orbits of quadratic polynomials. To show its strength let us
explain how one can use it to immediately prove that if f ∈ F [x] is a quadratic
polynomial and f is post-critically finite or F×/(F×)2 is a finite group, then Im(ρf )
has infinite index in Ω∞(f). Notice that it was already known that post-critically
finite rational functions over global field have arboreal representations of infinite
index (see [16, Theorem 3.1]). However, the proof involves the use of a delicate
theorem of Ihara on the Galois group of the maximal extension of a global field
unramified outside a finite set. Our proof instead, although valid only for quadratic
polynomials, does not depend in any way from the arithmetic of the ground field.
The second condition, namely the fact that F×/(F×)2 is a finite group, is satisfied
for example by finite extensions of Qp. Thus, we recover in a few lines part of a
result of Anderson et al. [1].
4This is equivalent to ask that αi and αi+1 have the same parent for every odd i, by definition
of T∞(f).
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Corollary 4.4. Let f ∈ F [x] be monic and quadratic. Assume that at least one of
the following hold.
a) f is post-critically finite.
b) F×/(F×)2 is a finite group.
Then [Aut(T∞(f)) : Im(ρf )] =∞.
Proof. In either case, by Corollary 4.3, there exists an infinite, linearly independent
set {an}n∈N ⊆ F(Z≥0)2 such that Im(ρ(f)) ⊆ Man for every n. Thus, Im(ρf ) ⊆⋂
n∈NMan , and the latter clearly has infinite index in Ω∞. 
In the next two subsections we respectively review Stoll’s criterion for surjectivity,
under our point of view, and introduce a criterion for representations of index two.
4.1. Surjective Arboreal representations for quadratic polynomials. We re-
call that if G is a pro-2-group then its maximal closed subgroups are precisely the
kernels of the non-trivial homomorphisms
χ : G→ F2,
and that every closed subgroup H of G is contained in some maximal closed subgroup
of G. It follows that for a closed subgroup H of G it is equivalent to say that H = G
and to say that for every non-trivial continuous homomorphism χ : G → F2, we
have that χ(H) 6= {0}. Since the space of continuous characters from Ω∞ to F2 is
precisely the span of the set {φn}n∈Z≥0 one sees at once that for a closed subgroup
H of Ω∞:
H = Ω∞ if and only if {(φn)|H}n∈Z≥0 is linearly independent.
Now if H = Im(ρf ) we see, through part (1) of Proposition 4.2, that:
Im(ρf ) = Ω∞ if and only if {cn}n∈Z≥0 is linearly independent in F×/F×2.
By the same logic one obtains that GN = ΩN if and only if {cn}0≤n≤N−1 forms a
linearly independent set in F×/F×
2
. This fact was established in [24].
Theorem 4.5 ([24]). Let n ∈ Z≥0 and Gn be the Galois group of f (n). Then Gn ∼= Ωn
if and only if:
dim〈c0, . . . , cn−1〉F = n.
As we remarked above this implies that Im(ρf ) = Ω∞ if and only if the set
{cn}n∈Z≥0 is linearly independent modulo squares.
4.2. Arboreal representations of index two. Let us start by recalling a general,
standard fact that will be useful later.
Proposition 4.6. Let E be a field of characteristic different from 2. Let L = E(
√
a)
be a quadratic extension, denote by σ the unique non-trivial element of Gal(L/E).
Let t ∈ L×. Then the extension L(√t) remains Galois over E if and only NmL/E(t) ∈
L×
2
. If that is the case, then either NmL/E(t) = ay
2 for some y ∈ E× and then
Gal(L(
√
t)/E) ∼= Z/4Z or NmL/E(t) = y′2 for some y′ ∈ E× and then Gal(L(
√
t)/E)
is of exponent two and L(
√
t) = E(
√
a,
√
2y′ + t+ σ(t)).
Proof. By Kummer theory, we have that L(
√
t) remains Galois over E if and only
if t is in (L×/L×
2
)Gal(L/E), which is equivalent to say that tσ(t) ∈ L×2. Since
tσ(t) ∈ E× as well, one checks immediately that it is either in E×2 or in aE×2.
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Assume the latter holds. If L(
√
t)/E is not cyclic then, again by Kummer theory, t
is equivalent modulo L×
2
to some h ∈ E×, hence taking norm yields that a ∈ E×2
which contradicts that L/E is quadratic. So in this case L(
√
t)/E must be cyclic
and again it must be of degree 4, otherwise one concludes that a ∈ E×2. Hence
Gal(L(
√
t)/E) ∼= Z/4Z. Now suppose that NmL/E(t) = y′2 with y ∈ E. Then we
have that:
t
y′
=
1 + ty′
1 + σ
(
t
y′
) = (1 + t
y′
)(
1 + σ
(
t
y′
))
· 1(
1 + σ
(
t
y′
))2 .
This yields that up to squares in L× the element t equals 2y′ + t+ σ(t) ∈ E. 5 
The next step is to understand how the dichotomy between a0 = 0 and a0 = 1
in Theorem 3.2 is reflected in the two cases of Proposition 4.6. When a0 = 0, fix
ι ∈ Isomgraph(T∞(f), T∞) and s ∈ {x, y}. Define
c˜a(s, ι) :=
∏
i∈Z≥1
c˜i(s, ι)
ai =
∏
i∈Z≥1
(ci−1 − ι−1(s)).
Notice that:
(10) ca = c
a0
0 ·
∏
i≥1
caii = c
a0
0 · c˜a(x, ι)c˜a(y, ι).
Moreover, if f is irreducible then the elements c˜a(x, ι) and c˜a(y, ι) are Gal(K1/F )-
conjugates, and hence the element c˜a(x, ι) + c˜a(y, ι) is in F .
Proposition 4.7. Let a be in F
(Z≥0)
2 different from (1, 0, . . . , 0, . . .). Assume that ca
is in F×
2
.
(1) Suppose that a0 = 1 and that c0 6∈ F×2. Let a′ the vector with a′0 = 0 and
a
′
i = ai for each i ≥ 1. Then the extension K1(
√
c˜a(s, ι))/F is independent of
the choice of s in {x, y} and it is a cyclic extension of degree 4. Furthermore
we have that:
K1
(√
c˜a(s, ι)
)
= (F sep)ker(ψ
′
a◦ι∗◦ρf ).
(2) Suppose that a0 = 0 and that c0 6∈ F×2. Then there exists d ∈ F× such that
c˜a(x, ι)c˜a(y, ι) = d
2. Hence the extension K1(
√
c˜a(s, ι))/F is independent of
the choice of s ∈ {x, y} and is equal to the extension
F
(√
c0,
√
2d+ c˜a(x, ι) + c˜a(y, ι)
)
/F,
which is a Galois extension of exponent 2. Finally, denoting c˜a := 2d +
c˜a(x, ι) + c˜a(y, ι), we have:
K1
(√
c˜a
)
= (F sep)
ker(ψa◦ι∗◦ρf )|GK1 .
Proof. The fact that the extension is cyclic of degree 4 in (1) and of exponent 2 in
(2) follows immediately from (10) and Proposition 4.6. The fact that in case (1)
we have K1
(√
c˜a(s, ι)
)
= (F sep)ker(ψ
′
a◦ι∗◦ρf ) and in case (2) we have K1(
√
c˜a) =
(F sep)
ker(ψa◦ι∗◦ρf )|GK1 follows immediately from Proposition 4.2. 
5This calculation consists of applying the proof of Hilbert’s 90 to t
y′
.
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Let now a be an element of F
(Z≥0)
2 , and suppose that any of the equivalent condi-
tions of Corollary 4.3 is satisfied. When a0 = 0, denote by d the element given by
part (2) of Proposition 4.7. Recall that we denote
c˜a := 2d+ c˜a(x, ι) + c˜a(y, ι).
Example 4.8. To clarify the construction of c˜a, let us see an example that will
become useful later. Let f = x2 − δ ∈ F [x] and a = (0, 1, 1, 0, . . . , 0, . . .), so that
c1c2 ∈ F 2. Fix ι ∈ Isomgraph(T∞(f), T∞), so that ι(α) = x where α is a fixed root
of f . Then c˜a(x, ι) = (c0−α)(c1−α) and c˜a(y, ι) = (c0+α)(c1 +α). The element d
described in Proposition 4.7 is defined by d2 = c˜a(x, ι)c˜a(y, ι) = c1c2. Hence, we get
that:
c˜a = 2(c0 + c0c1 +
√
c1c2).
The following theorem yields necessary and sufficient conditions for Im(ρf ) to have
index two in Ω∞.
Theorem 4.9. Suppose that a ∈ F(Z≥0)2 is different from (1, 0, . . . , 0, . . .).
(1) Suppose that a0 = 1. Then we have that Im(ρf ) = Ma if and only if ca ∈ F×2
and for each non-zero b ∈ F(Z≥0)2 different from a we have that cb /∈ F×2.
(2) Suppose that a0 = 0. Then we have that Im(ρf ) = Ma if and only if ca ∈ F×2,
cb /∈ F×2 for each non-zero b in F(Z≥0)2 different from a and c˜a is outside the
span of the set {cn}n∈Z≥0 in F×/F×2.
Proof. Thanks to Corollary 4.3 we have that Im(ρf ) ⊆ Ma if and only if ca ∈ F×2.
Let ι be in Isomgraph(T∞(f), T∞). To have Im(ρf ) = Ma it is equivalent to ask that
Im(ι∗ ◦ ρf ) is not contained in any index two subgroup of Ma. Since by assumption
a 6= (1, 0, . . . , 0, . . .), we are in position to apply Theorem 3.2. In case (1), Theorem
3.2 tells us that index two closed subgroups ofMa are precisely the kernels of non-zero
characters living in the span of the characters
{φi|Ma}i∈Z≥0 .
Furthermore, Theorem 3.2 tells us also that the only relation among these characters
is the trivial one: ∑
i∈Z≥0
aiφi|Ma = 0.
In case (2) Theorem 3.2 tells us instead that index two subgroups ofMa are precisely
the kernels of non-zero characters living in the span of
{φi}i∈Z≥0 ∪
 ∑
i∈Z≥0
aiφ˜i(x)
 ,
and again the only relation among them is the obvious one:∑
i∈Z≥0
aiφi|Ma = 0.
Now the conclusion follows at once from Proposition 4.2. 
We can refine the conclusion of Theorem 4.9 to a conclusion at each finite level.
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Corollary 4.10. Suppose that a 6= (1, 0, . . . , 0, . . .). Let n be the largest integer such
that an = 1. Suppose that Gn−1 ∼= Ωn−1 and that ca ∈ F×2. Then we have the
following:
i) If a0 = 1, then Gn = Im(Ma → Ωn).
ii) If a0 = 0, then the following two conditions are equivalent:
(a) Gn = Im(Ma → Ωn);
(b) dim〈c0, . . . , cn−2, c˜a〉F = n.
It will be clear from the next subsection that if f satisfies either of the conditions
of Theorem 4.9, then it is stable, i.e. f (n) is irreducible for every n ≥ 1.
4.3. The non-stable case. Let us start by proving a lemma that shows that
M(1,0,...,0,...) plays a unique role among index two closed subgroups of Ω∞: it is
the only one that can appear as image of the representation attached to a non-stable
polynomial.
Lemma 4.11. Let a ∈ F(Z≥0)2 . Let n ≥ 1. Then Ma acts non-transitively on the set
Ln if and only if a = (1, 0, . . . , 0).
Proof. The subgroup M(1,0,...,0,...) can be naturally identified with Ω
2
∞, since it is
the subgroup preserving both subtrees T∞x and T∞y. This certainly implies that
M(1,0,...,0,...) acts non-transitively on each Ln with n ≥ 1.
Conversely, notice that Ω∞ embeds diagonally in Ω
2
∞. It is clear from the fact that
[Ω∞,Ω∞] = ∩i∈Z≥0 ker(φi) that this diagonal embedding of Ω∞ ends up in [Ω∞,Ω∞]
and therefore is contained in each Ma. On the one hand this diagonal embedding
acts transitively on both T∞x and T∞y. On the other hand if a 6= (1, 0, . . . , 0, . . .)
then there is σ ∈ Ma with φ0(σ) = 1. Therefore σ(xLn−1) = yLn−1 and hence all
elements of Ln lie in the same Ma-orbit. 
The next theorem gives necessary and sufficient conditions for this to hold.
Theorem 4.12. Let f = (x− γ)2− δ ∈ F [x] be non-stable, and let G∞ ⊆ Ω∞ be the
image of the associated arboreal representation. Then the following are equivalent:
i) [Ω∞ : G∞] = 2;
ii) G∞ = M(1,0,0,...,0,...);
iii) for all n ≥ 2:
dim〈c0 + γ ± u, c1 − γ ± u, . . . , cn−2 − γ ± u〉F = 2(n− 1),
where u ∈ F is such that u2 = δ.
Proof. Since f is not stable, there exists n such that Gn acts non-transitively on Ln.
Thus by Lemma 4.11, it follows immediately that i) and ii) are equivalent.
Next, notice that ii) holds if and only if G1 is the trivial group (i.e. δ = u
2 for
some u ∈ F ) and Gal(Kn/K1) ∼= Ω2n−1 for every n ≥ 2, since we have that
Gal(Kn/K1) = Gal
(
(f (n−1) − γ − u) · (f (n−1) − γ + u)
)
⊆
⊆ Gal
(
f (n−1) − γ − u
)
×Gal
(
f (n−1) − γ + u
)
⊆ Ω2n−1.
Thus ii) holds if and only if all the above containments are equalities for all n ≥ 2.
This is equivalent to asking that for all n ≥ 2 the following two conditions hold:
a) Gal
(
f (n−1) − γ − u) ∼= Gal (f (n−1) − γ + u) ∼= Ωn−1;
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b) letK ′n,K
′′
n be the splitting fields ofGal
(
f (n−1) − γ − u) andGal (f (n−1) − γ + u),
respectively. Then K ′n ∩K ′′n = F .
Let
V ′ := 〈c0 + γ + u, c2 − γ − u, . . . , cn−2 − γ − u〉F
and
V ′′ := 〈c0 + γ − u, c2 − γ + u, . . . , cn−2 − γ + u〉F .
Theorem 4.5 applied to the polynomials f (n−1) − γ − u and f (n−1) − γ + u shows
that a) is equivalent to having dimV ′ = dimV ′′ = n− 1 for every n ≥ 2.6
Let now L := K ′n∩K ′′n. SinceGal(L/F ) is a 2-group, L = F if and only ifGal(L/F )
contains no subgroups of index two, i.e. if and only if there is no quadratic extension
of F that is contained in both K ′n andK
′′
n. If a) holds, then Gal
(
f (n−1) − γ − u)ab ∼=
Gal
(
f (n−1) − γ + u)ab ∼= Fn−12 , and by the same logic of Subsection 4.1, this time
applied to Ω∞ × Ω∞, one gets that if a) holds then b) holds if and only if V ′ ∩ V ′′
is zero-dimensional, i.e. if and only if dim〈c1 + γ ± u, . . . , cn − γ ± u〉F = 2n.
Conversely, if dim〈c1 + γ ± u, . . . , cn − γ ± u〉F = 2n then in particular a) holds,
and therefore also b) holds. 
5. Realizing representations of index two over Q
Let t be transcendental over Q, and let φ = x2 + t ∈ Q(t)[x]. In this section,
we will focus on index two subgroups of Ω∞ that can appear as images of ρφt0 ,
where t0 ∈ Q, φt0 is the specialized polynomial and ρφt0 is the associated arboreal
representation. As a first step, we will show that there exist exactly five index two
subgroups of Ω∞ that can appear as Im(ρφt0 ) for infinitely many t0. Afterwards, we
will prove that two of these subgroups do indeed appear infinitely often, by providing
explicit examples, and finally we will show that if Vojta’s conjecture over Q holds
true, then so do the remaining three.
Remark 5.1. Every closed subgroup of Ω∞ is the image of the arboreal represen-
tation attached to a quadratic polynomial over an algebraic extension of Q. In fact,
let f ∈ Q[x] be a quadratic polynomial such that G∞ := Im(ρf ) ∼= Ω∞, let Kn be
the splitting field of f (n) and K := lim−→nKn. Let now G ⊆ G∞ be a closed subgroup
and fix L := KG; by Galois theory we have that Gal(K/L) ∼= G. On the other
hand Gal(K/L) is clearly isomorphic to the image of the arboreal representation
associated to f , when the latter is considered as an element of L[x]. Notice that this
phenomenon is analogous to what happens with the classical inverse Galois problem:
if one does not fix the base field, then the inverse Galois problem is known to be
true, while over Q it is still a wide open problem. When G = Ma for some non-zero
a ∈ F(Z≥0)2 , Corollary 4.3 shows explicitly what is L in the construction above: we
have L = Q
√∏
i≥0
caii
. Notice that there exist infinitely many examples of qua-
dratic polynomials satisfying G∞ = Ω∞, e.g. x
2 + a ∈ Z[x] with a ≡ 1 mod 4 (see
[24]).
In order to prove the results of this section in a clean way, we need to switch
back to the usual indexing for the post-critical orbit, i.e. we need it to start from
1. However, since we do not want to create confusion in the reader, we will use a
6As mentioned in the final remark of the introduction, Theorem 4.5 is valid for any basepoint.
THE INVERSE PROBLEM FOR ARBOREAL GALOIS REPRESENTATIONS 19
slightly different symbol; thus, we let c1(t) := −φ(0) = −t and cn+1(t) := φ(cn(t))
for n ≥ 1 be the adjusted post-critical orbit of φ. For every n ≥ 1 we define:
bn(t) :=
∏
d|n
cd(t)
µ(n/d),
where µ is the Möbius function. It is proven in [13, Proposition 6.2] that bn(t) ∈ Q[t]
for every n ≥ 1.
Proposition 5.2. For every n ≥ 1, bn(t) ∈ Q[t] is separable, and bn(t), bm(t) are
coprime if m 6= n.
Proof. The polynomial c1(t) is obviously separable, and for n ≥ 2 we have that
cn(t) = cn−1(t)
2 + t. Thus cn(t)
′ = 2cn−1(t)cn−1(t)
′ + 1, and reducing modulo 2
it follows immediately that the discriminant of cn(t) is non-zero, and hence the
cn(t)’s are separable. Now the claim follows by Möbius inversion from the fact that
bn(t) ∈ Q[t] for every n. 
Proposition 5.3. There exist exactly five index two subgroups of Ω∞ that can appear
as Im(ρφt0 ) for infinitely many t0 ∈ Q, and they are the ones associated to the
following vectors of F
(Z≥0)
2 :
v1 = (1, 1, 0, . . . , 0, . . .), v2 = (0, 1, 0, . . . , 0, . . .), v3 = (1, 0, 1, 0, . . . , 0, . . .),
v4 = (0, 1, 1, 0, . . . , 0 . . .), v5 = (1, 0, . . . , 0, . . .).
Proof. By Theorem 4.5, in order for Im(ρφt0 ) to have index two in Ω∞, it is necessary
for t0 to be the t-coordinate of a point on a curve of the form:
y2 =
∏
i∈I
ci(t),
where I is a finite, non-empty subset of N. Thus, our claim follows from the fact that
there exist exactly five curves in the above form which have infinitely many rational
points. Since deg cn(t) = 2
n−1 for every n, we have that:
deg bn(t) =
∑
d|n
2d−1µ(n/d).
Thus, as long as n ≥ 4, we have:
deg bn(t) ≥ 1
2
2n − ∑
d≤n−3
2d
 ≥ 1
2
(2n − 2n−2) ≥ 6.
Now take a curve CI : y
2 =
∏
i∈I ci(t), and let n := max{i ∈ I}. By Möbius
inversion, we have that ci(t) =
∏
j|i
bj(t) for every i ∈ I. Use this to write CI : y2 =
r(t) · bn(t), where r(t) =
∏
i∈I
i<n
∏
j|i
bj(t) ·
∏
d|n
d<n
bd(t). By Proposition 5.2 r(t) and bn(t)
are coprime. Thus, if we write r(t) · bn(t) as d(t)2 · s(t) where s(t) is separable, then
bn(t) | s(t) by Proposition 5.2 again. Clearly, rational points on CI are in bijection
with rational points on y2 = s(t). The latter is a smooth curve because s(t) is
separable, and as long as n ≥ 4 we have that deg s(t) ≥ 6. Therefore, its genus is at
least 2, and it has finitely many rational points by Faltings’ theorem.
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The above argument shows that if CI has infinitely many rational points, then n ≤
3. Now it is just a matter of checking finitely many curves. A brief computation with
Magma [2] shows that there are exactly six curves with genus at most 1, and exactly
five of them have infinitely many rational points. Specifically, they correspond to
the following subsets: {1}, {1, 2}, {2}, {1, 3}, and {2, 3} (the sixth one is the elliptic
curve y2 = c3(t), which has rank 0). 
From now on, we will denote by Gi the subgroup corresponding to the vector vi
of Proposition 5.3, for i ∈ {1, . . . , 5}. We will show in Sections 6 and 7 that the Gi’s
are pairwise non-isomorphic as topological groups.
We remark that by searching for rational points of small height with Magma [2]
we could not find any other curve with rational points with t-coordinate different
from 0,−1,−2. These values of t0 yield post-critically finite polynomials, whose
arboreal representation has infinite index in Ω∞ by Corollary 4.4. However, since
running an extensive search for rational points on curves of the form y2 =
∏
i∈I ci(t)
is beyond the scope of this paper, we do not want to conjecture that the five groups
of Proposition 5.3 are the only ones that can possibly appear.
Notice that among the five curves listed at the end of the proof of Proposition
5.3, the only ones with non-trivial integral points are C{1} and C{1,2}. In fact, a
conjecture of Hindes [10, Conjecture 1.5] implies, together with Theorems 4.9 and
4.12, that when restricting to integral specializations, the only index two subgroups
that can appear as images of the arboreal representation are G1 and G5 (see [9],[10]
for more on this topic). We will show that in fact there exist infinitely many integral
specializations of φ that yield G1, and that the same happens for G5 under Vojta’s
conjecture for Q (cf. Proposition 5.5 and Remark 5.13).
5.1. Explicit families for index two. In this section, we will show that if i ∈
{1, 2}, there exists infinitely many t0 ∈ Q such that Im(ρφt0 ) = Gi.
In [24] the author proved a conjecture of Cremona [4], by constructing an infinite
family of polynomials of the form x2+a ∈ Z[x] having surjective representation. His
proof makes use of the following idea, that we will describe in a more general form.
Let a ∈ Q and f = x2 + a ∈ Q[x]. Let {cn}n∈N be the adjusted post-critical orbit
of f . Now define
bn :=
∏
d|n
c
µ(n/d)
d ,
where µ is the Möbius function. Since by Möbius inversion one has cn =
∏
d|n
bd, it
follows that:
(11) dim〈c1, . . . , cn〉Q = dim〈b1, . . . , bn〉Q.
The key observation is now the following: if p is a prime such that vp(ci) > 0
for some i ∈ N, and i is the minimal index with this property, then vp(bi) > 0 and
vp(bj) = 0 for every j 6= i (cf. [24, Lemma 1.1]). It follows that if S ⊆ Z is a
set of primes, ZS is the localization of Z with respect to the multiplicative system
generated by S and a ∈ ZS , then the bi’s are relative coprime S-integers.
From now on, we will denote by S the set of primes p ∈ Z such that vp(c1) =
vp(−a) < 0. Notice that ci ∈ ZS for every i and consequently bi ∈ ZS for every i.
Write bi = bi/di where bi ∈ Z, di ∈ N and gcd(bi, di) = 1. Then we have that:
(12) dim〈b1, . . . , bn〉Q ≤ dim〈b1, . . . , bn〉Q.
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Notice that if for every p ∈ S one has that vp(c1) ≡ 0 mod 2, then obviously
dim〈b1, . . . , bn〉Q = dim〈b1, . . . , bn〉Q.
Let now g := |a|x2+sgn(a) ∈ ZS [x]. Let γ1 := 1 and γn+1 = g(γn) for every n ≥ 1.
Define, as above, βn :=
∏
d|n γ
µ(n/d)
d . Finally, for every n write γn = γn/rn and
βn = βn/en where γn, βn ∈ Z, rn, en ∈ N and gcd(γn, rn) = gcd(βn, en) = 1. The
next lemma allows us to establish a criterion to produce polynomials with arboreal
representations of index two.
Lemma 5.4. Assume that γ2 ∈ Z is a square. Suppose that for every n ≥ 2 there
exists mn ∈ ZS such that mn | γn + γn+1, gcd(mn, γn) = 1 and −1 is not a square
modulo mn. Then βn is not a square in Z for every n ≥ 3.
Proof. Let n ≥ 3, let n′ be the radical of n and set k := n/n′. Notice that an easy
induction proves the following claim:
(13) if u ∈ ZS is such that u | γk + γk+1, then u | γk + γk+ℓ for every ℓ ≥ 1.
First, let k > 1 and let mk | γk + γk+1 be as in the hypotheses; by (13) we have
that γk ≡ −γ2k mod mk, while one sees immediately that γtk ≡ γ2k mod mk for
every t ≥ 2. Notice that γ2k 6≡ 0 mod mk. Then we have that:
βn =
∏
d|n
γ
µ(n/d)
d =
∏
t|n′
γ
µ(n′/t)
kt ≡ (−1)µ(n
′)
∏
t|n′
(γ2k)
µ(n′/t) ≡ −1 mod mk.
Since −1 is not a square modulo mk, then βn cannot be a square in ZS . Moreover,
for every p ∈ S one has vp(βn) ≡ 0 mod 2, because n′ has an even number of divisors
and vp(γt) ≡ vp(γ2) mod 2 for every t ≥ 2. Therefore βn = βn/u2 for some u ∈ Z,
proving that βn is not a square in Z.
If k = 1 (i.e. n is squarefree), we need to treat separately even n’s and odd n’s.
Let r be the number of distinct prime factors of n.
Let n be odd. Let m2 be a divisor of γ2 + γ3 as in the hypotheses of the lemma.
Since m2 | γ2 + γt for all t ≥ 3, we get that:
βn =
∏
d|n
d6=1
γ
µ(n/d)
d ≡
∏
d|n
d6=1
(−γ2)µ(n/d) ≡ (−1)2r−1
∏
d|n
d6=1
(γ2)
µ(n/d) ≡ −γµ(n)2 mod m2.
For every p ∈ S one has that vp(βn) ≡ vp(γ2) mod 2. Thus, if t is the product of all
primes in S with vp(βn) ≡ 1 mod 2, we see that tβn ≡ −tγµ(n)2 mod m2. But now
tγ
µ(n)
2 is clearly a rational square, because γ2 is a square in Z and tβn =
βn
d2
for some
d ∈ N with (βn, d) = 1. It follows that βn is congruent to minus a square modulo
m2; hence it cannot be a square in Z.
Finally, let n 6= 2 be even, let p be the smallest odd prime dividing n and mp
a divisor of γp + γp+1 as in the hypotheses of the lemma. Again, we have that
mp | γp+γq, where q is any divisor of n different from 1, 2 and p. We then have that:
βn =
∏
d|n
d6=1
γ
µ(n/d)
d ≡ γ2γp
∏
d|n
d6=1,2,p
(−γp)µ(n/d) ≡ (−1)2r−3γ2(γp)−(2r−2) mod mp,
and the same argument of the odd case applies, proving that βn is not a square. 
The above lemma is useful in the following sense: since γn · |a| = cn for every n,
we have that |bn| = βn, and thus also |bn| = βn, for every n. If the hypotheses of the
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lemma are satisfied for some a ∈ Q, we clearly get that dim〈β3, . . . , βn〉Q = n − 2
and hence:
dim〈b3, . . . , bn〉Q = dim〈b3, . . . , bn〉Q = n− 2.
This is crucial to prove that the conditions of Theorem 4.9 are satisfied.
5.1.1. Polynomials with Im(ρf ) = G1. The specializations of φ whose arboreal rep-
resentation has image G1 must be of the form x2− (u2+1), with u ∈ Q, as one easily
sees by parametrizing rational points on the curve y2 = c1(t)c2(t).
Proposition 5.5. Let u ∈ 2Z \ {0} and let f = x2 − (u2 + 1). Then Im(ρf ) = G1.
Proof. By Theorem 4.9, we need to verify that dim〈c1, . . . , cn〉Q = n − 1 for every
n ≥ 2. Since ci > 0 for every i, b2 = u2 and b1 = 1+u2 /∈ (Q×)2, by (11) it is enough
to show that bn /∈ (Q×)2 for every n ≥ 3. To do this, we can simply show that the
hypothesis of Lemma 5.4 are satisfied. Here we have g = (u2+1)x2− 1, so of course
(γn, γn+1) = 1 for all n. It follows that any m dividing γn + γn+1 is coprime to γn.
Notice that γ2n ≡ 0 (mod 4) while γ2n+1 ≡ −1 mod 4, for all n ≥ 1. This shows
that for every fixed n ≥ 2 we can just choose mn := γn + γn+1 ≡ −1 mod 4. 
It follows immediately from the above proposition that if ψ = x2 − (1 + t2) ∈
Q(t)[x], then Im(ρψ) = G1.
5.1.2. Polynomials with Im(ρf ) = G2. The specializations of φ whose arboreal rep-
resentation has image G2 must be of the form x2 + 1
u2 − 1 , where u ∈ Q \ {±1} and
1/c1 = 1− u2 /∈ (Q×)2.
Proposition 5.6. Let u ∈ 2Z \ {0} and let f = x2 + 1
u2 − 1 . Then Im(ρf ) = G2.
Proof. Since c2 =
u2
(u2 − 1)2 ∈ (Q
×)2, Theorem 4.9 shows that we need to verify that,
for every n ≥ 2, one has dim〈c1, c˜2, c3, . . . , cn〉Q = n. Here c˜2 = 2(c1 +
√
c2) =
2
u− 1
by Proposition 4.7. Let us show that the hypothesis of Lemma 5.4 apply: here S is
the set of the prime divisors of u2 − 1 and we have that g = 1
u2 − 1x
2 + 1 ∈ ZS[x],
so γ2 =
u2
u2 − 1 and thus clearly γ2 = u
2 ∈ (Q×)2. Moreover, γ2n ≡ 0 mod 4 and
γ2n+1 ≡ −1 mod 4 for every n ≥ 1, and since u2 − 1 ≡ −1 mod 4, one verifies that
the numerator mn of γn + γn+1 is ≡ −1 mod 4 for n ≥ 2. It follows from Lemma
5.4 that |bi| /∈ (Q×)2 for every n ≥ 3, and thus dim〈|b3|, . . . , |bn|〉Q = n − 2. Since
b1 = −1 and none of the bi’s, with i ≥ 3, belongs to −(Q×)2, while b2 = −u2
then dim〈b1, b2, b3, . . . , bn〉Q = n − 1. Thus, dim〈c1, . . . , cn〉Q = n − 1 by (11) and
(12). It remains to show that for every n ≥ 1 we have that c˜2 /∈ 〈c1, . . . , cn〉Q. But
this is easy to check, because once we multiply c˜2 and each ci by the square of its
denominator, obtaining quantities that we denote by c˜′2 and c
′
i, respectively, we see
easily that c′2i ≡ 0 mod 4 while c′2i+1 ≡ 1 mod 4 for every i ≥ 0. On the other hand,
c˜′2 ≡ 2 mod 4, so it cannot belong to the space generated by the ci’s. 
Again, it follows immediately from the above proposition that if ψ = x2+
1
t2 − 1 ∈
Q(t)[x], then Im(ρψ) = G2.
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5.2. Vojta’s conjecture, primitive divisors, and index two specializations.
The goal of this section is to show that if i ∈ {3, 4, 5} and Vojta’s conjecture over Q
holds true, then there exist infinitely many t0 ∈ Q such that Im(ρφt0 ) = Gi. To do
this, we will borrow some ideas from [9], and combine them with our Theorem 4.9.
From now on, we denote by h : Q → R≥0 the absolute logarithmic height (cf. [23,
VIII.5]).
Let us start by recalling the following conjecture, which in degree at least 5 is a
consequence of Vojta’s conjecture (see for example [11] and [25, Conjecture 4]).
Conjecture 5.7. For all d ≥ 3 there exist constants C1 = C1(d) and C2 = C2(d)
so that for all f ∈ Q[x] of degree d with non-zero discriminant, if x, y ∈ Q satisfy
t2 = f(x), then
h(x) ≤ C1 · h(f) + C2,
where h(f) is the maximum among the logarithmic heights of the coefficients of f .
Let γ(t), c(t), r(t) ∈ Z[t] be such that deg(γ(t) − c(t)) 6= 0. We define ψ :=
(x − γ(t))2 + c(t) and g := x + r(t). For a ∈ Q, we will denote by ψa and ga the
specialized polynomials in Q[x]. It is shown in [9] that there exists a computable,
positive constant B1,ψ such that:
deg(c(t)− γ(t)) · h(a)−B1,ψ ≤ h(c(a) − γ(a)) for all a ∈ Q.
Lemma 5.8. [9, Lemma 1.1] Assume Vojta’s conjecture over Q and suppose that
a ∈ Q satisfies the following properties:
(1) ga ◦ ψa(γ(a)) · ga ◦ ψ(2)a (γ(a)) 6= 0;
(2) γ(a) is not preperiodic for ψa;
(3) deg(c(t) − γ(t)) · h(a) −B1,ψ > 0.
Then there exists a nψ > 0, not depending on a, such that for all n ≥ nψ there exists
an odd prime pn such that:
vpn(ga ◦ ψ(n)a (γ(a))) 6≡ 0 mod 2 and vpn(ga ◦ ψ(j)a (γ(a))) = 0 for all 1 ≤ j ≤ n− 1,
where vp is the usual p-adic valuation.
Proof. The proof is essentially that of [9]. For every n, one writes ga◦ψ(n−1)a (γ(a)) =
2en · dn · y2n, where en ∈ {0, 1} and dn is an odd, squarefree integer. For n ≥ 4, let
C(dn)a : Y
2 = 2en · dn · (X − c(a))(ga ◦ ψ(2)a (X)).
One checks easily that assumption (1) implies that C
(dn)
a is smooth (for example by
using [14, Lemma 2.6]), and that (ψn−3a (γ(a)), 2
en · dn · yn · (ψ(n−4)a (γ(a))− γ(a))) is
a rational point of C
(dn)
a ; Conjecture 5.7 implies the existence of absolute constants
κ1, κ2, κ3, such that:
h(ψn−3a (γ(a))) ≤ κ1 · h(dn) + κ2 · h(a) + κ3.
From this point on, the arguments of [9] apply verbatim, except for replacing n−1
with n− 3, which just yields a weaker bound on n at the end of the proof. 
Remark 5.9. Notice that the set of a ∈ Q not fulfilling the three conditions of
Lemma 5.8 is finite. In fact, first it is clear that every a with large enough height
satisfies (1) and (3). Moreover, it is a well-known fact that there exist only finitely
many post-critically finite polynomials of the form x2 + u, where u ∈ Z (see for
example [12]). On the other hand if γ(a) is preperiodic for ψa then 0 is preperiodic
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for x2+ c(a)−γ(a). Since by hypothesis deg(c(t)−γ(t)) > 0, clearly there exist only
finitely many a’s such that γ(a) is preperiodic for ψa.
We remark that in [9], Lemma 5.8 is stated with r = 0 and a ∈ Z.
Primes as the ones appearing in Lemma 5.8 are called primitive prime divisors.
Recall that a subset E ⊆ P1(Q) is called thin if it is contained in a finite union
of finite sets and sets of the form π(C(Q)), where C/Q is an irreducible algebraic
curve and π : C → P1 is a morphism of degree ≥ 2. Moreover, [21, Proposition 3.4.2]
shows that the complement of a thin set is infinite.
Theorem 5.10. Assume Vojta’s conjecture over Q, and let i ∈ {3, 4}. Then there
exists a thin, infinite set E ⊆ Q such that for every t0 ∈ E we have Im(ρφt0 ) = Gi.
Proof. As usual, let c1(t) = −t and cn(t) = cn−1(t)2 + c1(t) for every n ≥ 2, let
bn(t) =
∏
d|n cd(t)
µ(n/d) ∈ Q[t] and let n = nφ be the positive integer determined by
Lemma 5.8 (with g = x and ψ = φ).
First let i = 3. Let C{1,3} : y
2 = b3(t). One can check with Magma that C{1,3}
is an elliptic curve of rank 1. Let T{1,3} ⊆ Q be the infinite set of t-coordinates of
rational points on C{1,3}. Now we claim that for all t0 ∈ T{1,3}, except at most for
finitely many, we have that
dim〈c1(t0), . . . , cn(t0)〉Q = n− 1.
Notice that if this holds, then Lemma 5.8 and Remark 5.9 imply that for all t0 ∈ T{1,3}
but finitely many we have that dim〈c1(t0), . . . , cm(t0)〉Q = m − 1 for every m ≥ n,
and thus Im(ρφt0 ) = G3 by Theorem 4.9.
Values t0 ∈ T{1,3} such that dim〈c1(t0), . . . , cn(t0)〉Q(t) < n − 1 must satisfy, by
Corollary 4.10, the following relations:{
y21 = b3(t0)
y22 =
∏
i∈I ci(t0)
for some non-empty subset I ⊆ {1, . . . , n} such that I 6= {1, 3} and some y1, y2 ∈ Q.
Thus, they have to be t-coordinates of rational points on the curve y2 = b3(t) ·∏
i∈I ci(t). The proof of Proposition 5.3 shows that as long as max{i ∈ I} ≥ 4, such
curve has a finite number of points. It remains to check by hand the other cases.
If I ∈ {{1}, {2}, {3}}, then t0 must be the t-coordinate of a rational point on one
of the curves y2 = c3(t) or y
2 = c1(t)c2(t)c3(t), both of which have finitely many
rational points (the first one is an elliptic curve of rank 0, the second one has genus
2). The cases I = {1, 2} or {2, 3} both imply, up to multiplying the two equations,
factoring out squares and swapping y1 and y2 if necessary, that t0 is the t-coordinate
of a rational point on the curve: {
y21 = b2(t)
y22 = b3(t)
.
It is easy to check that the projection of such curve on the (y1, y2)-plane is the curve
y22 = y
6
1 + y
4
1 − 1, which is smooth and has genus 2, and consequently only finitely
many rational points.
Now let i = 4. Let C{2,3} : y
2 = b2(t)b3(t). Again, one can check with Magma
that this is an elliptic curve of rank 1. Let T{2,3} ⊆ Q be the infinite set of t-
coordinates of rational points on C{2,3}. The strategy is the same we used for i = 3:
one wants to prove that for all t0 ∈ T{2,3} except at most for finitely many we
have that dim〈c1(t0), c2(t0), c˜3(t0), c4(t0) . . . , cn(t0)〉Q = n, and then use Theorem
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4.9 and Lemma 5.8. Recall that by Example 4.8 here we have c˜3(t0) = 2(c1(t0) +
c1(t0)c2(t0) +
√
c2(t0)c3(t0)). One needs to pay extra attention to the following
fact: Lemma 5.8 only ensures that for m ≥ n there exists an odd prime pm such
that vpm(cm(t0)) ≡ 1 mod 2 and vpm(ci(t0)) = 0 for every i < m, but a priori it
is not clear that vpm (˜c3(t0)) = 0. However, this is easily settled: first set c˜
′
3(t0) =
2(c1(t0) + c1(t0)c2(t0)−
√
c2(t0)c3(t0)). The key observation is that:
c˜3(t0) · c˜3′(t0) = 4c1(t0)5 = −4t50 for every t0 ∈ T{2,3}.
This implies immediately that if p is an odd prime then:
vp(c˜3(t0)) < 0⇐⇒ vp(c˜3′(t0)) < 0⇐⇒ vp(c1(t0)) < 0
and
vp(c˜3(t0)) > 0⇐⇒ vp(c˜3′(t0)) > 0⇐⇒ vp(c1(t0)) > 0.
Thus, if m ≥ n and pm is a primitive prime divisor of cm(t0), then vpm(c˜3(t0)) = 0.
That said, it remains to prove that for all t0 ∈ T{2,3} except at most for finitely
many we have that dim〈c1(t0), c2(t0), c˜3(t0), c4(t0) . . . , cn(t0)〉Q = n. The same com-
putations we did for i = 3 show that there for all t0 ∈ T{2,3} but at most finitely
many we have dim〈c1(t0), c2(t0), c4(t0) . . . , cn(t0)〉Q = n − 1. To conclude the proof,
it is enough to show that for every finite (possibly empty) subset I of {1, 2, 4, . . . , n}
the curve defined by:{
y21 = b2(t)b3(t)
y22 =
∏
i∈I ci(t) · 2(c1(t) + c1(t)c2(t) + y1)
has finitely many rational points. By using Möbius inversion on
∏
i∈I ci(t) and
factoring out squares, we can reduce to the curve:{
y21 = b2(t)b3(t)
y22 = B(t) · 2(c1(t) + c1(t)c2(t) + y1)
,
where B(t) =
∏
i∈I′ bi(t) for some I
′ ⊆ {1, 2, 4, . . . , n}. Once we compute c1(t) +
c1(t)c2(t) = −t − t2 − t3 and we isolate y1 in the second equation, we see that the
projection of the above curve on the (t, y2)-plane is the curve C given by h(t, y2) = 0,
where:
h(t, y2) := (y
2
2 + 2(t+ t
2 + t3)B(t))2 − 4b2(t)b3(t)B(t)2.
The curve C is a cover of the genus 1 curve C ′ : y2 = 4b2(t)b3(t)B(t)
2. It is easy to
see that such cover is ramified over (−1, 0) ∈ C ′(Q). Hence, Riemann-Hurwitz genus
formula shows immediately that C has genus ≥ 2, and Faltings’ theorem allows us
to conclude. 
Finally, we shall consider G5. We first need the following preliminary lemma.
Lemma 5.11. Let u ∈ Q× and f = x2−u2. Let {ci}i∈N be the adjusted post-critical
orbit of f . Let a ∈ Z be a squarefree integer such that a ∈ 〈c1−u, c2+u, . . . , cn+u〉Q∩
〈c1 + u, c2 − u, . . . , cn − u〉Q and let p be a prime such that p | a. Then vp(2c1) 6= 0.
Proof. Let c+1 := c1 − u and c+i := ci + u for i ∈ {2, . . . , n} and symmetrically let
c
−
1 := c1 + u and c
−
j := cj − u for j ∈ {2, . . . , n}. The construction of p implies
the existence of indexes i, j such that vp(c
+
i ), vp(c
−
j ) 6= 0. Notice that, for any
k ∈ {1, . . . , n}, if q is a prime then vq(c±k ) < 0 if and only if vq(u) < 0, so that in
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particular vq(c1) 6= 0. Therefore, if a, p are as in the statement, we can assume that
vp(c
+
i ), vp(c
−
j ) > 0 for some i, j ∈ {1, . . . , n}.
Thus in order to prove the lemma it is enough to prove the following more general
claim:
if there exists a prime q and indexes i, j such that vq(c
+
i ), vq(c
−
j ) > 0, then
vq(2c1) > 0.
Assume without loss of generality that i ≤ j and i, j are minimal with the above
property. Notice that for every k ≥ 1 we have that c+k · c−k = ck+1. It follows that
vq(ci+1), vq(cj+1) > 0. By the minimality of i, j we have that vq(ck) = 0 for every
k < i + 1 and thus i + 1 | j + 1 (cf. [24, Lemma 1.1]). Let k ≥ 1 be such that
j + 1 = k(i+ 1), and rewrite the relation as j = i+ (k − 1)(i+1). Now it is enough
to show that for every t ≥ 0 one has vq(c+i+t(i+1)) > 0, because this implies that
vq(c
+
j ) > 0, and thus vq(c
−
j − c+j ) = vq(2u) > 0, so in particular vq(2c1) > 0. One
proves this by an easy induction, having a little extra care for the case i = 1. For
t = 0 there is nothing to prove. Suppose the claim is true for t − 1. If i > 1, we
have the following (all terms live in Z localized at the set of primes at which u has
negative valuation, and the congruence is taken modulo q):
c
+
i+t(i+1) = ci+t(i+1) + u = f
((t−1)(i+1)+i+1)(ci) + u ≡ f ((t−1)(i+1)+i+1)(±u) + u.
Now when i = 1 and t = 1, the right hand side of the congruence above is −c+1 , which
is 0 modulo q by assumption. In every other case, it coincides with ci+(t−1)(i+1)+u =
c
+
i+(t−1)(i+1), which is 0 modulo q by the inductive hypothesis. 
Theorem 5.12. Assume Vojta’s conjecture over Q and let ψ := x2 − t2 ∈ Q(t)[x].
Then there exists a thin set E ⊆ Q such that for every t0 ∈ Q\E we have Im(ρψt0 ) =G5.
Proof. Let us start by noticing that Im(ρψ) = G5. In fact, since the arboreal rep-
resentation of φ = x2 − t has image Ω∞, then so does the one of x2 − t2 seen as a
polynomial with coefficients in Q(t2). It follows that Im(ρψ) is an index two subgroup
of Ω∞ which is contained in G5, and so it actually coincides with it. By Theorem
4.12 we therefore have that for every m ∈ N:
(14) dim〈c1(t)± t, . . . , cm(t)± t〉Q(t) = 2m.
Now let g1 = x+ t and g2 = x− t. Let n1 and n2 be the positive integers determined
by Lemma 5.8 for g1 ◦ψ and g2 ◦ψ, let F1 and F2 be the finite sets of exceptions (cf.
Remark 5.9) and let n := max{n1, n2}. The set of t0 ∈ Q such that
dim〈c1(t0)± t0, . . . , cn(t0)± t0〉Q < 2n
coincides with the set of t0’s that appear as t-coordinate of at least a curve of the
form y2 =
∏n
i=1(ci(t) − t)ei(ci(t) + t)fi , where ei, fi ∈ {0, 1} are not all 0. On the
other hand these curves are all irreducible because of (14). Let E be the subset of
all t0 ∈ Q such that at least one of the aforementioned curves has a rational point
with t-coordinate t0. Notice that E is a thin set by definition.
Now let t0 ∈ Q \ (E ∪ F1 ∪ F2). From now on, for every r ∈ N, let us set V +r :=
〈c1(t0)−t0, c2(t0)+t0, . . . , cr(t0)+t0〉Q and V −r := 〈c1(t0)+t0, c2(t0)−t0, . . . , cr(t0)−
t0〉Q. Let m ≥ n. Clearly, dimV +m = dimV −m = m, because since a /∈ F1 ∪ F2 then
for every n′ ≥ n there exists a primitive prime divisor of cn′(t0) + t0 = g1(ψn′−1(0))
(resp. cn′(t0)− t0 = g2(ψn′−1(0))). To conclude the proof it is enough, by Theorem
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4.12, to show that if b ∈ V +m ∩ V −m , where b is a squarefree integer, then b = 1. This
is done by an easy induction. For m = n, the claim is true by construction. Let it
be true for m − 1 and pick b as above. Since V +m−1 ∩ V −m−1 = {1}, it follows that,
wlog, |b| = |(cm(t0)+ t0) · (c1(t0)− t0)r1
∏m−1
i=2 (ci(t0)+ t0)
ri ·d2|, where ri ∈ {0, 1} for
all i, d ∈ Q× and | · | denotes the standard absolute value. Now let p be a primitive
prime divisor of cm(t0) + t0. Then clearly vp(b) ≡ 1 mod 2, and since b ∈ V −m as
well, by Lemma 5.11 we must have that vp(2c1(t0)) 6= 0. Since p is odd, it must be
vp(c1(t0)) = vp(t
2
0) 6= 0, so that in particular vp(t0) 6= 0. But c1(t0) + t0 = t0(t0 + 1)
and therefore vp(c1(t0) + t0) 6= 0, contradicting the primitivity of p. 
Remark 5.13. Notice if E ⊆ Q is thin, then there are infinitely many integers
outside of E (see for example [21, Theorem 3.4.4]). Thus, the above theorem shows
that, under Vojta’s conjecture, there exist infinitely many integral specializations t0
of t yielding G5 as image of ρψt0 .
6. The descending central series of Ma
The goal of the present section and the next one is to show that any two distinct
closed subgroups of Ω∞ of index at most two are non-isomorphic as topological
groups. This requires a deep and delicate analysis of the descending central series
of such subgroups, which will be carried on in this section. The next one will be
devoted to show how to use this information in order to deduce the theorem.
Let a be in F
(Z≥0)
2 and i a positive integer. Recall that if G is a profinite group, we
define G(i) as the i-th element of the descending central series of G, which is defined
as follows. We put G(0) = G. Next for i a positive integer we put G(i+1) to be the
closure of the group [G,G(i)]. 7
Thanks to Theorem 3.2, for each a in F
(Z≥0)
2 we have in particular an explicit
description of M
(1)
a . In this Section we shall generalize this to an explicit description
ofM
(i)
a for every i ≥ 1. We do this in two steps. Firstly we obtain, such a description
for Ω∞, i.e. a = 0. Secondly we use this to obtain such a description for Ma.
6.1. The descending central series of Ω∞. Our first goal is to reduce the study
of Ω
(•)
∞ to the study of F
LN
2 as a F2[ΩN ]-module for each positive integer N . We
denote by IΩN the augmentation ideal in F2[ΩN ]. Recall the digital representation
σ = (σN )N∈Z≥1 introduced in Definition 3.1.
Proposition 6.1. Let i be a positive integer. Then:
{(σN )N∈Z≥0 : σN ∈ IiΩN · FLN2 for each N ∈ Z≥0} = Ω(i)∞ .
Proof. It is clearly enough to show that if G is a group and A is a Z[G]-module then
for each i ∈ Z≥0 we have that:
(A⋊G)(i) = IiG ·A⋊G(i).
This claim is certainly true for i = 0. Observe that if a ∈ A, g ∈ G, then (a, g)−1 =
(−g−1a, g−1). Therefore
[(a1, g1), (a2, g2)] = (a1, g1)(a2, g2)(−g−11 a1, g−11 )(−g−12 a2, g−12 ) =
((1− g1g2g−11 )a1 + g1(1− g2g−11 g−12 )a2, [g1, g2]).
7Our indexing is shifted by 1 with respect to the common use in group theory. This will be
slightly advantageous in some of the formula.
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So if our claim holds for i, it then follows that (A⋊G)(i+1) ⊆ Ii+1G ·A⋊G(i+1), since
(1−g1g2g−11 ), g1(1−g2g−11 g−12 ) ∈ IG. We next observe that 0⋊G(i+1) ⊆ (A⋊G)(i+1).
Furthermore we know that IiG · A ⋊ {id} ⊆ (A ⋊ G)(i) thanks to the inductive
assumption. So that we have that
[{0} ⋊G, IiG ·A⋊ {id}] = Ii+1G ·A⋊ {id} ⊆ (A⋊G)(i+1).
Hence we have both {0} ⋊ G(i+1) ⊆ (A ⋊ G)(i+1) and that Ii+1G · A ⋊ {id}, so we
altogether conclude that (A⋊G)(i+1) ⊇ Ii+1G ·A⋊G(i+1). Having both inclusion we
have shown the desired equality, and the conclusion follows. 
Thanks to Proposition 6.1 we are reduced to examine the filtration
FLN2 ⊇ IΩN · FLN2 ⊇ I2ΩN · FLN2 ⊇ . . . ⊇ I2
N−1
ΩN
· FLN2 ⊇ I2
N
ΩN
· FLN2 = 0.
for each N in Z≥0. Notice that the last term is 0 because if p is a prime number
and G is a finite p-group acting on a finite dimensional Fp-vector space, then the
augmentation ideal in Fp[G] is nilpotent, and dimF2 F
LN
2 = 2
N . To study the above
filtration, the following proves to be crucial. Observe that for a positive integer N
we have two natural maps of F2[ΩN ]-modules
8
sN : F
LN−1
2 → FLN2
and
fN : F
LN
2 → FLN−12 ,
defined as follows. The map sN sends each vertex of LN−1 into the sum of his two
neighbors in LN . The map fN sends each vertex of LN into its neighbor in LN−1.
This assignment uniquely extends to an F2 linear map, which is clearly ΩN -linear
from the way it is defined.
Proposition 6.2. Let N be a positive integer. The maps sN , fN induce an exact
sequence of F2[ΩN ]-modules
0→ FLN−12 → FLN2 → FLN−12 → 0.
Furthermore sN (F
LN−1
2 ) = I
2N−1
ΩN
· FLN2 .
Proof. Checking the exactness of the sequence is elementary; we shall prove the
second part of the statement.
As we observed above, I2
N−1
ΩN−1
must kill F
LN−1
2 because dimF2(F
LN−1
2 ) = 2
N−1 and
the augmentation ideal is nilpotent. This already implies sN (F
LN−1
2 ) ⊇ I2
N−1
ΩN
·FLN2 by
the exactness of the sequence. On the other hand we have that a basis of sN (F
LN−1
2 )
is given by the set
{xw + yw}
w∈F
LN−1
2
⊆ FLN2 .
Recall that ΩN is the 2-Sylow of Sym(LN ). As such it is equipped with at least one
cycle ρ of order 2N . One has that ρ2
N−1
must act trivially on LN−1 and hence, since ρ
preserves T∞, on the collection of 2-sets {xw, yw}
w∈F
LN−1
2
. On the other hand, since
the order of ρ is precisely the size of LN , it puts all the elements of LN in one orbit.
Therefore each point in LN has trivial stabilizer under the action of ρ, it follows
8Here F
LN−1
2 is considered as a F2[ΩN ] via the natural projection ΩN ։ ΩN−1.
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that ρ2
N−1
cannot have fixed points, therefore it must be that ρ2
N−1
(xw) = yw and
ρ2
N−1
(yw) = xw for each w ∈ LN−1. Therefore
xw + yw = (ρ2
N−1
+ Id)(xw) = (ρ+ Id)2
N−1
(xw),
which gives precisely the desired conclusion, since ρ+ Id ∈ IΩN . 
Thanks to Proposition 6.2 we see that essentially the filtration I•ΩN · F
LN
2 consists
in repeating two times the filtration I•ΩN−1 ·F
LN−1
2 . This puts the basis for a recursive
description of I•ΩN ·F
LN
2 : to describe I
i
ΩN
·FLN2 we first see whether i > 2N−1 or not.
In the first case we can one has that IiΩN ·F
LN
2 = sN (I
i−2N−1
ΩN−1
·FLN−12 ). In the second
case, again by Proposition 6.2, we have that:
f−1N (I
i
ΩN−1 ·F
LN−1
2 ) = f
−1
N
(
IiΩN ·
(
FLN2
sN (F
LN−1
2 )
))
= f−1N
(
IiΩN · F
LN
2
I2
N−1
ΩN
· FLN2
)
= IiΩN ·FLN2 .
Next, we iterate. It is already clear from this sketch that the resulting criterion
will depend in a natural manner on the base 2-expansion of i. The upshot of this is
formalized in Proposition 6.4, which, in order to be stated, requires some preliminary
definitions that we next set up.
Let i be in {0, . . . , 2N − 1}. Denote by Ai the unique subset of {1, . . . , N} such
that
i =
∑
k∈Ai
2N−k.
Let k be an element of Ai. Let f be a function from {j ∈ Ai : j ≤ k} to {x, y}.
Fix w′ a word in LN−k. Denote by Di,k,f (w′) the subset of LN consisting of words
w ∈ LN satisfying the following two properties:
• w = w”w′ for some w” ∈ Lk;
• for each j ∈ Ai with j ≤ k, w = w∗f(j)w∗∗ with w∗ ∈ Lj−1.
Definition 6.3. The subspace Vi(N) ⊆ FLN2 is defined as the set of all (εv)v∈LN ∈
FLN2 such that for every k ∈ Ai, for all f, f ′ : {j ∈ Ai, j ≤ k} → {x, y} and for every
w ∈ Ln−k we have: ∑
w1∈Di,k,f (w)
εw1 =
∑
w2∈Di,k,f ′(w)
εw2 .
Definition 6.3 might look intricate, so we shall explain informally what it is saying.
We ask that however we pick a digit k of i, in base 2-expansion, and however we
freeze the right ending word to be a fixed word w′ in LN−k then the following is true:
however we freeze the positions corresponding to the digits of i up to k from the left,
i.e. we choose a function f as above, then the sum over the digit with final pattern
w′ and with freezing function f , is independent of f .
Next we introduce the linear function:
ψi(N) : Vi(N)→ F2,
defined as follows. Fix any pair of functions f, f ′ : Ai → {x, y}. Then it is clear
by the definition of Vi(N) (and even more so by the subsequent explanation of the
definition) that if (εv)v∈LN is in Vi(N) then∑
v∈LN : v has f(k) in position k for each k in Ai
εv =
∑
v′∈LN :v
′ has f ′(k) in position k for each k in Ai
εv′ .
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Here having f(k) in position k means that v = v∗f(k)v∗∗ for some v∗ in Lk−1. We
define ψi(N) to be the value of this sum for any choice of f : Ai → {x, y}, the result
being independent on the choice, as just explained. Observe that if we keep track of
the dependency on f , then we obtain a well-defined functional
ψi(N, f) : F
LN
2 → F2,
for each f : Ai → {x, y}, defined by the formula
ψn(N, f)((εv)v∈LN ) =
∑
v∈LN :v has f(k) in position k for each k in Ai
εv,
for all (εv)v∈LN in F
LN
2 .
Now we can give an explicit description of IiΩN−1 · F
LN
2 . For convenience we put
Vi(N) = 0 and ψi = 0 when i ≥ 2N .
Proposition 6.4. For every i ∈ {0, . . . , 2N − 1} we have that
Vi(N) = I
i
ΩN · FLN2 ,
and
ker(ψi(N)) = I
i+1
ΩN
· FLN2 .
Consequently, dim IiΩN · F
LN
2 = 2
N − i if i < 2N , and is 0 otherwise.
Proof. This follows from repeatedly applying Proposition 6.2 precisely in the way
explained right after Proposition 6.2: by doing so, one is lead precisely to Definition
6.3. 
Therefore combining Proposition 6.1 and Proposition 6.4 we obtain the following
corollary.
Corollary 6.5. Let i be a nonnegative integer. We have that
Ω(i)∞ = {(σN )N∈Z≥0 : σN ∈ Vi(N) ∀N ≥ 0}.
The next step towards the description of the descending central series of index two
subgroups of Ω∞ is an additional piece of knowledge of the F2[ΩN ]-module structure
of FLN2 for N ∈ Z≥0. It follows from Proposition 6.4 that
IiΩN
·F
LN
2
Ii+1ΩN
F
LN
2
is an F2-vector
space of dimension at most 1 for every i ∈ Z≥0. Notice that the dimension is exactly
1 if i < 2N . Observe that we have a natural bilinear pairing
IΩN
I2ΩN
× I
i
ΩN
· FLN2
Ii+1ΩN · F
LN
2
→ I
i+1
ΩN
· FLN2
Ii+2ΩN · F
LN
2
,
which provides us with a linear map
χ(i,N) :
IΩN
I2ΩN
→ HomF2
(
IiΩN · F
LN
2
Ii+1ΩN · F
LN
2
,
Ii+1ΩN · F
LN
2
Ii+2ΩN · F
LN
2
)
.
Notice also that we have a natural surjective homomorphism:
Ω∞ ։
IΩN
I2ΩN
σ 7→ 1 + σN
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where σN is the image of σ via the natural projection Ω∞ ։ ΩN . This provides us
with a character
χ(i,N) : Ω∞ → HomF2
(
IiΩN · F
LN
2
Ii+1ΩN F
LN
2
,
Ii+1ΩN · F
LN
2
Ii+2ΩN F
LN
2
)
.
We use the same notation, χ(i,N), at no risk of ambiguity.
Definition 6.6. The map χ(i,N) is called the transition character at stage i and
level N .
Let us prove now the fundamental property of χ(i,N): at level N it decides which
operators move the i-th term of the augmentation filtration into precisely the i+1-th.
Proposition 6.7. Let σ be in Ω∞ and i,N be in Z≥0 with i < 2
N − 2. Then the
following are equivalent.
(1) We have that χ(i,N)(σ) 6= 0.
(2) For every v ∈ Vi(N) \ Vi+1(N) we have that (1+ σ) · v ∈ Vi+1(N) \ Vi+2(N).
Proof. Follows immediately by the definition of χ(i,N) and Proposition 6.4. 
We next provide an explicit formula for the transition characters. In this formula
we shall implicitly identify any two groups of size 2 in the unique possible way. For
a positive integer h we denote by v2(h) the 2-adic valuation of h, i.e. the largest
nonnegative integer k such that 2k divides h.
Proposition 6.8. Let i,N be in Z≥0 with i < 2
N − 2. Then we have that
χ(i,N) = φv2(i+1).
Proof. The same logic used below Proposition 6.2 shows that χ(i,N) depends only
on the 2-adic valuation v2(i+1). Therefore we need to calculate it only at i = 2
M−1
for each M ∈ Z≥0 with M < N . Furthermore it is clear that χ(2M − 1, N) is in
the span of {φh}0≤h≤M . A straightforward calculation shows that for every h ∈ Z≥0
with h < M we have that (1 + σxh)V2M−1(N) ⊆ V2M+1(N). Therefore the only
possibility is that χ(2M − 1, N) = φM , which yields the desired conclusion. 
Observe that Proposition 6.8 is reflected in the proof of Proposition 6.2, where we
have seen that for each maximal cycle ρ, the powers of 1+ ρ move every term of the
filtration precisely one step forward: a maximal cycle in ΩN is precisely an element
ρ such that φi(ρ) = 1 for all i ≤ N − 1. We now derive the following important
conclusion.
Proposition 6.9. Let G be a closed subgroup of Ω∞ and suppose that for every i in
Z≥0 we have that φi(G) 6= {0}. Then for every i,N in Z≥0 we have that
IiG · FLN2 = IiΩN · FLN2 .
Proof. Observe that the statement holds trivially for N = 0, so in what follows
we can assume N ∈ Z≥1. Next observe that the inclusion IiG · FLN2 ⊆ IiΩN · F
LN
2
trivially holds for any subgroup G of Ω∞. Therefore it is enough to show that
I2
N−1
G · FLN2 6= {0}. Indeed this will certainly imply that for all 0 ≤ i ≤ 2N − 1
we have dimF2
(
IiG·F
LN
2
Ii+1
G
·F
LN
2
)
≥ 1, which therefore forces dimF2
(
IiG·F
LN
2
Ii+1
G
·F
LN
2
)
= 1 for all
such i’s, due to the fact that dimF2(F
LN
2 ) = 2
N . This together with the containment
IiG ·FLN2 ⊆ IiΩN · F
LN
2 forces the equality I
i
G ·FLN2 = IiΩN ·F
LN
2 . Therefore this proves
32 A. FERRAGUTI, C. PAGANO, AND D. CASAZZA
our claim that we need only to check that I2
N−1
G · FLN2 6= {0}. To do so, we simply
observe that for all 0 ≤ h ≤ 2N − 2, there exists gh ∈ G such that φv2(h+1)(gh) 6= 0:
this follows at once from the assumption that φk(G) 6= {0} for every k in Z≥0. Hence
thanks to Propositions 6.7 and 6.8 we deduce that
(1 + g2N−2) . . . (1 + g0) · FLN2 6= {0}.
The conclusion follows at once since (1 + g2N−2) . . . (1 + g0) ∈ I2
N−1
G . 
Before moving on, we show that Proposition 6.9 offers a completely group-theoretic
proof of the well known fact that a quadratic polynomial is stable if its adjusted-post
critical orbit contains no squares (cf. [15, Theorem 2.2]). Let F and f(x) be as at
the beginning of Section 4.
Corollary 6.10. Suppose that cn is not in F
×2 for every n ∈ Z≥0. Then f (n) is
irreducible for every n ∈ Z≥0.
Proof. On the one hand the conclusion is equivalent to the fact that however we
identify T∞(f) and T∞ via an element ι ∈ Isomgraph(T∞(f), T∞), we have that
G := Im(ι ◦ ρf ) acts transitively on Ln for every n ∈ Z≥0. On the other hand since
FLn2 is a permutation G-module we have that dimF2(F
Ln
2 ) − dimF2(IG · FLn2 ) equals
precisely the number ofG-orbits in Ln. But thanks to Proposition 6.9 we in particular
have that IG · FLn2 = IΩ∞ · FLn2 . Therefore 1 = dimF2(FLn2 ) − dimF2(IΩ∞ · FLn2 ) =
dimF2(F
Ln
2 ) − dimF2(IG · FLn2 ) = |G-orbits in Ln|. Hence G acts transitively on Ln
for each n ∈ Z≥0. Therefore the polynomials f (n)(x) are all irreducible. 
We next observe that taking commutators induces for each i in Z≥0 a continuous
bilinear pairing
βi : Ω
ab
∞ ×
Ω
(i)
∞
Ω
(i+1)
∞
→ Ω
(i+1)
∞
Ω
(i+2)
∞
,
yielding a surjective homomorphism 9
βi : Ω
ab
∞ ⊗Z
Ω
(i)
∞
Ω
(i+1)
∞
։
Ω
(i+1)
∞
Ω
(i+2)
∞
.
In Proposition 6.5 we have seen that for each i in Z≥0 the digital representation of
Ω∞ induces an identification of topological groups
Ω
(i)
∞
Ω
(i+1)
∞
=
∏
N∈Z≥0
Vi(N)
Vi+1(N)
.
Hence we have that βi induces a continuous pairing
βi :
∏
N1∈Z≥0
V0(N1)
V1(N1)
×
∏
N2∈Z≥0
Vi(N2)
Vi+1(N2)
→
∏
N3∈Z≥0
Vi(N3)
Vi+1(N3)
.
9The tensor product in what follows is as abstract groups. Therefore one should pay caution
that the claimed surjectivity does not automatically hold for a general topological group, while it
is clear that the image must be always dense. We remark that it is very easy to see, for instance
as a consequence of Proposition 6.11 that the map is instead surjective for Ω∞. However we also
remark that dense image would have been enough for all that follows.
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Recall that for i ≥ 2N2 , the space Vi(N2)Vi+1(N2) equals 0 while, for i ≤ 2N2 , the space
Vi(N2)
Vi+1(N2)
can be identified in precisely one way to F2. Hence we have that βi induces
a continuous pairing
βi :
∏
N1∈Z≥0
F2 ×
∏
N2∈Z>log2(i)
F2 →
∏
N3∈Z>log2(i+1)
F2.
In particular, as long as i+ 1 is not a power of 2, we have that the index set where
N2 and N3 are running coincides. When i+ 1 is a power of 2, the index set of N3 is
obtained shifting the index set of N2 by +1. The following proposition provides an
explicit formula for the map βi, for each i in Z≥0. For a word w ∈ T∞, we denote
by Tw the tree T∞ · w.
Proposition 6.11. Let z := ((xN1)N1∈Z≥0 , (yN2)N2∈Z>log2(i)). The following hold.
(1) Let i be a non-negative integer with i+ 1 not a power of 2. Then:
βi(z) = xv2(i+1) · (yN2)N2∈Z>log2(i) .
(2) Let i be a non-negative integer with i+ 1 a power of 2. Then:
βi(z) = xv2(i+1) · (yN2)N2∈Z>v2(i+1) + yv2(i+1) · (xN1)N1∈Z>v2(i+1) .
Proof. In either case, thanks to the fact that the pairing is bilinear and continuous,
it is enough to check the desired conclusion for β(eN , eM ) as eN , eM varies along the
vectors of the standard basis, i.e. the ones with precisely one entry equal to 1 and
all the others equal to 0. Moreover, we see by Proposition 6.8 that if N 6= v2(i+ 1)
and N ≤ M , then βi(eN , eM ) = 0. We also have that βi(ev2(i+1), ev2(i+1)) = 0,
since both entries can be lifted with involutions in F
Lv2(i+1)
2 , which are therefore
commuting. In turn all this implies that βi(ev2(i+1), eM ) = 1 for all M > v2(i + 1):
otherwise the pairing would be 0 (since the spaces βi(eN , Vi(M)) are generating
Vi+1(M) by Proposition 6.4) and the space Vi+1(M) would be trivial which, for
M > v2(i + 1), would contradict Proposition 6.4. We remark that, despite logically
redundant at this stage of the proof, it would also be possible to verify directly that
βi(ev2(i+1), eM ) = 1. Hence we have verified both (1) and (2) as long as N ≤M . We
next focus on the case that N > M . We distinguish the two cases of the statement.
In case (1) we see, by the description of Vi(M), that eM can always be lifted by
an element σ, preserving the tree TxM and acting there as the identity. On the other
hand eN can be obviously lifted with σxN . By construction [σxN , σ] = id, which in
particular implies that βi(eN , eM ) = 0. With this, case (1) is proved.
In case (2), the logic used in case (1) can be recycled as long as M 6= v2(i + 1):
this is the only case where such an M cannot be found, since every lift of eM will act
non trivially on each of the trees Tw with w ∈ LM . In fact in this case we can take
the lift σ :=
∏
w∈LM
σw and a direct calculation gives that [σxN , σ] gives a generator
of Vi+1(N)Vi+2(N) , as long N > M . This proves that βi(eN , ev2(i+1)) = 1 for N > v2(i + 1)
and concludes the proof of case (2) as well. 
To end this subsection, we shall provide an analogue of Proposition 6.9 for the
subgroups G ⊆ Ω∞ such that φN (G) = 0 for some N ≥ 0. This is equivalent to
being contained in MeN , where eN is the vector with eN = 1 and eM = 0 for every
M 6= N .
Definition 6.12. We call extremal a vector a in F
(Z≥0)
2 belonging to the canonical
basis. We call a non-extremal if it is not extremal.
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For a real number x such that x 6∈ 12Z \Z, we denote by [x] the unique element of
Z that is closest to x.
Proposition 6.13. Let N, k be in Z≥0. Then for all i in Z≥0 we have that
IiMeN
· FLk2 = I
i+
[
i
2N+1−1
]
Ω∞
· FLk2 .
Proof. For a group G ≤ Ωk, to give the augmentation filtration {IjG ·FLk2 }j∈Z≥0 , with
respect to the action on FLk2 , is tantamount to give the weight map
wG : F
Lk
2 → Z≥0,
defined by the formula wG(x) := max{j ∈ Z≥0 : x ∈ IjG · FLk2 }, for every x ∈ FLk2
(observe that the maximum is attained since it cannot be more than 2k). Our proof
will proceed by calculating the weight map wMeN as a function of wΩ∞ . Indeed
observe that the conclusion is equivalent to the following identity:
wMeN (x) = wΩ∞(x)−#{j ≤ wΩ∞(x) : v2(j) = N}, for all x ∈ F
Lk
2 .
Firstly observe that wMeN (x) ≤ wΩ∞(x)−#{j ≤ wΩ∞(x) : v2(j) = N}, as an im-
mediate consequence of Proposition 6.8: indeed in every block [(2N+1−1)k, (2N+1−
1)k + 2N ] we have to jump at least one time of at least one index when we are suc-
cessively multiplying via elements of IMeN . We need to show the converse inequality.
To do so, firstly observe that whenever j is such that v2(j+1) 6= N , then there exists
σ ∈MeN with (σ− Id)(Vj(k)−Vj+1(k)) ⊆ Vj+1(k)−Vj+2(k), thanks to Proposition
6.8. Next we prove that when j is at least 1 and such that v2(j + 1) = N , then at
least there exists σ ∈MeN such that (σ− Id)(Vj−1(k)− Vj(k)) ⊆ Vj+1(k)− Vj+2(k).
This has the converse inequality as immediate consequence, hence once we show this,
then we have the desired equality. Consider
Vj−1(k)
Vj+2(k)
as an Ω∞-module. We claim that
Ω∞ surjects on the 2-Sylow of Aut
(
Vj−1(k)
Vj+2(k)
)
induced by the flag
Vj−1(k)
Vj+2(k)
⊆ Vj(k)Vj+2(k) ⊆
Vj+1(k)
Vj+2(k)
, i.e. a group isomorphic to N3(F2), the diehdral group with 8 elements. In-
deed observe that a cycle ρ of maximal lenght of Ω∞ (i.e. an element not contained
in any of the extremal subgroups Meh) maps into an element of order 4 with this
map: thanks to Proposition 6.8 we have that (ρ − Id)2 = ρ2 − Id does not kill the
module, hence the order of ρ is 4. Therefore if the image of Ω∞ is not the whole
N3(F2), we get that it must be the unique cyclic subgroup of order 4: but we have
seen that Ω∞ does not admit continuous characters onto Z/4Z since its abelianiza-
tion is isomorphic to F
Z≥0
2 . Next, if an element as the desired σ ∈ MeN would not
exist, then we have that MeN , already acting trivially on
Vj(k)
Vj+2(k)
thanks to Proposi-
tion 6.8, would have image of size 2 in N3(F2). Hence the image of Ω∞ would have
size at most equal to 4, which we have already excluded. Hence we have the desired
inclusion and so the desired equality. 
6.2. The descending central series for general Ma. In this section we focus on
extending Proposition 6.4 to any M ⊆ Ω∞, closed subgroup of index at most 2.
As we shall see, the description for extremal a’s is slightly different from the de-
scription for non-extremal a’s: the reason for this difference is that the characters
corresponding to extremal vectors are also precisely those characters arising as transi-
tion characters, as shown in Proposition 6.8. This fact causes a jump in the filtration
in the extremal case. We will make this precise in Proposition 6.15, part (3). For
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every a ∈ F(Z≥0)2 and every non-negative integer i, we denote by Ω(i),a∞ the index 2
subgroup of Ω
(i)
∞ defined as follows:
Ω(i),a∞ :=
(σN )N∈Z≥0 : σN ∈ Vi(N),∀N ∈ Z≥0 and ∑
N∈Z≥0
ai1σN /∈Vi+1(N) = 0
 ,
where 1σN /∈Vi+1(N) = 1 if σN /∈ Vi+1(N) and 0 otherwise.
Proposition 6.14. Let a be a non-extremal element of F
(Z≥0)
2 . Let N be the largest
element of Z≥0 such that aN = 1. Then the following two holds.
(1) For each i in Z≥0 with i < 2
N we have that
Ω(i)∞ )M
(i)
a ) Ω
(i+1)
∞ ,
with [Ω
(i)
∞ : M
(i)
a ] = 2.
(2) For each i in Z≥0 with i < 2
N we have that
M (i)a = Ω
(i),a
∞ .
(3) For each integer i with i ≥ 2N we have that M (i)a = Ω(i)∞ .
Proof. We proceed by induction on i. For i = 0 the statement is a triviality. Let
now i be in Z≥1 and suppose that the statement holds for i− 1. We distinguish the
cases i < 2N and i ≥ 2N . Suppose, firstly, that i < 2N . Recall that
Ω
(i)
∞
M
(i)
a
= ker
(
M
(i−1)
a
M
(i)
a
→ Ω
(i−1)
∞
Ω
(i)
∞
)
.
We take now advantage of this by showing that the right hand side has size at most
2, and therefore so does the left hand side. To see this, we argue as follows. Firstly
observe that Ma splits as the semi-direct product of Im(Ma → ΩN) ⋉ ker(Ω∞ →
ΩN+1). Using the same logic of the proof of Proposition 6.1 and the fact that a is
non-extremal, we can use Proposition 4.11 and Proposition 6.9 to obtain that for
each j in Z≥0 we have that
M (j)a ∩ ker(Ω∞ → ΩN+1) = Ω(j)∞ ∩ ker(Ω∞ → ΩN+1).
Next observe that IΩN · FLN2 ⊆ Ma. Therefore, since Ma → ΩN is surjective, we
obtain that Ij+1ΩN · F
LN
2 ⊆ M (i)a . Again using the surjectivity of the map Ma → ΩN ,
we see that every element of Ω
(j)
∞ ∩Ma can be represented, modulo elements ofM (j)a by
some element of ker(Ω∞ → ΩN ). Since M (j)a ∩ker(Ω∞ → ΩN+1) = Ω(j)∞ ∩ker(Ω∞ →
ΩN+1), we see that we can further represent it by an element of F
LN
2 , as long as we
are working modulo M
(j)
a . Since I
j+1
ΩN
· FLN2 ⊆ M (i)a and since Ij+1ΩN · F
LN
2 ⊆ M (i)a is
a codimension 1 subspace of IjΩN · F
LN
2 (because of Proposition 6.4 or also directly
as a consequence of Proposition 6.2 combined with the fact that the co-invariant
of FLN2 , viewed as ΩN -module, is a 1-dimensional space), we obtain precisely the
desired conclusion: there is at most 1 non-trivial class of elements of M
(j−1)
a modulo
elements of M
(j)
a that land in Ω
(j)
∞ .
We next claim that M
(i)
a ⊆ Ω(i),a∞ . This follows visibly from the explicit formula
for βi−1 provided by Proposition 6.11 combined with the inductive assumption that
M
(i−1)
a = Ω
(i−1),a
∞ . This fact, together with the previous step, forces the equality
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M
(i)
a = Ω
(i),a
∞ , which in particular implies that [Ω
(i)
∞ : M
(i)
a ] = 2 and that M
(i)
a ⊇
Ω
(i+1)
∞ , since this is clearly the case for Ω
(i),a
∞ , providing us precisely with the desired
conclusion.
We next consider the case that i ≥ 2N and proceed directly to show that M (i)a =
Ω
(i)
∞ in this case. To see this observe again thatMa splits as the semi-direct product of
Im(Ma → ΩN )⋉ker(Ω∞ → ΩN+1). Using the same logic of the proof of Proposition
6.1 and recalling that Im(Ma → ΩN )(i) = {id}, since i ≥ 2N , we obtain that
M (i)a = {(σM )M∈Z≥0 : σM = 0 for M ≤ N and σM ∈ IiMaFLM2 for M > N}.
Thanks to the fact that a is non-extremal we can use Proposition 4.11 and Proposi-
tion 6.9 to obtain the desired conclusion. 
We Remark that case (2) and (3) could be expressed uniformly by asking that
M
(i)
a = Ω
(i),a
∞ , since the latter equals Ω
(i)
∞ for i ≥ 2N : we have chosen to distinguish
the two cases only to underline this fact.
We next focus on the case that a is extremal. Recall that for a real number x such
that x 6∈ 12Z− Z, we denote by [x] the unique element of Z that is closest to x.
Proposition 6.15. Let a be an extremal element of F
(Z≥0)
2 . Let N be the element of
Z≥0 such that a = eN . Then the following hold.
(1) For each i in Z≥0 with i < 2
N we have that
Ω(i)∞ )M
(i)
a ) Ω
(i+1)
∞ ,
with [Ω
(i)
∞ : M
(i)
a ] = 2.
(2) For each i in Z≥0 with i < 2
N we have that
M (i)a = Ω
(i),a
∞ .
(3) For each integer i with i ≥ 2N we have that M (i)a = Ω
(
i+
[
i
2N+1−1
])
∞ .
Proof. The proof is identical to that of Proposition 6.14, using this time Proposition
6.13 instead of Proposition 6.9. 
We now use Proposition 6.14 and Proposition 6.15 to give a more explicit descrip-
tion of certain terms of the sequences {M (i)a }i∈Z≥0 . Firstly a definition.
Definition 6.16. Let j be in Z≥0 and a be in F
(Z≥0)
2 . We define
(Ma)
j
fib := {(σ1, . . . , σj) ∈M ja : ∀i ∈ Z≥0 φi(σ1) = . . . = φi(σj)}.
In particular, for a = 0, this defines (Ω∞)
j
fib. Let sh be the left shift operator, i.e.
the unique F2-linear endomorphism of F
(Z≥0)
2 such that sh(e0) = 0 and for all i in
Z≥1 we have sh(ei) = ei−1. We denote by shn the n-th iteration of sh. We have the
following.
Proposition 6.17. Let a be in F
(Z≥0)
2 and i in Z≥0. Then we have that
Ω(2
i−1),a
∞
∼=top.gr. (Mshi(a))2
i
fib.
Proof. We have that Ω
(2i−1)
∞ ⊆ ker(Ω∞ → Ωi). Observe that ker(Ω∞ → Ωi) can be
naturally identified with Ω2
i
∞, since it consists of the subgroup of Ω∞ preserving each
of the trees T (w) with w ∈ Li. With this identification we see via Proposition 6.5
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that Ω
(2i−1)
∞ is identified with (Ω∞)
2i
fib, and by definition of Ω
(2i−1),a
∞ , we see that this
group is identified with (Mshi(a))
2i
fib. 
We can now deduce the following for non-extremal a.
Corollary 6.18. Let a be a non-extremal vector in F
(Z≥0)
2 and i in Z≥0. Then we
have that
M (2
i−1)
a
∼=top.gr. (Mshi(a))2
i
fib.
Proof. This follows at once from Proposition 6.14 and Proposition 6.17 combined. 
Next we have the following for the case of extremal a.
Corollary 6.19. Let N be in Z≥0. Then, for each n in Z≥0 with n ≤ N , we have
that
M (2
n−1)
eN
∼=top.gr. (Mshn(eN ))2
n
fib.
Proof. This follows at once from Proposition 6.15 and Proposition 6.17 combined. 
We shall also make use of the following fact.
Proposition 6.20. Let N be in Z≥0. Then we have that
M (2
k(2N+1−1))
eN
∼=top.gr. (Ω(1)∞ )2
N+1+k
.
Proof. From Proposition 6.15 it follows in particular thatM
(2N+1+k−2k)
eN = Ω
(2N+1+k)
∞ .
Thanks to Proposition 6.5 we see that Ω
(2N+1+k)
∞ consists of a subgroup of Ω∞ which
stabilizes each of the trees T (w), for w ∈ LN+1+k and hence it can be identified with
a subgroup of Ω2
N+1+k
∞ , by simply removing, for each w ∈ LN+1+k, the word w from
each word in T (w). Again, by Proposition 6.5, we see that the subgroup obtained
is precisely (Ω
(1)
∞ )2
N+1+k
, since the requirement of being in V2N+1(M) gives precisely
that each of the 2N+1+k vectors (obtained from choosing a word w in LN+1+k, and
taking the coordinates ending by w) must sum to 0: this means precisely that each of
the coordinates in (Ω∞)
2N+1+k must be in Ω
(1)
∞ and no further restriction is imposed.
Hence we have precisely the desired conclusion. 
7. Reconstructing a from Ma
The main goal of this Section is to prove the following.
Theorem 7.1. Let M1,M2 be closed subgroups of Ω∞ with index at most 2. Then
M1 ∼=top.gr. M2 if and only if M1 = M2.
To this end we shall employ the material of Section 6 to successively reconstruct
a from the topological group Ma. This reconstruction is done essentially with two
tools and we shall devote to each tool one of the next two subsections. The proof of
Theorem 7.1 will be given in the final subsection. Let us start with two propositions
that will be useful in what follows.
Proposition 7.2. Let a be in F
(Z≥0)
2 . Then the following are equivalent.
(1) Either a0 = 0 or there exists no positive integer i with ai = 1.
(2) The continuous epimorphism φZ≥0 : Ma ։ {x ∈ F
Z≥0
2 :
∑
i∈Z≥0
aixi = 0}
admits a set theoretic lift f , with the following property. There exists a subset
T of topological generators of {x ∈ FZ≥02 :
∑
i∈Z≥0
aixi = 0} such that for each
x ∈ T we have that f(x) is an involution.
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Proof. (2) =⇒ (1). Observe that thanks to Theorem 3.2 we have that if a0 = 1 and
there exists a positive integer N with aN = 1, then for any σ ∈Ma with φ0(σ) = 1 we
must have that σ2 6= id. Indeed, under any of the epimorphism from Ma onto Z/4Z,
described in Theorem 3.2, we have that σ is sent into a generator, so certainly σ2
cannot be the identity in Ω∞ since an homomorphic image of it is not the identity in
Z/4Z. On the other hand any T as in (2) should have an element γ with φ0(γ) = 1,
thanks to the fact that there is a positive integerM with aM = 1. This gives precisely
the desired conclusion.
(1) =⇒ (2). The case a = 0 is very easy: consider {σxn}n∈Z≥0 . Now assume that
a 6= 0. Denote by I the set of i ∈ Z≥0 with ai = 1. Let us distinguish two cases.
Firstly suppose that #I = 1. Let i0 be the unique point of I. Then we can use
{σxn}n∈Z≥0:n 6=i0 ∪ {σxi0σyi0}. These are all involutions (and the last one is trivial
if and only if a = (1, 0, . . . , 0, . . .)). So let us assume that #I ≥ 2, in particular in
this case we have I ⊆ Z≥1. For {i1, i2} ⊆ I with i1 6= i2 we put σ{i1,i2} := σxi1σyi2 .
Thanks to the fact that I ⊆ Z≥1, these are all involutions: indeed σxi1 and σyi2
commute if both i1, i2 are positive. Therefore the set
10
T := {en}n∈Z≥0:n 6∈I ∪ {ei1 + ei2}i1 6=i2 with {i1,i2}⊆I ,
together with the map f : T → Ma defined by the formula f(eN ) = σxn and
f(ei + ej) = σ{i1,i2}, gives us precisely the desired conclusion. 
The next proposition is rather elementary, but it will be crucial for us in Section
7.2.
Proposition 7.3. Let τ1, τ2 be in Ω∞ with φ0(τ1) = 1 and τ2 is not in {τ1, id}
modulo commutators. Then τ1 and τ2 do not commute.
Proof. First observe that we can assume that φ0(τ2) = 0. Indeed if this is not the
case, then τ1τ2 is also not in {τ1, id}modulo commutators and if τ1 does not commute
with τ1τ2 then it does not commute with τ2 as well.
There exists i ∈ Z≥1 such that φi(τ2) = 1, otherwise this time τ2 is in the commu-
tator subgroup. On the other hand observe that, thanks to the formula of uncertain
additivity given at the end of Section 3 and the fact that φ0(τ1) = 1 and φ0(τ2) = 0,
we have that
φ˜i(x)(τ2τ1) = φ˜i(y)(τ2) + φ˜i(x)(τ1),
and
φ˜i(x)(τ1τ2) = φ˜i(x)(τ1) + φ˜i(x)(τ2).
If we take the difference we obtain
φi(τ2) 6= 0,
hence it follows that
φ˜i(x)(τ2τ1) 6= φ˜i(x)(τ1τ2),
in particular τ2τ1 6= τ1τ2. 
10In what follows en denotes the n-th element of the standard basis on the direct sum F
(Z≥0)
2 .
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7.1. Continuous epimorphisms from M
(i)
a to Z/4Z. Let a be in F
(Z≥0)
2 . The
main goal of this subsection is to give a proof of the following fact.
Proposition 7.4. Let N ∈ Z≥0. Then the following are equivalent.
(1) There exists a continuous surjective group homomorphism M
(2N−1)
a ։ Z/4Z.
(2) We have that aN = 1 and there exists M > N with aM = 1.
Proof. (2) =⇒ (1). Denote by shN the left N -th shift operator on F(Z≥0)2 , i.e. the
operator sending ej to 0 for j ≤ N−1 and ek to ek−N for k ≥ N . Since a is certainly
not extremal, then from Proposition 6.18 we have that
M (2
N−1)
a
∼=top.gr. (M2NshN (a))fib.
Observe that thanks to our assumption and Theorem 3.2 we have that MshN (a)
admits a surjective continuous homomorphism onto Z/4Z. We see that this yields a
surjective epimorphism
(M2
N
shN (a)
)fib ։ (Z/4Z
2N )fib,
where the last group consists of the subgroup of vectors in (Z/4Z)2
N
all of whose
coordinates have the same parity. This last group certainly surjects onto Z/4Z hence
providing us with the desired conclusion.
(1) =⇒ (2). Suppose by contradiction that either aN = 1 and aM = 0 for all M > N
or aN = 0.
Firstly we show that Ω
(1)
∞ does not surject continuously in Z/4Z
11. Observe
that we have an embedding map Ω
(1)
∞ → Ω2∞, simply given by the inclusion of
Ω
(1)
∞ ⊆M(1,0,...,0,...) and the fact thatM(1,0,...,0,...) is the subgroup of Ω∞ that stabilizes
the two trees xT∞, yT∞, inducing a natural isomorphism between M(1,0,...,0,...) and
Ω2∞ as topological groups. From this we obtain a diagonal inclusion Ω∞ ⊆ Ω(1)∞ as
a normal closed subgroup, admitting as complement the group {id} ×Ω(1)∞ : the two
subgroups intersect trivially and every element of Ω
(1)
∞ can be uniquely represented
as xy, with x diagonal and y ∈ {id} × Ω(1)∞ . Therefore if one has a continuous
epimorphism ψ from Ω
(1)
∞ onto Z/4Z, it will send the diagonal embedding of Ω∞ in
the 2-torsion, hence, thanks to the fact that this diagonal embedding has {id}×Ω(1)∞
as a complement in Ω
(1)
∞ , it must be that ψ restricted to {id} × Ω(1)∞ is a continuous
epimorphism from {id} × Ω(1)∞ onto Z/4Z: otherwise if also {id} × Ω(1)∞ is sent in
the 2-torsion, then the whole image of ψ ends up in the 2-torsion. Now we can
iterate this argument: the subgroups that have to surject onto Z/4Z via ψ are
{id} × {id} ×Ω(1)∞ ,. . . ,{id} × {id} × . . .× {id} ×Ω(1)∞ , . . ., i.e. a sequence {Gn}n∈Z≥0
of subgroups of Ω
(1)
∞ which has two visible properties. Firstly for every open set U
containing the identity we have that Gn ⊆ U for all but finitely many n. Secondly
ψ(Gn) = Z/4Z for all n ∈ Z≥0. On the other hand ψ was assumed to be continuous,
hence there is an open subgroup U of Ω
(1)
∞ such that ψ(U) = {id} and for all n large
enough Gn ⊆ U with ψ(Gn) = Z/4Z, a clear contradiction.
11The fact that no such continuous surjection exist could be established by showing that Ω
(1)
∞ is
topologically generated by involutions. We shall give a proof of this for each Ω
(i)
∞ later in this same
proof: we opted to firstly offer this argument for i = 1 since it is of its own interest.
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We now can settle the case where either a is non-extremal, or if a = eh then
h ≥ N . Indeed thanks to Proposition 6.18 and Proposition 6.19 we have that
M (2
N−1)
a
∼=top.gr. (M2NshN (a))fib,
which sits in an exact sequence
1→ ((Ω∞)(1))2N → (M2NshN (a))fib → {x ∈ F
Z≥0
2 :
∑
i∈Z≥0
(shN (a))ixi = 0} → 1,
where the first map is the natural inclusion map, while the second map is induced
by the set of characters {φi}i∈Z≥0 which takes, by definition, the same value in
each coordinate. By Proposition 7.2 we can lift to involutions in MshN (a) a set
of topological generators of {x ∈ FZ≥02 :
∑
i∈Z≥0
(shN (a))ixi = 0}. Then a lift in
(M2
N
shN (a)
)fib is found by diagonally embedding MshN (a) in (M
2N
shN (a)
)fib. We claim
that this forces the restriction of the map to ((Ω∞)
(1))2
N
to be surjective which
we have ruled out in the first case. Indeed thanks to the involutive lift found with
Proposition 7.2 we see that if there is any element sent into an element of order 4,
then there must be also one in ((Ω∞)
(1))2
N
. As we argued, this has been already
excluded in the analysis of the first case.
Finally we settle the case that a = eh with h < N . Thanks to Proposition 6.15
part (3) it is enough to prove that for every integer h one has that Ω
(i)
∞ does not
admit a continuous surjective homomorphism onto Z/4Z: to reach this generality we
opt here for a different argument with respect to the one used at the beginning of this
proof for i = 1. Namely we simply observe that thanks to Proposition 6.4 we have
that Ω
(i)
∞ is topologically generated by involutions. Therefore any continuous abelian
quotient must be killed by 2, hence the desired conclusion follows immediately. 
7.2. The graphs of commutativity for M
(i)
a . Let G be a profinite group and let
S be a subset of topological generators for G.
Definition 7.5. The graph of commutativity of G with respect to S, denoted by
Γ(G,S), is the graph with vertex set S, and such that g, h ∈ S are connected by an
edge if and only if [g, h] 6= 1.
In this subsection we use the graph of commutativity to partially distinguish the
closed subgroups of index at most two of Ω∞. We shall begin with the following that
already sets apart M(1,0,....,0,...) from all the other subgroups of index at most two.
Proposition 7.6. The following hold.
(a) Let S1 be any system of topological generator of Ω∞ not containing the identity.
Then Γ(S1,Ω∞) is connected. Furthermore there exists S
′
1 ⊆ S1 subset of topo-
logical generators of Ω∞ with the property that there exists a vertex of S
′
1 that
knows every other vertex in S′1 and every other vertex of S1 knows some vertex
in S
′
1.
(b) Let a be in F
(Z≥0)
2 with a 6= (1, 0, . . . ., 0, . . .). Let S2 be a system of topological
generators of Ma. Then there exists S
′
2 ⊆ S2 subset of topological generators of
Ma with the property that there exists a vertex of S
′
2 that knows all but finitely
many vertices in S′2.
(c) There exists S3 a system of topological generators of M(1,0,...,0,...) such that the
graph Γ(S3,M(1,0,...,0,...)) has precisely two infinite connected components.
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Proof. (a). Firstly there must exists S˜′1 ⊆ S that projects in FZ≥02 into a minimal
subset of topological generators. Observe that this implies that S˜′1 generates topo-
logically Ω∞ since the projection onto F
Z≥0
2 is simply the projection modulo the
Frattini subgroup (and in this special case also modulo the commutator subgroup).
Now let x ∈ S˜′1 be such that φ0(x) 6= 0. We claim that x is connected to every other
point of S˜′1. Indeed for every other y ∈ S˜′1 we have that y cannot be in the span of x
modulo the commutators, due to the minimality of S˜′1. Therefore we are precisely in
place to apply Proposition 7.3 and obtain the desired conclusion. Therefore putting
S′1 = S˜
′
1 we have already obtained the second part of the statement. Now take a
point σ ∈ S1−S′1. If it is really not linked to any point in S′1, then we must conclude
that it commutes with every element of the closure of the group generated by S′1,
which is precisely Ω∞. Therefore σ is in the center of Ω∞ which is {id}. So σ = id:
this cannot be, because we asked that S1 does not contain the identity.
(b). We can reason exactly in the same way as in part (a), with the exception
that, due to the potential presence of an additional character, now there are finitely
many points that can be in the span of σ in the image in F
Z≥0
2 via φZ≥0 .
(c). Since M(1,0,...,0,...) ∼=top.gr. Ω2∞, we see that (c) follows taking S3 = T × {id} ∪
{id} × T where T is any system of topological generators of Ω∞. We have that
Γ(S3,M(1,0,...,0,...)) is the disjoint union of two copies of Γ(T,Ω∞). The conclusion
now follows by applying point (a) to T . 
It will be crucial for us to rely on the following fact, that provides an analogue
of Proposition 7.6 for higher indexes of the central descending series. For a graph Γ
with at least 2 vertexes, we denote by dΓ the element of Z≥1 ∪ {∞} given by:
min
g∈Γ
max
g′∈Γ−{g}
distΓ(g, g
′),
where distΓ(g, g
′) is the distance between the two vertexes g and g′, i.e. the length
of the shortest path between the two.
Proposition 7.7. Let a ∈ F(Z≥0)2 be non-extremal. Let N ∈ Z≥0. Then we have the
following.
(1) Suppose that aN = 1 and there exists no M > N with aM = 1. Then there
exists S a subset of topological generators for M
(2N−1)
a , not containing the
identity, such that the graph Γ(S,M
(2N−1)
a ) satisfies d
Γ(S,M
(2N−1)
a )
≥ 3.
(2) Suppose that aM = 0 for all M ≥ N and that a 6= (1, 0, . . . , 0, . . .). Then
for each S subset of topological generators for M
(2N−1)
a not containing the
identity, the graph Γ(S,M
(2N−1)
a ) satisfies d
Γ(S,M
(2N−1)
a )
≤ 2.
Proof. (1) Thanks to Proposition 6.18, we have that
M (2
N−1)
a
∼=top.gr. (M2Ne0 )fib.
We proceed to choose a set S of topological generators, for the right hand side, in
the following manner. For each n ∈ Z≥1 we identify Ln with the set of integers in
{0, . . . , 2n − 1} as follows. Let f : {x, y} → {0, 1} be the map sending x 7→ 0 and
y 7→ 1. A word w = x0 . . . xn−1 ∈ Ln, where xi ∈ {x, y} for every i, corresponds to
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the integer
ε(w) :=
n−1∑
i=0
εi(w)2
i,
where εi(w) = f(xi). We denote by Qn the collection of 2-sets in Ln of the
shape {w1, w2} with |ε(w1) − ε(w2)| = 1. For each i ∈ {1, . . . , 2N} we denote
by Qn(i) the subset of (M2Ne0 )fib where in the i-th position we put any element of{σw1σw2}{w1,w2}⊆Qn and in the other positions we put the identity. It is clear that
the set
S := ∪n∈Z≥1({(σxn)} ∪ ∪2
N
n=1Qn(i)),
is a set of topological generators for (M2
N
e0 )fib. Here the symbol (σxn) denotes the
vector of M2
N
e0 having all entries equal to σxn (hence giving an element of (M
2N
e0 )fib).
To show that S satisfies the desired conclusion we have to show that for each point
P1 of S there exists a point P2 of S that commutes with P1 and such that every
other point of S commutes with at least one between P1 and P2.
First, let us assume that P1 ∈ Qn(i) for some n in Z≥1 and i in {1, . . . , 2N}. Since
N is at least 1, we can pick j 6= i in {1, . . . , 2N}. Observe that for any m in Z≥1
and any P ∈ Qm(j), we already have that P1 and P are commuting. Furthermore
the unique points of S that might be non commuting with both P1 and P are
those coming from ∪n∈Z≥1(σxn): all the others will have the identity at least in one
between the i-th and the j-th coordinate and hence will be commuting with at least
one between P1 and P . Therefore it is enough to show that there exists m in Z≥1
and {w1, w2} ∈ Qm such that both σw1 , σw2 commute with σxj for all j in Z≥1. We
claim that m = 2 and {w1, w2} being the counterimage of {7, 8}, i.e. {xy, y2}, does
it. Indeed the operators σw1 , σw2 act identically on the tree Tx and act non-trivially
on the tree Ty, while, for each j ∈ Z≥1, the operators σxj act trivially on the tree Ty
and act non-trivially only on the tree Tx (even more, only on the tree Txj)
12. Hence
these operators commute for each j in Z≥1 and we have the desired conclusion.
Next, assume that P1 = (σxn) for some n in Z≥1. If n = 1, we claim that the
element P of Q3(h), for any h ∈ {1, . . . , 2N}, gotten by the set {xy2, y3}, works.
This element commutes with each element of the form (σxj ) for j ∈ Z≥1, included
P1 = (σx). Also the same comment applies to points of Qk(i) for each i 6= h in
{1, . . . , 2N} and every k ∈ Z≥1. So we need only to check the elements of Qk(h),
for each k in Z≥1. We cannot use the element corresponding to {x, y} because it
commutes with P1 = (σx). Hence k must be taken to be at least 2. But then, by
construction of Qk(h), if an element is acting non-trivially on the tree Tx, it must
act trivially on the tree Ty2 , which is in contrast the only piece of T∞ where σxy2σy3
is acting. So the element P is a satisfactory choice of P2 and the desired conclusion
follows in the case n = 1. Now assume that n ≥ 2. In that case we claim that
the element P of Q2(h), for any h ∈ {1, . . . , 2N}, gotten by the set {xy, y2}, works.
Indeed thanks to the analysis already done, we only have to examine points in Qk(h)
for any k in Z≥1. Let us observe immediately that the set {xy2, y2} is invariant under
the action of σxσy, allowing us immediately to rule out the case k = 1: the element
P commutes with σxσy. Of course also the case k = 2 can be excluded since every
element in there is commuting with P . So we have to consider only the case k ≥ 3.
But then thanks to the construction of Qk(h) we see that if a point therein is acting
non-trivially on the tree Tx2 then it must be acting trivially on the tree Ty, hence if
12Recall that for any word w in T∞ the symbol Tw denotes the tree T∞w.
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it does not commute with P1 it must commute with P . Therefore P is a satisfactory
choice of P2 and the desired claim is established also if n is in Z≥2, concluding the
proof of part (1).
(2) Recall that shN (a) is the N -th left shift of a, i.e. shN is the unique linear
operator on F
(Z≥0)
2 such that shN (ej) = 0 for j ≤ N − 1 and shN (ej) = ej−N for
j ≥ N . Observe that from Proposition 6.18 we have that
M (2
N−1)
a
∼=top.gr. (M2NshN (a))fib.
But thanks to our assumption on a and N we have that MshN (a) = Ω∞. Now let S
be a system of topological generators of this group. Observe that we have an exact
sequence
1→ ((Ω∞)(1))2N → (Ω2N∞ )fib → FZ≥02 → 1,
where the first map is the natural inclusion map, while the second map is induced
by the set of characters {φi}i∈Z≥0 which take, by definition, the same value in each
coordinate. There exists a subset S′ ⊆ S which is sent into a minimal subset of
topological generators in F
Z≥0
2 . We pick ρ ∈ S′ such that φ0(ρ) = 1. We claim that
ρ is connected to all points of S′ and that every point of S−S′ is connected to some
point of S′. Altogether this shows that d
Γ(S,M
(2N−1)
a )
≤ 2. We begin with the first
claim.
Since S′ is sent into a minimal system of topological generators of F
Z≥0
2 , we have
that for each ρ′ 6= ρ in S′, the coordinates of ρ and ρ′ are different modulo [Ω∞,Ω∞]
(observe that the value of the image does not depend on the coordinate thanks to the
definition of (Ω∞)
2N
fib ). Furthermore φ0(ρ) 6= 0. Hence we conclude with Proposition
7.3. We next pass to the second claim.
Let ρ∗ ∈ S − S′. Observe that for each i between 1 and 2N the i-th projection
of S′ generates topologically Ω∞. Therefore if ρ
∗ commutes with all elements in S′,
then each of its coordinates commutes with the whole Ω∞, i.e. they are in the center
of Ω∞, hence ρ
∗ = id, which is escluded by assumption.

To handle the extremal case we proceed in a slightly different manner. We begin
with a general fact.
Proposition 7.8. Let s be in Z≥1. Let G ≤ Ωs∞ a closed subgroup, such that
πi(G) = Ω∞ for every i ∈ {1, .., s}, where πi is the coordinate projection. Let S be
a set of topological generators of G not containing the identity. Then Γ(S,G) has
at most s connected components. Furthermore if it has s connected components then
G = Ωs∞.
Proof. Let {Ct}t∈I the set of connected components of Γ(S,G), indexed by the set
I. Let i ∈ {1, . . . , s}. Observe that the set S′i := {πi(c)}c∈S : πi(c)6=id is a set of
topological generator of Ω∞, not containing the identity (by construction). Therefore
by Proposition 7.6 part (a), we have that Γ(S′i,Ω∞) is connected. It follows that
there is at most one t in I such that πi(Ct) 6= {id}. Indeed take a t0 such that
πi(Ct0) 6= {id}. Suppose that there is a point x in S′i which neighbors a point p in
S′i ∩ πi(Ct0) and x = πi(c) with c ∈ Ct with t 6= t0. Writing p = πi(c′) with c′ ∈ Ct0
we find that idG = [c
′, c] but idΩ∞ 6= [πi(c′), πi(c)] since they are neighboring. This
contradicts that πi is an homomorphism. So S
′
i ∩ πi(Ct0) is a non-empty subset of
S′i which cannot be connected to any other point of S
′
i, so, since S
′
i is connected, it
follows already that S′i = πi(Ct0) ∩ S′i. But then, since certainly S′i has more than
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one element, we find that every point of S′i has at least one neighbor in S
′
i and thus
no other t 6= t0 can have πi(Ct) 6= {id}, otherwise this would lead again to the above
contradiction with the fact that πi is an homomorphism. On the other hand since G is
a subgroup of Ωs∞, each t ∈ I has a j ∈ {1, . . . , s} with πj(Ct) 6= {id}. Picking such a
j for each t yields a map f from I to {1, . . . , s}, which we have shown to be injective.
This shows that Γ(S,G) has at most s components, as desired. Furthermore if
we have precisely s connected components, then the map f is actually a bijection.
Therefore we see that πf(t)(Ct) is a set of topological generator for Ω∞ and for all
i 6= f(t) we have instead that πi(Ct) = {id}. It follows that for each h ∈ {1, . . . , s}
we have that {id} × . . . × Ω∞ × . . ., where Ω∞ has been placed in position h, is
completely contained in G. Hence in this case G equals Ωs∞. 
This has the following consequence.
Corollary 7.9. Let j be in Z≥1. Let 2
j−1 < i ≤ 2j − 1 an integer. Let S be set of
topological generators for Ω
(i)
∞ , not containing the identity. Then the graph Γ(S,Ω∞)
has at most 2j − 1 connected components.
Proof. Indeed, it is a special case of Proposition 6.17, obtained with a = 0, the fact
that Ω
(2j−1)
∞ is naturally identified with (Ω∞)
2j
fib. Of course if we put G := (Ω∞)
2j
fib ⊆
Ω2
j
∞, then it satisfies the assumptions of Proposition 7.8. On the other hand we have
from Proposition 6.4 and the fact that i > 2j−1, that Ω
(i)
∞ already embeds in Ω2
j
∞ and
the above embedding of Ω
(2j−1)
∞ is obtained as the restriction of this one. Therefore
we have that also putting G := Ω
(i)
∞ satisfies the assumptions of Proposition 7.8,
which therefore implies the desired conclusion, since it is clearly impossible that we
reach Ω2
j
∞, since j is at least 1. 
We apply Corollary 7.9 to extremal vectors in the following way.
Corollary 7.10. Let N1, N2 be in Z≥0 with N1 < N2 and let a in F
(Z≥0)
2 be non-
extremal. Then, for k sufficiently large one has the following three things.
(1) There exists a subset of topological generators S1 ⊆ M (2
k(2N1+1−1))
eN1
not con-
taining the identity such that Γ(S1,M
(2k(2N1+1)−1)
eN1
) has at least 2N1+k+1 com-
ponents.
(2) For every subset of topological generators S2 ⊆ M (2
k(2N1+1−1))
eN2
not contain-
ing the identity, we have that Γ(S2,M
2k(2N1+1−1)
eN2
) has at most 2N1+k+1 − 1
components.
(3) For every subset of topological generators S3 ⊆M (2
k(2N1+1−1))
a not containing
the identity, we have that Γ(S2,M
(2k(2N1+1−1))
a ) has at most 2N1+k+1 − 1
components.
Proof. Observe that 2k(2N1+1 − 1) +
[
2k(2N1+1−1)
2N1+1−1
]
= 2N1+k+1. Therefore part (1)
holds actually for all k ∈ Z≥0 thanks to Proposition 6.20. Furthermore thanks to
Proposition 6.15 part (3), we find that for k large enough we have
M (2
k(2N1+1−1))
eN2
= Ω
(
2k(2N1+1−1)+
[
2k(2N1+1−1)
2N2+1−1
])
∞ .
Now the exponent is at most 2k+N1+1 − 2k
(
1− 2N1+1−1
2N2+1−1
)
+ 1 < 2k+N1+1 for k
sufficiently large. Hence we conclude by Corollary 7.9. The same logic applies, even
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more easily, to part (3) replacing Proposition 6.15 part (3) with Proposition 6.14
part (3). 
7.3. Proof of Theorem 7.1. Now the proof of Theorem 7.1 is a very simple com-
bination of Proposition 7.4, Proposition 7.7 and Corollary 7.10. Indeed let a, a
′
be
two elements in F
(Z≥0)
2 . Suppose that Ma
∼=top.gr. Ma′ . We can assume that they are
not both the 0 vector, otherwise we are clearly done. Also we can assume that either
both vectors are extremal or both are non-extremal: this can be deduced in two gen-
uinely different ways, either using Proposition 7.4 or using Corollary 7.10 (part (1)
and (3) of the latter). If they are both extremal, then we conclude immediately with
Corollary 7.10 (part (1) and (2) this time). So we can assume that they are both
non-extremal. Let N1, N2 be the respective largest indexes where the two vectors
have a 1. It follows from Proposition 7.4, that for all M < min{N1, N2} we have
that aM = 1 if and only if a
′
M = 1. So we only need to show that N1 = N2. This
follows precisely from Proposition 7.7.
References
[1] Jacqueline Anderson, Spencer Hamblen, Bjorn Poonen, and Laura Walton. Local arboreal
representations. Int. Math. Res. Not. IMRN, (19):5974–5994, 2018.
[2] Wieb Bosma, John Cannon, and Catherine Playoust. The Magma algebra system. I. The user
language. J. Symbolic Comput., 24(3-4):235–265, 1997. Computational algebra and number
theory (London, 1993).
[3] Nigel Boston and Rafe Jones. The image of an arboreal Galois representation. Pure Appl. Math.
Q., 5(1):213–225, 2009.
[4] J. E. Cremona. On the Galois groups of the iterates of x2 + 1. Mathematika, 36(2):259–261
(1990), 1989.
[5] Andrea Ferraguti. The set of stable primes for polynomial sequences with large Galois group.
Proc. Amer. Math. Soc., 146(7):2773–2784, 2018.
[6] Andrea Ferraguti and Giacomo Micheli. An equivariant isomorphism theorem for mod p re-
ductions of arboreal galois representations. https://arxiv.org/abs/1905.00506, 2019.
[7] Andrea Ferraguti, Giacomo Micheli, and Reto Schnyder. Irreducible compositions of degree
two polynomials over finite fields have regular structure. Q. J. Math., 69(3):1089–1099, 2018.
[8] Wade Hindes. Galois uniformity in quadratic dynamics over k(t). J. Number Theory, 148:372–
383, 2015.
[9] Wade Hindes. The Vojta conjecture implies Galois rigidity in dynamical families. Proc. Amer.
Math. Soc., 144(5):1931–1938, 2016.
[10] Wade Hindes. Classifying Galois groups of small iterates via rational points. Int. J. Number
Theory, 14(5):1403–1426, 2018.
[11] Su-Ion Ih. Height uniformity for algebraic points on curves. Compositio Math., 134(1):35–57,
2002.
[12] Patrick Ingram. A finiteness result for post-critically finite polynomials. Int. Math. Res. Not.
IMRN, (3):524–543, 2012.
[13] Rafe Jones. Iterated Galois towers, their associated martingales, and the p-adic Mandelbrot
set. Compos. Math., 143(5):1108–1126, 2007.
[14] Rafe Jones. The density of prime divisors in the arithmetic dynamics of quadratic polynomials.
J. Lond. Math. Soc. (2), 78(2):523–544, 2008.
[15] Rafe Jones. An iterative construction of irreducible polynomials reducible modulo every prime.
J. Algebra, 369:114–128, 2012.
[16] Rafe Jones. Galois representations from pre-image trees: an arboreal survey. In Actes de la
Conférence “Théorie des Nombres et Applications”, volume 2013 of Publ. Math. Besançon
Algèbre Théorie Nr., pages 107–136. Presses Univ. Franche-Comté, Besançon, 2013.
[17] Rafe Jones and Nigel Boston. Settled polynomials over finite fields. Proc. Amer. Math. Soc.,
140(6):1849–1863, 2012.
[18] Rafe Jones and Michelle Manes. Galois theory of quadratic rational functions. Comment. Math.
Helv., 89(1):173–213, 2014.
46 A. FERRAGUTI, C. PAGANO, AND D. CASAZZA
[19] R. W. K. Odoni. The Galois theory of iterates and composites of polynomials. Proc. London
Math. Soc. (3), 51(3):385–414, 1985.
[20] R. W. K. Odoni. On the prime divisors of the sequence wn+1 = 1+w1 · · ·wn. J. London Math.
Soc. (2), 32(1):1–11, 1985.
[21] Jean-Pierre Serre. Topics in Galois theory, volume 1 of Research Notes in Mathematics. A K
Peters, Ltd., Wellesley, MA, second edition, 2008. With notes by Henri Darmon.
[22] Joseph H. Silverman. The arithmetic of dynamical systems, volume 241 of Graduate Texts in
Mathematics. Springer, New York, 2007.
[23] Joseph H. Silverman. The arithmetic of elliptic curves, volume 106 of Graduate Texts in Math-
ematics. Springer, Dordrecht, second edition, 2009.
[24] Michael Stoll. Galois groups over Q of some iterated polynomials. Arch. Math. (Basel),
59(3):239–244, 1992.
[25] Michael Stoll. Rational points on curves. J. Théor. Nombres Bordeaux, 23(1):257–277, 2011.
Max Planck Institute for Mathematics, Vivatsgasse 7, 53111 Bonn, Germany,
E-mail address: ferra@mpim-bonn.mpg.de
Max Planck Institute for Mathematics, Vivatsgasse 7, 53111 Bonn, Germany,
E-mail address: carlein90@gmail.com
ICMAT, Campus de Cantoblanco, 13-15 Calle de Nicolás Cabrera, 28049 Madrid,
Spain
E-mail address: daniele.casazza@icmat.es
