High resolution Digital Elevation models, such as the grid terrain model of Denmark with more than 200 billion measurements, is a basic requirement for water flow modelling and flood risk analysis. However, a large number of modifications often need to be made to even very accurate terrain models, before they can be used in realistic flow modeling. This include removal of bridges, which otherwise act as dams in flow modeling, and inclusion of culverts that transport water underneath roads. For this reason, there is list of known hydrological corrections for the danish model. However, producing this list is a slow an expensive process, since it is to a large extent done manually, often with only local input. In this paper we propose a new algorithmic approach based on machine learning and convolutional neural networks for automatically detecting hydrological corrections on large terrain data. Our model is able to detect most known hydrological corrections and quite a few more that should have been included in the original list.
INTRODUCTION
High resolution Digital Elevation models, such as the grid terrain model of Denmark with more than 200 billion measurements freely available as part of the government's basic data program by the Agency for Data Supply and Efficiency (SDFE) [6] , is a basic requirement for several terrain based applications like water flow modeling and flood risk analysis. The most prominent application of terrain data is probably analyzing the risk of flooding, and the importance of this has only increased by efforts to mitigate the consequences of climate changes. The high costs associated with extreme weather events occurring in densely populated areas has spurred an increased effort into developing new hydrological models and methods for analyzing how water flows across terrains in the case of heavy rain and increased sea levels. The result of a rain fall may be estimated by adding water to all (or parts of) the terrain model, and simulating what happens as water flows down hill: In each step water is moved from a one cell to a neighboring cell of lower height, usually the lowest neighboring cell and the cells are considered in order from highest to lowest. In this process each cell may be annotated with the amount of water passing through it, which is known as flow accumulation [3, 4] and is used to reveal river networks and water ways by extracting the cells with high annotation. The cells with high annotation where the water cannot escape reveal the depressions in the terrain that are flooded [3, 14] . For the simulation to produce realistic results, the direction that water flows in the simulation has to (approximately) match how water flows in real life. However, a bridge recorded in the digital elevation model breaks this condition, because in real life the water would pass below it, while in the simulation this path is blocked. Hence, obstacles like bridges needs to be handled considered.
We define a hydrological correction as a connected set of cells in the digital elevation model that relative to the surrounding cells has large heights, blocking the flow of water in the simulation, where in real life water flows through. In Figure 1 , a set of hydrological corrections and the consequences of running flow accumulation with and without considering them is shown. A simple requirement for dealing with hydrological corrections is to know where they are, and for this reason a list of hydrological corrections sometimes accompany a model. However, compiling such a list is usually a manual process. For instance, the list for the danish model was made in a manual process by manually inspecting orthophotos and digital elevation data, focusing primarily on intersections between road and river networks. This has several issues: Manual labor is slow, expensive, imprecise, and very often inconsistent since deciding whether something is in fact a hydrological correction is hard to pin down. The list needs to be updated every time the underlying data is changed, which happens continuously. In Denmark the terrain model is completely updated every five years, each year updating one fifth of the model. Finally, intersections between road and river networks does not contain all hydrological corrections. For instance, trenches connected with pipes, streams with small bridges, and tunnels cannot be found this way.
Problem Formulation and related work. The goal is to create an algorithm that automatically locates hydrological corrections in a digital elevation model, automating and improving on the process above. The algorithm takes as input a digital elevation model, and other supporting information, like location of roads and rivers, and outputs the positions and shapes of hydrological corrections. Carlson and Danner [2] used feature engineering and machine learning for automated detection of bridge-like objects. They manually designed local feature maps around each cell in an elevation model and then applied the AdaBoost [7] algorithm on these features, trying to predict whether each cell is a part of a hydrological correction. The output was processed by another algorithm tagging high probability areas as hydrological corrections. The data used in [2] has approximately 6 million cells of 20 × 20 feet or 40 × 40 feet resolution, for which 600 cells was manually tagged for learning.
Our Approach and results. The data source we consider is the danish digital elevation model [6] which is a tiling of Denmark with 0.4 × 0.4 meter cells each annotated with a height. The list of known hydrological correction from SDFE contain different types with different characteristics [5] including underground pipes that do not leave any marks on the digital elevation model. These we ignore since it is not possible to locate from the data and because they are generated from a database with pipe network information. The hydrological corrections we consider are named Horse Shoes and Lines respectively and there are approximately 22.000 Horse Shoes, and 125.000 Lines. Horse Shoes are formed by three line segments forming three sides of a rectangle that allow water flowing through a wide obstacle. A Line is represented as a line segment that allow water to flow between the end points, and they may be connected into a poly-line that lead the water from one end to the other. We note that the large difference in data makes our results are incomparable to the results by Carlson and Danner [2] .
The main ingredient in our algorithm is a convolutional neural network [9] , inspired by algorithms for image segmentation. Since terrains have high spatial locality, we believe convolutional neural nets are the best available tool, alleviating the need for manually designing features. Our neural network reads a fixed size tile, with several layers of features, and outputs a new tile of the same size, mapping each input cell to the probability that the cell is a part of a hydrological correction. The prediction for each cell is based on the entire tile, allowing the neural network to learn to take advantage of any relevant features within a large area. The tile algorithm is used to create a similar probability map for the entire input region which is then processed to find the hydrological corrections. For the tile problem, all variations of our algorithm obtain an area under ROC curve (AUC) score between 0.95 and 0.97. Since the bounding boxes of hydrological corrections in the list by SDFE has non-negligible variation both in terms of size and position when compared with the digital elevation model, we believe our results for the tile problem are very good. For the full problem we do not have a notion of true negative as we only predict areas with hydrological corrections. Since an algorithm may propose an excessive amount of hydrological corrections we consider both precision and recall. For our applications recall is more important than precision and all our algorithms achieve high recall with a lower precision score. After having analyzed a large number of the false positives output by our algorithm, it is clear that many them are in fact actual hydrological corrections not contained in the official list. Thus the precision of our algorithm is much higher than the numbers suggests. Our algorithm is included in the commercial product Scalgo Live (scalgo.com) where it has been applied to detect hydrological corrections in Sweden that does not have any official list available.
OUR ALGORITHM
The goal of our algorithm is to partion the input region into the connected subsets that comprise the hydrological corrections. To do this, we first solve the same problem on fixed sized tiles using convolutional neural networks and then use this network to solve the problem on the full input. The similar problem of predicting pixel level segmentation maps on images is a well studied problem in the (deep learning) computer vision field. On a high level, the main challenge, when moving from an object detection model (is there a dog in the image), to a pixel level segmentation model (return the pixels that comprise the dog), is the large class imbalance caused by the fact that most objects only take up a small part of the input image, and integrating both high level information about Figure 2 : The model. Arrows represent operations, blocks represent data. We use an encoder for each input feature type, shown in the model subfigure. If only elevation data is used, the vector feature encodings (red blocks) are not used. The flow of data is as follows: First the input feature encodings are produced (grey blocks), though a series of operations, each halving the width and height of the features, while doubling the channel count. These are used as input to the decoder indicated by the yellow/red blocks. The horizontal UpConv operation then integrate lateral information from the encoder(s) with more global information from the decoder, each of these doubling the width and height, and halving the channel count. Last, the channels count is reduced to 1 with a ResNet block and a sigmoid operation, producing Y , the probability that a cell is part of a correction.
the overall presence of an object and low level information about the precise geometric form of the object. Techniques for the first problem generally fall into two categories: First are methods that separate the problem into two subproblems: 1) constructing an algorithm that searches the input image for candidate locations and 2) predicting pixel level maps from image crops at these locations, making the problem significantly more class balanced for the segmentation task [8] . Second, are methods that modify the loss functions to suppress the contribution from pixels that are not part of any object [11] . For the second problem, the integration of high and low level information about objects, is typically handled by a feature pyramid. We can separate the feature pyramid network in two processes. First, the encoder which increase the channel dimension while decreasing the width and height for increasing layers. Second, the decoder which follow up with a decreasing channel dimension and increasing width and height, with concatenated features from the encoder layers. The hope is that the upsampled features contain high level information about the presence of objects, while the concatenated channels from previous layers contain precise information about possible edges of objects [10, 12] . Our solution borrows ideas from all of these; We use the U-Net network architecture [12] , the focal loss to suppress the contribution from low loss pixels [11] and post process crops from candidate locations as in Mask R-CNN [8] . Our neural network is explained in Figure 2 and the learning process in [1] .
For the full problem, we use the tile algorithm on overlapping tiles to generate a new probability map that for each cell in the input region contain the probability of being a part of a hydrological correction. We note that we cannot just tile the region arbitrarily as this may split hydrological corrections in several pieces, making recognition of them impossible, and may cause an algorithm to report the same hydrological correction several times. There may also be several hydrological corrections in one tile further complicating things. The generated probability map is searched for high probability areas which are processed by heuristics to determine if a proposed area is a hydrological correction. If it is, a best fit Horse Shoe is fitted and reported. The full process is shown in Figure 3 and more formally described in [1] . To bootstrap our algorithm we use the output of the first run of the complete algorithm, and sample new important tiles to learn from. This is done by creating tiles centered around false positives where the tile algorithm probabilities are close to the decision threshold for detecting hydrological corrections. We call these new tiles bootstrap locations. From manual inspection, the false positives given large probabilities by the tile algorithm, tend to be actual corrections, revealing incompleteness in the list from SDFE.
EXPERIMENTS AND RESULTS
For training and evaluating our algorithm we use the island of Funen, which is split along the north-south axis in 3 parts. A training part of 70 percent and a validation part of 20 percent of the total area (the last 10 percent is a test set). Funen has 9000 corrections, split in 5758 Lines and 3299 Horse Shoes. From these areas we generate the following data sets: Only tiles that contain hydrological corrections are considered in the learning algorithm and these are generated from the list of corrections by SDFE, and the quality of the tile algorithm is evaluated using the area under ROC curve (AUC) score. For the full problem we report precision: the ratio between proposed hydrological corrections close (center-distance < 25 meters) to a true correction (true positive), and all proposed corrections (true positive + false positive), and recall: the ratio between proposed hydrological corrections close (center-distance< 25 meters) to a true correction (true positive), and the amount of hydrological corrections in the region (true positive + false negative). The distinction between the two problems is important. Detecting hydrological corrections on an entire region is a significantly harder than the tile problem, since hydrological corrections are very rare and the distribution of non-correction locations is suspected to be complex. While we are ultimately only interested in the performance on the entire region, it is impractical to train on the entire region by including an excessive amount of extra tiles without any hydrological corrections. That would also add significantly to the label imbalance problem. The difference between the tile problem and predicting shapes of corrections on the entire region is shown in Table 1 , where all experiments show good performance on the tile problem. We also see, that the performance on tiles alone, does not necessarily translate to good performance on the entire region. For example, the vv experiment has the best AUC (0.977), but, when using this model in the prediction pipeline, it proposes too few hydrological corrections, resulting in lowest recall of all experiments. On the other hand, the baseline experiment actually have the best recall of all the experiments, but not very good precision. See [1] for a larger analysis. Figure 4 shows an example output of our algorithm comparing it to the list by SDFE.
AUC mP recall bl 0.969 0.2231 0.9126 bs 0.9692 0.3056 0.853 ff 0.9542 0.3603 0.7845 vv 0.977 0.5126 0.7482 vv_wz 0.9761 0.3012 0.8498 bs_wz 0.9663 0.2624 0.8626 Table 1 : Validation data results. mP is average precision of the centroids of the generated polygons, evaluated at a set of thresholds weighted by the change in recall, eg: mP =
