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NATURAL DOMAINS FOR EDGE-DEGENERATE
DIFFERENTIAL OPERATORS
JO¨RG SEILER
Abstract. We study cone differential operators on the half-axis and edge-
degenerate differential operators on a half-space. We construct subspaces of
edge Sobolev spaces that can be considered as natural domains for edge-
degenerate operators and indicate how they can be used in the study of bound-
ary problems for edge-degenerate operators.
1. Introduction
Let Ω be compact domain in Euclidean space with smooth boundary Y := ∂Ω. An
elliptic differential operator A of order µ ∈ N on Ω induces mappings
A : Hs(Ω) −→ Hs−µ(Ω), s ∈ R.
Any of these maps generally fails to be a Fredholm operator, and for this reason
one seeks to complete A with (differential) boundary conditions T to a map
(
A
T
)
: Hs(Ω) −→
Hs−µ(Ω)
⊕
Hs−µ(∂Ω,Ck)
, s > µ−
1
2
(for notational convenience we have unified orders on the right-hand side by apply-
ing suitable order reductions on the boundary; the requirement on s arises from the
fact that the map of restricting smooth functions from the domain to the boundary
extends continuously to a map from Hs(Ω) to Hs−1/2(Y ) only for s > 1/2). A pseu-
dodifferential calculus containing such kind of operators and parametrices of elliptic
problems is Boutet de Monvel’s algebra [BdM71]. Whether one can find boundary
conditions completing A to a ‘Shapiro-Lopatinskij’ elliptic boundary value problem
depends on the boundary symbol of A,
σµ∂ (A)(y, η) : H
s(R+) −→ H
s−µ(R+)
which is a family of Fredholm operators defined on the co-sphere bundle S∗Y of
the boundary. It induces an ‘index element’ in the K-group K(S∗Y ). There exist
elliptic boundary conditions precisely when this index element satisfies the Atiyah-
Bott condition, i.e., belongs to π∗K(Y ), the pull-back of the K-group over the
boundary under the natural projection π : S∗Y → Y . If A in local coordinates
(y, t) ∈ Rq × R+ near the boundary has the form
∑
j+|α|≤µ ajα(y, t)D
α
yD
j
t , the
1
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boundary symbol is given by
σµ∂ (A)(y, η) =
∑
j+|α|=µ
ajα(y, 0)η
αDjt .
The question arises, if and how one could organize a corresponding calculus when
the differential operators are not smooth up to the boundary but have a more singu-
lar behaviour. The structure we have in mind here are ‘edge-degenerate’ differential
operators, i.e., A is away from the boundary a usual differential operator, but near
the boundary is of the form (in local coordinates)
A = t−µ
µ∑
j+|α|=0
ajα(y, t)(tDy)
α(−t∂t)
j ,
with coefficients ajα which are smooth up to the boundary. Note that any usual
differential operator can be rewritten in this degenerate form, but not vice versa.
This particular degeneracy arises naturally in the analysis of differential operators
on manifolds with edges where the natural ‘geometric’ operators like the Laplacian
are of this form (though in this case a neighborhood of the edge is a cone bundle
with fibre R+ × X for a closed manifold X , rather than X = {point} as in the
case of a bounded domain). The usual Sobolev spaces are not the natural spaces to
be used in this setting and it is not clear which kind of ‘boundary conditions’ one
should pose – if possible at all.
In the 1980’s Schulze developed a pseudodifferential calculus – the ‘edge algebra’
– adapted to edge-degenerate operators (not only on bounded domains but on
manifolds with edges), see for example the monographs [RS82] and [Sch91]. The
corresponding scale of edge Sobolev spaces Ws,γ(Ω), s, γ ∈ R, (for a precise defini-
tion see Section 4.1) is different from the standard one. There are many similarities,
but also essential differences, between this calculus and that of Boutet de Monvel.
The role of the boundary symbol for example is now played by the principal edge
symbol, defined as
σµ∧(A)(y, η) = t
−µ
µ∑
j+|α|=0
ajα(y, 0)(tη)
α(−t∂t)
j : Ks,γ(R+) −→ K
s−µ,γ−µ(R+).
Here, Ks,γ(R+) refers to certain Sobolev spaces on the half-axis, cf. Definition 3.1. A
main difference between the two calculi concerns the type of boundary respectively
edge conditions. In the smooth setting restriction to the boundary is a well-defined
operation for the standard Sobolev spaces but this is not anymore the case for the
edge spaces. Correspondingly the boundary conditions are of different nature. In
[KSS08] Kapanadze, Schulze and the author constructed an extended edge alge-
bra using an enlarged scale of edge Sobolev spaces that allowed to generalize the
restriction-to-the-boundary mappings, and so to interpret Boutet de Monvel’s al-
gebra as a subalgebra in this larger calculus. The main idea is to replace Taylor
asymptotics of functions at the boundary by a more general type of asymptotic
behaviour. While the standard boundary conditions can be interpreted, roughly
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speaking, as functionals acting on the Taylor coefficients, the generalized boundary
conditions do act on the coefficients of the more general expansions.
Though this calculus extends the one of Boutet de Monvel, it appears being some-
what too coarse to tackle in full generality the above posed question – what are
natural domains and how to find associated Fredholm problems. In a certain sense
the enlarged spaces are too big. In this paper we discuss how to further refine the
calculus from [KSS08] to achieve this goal. We shall present the basic idea in a
model situation where the operators are defined in a half space rather than on a
bounded domain, and have constant coefficients along the boundary (actually, it is
enough that the first µ conormal symbols of the operator are y-independent).
In Section 3 we discuss closed extensions of elliptic cone differential operators on the
half-line (actually, all the constructions extend to also cover the case of an infinite
cone R+×X over a non-trivial cone base X rather than the half-axis). The analysis
of such extensions was initiated by Lesch [Le97] and later on refined and extended
by other authors, see for example Gil, Mendoza [GM03], Schrohe, Seiler [SS05], Gil,
Krainer, Mendoza [GKM06] and Coriasco, Schrohe, Seiler [CSS07]. We reprove here
some of the known results, using a formalism following [SS05]. In Section 4 we use
this approach to construct natural domains for edge-degenerate differential opera-
tors. We show that they naturally arise as subspaces of edge Sobolev spaces with
asymptotics (the latter known from the standard edge calculus) and we construct
natural pseudodifferential projections onto these spaces. The principal symbols of
these projections yield pointwise projections onto the maximal domain of the prin-
cipal edge symbol, viewed as a family of cone differential operators. In the last part
of Section 4 we indicate how these projections can be used to formulate a refined
version of the calculus from [KSS08] in ‘projected subspaces’.
2. The Laplacian on a Half-space
The meaning of this section is to discuss a simple example, the Laplacian ∆ on the
half space Ω := Rq × R+, in a way that motivates our approach later on. So, we
will give some fancy looking explanation why it is natural to choose H2(Ω) as the
domain for ∆ in L2(Ω).
Let us introduce the following family of maps κλ, λ > 0, that acts on functions (or
distributions) on Ω by
(κλu)(y, t) = λ
1/2u(y, λt), (y, t) ∈ Rq × R+.
Thus κλ acts essentially as a dilation on the t-variable; the factor λ
1/2 makes κλ an
isometrie on L2(Ω). Obviously, the κλ form a group, i.e., κλκρ = κλρ and κ1 = id.
We can now define the operator
L := F−1η→y κ
−1
〈η〉 Fy
′→η
where we write 〈η〉 = (1 + |η|2)1/2 and F is the standard Fourier transform. By
a direct (formal) calculation it is then easy to see that conjugating 1 −∆ with L
gives
A˜ := L (1−∆)L−1 = (1−∆y)(1− ∂
2
t ).
4 JO¨RG SEILER
Thus we have split 1 − ∆ in two operators, one along the boundary and one in
direction normal to the boundary. Now the maximal domain of (1−∆y) in L
2(Rq)
is just H2(Rq), while the maximal domain of (1 − ∂2t ) in L
2(R+) can be shown to
be H2(R+). So it is natural to take H
2(Rq, H2(R+)) as domain for A˜ in L
2(Ω) =
L2(Rq, L2(R+)). So the natural domain for ∆ itself is L
−1H2(Rq, H2(R+)) which
can be shown to coincide with H2(Ω), cf. Section 4.1.
This approach can be used to find natural domains for general edge-degenerate
operators. Conjugation with L amounts to a splitting of operators where on R+
we will obtain Fuchs-type differential operators. We study the maximal domains of
such operators in the next section.
3. Fuchs-type Differential Operators on the Half-axis
In this section we let A denote an elliptic Fuchs-type differential operator on the
half-axis. More precisely, we assume that A is a differential operator of order µ with
smooth coefficients, that near t = 0 has the form
(3.1) A = t−µ
µ∑
j=0
aj(t)(−t∂t)
j , aj ∈ C
∞(R+)
(in case of a non trivial cone base X the coefficient functions aj(t) take values in
the differential operators on X of order at most µ− j). We can write A = a(t,Dt)
with a symbol a(t, τ) which is a polynomial in τ . We shall assume that
|∂jt ∂
k
τ a(t, τ)| ≤ Cjk〈τ〉
µ−k
uniformly in t ≥ 1 and τ ∈ R for any integers j and k. We also assume that this
operator is elliptic in the following sense:
(i) There are constants C and R such that for t ≥ 1
|a(t, τ)−1| ≤ C〈τ〉−µ ∀ (t, τ) ≥ R,
(ii) the principal symbol σµψ(a)(t, τ) never vanishes for τ 6= 0,
(iii) the rescaled symbol tµσµψ(a)(t, t
−1τ) never vanishes for τ 6= 0.
We shall now derive explicit descriptions of the maximal extension of A when
considered as an unbounded in L2(R+), initially defined on the space of smooth
compactly supported test functions (the results extend in a straightforward way to
the framework of Fuchs-type operators on an infinite cone R+ ×X with a closed
cross-section X of arbitrary dimension).
3.1. Cone Sobolev spaces. We need to recall the definitions of certain cone
Sobolev spaces on R+. We fix a cut-off function ω ∈ C
∞
0 (R+), i.e., ω is smooth
and compactly supported and ω ≡ 1 in some neighborhood of t = 0.
Definition 3.1. For s a non negative integer and γ ∈ R let Ks,γ(R+) denote the
space of all distributions satisfying (1− ω)u ∈ Hs(R+) and
t−γ(t∂t)
j(ωu)(t) ∈ L2(R+, dt) ∀ j ≤ s.
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Note that γ indicates a power weight in t for t → 0. This spaces can be equipped
with the structure of a Hilbert space and the definition can also be extended to
cover arbitrary real s ∈ R. We shall omit any details. Note that K0,0(R+) coincides
with the space L2(R+, dt), but that K
s,γ(R+), s 6= 0, is different from H
s(R+) for
any chioce of γ. In the particular case s = γ ≥ 0 with s− 1/2 6∈ N0 it can be shown
that Ks,s(R+) coincides with the closure of C
∞
0 (R+) in H
s(R+).
The weighted spaces are natural for cone differential operators, in the sense that A
from (3.1) induces continuous mappings
A : Ks,γ(R+) −→ K
s−µ,γ−µ(R+), s, γ ∈ R.
Definition 3.2. Let γ ∈ R and θ > 0. Then As(γ, θ) consists of all finite subsets
S ⊂ C×N0 such that 1/2−γ−θ < Re p < 1/2−γ for any point (p, n) ∈ S and such
that to any p ∈ C there is at most one element (p, n) belonging to S. We define the
function space ES ⊂ C
∞(R+) as
ES =
{
t 7→ ω(t)
m∑
i=0
ni∑
j=0
aijt
−pi logj t | aij ∈ C
}
,
provided S = {(p0, n0), . . . , (pm, nm}.
These spaces arise natural in the formulation of elliptic regularity for cone differ-
ential operators and below in the description of their closed extensions. Note that
ES is finite-dimensional, hence carries a natural topology. In case S = {(−i, 0) | i =
0, . . . ,m} the space ES can be interpreted as the space of Taylor polynomials of
degree m, and in this sense the described asymptotic structure is a generalization
of Taylor asymptotics.
3.2. The maximal domain of a cone differential operator. Let A be as in
(3.1) and associate with A its model cone operator Â which is defined by
(3.2) Â = t−µ
µ∑
k=0
ak(0)(−t∂t)
k
on R+. We shall now describe the spaces
Dmax(Â) = {u ∈ L
2(R+) | Âu ∈ L
2(R+)},
Dmax(A) = {u ∈ L
2(R+) | Au ∈ L
2(R+)}
and a canonical relation between them which is due to [GM03], [GKM06]. For
convenience of notation we work in L2(R+) = K
0,0(R+); all what will be said has
straightforward reformulations in the case Ks,γ(R+) with s, γ ∈ R.
We shall need the sequence of so-called conormal symbols of A, defined by
(3.3) fℓ(z) =
µ∑
j=0
a
(ℓ)
j z
j, a
(ℓ)
j :=
1
ℓ!
dℓaj
dtℓ
(0).
These are polynomials in the complex variable z. Due to the ellipticity of A the
principal conormal symbol f0 is different from zero, hence f
−1
0 is a meromorphic
function (in case of a non trivial cone base, f0 is a holomorphic function with values
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in the µ-th order differential operators which turns out to be meromorphically
invertible, any vertical strip in the complex plane of finite width only containing
finitely many poles; the Laurent coefficients are then smoothing pseudodifferential
operators on X) . In case f−10 has no pole with real part equal to 1/2 − µ it is
known, cf. [Le97], that
dimDmax(Â)
/
Kµ,µ(R+) = dimDmax(A)
/
Kµ,µ(R+) <∞
and that there exist finite-dimensional spaces Ê and E of smooth functions on R+
such that
Dmax(Â) = K
µ,µ(R+)⊕ Ê, Dmax(A) = K
µ,µ(R+)⊕ E.
Obviously the above equality of dimensions means that dim Ê = dimE. In case
f−10 has a pole on the line Re z = 1/2− µ, the above remains true upon replacing
Kµ,µ(R+) by
Dmin(A) := Dmax(A) ∩ ∩
ε>0
Kµ,µ−ε(R+).
We shall now describe a constructive method how to determine the spaces Ê and
E, which at the same time establishes a canonical 1-1-correspondence between the
subspaces of Ê and E. This correspondence coincides with that found in [GKM06]
and plays an important role in the study of the resolvent of A, see Remark 3.5
below. We will use the following notation:
(3.4) Σ =
{
σ ∈ C | σ is a pole of f−10 and 1/2− µ < Reσ < 1/2
}
.
Let us now describe the maximal domain of the model cone operator. We let ω, ω0 ∈
C∞0 (R+) be arbitrary cut-off functions and use the Mellin transform
û(z) =
∫ ∞
0
tzu(t)
dt
t
.
Theorem 3.3. For σ ∈ Σ define G
(0)
σ : K0,µ(R+)→ K
∞,0(R+) by
(G(0)σ u)(t) = ω(t)
∫
|z−σ|=ε
t−zf−10 (z)ω̂0u(z) d¯z,
where ε > 0 is so small that there is no other pole of f−10 having distance to σ less
or equal to ε. Then
Ê = ⊕
σ∈Σ
Êσ, Êσ = rangeG
(0)
σ .
This result is well-known and we omit the proof. To decribe the maximal domain
of A itself define recursively
(3.5) g0 = 1, gℓ = −(T
−ℓf−10 )
ℓ−1∑
j=0
(T−jfℓ−j)gj , ℓ ∈ N,
with T ρ, ρ ∈ R, acting on meromorphic functions by (T ρf)(z) = f(z + ρ). The gj
are meromorphic and the recursion is equivalent to
(3.6)
j∑
ℓ=0
(T−ℓfj−ℓ)gℓ =
{
f0 : j = 0
0 : j ≥ 1
.
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If h is a meromorphic function, denote by Πσh the principal part of the Laurent
series in σ; of course if h is holomorphic in σ then Πσh = 0.
Theorem 3.4. For σ ∈ Σ and ℓ ∈ N define G
(ℓ)
σ : K0,µ(R+)→ K
∞,0(R+) by
(G(ℓ)σ u)(t, x) = ω(t)t
ℓ
∫
|z−σ|=ε
t−zgℓ(z)Πσ(f
−1
0 ω̂0u)(z) d¯z,
as well as
(3.7) Gσ :=
µσ∑
ℓ=0
G(ℓ)σ , µσ = [Reσ + µ− 1/2],
where [x] denotes the integer part of x ∈ R. Then
E = ⊕
σ∈Σ
Eσ, Eσ = rangeGσ.
Moreover, the following map is well-defined and an isomorphism:
(3.8) θσ : Eσ −→ Êσ, Gσ(u) 7→ G
(0)
σ (u).
The theorem is a consequence of Propositions 3.6 and 3.7 below. Before we state
and prove these, let us remark that the maps θσ induce an isomorphism
θ : E = ⊕
σ∈Σ
Eσ −→ Ê = ⊕
σ∈Σ
Êσ,
which yields the above mentioned 1-1-correspondence of subspaces of E and Ê,
respectively. This correpondence is important in view of the following result which
is due to [GKM06].
Remark 3.5. Let A denote the closed operator in L2(R+) acting as A on the
domain Kµ,µ(R+)⊕E, where E is a subspace of E. Moreover, let Â be defined by Â
on the domain Ê := θ(E). Then a ray Γ = eiϕR+ in the complex plane is a ray of
minimal growth for A if and only if it is one for Â.
Proposition 3.6. Eσ is a subspace of Dmax(A).
Proof. By construction Eσ is contained in K
∞,0(R+). Now let v = Gσ(u) with
u ∈ K0,µ(R+). We show that Av belongs to L
2(R+).
First assume that all the integrands appearing in the explicit expression of Gσ(u)
are holomorphic in Z \ {σ} for a vertical strip Z = {z ∈ C | |Re (σ − z)| ≤ ε} (the
general case we shall treat below). Then we can replace in the explicit expression
of Gσ(u) the integrals
∫
|z−σ|=ε
by the difference
∫
Re z=Reσ+ε
−
∫
Re z=Reσ−ε
, where
the lines are oriented upwards. Note that each of the latter two integrals is an
inverse Mellin transform of the corresponding integrand. Now we decompose the
operator A as
A = ω1t
−µ
µ−1∑
j=0
tjfj(−t∂t) +R,
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where R is a remainder that maps Kµ,0(R+) to L
2(R+), and ω1 is chosen in such
a way that ωω1 = ω1. Observing that ωG
(ℓ)
σ maps into K∞,µ+ℓ−µσ−δ(R+) for arbi-
trarily small δ > 0, we see that Av ∈ L2(R+) provided
ω1
µσ∑
j=0
µσ−j∑
l=0
tjfj(−t∂t)G
(ℓ)
σ (u) ∈ K
0,µ(R+).
By rearranging the summation this is equivalent to
ω1
µσ∑
k=0
tk
k∑
ℓ=0
(T−ℓfk−ℓ)(−t∂t)(t
−ℓG(ℓ)σ (u)) ∈ K
0,µ(R+);
we also have used the Mellin operator identity f(−t∂t)t
−ρ = t−ρ(T ρf)(−t∂t). The
contribution of the inner sum (that over ℓ) equals, for each k,(∫
Re z=Reσ+ε
−
∫
Re z=Reσ−ε
) k∑
ℓ=0
(T−ℓfk−ℓ)(z)gℓ(z)Πσ(f
−1
0 ω̂0u)(z) d¯z.
However this equals zero as each integrand is holomorphic in the strip S, since by
definition of the gj’s it actually coincides with δk0f0(z)Πσ(f
−1
0 ω̂0u)(z).
It remains to treat the case where the integrands may have poles in Z other than
σ. However, in this case one takes a function ϕ ∈ C∞comp(R+) such that ψ := Mϕ
vanishes to high order in all poles in Z, except for σ where 1 − ψ vanishes of
high order (cf. Lemma 3.8, below). Then replace the gj by gjψ. This does not
effect the operator Gσ, and one can proceed as before, finishing with the expression
δk0ψ(z)f0(z)Πσ(f
−1
0 ω̂0u)(z) which is holomorphic in the strip Z, again. 
Proposition 3.7. Let u, v ∈ Kµ,µ(R+). Then Gσ(u) = Gσ(v) if and only if
G
(0)
σ (u) = G
(0)
σ (v). In particular, Eσ has the same dimension as Êσ.
Proof. Set w = u− v. Let first G
(0)
σ (w) = 0. Write
Πσ(f
−1
0 ω̂0w)(z) =
n∑
ℓ=0
cℓ(z − σ)
−(ℓ+1)
with certain coefficients cℓ ∈ C. Since
t−z = exp(−z log t) = t−σ
∞∑
k=0
(− log t)k
k!
(z − σ)k,
we see that the residue of t−zΠσ(f
−1
0 ω̂0w)(z) in z = σ coincides with
t−σ
n∑
ℓ=0
(−1)ℓ
ℓ!
cℓ log
ℓ t.
Thus it follows that G
(0)
σ (w) = 0 if and only if all cℓ = 0, i.e., if and only if
Πσ(f
−1
0 ω̂0w) ≡ 0. This obviously implies Gσ(w) = 0. Vice versa, Gσ(w) = 0 implies
that G
(0)
σ (w) = −
µσ∑
ℓ=1
G
(ℓ)
σ (w). However, by construction
rangeG(0)σ ∩ range
µσ∑
ℓ=1
G(ℓ)σ = {0},
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hence G
(0)
σ (w) = 0. The second statement then follows, since G
(0)
σ (u1), . . . , G
(0)
σ (um)
are linearly independent if and only if Gσ(u1), . . . , Gσ(um) are, as can be seen by
considering linear combinations. 
3.3. Explicit formulae for the domains. The above defined domains can be
characterized explicitly using the residue theorem. Before doing so let us state the
following simple fact.
Lemma 3.8. Let H be a Hilbert space and ε > 0 arbitrary. To any given pair-
wise different points σ0, . . . , σk ∈ C, non-negative integers n0, . . . , nk, and elements
x0, . . . , xn0 ∈ H there exists a function u ∈ C
∞
0 ((0, ε), X) such that the Mellin
transform û of u has zeros of order nj in the points pj for j = 1, . . . , k and
djz û(p0)/j! = xj for j = 0, . . . , n0.
Now let us evaluate G
(0)
σ u for some σ ∈ Σ. To this end let
f0(z)
−1 ∼
nσ∑
k=0
rσ,k(z − σ)
−(k+1), rσ,nσ 6= 0,
denote the principal part of the Laurent expansion of f−10 . Then, by the residue
theorem (see the proof of Proposition 3.7),
(3.9) (G(0)σ u)(t) = ω(t)t
−σ
nσ∑
j=0
ζσ,j(u) log
j t,
where the coefficients ζσ,ℓ(u) are computed by
(3.10) ζσ,j(u) =
(−1)j
j!
nσ∑
k=j
rσ,kδσ,k−j(u), δσ,i(u) = d
i
zω̂0u(σ)/i!.
Writing ζσ(u) = (ζσ,0(u), . . . , ζσ,nσ(u)) and δσ(u) = (δσ,0(u), . . . , δσ,nσ(u)), in ma-
trix notation this reads as
ζσ(u) = Bσδσ(u), Bσ = (bσ,jk)0≤j,k≤nσ ,
where the coefficients of Bσ are given by
bσ,jk =
{
(−1)jrσ,j+k/j! : j + k ≤ n
0 : j + k > n
(this formula also holds true for a general cross-section X , where now the rσ,k are
smoothing operators on X). As the left-upper triangular matrix Bσ is invertible
and, by the above lemma, δσ(u) runs through all of C
nσ+1 when u varies over
C∞0 (R+), we conclude the following.
Proposition 3.9. If nσ is the multiplicity of the pole σ ∈ Σ of f
−1
0 then
Êσ =
{
ω(t)
nσ∑
j=0
ajt
−σ logj t
∣∣∣ a ∈ Cnσ+1} = EŜσ ∼= Cnσ+1,
with asymptotic type Ŝσ = {(σ, nσ)}.
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Finding the explicit representation of the operatorsG
(ℓ)
σ works along the same lines.
If we write
gℓ(z) ∼
∞∑
k=−N
(ℓ)
σ
g
(ℓ)
σ,k(z − σ)
k, N (ℓ)σ ≥ 0,
for the Laurent series of gℓ around σ then a direct computation using the residue
theorem shows that
(3.11)
(G(ℓ)σ u)(t) = ω(t)t
−σ+ℓ
N(ℓ)σ +nσ∑
j=0
( nσ∑
k=max(0,j−N
(ℓ)
σ )
(−1)kk!
(−1)jj!
g
(ℓ)
σ,k−jζσ,k(u)
)
logj t
with the ζσ,k(u) as introduced in (3.10). Now denote by 〈·, ·〉nσ the inner product of
Cnσ+1 and by ek the k-th unit vector. If we then define the vectors x
(ℓ)
σ,j ∈ C
nσ+1,
j = 0, . . . , N
(ℓ)
σ + nσ, by〈
ek, x
(ℓ)
σ,j
〉
nσ
=
(−1)jk!
(−1)kj!
g
(ℓ)
σ,k−j , k = 0, . . . , nσ,
in case 0 ≤ j ≤ N
(ℓ)
σ and by〈
ek, x
(ℓ)
σ,j
〉
nσ
=
{
0 : 0 ≤ k ≤ j −N
(ℓ)
σ − 1
(−1)jk!
(−1)kj!g
(ℓ)
σ,k−j : j −N
(ℓ)
σ ≤ k ≤ nσ
, k = 0, . . . , nσ,
provided N
(ℓ)
σ + 1 ≤ j ≤ N
(ℓ)
σ + nσ, then we can write
(3.12) (G(ℓ)σ u)(t) = ω(t)t
−σ+ℓ
N(ℓ)σ +nσ∑
j=0
〈
ζσ(u), x
(ℓ)
σ,j
〉
nσ
logj t.
Again using that u 7→ ζ(u) : C∞0 (R+)→ C
nσ+1 is surjective, we obtain the following
description of the spaces Eσ.
Proposition 3.10. With the previously introduced notation
Eσ =
{
ω(t)
µσ∑
ℓ=0
N(ℓ)σ +nσ∑
j=0
〈
a, x
(ℓ)
σ,j
〉
nσ
t−σ+ℓ logj t
∣∣∣ a ∈ Cnσ+1} ∼= Cnσ+1.
The latter two Propositions 3.9 and 3.10 obviously yield an explicit representation
of the isomorphism θσ : Êσ → Eσ from (3.8), namely
(3.13) θ−1σ
(
ω(t)
nσ∑
j=0
ajt
−σ logj t
)
= ω(t)
µσ∑
ℓ=0
N(ℓ)σ +nσ∑
j=0
〈
a, x
(ℓ)
σ,j
〉
nσ
t−σ+ℓ logj t.
Note that N
(0)
σ = 0 and x
(0)
σ,j = ej for j = 0, . . . , nσ, so the summand on the
right-hand side for ℓ = 0 is just the function from the left-hand side.
We have seen in Proposition 3.9 that Êσ equals EŜσ with the asymptotic type
Ŝσ = {(σ, nσ)}. However, E = ⊕σ∈ΣEσ in general does not coincide with a space
ES for any asymptotic type S. Choosing S suitably, E will be a subspace of ES and
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we can construct a canonical projection of ES onto E. This we shall describe in the
following remark.
Remark 3.11. With the previously introduced notation let N ≥ max
σ∈Σ
µσ
max
ℓ=0
N
(ℓ)
σ and
define the asymptotic type
S = {(σ − ℓ,N) | σ ∈ Σ, ℓ = 0, . . . , µσ}.
Then E is a subspace of ES. For any σ ∈ Σ there is an obvious projection P̂σ of ES
onto EŜσ , where Ŝσ = {(σ, nσ)}. Now define
ι : C→ R, ι(x + iy) = y.
Obviously ι(Σ) = {y1, . . . , yk} is finite. Write Σi = Σ ∩ ι
−1(yi) and order the
elements σi0, σi1, . . . , σiki of Σi by decreasing real parts, i.e., Reσij > Reσi(j+1).
We define a projection πi of ES onto ⊕σ∈ΣiEσ in the following way: For u ∈ ES let
u0 = u and then
uj+1 := uj − θ
−1
σij
(
P̂σijuj
)
, j = 0, . . . , ki − 1,
using the isomorphisms from (3.13). Define πiu = uki . The desired projection of
ES onto E is then π := π1 + . . .+ πk.
4. Edge-degenerate Differential Operators on a Half-space
We shall now use the results derived in the previous section for the description
of natural, in a certain sense maximal, domains for edge-degenerate differential
operators. However, first we provide some background material concerning pseudo-
differential operators with operator-valued symbols that we shall need later on.
4.1. Pseudodifferential operators with operator-valued symbols. Let H
be a Hilbert space. A group action on H is a function κλ : [0,∞) → L (H), the
bounded operators on H , such that
(1) κλκρ = κλρ, κ1 = id,
(2) κλx
λ→1
−−−→ x for any x ∈ H .
We think H to be equipped with such a group action. We shall denote by η 7→ [η]
a positive smooth function on Rq which coincides with |η| outside the unit ball.
Definition 4.1. For s ∈ R we let Ws(Rq, H) denote the closure of S (Rq, H) with
respect to the norm
‖u‖ =
(∫
Rq
[η]2s‖κ−1(η)Fu(η)‖2H
)1/2
,
where we define κ(η) := κ[η] and F denotes the Fourier transform. This is a Hilbert
space. If the group action is trivial, κ ≡ 1, we write Hs(Rq, H).
The spaces Ws(Rq, H) are called abstract edge Sobolev spaces. Note that the op-
erator L = F−1 κ−1(η)F induces a canonical isometric isomorphism between
Ws(Rq, H) and Hs(Rq, H). Pseudodifferential operators in this set-up are based
on operator-valued symbols.
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Definition 4.2. Let H and H˜ be two Hilbert spaces with group action and µ ∈ R.
Then Sµ(Rq × Rq;H, H˜) is the space of all smooth functions a(y, η) : Rq × Rq →
L (H, H˜) satisfying estimates∥∥κ˜−1(η)(DαηDβy a(y, η))κ(η)∥∥L (H,H˜) ≤ Cαβ [η]µ−|α|
for any multi-indices α and β. The associated pseudodifferential operator is denoted
by a(y,D).
The operator a(y,D) is defined analogously to the case where H = H˜ = C and is
initially a map from S (Rq, H) to S (Rq, H˜). It can be shown, cf. [Sch91], [Se99],
that it extends to continuous maps
(4.1) a(y,D) :Ws(Rq, H) −→Ws−µ(Rq, H˜), s ∈ R,
if µ is the order of a(y, η).
A function p(y, η) : Rq × (Rq \ {0}) → L (H, H˜) is called twisted homogeneous of
degree d, if the identity
(4.2) p(y, λη) = λd κ˜λ p(y, η)κ
−1
λ
holds true for any (y, η) and any positive λ. The space of such twisted homogeneous
functions we shall denote by S(d)(Rq × Rq;H, H˜).
Definition 4.3. A symbol a ∈ Sµ(Rq × Rq;H, H˜) is called classical if there exists
a sequence of twisted homogeneous symbols a(µ−j)(y, η) of degree µ− j such that
a(y, η)−
N−1∑
j=0
χ(η)a(µ−j)(y, η) ∈ Sµ−N(Rq × Rq;H, H˜)
for any N ∈ N, where χ(η) denotes a zero excision function. The space of such
symbols shall be denoted by Sµcℓ(R
q × Rq;H, H˜). We set
σµ∧(a)(y, η) = a
(µ)(y, η)
and call this function the homogeneous principal symbol of a.
Occasionally we will consider H and H˜ with the trivial group action κ ≡ 1. If this
is not clear from the context, we point this out by writing Sµcℓ(R
q × Rq;H, H˜)(1).
In our application we will deal with Hilbert spaces that are function or distribution
spaces on R+. They will be always equipped with the ‘standard group-action’ which
is defined by
(4.3) (κλu)(t) = λ
1/2u(λt),
i.e., it is the dilation group we already have seen in Section 2. We assume this from
now on and do not indicate it furthermore.
Example 4.4. For any s ∈ R the spaces Hs(Rq × R+) and W
s(Rq, Hs(R+)) are
naturally isomorphic, cf. Section 3.1.1 in [Sch91].
The previous example motivates the following definition.
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Definition 4.5. For s, γ ∈ R we define the ‘edge Sobolev spaces’
Ws,γ(Rq × R+) :=W
s(Rq,Ks,γ(R+)),
and subspaces
Ws,γ(Rq × R+)S :=W
s(Rq,Ks,γ−θ(R+)⊕ ES),
where S ∈ As(γ, θ) is an asypmtotic type, cf. Definition 3.2.
Using L from above we have an isomorphism from Ws,γ(Rq × R+)S to
Hs(Rq,Ks,γ−θ(R+)⊕ ES) = H
s(Rq,Ks,γ−θ(R+)) ⊕H
s(Rq, ES),
we define
(4.4) Vs(Rq, ES) = L
−1Hs(Rq, ES).
This is a closed subspace of Ws,γ(Rq × R+)S . Note that ES alone is not invariant
under the group action due to the cut-off function ω involved in its definition, but
Ks,γ−θ(R+)⊕ ES is.
4.2. Construction of the natural domain. Consider an edge-degenerate differ-
ential operator A on the half-space Ω = Rq × R+ with y-independent coefficients
(as before, we could allow a cone R+×X with non trivial base). Near the boundary
let
A = t−µ
µ∑
j+|α|=0
ajα(t)(tDy)
α(−t∂t)
j .
We assume that (1 − ω)(t)A maps Wµ,0(Ω) into L2(Ω) =W0,0(Ω) (i.e., the coeffi-
cients behave well as t→∞) and that
f0(z) :=
µ∑
j=0
aj0(0)z
j
is meromorphically invertible and has no pole on the line Re z = 1/2 − µ (the
meromorphic invertibility is automatically satisfied for suitably elliptic operators,
and also holds in case of non trivial X). We will define a natural domain Dmax(A) ⊂
Wµ,0(Ω) such that A : Dmax(A) −→ L
2(Ω) (we also could consider Ws,γ(Ω) for
arbitrary s and γ but for convenience we take s = γ = 0). By abuse of notation
this domain, in general, does not yield the maximal closed extension of A in the
functional analytic sense.
Denoting the Taylor expansion of the coefficient functions ajα by
ajα(t) ∼
∞∑
k=0
a
(k)
jα t
k
we define the truncated operator Atr by
Atr = t
−µ
µ∑
ℓ=0
tℓ
∑
k+|α|=ℓ
µ−|α|∑
j=0
a
(k)
jαD
α
y (−t∂t)
j ,
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and then set A˜ := L◦Atr◦L
−1. This operator can be viewed as a pseudodifferential
operator with operator-valued symbol a˜(η) which is
a˜(η) = t−µ
µ∑
ℓ=0
tℓf˜ℓ(−t∂t, η), f˜ℓ(z, η) = [η]
µ−ℓ
∑
k+|α|=ℓ
µ−|α|∑
j=0
a
(k)
jα η
αzj.
Of course, a˜(η) is for each η a cone differential operator and the f˜ℓ(z, η) are the
corresponding conormal symbols. Note that f˜ℓ(z, η) is a classical symbol of order µ
in η, and that f˜0(z, η) = [η]
µf0(z). Again we shall use the notation
Σ =
{
σ ∈ C | σ is a pole of f−10 and 1/2− µ < Reσ < 1/2
}
,
write nσ for the multiplicity of the pole σ of f
−1
0 , and set µσ = [Reσ + µ − 1/2].
We use the asymptotic types
Sσ = {(σ − ℓ,mσ) | 0 ≤ ℓ ≤ µσ}, mσ =
µσ
max
ℓ=0
N (ℓ)σ ,
cf. Remark 3.11.
Define recursively the functions g˜ℓ(z, η) as in (3.5), replacing the fj(z) by f˜j(z, η).
Let ω, ω0 ∈ C
∞(R+) be arbitrary fixed cut-off functions. Then the expressions
[g˜(0)σ (η)u](t) = ω(t)
∫
|z−σ|=ε
t−z f˜0(z, η)
−1ω̂0u(z) d¯z
[g˜(ℓ)σ (η)u](t) = ω(t)t
ℓ
∫
|z−σ|=ε
t−z g˜ℓ(z, η)Πσ
(
f˜0(z, η)
−1ω̂0u(z)
)
d¯z,
define operator-valued symbols
g˜(ℓ)σ (η) ∈ S
−µ
cℓ (R
q;K0,µ(R+), ESσ)(1).(4.5)
Theorem 4.6. With the symbols defined in (4.5) let g˜σ(η) =
µσ∑
ℓ=0
g˜
(ℓ)
σ (η). Then
range g˜σ(D) = range
(
g˜σ(D) : L
2(Rq,K0,µ(R+)) −→ H
µ(Rq, ESσ)
)
is a closed subspace of Hµ(Rq, ESσ) which is mapped by A˜ into L
2(Ω).
Proof. The closedness of range g˜σ(D) we shall prove after Theorem 4.8 below, where
we derive a more explicit description. The mapping property of A˜ follows from
construction (the details are along the lines of the proof of Proposition 3.6 for the
case of cone operators). We omit the details. 
4.3. The principal edge symbol. The principal edge symbol of A is, by defini-
tion, the function
σµ∧(A)(η) = t
−µ
µ∑
j+|α|=0
ajα(0)(tη)
α(−t∂t)
j , η 6= 0;
note that the coefficients ajα are ‘frozen’ in t = 0. The principal edge symbol
is (formally) twisted homogeneous of degree µ and pointwise, for any η, a cone
differential operator on R+ of which we assume that it is elliptic in the sense de-
scribed in Section 3 (this is not a restriction, since this is always holds for elliptic
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edge-degenerate operators). We now can apply a procedure analogous to the one
in the previous section. It is a bit simpler, since we do not have to apply a Taylor
expansion to the coefficients. First we define
f¯ℓ(z, η) = |η|
µ−ℓ
∑
|α|=ℓ
µ−|α|∑
j=0
ajα(0)η
αzj, η 6= 0
and then recursively functions g¯ℓ(z, η) as in (3.5), replacing the fj(z) by f¯j(z, η).
We define homogeneous functions
g¯(ℓ)σ (η) ∈ S
(−µ)
cℓ (R
q;K0,µ(R+), ESσ)(1)
by the expressions
[g¯(0)σ (η)u](t) = ω(t)
∫
|z−σ|=ε
t−z f¯0(z, η)
−1ω̂0u(z) d¯z
[g¯(ℓ)σ (η)u](t) = ω(t)t
ℓ
∫
|z−σ|=ε
t−z g¯ℓ(z, η)Πσ
(
f¯0(z, η)
−1ω̂0u(z)
)
d¯z
which are defined for η 6= 0. We also set g¯σ(η) =
µσ∑
ℓ=0
g¯
(ℓ)
σ (η). The following observa-
tion will be important for us; it actually follows directly from the construction of
the symbols g˜
(ℓ)
σ (η) and g¯
(ℓ)
σ (η).
Proposition 4.7. The symbols g¯
(ℓ)
σ (η) and g¯σ(η) are the homogeneous principal
symbols of g˜
(ℓ)
σ (η) and g˜σ(η), respectively.
It is a consequence of the results from Section 3 for cone differential operators that
(4.6) κ−1|η| σ
µ
∧(A)(η)κ|η| : range g¯σ(η) ⊂ ESσ −→ L
2(R+).
4.4. Explicit form of the domains. In Section 3.3 we have found explicit repre-
sentations of the domains for cone differential operators. We can follow the proce-
dure introduced there, keeping track of the additional η-dependence of all involved
symbols. Doing so we find symbols
(4.7) x˜
(ℓ)
σ,j(η) ∈ S
−µ
cℓ (R
q;Cnσ ,C), x¯
(ℓ)
σ,j(η) ∈ S
(−µ)
cℓ (R
q;Cnσ ,C),
j = 0, . . . , N
(ℓ)
σ + nσ, which are determined in terms of the Laurent coefficients of
the gℓ(z, η), such that x¯
(ℓ)
σ,j(η) is the homogeneous principal symbol of x˜
(ℓ)
σ,j(η) and
the following result is true.
Theorem 4.8. With the above introduced notation range g˜σ(D) equals
(4.8)
{
ω(t)
µσ∑
ℓ=0
N(ℓ)σ +nσ∑
j=0
(
x˜
(ℓ)
σ,j(D)a
)
t−σ+ℓ logj t
∣∣∣ a ∈ L2(Rq,Cnσ+1)}.
Now it is easy to complete the proof of Theorem 4.6.
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Proof of Theorem 4.6. Let (u(n)) be a sequence in range g˜σ(D) that converges in
Hµ(Rq, ESσ) to u. Write
u(n) = ω(t)
µσ∑
ℓ=0
N(ℓ)σ +nσ∑
j=0
(
x˜
(ℓ)
σ,j(D)a
(n)
)
t−σ+ℓ logj t
with a(n) ∈ L2(Rq,Cnσ+1). The convergence of (u(n)) is equivalent to the conver-
gence of any of the sequences (x˜
(ℓ)
σ,j(D)a
(n)) in Hµ(Rq,C). However, for ℓ = 0 we
have x˜
(ℓ)
σ,j(D)a
(n) = [D]µa
(n)
j , hence (a
(n)) converges in L2(Rq,Cnσ+1). Denoting
the limit by a it follows that (u(n)) converges to
ω(t)
µσ∑
ℓ=0
N(ℓ)σ +nσ∑
j=0
(
x˜
(ℓ)
σ,j(D)a
)
t−σ+ℓ logj t,
which is an element of range g˜σ(D). 
4.5. The natural domain of A. As we have derived A˜ from A (actually, from
Atr) by conjugation with the isomorphism L we obtain the natural domain for A
by pulling back the above constructions under L. In detail, we have the follwing:
Theorem 4.9. With the symbols introduced in (4.5) define
g(ℓ)σ (η) = κ(η) g˜
(ℓ)
σ (η)κ
−1(η), gσ(η) =
µσ∑
ℓ=0
g˜(ℓ)σ (η).
These are operator-valued symbols,
g(ℓ)σ (η), gσ(η) ∈ S
−µ
cℓ (R
q;K0,µ(R+), ESσ),
and the range of gσ(D) : W
0,µ(Ω) → Wµ,0(Ω) is a closed subspace of Vµ(Rq, ESσ)
which is mapped by A into L2(Ω). The homogeneous principal symbols are given by
σ−µ(g(ℓ)σ )(η) = κ|η| g¯
(ℓ)
σ (η)κ
−1
|η| , σ
−µ(gσ)(η) = κ|η| g¯σ(η)κ
−1
|η| .
Due to the previous result and the motivation given in Section 2, the following
definition appears natural:
Definition 4.10. We define the natural domain of A as
Dmax(A) =W
µ,µ(Ω)⊕ ⊕
σ∈Σ
rangegσ(D).
Note that Dmax(A) is contained in W
µ,ε(Ω) for any 0 < ε < min
σ∈Σ
1/2− Reσ.
Definition 4.11. According to (4.6) let us define
Dmax(σ
µ
∧(A)(η)) = K
µ,µ(R+)⊕ ⊕
σ∈Σ
rangeκ|η| g¯σ(η).
The following theorem shows the existence of a canonical projection on the natural
domain of A.
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Theorem 4.12. Let S be the asymptotic type defined in Remark 3.11. Then there
exists a symbol
p(η) ∈ S0cℓ(R
q;Kµ,µ(R+)⊕ ES ,K
µ,µ(R+)⊕ ES)
having the following properties:
(1) p(D) is a projection in Wµ,µ(Ω)⊕Vµ(Rq, ES) having Dmax(A) as its range,
and p(D) is the identity map on Wµ,µ(Ω).
(2) σ0∧(p)(η) is a projection in K
µ,µ(R+)⊕ES onto Dmax(σ
µ
∧(A)(η)) and σ
0
∧(p)(η)
is the identity map on Kµ,µ(R+).
Proof. The proof is a parameter-dependent variant of the procedure described
in Remark 3.11. First define isomorphisms θσ(η) as in (3.13), replacing x
(ℓ)
σ,j by
[η]µx˜
(ℓ)
σ,j(η). This yields a projection π(η) as before. Let π
′(η) denote the extension
of π(η) by 1 to Kµ,µ(R+) ⊕ ES . Then p(η) := κ(η)π
′(η)κ−1(η) has the desired
properties (recall that x¯
(ℓ)
σ,j(η) is the homogeneous principal symbol of x˜
(ℓ)
σ,j(η)). 
Referring to the terminology used in [KSS08] we call p(D) a ‘singular’ projec-
tion, indicating that it is the identity on Wµ,µ(Ω) and acts non trivially only on
Vµ(Rq, ES).
4.6. Outlook: Generalized boundary problems in projected subspaces
spaces. In [KSS08] we introduced a calculus for constructing, in particular, para-
metrices for operators of the form(
A
T
)
:Wµ,µ(Ω)S −→
L2(Ω)
⊕
L2(∂Ω,Ck)
,
where A is an edge-degenerate differential operator on a bounded domain (actually,
a manifold with edges) and T are so-called singular boundary conditions (for details
we refer to [KSS08]). A limitation of this calculus is that it refers to spaces of the
form Wµ,µ(Ω)S and that (the invertibility of) the principal edge symbol also refers
to Kµ,µ(R+)⊕ES with the same type S. As we have seen above, the natural domains
of edge operators are not necessarily of this form, and the principal edge symbol
can come along with a different asymptotic structure. Theorem 4.12 suggests to
formulate a calculus for operators in projected subspaces, i.e., to consider operators
of the form (
A
T
)
: P (Wµ,µ(Ω)S) −→
L2(Ω)
⊕
L2(∂Ω,Ck)
,
where P is a ‘singular projection’ in Wµ,µ(Ω)S associated with A, i.e., P acts as
the identity map on Wµ,µ(Ω). Note that this resembles the calculus introduced by
Schulze in [Sch01] for boundary value problems not requiring Shapiro-Lopatinskij
ellipticity, where the classical boundary conditions are replaced by conditions in pro-
jected subspaces; however, in this set-up the projected spaces live over the boundary,
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while the spaces on Ω still are the classical Sobolev spaces. Besides usual interior
ellipticity, the principal edge symbol should now be considered as a map(
σµ∧(A)
σµ∧(T )
)
(y, η) : rangeσµ∧(P )(y, η) −→
L2(R+)
⊕
Ck
,
and ellipticity requires the invertibility of this map whenever η 6= 0. Though the
singular projection refers to spaces over Ω, and not over ∂Ω, note that the actual non
trivial contribution only comes from the ‘singular part’ of P acting on Vµ(Ω, ES);
the range of rangeσµ∧(P )(y, η) can be viewed as a subbundle of the trivial product
bundle S∗∂Ω×ES where S
∗∂Ω denotes the co-sphere bundle over the boundary. In
this sense, the situation has some similarity with the one described for boundary
conditions in projected spaces over the boundary.
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