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Abstract
This proposal relates to the design, analysis and application of a novel numerical
scheme for the solution of axisymmetric scattering problems. To this end, a procedure
is introduced to iteratively evaluate the solution of the Lippmann-Schwinger integral
equation in O(N log2 N) operations, where N is the number of the discretization points.
The method achieves its efficiency through the use of the addition theorem and Fast
Legendre Transforms (FLT). For globally smooth sound velocities/refractive indexes the
method is spectrally accurate. More generally the order of convergence is tied to and in
fact, limited by, the smoothness of the solution.
1 Introduction
A variety of numerical methods have been developed for scattering simulations. These include
finite difference methods (FDM) ([46], [47], [17]), finite element methods (FEM) ([30], [11],
[50]), integral equation methods (IEM) ([49], [54], [34]) and methods based on fast Fourier
transforms ([32], [10], [42]) and fast multipole expansions ([43], [12], [13]).
Each of these have advantages and shortcomings. For instance, FDM and FEM result in
sparse matrices which can, therefore, be easily applied and inverted. Moreover, FDM can be
implemented with relative ease. These methods however are typically tied to regular grids
which prevents the attainment of high order convergence for arbitrarily shaped obstacles.
In contrast, FEM, while more difficult to implement than its FDM counterparts can easily
handle complex geometries, a feature that, in fact, largely justifies its popularity. A main
disadvantage of the FEM approach (also shared by FDM), on the other hand, is related to
the exterior nature of scattering problem. Indeed, this implies that the physical radiation
conditions must be translated into conditions that allow for a finite computational domain.
Although exact boundary conditions can be found [38], they are non local (in space and time).
For this reason, great effort has gone into the design of approximate local boundary conditions
([20], [50], [51]) that minimize spurious reflections. To achieve this, however, the conditions
must typically be imposed at a certain distance from the scatterer,leading to increased com-
putational times and memory requirements.
Integral equation methods, on the other hand, do not suffer from this problem, as they
are based on integral formulas which implicitly account for radiation conditions through the
use of outgoing Green’s functions. These methods, however, typically lead to a linear sys-
tem involving a full matrix and thus they are not competitive unless a specialized strategy is
used to accelerate matrix-vector products. Examples of accelerated IEM include those based
on FFTs ([32], [54]) and those that use fast multipole expansions ([43], [27]). Interestingly,
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however, to date no implementation of these exists that can attain higher than first or second
order of convergence.
In this paper, we present a new integral equation approach to scattering simulations,
especially designed to treat penetrable bodies of revolution. In the spirit of methods based
on FFTs, our approach attains its efficiency through the use of fast Legendre transforms
(FLTs). In contrast with classical methods, however, our scheme can be made to converge with
arbitrarily large order. This important additional property is achieved using ideas inspired by
work in [4] and [3] on two-dimensional scattering. As in [4] we use the addition theorem in the
integral equation to derive a scheme whose convergence rate is tied to the global smoothness
of the refractive index/sound velocity; for globally smooth characteristics, for instance, it
converges spectrally. The contribution of this paper is to get the high order convergence of
axisymmetric case in 3-D with two dimensional cost using FLTs.
2 The Helmholtz and Lippmann-Schwinger equations
As we mentioned, we are interested in the prediction of electromagnetic and acoustic scat-
tering returns. Helmholtz equation arises naturally in acoustics and we shall concentrate on
scattering problems for such models. Although our results will not be directly applicable to
electromagnetics, they do suggest a strategy to follow in this case, as the corresponding inte-
gral equations are similar in structure to those that arise in connection with the Helmholtz
model.
We will consider the case when the inhomogeneity is of compact support and the region
under consideration is in R3. A bounded scatterer Ω is contained within a radius R from the
origin. The refractive index n(x) varies arbitrarily in Ω and n(x)=1 outside the scatterer.
Thus, setting m(x)=1 − n(x)2 we have m(x)=0 for x outside Ω and a scattered field us will
be generated by an incident field ui satisfying the linearized equations in free space
∆ui + k2ui = 0 in R3. (1)
The total field u = ui + us will then satisfy
∆u+ k2n2u = 0 in R3 (2)
with appropriate conditions at infinity. The physically relevant condition is the Sommerfeld
radiation condition which guarantees that the scattered field is outgoing,
lim
r→∞
r
(
∂us
∂r
− ikus
)
= 0. (3)
In fact, as we mentioned, this last condition constitutes one of the central challenges in
the design of accurate numerical methods, especially if it must be approximated (see e.g.,
[47], [24]). Such approximations, however, can be avoided in an integral formulation of the
problem that explicitly accounts for the outgoing character of the solution. Indeed, suppose
u ∈ C2(R3) is a solution of (2)-(3) and let
Φ(x, y) =
1
4π
eik|x−y|
| x− y | , (4)
denote the free-space outgoing Green’s function. Let x ∈ R3 be an arbitrary point and choose
an open ball B of radius r with exterior unit normal ν containing the support of m and such
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that x ∈ B. Then, we arrive at the Lippmann-Schwinger equation which is equivalent to (2)
and (3),
u(x) = ui(x)− k2
∫
B
Φ(x, y)u(y)m(y) dy, x ∈ R3 (5)
where B is any ball containing the support of m.
3 Axisymmetric formulation of the Lippmann-Schwinger
integral equation
A convenient form of the Lippmann-Schwinger equation can be derived if we appeal to the
addition theorem. The addition theorem (see [8]) states that
1
4π
eik|x−y|
| x− y | = ik
∞∑
n=0
h(1)n (k | ρ˜ |)jn(k | ρ |)
2n+ 1
4π
[
Pn(cos θ˜)Pn(cos θ)
+ 2
n∑
m=1
(n−m)!
(n+m)!
Pmn (cos θ˜)P
m
n (cos θ) cos(m(φ˜− φ))
] (6)
where x = (ρ˜ sin θ˜ cos ϕ˜, ρ˜ sin θ˜ sin ϕ˜, ρ˜ cos θ˜), y = (ρ sin θ cosϕ, ρ sin θ sinϕ, ρ cos θ), and Pmn
are the associated Legendre functions (P 0n = Pn are the Legendre polynomials). The series
and its term by term first derivatives with respect to | x | and | y | are absolutely convergent
on compact subsets of | x |>| y |.
Therefore, we obtain, using the addition theorem and lemma, that∫
R3
Φ(x, y)u(y)m(y) dy =
∫
R3
1
4π
eik|x−y|
| x− y |u(y)m(y) dy
= ik
∫
R3
∞∑
n=0
h(1)n (kρ>)jn(kρ<)
2n+ 1
4π
[
Pn(cos θ˜)Pn(cos θ)
+ 2
n∑
m=1
(n−m)!
(n+m)!
Pmn (cos θ˜)P
m
n (cos θ) cos(m(φ˜ − φ))
]
· u ·m · ρ2 sin θ dρdθdϕ,
(7)
where
ρ> = max(ρ˜, ρ), ρ< = min(ρ˜, ρ).
If the incoming ray and the obstacle are axisymmetric then, by uniqueness [8], the solution
u of (2) and (3) will be axisymmetric. Then (7) simplifies to
∫
R3
Φ(x, y)u(y)m(y) dy = ik
∞∑
n=0
(2n+ 1)
2
π∫
0
R∫
0
h(1)n (kρ>)jn(kρ<)Pn(cos θ)Pn(cos θ˜)
· u(ρ, θ)m(ρ, θ)ρ2 sin θ dρdθ.
(8)
Finally, expanding u and ui in Legendre series we obtain
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∞∑
n=0
un(ρ˜)Pn(cos θ˜) =
∞∑
n=0
uin(ρ˜)Pn(cos θ˜)
−
∞∑
n=0
(2n+ 1)ik3
2
π∫
0
R∫
0
h(1)n (kρ>)jn(kρ<)Pn(cos θ)
· u(ρ, θ)m(ρ, θ)ρ2 sin θ dρdθPn(cos θ˜), (9)
from which the axisymmetric formulation
un(ρ˜) = u
i
n(ρ˜)−
(2n+ 1)ik3
2
π∫
0
R∫
0
h(1)n (kρ>)jn(kρ<)Pn(cos θ)u(ρ, θ)m(ρ, θ)ρ
2 sin θ dρdθ (10)
follows.
4 Numerical implementation
To implement (10) numerically, we approximate u and m by a truncated Legendre series
uF (ρ, cos θ) =
F∑
n=0
un(ρ)Pn(cos θ),
mM (ρ, cos θ) =
M∑
n=0
un(ρ)Pn(cos θ).
Then, if n ≤ F , using the orthogonality properties of the Legendre polynomials we have
π∫
0
uF (ρ, cos θ)Pn(cos θ)m(ρ, cos θ) sin θdθ
=
π∫
0
uF (ρ, cos θ)Pn(cos θ)
2F∑
l=0
ml(ρ)Pl(cos θ) sin θdθ, (11)
so that we m can be approximated by
m2F (ρ, cos θ) =
2F∑
l=0
ml(ρ)Pl(cos θ).
The formulation (10) thus reduces to
un(ρ˜) = u
i
n(ρ˜) +
i
2
Kn(ρ˜), (12)
where
Kn(ρ˜) = −(2n+ 1)k3
R∫
0
h(1)n (kρ>)jn(kρ<)In(ρ)ρ
2 dρ, (13)
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and
In(ρ) =
π∫
0
uF (ρ, θ)m2F (ρ, θ)Pn(cos θ) sin θ dθ, (14)
n = 0, 1, . . . , F . To solve (12), we shall appeal to an iterative method, e.g., GMRES, which
reduces the overall problem to the fast evaluation of Kn(ρ˜) in (12). To achieve the latter
we propose below an efficient strategy to calculate the angular integration in (14) and the
subsequent radial integration in (13).
4.1 Angular integration
A natural approach to the evaluation of (14) is to exploit the orthogonality of the Legendre
polynomials by expanding the function uFm2F (ρ, θ) in Legendre series for fixed ρ. This, of
course, demands that we calculate the Legendre transform {cn}
uF (ρ, θ)m2F (ρ, θ) =
3F∑
n=0
cn(ρ)Pn(cos θ), (15)
which, in principle, requires O(F 2) operations (for fixed ρ). Fortunately, however, algorithms
have been designed for the fast evaluation of the map
{f(θj)}Fj=1 → {cn}Fn=1, (16)
where
f(θj) =
F∑
n=0
cnPn(cos θj),
and its inverse, for appropriate choices of the angles {θj}; see Appendix. These algorithms,
which we shall refer to as Fast Legendre Transform (FLT) and Inverse Fast Legendre Trans-
form (IFLT), then suggest an implementation of the angular integration in the form
{In(ρ)/τn}Fn=0 = FLT3F (IFLT3F ({un(ρ)}Fn=0) · IFLT3F ({mn(ρ)}2Fn=0)), (17)
where
τn =
1∫
−1
| pn(x) |2 dx = 2
2n+ 1
.
4.2 Radial integration
As can be easily checked, the integrand in (13) has a corner-type singularity at ρ = ρ˜, which
suggests that we write
−Kn(a)
(2n+ 1)k3
= h(1)n (ka)
min(a,R)∫
0
jn(kρ)In(ρ)ρ
2 dρ+ jn(ka)
R∫
min(a,R)
h(1)n (kρ)In(ρ)ρ
2 dρ
= i
[
yn(ka)
min(a,R)∫
0
jn(kρ)In(ρ)ρ
2 dρ+ jn(ka)
R∫
min(a,R)
yn(kρ)In(ρ)ρ
2 dρ
]
+ jn(ka)
R∫
0
jn(kρ)In(ρ)ρ
2 dρ.
(18)
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Since, h
(1)
n (kρ) blows up at the origin although jn(kρ)h
(1)
n (kρ) behaves nicely. So, we define
the modified Bessel functions j˜n(ρ), y˜n(ρ) as follows.
j˜n(ρ) :=
1 · 3 · 5 · . . . (2n+ 1)
ρn
jn(ρ) =
[
1−
1
2ρ
2
1!(2n+ 3)
+
(12ρ
2)2
2!(2n+ 3)(2n+ 5)
+ . . .
]
y˜n(ρ) :=
ρn+1
−1 · 1 · 3 · 5 · . . . (2n− 1)yn(ρ) =
[
1−
1
2ρ
2
1!(1− 2n) +
(12ρ
2)2
2!(1− 2n)(3− 2n) + . . .
]
(19)
Then, the equation (18) becomes
Kn(a) = i
[
y˜n(ka)
min(a,R)∫
0
(ρ
a
)n+1
j˜n(kρ)In(ρ)k
2ρ dρ
+ j˜n(ka)
R∫
min(a,R)
(a
ρ
)n
y˜n(kρ)In(ρ)k
2ρ dρ
]
+ j˜n(ka)(ka)
n
R∫
0
(kρ)n(−2n− 1)k3
1 · 32 · 52 . . . (2n+ 1)2 j˜n(kρ)In(ρ)ρ
2 dρ.
(20)
and approximate each integrand in the right-hand side separately. To this end, we divide
the integration domain in a number Ni of equi-length interpolation intervals Uj = [u
0
j , u
1
j ],
1 ≤ j ≤ Ni on which we approximate
In(ρ) ≈
Nd−1∑
m=0
cjmT
u0j ,u
1
j
m (ρ), (21)
for ρ ∈ Uj, where
T
u0j ,u
1
j
m (ρ) = Tm
(
ρ− (u1j + u0j)/2
(u1j − u0j)/2
)
are Chebyshev polynomials in Uj. Then letting {ρjk}Ndk=1 denote the Chebyshev points in Uj
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we have
Kn(ρ
j
k) ≈ iy˜n(kρ
j
k)
[ j−1∑
p=1
Nd−1∑
m=0
cpm
∫
Up
( ρ
ρjk
)n+1
j˜n(kρ)T
u0p,u
1
p
m (ρ)k
2ρ dρ
+
Nd−1∑
m=0
cjm
ρj
k∫
u0
j
( ρ
ρjk
)n+1
j˜n(kρ)T
u0j ,u
1
j
m (ρ)k
2ρ dρ
]
+ ij˜n(kρ
j
k)
[ Ni∑
p=j+1
Nd−1∑
m=0
cpm
∫
Up
(ρjk
ρ
)n
y˜n(kρ)T
u0p,u
1
p
m (ρ)k
2ρ dρ
+
Nd−1∑
m=0
cjm
u1j∫
ρj
k
(ρjk
ρ
)n
y˜n(kρ)T
u0j ,u
1
j
m (ρ)k
2ρ dρ
]
+ j˜n(kρ
j
k)(kρ
j
k)
n
Ni∑
p=1
Nd−1∑
m=0
cpm
∫
Up
(kρ)n(−2n− 1)k3
1 · 32 · 52 . . . (2n+ 1)2 j˜n(kρ)T
u0p,u
1
p
m (ρ)ρ
2 dρ,
(22)
which can be readily evaluated if the moments
ρj
k+1∫
ρj
k
( ρ
ρjk+1
)n+1
j˜n(kρ)T
u0j ,u
1
j
m (ρ)k
2ρ dρ ,
ρj
k+1∫
ρj
k
(ρjk
ρ
)n
y˜n(kρ)T
u0j ,u
1
j
m (ρ)k
2ρ dρ,
ρj
k+1∫
ρj
k
(kρ)n
1 · 3 · 5 · · · (2n+ 1) j˜n(kρ)T
u0j ,u
1
j
m (ρ)ρ
2 dρ
(ρj0 = u
0
j , ρ
j
(Nd+1)
= u1j) are pre-computed and stored for
0 ≤ n ≤ F , 0 ≤ m ≤ Nd − 1, 1 ≤ j ≤ Ni, 0 ≤ k ≤ Nd.
4.3 Algorithm and operation count
The prescriptions in §4.1 and §4.2 can be summarized in the following algorithm.
Algorithm
Input {uin(ρjk)}Fn=0 , {mn(ρjk)}2Fn=0 : Legendre transform coefficients of ui(ρjk, θ) andm(ρjk, θ).
Output {un(ρjk)}Fn=0 : Legendre transform coefficients of u(ρjk, θ).
Stages
0 stage,
• compute Bessel functions
y˜n(kρ
j
k) , j˜n(kρ
j
k)
• compute ratios
(ρjk)
n+1
(ρjk+1)
n+1
,
(ρjk)
n
(ρjk+1)
n
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• compute moments αj,k,n,m, βj,k,n,m, γj,k,n,m,
αj,k,n,m :=
ρj
k+1∫
ρj
k
( ρ
ρjk+1
)n+1
j˜n(kρ)T
u0j ,u
1
j
m (ρ)k
2ρ dρ , βj,k,n,m :=
ρj
k+1∫
ρj
k
(ρjk
ρ
)n
y˜n(kρ)T
u0j ,u
1
j
m (ρ)k
2ρ dρ,
γj,k,n,m :=
ρj
k+1∫
ρj
k
(kρ)n
1 · 3 · 5 · · · (2n+ 1) j˜n(kρ)T
u0j ,u
1
j
m (ρ)ρ
2 dρ
(e.g. with a Clenshaw− Curtis quadrature [39])
• set un(ρjk) = uin(ρjk)
k stage, for k=1 to the number of iterations required for GMRES to converge to a prescribed
tolerance
• compute angular integration {In(ρjk)}Fn=0 for given un,
{In(ρjk)/τn}Fn=0 = FLT3F (IFLT3F ({un(ρjk)}Fn=0) · IFLT3F ({mn(ρjk)}2Fn=0))
• compute radial integration
(a) compute {cjm}Nd−1m=0
In(ρ) ≈
Nd−1∑
m=0
cjmT
u0j ,u
1
j
m (ρ) for ρ ∈ Uj ;
(b) define µj,k,n, ζj,k,n, ξj,k,n
µj,k,n :=
Nd−1∑
m=0
cjmαj,k,n,m , ζj,k,n :=
Nd−1∑
m=0
cjmβj,k,n,m , ξj,k,n :=
Nd−1∑
m=0
cjmγj,k,n,m;
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(c) compute Kn(ρ
j
k)
ℵ =
Ni∑
p=1
Nd∑
l=0
ξp,l,n
s(ρ11) = y˜n(kρ
1
1)µ1,0,n
s(ρ12) =
y˜n(kρ
1
2)
y˜n(kρ11)
(ρ11)
n+1
(ρ12)
n+1
s(ρ11) + y˜n(kρ
1
2)µ1,1,n
s(ρ13) =
y˜n(kρ
1
3)
y˜n(kρ12)
(ρ12)
n+1
(ρ13)
n+1
s(ρ12) + y˜n(kρ
1
3)µ1,2,n
. . .
s(ρNiNd) =
y˜n(kρ
Ni
Nd
)
y˜n(kρ
Ni
Nd−1
)
(ρNiNd−1)
n+1
(ρNiNd)
n+1
s(ρNiNd−1) + y˜n(kρ
Ni
Nd
)µNi,Nd−1,n
q(ρNiNd) = j˜n(kρ
Ni
Nd
)ζNi,Nd,n
q(ρNiNd−1) =
j˜n(kρ
Ni
Nd−1
)
j˜n(kρ
Ni
Nd
)
(ρNiNd−1)
n
(ρNiNd)
n
q(ρNiNd) + j˜n(kρ
Ni
Nd−1
)ζNi,Nd−1,n
q(ρNiNd−2) =
j˜n(kρ
Ni
Nd−2
)
j˜n(kρ
Ni
Nd−1
)
(ρNiNd−2)
n
(ρNiNd−1)
n
q(ρNiNd−1) + j˜n(kρ
Ni
Nd−2
)ζNi,Nd−2,n
· · ·
q(ρ11) =
j˜n(kρ
1
1)
j˜n(kρ12)
(ρ11)
n
(ρ12)
n
q(ρ12) + j˜n(kρ
1
1)ζ1,1,n
Kn(ρ
j
k) := i(s(ρ
j
k) + q(ρ
j
k)) − k3
(kρjk)
n
1 · 3 · 5 · · · (2n− 1) j˜n(kρ
j
k)ℵ
(d) define
un(ρ
j
k) := un(ρ
j
k)−
i
2
Kn(ρ
j
k).
As follows from the description above, at each iteration, the number of multiplications is
given by
Stage number of operations
Angular integration O(F (logF )2NdNi)
Radial integration (a) + (b) + (c)
(a) O(Nd(logNd)NiF )
(b) O(N2dNiF )
(c) O(NiNdF )
Therefore, the total number of operations per iteration is
O
[
NiNdF (log
2 F + logNd +Nd + 1)
]
= O(N log2N)
where N = NiNdF is the total number of degrees of freedom.
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5 Numerical results
In this section we present results that confirm the predicted performance of the algorithms
described in § 4.3.
Example 5.1 In our first example we consider the scattering off a homogeneous sphere of
radius 1 and index n(x) = 2. In this case the problem is explicitly solvable, so that comparison
with the exact solution is possible. Indeed, for a plane wave incident in the positive z-direction
we have
ui = eik~x(0,0,1) = eikρ cos θ =
∞∑
n=0
in(2n+ 1)jn(kρ)Pn(cos θ). (23)
Equation (23), together with the Helmholtz equation (2), and the radiation condition (3)
readily deliver
us =
{∑∞
n=0{anjn(2kρ)− in(2n+ 1)jn(kρ)}Pn(cos θ), ρ ≤ 1∑∞
n=0 bnhn(kρ)Pn(cos θ), ρ ≥ 1
where an and bn solve( −jn(2k) hn(k)
−2j′n(2k) h′n(k)
)(
an
bn
)
= −
(
jn(k)
j′n(k)
)
in(2n+ 1).
Therefore,
us =
{∑∞
n=0{a˜nρnj˜n(2kρ)− in (kρ)
n
1·3····(2n−1) j˜n(kρ)}Pn(cos θ), ρ ≤ 1∑∞
n=0
(
b˜nk
2n+1
−1·12·32···(2n−1)2(2n+1)ρ
nj˜n(kρ) + ib˜n
1
ρn+1 y˜n(kρ)
)
Pn(cos θ), ρ ≥ 1
where a˜n and b˜n solve(
j˜n(2k), −δnj˜n(k)− iy˜n(k)
nj˜n(2k) + 2kj˜n
′
(2k), −δn(nj˜n(k) + j˜n
′
(k)k) + i(n+ 1)y˜n(k)− iy˜n′(k)k
)(
a˜n
b˜n
)
=
(
inkn
̟n
j˜n(k)
inkn
̟n
(nj˜n(k) + j˜n
′
(k)k)
)
.
where
δn :=
k2n+1
−1 · 12 · 32 · · · (2n− 1)2(2n+ 1)
̟n :=
{
1 · 3 · · · · (2n− 1), n ≥ 1
1 n = 0
In figure 1 we show the error E = ‖uexact − uapprox‖∞ between the approximate and exact
solutions for different values of the interpolation orders Nd in (21).The figure demonstrates
that, indeed, the radial integrator incurs an error of O(( 1NiNd )
Nd). Numerical values corre-
sponding to this figure are displayed in table 1 where we also exhibit timings and iteration
counts.
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Figure 1: Error in radial integrator for Example 5.1 (sphere).
Ni time per iteration error log2(error ratio)
23 3 (sec) 1.19372e-05
24 8 (sec) 6.51158e-07 4.1963
25 15 (sec) 3.91409e-08 4.0563
26 30 (sec) 2.41378e-09 4.0193
27 61 (sec) 1.50428e-10 4.0042
Table 1: Results corresponding to Example 5.1: sphere.
Parameters: F = 28 − 1, Nd = 4, 0 ≤ ρ ≤ 4.
Example 5.2 To test the angular integration, our second example relates the sphere centered
at (0, 0, d) with radius r. ui(ρ, θ) is given as follows,
ui = eik(ρ cos θ−d)
= e−ikd
∞∑
n=0
in(2n+ 1)jn(kρ)Pn(cos θ).
(24)
Since,
θ0∫
0
Pm(cos θ) sin θ dθ =
1∫
cos θ0
Pm(t) dt
=
√
(1− cos2 θ0)P−1m (cos θ0)
=
{√
(1− cos2 θ0) (m−1)!(m+1)!P 1m(cos θ0), m ≥ 1
(1− cos θ0), m = 0.
where
Pmn = (1− x2)
m
2
dmPn(x)
dxm
.
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The exact Legendre series coefficients of m(ρ, θ) is given as follows. if 0 ≤ (d−r) ≤ ρ ≤ (d+r),
m(ρ,θ) =
(1− n20)
( ∞∑
m=1
2m+ 1
2
√
(1 − cos2 θ0) (m− 1)!
(m+ 1)!
P 1m(cos θ0)Pm(cos θ) +
1
2
(1− cos θ0)P0(cos θ)
)
where (ρ sin θ0, ρ cos θ0) is a solution of
y2 + z2 = ρ2, y2 + (z − d)2 = r2.
So, we have the exact Legendre coefficients of u and m and an approximated solution is
compared with the exact solution from example 1. Tables 2-5 shows the radial and angular
convergences of a discontinuous scatterer.
Ni time per iteration error error ratio
23 1 (sec) 0.0650681
24 2 (sec) 0.0186698 3.4852
25 3 (sec) 0.00580343 3.21703
26 7 (sec) 0.00187212 3.09993
27 13 (sec) 0.00060713 3.08355
28 27 (sec) 0.000201581 3.01185
Table 2: Results corresponding to Example 5.2: sphere centered at (0,0,2) with radius 1.
Parameters: F = 27 − 1, Nd = 2, 0 ≤ ρ ≤ 4.
Ni time per iteration error error ratio
23 2 (sec) 0.0029432
24 3 (sec) 0.00127203 2.31378
25 7 (sec) 0.000600751 2.11741
26 14 (sec) 0.000250397 2.39919
27 27 (sec) 8.41992e-05 2.97387
28 54 (sec) 1.89269e-05 4.44865
Table 3: Same parameters with table 2 except Nd = 4.
Ni time per iteration error error ratio
23 4 (sec) 0.000757108
24 7 (sec) 0.000327485 2.31189
25 14 (sec) 0.000131013 2.49964
26 27 (sec) 3.06305e-05 4.27719
27 53 (sec) 7.49014e-06 4.08945
Table 4: Same parameters with table 2 except Nd = 8.
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F time per iteration error log2(error ratio)
22-1 1 (sec) 0.313367
23-1 1 (sec) 0.0378805 3.04833
24-1 2 (sec) 0.00503166 2.91235
25-1 5 (sec) 0.00100595 2.32247
26-1 11 (sec) 0.000180542 2.47816
Table 5: Angular convergence
Parameters: Ni = 2
8, Nd = 2, 0 ≤ ρ ≤ 4.
Example 5.3 To test the convergence of the angular integration, our third example relates
to the body of the revolution generated by an annulus. This hollowed sphere has the refractive
index
n(ρ, cos θ) =
{
(1 +
√
| cos θ |p)1/2, 1 ≤ ρ ≤ 2
1, 0 ≤ ρ < 2 or ρ > 2. (25)
Then,
m(ρ, t) =
{
−|t|β, 1 ≤ ρ ≤ 2
0, 0 ≤ ρ < 2 or ρ > 2.
The Legendre coefficients of m(ρ, t), 1 ≤ ρ ≤ 2 is given by ∑∞n=0m2n(ρ)P2n(t),
where
m2n(ρ) = − 1
2n+ 1
1∫
−1
P2n(t)|t|β dt
= − 2
2n+ 1
1∫
0
P2n(t)t
β dt
= − (4n+ 1)
√
π2−β−1Γ(1 + β)
Γ(1− n+ 12β)Γ(12β + 32 + n)
= −(4n+ 1)√π2−β−1 Γ(1 + β)
Γ(1 + 12β)Γ(
3
2 +
1
2β)
∏n−1
k=0 (
1
2β − k)∏n−1
k=0 (
1
2β +
3
2 + k)
.
(26)
In tables 6-9, we present the order of convergence for β =.2, 1.7, 2.2 and 3.2 respectively.
The tables clearly show the correlation between smoothness of the refractive index n(x) and
the order of convergence.
F time per iteration error log2(error ratio)
24-1 1 (sec) 0.000543237 5.22994
25-1 2 (sec) 0.000123797 2.13361
26-1 5 (sec) 2.75278e-05 2.16901
27-1 13 (sec) 5.78823e-06 2.2497
28-1 30 (sec) 1.06212e-06 2.44617
29-1 67 (sec) 1.96433e-07 2.43484
13
Table 6: β = .2, m ∈ C.2, u ∈ C2.2
Parameters: F = 210 − 1, Nd = 2, Ni = 27, 0 ≤ ρ ≤ 4.
F error log2(error ratio)
24-1 1.70623e-05
25-1 1.10166e-06 3.95306
26-1 8.65346e-08 3.67025
27-1 6.6141e-09 3.70966
28-1 4.5934e-10 3.84791
29-1 3.25004e-11 3.82104
Table 7: β = 1.7, m ∈ C1.7, u ∈ C3.7
Same parameters with table 6.
F error log2(error ratio)
24-1 4.85002e-06
25-1 1.87781e-07 4.69086
26-1 1.03671e-08 4.17896
27-1 5.61064e-10 4.20771
28-1 2.78307e-11 4.33342
29-1 1.40967e-12 4.30325
Table 8: β = 2.2, m ∈ C2.2, u ∈ C4.2
Same parameters with table 6.
F error log2(error ratio)
24-1 3.43503e-06
25-1 5.82177e-08 5.88272
26-1 1.32625e-09 5.45603
27-1 3.58185e-11 5.21051
28-1 8.9928e-13 5.31579
29-1 2.3999e-14 5.22773
Table 8: β = 3.2, m ∈ C3.2, u ∈ C5.2
Same parameters with table 6.
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6 Numerical analysis
Actually, what we have solved is following,
v(ρ, cos θ) = ui,F (ρ, cos θ) +
i
2
(KFv)(ρ, cos θ), (27)
where
ui,F (ρ, cos θ) =
F∑
n=0
uin(ρ)Pn(cos θ) (28)
(KF v)(ρ, cos θ) =
F∑
n=0
(Knv)(ρ)Pn(cos θ) (29)
Therefore,
vn(ρ) =
{
uin(ρ) +
i
2 (Knv)(ρ), n ≤ F
0, n > F.
While the exact solution satisfies,
uF (ρ, cos θ) = ui,F (ρ, cos θ) +
i
2
(KFu)(ρ, cos θ), (30)
Therefore, the error in the solution of the approximate integral equation (27) is given by
|u(ρ, cos θ)− vF (ρ, cos θ)| ≤ |uF (ρ, cos θ)− vF (ρ, cos θ)|+ |uT (ρ, cos θ)|, (31)
where
uT (ρ, cos θ) = u(ρ, cos θ)− uF (ρ, cos θ) =
∑
n>F
un(ρ)Pn(cos θ)
By comparing (27) and(30), we get
uF − vF = i
2
KF (uF − vF ) + i
2
KFuT
Therefore,
‖uF − vF ‖∞ = ‖(I − i
2
KF )−1‖∞‖ i
2
KFuT ‖∞
≤ B‖KFuT ‖∞
where,
‖(I − i
2
KF )−1‖∞ ≤ B.
From the equations (13), (14),
(Knu
T )(ρ, cos θ) = −(2n+1)k3
R∫
0
π∫
0
h(1)n (kρ>)jn(kρ<)ρ
2(uF (ρ, θ)m2F (ρ, θ)Pn(cos θ) sin θ dθ) dρ,
(32)
Lemma 6.1 There is a constant C(R, k) such that
‖
R∫
0
h(1)n (kρ>)jn(kρ<)ρ
2 dρ‖∞ ≤ C(R, k)
max(1, n2)
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Proof.
‖
R∫
0
h(1)n (kρ>)jn(kρ<)ρ
2 dρ‖∞ ≤ |yn(kρ˜)|
min(ρ˜,R)∫
0
|jn(kρ)|ρ2 dρ+ |jn(kρ˜)|
R∫
min(ρ˜,R)
|yn(kρ)|ρ2 dρ
+ |jn(kρ˜)|
R∫
0
|jn(kρ)|ρ2 dρ.
jn(ρ) =
ρn
1 · 3 · 5 · . . . (2n+ 1)
[
1−
1
2ρ
2
1!(2n+ 3)
+
(12ρ
2)2
2!(2n+ 3)(2n+ 5)
+ . . .
]
yn(ρ) =
−1 · 1 · 3 · 5 · . . . (2n− 1)
ρn+1
[
1−
1
2ρ
2
1!(1− 2n) +
(12ρ
2)2
2!(1− 2n)(3− 2n) + . . .
]
Therefore,
|jn(ka)yn(kb)| ≤ a
n
bn+1(2n+ 1)
C(R, k)
Then, the result follows immediately. 
Therefore,
‖KnuT ‖∞ ≤ (2n+ 1)k3(
R∫
0
|h(1)n (kρ>)jn(kρ<)|ρ2 dρ)
∑
s>F
s+n∑
l=s−n
‖ml(ρ)‖∞‖us(ρ)‖∞
1∫
−1
|PmPsPn| dρ
≤ C(k,R)
max(1, n)
∑
s>F
s+n∑
l=s−n
‖ml(ρ)‖∞‖us(ρ)‖∞
1∫
−1
|PmPsPn| dρ
(33)
where,
m(ρ, cos θ) =
∞∑
m=0
ml(ρ)Pl(cos θ),
uT (ρ, cos θ) =
∑
s>F
us(ρ)Ps(cos θ),
(34)
Lemma 6.2 If f ∈ C([−1, 1]), the the Legendre coefficients of f ,
cn =
2n+ 1
2
1∫
−1
f(t)Pn(t) dx =
1
n+ 1
2n+ 1
2
1∫
−1
df(t)
dt
(Pn−1(t)− tPn(t))dt. (35)
Proof. Since, Θ = Pn(cos θ) satisfies,
d
dθ
(
sin θ
dΘ
dθ
)
= −n(n+ 1)(sin θ)Θ,
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Therefore,
2
2n+ 1
cn =
1∫
−1
f(x)Pn(x) dx =
π∫
0
f(cos θ)Pn(cos θ) sin θ dθ
= −
π∫
0
f(cos θ)
n(n+ 1)
d
dθ
(
sin θ
d(Pn(cos θ))
dθ
)
dθ
= − f(cos θ)
n(n+ 1)
sin θ
d(Pn(cos θ))
dθ
∣∣∣π
0
+
1
n(n+ 1)
π∫
0
d
dθ
(f(cos θ)) · sin θd(Pn(cos θ))
dθ
dθ
=
1
n(n+ 1)
π∫
0
d
dθ
(f(cos θ)) · sin θd(Pn(cos θ))
dθ
dθ
=
1
n(n+ 1)
1∫
−1
df(t)
dt
dt
dθ
dPn(t)
dt
dt
dθ
dt
=
1
n(n+ 1)
1∫
−1
df(t)
dt
dPn(t)
dt
(1− t2)dt
=
1
n+ 1
1∫
−1
df(t)
dt
(Pn−1(t)− tPn(t))dt
For the last equality, we used the formula, dPn(t)dt (1 − t2) = n(Pn−1(t)− tPn(t)). 
Stieltjes’ formula ([44]) says,
Pn(cos θ) =
4
π
1
(2n+ 1)
1
αn
[
cos
(
(n+ 12 )θ − π4
)
(2 sin θ)
1
2
+ α1
1
2n+ 3
cos
(
(n+ 32 )θ − 3π4
)
(2 sin θ)
3
2
α2
1 · 3
(2n+ 3)(2n+ 5)
cos
(
(n+ 52 )θ − 5π4
)
(2 sin θ)
5
2
+ · · ·
]
.
(36)
where
αn =
(2n− 1)!!
(2n)!!
The series is convergent for π6 < θ <
5π
6 . If the sum of the first m terms is taken as an
approximation of Pn(cos θ) for 0 < θ < π, the error pn,m(θ) satisfies the inequality
|pn,m| < 4
π
1
(2n+ 1)
1
αn
· αm (2m− 1)!!
(2n+ 3)(2n+ 5) . . . (2n+ 2m+ 1)
2
(2 sin θ)m+
1
2
.
(37)
In other words, the error is less than twice the absolute value of the first term omitted if the
cosine term is replaced by 1.
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Lemma 6.3 If dfdt is integrable, then the Legendre coefficients of f ,
|cn| = |2n+ 1
2
1∫
−1
f(x)Pn(x)| dx ≤ C
n
1
2
(38)
Proof. Since Pn(cos θ) satisfies,∣∣∣∣∣Pn(cos θ)− 4π 1(2n+ 1) 1αn
[
cos
(
(n+ 12 )θ − π4
)
(2 sin θ)
1
2
]∣∣∣∣∣ ≤ 4π 1(2n+ 1)(2n+ 3) 1αn 1(2 sin θ) 32
and,
π∫
0
f(cos θ) cos(nθ)(sin θ)
1
2 dθ = f(cos θ)(sin θ)
1
2
sin(nθ)
n
∣∣∣π
0
− 1
n
π∫
0
d
(
f(cos θ)(sin θ)
1
2
)
dθ
sin(nθ) dθ
= O
( 1
n
)
Similarly,
π∫
0
f(cos θ) sin(nθ)(sin θ)
1
2 dθ = O
( 1
n
)
Therefore,
|cn| 2
2n+ 1
= |
1∫
−1
f(t)Pn(t)| dt
≤
∣∣∣ π∫
0
f(cos θ)
4
π
1
(2n+ 1)
1
αn
cos
(
(n+
1
2
)θ − π
4
) (sin θ) 12√
2
dθ
∣∣∣+ 4
π
1
(2n+ 1)(2n+ 3)
1
αn
π∫
0
dθ
2
2
3 (sin θ)
1
2
≤ O( 1
n
3
2
)
where
αn ≈ O(
1√
n
)

Corollary 6.4 If d
mf
dtm is integrable, then the Legendre coefficients of f ,
|cn| = |2n+ 1
2
1∫
−1
f(t)Pn(t)| dx ≤ C
nm−
1
2
(39)
Proof. Combining (35) and (38), it follows directly. 
For example, if f(t) = |t|k+α ∈ Ck+α, 0 < α < 1, then the Legendre coefficients decay
like O( 1nk+.5 ) by the corollary. But, numerically, it shows that f(t) decays as O(
1
nk+.5+α ).
But, I will not attempt to prove the correlation between α and the convergence order here.
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Lemma 6.5 Suppose {ml(ρ)}, {us(ρ)} from the equations (34) decay like O( 1lk+2+α ), O( 1sk+4+α )
with α > 0 respectively. If k ≥ 1 then,
‖KFuT ‖∞ = O( 1
F k+4.5+α+min(1.5,k+α)
).
If k = 0 then,
‖KFuT ‖∞ = O( logF
F 4.5+α+min(1,.5+α)
).
Proof. If k ≥ 1,
‖KnuT ‖∞ ≤ C(k,R)
max(1, n)
∑
s>F
s+n∑
l=s−n
‖ml(ρ)‖∞‖us(ρ)‖∞
1∫
−1
|PmPsPn| dρ
≤ C(k,R)
max(1, n)
∑
s>F
s+n∑
l=s−n
1
lk+2+α
1
sk+4+α
1∫
−1
|PmPsPn| dρ
≤ C(k,R)
max(1, n)
∑
s>F
1
(s− n)k+1+α
1
sk+4.5+α
1
max(1, n.5)
≤ C(k,R)
max(1, n1.5)
1
(F + 1− n)k+α
1
F k+4.5+α
(40)
Therefore,
‖KFuT ‖∞ ≤
F∑
n=0
‖KnuT ‖∞
≤ C(k,R)
F k+4.5+α
F∑
n=0
1
max(1, n1.5)
1
(F + 1− n)k+α
(41)
Since
F∑
n=1
1
n1.5
1
(F + 1− n)k+α
≤
p
F
2 q∑
n=1
1
n1.5(F + 1− n)k+α +
p
F
2 q∑
n=1
1
nk+α(F + 1− n)1.5
= O(
1
F k+α
) +O(
1
Fmin(k+α+.5,1.5)
) ≤ O( 1
Fmin(k+α,1.5)
)
(42)
Combining equations (41) and (42) give our desired result.
If k = 0,
‖KnuT‖∞ ≤ C(k,R)
max(1, n)
∑
s>F
s+n∑
l=s−n
1
l2+α
1
s4+α
1∫
−1
|PmPsPn| dρ
≤ C(k,R)
max(1, n)
∑
s>F
1
(s− n)1.5+α
1
s4.5+α
≤ C(k,R)
max(1, n)
1
(F + 1− n).5+α
1
F 4.5+α
(43)
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Therefore,
‖KFuT ‖∞ ≤ C(k,R)
F 4.5+α
F∑
n=0
1
max(1, n)
1
(F + 1− n).5+α
≤ C(k,R)
F 4.5+α
(
p
F
2 q∑
n=1
1
n(F + 1− n).5+α +
p
F
2 q∑
n=1
1
n.5+α(F + 1− n) +O(
1
F .5+α
))
≤ C(k,R)
F 4.5+α
(O(
logF
F .5+α
) +O(
logF
Fmin(1,.5+α)
) +O(
1
F .5+α
)) = O(
logF
F 4.5+α+min(1,.5+α)
)
(44)

Lemma 6.6 If {ml(ρ)}, {us(ρ)} decay like O( 1lk+α ), O( 1sk+2+α ) respectively where k = 0, 1.
Then,
‖KFuT‖∞ =
{
O( 1F 3+2α ) if k = 1,
O( 1F 1+2α ) if k = 0.
Proof. If k = 1,
‖KnuT‖∞ ≤ C(k,R)
max(1, n)
∑
s>F
s+n∑
l=s−n
1
l1+α
1
s3+α
1∫
−1
|PmPsPn| dρ
≤ C(k,R)
∑
s>F
1
(s− n)1+α
1
s3.5+α
1
max(1, n.5)
≤ C(k,R)
max(1, n.5)
1
(F + 1− n)α
1
F 3.5+α
(45)
Similarly,
F∑
n=1
1
n.5
1
(F + 1− n)α
≤
p
F
2 q∑
n=1
1
n.5(F + 1− n)α +
p
F
2 q∑
n=1
1
nα(F + 1− n).5
= O(
1
F−.5+α
) +O(
1
Fmin(−.5+α,.5)
) ≤ O( 1
F−.5+α
)
(46)
Therefore,
‖KFuT ‖∞ = O( 1
F 3+2α
) (47)
If k = 0, then
‖KnuT‖∞ ≤ C(k,R)
max(1, n)
∑
s>F
s+n∑
l=s−n
1
lα
1
s2+α
1∫
−1
|PmPsPn| dρ
≤ C(k,R)
∑
s>F
1
(s− n)α
1
s2.5+α
1
max(1, n.5)
≤ C(k,R)
max(1, n.5)
1
(F + 1− n)α
1
F 1.5+α
(48)
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Therefore,
‖KFuT ‖∞ = O( 1
F 1+2α
) (49)

Corollary 6.7 If {ml(ρ)}, {us(ρ)} decay like O( 1mk+α ), O( 1sk+2+α ) respectively. Then,
εF := ‖uF − vF ‖∞ =

O( 1
Fk+2.5+α+min(1.5,k−2+α)
) if k ≥ 3
O( logF
F 4.5+α+min(1,.5+α)
) if k = 2,
O( 1F 3+2α ) if k = 1,
O( 1F 1+2α ) if k = 0.
From (31), the total error is given as
‖u(ρ, cos θ)− vF (ρ, cos θ)‖∞ ≤ ‖uF (ρ, cos θ)− vF (ρ, cos θ)‖∞ + ‖uT (ρ, cos θ)‖∞, (50)
where
uT (ρ, cos θ) = u(ρ, cos θ)− uF (ρ, cos θ) =
∑
n>F
un(ρ)Pn(cos θ).
So far, we have error bound for ‖uF − vF ‖∞ and the error bound for ‖uT (ρ, cos θ)‖∞ is easily
given as
ςF := ‖
∑
n>F
un(ρ)Pn(cos θ)‖∞ = O( 1
F k+1+α
)
Where un(ρ) ∼ O(
1
nk+2+α ) Therefore, the total error is dominated by ςF .
If m(ρ, θ) is given as (25) then, mn(ρ) ∼
1
n.5+β and un(ρ) ∼ O(
1
n2.5+β ). Therefore, the
total error is given as
‖u(ρ, cos θ)− vF (ρ, cos θ)‖∞ ∼ O( 1
F 1.5+β
)
. But, actually, our tables 6-9 show ‖u− vF ‖∞ ∼ O( 1F 2+β ).
The reason is that ςF = ‖
∑
n>F un(ρ)Pn(cos θ)‖∞ converges faster than ϕF := ‖
∑
n>F |un(ρ)|‖∞
and the latter is O( 1
F 1.5+β
). For example, when β = 2.2,
F total error ςF log2(ςF ) ϕF log2(ϕF )
24-1 4.85002e-06 4.82746e-06 2.4488e-05
25-1 1.87781e-07 1.87812e-07 4.6839 1.72411e-06 3.82815
26-1 1.03671e-08 1.03674e-08 4.17917 1.28051e-07 3.75106
27-1 5.61064e-10 5.61065e-10 4.20774 9.72137e-09 3.71942
28-1 2.78307e-11 2.78301e-11 4.33345 7.44753e-10 3.70633
29-1 1.40967e-12 1.40934e-12 4.30355 5.29085e-11 3.81519
Table 10: β = 2.2, m ∈ C2.2, u ∈ C4.2
Parameters: F = 210 − 1, Nd = 2, Ni = 27, 0 ≤ ρ ≤ 4.
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A Appendix
A.1 The Fast Legendre Transform and its Inverse
A.1.1 General theory of orthogonal polynomials
Lemma A.1 (three-term recurrence) Let {pm} be an orthogonal polynomial sequence for a
nonnegative integrable weight function. Then {pm} satisfies a three-term recurrence relation
pk+1(x) = (Akx+Bk)pk(x) + Ckpk−1(x), (51)
where Ak, Bk, Ck are real numbers with Ak 6= 0 and Bk 6= 0.
Proof. See, e.g., [[9], Theorem 4.1] 
Next define the associated polynomials Ql,m, Rl,m for the orthogonal polynomial se-
quence {pm} by the following recurrences on m [6]
Ql,m(x) =(Al+m−1x+Bl+m−1)Ql,m−1(x) + Cl+m−1Ql,m−2(x),
Ql,0(x) = 1, Ql,1 = Alx+Bl,
Rl,m(x) =(Al+m−1x+Bl+m−1)Rl,m−1(x) + Cl+m−1Rl,m−2(x),
Rl,0(x) = 0, Rl,1 = Cl.
(52)
We have
Lemma A.2 (generalized three-term recurrence). The associated polynomials satisfy degQl,m =
m, degRl,m ≤ m− 1, and for l ≥ 1 and m ≥ 1,
pl+m = Ql,m · pl +Rl,m · pl−1. (53)
Proof. Equation (53) follows by induction on m with the case m = 1 being the original
three-term recurrence (51). 
A.1.2 The Legendre Transform
Assume that f(x) is a polynomial of degree less than N and let
f(x) =
N−1∑
n=0
cnTn(x).
where
cn =
(−1)nǫn
N
N−1∑
j=0
fj cos
(2j + 1)nπ
2N
(54)
and
ǫn =
{
1, if n = 0,
2, if n > 0.
Then,
1∫
−1
f(x) dx =
π∫
0
f(cos θ) sin θ dθ =
N−1∑
n=0
cnαn,
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where
αn =
π∫
0
cos(nθ) sin θ dθ.
Then with (54) we obtain,
1∫
−1
f(x) dx =
N−1∑
n=0
(−1)nǫn
N
αn
N−1∑
i=0
f(cos
(2i+ 1)π
2N
) cos(n
(2i+ 1)π
2N
i)
=
N−1∑
i=0
f(cos
(2i+ 1)π
2N
)
N−1∑
n=0
(−1)nǫn
N
αn cos(n
(2i+ 1)π
2N
)
=
N−1∑
i=0
f(cos
(2i+ 1)π
2N
)wNi =
N−1∑
i=0
f(xNi )w
N
i ,
(55)
where
wNi =
N−1∑
n=0
(−1)nǫn
N
αn cos(n
(2i+ 1)π
2N
).
In particular, if the degree of f(x) is less than or equal to N, then
1∫
−1
pm(x)f(x) dx =
2N−1∑
i=0
pm(x
2N
i )f(x
2N
i )w
2N
i , m ∈ 0, 1, 2, , N − 1.
Definition A.3 The Legendre coefficients {cm} of f(x) are defined as
cm =
1
τm
2N−1∑
i=0
Pm(x
2N
i )f(x
2N
i )w
2N
i , m ∈ 0, 1, 2, , N − 1,
where {Pm} are the Legendre polynomials and τm =
1∫
−1
| Pm(x) |2 dx = 22m+1 . We define the
Legendre Transform as the map
{f(x2Ni )}2N−1i=0 → {cm}N−1m=0.
A.1.3 The Fast Legendre Transform (FLT): Healy-Driscoll algorithm [14]
In [23], Inda, Bisseling and Maslen reviewed and implemented an original idea of Healy-
Driscoll [14] to compute
N−1∑
i=0
pm(x
N
i )f(x
N
i ), m ∈ {0, 1, 2, , N − 1}
in O(N log2N) operations in the case where {pm} is any sequence of orthogonal polynomials,
xNi are Chebyshev points and N is power of 2.
Here we recall the ideas behind the scheme. First we define the truncation operator Tn
by
Tnf =
n−1∑
k=0
bkTk, (56)
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where
f =
∞∑
k=0
bkTk,
and the truncated polynomial ZKl by
ZKl = TK(f · pl), (57)
where {pl} are orthogonal polynomials. We also let Sn denote the Lagrange interpolation
operator Sn that is, Snf(x) is the polynomial of degree less than n which agrees with f(x) at
the Chebyshev points xn0 , . . . x
n
n−1.
If the degree of f(x) is less than m, then for n ≤ m we have
Tnf(x) =
n−1∑
k=0
bkTk, (58)
where
{bk}m−1k=0 = FCT({f(xmj )}m−1j=0 ).
Therefore, for an arbitrary polynomial f(x) and n ≤ m,
Tn(Smf(x)) =
n−1∑
k=0
bkTk, (59)
where
{bk}m−1k=0 = FCT({f(xmj )}m−1j=0 ).
When the degree of the polynomial f(x)pl(x) is less than 2N , due to the Gaussian quadrature
(??) we have
Z1l = T1(f · pl) =
1
π
1∫
−1
f(x)pldx√
1− x2 dx =
1
N
N−1∑
i=0
pl(x
N
i )f(x
N
i ). (60)
Therefore a fast Legendre transform will follow from a scheme that computes Z1l fast,
which is precisely what the Healy-Driscoll algorithm is designed to do. To introduce this
procedure, we first note that, from (53),
f · pl+K = Ql,K · (f · pl) +Rl,K · (f · pl−1), (61)
and therefore
TK(f · pl+K) = TK(Ql,K · (f · pl) +Rl,K · (f · pl−1)). (62)
On the other hand, from (??),
Ql,KT2K+i ∈ spanR{TK+i, . . . , T3K+i},
Rl,KT2K+i ∈ spanR{TK+i+1, . . . , T3K+i−1}.
Therefore,
TK(Ql,K · (f · pl) + Rl,K · (f · pl−1)) = TK(Ql,K · T2K(f · pl) + Rl,K · T2K(f · pl−1)). (63)
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The degree of Ql,K ·T2K(f ·pl) is less than 3K and by applying the Lagrange interpolation
operator, we obtain
Ql,K · T2K(f · pl)− S2K(Ql,K · T2K(f · pl)) = T2K · w(x),
where w(x) is polynomial of degree less than K and we have used the fact that the Chebyshev
points x2Kj are the zeros of T2K .
Again, from (??),
T2K · w(x) ∈ spanR{TK , . . . , T3K}.
Therefore,
TK(T2K · w(x)) = 0. (64)
Finally, from (62)-(64),
ZKl+K = TK(Ql,K · (f · pl) +Rl,K · (f · pl−1))
= TK(Ql,K · T2K(f · pl) +Rl,K · T2K(f · pl−1))
= TK(S2K(Ql,K · T2K(f · pl) +Rl,K · T2K(f · pl−1)))
= TK(S2K(Z2Kl ·Ql,K) + S2K(Z2Kl−1 · Rl,K)).
(65)
With a similar argument, we can also show that
ZKl+K−1 = TK(S2K(Z2Kl ·Ql,K−1) + S2K(Z2Kl−1 · Rl,K−1)). (66)
The Healy-Driscoll algorithm is based on formulas (65) and (66). From (59), ZKl+K−1,
ZKl+K can be computed from Z
2K
l−1 and Z
2K
l using the FCT in O(K logK) operations. At
stage 0, the algorithm computes (Zj0 , Z
j
1) using FCT. At stage 1, we get (Z
N/2
N/2 , Z
N/2
N/2+1)
from (ZN0 , Z
N
1 ) using (65),(66). At stage 2, we compute (Z
N/4
N/4 , Z
N/4
N/4+1) from (Z
N/2
0 , Z
N/2
1 )
and (Z
N/4
3/4N , Z
N/4
3/4N+1) from (Z
N/2
N/2 , Z
N/2
N/2+1), etc; see figure 2. The total number of stages
is log2(N) and each stage costs O(N logN) operations, for an overall cost of O(N log
2N)
operations.
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Figure 2: Computation of ZKl with N = 16
A.1.4 The Inverse Fast Legendre Transform (IFLT)
Clearly the IFLT can be written as a matrix in the form
MN =

p0(x
N
0 ) p1(x
N
0 ) . . . pN−1(x
N
0 )
p0(x
N
1 ) p1(x
N
1 ) . . . pN−1(x
N
1 )
. . . . . . . . . . . .
p0(x
N
N−1) p1(x
N
N−1) . . . pN−1(x
N
N−1)
 .
As shown in [21],
MtN =

p0(x
N
0 ) p0(x
N
1 ) . . . p0(x
N
N−1)
p1(x
N
0 ) p1(x
N
1 ) . . . p1(x
N
N−1)
. . . . . . . . . . . .
pN−1(x
N
0 ) pN−1(x
N
1 ) . . . pN−1(x
N
N−1)

can be applied to a vector in O(N(logN)2) operations. Indeed MtN can be decomposed into
log2N factors,
MtN = Alog2 NAlog2 N−1 · · ·A2A1 (67)
and Ati can itself be applied in O(N(logN)) operations. Therefore we have that
IFLTN =MN = At1At2 · · · Atlog2 N−1Atlog2 N (68)
can be applied in O(N log2N) operations; for details, see [21].
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Lemma A.4 IFLT algorithm.
Input fˆ = (fˆ0, . . . , fˆN−1): Legendre transform coefficients and N is a power of 2.
Output f = (f0, . . . , fN−1): Inverse Legendre transform values.
Stages
0 stage,
a = [fˆ0, 0, fˆ1, 0, . . . , fˆN−1, 0]
where ai = [fˆi, 0] and a = [a0, . . . , aN−1]
k stage, for k=1 to log2N − 1
K = 2k
(a) calculate c ∈M1∗4N ,
c = [c0, . . . , c2N/K−1], ci = cheby
−1
2K([ai, o1∗K ]), ci ∈M1∗2K
where o1∗K : zero matrix of size 1 ∗K
(b) calculate g ∈ M1∗2N ,

AK1 O . . . O
O AK2 . . . O
O O . . . AKN/(2K)


ct0
ct1
.
.
.
ct2N/K−1
 =

gt0
gt1
.
gtN/K−1
 , gi ∈M1∗2K
where
AKi =
(
I2K∗2K o2K∗2K R
K−1
l R
K
l
o2K∗2K I2K∗2K Q
K−1
l Q
K
l
)
∈M4K∗8K
RK−1l = diag (R
K−1
l (x
2K
0 ), . . . , R
K−1
l (x
2K
2K−1)) ∈M2K∗2K
RKl = diag (R
K
l (x
2K
0 ), . . . , R
K
l (x
2K
2K−1))
QK−1l = diag (Q
K−1
l (x
2K
0 ), . . . , Q
K−1
l (x
2K
2K−1))
QKl = diag (Q
K
l (x
2K
0 ), . . . , Q
K
l (x
2K
2K−1))
l = 2K ∗ (i− 1) + 1
(c) calculate a ∈M1∗2N ,
a = [a0, . . . , aN/K−1], ai = cheby 2K(gi)
log2N stage,
• Given a = [a0, a1], compute e ∈ M1∗2N
e = [ ichebyN (a0), ichebyN (a1)]
• f = (f0, . . . , fN−1) is computed as(
diag(P0(x
N
j )) diag(P1(x
N
j ))
) (
et
)
=
(
f t
)
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A.1.5 Numerical examples
In table 5 and figure 3 we present results representative of the performance of the algorithms
described in A.1.3 and A.1.4. To assess the stability and accuracy of the algorithms we shall
compare their outcome to direct calculations of the transform and its inverse. To this end,
we let
DLT ({f(x2Ni )}2N−1i=0 ) = {cm}N−1m=0 (69)
denote the forward transform, and
IDLT ({cm}N−1m=0) = {f(x2Ni )}2N−1i=0 (70)
the inverse, computed directly, without acceleration and using the three-term recurrence (51)
to evaluate Legendre polynomials. We further introduce the notation DLTQP and IDLTQP
to denote the same transforms but with the three-term recurrence (51) evaluated in quadruple
precision. In table 5 we compare the errors
‖DLTN(IDLTQPN (vN/2N ))− vN/2N ‖∞,
‖IDLTN(vN/2N )− IDLTQPN (vN/2N )‖∞
labeled “DLT” and “IDLT” respectively, with that incurred by the fast transforms, namely
‖FLT (IDLTQPN (vN/2N ))− vN/2N ‖∞ (“FLT”)
‖IFLT (vN/2N )− IDLTQPN (vN/2N )‖∞ (“IFLT”)
where vnm is a vector of size m with unit nth component and zeros everywhere else. In ad-
dition, the table includes results obtained on application of the fast transforms when the
recurrence (52) are precomputed in quadruple precision (“FLT-QP” and “IFLT-QP”). We
see that this latter strategy provides errors that are comparable to double precision DLT and
IDLT calculations. Finally, in figure 3, we display timings for the FLT algorithm showing
that, indeed, the operation count is proportional to N log2N .
N DLT FLT FLT-QP IDLT IFLT IFLT-QP
256 1.98476e-14 2.8107e-13 1.17584e-14 2.52909e-13 5.27689e-13 1.99396e-13
1024 8.0331e-14 3.49153e-12 3.21525e-14 4.18487e-12 2.3919e-10 4.22617e-12
4096 1.49405e-13 1.02863e-10 1.51153e-13 8.09853e-11 1.45763e-08 3.95126e-11
16384 9.05882e-13 1.27641e-09 5.2725e-13 1.2968e-09 4.37189e-07 5.39e-10
Table 5: Examples of errors in the FLT and IFLT algorithms, QP indicates that the (pre-)
computation of the recurrences (52) are carried out in quadruple precision.
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Figure 3: Timings for the evaluation of FLT({f(x2Ni )}2N−1i=0 )
and IFLT(v
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N ) for different values of N.
A.2 Computation of modified Bessel functions
The spherical Bessel functions jν(ρ), yν(ρ), h
(1)
ν (ρ), h
(2)
ν (ρ) are defined in terms of ordinary
Bessel functions by the relations,
jν(ρ) =
√
π
2ρ
Jν+ 12 (ρ), (71)
yν(ρ) =
√
π
2ρ
Yν+ 12 (ρ), (72)
h(1),(2)ν (ρ) =
√
π
2ρ
H
(1),(2)
ν+ 12
(ρ), (73)
where
h(1),(2)ν (ρ) = jν(ρ)± iyν(ρ). (74)
A standard calculation of Bessel functions evaluates these from the recurrence
Zν+1(ρ) =
2ν
ρ
Zν(ρ)− Zν−1(ρ), (75)
Zν ∈ {jν , yν , h(1),(2)ν }.
Our modified Bessel functions are as follows.
j˜n(ρ) =
1 · 3 · 5 · . . . (2n+ 1)
ρn
jn(ρ) =
[
1−
1
2ρ
2
1!(2n+ 3)
+
(12ρ
2)2
2!(2n+ 3)(2n+ 5)
+ . . .
]
(76)
y˜n(ρ) =
ρn+1
−1 · 1 · 3 · 5 · . . . (2n− 1)yn(ρ) =
[
1−
1
2ρ
2
1!(1− 2n) +
(12ρ
2)2
2!(1− 2n)(3− 2n) + . . .
]
(77)
Therefore the new recurrences of these are
j˜n−1(ρ) = j˜n(ρ)− ρ
2
(2n+ 1)(2n+ 3)
j˜n+1(ρ) (78)
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y˜n+1(ρ) = y˜n(ρ)− ρ
2
(2n− 1)(2n+ 1) y˜n−1(ρ) (79)
where,
y˜0(ρ) = −ρ ·
√
π
2ρ
Y 1
2
(ρ)
y˜1(ρ) = −ρ2 ·
√
π
2ρ
Y 3
2
(ρ)
The reason that we need to compute j˜n(ρ) with downward recurrence is that (78) has 2 linearly
independent solutions j˜n(ρ) and y˘n(ρ) =
1·3·5·...(2n+1)
ρn yn(ρ). Since y˘n(ρ) is an exponentially
growing solution as n increases, the upward recurrence relation is numerically unstable since
the round-error in the j˜0(ρ) and j˜1(ρ) is rapidly amplified by the recurrence. On the other
hand, the downward recurrence is stable since the round-off error in the starting values is
quickly damped by the recurrence. Computing j˜n(ρ) and j˜n−1(ρ) can be done directly from
the (76).
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