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論文集から人手で作成した 575を基に, 575テンプレートを作成し,特徴語を当てはめることで 575候補を生成
する. 合議制スコアリングでは, 人手で 575を作成する工程で得た知見を反映させた評価指標によって 575候
補をスコアリングし,最終的な出力を決定する.
評価実験では, 575自動生成手法を学術論文に適用したときに自動生成された 575 (論文 575)を用いて,論文
タイトルと比較するユーザスタディを行った結果,タイトルよりも少ない文章量で論文概要を表現できること
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7第 1章 序論
1.1 背景










とを目指す. そして, これを実現するための論文の 575 (575 形式のキャッチフレーズ) 自動生成手法を提案す
る. 例えば,本論文を提案手法に入力した場合,図 1.1のような要約文が出力されることを想定する.











研究の要となる 575の関連研究を利点の観点から,そして実績を交えながら説明する. 第 3章では,先行研究を
「要約文生成の研究」,「タイトル生成の研究」,そして「特徴語抽出の研究」の 3つに分け,各研究を紹介しな
がら本研究との関係や差異について述べる．第 4章では,関連する研究を挙げながら本研究の位置付けを整理
し, また, 本研究の方向性を示す. 入力する文書に学術論文を用いることとした理由も本節で述べる. 第 5章で
は,提案手法を裏付けるために行った予備実験について述べる．予備実験は 2種類行い,ひとつは関連研究で提
案された手法の追実装,もうひとつは学術論文を 575形式のキャッチフレーズで表現することの有効性を確認
する実験である. 第 6章では,提案手法である論文の 575自動生成手法について述べる. 学術論文を入力してか
ら 575を提案手法で生成するまでの過程を 3つのステップに分け,それぞれに節を設けて詳細に説明する. 第 7
章では,提案手法の実装について述べる. 提案手法をシステムとして興したアプリケーションの GUIを概観し
ながら実際の出力例を示す. 第 8章では, 提案手法の評価実験について述べる. 本研究では, 提案手法を用いる
ことで「少ない文章量で論文を表現できる」,「印象に残りやすい」という 2つの効果が期待されるため,満た
































































Decoder モデルを論文要約のタスクに適用し, Recurrent Neural Network (RNN) に全文を一度に入力するので
はなく論文の章構造に基づき, セクションごとに文を入力する方法で要約文を生成する研究 [5] が存在する.
Encoder-Decoder モデルとは, 入力される文を単語に分割して意味ベクトルで単語を表現しながら情報を蓄積
する RNN (Encoder)と,蓄積された情報 (ある単語の次に生起する単語の確率)を取り出しながら単語を生成す
る RNN (Decoder)を 2つ組み合わせたモデルである.
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3.1.4 本研究との関連や差異









成する研究と同様に, 本文から抽出した最重要な一文をタイトルとする抽出型の手法 [7]や, Encoder-Decoder
モデルを用いてアブストラクトから新しい単語列を生成する生成型の手法 [8]が存在する. 他にも, Janらの研
究 [9]では,事前に用意したテンプレートに抽出した特徴語を当てはめてタイトルを生成する抽出型と生成型の




本研究は五七調で構成される 17音で要約するため,タイトルは 575と比較すると一覧性に欠ける. また, 2.1節






表層情報とは文書における単語の出現頻度を基にした情報のことで, TF-IDF (Term Frequency − Inverse
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3.3.2 潜在情報を用いる手法
潜在情報とは文書に潜在する (文書の持つ) 意味などを考慮した情報のことで, 確率的潜在意味解析 (Proba-




















うと試みた研究がいくつか存在する. Rafal らの研究 [14] では, Web に存在する文書を言語資源として使い,
Web検索ヒット数とユーザが選択するブログ記事における単語の出現頻度を基に俳句に用いる単語を決定し,
オリジナルの文法テンプレートに抽出した単語を割り当てて俳句を自動生成する手法を提案した. Danielらの
研究 [15]では, Wikipediaを言語資源として用い,単語 N-gramモデルによって俳句を自動生成する手法を提案







から抽出し, Vector Space Modelと TF-IDFを用いて俳句に用いる文を選択,結合する手法を提案した. 他にも,
Xianchaoらの研究 [19]では日本語の俳句を生成するためのニューラルネットワークの RNNに基づく手法を
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4.2 歌詞生成の視点から
4.2.1 歌詞生成の研究



























単語を名詞と形容詞に限定して 5.1.2 節にて説明する手法により俳句に用いる特徴語を決定した. 文法テンプ
















頻度かつ一般的でない単語ランキングを作り,式 (5.2)によってランキングのトップ n位 (ここでは n = 5とし
た)までの単語同士で共起しやすい単語を共起確率を計算することで求め,テーマ単語 wとする. 一般的な単語
とは,多くの文書に広く出現する単語のことを指す. 式 (5.1)の w′ は入力文書中の名詞であり, No(w′)は,単語
w′ をWeb検索したときのヒット数, c(w′)は入力文書における単語 w′ の出現回数である. 式 (5.2)の N1 はラン
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キング内の任意の単語を N2 としたときのそれ以外の単語である. Retr(N1,N2)は, N1 と N2 を検索エンジンで
AND検索したときのヒット数であり, Retr(N1)は N1 の検索ヒット数である.






式 (5.2) において, N2 におけるその他の N1 との共起確率を求め, 足しあわせたときに最高値となる N2 を
テーマ単語 wとする (N2 はすべての単語について計算する). ここで決定したテーマ単語 wは,名詞と形容詞を
スコアリングする際に用いる.






式 (5.3)の N1 は入力文書中の名詞であり, CooccurrenceProb(N1,w)は式 (5.2)と同様に計算する N1 と wの




件のスニペット内の形容詞を解析することでスコアリングする. 具体的には,式 (5.4)を用いて名詞 N1 をWeb
検索したときに得られるスニペット中に存在する形容詞のスコアを計算する.
Ad jS core(N1, Ad j(N1)) =
Retr(Ad j(N1),N1)
Retr(N1)
×C(N1, Ad j(N1)) (5.4)
式 (5.4)の Ad j(N1)には, N1 をWeb検索したときの上位 20件のスニペットに含まれる形容詞がひとつずつ

































を評価者に読んでもらう実験を 2つ行った. 具体的には,学術論文から作成した 575が,論文にあらかじめ付与
されているタイトルと同じくらい,もしくはそれ以上に論文を表現できるかをユーザスタディにより確認した.
5.2.2 準備
実験に用いる学術論文とその 575を用意するために, WISS 2016*3 論文集*4 に掲載されている登壇発表とデ
モ・ポスター発表の論文 (合計 82本)を読み,筆者の主観で各論文について 575形式のキャッチフレーズ (全 82
個)を作成した. 論文タイトルと作成した 575例を以下に示す. 　
*3 https://www.wiss.org/WISS2016/
*4 http://www.wiss.org/WISS2016Proceedings/
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各実験,ひとつのアブストラクトにつき正解 (実験 1では正解 575,実験 2では正解タイトル)を 1つ,不正解
を 4 つ含んだ解答候補を 5 つ提示し, 5 問 (5 本の論文) について回答してもらった. 実験で扱うアブストラク
トはWISS 2016論文集に掲載されている 82本の論文からランダムに抽出した 10本の論文とし, 5本を実験 1
に,残り 5本を実験 2に用いた.
学術論文のタイトルは,一般に論文内容の主張点を的確に表したものとして扱われるため, 575のアブストラ
クト正解率 (実験 1)がタイトルのアブストラクト正解率 (実験 2)と同等,もしくはそれ以上であれば学術論文
の概要を 575 (タイトルよりも少ない文章量)で表現することの有効性を示せることとした.
5.2.4 結果と考察
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文の表層情報に基づく手法では, 単語の出現頻度に基づく単語重要度を用いた. 特に TF-IDF (式 (6.3))を用
い, TFには入力する論文における単語出現頻度 (式 (6.1))を, IDFには論文全文をピリオドで区切って抽出され
る文の集合を文書集合としたときの単語の文出現頻度 (式 (6.2))を用いた. これは,予備実験にて人手で 575を
作成したところ,論文中の高頻度語が 575に使われることが多かったためである.
式 (6.1)の nw,d は,入力論文 dにおける単語 wの出現回数,
∑
s∈d ns,d は入力論文 dの単語総数である. 式 (6.2)
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TF-IDFw,d = TFw,d × IDFw,d (6.3)
6.3.3 文の潜在情報に基づく手法
文の潜在情報に基づく手法では,文書に潜在する意味に基づく単語重要度を用いた. 特に,トピックモデリン
グの LDAを採用し,入力論文の持つトピック (意味)を表現する名詞の重要度を求めるために用いた. LDAに
おいて, 潜在トピックの推定手法には変分ベイズ推定 (Variational Bayesian Estimation, VBE) [23] を用い, ト




LDAでは, 1つの文書に複数のトピックが存在し, 1つの単語が複数のトピックに存在しうる (図 6.2). その
ため, LDAの適用によって
1. 各潜在トピックを表す単語が生起確率とともに得られる (図 6.2 の「トピックを表す単語とその生起
確率」)
*1 http://www.anlp.jp/resource/journal_latex/
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文の表層情報と潜在情報を組み合わせた手法には, unigram-rescaling [25] を適用した. unigram-rescaling で
は,式 (6.4)によって表層情報 uに基づいた単語 wの生起確率が,同時に潜在トピック zが与えられたときの生
起確率に調整される. これによって,単語の出現頻度に入力論文の持つトピックも考慮したスコアが得られる.






uは,単語 wより前に現れる単語であり, p(w|u)は何単語まで考慮するかによって変動する N-gram確率であ
る (一般に N ≥ 2). 提案手法では,一般的な N-gram確率 (N ≥ 2)を使用せずに TF-IDFのスコアをそのまま用
いることとしたた. そのため, N = 1の unigram確率 (語順を考慮しない単純な単語の出現頻度)にしたことと
同義である. p(w)は単語 wの uni-gram確率であるため,入力する論文における出現頻度をそのまま適用した. z




1. WISS2016の学術論文からランダムに 5本の論文を選出し,各論文について 2. ～ 4. を繰り返す
2. 1本の論文について,βの値を -1.0から 1.0の範囲で 0.1刻みで変化させながら 3. を繰り返す
3. unigram-rescalingによって導出した特徴語の上位 20個が論文のタイトルおよびアブストラクトに含ま
れている数 (最大 40個)をポイントとする
4. ポイントの大きい順にβの値に順位をつける (最高 1位,最低 20位)




ここで, nDCG について説明する. nDCG とは,情報検索システムが生成するランキングの良し悪しを評価す
る際に用いられる評価指標である. nDCG はランキングが入力されると最大で 1の値を返し, 値が 1に近いほ
ど入力したランキングが良いとされ,式 (6.7)で表される. 式 (6.5)の Rは関連度であり,結果が上位であること
の妥当性を示す. nは何位までのランキングを考慮するかを示す.






idealDCGn =ランキングの最大 (理想)の DCGn (6.6)
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Algorithm 1パラメータβの重み決定アルゴリズム
Input: Documents D (82 academic articles on the WISS 2016)
Output: β
1: D⇐ randomSelect5Papers(D)
2: SCORE ⇐ empty Key-Value Store
3: RANKING OF β⇐ empty List
4: for i = 0 to 5 do
5: for all j such that −1.0 ≤ j ≤ 1.0 do
6: score⇐ top20Words(unigramRescaling(β⇐ j,Document ⇐ Di)) in title and abstract
7: SCORE[ j]⇐ score
8: j⇐ j + 0.1
9: end for
10: RANKING OF β⇐ doRanking(SCORE)
11: end for
12: SCORES OF β⇐ nDCG20(relevance⇐ RANKING OF β)






例えば,ある情報検索システムで X について検索したとき,生成されたランキングの上位 5件のスコアが [6,
2, 0, 3, 3]だったとする. このスコアは, 検索クエリ X に対する結果の関連度であり, 数値が大きいほど結果の
質が良い. この検索システムの良し悪しを nDCGで測ると,式 (6.8)のようになる.
nDCG5 =













上記の手続き (Algorithm1) では, β の成る順位の回数が重複を含み, nDCG の計算に必要な関連度スコア
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以上の手順で 82個のテンプレートを自動で生成した後, 代表的なテンプレートを 20個人手で選出した. 作
成した 575テンプレートの例をいくつか表 6.3に示す. 提案手法で用いた全ての 575テンプレートは付録 Aに
掲載する. 予備実験 5.1において,特徴語抽出には名詞のみを用いることとしたため,また, 575テンプレートの
内容語のほとんどが名詞だったため,置換記号は名詞部分のみ変換する.
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ダーである. 575 生成過程では, <unk> が名詞に置換され, <unk> が連続する箇所には名詞が連続して配置さ
れる.
6.3節で述べた特徴語抽出により, 論文から単語スコアの高い上位 20個の名詞を抽出する. これを用意した
20個の 575テンプレートに対して割り当て,すべての組み合わせ (575候補)を生成した.
575候補の集合のサイズは, 20P6 +20 P5 × 12 +20 P4 × 6 +20 P3 = 50937480である. なお, 575テンプレート
20個のうち,名詞を 6個含むテンプレートが 1つ, 5個含むものが 12, 4個含むものが 6,そして 3個含むテン
プレートが 1つ存在する.

















6.5.2 タイトルとの cos 類似度, アブストラクトとの cos 類似度
cos類似度におけるベクトルの計算には,単語の出現回数を用いた. cos類似度とは,ベクトル空間における 2
つの非ゼロベクトルの内積を計算することで類似性を測る尺度であり, 値が 1 に近いほど双方のベクトル (文
書)は似ているとされる (式 (6.9))[27]. 合議制スコアリングではそれぞれの cos類似度において, D⃗をタイトル
もしくはアブストラクト, Q⃗を論文 575としてそれぞれの類似度を計算した.
S im(D⃗, Q⃗) =
∑
ti∈Q,D
wtiQ · wtiD (6.9)
6.5.3 上五・中七・下五の各句の係り受けスコア
係り受けスコアの導出には,係り受け解析器の CaboCha*2 を用い, 575中の係り受け関係を上五・中七・下五
のそれぞれがどれくらい係りあっているかのスコアで取得し,その総和をスコアとした. 係り受け解析とは,文
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6.5.4 575に含まれる単語のポジティブ・ネガティブスコア (ポジネガスコア)
ポジネガスコアの導出には, 2005年に高村らの研究によって生成された単語感情極性対応表*3を用いて各単
語にスコアを振り, その合計をスコアとした. 単語感情極性対応表には 55, 000語の単語が収録されており, 各




上記 4つの尺度 (6.5.2節, 6.5.3節, 6.5.4節)を組み入れた式 (6.10)による合議制スコア (式 (6.10))の高い順
に,各 575をランク付けし,最終的なひとつを決定する.





6.5.6 合議制スコアのパラメータα, β, γ, ωの重みの決定
各パラメータの重み決定アルゴリズムを述べる. 合議制スコアのパラメータは,ひとつの重みが -1.0から 1.0
までの範囲の値をとるとし, ランダムサーチによる機械学習で最適な組み合わせを見つけた. ランダムサーチ
のコスト関数には,文書要約システムの要約率を測る際に用いられる ROUGE-N [28]と呼ばれる評価指標を用
いて計算するシステム 575 (システムが生成する 575)と参照 575 (人手で作成した 575)の N-gram類似度 (式
(6.11), 式 (6.12))を F値 (式 (6.13))で導出した値を用い, このコストを最大化するパラメータの組み合わせを
探索した. unigram(C)はシステム 575に含まれる単語集合であり, unigram(R)は参照 575に含まれる単語集合
である. Countmatch(e)はシステム 575と参照 575で一致する単語を数える関数であり, Count(e)は unigramの
出現回数を数える関数である.
ROUGE-Nでは,単語の N-gram一致率を用いて 2つの文章がどれだけ類似しているかを測り,特に人手で作
成した要約 (参照要約)とシステムで生成した要約 (システム要約)の類似度を測る. 本研究では, ROUGE-Nの
なかでも ROUGE-1, つまり unigram (1単語)の一致率を測ることとしたため, 式 (6.11)では, 「システム 575
が参照 575に含まれる単語をどれだけ当てられたか」を表しており, また,式 (6.12)では「システム 575の単








*3 http://www.lr.pi.titech.ac.jp/ takamura/pndic en.html












2. 5個の論文それぞれを 3. ～ 6. の処理にかける
3. 1個の論文に対してランダムサーチとしてパラメータの重み組み合わせを 1000個作り (iteration = 1000)
, 4. ～ 5. を繰り返す
4. 重み組み合わせを合議制スコアに適用し, 575候補を合議制スコアの高い順に並び替える




パラメータ探索によって, 5個の論文から 5つのパラメータの重み組み合わせが得られた. 表 6.4に示す.
表 6.4: ランダムサーチで得られたパラメータの重み組み合わせ 5つ
α β γ ω
組み合わせ 1 0.9 -0.8 0.6 0.0
組み合わせ 2 -0.9 0.8 -0.1 0.1
組み合わせ 3 -0.8 0.1 0.2 -0.6
組み合わせ 4 -0.8 0.8 -0.1 0.6
組み合わせ 5 0.6 0.7 0.3 -0.1
得られた 5つのパラメータの重み組み合わせのうち,どれが最適かを決定するためにバリデーションを行っ
た. 具体的には,
1. データセットの残り 5つの論文ひとつひとつに 5つの重みの組み合わせを全て適用する
2. 各論文の 575候補を合議制スコアの高い順に並び替える
3. 上位 20件に ROUGE1 を適用したときに得られる F値の和を求める
4. 各論文において F値の和が最も高くなった回数が最多のパラメータの重み組み合わせを最適解とする
結果を表 6.5に示す.
表 6.5より, F値の和が最も高くなった回数が最も多かったのは,組み合わせ 5の [0.6, 0.7, 0.3, -0.1]となっ
た. したがって,合議制スコアリングの各パラメータの重みをα = 0.6,β = 0.7,γ = 0.3,ω = −0.1とした.
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Algorithm 2ランダムサーチを用いたパラメータ a,β,γ,ωの重み決定アルゴリズム
Input: Data Sets D (Random selected 10 articles from 82 academic articles on the WISS 2016)
Output: Parameter Sets P
1: D⇐ randomSelect5Papers(D)
2: P⇐ empty List
3: DOMAIN OF PARAMETER⇐ [−1.0, 1.0]
4: for i = 0 to 5 do
5: BEST ⇐ 0
6: BEST PARAMETER⇐ null
7: for j = 0 to 1000 do
8: PARAMETER S ET ⇐ randomlyGenerate4Parameters(domain⇐ DOMAIN OF PARAMETER)
9: TOP 20 PAPER575 ⇐ top20Paper575(sort(consultationAlgorithm(document ⇐ Di, parameters ⇐
PARAMETER S ET )))
10: COST ⇐ 0
11: for k = 0 to 20 do
12: PAPER575⇐ TOP 20 PAPER575k
13: F VALUE ⇐ calculateFValue(PAPAER575)
14: COST ⇐ COST + F VALUE
15: end for
16: if BEST < COST then
17: BEST ⇐ COST
18: BEST PARAMETER⇐ PARAMETER S ET
19: end if
20: end for
21: P[i]⇐ BEST PARAMETER
22: end for
23: return P














7.2 提案システム: 論文要約 575
提案手法をシステムとして実装したため,その GUIと使い方を紹介する.
7.2.1 GUI
図 7.1: 提案システム: 論文要約 575の動作例 (論文入力前)
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提案システムは,スタンドアロンデスクトップアプリケーションとして開発した (図 7.1). 提案手法のコア部
分は Pythonで実装し, GUI部分は Python + JavaScriptで実装した.
7.2.2 使い方
デスクトップで本アプリケーションを起動すると,図 7.1のような画面が立ち上がる. 図 7.1の 1⃝部分に学術
論文の PDFファイルをドラッグ &ドロップすると,論文を読み込んで論文要約 575の生成処理に入る.
図 7.2: 提案システム: 論文要約 575の動作例 (論文入力後)
575の生成処理が終わった後の画面は図 7.2である. 2⃝部分には,読み込んだ PDFファイルをテキスト化した
全文をそのまま出力している. スクロールできるため,論文の全文を読むことができる. 3⃝部分には,テキストか
ら抽出した特徴語を重要度の高いものから 20個表示している. 4⃝部分には,特徴語から生成した論文要約 575
をスコアの高いものから 20個降順表示している (スクロール可).
再度,論文から 575を生成する場合は 1⃝部分に別の PDFファイルをドラッグ &ドロップする.





















提案手法によって生成する 575 (システム 575)は要件 (「少ない文章量で論文を表現できる」,「印象にのこ
りやすい」)を満たしているかを確認するために, 3つの実験を行った.
8.1 実験 1: 合議制スコアリングの妥当性評価
8.1.1 概要
システム 575が要件を満たしているかの確認を行う前に,合議制スコアリングの妥当性を評価する必要があ
ると考えた. そこで,本実験では合議制スコアによって順位付けをする 575と,順位付けをしない 575を比較す
る実験を行った. 具体的には,実験協力者である本学の学生 8名にシステム 575を「良い」と「悪い」のグルー
プに分けてもらった.
8.1.2 方法
実験は, DEIM Forum 2017 *1 よりランダムに選択した論文 1本*2を用いて行った.
まず, 選択した論文に対して提案手法により 575 候補を生成した. 次に, 575 候補を合議制スコアリングに
よって並び替えたときに得られる上位 5つの「ソート済みシステム 575」と, 575候補よりランダムに抽出した
5つの「未ソートシステム 575」を用意した. 最後に,ソート済みシステム 575と未ソートシステム 575を混在









らったため, 結果の表 8.1は, 各実験者がそれぞれのシステム 575につけた得点 (最大 5点)と見ることができ
る. そこで, 5 %の有意水準で t検定をしてみたが, 有意差は見られなかった. 回答に開きが生じた理由として,
*1 http://db-event.jpn.org/deim2017/proceedings.html
*2 http://db-event.jpn.org/deim2017/papers/243.pdf
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表 8.1: ソート済みシステム 575と未ソートシステム 575の「良い」評価の数 (最大 5)























ステム 575を結びつける問題合計 10題に回答してもらった. 実験に使った学術論文は, WISS 2016よりランダ
ムに選出した 10本の論文である. 実験では 10題の問題を混在させた状態で提示することで, 回答者にはシス





回答の結果,システム 575と参照 575の正解率がともに 100 %となった. システム 575と参照 575の正解率
が同等であったため,提案手法により生成するシステム 575で論文の概要を表現できることを確認した.






本学の実験協力者 8名を半分に分け,論文アブストラクトとタイトルを結びつける問題 5つを前半の 4名に,
後半 4名には論文アブストラクトとシステム 575を結びつける問題 5つに回答してもらった. 実験には, DEIM














8.3 実験 3: 論文が印象に残りやすいか確認
8.3.1 概要
実験 2 では提案手法によって学術論文をタイトルよりも少ない文章量で表現できることを確認したため, 3
つ目の実験ではシステム 575が印象に残りやすいかどうかを確認する実験を行った. 具体的には,実験協力者で
ある本学の学生 7名に以下の問題に回答してもらった.
• 学術論文のアブストラクトに適切と思う 575をシステム 575と参照 575から選択する問題 1題
• システム 575と参照 575のそれぞれから感じる印象を評価するアンケート 2つ
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8.3.2 方法
学術論文のアブストラクトと, それに対するシステム 575と参照 575の 2択を回答者に提示し, 当該アブス
トラクトが印象に残りやすそう (記憶しやすそう)と感じる方を選択してもらった. このとき, 回答者は選択肢
のどちらがシステム 575か不明なようにした. 実験に使用した論文は, WISS 2016よりランダムに選出した 10
本の論文であり, 実験 2とは別の論文である. 論文の数だけ問題を用意した (10題)が, 回答者には適当に選択
した 1題のみ回答してもらうこととした.
回答後, 選択した問題におけるシステム 575 と参照 575 を形容詞対の表に基づいて評価してもらった
(Semantic Diﬀerential Method, SD 法). この方法は, 事象 (ここでは印象) の評価をするための測定法であり,
Rafalらの研究においても,システムが生成する俳句の詩的な価値を評価するために用いられた. 実際に使用し
た形容詞対の表を表 8.2に示す.
表 8.2: 実験 3に用いた形容詞対の表

















実験の結果, 7人中 7人がシステム 575よりも参照 575の方が印象に残りやすそうと回答した. また, SD法
により回答してもらった 575の評価を基に,システム 575と参照 575の印象評価を行ったところ, 7段階のリッ
カート尺度 (最低 1点,最高 7点)でシステム 575は平均 4.28点,参照 575は平均 4.97点となり,双方は 1 %の
有意水準で有意差があった (p < 0.01 in t-test). 結果を図 8.1に示す.
以上より,提案手法で生成するシステム 575は,人手で作成する参照 575よりも印象に残りにくい結果となっ
た. 特に図 8.1より,システム 575は参照 575より「劣り,複雑である」印象が強いことが見て取れる. これは,
提案手法で生成する 575には,音韻的な読みやすさはあるものの,単語の不自然なつながりが見受けられること
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る. 特徴語抽出では,文書の表層情報である TF-IDFと,文書の潜在情報であるトピックモデリングの LDAを組
み合わせた計算尺度を提案し,情報検索システムを評価する際に用いられる手法を適用することで適切な特徴
語を抽出するパラメータを探索した. 575候補生成では,ソフトウェア工学関連の学会論文集一冊分の 82本の









した. 二つ目の実験では,論文アブストラクトから参照 575とシステム 575を当てるユーザスタディ,および論
文アブストラクトから論文タイトルとシステム 575を当てるユーザスタディによって,提案手法で生成する論
文 575は少ない文章量で論文タイトルと同様に学術論文の概要を表現することが可能であることを確認した.
三つ目の実験では, システム 575と人手で作成した参照 575から受ける印象を比較したところ, 手製のものよ
りも劣る結果となり,印象に残りづらいことがわかった.
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9.2 今後の課題























提案手法の応用先について述べる. 提案手法は 575を生成するため, 17音程度の文字列であれば空いた隙間
に挿入されやすいだろうという考えより, Web広告などで用いられるフレーズ (謳い文句)の生成に利用できる
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