We present anatomic and acoustic data from a pilot study on the Finnish vowels [A, e, i, o, u, y, ae, ø]. The data were acquired simultaneously with 3D magnetic resonance imaging (MRI) and a custom built sound recording system. The data consist of a single static repetition of each vowel with constant f 0 . The imaging sequence was 7.6 s long and had an isotropic voxel size of 1.8 mm. We report results of listening tests and acoustic analysis of audio data as well as manual analysis of MR images.
Introduction
Vowel production has been studied with several imaging methods. The earliest such studies used Xray imaging [1, 2, 3, 4] . Nowadays, MRI is preferred because no known health hazards are associated to it [5, 6] . Here we report simultaneous MRI and audio data from one test subject pronouncing Finnish vowels. In addition to the images, we assess the quality of the vowels based on a listening experiment of the audio data.
The data examined in this study was acquired for developing a mathematical and computational model of speech production (for a detailed report and further references, see [7] and references therein). We aim at maximal spatial resolution with minimal movement artifacts. The simultaneous audio recording provides an indirect measure of the stability of the vocal tract and a reference point for model validation.
Magnetic resonance imaging (MRI) is a widely used tool to acquire three dimensional (3D) anatomic data of the vocal tract (VT) for speech production studies, simulation and articulatory synthesis [8, 9, 10] . Bones, teeth and most of the small details under the voxel size (1.8 mm in our case) are not visible in MRI. On the other hand tissues containing water and lipids are clearly visible along with mucus which is can be indistinguishable from the actual tissues.
3D MR imaging sequences provide a poor time resolution. We employed a 7.6 s long version of a sequence called VIBE as detailed in [7, 11] . As the conditions are less than ideal for the test subject -requiring a supine postion, an extremely long production and being subjected to intense acoustic noiseextra care needs to be taken in evaluating and validating the data.
We use three separate methods to evaluate the same vowel production event. Hence, a single empirical data point is connected to anatomic, acoustic and linguistic contexts.
Materials and methods

The data set
In this study we evaluate a data set consisting of the Finnish vowels [A, e, i, o, u, y, ae, ø]. The set consists of a single production of each of the vowels uttered by a native male speaker. For each production we acquired a simultaneous 3D MRI scan and an audio recording. A detailed report on the data acquisition is available in [7, 11] . For perceptual and acoustic evaluation clear speech samples were extracted from the recording before and after the MRI sequence in the same manner as in [7] .
Perceptual evaluation of audio data
Two samples of clear speech were extracted manually from the MRI recordings for each of the eight vowels. The first sample -the begin sample -was a 200 ms sample directly before the onset of the MRI noise. The second sample -the end sample -was a 200 ms sample located 100 ms after the end of the MRI noise.
These samples were listened to by 20 female students of phonetics with no known hearing defects and whose ages ranged between 20 and 39 years (mean 26 years, s.d. 5 years). Two listeners were bilingual speakers of Finnish and Swedish and all the rest were native speakers of Finnish. The first three listeners used Sennheiser HD 250 linear II earphones during the test and the rest used Sony MDR-7510 earphones. In both cases the listening experiment was run with Max/MSP software (version 6.0.3) running on a MacBook Pro laptop with Mac OS X (version 10.6.8).
In the experiment, the listeners were asked to categorise the vowels samples they heard and rate the sample's prototypicality and nasality. The test was a forced choice test and the listeners could listen repeatedly to the sample they were rating.
Acoustic evaluation of audio data
The samples used in the perceptual assesment were analysed with LPC. As the recording system does not have a flat frequency response [7] , we employed the measured power spectral response of the system in compensating the FFT spectrums of the samples. The spectral linear prediction algorithm [12] was then used to obtain formant estimates for these samples. The fundamental frequency f 0 of each of the samples was estimated with the autocorrelation method. All of the acoustic analyses were carried out with Matlab release 2010b running on a MacBook Pro laptop with Mac OS X (version 10.6.8).
Evaluation of MRI data
We measured the cross sectional area of the smallest opening within the vocal tract and the opening distance of the jaw for each vowel articulation. The jaw opening was measured as the distance between the maxilla and the mandible as shown in Figure 1 . Also, we measured the cross sectional area of the lip opening for those articulations where it was possible to define a cutting plane limited by the lips. All articulatory measurements were done with OsiriX (version 3.9) on a MacBook Pro laptop with Mac OS X (version 10.6.8).
Results
The prototypicality and nasality scoring proved to be inconclusive. In contrast, the categorisation part of the experiment yielded clear result as seen in Table 1. The confusion matrices displayed there show that [ae] and [u] in this data are not very representative at the end of the productions. It should be noted that many of the listeners reported that the productions in general were not very prototypical, but that they were nonetheless clearly categorisable in most cases. Two other frequently reported observations were the machine like quality of the speech and the fact that some of the listeners felt that some of the samples were shorter than others. Table 2 lists the results of the acoustic analysis of the samples. As can be seen the subject was able to sustain a fairly stable f 0 and in most cases the formants provided by the analysis show only a small drift. However, there is a relatively large difference in the formants of [e], [i], [u] , and [ae]. In the cases of [e] and [i], the formant extraction algorithm has produced one or more artifactual formants. In the cases of [u] and [ae], the articulation has changed considerably. These views are supported by the confusion matrices in Table 1 . Figure 1 shows the position of the narrowest constriction for each vowel in the vocal tract (between the lips and the epiglottis). Table 3 lists the articulatory measures: Jaw opening (distance of the maxilla and the mandible), lip opening (inner distance between the lip surfaces), and the smallest area (size of the narrowest constriction in the vocal tract) for each vowel. Lip opening area is also listed for rounded vowels.
In the present data the three dimensional features of the articulations are readily visible. In all of the current vowel productions the tongue is 1.3 1.6 0.3 0.5 0.9 1.8 2.5 3.9 Lip opening area (cm 2 ) na na na 0.7 0.3 0.3 na 1.9 grooved and asymmetric with respect to the midsagittal plane. In the vowels [y, i, e, ø, u] the tongue is in contact with the palate and in [u, a, o, ae] with the pharyngeal wall.
Discussion
Our observations of the position of the tongue and its groovedness are well in line with the observations of earlier studies [3, 4] . It should be noted that this is the first 3D data set on Finnish and as such is potentially richer in detail than previously collected data. An X-ray image produced in the tradiotional way (rather than with computed tomography) is an average of the tissues in one direction. In contrast, MRI produces images as slices through the tissues. The difference is demonstrated by comparing Figures 1   and 2 . However, as can be seen from our results, the detail provided by MRI data will be additional detail, while the original understanding of vowel articulation remains well founded.
It is difficult to produce good vowels in the conditions required by MRI. As our data on [u] and [ae] show, the articulatory position is liable to change during the long productions as well as being different from that employed in spontaneous speech [13] . This likely to be due to several different effects acting simultaneously. The supine position is likely to affect the position of the tongue. The noise of the MRI machine will cause a Lombard effect on the subject's speech. The emptying of the lungs will affect the position of the articulatory organs via the movement of the thorax. Furthermore, the long pro- Table 3 . Taking into account these considerations, this data can be used in modeling speech production not only at the given data points but also by extrapolating from them.
