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Abstract
Let F be a general dynamical system defined on a complete locally compact metric
space X. We give a slightly improved version of the Lyapunov characterization of
asymptotic stability in one of our previous works and provide a short self-contained
proof for the existence of arbitrarily small positively invariant neighborhoods of compact
asymptotically stable sets in the present context. Based on these results, we prove that the
uniform attractors of F are connected and are stable with respect to perturbations under
appropriate conditions. We are also interested in the dynamical properties of differential
inclusion: x′(t) ∈ f (x(t)) on Rm. First, we show that if no solutions of the system blow
up in finite future time, then its reachable mapping F is a general dynamical system.
Then we discuss some asymptotic stability properties of the system. In particular, we
prove that if there exists a nonempty compact connected subset M of Rm such that M
attracts a neighborhood of itself, then the system has a connected uniform attractor A. We
also prove that A is stable with respect to both internal and external perturbations. More
precisely, we prove that when λ > 0 is sufficiently small, the perturbed system: x′(t) ∈
conf (x(t)+λB1)+λB1 has a connected uniform attractorAλ; moreover, δH(Aλ,A)→ 0
as λ→ 0, where δH(· , ·) is the Hausdorff distance in Rm.
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1. Introduction
This work is a continuation of the previous one in [23]. We are concerned
with the dynamical properties of autonomous general dynamical systems and
differential inclusions.
Let X be a complete locally compact metric space, Q = X × R+, where
R+ = [0,∞), 2X be the set of all subsets of X.
Definition 1.1 [18]. A mapping F :Q→ 2X is said to be a (autonomous) general
dynamical system (GDS in short) if the following axioms hold:
(1) For any (x, t) ∈Q, F(x, t) is a closed nonempty subset of X.
(2) F(x,0)= x for ∀x ∈X.
(3) F(F(x, t), s)= F(x, t + s), for ∀x ∈X, s, t ∈ R+.
(4) F(x, t) is continuous in t (for fixed x), in the sense of Hausdorff distance.
(5) F(x, t) is upper semicontinuous in x (i.e., continuous in x in the sense of
Hausdorff semidistance) (for fixed t), uniformly in t on any compact interval
0 t  T <∞.
General dynamical systems (GDSs in short), which are sometimes referred to
as general control systems or set-valued dynamical systems, are used to describe
multi-valued differential equations and control systems [5,6,17,18,28,29,33,34]
as well as economic flow [9]. Although they have been widely studied in the past
decades (see, for instance, [5,11,18,19,23,28,29,32] etc.), due to the complexity
in mathematical analysis for set-valued mappings, even some basic problems still
need to be further clarified.
The aim of the present work in this direction is three-fold.
First, we are interested in the Lyapunov functional description and the
existence of positively invariant infinitesimal neighborhoods of asymptotically
stable sets. In [23], it is proved for GDSs that the asymptotic stability of a compact
set M is equivalent to the existence of a suitable Lyapunov function. Here we give
a slightly improved version of this characterization. In the case of a dynamical
system G (i.e., a single-valued system), it has long been recognized that if a
compact subset M ⊂ X is asymptotically stable, then for any neighborhood U
of M , one can find a neighborhood V of M with V ⊂U such that V is positively
invariant under G. This basic knowledge can be extended to GDSs; see [32,
Chapter 10]. Since it plays an important role in studying connectedness and
stability of the uniform attractors for GDSs in Sections 3 and 4 below, for the
sake of readers’ convenience, we give a short but self-contained proof in the
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present context, making use of the improved Lyapunov functional description of
asymptotic stability.
Next, we investigate connectedness of the uniform attractors. More recently,
inspired by some ideas in [24], we have proved that if a nonempty compact set
M ⊂ X attracts itself, then its ω-limit set ω(M) is invariant (i.e., F(ω(M), t) =
ω(M) for any t ∈ R+). Using this basic fact, we have shown that if there exists
a nonempty compact set M ⊂ X which attracts a neighborhood of itself, then
F has an invariant uniform attractor A ⊂M [23]. In this work, we will further
prove that if F(x, t) is connected for each (x, t) ∈X×R+, then A is connected,
provided that M is connected. Results concerning connectedness of some types of
limit sets of GDSs can also be found in Szegö and Treccani [32]. For the study of
connectedness of attractors for dynamical systems, we refer the interested reader
to [15,35] etc. Our proof here is based on the existence of positively invariant
neighborhoods of A and is different from those in the literature.
Finally, we study stability of the uniform attractors for GDSs. Such consider-
ations have obvious practical sense. Let Fλ (λ ∈Λ) be a family of GDSs defined
on X, where Λ is also a metric space with metric ρ(· , ·). We will prove under
appropriate continuity assumptions that if Fλ0 has a uniform attractor A, then
there exists a δ > 0 such that when ρ(λ,λ0) < δ, Fλ has a uniform attractor Aλ;
moreover,
dH(Aλ,A)→ 0, as λ→ λ0,
where dH(· , ·) is the Hausdorff semidistance in X.
The remaining part of the paper is devoted to the following differential
inclusion
x ′(t) ∈ f (x(t)), (1.1)
where f is a set-valued mapping on Rm and is always assumed to satisfy the
following standing assumptions:
(H1) For any x ∈ Rm, f (x) is a nonempty convex compact subset of Rm.
(H2) f is upper semicontinuous.
In [28], Nieuwenhuis has proved that if f has at most a linear growth, i.e., for
some α > 0,
sup
y∈f (x)
|y| α(1+ |x|), ∀x ∈ Rm, (1.2)
then the reachable mapping F of (1.1) is a GDS. As one of our objectives here,
we want to remove this growth restriction on f , at the cost of assuming that
every solution of (1.1) exists on R+. So we will prove that F is a GDS on Rm,
if no solutions of (1.1) blow up in finite (future) time. Then we will discuss
some asymptotic stability properties of the system. In contrast to differential
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equations, the understanding of dynamics for differential inclusions seems to be
more difficult, and it has attracted more and more attention in recent years; see, for
instance, [4,7,8,25,27] etc. Here we establish some interesting results by applying
the abstract ones obtained for GDSs. In particular, we show that if there exists
a nonempty compact set M ⊂ Rm such that M attracts a neighborhood of itself,
then the system has a uniform attractor A; what’s more, if M is connected, A is
connected, too. We also prove that A is stable with respect to both internal and
external perturbations. More precisely, consider the following perturbed system
x ′(t) ∈ fλ
(
x(t)
)
, (1.3)
where λ 0 and
fλ(x) := conf (x + λB1)+ λB1, (1.4)
B1 is the unit ball in Rm centered at 0. We will show that there exists a δ > 0 such
that when λ < δ, the perturbed system (1.3) has a uniform attractorAλ; moreover,
δH(Aλ,A)→ 0, as λ→ 0,
where δH(· , ·) is the Hausdorff distance in Rm. Similar ideas as above have
already appeared in the works of [16,20–22] etc., where the authors study the
stability of attractors of differential equations with respect to internal and external
perturbations as well as numerical approximations by considering the attractors
of the corresponding inflated systems; see Remark 5.11.
The general theory of attractors for (single-valued) dynamical systems can
be found, say, for instance, in [14,15,35] etc. and references therein. The books
[2–4,10,12,32] etc. can be used as general references on set-valued analysis and
differential inclusions.
This paper is organized as follows. In Section 2, we make some preliminaries.
In particular, we give in this section a slightly improved version for the Lyapunov
functional description of asymptotic stability in [23], and prove the existence
result for positively invariant infinitesimal neighborhoods of asymptotically stable
sets. In Sections 3 and 4, we investigate connectedness and stability of the uniform
attractors, respectively. Section 5 is devoted to the study of dynamical behavior
for differential inclusions.
2. Preliminaries
This section contains some preliminary works. We introduce some basic
notations and definitions, and give a slightly improved version for the Lyapunov
functional description of asymptotic stability in [23]. We also provide a self-
contained short proof for the existence of positively invariant infinitesimal
neighborhoods of asymptotically stable sets.
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Let there be given a complete locally compact metric space X with metric
d(· , ·) and a GDS F on X. For any subset V of X and r > 0,
B(V , r)= {y ∈X: d(y,V ) < r}.
Let I ⊂ R+. We denote by F(V, I) the set ⋃(x,t)∈V×I F (x, t);in particular,
F(V ) = F(V,R+). For x ∈ X, F(x) was called by some authors the funnel of
F through x in the literature. V is said to be positively (negatively) invariant
under F , if F(V, t) ⊂ V (resp. V ⊂ F(V, t)) for all t ∈ R+. If V = F(V, t) for
all t ∈R+, then it is said to be invariant.
Let V,M ⊂ X. V is said to be a neighborhood of M , by this we mean that
M ⊂ intV , where intV is the interior of V . We say that M attracts V (under F ),
if ∀ε > 0, ∃T > 0 such that F(V, [T ,∞)) ⊂ B(M,ε). For any subset M of X,
we denote by A(M) and Au(M) the regions of attraction and uniform attraction
of M , respectively. They are defined as:
A(M)= {x ∈X |M attracts x},
Au(M)= {x ∈X |M attracts a neighborhood V of x}.
M is said to be Lyapunov stable, if ∀ε > 0, ∃δ > 0 such that F(B(M, δ)) ⊂
B(M,ε). If M is Lyapunov stable and A(M) is a neighborhood of M , then we
say that M is asymptotically stable.
Remark 2.1. Let M be a compact subset of X. According to [23, Proposition 3.4],
if A(M) contains a neighborhood of M , then A(M) is open. If M is asymptot-
ically stable, by [23, Corollary 3.15], we also have A(M) = Au(M). Therefore
asymptotic stability is equivalent to uniform asymptotic stability.
From now on we will always assume the following standing assumption holds.
Standing Assumption 2.2. For any open subset Ω of X, there exists a countable
family of compact subsets Ωn of Ω such that Ωn ⊂ intΩn+1 for each n and
Ω =⋃n∈N Ωn.
Standing Assumption 2.2. is used to guarantee the existence of K∞0 functions
which play a key role in the construction of uniformly unbounded Lyapunov
functions.
It is easy to check that X =Rm satisfies Standing Assumption 2.2.
Definition 2.3. Let Ω and M be two subsets of X. A function α :Ω→R+ is said
to be
(1) uniformly unbounded (or radially unbounded) on Ω , if for any µ > 0, there
is a compact subset K ⊂Ω such that
α(x) > µ, ∀x ∈Ω \K;
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(2) coercive with respect to M , if there exists a r0 > 0 such that for any 0 < r 
r0,
inf
Ω\B(M,r)
α(x) > 0.
Definition 2.4. Let Ω be an open subset of X, M be a compact subset of Ω .
A continuous function α :Ω → R+ is said to be a K∞0 function of M on Ω , if it
satisfies:
(1) α(x)= 0 ⇔ x ∈M;
(2) α is uniformly unbounded on Ω .
Remark 2.5. It is easy to check that anyK∞0 function of M on Ω is coercive with
respect to M .
Let F be a GDS on X. It is shown in [23] that a compact subset M of
X is asymptotically stable with respect to F if and only if there exist an
open neighborhood Ω of M and a uniformly unbounded upper semicontinuous
function L :Ω→ R+, such that
(L1) If x ∈M , then L(x)= 0.
(L2) If x ∈Ω \M , then for any t > 0,
L(x) > L(y), ∀y ∈ F(x, t). (2.1)
Here we point out that the function L constructed in the proof of “only if” part of
the above result is also coercive with respect to M . To see this, we only need to
recall briefly the construction.
Assume M is asymptotically stable. Due to Remark 2.1, the attraction region
A(M) of M is open; hence the neighborhoodΩ of M can be taken as Ω =A(M).
Let α be a K∞0 function of M on Ω (see [23, Lemma 5.5] for the existence of α).
Then the function L is defined as
L(x)=ψ(x,0)+
∞∫
0
ψ(x, t)e−t dt, (2.2)
where
ψ(x, t)= sup{α(y) | y ∈ F (x, [t,∞))}.
Now by the definition of ψ(x, t), it is clear that ψ(x,0) α(x) for any x ∈Ω .
Thanks to Remark 2.5, one concludes immediately by (2.2) thatL is coercive with
respect to M .
Thus we have the following slightly improved version of [23, Theorem 5.6].
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Theorem 2.6. Let F be a GDS on X. A compact subset M of X is asymptotically
stable if and only there exist an open neighborhood Ω of M and a uniformly
unbounded upper semicontinuous function L :Ω → R+ which is coercive with
respect to M such that (L1) and (L2) hold.
As we will see, this improved version will be more effective in applications.
The method that relies on Lyapunov functions has become a powerful and popular
technique in the stability analysis of differential inclusions and control systems in
recent years; see [1,8,25,26,30,31,33] etc. and references therein.
Now we state and prove the following theorem on the existence of positively
invariant infinitesimal neighborhoods of asymptotically stable sets. One interested
in this result can also consult Szegö and Treccani’s book [32].
Theorem 2.7. Let F be a GDS on X, M be a compact subset of X. If M is
asymptotically stable, then for any neighborhood U of M , there exists an open
neighborhoods V of M which is positively invariant under F such that V ⊂U .
Proof. Assume M is asymptotically stable. Then there exist an open neighbor-
hood Ω of M and a Lyapunov function L :Ω → R+ as stated in Theorem 2.6.
Let U be a neighborhood of M . Since L is coercive with respect to M , we can
take a δ > 0 sufficiently small so that B(M, δ)⊂Ω ∩U and
inf
Ω\B(M,δ)
L(x)= r > 0.
Set
V = {x ∈Ω | L(x) < r}.
Clearly M ⊂ V ⊂ B(M, δ). By upper semicontinuity of L, it is easy to check that
V is open. Finally by (L2), we see that V is positively invariant. The proof is
complete. ✷
3. Connectedness of the uniform attractors
This part is concerned with the connectedness of the uniform attractors
for GDSs.
Let F be a GDS defined on X.
Definition 3.1. A nonempty compact subset A is said to be a uniform attractor
of F , if it is invariant and Au(A) is a neighborhood of A.
One can also find the concept of uniform attractors in [32].
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Remark 3.2. Let A be a uniform attractor of F . According to [23, Proposi-
tion 4.5], we know that A is asymptotically stable; thus Au(A) = A(A) and is
open. Moreover, by [23, Remark 3.6], A attracts each compact subset of Au(A).
Concerning the existence of uniform attractors, we have
Theorem 3.3 [23]. Assume that there is a compact subset M of X which attracts
a neighborhood of itself. Then F has a uniform attractor A⊂M with Au(A)=
Au(M).
The main result in this section is the following theorem.
Theorem 3.4. Assume that F(x, t) is connected for each (x, t) ∈ X × R+.
Suppose that there is a compact connected subset M of X which attracts
a neighborhood of itself. Then F has a connected uniform attractor A⊂M with
Au(A)=Au(M).
Proof. Only the connectedness of A needs to be checked.
Suppose not. Then there exist two open subsets U1 and U2 of X such that
U1 ∩U2 = ∅ and
A⊂U1 ∪U2, A∩U1 = ∅ =A ∩U2.
Let Ai =A∩Ui , i = 1,2. It is easy to check that Ai is compact.
By Theorem 2.7, there exists a positively invariant open neighborhood V of
A such that V ⊂ (U1 ∪ U2) ∩ Au(A). Set Vi = V ∩ Ui , i = 1,2. Then Vi is an
open neighborhood of Ai . We claim that Vi is positively invariant, too. Indeed,
if this is not the case, then there exists, say for instance, a point x ∈ V1 and a
t ∈ R+ such that y /∈ V1 for some y ∈ F(x, t). Since V = V1 ∪ V2 is positively
invariant, one deduces that y ∈ V2. Now by the basic facts in [18,29] (see also
[23, Theorem 2.6]), there exists a continuous trajectory γ of F on [0, t] (i.e., a
continuous mapping γ : [0, t] → X satisfying γ (s2) ∈ F(γ (s1), s2 − s1) for any
0 s1  s2  t) such that
γ (0)= x, γ (t)= y. (3.1)
But the positive invariance of V implies that γ ⊂ V = V1 ∪ V2. This, together
with (3.1), leads to a contradiction, as V1 ∩ V2 = ∅. Hence the claim is true.
Let x ∈A(A)=Au(A). Then for t sufficiently large, F(x, t)⊂ V . Noting that
F(x, t) is connected, we find that for such t , either F(x, t)⊂ V1, or F(x, t)⊂ V2.
It follows by the positive invariance of V1 and V2 that for any x ∈A(A),
either x ∈A(A1), or x ∈A(A2).
On the other hand, it is clear that A(Ai )⊂A(A), and therefore A(A)=A(A1)∪
A(A2). Since Ai ⊂ Vi ⊂A(A) and V1 ∩V2 = ∅, by the positive invariance of Vi ,
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we conclude that Vi ⊂ A(Ai ). Recalling that Vi is a neighborhood of Ai , in
view of Remark 2.1 we know that A(Ai ) is open. Now because M attracts a
neighborhood of itself, one finds that
M ⊂Au(M)= (by Theorem 3.3)=Au(A)=A(A)=A(A1)∪A(A2).
This contradicts to the connectedness of M , as A(A1)∩A(A2)= ∅. ✷
4. Stability of the uniform attractors
This section is concerned with the stability of the uniform attractors.
Let X be a complete locally compact metric space with metric d(· , ·) which
satisfies Standing Assumption 2.2. For any A,B ⊂X, we define
dH(A,B)= sup
x∈A
d(x,B), δH(A,B)= max
(
dH(A,B), dH(B,A)
)
,
where d(x,B) = infy∈B d(x, y). dH(· , ·) and δH(· , ·) are called the Hausdorff
semidistance and Hausdorff distance in X, respectively. Let Fλ (λ ∈ Λ) be a
family of GDSs on X, where Λ is a metric space with metric ρ(· , ·). Our main
result in this section is the following theorem.
Theorem 4.1. Let λ0 ∈ Λ. Assume that Fλ satisfies the following continuity
assumption at λ0:
(C) For any ε,T > 0 and compact set B ⊂X, ∃δ > 0 such that when ρ(λ,λ0) <
δ,
dH
(
Fλ(x, t), Fλ0
(B(x, ε), t))< ε, ∀(x, t) ∈B × [0, T ].
If Fλ0 has a uniform attractor A, then there exists a δ > 0 such that when
ρ(λ,λ0) < δ, Fλ also has a uniform attractor Aλ; moreover, we have
(1) dH(Aλ,A)→ 0 as λ→ λ0.
(2) For any compact subset K of Au(A), K ⊂ Au(Aλ) for λ > 0 sufficiently
small.
In case X= Rm, if we further assume that A is connected, then Aλ is connected.
Proof. Assume that Fλ0 has a uniform attractor A. Let K be a compact subset of
Au(A). We may assume that K is a neighborhood of A. Take an another compact
neighborhood U of A with U ⊂ Au(A) so that K ⊂ intU . Let r = dH(K, ∂U),
where ∂U denotes the boundary of U . Then r > 0.
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Let ε > 0 be given arbitrary such that B(A, ε)⊂K . Invoking Theorem 2.7, we
can find an open neighborhood V1 of A which is positively invariant under Fλ0
such that V1 ⊂ B(A, ε). Take two open neighborhoods V2 and V3 of A satisfying
V3 ⊂ V2 ⊂ V2 ⊂ V1. (4.1)
By Remark 3.2, we know that A attracts U under Fλ0 . Thus there exists a T0 > 0
such that
Fλ0(U,T0)⊂ V3. (4.2)
Set µ= dH(V3, ∂V2). By (4.1), µ> 0. Pick a positive number η < min(r,µ). By
the continuity assumption (C) one can find a δ1 > 0 such that when ρ(λ,λ0) < δ1,
for any x ∈K ,
dH
(
Fλ(x, t), Fλ0
(B(x, η), t))< η, ∀t ∈ [0, T0]. (4.3)
Noting that B(x, η)⊂U for x ∈K , we have by (4.2) and (4.3) that
dH
(
Fλ(x,T0),V3
)
 dH
(
Fλ(x,T0), Fλ0(U,T0)
)
 dH
(
Fλ(x,T0), Fλ0
(B(x, η), T0))< η
for any x ∈K , and hence
Fλ(K,T0)⊂ B(V3, η)⊂ V2, when ρ(λ,λ0) < δ1. (4.4)
The following argument is analogous to the one as above. Taking a positive
number θ sufficiently small so that
θ < min
(
dH(V2, ∂V1), dH
(
V1, ∂B(A, ε)
))
, (4.5)
then by (C) there exists a δ2 > 0 such that when ρ(λ,λ0) < δ2,
dH
(
Fλ(x, t), Fλ0
(B(x, θ), t))< θ, ∀x ∈ V2, t ∈ [0, T0]. (4.6)
Noticing that when x ∈ V2, we have B(x, θ)⊂ V1 and hence
Fλ0
(B(x, θ), t)⊂ Fλ0(V1, t)⊂ (by the positive invariance of V1)⊂ V1,
by (4.6), we conclude that
dH
(
Fλ(x, t), V1
)
 dH
(
Fλ(x, t), Fλ0(V1, t)
)
 dH
(
Fλ(x, t), Fλ0
(B(x, θ), t))< θ
for any x ∈ V2 and t ∈ [0, T0]. It follows that when ρ(λ,λ0) < δ2,
Fλ(V2, t)⊂ B(V1, θ)⊂ (by (4.5))⊂ B(A, ε), ∀t ∈ [0, T0]. (4.7)
On the other hand, since V2 ⊂K , by (4.4) we have
Fλ(V2, T0)⊂ V2, when ρ(λ,λ0) < δ1. (4.8)
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Now we set δ = min(δ1, δ2) and assume that ρ(λ,λ0) < δ. We infer from (4.7)
and (4.8) that
Fλ(V2, t)⊂ B(A, ε), ∀t  0.
This together with (4.4) implies that B(A, ε) attracts K under Fλ. Thanks to
Theorem 3.3, Fλ has a uniform attractor Aλ ⊂ B(A, ε); what’s more, K ⊂
Au(Aλ). This completes the proof of (1) and (2).
In case X = Rm, if A is connected, then B(A, ε) in the above argument
is connected. Hence by Theorem 3.4, one concludes immediately that Aλ is
connected. ✷
5. Dynamical stability of differential inclusions
This section is devoted to the study of dynamical properties for differential
inclusion (1.1). First, we show that the reachable mapping F of (1.1) is a GDS
on Rm, provided that no solutions of (1.1) blow up in finite (future) time. Then we
discuss some other asymptotic stability properties by applying the abstract results
obtained for GDSs. In particular, we will show that if there is a connected compact
subset M ⊂ Rm which attracts a neighborhood of itself under the system (1.1),
then (1.1) has a connected compact uniform attractor A; moreover, A is stable
with respect to both internal and external perturbations.
Let I = [0, T ) or [0, T ], where T ∞. In case T =∞, we also identify [0, T ]
with [0, T ). A mapping x(·) : I → Rm is said to be a solution of (1.1) on I , if it
is absolutely continuous on any compact interval J ⊂ I and solves (1.1) at a.e.
t ∈ I . For convenience, we denote by Sx(I) the solution set of (1.1) on I with
initial value x . For V ⊂Rm, SV (I)=⋃x∈V Sx(I).
It is well known that (H1) and (H2) provide for local existence of solutions
of (1.1); that is, for any x ∈ Rm there exists a solution x(·) of (1.1) with x(0)= x ,
on an interval [0, τ ) for some τ > 0; see, for instance, [2,4,10], etc.
The reachable mapping F :Rm ×R+ → 2Rm of (1.1) is defined as
F(x, t)= {x(t) | x(·) ∈ Sx([0, t])}, ∀(x, t) ∈ Rm.
As one of our purposes here, we will show that F is a GDS on Rm if no solutions
of (1.1) blow up in finite time.
Global existence results for differential inclusions can be found in [36–38], etc.
As stated in the introduction, we will always assume that f satisfies (H1)
and (H2).
The following compactness lemma will play an important role.
Lemma 5.1 [2,8,10]. Let I = [0, T ], where T < ∞. Then for any sequence
δn → 0 and sequence xn(·) of absolutely continuous and uniformly bounded
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functions on I satisfying
x ′n(t) ∈ conf
(
xn(t)+ δnB1
)+ δnB1,
where B1 is the unit ball in Rm centered at 0, there exists a subsequence xnk (·)
converging uniformly to some solution x(·) of (1.1) on I .
Now we state and prove a local boundedness result for solutions of (1.1).
Lemma 5.2. Let V be a compact subset of Rm, 0 < T <∞. If any solution x(·)
of (1.1) with x(0) ∈ V does not blow up on [0, T ], then there exists a R > 0 such
that ∣∣x(t)∣∣R, ∀t ∈ [0, T ],
for any x(·) ∈ SV ([0, T ]).
Proof. The technique used here is borrowed from [8].
Suppose the contrary. Let r0 = maxx∈V |x|. For n ∈ N with n  r0, define a
sequence tn as
tn = sup
{
t ′  T | ∣∣x(t)∣∣ n on [0, t ′] for any x(·) ∈ SV ([0, T ])}.
For any r > 0, observing that∣∣x(t)∣∣ r + 1, ∀t ∈ [0,1/B],
for any solution x(·) of (1.1) with |x(0)| r , where
B = sup{|y| | y ∈ f (x), |x| r + 1},
one easily understands that tn is strictly increasing; moreover, there exists a
sequence of solutions xn(·) ∈ SV ([0, T ]) such that∣∣xn(tn)∣∣= n, ∣∣xn(t)∣∣ n for t ∈ [0, tn].
Set t˜ = limn→∞ tn. Thanks to Lemma 5.1, by classical diagonal procedure we
can find a subsequence of xn(·), still denoted by xn(·), such that xn(·) converges
to a solution x(·) of (1.1) uniformly on [0, τ ] for any τ < t˜ . Clearly x(0) ∈ V and
hence x(·) exists at least on [0, T ]. We may assume that |xn(0)− x(0)| 1 for
all n. Define
t ′n = sup
{
t ′  tn |
∣∣xn(t)− x(t)∣∣ 1 for any t ∈ [0, t ′]}.
For any τ < t˜ , since xn(·) converges uniformly to x(·) on [0, τ ], we find that
t ′n > τ for n sufficiently large. It follows that t ′n → t˜ as n → ∞. Let M =
maxt∈[0,T ] |x(t)|. Then |xn(t)|M + 1 for t ∈ [0, t ′n]. Now taking
a = sup{|y| | y ∈ f (x), |x|M + 2},
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one finds that
∣∣xn(t)∣∣M + 2, ∀t ∈
[
t ′n, t ′n +
1
a
]
.
But the fact that t ′n → t˜ then implies that∣∣xn(t)∣∣M + 2, ∀t ∈ [0, t˜]
for n large enough. This leads to a contradiction and proves the lemma. ✷
We denote by dH(· , ·) and δH(· , ·) the Hausdorff semidistance and Hausdorff
distance in Rm, respectively.
Lemma 5.3. If no solutions of (1.1) blow up in finite time, then for any compact
subset V of Rm
(1) F(V, t) is compact for any t ∈R+.
(2) For any T  0, there exists M > 0 such that
δH
(
F(V, t), F (V, s)
)
M|t − s|, ∀s, t ∈ [0, T ]. (5.1)
Proof. The proof is easy and we give it for the reader’s convenience.
(1) Assume that yn ∈ F(V, t), n = 1,2, . . . . Then there exists a sequence
xn(·) of solutions of (1.1) with xn(0) ∈ V such that yn = xn(t). Thanks to
Lemma 5.2, we know that xn(·) is uniformly bounded on [0, t]. By Lemma 5.1,
there is a subsequence xnk (·) converging uniformly on [0, t] to some solution x(·).
Clearly x(0) ∈ V . It follows that ynk = xnk (t)→ x(t) ∈ F(V, t). Hence F(V, t)
is compact.
(2) To prove (5.1), it suffices to show that
dH
(
F(V, t), F (V, s)
)
M|t − s|, ∀s, t ∈ [0, T ]. (5.2)
By Lemma 5.1, there exists a R > 0 such that for any x(·) ∈ SV (R+),∣∣x(t)∣∣R, ∀t ∈ [0, T ].
Set M = sup{|y| | y ∈ f (x), |x|R}. Let x(·) ∈ SV (R+). Then
∣∣x(t)− x(s)∣∣=
∣∣∣∣∣
t∫
s
x ′(s) ds
∣∣∣∣∣M|t − s|, ∀s, t ∈ [0, T ].
Now assume y ∈ F(V, t). Then there is a x(·) ∈ SV (R+) such that y = x(t). Since
x(s) ∈ F(V, s), one deduces by the above estimate that
d
(
y,F (V, s)
) := inf
z∈F(V ,s) |y − z|M|t − s|.
Because y is arbitrary, we see that (5.2) holds true. ✷
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Theorem 5.4. If no solutions of (1.1) blow up in finite time, then the reachable
mapping F is a GDS on Rm.
Proof. By Lemma 5.3(1), F(x, t) is compact for any (x, t) ∈ Rm ×R+. Clearly
F satisfies the semigroup properties (2) and (3) in Definition 1.1. Lemma 5.3(2)
shows that F(x, t) is (Lipschitz) continuous in t in the sense of Hausdorff
distance; hence F satisfies (4) in Definition 1.1. To check that F is a GDS, it
remains to prove that F(x, t) is upper semicontinuous in x in a uniform manner
with respect to t on any compact interval [0, T ].
Suppose the contrary. Then for some x0 ∈ Rm and ε0, T > 0, there exist
sequences xn → x0 and tn ∈ [0, T ] such that for each n, one can find a yn ∈
F(xn, tn) with
d
(
yn,F (x0, tn)
)
 ε0. (5.3)
We may assume that |xn|  B for all n ∈ N and tn → t0 ∈ [0, T ]. Let xn(·) ∈
Sxn(R
+) be such that xn(tn) = yn. By virtue of Lemmas 5.1 and 5.2, xn(·)
has a subsequence xni (·) that converges uniformly on [0, T ] to a solution x(·)
of (1.1). x(·) necessarily belongs to Sx0([0, T ]) and hence x(t) ∈ F(x0, t) for
any t ∈ [0, T ]. However, this contradicts to (5.3). The proof of the theorem is
complete. ✷
We denote by F the reachable mapping of (1.1). Let M,V be two subsets
of Rm. For the system (1.1), we say that M attracts V , by this it means that any
solution x(·) of (1.1) with x(0) ∈ V does not blow up in finite time; moreover,
dH
(
F(V, t),M
)→ 0 as t →+∞.
We use A(M) and Au(M) to denote the regions of attraction and uniform
attraction of M , respectively. They are defined as the corresponding ones for
GDSs; see Section 2.
M is said to be Lyapunov stable, if for any ε > 0, there exists a δ > 0 such that
any solution x(·) of (1.1) with x(0) ∈ B(M, δ) does not blow up in finite time;
moreover,
x(t) ∈ B(M,ε), ∀t  0.
If M is Lyapunov stable and A(M) (resp. Au(M)) is a neighborhood of M ,
then we say that M is asymptotically stable (resp. uniformly asymptotically
stable).
A set V ⊂ Rm is said to be invariant under the system (1.1), if any solution
x(·) of (1.1) with x(0) ∈ V lies in V ; moreover, for any y ∈ V and t  0, there is
at least a solution x(·) ∈ SV ([0, t]) such that x(t)= y .
If a nonempty compact subset A is invariant and attracts a neighborhood of
itself, then it is said to be a uniform attractor of (1.1).
As direct applications of Theorems 2.6, 2.7, and [23, Corollary 3.15] (see also
Remark 2.1 in this paper), we have
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Theorem 5.5. Assume that no solutions of (1.1) blow up in finite time. Then a
compact subset M of Rm is asymptotically stable, if and only if it is uniformly
asymptotically stable.
Theorem 5.6. Assume that no solutions of (1.1) blow up in finite time. Then a
compact subset M of Rm is asymptotically stable, if and only if there exist an
open neighborhood Ω of M and a uniformly unbounded upper semicontinuous
function L :Ω→ R+ which is coercive with respect to M such that
(1) x ∈M⇔ L(x)= 0.
(2) For any x ∈Ω and x(·) ∈ Sx(R+),
L
(
x(t)
)
<L(x), ∀t > 0.
Theorem 5.7. Assume that no solutions of (1.1) blow up in finite time. Let M be
a compact subset of Rm which is asymptotically stable with respect to (1.1). Then
for any neighborhood U of M , there exists an open neighborhoods V of M with
V ⊂U , such that for any x ∈ V and x(·) ∈ Sx(R+),
x(t) ∈ V, ∀t  0.
To study the connectedness and stability of the uniform attractors of (1.1), we
need an additional boundedness assumption on f (which will be dropped at the
end):
(H3) f (x) is bounded on Rm, i.e., there exists R > 0 such that∣∣f (x)∣∣R, ∀x ∈Rm.
Lemma 5.8. Assume f also satisfies (H3). Then F(x, t) is connected for any
(x, t) ∈Rm ×R+.
Proof. Let (x, t) ∈ Rm × R+. Under the assumptions we know by Górniewicz
[13] (see [13, Section 6]) that Sx([0, t]) is the intersection of a decreasing
sequence of compact contractable subsets Kn of C([0, t]; Rm). Consequently
F(x, t) is the intersection of a decreasing sequence of compact contractable (and
hence connected) subsets An of Rm. We show that this implies the connectedness
of F(x, t).
We argue by contradiction and assume that F(x, t) is not connected. Then
there exists two open subsets U and V of Rm with U ∩ V = ∅ such that
F(x, t)⊂U ∪ V, F (x, t)∩U = ∅ = F(x, t)∩ V. (5.4)
We claim that An ⊂U ∪ V for n sufficiently large. Indeed, if this is not the case,
then since the sequence An is decreasing, for each n, we can find a yn ∈An such
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that yn /∈U ∪V . By compactness, it can be assumed that yn → y . It is easy to see
that y ∈An for each n. Since F(x, t)=⋂n∈N An, we have y ∈ F(x, t), which in
turn follows that yn ∈ U ∪V for n sufficiently large. This is a contradiction; hence
the claim is true. On the other hand, by F(x, t) ⊂ An and (5.4) we clearly have
An ∩U = ∅ =An ∩ V . This contradicts to the connectedness of An (for large n).
The proof is complete. ✷
With regard to the perturbed system (1.3), we have
Lemma 5.9. Assume f also satisfies (H3). Let R,T be given positive numbers.
Then for ∀ε > 0, there exists a δ > 0 such that when λ < δ, for any solution x(·)
of the perturbed system (1.3) with |x(0)|  R, there is a solution x˜(·) of (1.1)
such that∣∣x(t)− x˜(t)∣∣< ε, ∀t ∈ [0, T ]. (5.5)
Proof. The proof is the same as that of Lemma 3.2(b) in Clarke et al. [8].
Suppose the contrary. Then for some ε > 0, there exists a sequence λn ↓ 0,
for each λn, one can find a solution xn(·) of (1.3) corresponding to λ = λn with
|xn(0)|R such that
max
t∈[0,T ]
∣∣xn(t)− x˜(t)∣∣ ε (5.6)
for every trajectory x˜(·) of (1.1). By the uniform boundedness of the sequence
xn(·) on [0, T ] and Lemma 5.1, there is a subsequence xnk (·) which converges on
[0, T ] uniformly to a solution of (1.1). This clearly contradicts to (5.6). The proof
is complete. ✷
Now we state and prove the following existence and stability results for
uniform attractors of (1.1).
Theorem 5.10. Assume (H1) and (H2). Suppose that there is a nonempty
compact set M ⊂ Rm such that M attracts a neighborhood V of itself unified
the system (1.1). Then
(1) (1.1) has a uniform attractor A⊂M .
(2) There exists a δ > 0 such that when λ < δ, the perturbed system (1.3) has a
uniform attractorAλ; moreover,
δH(Aλ, A)→ 0 as λ→ 0.
(3) If M is connected, then the attractorsA andAλ in the above conclusions are
connected.
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Proof. We can assume that V is compact. Since M attracts V , by Lemma 5.2, it
is easily seen that there is a R > 0 such that∣∣x(t)∣∣<R, ∀t ∈ R+, x(·) ∈ SV (R+). (5.7)
Let a(x) be a continuous function on Rm satisfying
a(x)= 1 when |x| 4R, a(x)= 0 when |x| 5R.
Define f˜ as f˜ (x)= a(x)f (x). Then f˜ satisfies (H1)–(H3). Consider the modified
problem
x ′(t) ∈ f˜ (x(t)). (5.8)
Note that the boundedness of f˜ precludes finite time blow-up for solutions
of (5.8). By Theorem 5.4, the reachable mapping F of (5.8) is a GDS on Rm.
Clearly M attracts V under F ; therefore by Theorem 3.3, F has a uniform
attractorA⊂M with Au(A)=Au(M). Since V ⊂Au(M), we see thatA attracts
V under F . Now by (5.7) and the definition of f˜ , one concludes thatA attracts V
under the original system (1.1), and hence it is a uniform attractor of (1.1).
For λ 0, define f˜λ as
f˜λ(x)= con f˜ (x + λB1)+ λB1.
Then f˜λ also satisfies (H1)–(H3). Denote by Fλ the reachable mapping of the
differential inclusion
x ′(t) ∈ f˜λ
(
x(t)
)
.
By virtue of Lemma 5.9, one can easily examine that the continuity assump-
tion (C) in Theorem 4.1 is fulfilled by Fλ at λ0 = 0. Thus we deduce that there
exists a δ > 0 such that Fλ has a uniform attractor Aλ for λ < δ; moreover,
dH(Aλ, A)→ 0, as λ→ 0. (5.9)
As f˜ (x)⊂ f˜λ(x) for any x ∈ Rm, we see that
F(x, t)⊂ Fλ(x, t), ∀(x, t) ∈Rm ×R+. (5.10)
By Theorem 4.1, we also know that A ⊂ A(Aλ) if λ is sufficiently small. Since
A is invariant under F , we infer from (5.10) that A⊂Aλ for λ sufficiently small;
therefore (5.9) can be improved as
δH(Aλ, A)→ 0, as λ→ 0. (5.11)
By Lemma 5.8, F(x, t) and Fλ(x, t) are connected for each (x, t). Thanks to
Theorems 3.4 and 4.1, one concludes immediately that if M is connected, then A
and Aλ are connected.
It remains to show thatAλ is a uniform attractor of (1.3) when λ is sufficiently
small. Noting that A ⊂ BR , where Br = {x ∈ Rm | |x| < r}, by (5.11), we
can restrict δ small enough so that δ < R and Aλ ⊂ B2R for λ < δ. Invoking
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Theorem 2.7, one can find an open neighborhood U ⊂ B3R ∩ A(Aλ) of Aλ,
such that U is positively invariant under Fλ. By the definition of f˜λ, we see that
f˜λ(x) = fλ(x) when x ∈ B3R , from which and the positive invariance of U we
conclude immediately that Aλ is a uniform attractor of (1.3).
The proof is complete. ✷
Remark 5.11. The main idea in Theorem 5.10 has already appeared in the works
of [16,20–22] etc., where the authors investigate the stability of attractors for
differential equations by considering the attractors of the corresponding inflated
systems. In particular, in [20] Kloeden and Kozyakin have studied the stability of
the maximal attractor for autonomous differential equation:
x ′(t)= f (x(t)). (5.12)
In case f (x) satisfies a uniform Lipschitz condition on Rm, it is proved that
if (5.12) has a maximal attractor A, then for any λ > 0, the λ-inflated system
x ′(t) ∈ Fλ
(
x(t)
)
, where Fλ(x) :=
{
y ∈Rm | ∣∣y − f (x)∣∣ λ} (5.13)
has a maximal attractorAλ (which is called the λ-inflated attractor of the original
system); moreover, δH(Aλ,A)→ 0 as λ→ 0. This consideration is quite similar
to ours here. Of course, one should also note that [20] is mainly concerned with
the stability of global dynamics, which is rather a difficult subject in the stability
analysis. This makes the work of [20] essentially different from that of ours which
only focuses on local stability results. (The maximal attractor in [20] means a
uniform attractor A whose attraction region Au(A) is the whole space Rm. So it
is a global concept.)
One advantage of our work is that, unlike those in (5.13) with right-hand
sides as continuous set-valued mappings, the differential inclusions under our
considerations can be allowed to possess only upper semi-continuity property in
their right-hand sides. This enables us to understand in some sense the dynamical
stabilities of certain types of discontinuous differential equations as well, a case
which is not conveyed in the work mentioned above. (One powerful way to study
discontinuous differential equations is to deal with such equations in the context
of differential inclusions with semi-continuous right-hand sides; see, for instance,
Fillipov [12].)
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