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Abstract
We prove comparability of certain homogeneous anisotropic integral forms. As a consequence we
obtain a Hardy type inequality generalising that for the fractional Laplacian. We give an application
to anisotropic censored stable processes in Lipschitz domains.
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1. Introduction and main results
Let D be an open set in Rd , d  1. Let α,p > 0. All considered functions and sets are
assumed to be Lebesgue measurable. The main results of the paper are the following two
theorems.
Theorem 1. Let µ :Rd → [0,∞) satisfy µ(rx) = µ(x) for all r > 0 and x ∈ Rd . Assume
that µ is bounded away from zero on a nonempty open set. In each of the following cases:
(a) D = Rd ,
(b) D is the domain above the graph of a Lipschitz function,
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(d) D is a connected component of the complement of a bounded Lipschitz open set,
there exists a constant c depending only on d , D, µ, α and p such that∫
D
∫
D
|u(x) − u(y)|p
|x − y|d+α dx dy  c
∫
D
∫
D
|u(x) − u(y)|p
|x − y|d+α µ(x − y)dx dy (1)
for all functions u :D → R.
Our main motivation for proving Theorem 1 is the following Hardy type inequality (2).
We obtain the inequality as a consequence of Theorem 1 and the isotropic Hardy inequality
of [7] (see (19) below).
Theorem 2. Let µ be as in Theorem 1. In each of the following cases:
(i) D = Rd \ {0} and α = d ,
(ii) D is the domain above the graph of a Lipschitz function and α = 1,
(iii) D is a bounded Lipschitz open set and α > 1,
(iv) D is a complement of a bounded Lipschitz open set, α = 1 and α = d ,
there exists a constant c depending only on d , D, µ, α and p such that∫
D
|u(x)|p
δαx
dx  c
∫
D
∫
D
|u(x) − u(y)|p
|x − y|d+α µ(x − y)dx dy, u ∈ Cc(D). (2)
Cc(D) denotes all continuous functions u :D → R with compact support in D.
When α ∈ (0,2) and p = 2, the integral forms in (1) give by polarization certain sym-
metric Dirichlet forms with core C∞c (D) [2,9,15]. For µ ≡ 1 the resulting Dirichlet form
is that of the isotropic censored stable process [2,10], and the corresponding Hardy in-
equality was first proved in [5] in the case (iii), p = 2 by complex interpolation (see [4] for
applications). The anisotropic process corresponding to the Dirichlet form with µ ≡ 1 is
less well investigated. For some recent results in this area we refer to [3] and we note that
there exist natural generalisations of such Dirichlet forms to fractal sets [14].
It is well known that Hardy type inequalities may be restated as negative definiteness
of certain Schrödinger operators (with perturbation having singularity of critical order at
the boundary of the domain), and can be used to construct positive superharmonic function
(barriers) for such operators. We refer to [1] for the classical case of Laplacian and to [8]
for the more general setting of potential theory of Markov processes, their Dirichlet forms
and generators (see also [6,9,12,15]).
We point out that Theorem 1 yields identification of domains of the anisotropic Dirichlet
forms with that of the isotropic Dirichlet form [2]. Theorem 2, too, gives identification of
the domains of the Dirichlet forms of the censored and killed stable processes, see [5] for
the isotropic case.
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prerequisites rather than discuss its applications. In particular the methods we use do not
depend on the general context of the theory of Dirichlet forms, Markov processes, or their
generators. We apply a real-analytic technique initiated in [7], which is reminiscent of the
technique of Balayage in potential theory.
The rest of the paper is structured as follows. In Section 2 we give a general localisation
result (Lemma 4), which compares the anisotropic integral in (1) with a localised isotropic
integral. This section does not depend on geometry of the underlying domain.
In Section 3 we estimate, for the isotropic case, the full integrals by the localised in-
tegrals, see (13). Here the Lipschitzian geometry of the domain is assumed. The main
technical result of the section is Proposition 5. The proof of Theorem 1 is given at the end
of Section 3.
In Section 4 we prove Theorem 2 and give an application of the Hardy inequality (2)
to transience properties of anisotropic censored stable processes in Lipschitz domains, ex-
tending part of the results of [2]. The application was an important motivation for the study
of Hardy type inequalities in [7] and in the present paper.
By |A| we denote the Lebesgue measure of A ⊂ Rd , |x| = (x21 + · · · + x2d)1/2 is the
Euclidean norm of x ∈ Rd , and B(x, r) is the Euclidean ball of radius r > 0, centred at x.
2. Reduction to isotropic case
Lemma 3.
(a) For every p > 0 and a1, a2  0, we have
(a1 + a2)p 
(
2p−1 ∨ 1)(ap1 + ap2 ).
(b) For every p > 0 and β > 1 there exists a number c such that for any 0 a1, a2, . . . ,
we have( ∞∑
k=1
ak
)p
 c
∞∑
k=1
βka
p
k .
Proof. Let p  1. Part (a) is obvious when a1 + a2 = 1, and so for all a1, a2  0. Conse-
quently, (b) then holds for β = 1 with c = 1. For p > 1 (a) follows from Jensen’s inequality.
By induction(
n∑
k=1
ck
)p

n∑
k=1
(
2p−1
)k
c
p
k , thus
( ∞∑
k=1
ck
)p

∞∑
k=1
(
2p−1
)k
c
p
k ,
whenever 0 c1, c2, . . . . Therefore, for any natural number m, we have( ∞∑
ak
)p
=
( ∞∑ m∑
akm+n
)p

∞∑(
2p−1
)k+1 ·
(
m∑
akm+n
)p
k=1 k=0 n=1 k=0 n=1
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∞∑
k=0
(
2p−1
)k+1 · mp−1 m∑
n=1
a
p
km+n  (2m)
p−1
∞∑
k=1
(
2
p−1
m
)k
a
p
k .
We used here the Hölder inequality. This gives (b) for p > 1. 
Since µ ε1{µε}, it is enough to prove (1) for µ = 1S , where S ⊂ Rd is a nonempty
open cone (i.e., λx ∈ S whenever x ∈ S and λ > 0).
For a function u :D → R we denote
U(x,y) = |u(x) − u(y)|
p
|x − y|d+α . (3)
We have U(x,y) = U(y,x), thus for any A ⊂ Rd by the Fubini–Tonelli theorem
I (A) :=
∫
D
∫
D
U(x, y)1A(x − y)dx dy = I (−A),
which implies I (A)  I (A ∪ −A)  2I (A). Thus, without any loss of generality in our
further discussion of (1), we may and will assume that S is symmetric.
We let δx = δx(D) = inf{|x − y|: y ∈ Dc}; in the case when D = Rd , we have δx = ∞.
We define χsr (z) = 1 if r  |z| < s and χsr (z) = 0 otherwise.
Lemma 4. Let α,p > 0 and let S ⊂ Rd be a symmetric nonempty open cone. There exist
η = η(S) ∈ (0,1) and c = c(d,S,α,p) such that∫
D
∫
B(x,ηδx)
|u(x) − u(y)|p
|x − y|d+α dy dx  c
∫
D
∫
D
|u(x) − u(y)|p
|x − y|d+α 1S(x − y)dy dx (4)
for all functions u :D → R.
Proof. Let |v| > 1 be such that B(v,1) ⊂ S and let η = (|v| + 12 )−1.
Let x, y ∈ D (x = y) and k ∈ Z satisfy |x − y| < ηδx and 2k  |x − y| < 2k+1. We put
Qx,y = x+y2 + 2kv. We have
|Qx,y − x| =
∣∣∣∣2kv + y − x2
∣∣∣∣
(
|v| + 1
2
)
|y − x| < δx, (5)
hence Qx,y ∈ D. The inequality 2−k |y−x|2 < 1 implies that v+2−k y−x2 ∈ B(v,1) ⊂ S, thus
Qx,y − x = 2k
(
v + 2−k y − x
2
)
∈ S. (6)
From |Qx,y − x| 2k|v| − |y−x|2 and (5) we conclude that
2k
(|v| − 1)< |Qx,y − x| < 2k(|v| + 1). (7)
Similarly, Qx,y − y ∈ S and 2k(|v| − 1) < |Qx,y − y| < 2k(|v| + 1).
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D
∫
B(x,ηδx)
U(x, y)χ2
k+1
2k (x − y)dy dx
 cp
∫
D
∫
B(x,ηδx)
|u(x) − u(Qx,y)|p
|x − y|d+α χ
2k+1
2k (x − y)dy dx
+ cp
∫
D
∫
B(x,ηδx)
|u(Qx,y) − u(y)|p
|x − y|d+α χ
2k+1
2k (x − y)dy dx =: cp(I1 + I2),
where cp = (2p−1 ∨ 1). In order to estimate I1, we change the variables x˜ = x, y˜ =
Qx,y ∈ D and use (6) and (7):
I1  2d
∫
D
∫
D
|u(x˜) − u(y˜)|p
(η|x˜ − y˜|)d+α 1S(x˜ − y˜)χ
2k(|v|+1)
2k(|v|−1) (x˜ − y˜) dy˜ dx˜.
We estimate I2 in a similar way and obtain the same upper bound. The proof of (4) is
finished by summing the obtained estimates over k ∈ Z. Since∑
k∈Z
χ
2k(|v|+1)
2k(|v|−1) (z) < 1 + log2
|v| + 1
|v| − 1
for all z ∈ Rd , we may take c = (2p−1 ∨ 1) · 2 · 2dη−d−α(1 + log2 |v|+1|v|−1 ). 
It is interesting, and much more difficult to prove, that Lemma 4 actually holds with
η = 1, see Remark 6 below. We will not, however, use this observation in the sequel.
Note that Lemma 4 proves Theorem 1 in the case when D = Rd . When p = 2 this par-
ticular result may be obtained by means of the Fourier transform for much more general µ,
see [9, pp. 43–44].
3. Lipschitz domains
For x = (x1, . . . , xd) ∈ Rd we write x = (x′, xd), where x′ = (x1, . . . , xd−1). We as-
sume, unless stated otherwise, that D is a Lipschitz domain with localisation radius r0
and Lipschitz constant λ, i.e., D is an open set and for each z ∈ ∂D there are: an isometry
Tz of Rd and a Lipschitz function ϕz :Rd−1 → R such that |φ(x′) − φ(y′)|  λ|x′ − y′|,
x′, y′ ∈ Rd , and
Tz(D) ∩ B
(
Tz(z), r0
)= {x: xd > ϕz(x′)}∩ B(Tz(z), r0).
Let z ∈ ∂D. To simplify the notation we assume in what follows that Tz is the identity map.
If this is not satisfied we can apply the considerations below to the Lipschitz domain Tz(D)
and the point Tz(z), and then come back to D and z by using T −1z . For ρ > 0 we define
a Lipschitz box at z ∈ ∂D:
Q = Q(z,ρ) = {x ∈ D: |x′ − z′| < ρ, 0 < xd − ϕz(x′) < ρ}.
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Let M = 2λ + 2. We consider a family F of norms ‖ · ‖ on Rd satisfying inequalities
‖x‖ |x|M‖x‖, x ∈ Rd .
Each norm ‖ · ‖ defines its own distance to Dc: δx,‖·‖ = inf{‖x − y‖: y ∈ Dc}. Clearly
δx,‖·‖  δx Mδx,‖·‖, where, of course, δx = δx,|·|. For 0 < h 1 and x ∈ D we put
B˜h(x) =
{
y ∈ D: ‖y − x‖ < hδx,‖·‖ for some ‖ · ‖ ∈F
}
.
Each B˜h(x) is open and B˜h(x) ⊂ D. Note that the definition of B˜h(x) is independent of
the choice of the coordinate system in Rd . Therefore B˜h(x) is a more natural counterpart
of the ball centred at x ∈ D than the (more standard) Lipschitz box. We will use it to our
advantage in proving (8) below. Also note that the idea of B˜h(x) is similar to the idea of
starlike Lipschitz domains (for which see, e.g., [13, pp. 25–26]).
By Lemma 4 it is enough to prove that the left-hand side of (1) is estimated from above
by a constant times the left-hand side of (4). To this end we first give the following propo-
sition.
Proposition 5. Let 0 < η < 1. There is a constant c = c(d,λ,α,p,η) such that if Q is a
Lipschitz box at ∂D with diamQ < r0/(6λ + 9), then∫
Q
∫
Q
|u(x) − u(y)|p
|x − y|d+α dy dx  c
∫
D
∫
B(x,ηδx)
|u(x) − u(y)|p
|x − y|d+α dy dx
for all functions u :D → R.
Proof. Let η˜ = η/M . The proof consists of two steps.
Step 1. Fix ρ > 0 and N ∈ {1,2, l . . .}. Denote B(x, r, s) = B(x, s) \ B(x, r) = {y: r 
|y − x| < s} and let
ENρ (x) = B(x,ρ,2ρ) ∩ B˜1−(1−η˜)N (x),
E∞ρ (x) = B(x,ρ,2ρ) ∩ B˜1(x) =
∞⋃
N=1
ENρ (x).
In this step we are going to prove that there exists γ < 1 such that∫
D
∫
E∞ρ (x)
U(x, y) dy dx  c
∞∑
k=1
γ k
∫
D
∫
B(x,ηδx)
U(x, y)χ
2−k+2ρ
2−k+1ρ (x − y)dy dx. (8)
Let x ∈ D and y ∈ ENρ (x), so that for some norm ‖ · ‖ ∈ F , we have ‖y − x‖ < (1 −
(1 − η˜)N )δx,‖·‖. We put
αk = (1 − η˜)
k − (1 − η˜)N
1 − (1 − η˜)N ,
Ak = Ak(x, y) = αkx + (1 − αk)y
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Ak−1 − Ak = (αk−1 − αk)(x − y),
αk−1 − αk = (1 − η˜)
k−1η˜
1 − (1 − η˜)N ,
|Ak−1 − Ak|M|αk−1 − αk| · ‖x − y‖
< M
(1 − η˜)k−1η˜
1 − (1 − η˜)N ·
(
1 − (1 − η˜)N )δx,‖·‖
= η
(
δx,‖·‖ − 1 − (1 − η˜)
k−1
1 − (1 − η˜)N ·
(
1 − (1 − η˜)N )δx,‖·‖
)
< η
(
δx,‖·‖ − (1 − αk−1) · ‖x − y‖
)
= η(δx,‖·‖ − ‖x − Ak−1‖) ηδAk−1,‖·‖  ηδAk−1 .
Thus by Lemma 3 with β = (1 + η˜)α , we have
U(x,y) c(p,β)
N∑
k=1
βk
|u(Ak−1) − u(Ak)|p
|x − y|d+α
= c(p,β)
N∑
k=1
βk|αk−1 − αk|d+αU(Ak−1,Ak). (9)
Let k = 1,2, . . . ,N again. We change the variables: x˜ = Ak−1(x, y), y˜ = Ak(x, y). The
Jacobi matrix is
J =
[
αk−1I αkI
(1 − αk−1)I (1 − αk)I
]
.
Here I denotes d × d identity matrix. J has determinant equal to (αk−1 − αk)d (use the
block structure to diagonalise J ). We obtain∫
D
∫
ENρ (x)
U(Ak−1,Ak) dy dx

∫
D
∫
B(x˜,ηδx˜ )
U(x˜, y˜)|αk−1 − αk|−dχ2ρ|αk−1−αk |ρ|αk−1−αk | (x˜ − y˜) dy˜ dx˜
 |αk−1 − αk|−d
∫
D
∫
B(x,ηδx)
U(x, y)χ
2ρ(1−η˜)k−1
ρη˜(1−η˜)k−1 (x − y)dy dx. (10)
We take γ = β(1 − η˜)α = (1 − η˜2)α < 1; the inequalities (9) and (10) give
∫
D
∫
EN(x)
U(x, y) dy dx  c
N∑
k=1
γ k
∫
D
∫
B(x,ηδx)
U(x, y)χ
2ρ(1−η˜)k−1
ρη˜(1−η˜)k−1 (x − y)dy dxρ
B. Dyda / J. Math. Anal. Appl. 318 (2006) 564–577 571 c′
∞∑
k=1
γ k
∫
D
∫
B(x,ηδx)
U(x, y)χ
2−k+2ρ
2−k+1ρ (x − y)dy dx.
In the last inequality we used the finite overlapping property of the indicator functions
and the fact that 1 − η˜ > 1/2. The latter inequality means that the annuli B(x − y,
ρη˜(1 − η˜)k−1,2ρη˜(1 − η˜)k−1) are “thicker” than B(x − y,2−k+1ρ,2−k+2ρ). The proof
of (8) is finished by letting N → ∞.
Step 2. To make the notation simpler, we assume that
Q = {(x1, . . . , xd) ∈ Rd : ∣∣(x1, . . . , xd−1) − a∣∣< r, 0 < xd − ϕ(x1, . . . , xd−1) < h}
for a function ϕ :Rd−1 → R with Lipschitz constant λ and some a ∈ Rd−1, r, h > 0. We
fix k ∈ Z.
Let x, y ∈ Q satisfy 2k  |x − y| < 2k+1. We define
G = Gx,y = x + y2 +
(
λ + 1
2
+
√
1 + λ2
)
2k+1ed,
where ed = (0, . . . ,0,1) ∈ Rd . We have
2k+1  |x − Gx,y |
(
λ
2
+
√
1 + λ2 + 1
)
2k+1 M2k+1 (11)
(this explains our choice of M = 2λ + 2). Furthermore
x ∈ B˜1(Gx,y). (12)
Our informal interpretation of (12) is that a sun positioned high enough sheds light on all
of ∂Q ∩ ∂D despite of the Lipschitzian irregularities of the boundary. Geometrically this
fact is clear but we will also give some details of relevant calculations. Let
V = {y = (y1, . . . , yd) ∈ Rd : yd > λ√y21 + · · · + y2d−1 }
and let z = (x′, zd) ∈ ∂Q ∩ ∂D. We have
Gd − xd  λ2k +
√
1 + λ2 2k+1,
|G′ − x′| < 2k,
dist
(
G,(V + x)c) 2k+1,
F = B(G,2k+1)∪ {x} ∪ {2G− x} ⊂ V + z,
hence conv(F ) ⊂ V + z. Here conv denotes the convex hull. By our condition diamQ
r0/(6λ + 9) we even have that convF ⊂ D. The interior of convF contains B(G,2k+1)
and can be covered by B(G, (λ2 +
√
1 + λ2 + 1)2k+1), hence it is a ball (centred at G) in
some norm ‖ · ‖ ∈ F . By dilating this ball slightly, we cover x (it is boundary point) with
it and so (12) follows. We have
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∫
Q
∫
Q
U(x, y)χ2
k+1
2k (x − y)dx dy

(
2p−1 ∨ 1)∫
Q
∫
Q
|u(x) − u(G)|p + |u(G) − u(y)|p
|x − y|d+α χ
2k+1
2k (x − y)dx dy
= (2p ∨ 2)∫
Q
∫
Q
U(x,G)
( |x − G|
|x − y|
)d+α
χ2
k+1
2k (x − y)dx dy

(
2p ∨ 2)(2M)d+α ∫
Q
∫
Q
U(x,G)χ2
k+1
2k (x − y)dx dy.
We pick J (λ) ∈ Z such that 2J (λ) M . By a change of variable: x˜ = x, y˜ = G, and (8) we
obtain∫
Q
∫
Q
U(x,G)χ2
k+1
2k (x − y)dx dy
 2d
∫
D
∫
B˜1(y˜)
U(x˜, y˜)
J (λ)∑
j=1
χ2
k+j+1
2k+j (x˜ − y˜) dx˜ dy˜
 c
J (λ)∑
j=1
∞∑
t=1
γ t
∫
D
∫
B(y,ηδy)
U(x, y)χ2
k+j−t+2
2k+j−t+1 (x − y)dx dy
 cJ (λ)
∞∑
t=1
γ t
∫
D
∫
B(y,ηδy)
U(x, y)χ2
k+J (λ)−t+2
2k+J (λ)−t+1 (x − y)dx dy.
Summing over k ∈ Z gives∫
Q
∫
Q
U(x, y) dx dy  c
∞∑
t=1
γ t
∑
k∈Z
∫
D
∫
B(y,ηδy)
U(x, y)χ2
k+J (λ)−t+2
2k+J (λ)−t+1 (x − y)dx dy
= cγ
1 − γ
∫
D
∫
B(y,ηδy)
U(x, y) dx dy. 
Remark 6. One consequence of (8) is that Lemma 4 actually holds with η = 1, because
B(x, δx) ⊂⋃ρ∈ZE∞ρ (x).
Proof of Theorem 1. Recall that case (a) of the theorem follows from (4). To verify
(b)–(d), by Lemma 4 it is enough to prove the inequality∫ ∫ |u(x) − u(y)|p
|x − y|d+α dy dx  c
∫ ∫ |u(x) − u(y)|p
|x − y|d+α dy dx (13)
D D D B(x,ηδx)
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If D is a homogeneous Lipschitz domain, as defined by (b), then (1) follows from
Proposition 5 and Lebesgue monotone convergence theorem, since D =⋃Qn for some
increasing sequence of Lipschitz boxes Qn.
Assume that (c) holds. We cover the domain D by a finite family G = {G1, . . . ,GN }
of open sets, where each Gk is either a Lipschitz box satisfying diamQ < r0/(6λ + 9),
see Proposition 5, or a Euclidean ball with diamB < η dist(B,Dc), where η is taken as
in Lemma 4. We will assume that the Lipschitz boxes “overlap” so that for every z ∈ ∂D
there are ε > 0 and G ∈ G such that D ∩ B(z, ε) ⊂ G.
Clearly, there is c = c(d,λ,α,p,η) such that∫
G
∫
G
|u(x) − u(y)|p
|x − y|d+α dy dx  c
∫
D
∫
B(x,ηδx)
|u(x) − u(y)|p
|x − y|d+α dy dx (14)
for every G ∈ G.
We put
H=
{
N⋂
k=1
G
εk
k : εk ∈ {0,1}
}
,
where G0 = D \G and G1 = G. We fix H1,H2 ∈H. To prove (13) it suffices to verify that
there is c = c(d,λ,α,p,η,G) such that∫
H1
∫
H2
|u(x) − u(y)|p
|x − y|d+α dy dx  c
∫
D
∫
B(x,ηδx)
|u(x) − u(y)|p
|x − y|d+α dy dx. (15)
If H1,H2 ⊂ G for some G ∈ G, then (15) follows from (14). Otherwise we have δ :=
dist(H1,H2) > 0. Indeed, if δ = 0, then z ∈ H1 ∩H2 ⊂ D exists such that B(z, ε)∩D ⊂ G
for some G ∈ G. But B(z, ε) ∩ D intersects with H1 and H2, thus H1,H2 ⊂ G.
By connectedness, there exist sets G′1, . . . , G′N ∈ G (not necessarily different) satisfying
H1 ⊂ G′1, H2 ⊂ G′N and G′j−1 ∩ G′j = ∅ for j = 2, . . . ,N .
Let s2, . . . , sN and ε > 0 be such that B(sj , ε) ⊂ G′j−1 ∩G′j for j = 2, . . . ,N . Without
loss of generality we may assume that 0 ∈ D. We put
A0 = x ∈ H1,
Aj = εdiamD
(
j
N
x + N − j
N
y
)
+ sj for j = 2, . . . ,N,
AN+1 = y ∈ H2.
We have by (3)∫
H1
∫
H2
U(x,y) dy dx 
(
diamD
δ
)d+α N∑
k=1
(
Np−1 ∨ 1)∫
H1
∫
H2
U(Ak−1,Ak) dy dx,
see the proof of Lemma 4. After changing the variables: x˜ = Ak−1, y˜ = Ak and using (14),
we obtain (15).
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B(0, r), r > 0, and we have∫
D
∫
D
U(x, y)dy dx  2
( ∫
B(0,2R)c
∫
B(0,2R)c
+
∫
D3R
∫
D3R
+
∫
B(0,3R)c
∫
D2R
)
U(x,y)dy dx
=: 2(I1 + I2 + I3).
We can estimate I1 by the right-hand side of (1) as a consequence of part (b) of the theorem,
since
B(0,2R)c × B(0,2R)c ⊂
3⋃
k=1
D(k) × D(k)
for certain three homogeneous Lipschitz domains D(k) ⊂ D.
The estimate of I2 is immediately obtained from part (c) of Theorem 1, because D3R is
a connected and bounded Lipschitz domain.
Eventually, for k ∈ Z we write∫
B(0,3R)c
∫
D2R
U(x, y)χ2
k+1
2k (x − y)dy dx

(
2p−1 ∨ 1) ∫
B(0,3R)c
∫
D2R
|u(x) − u(Ax,y)|p + |u(Ax,y) − u(y)|p
|x − y|d+α
× χ2k+12k (x − y)dy dx,
where
Ax,y = 5R2 ed +
R
4
x − y
2k+1
.
This allows to estimate I3 from above by c(I1 + I2). The remaining details are left to the
reader. 
Remark 7. Note that by boundedness of µ the reverse of (1):∫
D
∫
D
|u(x) − u(y)|p
|x − y|d+α µ(x − y)dx dy  c
∫
D
∫
D
|u(x) − u(y)|p
|x − y|d+α dx dy, (16)
clearly holds for all functions u :D → R, and so the two integral forms are comparable un-
der the assumptions of Theorem 1. This is nontrivial because the anisotropic form ignores
those directions x − y for which µ(x − y) = 0.
In general, the comparability fails when the domain D is not Lipschitzian, see Remark 9
below.
Remark 8. The assumption of connectedness is necessary for validity of (1). Indeed,
consider the following example on R2. Let µ be the indicator function of {(x1, x2) ∈
R2: x1x2 > 0} and let D = B((1,−1),1)∪B((−1,1),1) ⊂ R2. Let u = 1 on B((1,−1),1)
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hand side.
Remark 9. We fix d  2 and p > α > 0. For η > 1 we define a “thorn” D = D(η) = {x ∈
R
d : 1 > xd > |x′|1/η}, and we let u(x) = x−rd on D, where r > 0. In what follows we will
use our notation (3).
Considering x ∈ D, we have
∫
D
U(x, y) dy  c
xd/2∫
0
s−rpx−d−αd s
η(d−1) ds = ∞,
and so
∫
D
∫
D
U(x, y) dy dx = ∞, if
1 + η(d − 1) rp. (17)
Let S = {x = (x′, xd) ∈ Rd : |xd | < |x′|/4}. Given x ∈ D, we have
I (x) :=
∫
D
U(x, y)1S(x − y)dy 
∫
D∩{xd/2<yd<2xd }
U(x,y) dy.
If y ∈ D is such that xd/2 < yd < 2xd , then∣∣u(x) − u(y)∣∣ |x − y| sup
{ξ : ξd>xd/2}
∣∣∇u(ξ)∣∣= c|x − y|x−r−1d .
Let ρ = η − (η − 1)/d . We obtain
I (x) cx−(r+1)pd
∫
D∩{xd/2<yd<2xd }
|x − y|p−α−d dy
 cx−(r+1)pd
[ ∫
B(x,x
ρ
d )
|x − y|p−α−d dy + xρ(p−α−d)d
∣∣D ∩ {xd/2 < yd < 2xd}∣∣
]
 cx−(r+1)pd
[
x
ρ(p−α)
d + xρ(p−α−d)+1+η(d−1)d
]= cx−(r+1)p+ρ(p−α)d .
Therefore,
∫
D
∫
D
U(x, y)1S(x − y)dy dx  c
1∫
0
sη(d−1)s−(r+1)p+ρ(p−α) ds < ∞,
provided
rp < 1 + η(d − 1)+ ρ(p − α)/d − p. (18)
Comparing (17) and (18), we see that r > 0 satisfying both inequalities exists if ρ(p−α)/
d − p > 0, which holds whenever η is large enough.
Thus, even for bounded connected domains, (1) fails to hold in general if the Lipschitz
geometry is not assumed.
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Proof of Theorem 2. By Theorem 1.1 of [7], we have∫
D
|u(x)|p
δαx
dx  c
∫
D
∫
D
|u(x) − u(y)|p
|x − y|d+α dx dy, u ∈ Cc(D), (19)
under the assumptions on D and α as given in cases (i)–(iii) or case (iv) of Theorem 2. In
the cases (i) and (ii) the inequality (2) now follows from Theorem 1(a) and (b), respectively.
Similarly, Theorem 1(c) gives (2) in the case (iii) provided D is connected. We observe
that the left-hand side of (2) is a measure in D, in particular this set function is σ -additive,
while the right-hand side is superadditive. Thus (2) is valid for D whenever it is valid with
a uniform constant for every connected component of D. In the case (iii) there are only
finitely many connected components of D, which yields (2) in this case.
Similar argument gives (iv) as a consequence of Theorem 1(d). 
We note that the case (i) above is apparently a consequence of Theorem 6.2 of [11] for
certain functions µ.
We now give an application of (2). Consider 0 < α < 2 and let D be a bounded Lipschitz
open set. Let µ be as in Theorem 1. Define (E,F) as the Dirichlet form on L2(Rd , dx)
with
E(u, v) =
∫
D
∫
D
(u(x) − u(y))(v(x) − v(y))
|x − y|d+α µ(x − y)dx dy.
Here the Hilbert space (F ,E(· , ·)+ (· , ·)L2(D)) being the completion of C∞c (D) serves as
the form’s domain. As usual, C∞c (D) are all the smooth functions in Cc(D). We refer to
[9,15] as general introductions to the theory of Dirichlet forms. The following two results
extend [2, Theorem 1.1].
Corollary 10. (E,F) is transient for α > 1.
Proof. By definition [9, (1.5.6)] we only need to verify that there is a bounded strictly
positive function g ∈ L1(D) such that ∫
D
|u(x)|g(x)dx √E(u,u) for all u ∈F . Since∫
D
∣∣u(x)∣∣g(x)dx  ( ∫
D
∣∣u(x)∣∣2g(x)dx)1/2( ∫
D
g(x)dx
)1/2
,
it is enough to have, for g as above, that∫
D
∣∣u(x)∣∣2g(x)dx  constE(u,u) for all u ∈F . (20)
By densedness of C∞c (D) in F , and (2) we can take g(x) = min(δ−αx , (|x| + 1)−d−1)
in (20). 
We note that for 1 < α < 2 the indicator function of D, 1D , is not in F . This follows
from (2) because ∫ δ−αx dx = ∞.D
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sience in the isotropic case of [2]. In particular, it follows from [2, Theorems 1.1 and 2.4]
and the identification of the domains of the isotropic and anisotropic Dirichlet forms men-
tioned at the beginning of the paper, that 1D ∈ F whenever 0 < α  1. Observe that there
is no positive g such that (20) can be satisfied for u = 1D . By definition [9] we obtain the
following conclusion.
Corollary 11. (E,F) is recurrent for α  1.
Except for the case α = 1, this result may be obtained independently from the diffi-
cult considerations of [2] because for 0 < α < 1 [7] gives an explicit example of C∞c (D)
functions approximating 1D in F .
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