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Дано уравнение Пуассона для плоской замкнутой, многосвязной 
вообще области DW = D W + r :
а / ч д 2и . д 2и . . .
Аи(х,  У) =  —  + —  « = / ( * ,  У) (1)
д х 2 ду2
с краевым условием
T = U i x ,  > y ) = h ( x , у) (2)
на границе R области D (2) (рис. 1).
Заменим искомую функцию и(х, у) ее приближенным представле­
нием ф(х, у) в виде разложения
т
U (X, у )»  ср (дс, у) = 2  Ссф* у) (3)
X=O
I
по некоторым выбранным нами опорным взаимонезависимым функ­
циям ср* (х, у),  где C1— неизвестные коэффициенты.
Для определения коэффициентов с* зададим р каких-нибудь точек 
M s на границе R и ѵ каких-нибудь точек M t внутри области D2 
(рис. 1), причем потребуем, чтобы
p+v =  n>m-f-l =  m, (4)
Тогда для границы г мы можем написать р уравнений ошибок вида, 
вытекающего из (2), (3):
т
x *=0
S = I ,  2,  ..., р ,  >,
где Rs — соответствующие ошибки этих уравнений. Для внутренней же ^
области DWможем написать ѵ уравнений ошибок вида, вытекающего
из (1), (3): ►
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s  ( ^ + 0 +  у ,)= * ,,
" о \  <?-К2 d f  J
( / = 1 , 2  , . . . ,v )
где — ошибки уравнений (6). 
Введем обозначения
1) Ф х(+ ,У 4) =  а « , 2 )  А (X i l  у * ) = A j ,
























D csL f K f
га,-о м,- і)
Рис. 1. Область D121Z)'2* + /', внутренние M 1 и гра­
ничные M s опорные точки для функции и(х,  у ) — ц (М ) .
В обозначениях (7) объединенный свод из р + ѵ  =  н уравнений ошибок
(5), (6) запишется так
т
^ a jxCx- A i = S i , ( 5 = 1 , 2 , . . . ! А ) , ( р . - И = я < т + 1 = т о
т





( | Х  +  ѵ  =  / 2 > / 7 1 + 1  =  n i )  ( 8 * )
или в матричном виде
A(vm) W(ml)— / ( v l ) = £ ( vl)
B целях дальнейшего упрощения записи свода (8), (8*) введем в 
(8*) следующие дополнительные обозначения:
1)  ( ^ |А^ )  =  ^ (и .+ ѵ ,т )  =  Л (« т ) ,  2 )  [ (,U) ]  = Z 7(Ji-Pv1I) ^ L (Z tl )  ( 9 )
\ 0 ( ѵ т ) /  V / (vl) /
3 )  f +  =  % + , , >  = E („,j  , 4 )  с (й й ) = С
£(vi)
(ml).
Тогда объединенный свод (8), (8*) из п уравнений ошибок может 
быть записан в одном из следующих двух видов:
т ________________________________________________________________ __
2  UjxC x- Z 7s= E s , (s =  l ,2 , . . . ,« > /n - F l= m ) .  (10)
х=0
А(пт)С(тI) —Z7(Zri) =  E(^1) , ( п у т +  1 =  пі). (10*)
*
Так как представление (3) для искомой функции и(х,  у) является 
приближенным, т  опорных функций фх (х , у) взаимонезависимы и 
пу>т,  то существует бесконечное множество совокупностей с{\ \  с(2;),..., 
+  из т  коэффициентов Cx =  Cx , удовлетворяющих своду уравнений
(10) с той или иной степенью точности. Следуя Гауссу, будем считать 
наиболее надежной такую совокупность с0, си ..., ст коэффициентов 
Cx = C x , которая удовлетворяет условию способа наименьших квадратов
2  Е * = 2  Ej l =  2  Е**Е,1 =  Е[1л)Е(л1)=<г2 =  наим. (11)
J=I J=I J=I
Ho согласно (10)
Q2= 2  E lsEsl =  Q2(Co,C1 ,...,Cm).
J=I
Поэтому условие (11) равносильно т  условиям
SrtD=  + ч а д , . . . ,  Gx,..., (12)
о С\ J=1 дС x
(À = 0 , 1, ..., т)
Выполняя расчет условий (12), найдем последовательно 
д JL " ^ d E c дJ L -  у  E2s=  2У Es- i Z= 2У  Es— ( V Л„СХ-  F s ) 
d C x è ï  S  дС\ è i
п т  А Г  tt m
= 2 2  es2  Ujx+ = 2 2  es2  UjxSi=O,
J=I X=O O Cl s===i x=0
где
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CT _  f + 1 ,  *—A
* ( O, x+>,
m \ *
^ i A s X = A s i =  Ais.
x = 0
Поэтому
SrCx - F s )  A l  =
G = O A . ..,m) (*)
=  f ( j + U u  k - 2  ZlLFi =O.
X=O V 5=1 I S= I
Введем обозначения
I) t  Al sA sx= B i x , 2) V  A l F t =K x  . ( 13)
S =  I 5 = 1
или в матричном виде
I ) 4(-„)Л(Лй) =  -б(7гт) » 2) A ^ n)F(n\) =  /(+1) . (13*)
Тогда =  m условий (12) примут следующий окончательный вид:
т
±  B ixCx- K i = O ,  (>. =  0,1, (14)
х = 0
или в матричном виде
В(тт)С(т\) К(ш1) =  0(ml) • ч ( 14 * )
Решая свод т  уравнений (14), определим наивыгоднейшие значе­
ния C x =  Cx для т  коэффициентов сх , входящих в представление (3) 
для искомой функции и(х,  у).  Подстановка же найденных значений 
этих коэффициентов в уравнения (10) или — что то же — в уравнения
(8) даст соответствующие ошибки s5 =  Ss, е, указанных уравнений. 
Правильность расчета коэффициентов Cx =  C x , ошибок =  е5, в 
п 2и величины Q2 =  L проверим, умножив уравнение (10*) слева на
5=і^ ^
А(тп) ’ £(1п) и . Тогда мы получим следующие поверочные равен­
ства, учитывая (13*) и (14*):
1) Л*—) E(/I1)=0(^ !) , 2) Q2=  Еця)Е(„1)=  - Е 9я+ (л1), (15*)
3) F(\n)F(П\ ) С т ) С ( т \ )  = Т(іП)Е(яі) =  Q2.
Расчет приближения ф(дг, у) для искомой функции и ( х , у) по опи­
санному выше способу наименьших квадратов позволяет подсчитать так­
же точность этого приближения, задаваемую в виде среднеквадратиче-




1 д п 2 п /  т 
Z o L\  s=1 л=I\х=о
D U = - L = ;  2 ) <  = U fU  ( f c ) = 5 , S 5 i )  ; (16)
ti— m
3) тср=:т2[ф(Х,у)]=:{А2 2  ?хлсрх(х,у)?X(< y )  =
x ,X=I
=  (Х’У)-
B заключение отметим, что для построения набора опорных вза- 
имонезависимых функций фх(х, у) можно взять два ряда
Г°— 1 Г1 Г2 x*!j- YrЛ -- Ij т/Y j«« • jA j • • • j +X #
V0= I ,  у1 ,V1,..., у’,.






Т,л.ѵ(ЛС,У) =  ^ Ѵ Ѵ =  фх(-Ѵ,у).
Следовательно, в данном случае т =  г2.
Для построения набора опорных функций фх (х, у) можно исполь­
зовать также ряды
Tl(X)y Tl(X)9..., ТІ(х),...J*r(x).
Tt(V)9 Tl(V)9..., Tt(V),..., Гг(у),
»t»
где Tyу (х), 7\ (у) — приведенные многочлены Чебышева первого ро­
да, определяемые следующим образом [2]:
ТІ(г) = \, T\(z)— z, Tt(z) = - - - R -cos(x arc cos z);
2
* Iarccos z =  0, Z =  COS Ѳ ГХ(Ѳ)=І COSX0; (17)'  ' 2x_1
7 '*%+l( z ) = z  Tl(z) - T L 1(Z).
4
Тогда
Фи-ѵ (*,y) =  K(x) K(y) = <fx(x,y).
Чтобы числа ф^ ѵ (x, y) не принимали больших значений в области 
D2, полезно заключить эту область в квадрат
— 1 ^ х <  +  1 
- 1 < * / <  +  1,
взяв центр квадрата О в середине области D<2> (рис 1).
118
Отметим еще, что если число \х точек M s границы R больше, чем 
число т + 1  коэффициентов сх в представлении (3) для и ( х , у) через
ф(*> У)
| і > т + 1 ,
то для определения коэффициентов с х и «расчета квадратических раз­
бросов для найденных Cx и ф(л;, y ) æ u ( x f у) мы могли бы
обойтись только точками M sf взятыми на границе R.
О б о б щ е н и е .  Предлагаемый способ решения краевой задачи 
для уравнения Пуассона может быть применен так же просто к урав­
нению Гельмгольца
(Д - Н 2) и д2 , д2
д х 2 ' ду‘
k 2 \и (х ,у )—f ( x (17)
с граничным условием
а(*,у)-Ж*<у)—дп
и (х ,у ) \ г= Н (х ,у ) . (18)
Более того, изложенный здесь способ позволяет решать совершен­
но просто даже более трудную краевую задачу для линейного диффе­




- + B 1 ( x , у)
д х 1
u(x ,y ) =  f ( x ,y ) . (19)
и граничным условием вида (18).
Наконец, совершенно ясно, что предложенным способом решается 
без всяких осложнений плоская краевая задача для линейного диффе­
ренциального уравнения n -го порядка в частных производных и с пе­
ременными коэффициетами, если искомая функция и не зависит от 
времени /, то есть и = и ( х ,  у).
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