Modelling and simulation can significantly enhance the understanding of complex manufacturing processes. Finite element modelling has been increasingly used for modelling machining processes. Using FEM, cutting tool geometries can be investigated replacing the need for expensive experimental works leading to software defined manufacturing. In addition, they can help making informed and data driven decisions for planning machining experiments. There are limited studies on cutting tool geometries for machining titanium alloys, of those, mostly concentrated on experimental investigations. In this study, the impact of cutting tool rake angle on machinability of Ti-6Al-4V is investigated computationally and experimentally. Two levels of rake angle were used to model the cutting process. The Lagrangian formulation incorporating a Johnson-Cook (JC) material model, as well as energy-based ductile fracture criterion, were used to simulate the segmentation of chips. Machining experiments were conducted to assess the suitability and efficiency of finite element modelling for cutting tool design.
Introduction
Titanium alloys, and specifically Ti-6Al-4V, are extensively used in aerospace and medical industries. The recent emission regulations have accelerated the move towards lighter yet stronger materials such as titanium alloys in aerospace and automotive industries [1] . The inertness and biocompatibility of titanium alloys have also made them prime candidates for medical implant applications [2] .
Currently cutting tools are designed and manufactured via numerous (and often blind) experiments. The use of modelling and FEM specifically can shift the production and development process from experiments to in-depth analysis prior to testing reducing the time to market and the need for experiments.
Being a difficult-to-machine material, FEM has been used for modelling machining of Ti-6Al-4V. A large number of studies has focused on the influence of material and friction parameters on numerical models [3] . Researchers have examined the influence of the material model and chip separation criterion in modelling of machining Ti-6Al-4V and found that the forces were mainly influenced by the material model and the chip formation by the separation criterion [4, 5] .
Limited investigations have been made on the influence of cutting geometries using computational methods [6] . This is mainly due to the limitations of these methods in terms of resource requirements and their dependencies on material models. At the same time, material models currently used in machining simulations are very diverse. In this study, chip formation and chip segmentation are simulated and investigated by varying cutting rake angle using the Lagrangian formulation incorporating a JC material model as well as energy-based ductile fracture criterion. The impact of varying cutting rake angle on machinability in milling Ti-6Al-4V is also experimentally investigated.
Finite element modelling
ABAQUS/Explicit was used to build an FE model for the chip formation in machining Ti-6Al-4V. Two sets of models (8 in total) were set up to investigate the effect of two different rake angles on chip formation and cutting/feed forces.
Model set-up
A 2D CAD model of the cutting edge was developed. To model the complex three-dimensional milling process true to the actual kinematics is resource intensive. The investigation is limited to the effect of rake angle on the output parameters; the cutting and feed forces and measurements of the chip formation. Given that the rake angle is the only input parameter, and for computational simplicity, the model is limited to 2D.
The geometrical set-up of the tool and workpiece is shown in Fig. 1 . The simulated workpiece is divided into three sections; the (i) upper and (ii) lower sections of the workpiece are separated by a (iii) sacrificial layer to aid the separation of the chip from the workpiece [7] . This sacrificial layer was taken to be 1/10 th of the feed per tooth, due to the slight deformation of the tool during the simulation protruding fractionally further than the depth of cut.
To consider the varying undeformed chip thickness during milling, the top surface of the workpiece is given a sinusoidal profile [8] . The uncut chip thickness can be represented as,
where represents the uncut chip thickness, is the feed per tooth, and is the angular position of the cutting edge. The full length of the cut section was calculated from the radius of the tool (5 mm) and the radial depth of cut (2.5 mm). The tool moves with constant velocity of 70 m/min towards the workpiece. The rake angle is at two levels of 12° and 14° with the primary clearance angle of 10° and nose radius of 0.01 mm.
A Lagrangian formulation is used to incorporate the fracture process and to model the saw-toothed chips common to the machining of Ti-6Al-4V. It also allows the modelling of incipient to steady state within machining with deformable tool and workpiece.
The elements assigned to both the workpiece and cutting tool were 4 node, plain strain, thermally coupled elements with reduced integration and automatic hourglass control (CPE4RT). For this analysis, within the upper section of the workpiece, the relaxed stiffness hourglass setting was applied as explained by Barge et al. [9] .
Four different minimum element sizes of 0.0015, 0.002, 0.0025 and 0.005 mm were compared. Whilst the 0.0015 mm mesh gave higher accuracy results (3.9%, 12.16% and 32.51% higher cutting force output than 0.002, 0.0025 and 0.005 mm respectively), and provided a more stable force output, the process was much more computationally intensive and frequent element distortion terminated the simulation. Therefore, it was decided that the minimum element size of 0.002 mm was satisfactory to provide a comparative study. Material parameters for the workpiece and tool are given in Table 1 based on Chen et al [7] with an ambient temperature of 20 °C. Dry machining conditions were assumed within the model, with no external application of coolant. 
Material constitutive model
The JC constitutive model is used to represent the elastothermo-visco behavior of the workpiece material Ti-6Al-4V [10] . The JC equation takes the form of the product of three functions; representing the strain hardening, strain-rate sensitivity and thermal softening. The equivalent flow stress is calculated by,
where is the flow stress, ̅ is the plastic strain, ̇ the plastic strain rate and ̇0 the reference plastic strain rate. The parameters , , , and are material constants determined experimentally. Within the literature there are several sets of JC parameters for the titanium alloy Ti-6Al-4V as well as developments in the use of other constitutive models for the material behavior [12] . To determine the most realistic set of JC parameters for these experiments, three different sets were compared based on the outputs for forces and chip geometry. The parameters for these J-C models are shown in Table 2 .
Friction modelling
The Coulomb friction assumption is used within the model. Despite its inaccuracies compared to the physical behavior of the tool and workpiece interaction, this approach has been widely used and is acceptable to use for low cutting speeds [14] . The shear stress on the rake face, τ, is given by,
where is the friction coefficient and is the normal stress. A constant friction coefficient of 0.3 was chosen based on previous literature [15] . This was validated by varying the friction coefficient between 0.3 and 0.9 and it was found that the average cutting force varied at most by 4.3% and the average chip thickness by 5%. The segmentation frequency and average chip thickness remained consistent. However, there was slight variation in the curvature on the chip produced, with the tool-chip contact length varying from about 3.58 µm for µ= of 0.3, to 4.88 µm for µ= 0.9. The main output sensitive to the change in µ is the temperature at the tool-chip interface which was deemed outside the scope of this study.
Chip formation criterion
Damage within machining is generally assumed to be composed of two steps; damage initiation and the evolution of this failure leading to fracture [11] . Damage initiation is governed by the cumulative damage law (equation 4). Once the damage reaches unity, the material element is considered failed and that element is deleted.
Where ∆ ̅ is the increment of plastic strain. The equivalent plastic strain in the damaged element, ̅ , is calculated by the JC ductile failure model [10] ,
The JC damage model includes five failure parameters ( 1 , … , 5 ) and represents the stress triaxiality ratio. The fracture parameters for Ti-6Al-4V are given in Table 3 . -0.09 0.25 -0.5 0.014 3.87 In this study, the energy-based failure criterion proposed by Hillerborg et al. [17] was used for the second step of the damage process. The fracture energy, (equation 6), is the energy required to form a unit area of crack [18] and is a stressdisplacement response after the initiation of damage.
where represents the characteristic length, which can be presented as the square root of the integration point element area, ̅ is the equivalent plastic displacement, and ̅ is then the equivalent plastic displacement at failure. For the plane strain condition, can be calculated by,
which is a function of the fracture toughness , Poisson's ratio , and the Youngs modulus of the material [19] . The linear and exponential damage evolution is defined as followed [11] ,
The failure parameters were found to be one of the biggest contributors to the variation in chip morphology and cutting/feed forces within this simulation.
Experimental work
To investigate the feasibility of using FEM for assessing cutting rake angle in machining Ti-6Al-4V, a series of machining experiments were conducted.
Experimental set-up
The machining tests were performed on a Bridgeport CNC milling center, and each test was performed under dry machining conditions, as used within the FE simulations.
The workpiece was annealed extruded Ti-6Al-4V grade 5 alloy with dimension of 50 mm x 50 mm x 150 mm. The cutting tools were made from uncoated tungsten carbide and had a diameter of 10 mm with 4 flutes. Each tool had a radial primary clearance angle of 10°. The radial rake angle was investigated at two levels of 12° and 14°. Cutting speed was taken to be 70 m/min, as in the FEM. Feed rate is 0.03 mm/tooth, the axial depth of cut is 10 mm and the radial depth of cut is 2.5 mm. The tool life experiments were conducted following ISO 8688-2 based on 300 µm average flank wear and the cutting chips were collected for chip morphology analysis. The experiments consisted of side milling along the length of the workpiece. The machining experiments were interrupted routinely to assess and measure the tool wear using a tool makers' microscope. Once the 300 µm flank wear criterion was reached, the machining experiments were aborted, and the tool life was recorded.
Results and discussion

Chip formation
The chip formation models from the computational results are shown in Fig 2. Chips were obtained from each machining experiment after one pass of the tool along the length of the workpiece (150 mm). Chips were initially examined with a Keyence VHX 6000 digital microscope to observe their general geometry and form. A sample of 8 chip samples from each process were also embedded within resin, which was then ground and polished to obtain the cross-section of the chips' geometry for each experiment. There was a clear difference between the chips from the experiments. Chips generated by the 12° rake angle are much more irregular in shape and do not display distinct serrated edges, as seen in Fig. 3 .
In comparison to turning, milling produces more irregular chips. Turning tends to produce long chips with thickness relatively constant for different depths of cut and feed, however the thickness of chips produced in milling varies throughout due to the inherent characteristic milling operations. Low feed rates, low speed, lack of lubrication or coolant, and built up edge can greatly influence the serration and length compression of the chips [20] .
To characterize these chips and provide comparison with the simulated results, the average chip thickness, the heights of peaks and valleys and the distance between teeth (pitch) were quantified as presented in Table 4 . The standard deviation for chip thickness was 18.18 and 29.43 for 12° and 14° rake angle, respectively. Further investigations are necessary to statistically classify and relate the chip morphology parameters to the cutting conditions and tool geometry. Whilst the experimental results are probabilistic, the results from the simulations are deterministic, which cannot be fully representative of experimental data. Three sets of JC parameters were initially compared to observe the suitability of different models to capture chip formation. These models were set up with a straight workpiece geometry of length 0.45 mm and reduced cutting radius to compare the initial chip formation and force outputs between parameter sets. The chip geometry parameters from the simulation are presented in table 5. Whilst there was a clear distinction between the chips produced using 12° and 14° rake angle, the simulation results were less distinct, as can be seen in Fig 2. Finer mesh dimensions can enhance the quality of the simulation. Further investigation is required to investigate the impact of fracture criterion on chip formation. Variation in chip formation between different models were identified. The difference in segmentation frequency and shear band spacing can be clearly seen. From the results displayed (Table 5) , the JC parameter set 2 provided the closest match to the experiments in terms of peak to valley ratio and pitch. Whilst increasing the rake angle from 12° to 14° resulted in 11% increase in chip thickness empirically, it only amounted to 1% in the simulation. The difference between the simulation and experimental results regarding peak to value ratio and pitch were significantly smaller. It can be observed that the simulation has, to limited extent, predicted the behavior of chip morphology as a result of varying rake angle resulting in increased chip thickness, reduced peak to valley ratio and average pitch. The experimental chips had an irregular pattern to the shear band spacing and cracking throughout the width of the chip thickness, which the Set 2 model also displays. The material models for Sets 1-3 were taken from published literature which were validated by the authors. The results in table 5 clearly indicate that the validity of these models are limited to the specific setup conditions and are not necessarily reproducible. Further studies are required to develop global models that represent the full material behavior.
Further to these models, one with implementation of increased edge radius and curved workpiece geometry was used with the JC set 2. Force and chip geometry comparisons are provided in Table 6 and images of the chip formation are shown in Fig. 4 . The increase in edge radius (from 0.001 to 0.01 mm) has clearly affected the force output. The feed force output also had a much larger contribution to the RMS force, with average values being 25.32 and 24.10 N/mm for 12° and 14° rake angles respectively, in comparison to average feed forces of 2.38 and 1.43 N/mm for a reduced edge radius. The difference in cutting forces between the rake angles became less distinct as the tool travelled further along the workpiece. The large difference in pitch and peak to valley ratio was due to the increase in chip curvature radius, and thus separating the teeth. The chip morphology produced from the modified workpiece geometry and tool radius was highly irregular in chip curvature and formation of teeth, in comparison to the initial models. This highlights the impact of tool wear or any deformation of the cutting edge on the results; considerations should be made in the future to the constantly changing radius.
Force comparison and power consumption
The power consumption for material cutting during machining experiments were recorded for each rake angle using a Hioki Hi-tester 3169-20. On average, 280.64 W and 275.51 W was used for cutting material using 12° and 14° rake angle, respectively. Performing a t-test, no statistically significant difference was detected between the experiments, with a P value of 0.4. As the only variation between each tool's geometry was 2° rake, it is expected that these values would be close. The predicted forces for the 12° rake tool are determined to be higher than the 14°, and as cutting force is proportional to torque, and thus power, it is expected that the power consumption would be slightly higher. On the other hand, the FE simulations consistently showed a difference in force output between the 12° and 14° rake for each model tested, which was shown to be statistically significant with each set of data showing a P value of ≪ 0.05. The cutting force and feed force for JC set 2 are shown in Fig.  5 . On average, the forces increased between 0.9% and 2% in various models when decreasing the rake angle by 2°. Although not statistically significant, the power consumption was reduced by 1.8% as a result of increasing rake angle. This was also observed in the model to a lesser extent. Further investigations will be carried out to establish the statistical significance of power consumption for various rake angles.
This difference in cutting forces as the rake angle changes is also regularly backed up by literature [6] . When comparing the rake angle within a cutting process, an increase in rake angle is related to a decrease in the cutting forces and heat generated by friction, due to the sharpness of the tool increasing and the toolchip contact length decreasing.
The performance of the tools with 12° and 14° rake angle was investigated for tool life following ISO 8688-2 procedures, where the tool life criterion was set at 300 µm average flank wear. The experiments showed that the tool with 14° rake angle outperformed 12° rake angle by 838 mm on average leading to 18393 mm tool life, a 6.2% increase.
Conclusions and future work
The use of computational models for design of cutting tools and machining processes can reduce the resource consumption and the environmental impact of numerous experiments. The data generated in the models can provide an insight into the cutting mechanism which cannot be directly measured or observed. In addition, the simulation results can be used to inform and define the parameters for manufacturing. The aim of this study was to assess the effectiveness of computational simulation for defining cutting tool geometry based on chip morphology and its impact on tool performance. This approach is less resource intensive than running a series of blind or even structured experiments varying multitude of variables. In addition, it can explain the underlying mechanism for observations and direction for optimization. Therefore, three sets of JC material models were used to computationally simulate chip formation in cutting Ti-6Al-4V alloy using 12° and 14° rake angle. The tools were also tested experimentally in end milling operation. The following conclusions were identified:
-Computational simulation can lead to improved understanding of cutting tool and material interactions during cutting by comparison of chip morphologies. However, computational methods are sensitive to many variables which can affect their performance significantly. -Although the material models were previously validated, there is a discrepancy within the computational results. Further investigation is required for developing more reliable material models. -This investigation indicated that using computational and digital simulation can provide an understanding on the effect of cutting geometry on tool performance. Particularly, whilst there is a difference between the computational and empirical results, they can be helpful in providing a direction for the optimization of the cutting geometry. Further investigations are required to develop a robust material and friction model for machining. Extended simulation time with a finer mesh geometry will be investigated in the future. In addition, temperature and cutting forces measurements will be used to validate computational results with experiments. Further experiments and the development of new numerical methods will be undertaken in the near future to model and classify chip formation and tool performance in milling operations. The current use of the JC material model and damage model is not sufficient to accurately model the full chip formation within milling. A full 3D model, accurate to the machining process, is computationally intensive. 3D FE models will be used in future studies to examine the formation of the entire chip during the milling operations to fully understand the chip formation mechanism in a complex milling scenario.
