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Abstract
Point cloud is a fundamental 3D representation which is
widely used in real world applications such as autonomous
driving. As a newly-developed media format which is char-
acterized by complexity and irregularity, point cloud creates
a need for compression algorithms which are more flexi-
ble than existing codecs. Recently, autoencoders(AEs) have
shown their effectiveness in many visual analysis tasks as
well as image compression, which inspires us to employ it
in point cloud compression. In this paper, we propose a
general autoencoder-based architecture for lossy geometry
point cloud compression. To the best of our knowledge, it
is the first autoencoder-based geometry compression codec
that directly takes point clouds as input rather than voxel
grids or collections of images. Compared with handcrafted
codecs, this approach adapts much more quickly to previ-
ously unseen media contents and media formats, meanwhile
achieving competitive performance. Our architecture con-
sists of a pointnet-based encoder, a uniform quantizer, an
entropy estimation block and a nonlinear synthesis trans-
formation module. In lossy geometry compression of point
cloud, results show that the proposed method outperforms
the test model for categories 1 and 3 (TMC13) published by
MPEG-3DG group on the 125th meeting, and on average a
73.15% BD-rate gain is achieved.
1. Introduction
Thanks to recent developments in 3D sensoring tech-
nology, point cloud has become a useful representation of
holograms which enables free viewpoint viewing. It has
been used in many fields such as Virtual/Augmented/Mixed
reality (VR/AR/MR), smart city, robotics and automated
driving[24]. Point cloud compression becomes an increas-
ingly important technique in order to efficiently process and
transmit this type of data. It has attracted much attention
from researchers as well as the MPEG Point Cloud Com-
pression (PCC) group[24]. Geometry compression and at-
tribute compression are two fundamental problems of static
point cloud compression. Geometry compression aims at
compressing the point locations. Attribute compression tar-
gets at reducing the redundancy among points’ attribute val-
ues, given the point locations. This paper focuses on the
geometry compression.
Point cloud is a set of unordered points that are ir-
regularly distributed in Euclidean space. Because there
is no uniform grid structure like 2D pictures, traditional
image compression and video compression schemes can-
not effectively work. In recent years, many researchers
have been dedicated to developing methods for it. Octrees
[12][18][23] are usually used to compress geometry infor-
mation of point clouds, and it has been developed for intra-
and inter- frame coding. In the MPEG PCC group, point
cloud compression is divided into two profiles: a video
coding based method named V-PCC and a geometry based
method named G-PCC. All these methods are carefully de-
signed by human experts who apply various heuristics to
reduce the amount of information needing to be preserved
and to transform the resulting code in a way that is amenable
to lossless compression. However, when designing a point
cloud codec, human experts usually focus on a specific type
of point cloud and tend to make assumptions about their
features because of the diversity of point clouds. For ex-
ample, an early version of the G-PCC reference software,
TMC13, was divided into two parts, one for compressing
point clouds belonging to category 1, and the other for com-
pressing point clouds belonging to category 3, which means
that it was difficult to build a universal point cloud codec.
Therefore, given a particular type of point cloud, designing
a codec that adapts quickly to the characteristics of such a
point cloud and achieves better compression efficiency is a
problem worth exploring.
In recent years, 3D machine learning has made great
progress in high-level vision tasks such as classification and
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Figure 1. Compression architecture.
detection[6][22][30]. A natural question is whether we can
employ this useful class of methods to further develop the
point cloud codec, especially for point cloud sizes for which
we do not have carefully designed. Usually, the design of
a new point cloud codec can take years, but a compression
framework based on neural networks may be able to adapt
much more quickly to those niche tasks.
In this work, we consider the point cloud compression as
an analysis/synthesis problem with a bottleneck in the mid-
dle. There are a number of research aims to teach neural
networks to discover compressive representations. Achliop-
tas et al.[1] proposed an end-to-end deep auto-encoder that
directly takes point clouds as inputs. Yang et al.[29] fur-
ther proposed a graph-based encoder and a folding-based
decoder. These auto-encoders are able to extract compres-
sive representations from point clouds in terms of the trans-
fer classification accuracy. These works motivate us to
develop a novel autoencoder-based lossy geometry point
cloud codec. Our proposed architecture consists of four
modules: a pointnet-based encoder, a uniform quantizer, an
entropy estimation block and a nonlinear synthesis trans-
formation module. To the best of our knowledge, it is the
first autoencoder-based geometry compression codec that
directly takes point clouds as input rather than voxel grids
or collections of images.
2. Related works
Several approaches for point cloud geometry com-
pression have been proposed in the literature. Sparse
Voxel Octrees (SVOs), also called Octrees[12][18], are
usually used to compress geometry information of point
clouds[23][10][8][19][13]. R. Schnabel et al.[23] first used
Octrees in point cloud compression. This work predicts
occupancy codes by surface approximations and uses oc-
tree structure to encode color information. Y. Huang et al.
[10] further developed it for progressive point cloud coding.
They reduced the entropy by bit reordering in the subdivi-
sion bytes. Their method also includes attribute coding such
as color coding based on frequency of occurrence and nor-
mal coding using spherical quantization. There are several
methods that adopt inter- and intra-frame coding in point
cloud geometry compression[8][7]. Kammerl et al.[13]
developed a prediction octree and used XOR as an inter-
coding tool. Mekuria et al[19] further proposed an octree-
based intra and inter coding system. In MPEG PCC[24], the
depth of the octree is constrained at a certain level and the
leaf node of the octree is regarded as a single point, a list
of points or a geometric model. Triangulations, also called
triangle soups, are regarded as the geometric model in PCC.
Pavez et al.[21] first explored the polygon soup representa-
tion of geometry for point cloud compression.
Recently, 3D machine learning has made great progress.
Deep networks that directly handle points in a point set are
state-of-the-art for supervised learning tasks on point clouds
such as classification and segmentation. Qi et al.[6][22]
first proposed a deep neural network that directly takes
point clouds as input. After that, many other networks
were proposed for high-level analysis problems with point
clouds[15][9][17][28]. There are also a few works that
focus on 3D autoencoders. Achlioptas et al.[1] proposed
an end-to-end deep auto-encoder that directly takes point
clouds as input. Yang et al.[29] further proposed a graph-
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based encoder and a folding-based decoder. To the best
of our knowledge, there are few machine-learning-based
works focusing on point cloud compression, but several
autoencoder-based methods have been proposed to enhance
the performance of image compression. Toderici et al.[27]
proposed to use recurrent neural networks (RNNs) for im-
age compression. Theis et al.[25] achieved multiple bit
rates by learning a scaling parameter that changes the ef-
fective quantization coarseness. Balle´ et al[2][4][3]. used
a similar autoencoder architecture and replaced the non-
differentiable quantization function with a continuous re-
laxation by adding uniform noise.
3. Formulation of point cloud geometry com-
pression
We consider a point cloud codec generally as an anal-
ysis/synthesis problem with a bottleneck in the middle.
The input point cloud is represented as a set of 3D points
{Pi|i = 1, ..., n}, where each point Pi is a vector of its
(x, y, z) coordinate. In order to compress the input point
cloud, the encoder should transform the input point cloud in
Euclidean space R3 into higher dimensional feature space
H. In the feature space, we could discard some tiny com-
ponents by quantization, which reduces the redundancy in
the information. So we get the compressive representations
as the latent code z. Then, the decoder transforms the com-
pressive representations from the feature spaceH back into
Euclidean space R3 and we get the reconstructed point set
{P ′i |i = 1, ..., n}.
4. Proposed geometry compression architec-
ture
In this section, we describe the proposed compression ar-
chitecture. The details of each component will be discussed
in the subsections. Our proposed architecture consists of
four modules: a pointnet-based encoder, a uniform quan-
tizer, an entropy estimation block and a nonlinear synthe-
sis transformation module. We adopt auto-encoder[16] as
our basic compression platform. The structure of the auto-
encoder is shown in Figure 1. Firstly, the input point cloud
is downsampled by the sampling layer S to create a point
cloud with different point density. Then, the downsam-
pled point set goes through the autoencoder-based codec.
The codec consists of an encoder E that takes an unordered
point set as input and produces a compressive representa-
tion, a quantizerQ, and a decoderD that takes the quantized
representation produced by Q and produces a reconstructed
point cloud. Thus, our compression architecture can be for-
mulated as:
x
′
= D(Q(E(S(x)))), (1)
where x is the original unordered point set and x
′
is the
reconstructed point cloud.
4.1. Sampling layer
In G-PCC, the octree-based geometry coding uses
a quantization scale to control the lossy geometry
compression[24]. Let (Xi = (xi, yi, zi))i=1...N be the set
of 3D positions associated with the points of the input point
cloud. The G-PCC encoder computes the quantized posi-
tions (Xˆi)i=1...N as follows:
Xˆi = b(Xi −Xshift)× sc, (2)
where Xshift and s are user-defined parameters that are
signaled in the bitstream. After quantization, there will
be many duplicate points sharing the same quantized po-
sitions. A common approach is merging those duplicate
points, which reduces the number of points in the input
point cloud.
Inspired by G-PCC, we use a sampling layer[22] to
achieve the downsampling step. Given input points
{x1, x2, ..., xn}, we adopt iterative farthest point sampling
(FPS)[22] to select a subset of points {xi1 , xi2 , ..., xim},
such that xij is the farthest point (in metric distance) from
the former point set {xi1 , xi2 , ..., xij−1} with regard to the
rest points. In contrast to random sampling, the point den-
sity of the resulted point set is more uniform, which is better
at keeping the shape characteristics of the original object.
4.2. Encoder and Decoder
Generally, an autoencoder can be regarded as an anal-
ysis function, y = fe(x; θe), and a synthesis function,
xˆ = fd(y;φd),where x, xˆ, and y are original point clouds,
reconstructed point clouds, and compressed data, respec-
tively. θe and φd are optimized parameters in the analysis
and the synthesis function.
To learn the encoded compressive representation, we
consider the pointnet architecture[6][1]. There are n points
in the input point set (n × 3 matrix). Every point is en-
coded by several 1-D convolution layers with kernel size
1. Each convolution layer is followed by a ReLU[20] and
a batch-normalization layer[11]. In order to make a model
invariant to input permutation, there is a feature-wise maxi-
mum layer following the last convolutional layer to produce
a k-dimensional latent code. This latent code will be quan-
tized and the quantized latent code will be encoded by the
entropy encoder to get the final bitstream. In our experi-
ment, we use 5 1-D convolutional layers and the number of
filters in each layer is 64, 128, 128, 256 and k respectively.
k is decided by the number of input points. See details in
the experimental results.
Currently, there are two kinds of decoder for point
clouds: the fully-connected decoder[1] and the folding-
based decoder[29]. Both decoders are able to produce re-
constructed point clouds. The folding-based decoder is
much smaller in parameter size than the fully-connected de-
coder, but there will be more hyperparameters to choose
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such as the number of grid points and the interval of grid
points. Thus, we choose the fully-connected decoder as
our decoder, which interprets the latent code using 3 fully-
connected layers to produce a n × 3 reconstructed point
cloud. Each fully-connected layer is followed by a ReLU,
and the number of nodes in each hidden layer is 256, 256
and n× 3 respectively.
4.3. Quantization
To reduce the amount of information necessarily needed
for storage and transmission, quantization is a significant
step in media compression. However, quantization func-
tions like the rounding function’s derivative is zero or un-
defined. Theis et al.[25] replaced the derivative in the
backward pass of backpropagation with the derivative of
a smooth approximation r. Thus, the rounding function’s
derivative becomes:
d
dz
[z] =
d
dz
r(z). (3)
During backpropagation, the derivative of the rounding
function will be computed by equation (3), while the round-
ing function will not be replaced by the smooth approxima-
tion during the forward pass[25]. This is because if we re-
place the rounding function with the smooth approximation
completely, the decoder may learn to invert the smooth ap-
proximation, thereby affecting the entropy bottleneck layer
that learns the entropy model of the latent code. In [25],
they found r(z) = z to work as well as more sophisticated
choices.
In contrast to [25], Balle´ et al.[3] replaced quantization
by additive uniform noise,
[f(x)] ≈ f(x) + u, (4)
where u is random noise. After experiment, we find that the
performance of these two methods is very similar. In our
implementation, we use the second method.
4.4. Rate-distortion Loss
In the lossy compression problem, one must trade off
between the entropy of the discretized latent code (rate)
and the error caused by the compression (distortion). So,
our goal is to minimize the weighted sum of the rate (R) and
the distortion (D) λD + R over the parameters of encoder,
decoder and the rate estimation model that will be discussed
later, where λ controls the tradeoff.
Entropy rate estimation has been studied by many re-
searchers who use neural networks to compress images[25]
[2] [4]. In our architecture, the encoder E transforms the
input point cloud x into a latent representation z, using a
non-linear function fe(x; θe) with parameters θe. The la-
tent code z is then quantized to form zˆ by quantizer Q. zˆ
can be losslessly compressed by entropy coding techniques
such as arithmetic coding as its value is discrete. The rate
of the discrete code zˆ, R, is lower-bounded by the entropy
of the discrete probability distribution of zˆ, H[mzˆ], that is:
Rmin = Ezˆ∼m[− log2mzˆ(zˆ)], (5)
where m(zˆ) is the actual marginal distribution of the dis-
crete latent code. However, the m(zˆ) is unknown to us and
we need to estimate it by building a probability model ac-
cording to some prior knowledge. Suppose we get an esti-
mation of the probability model pzˆ(zˆ). Then the actual rate
is given by the Shannon cross entropy between the marginal
m(zˆ) and the prior pzˆ(zˆ):
R = Ezˆ∼m[− log2 pzˆ(zˆ)]. (6)
Therefore, if the estimated model distribution is identical to
the actual marginal distribution, the rate is minimum and
the estimated rate is the most accurate. Similar to [4], we
use the entropy bottleneck layer1 that models the prior pzˆ(zˆ)
using a non-parametric and fully factorized density model:
pzˆ|ψ(zˆ|ψ) =
∏
i
(
pzi|ψ(i)(ψ
(i)) ∗ u(−1
2
,
1
2
)
)
(zˆi), (7)
where the vector ψ(i) represents the parameters of each uni-
variate distribution pzi|ψ(i) . Note that each non-parametric
density is convolved with a standard uniform density, which
enables a better match of the prior to the marginal[4].
The distortion is computed by the Chamfer distance.
Suppose that there are n points in the original point cloud,
represented by a n × 3 matrix. Each row of the matrix is
composed of the 3D position (x, y, z). The reconstructed
point cloud is represented by a m × 3 matrix. The number
of original points n may be different from m because of the
lossy compression. Suppose the original point cloud is S1
and the reconstructed point set is S2. Then, the reconstruc-
tion error is computed by the Chamfer distance:
dCH(S1, S2) =
∑
x∈S1
min
y∈S2
‖x− y‖22 +
∑
y∈S2
min
x∈S1
‖x− y‖22.
(8)
Finally, our rate-distortion loss function is:
L[fe, fd, pzˆ] = λE[dCH(S1, S2)] + E[− log2 pzˆ], (9)
where fe is the non-linear function of the encoder, fd is the
non-linear function of the decoder and pzˆ is the estimated
probability model. The expectation will be approximated
by averages over a training set of point clouds.
1https://tensorflow.github.io/compression/docs/
entropy_bottleneck.html
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Airplane(-79.8% BD-rate)Car (-80.1% BD-rate)
Chair (-71.4% BD-rate) table (-61.3% BD-rate)
Figure 2. Objective results.
5. Experimental results
5.1. Datasets
Since our data-driven method requires a large number of
point clouds for training, we use the ShapeNet dataset[5].
Shapes from ShapeNet dataset are axis aligned and cen-
tered into the unit sphere. The point-cloud-format of the
ShapeNet data set is obtained by uniformly sampling points
on the triangles from the mesh models in the dataset. With-
out additional statements, we train models with point clouds
from a single object class and the train/test splits is 90%-
10%.
5.2. Implementation Details
The number of points in the original point cloud is 2048
and the latent code’s dimension is 512. To better com-
pare with the reconstructed point clouds that compressed by
TMC13, we downsample the original point cloud to 1024,
512, 256 and 128 points and the corresponding latent code
sizes are 256, 128, 64 and 32. Because the TMC13 can
not compress the normalized point cloud directly, we ex-
pand normalized point clouds to be large enough so that the
TMC13 can compress it properly. To be fair, we also per-
form the same operation when we compress point clouds
by our model. We add an extra normalization before feed-
ing point clouds into our network, and expand reconstructed
point clouds when we compute their distortion.
We implement our model based on the python2.7 plat-
form with Tensorflow 1.12. We run our model in a computer
with an i7-8700 CPU and a GTX1070 GPU (with 8G mem-
ory). We use the Adam[14] method to train our network
with learning rate 0.0005. We train our model with entropy
optimization within 1200 epochs and train the model with-
out entropy optimization within 500 epochs. The batch size
is 8 as limited by our GPU memory.
5.3. Compression results
We compare our method with the TMC13 anchor lat-
est released in the MPEG 125th meeting. We experiment
on four types of point clouds: chair, airplane, table and
car. These four types of point clouds contain a very rich
point cloud shape. The chair category contains 6101 point
clouds for training and 678 point clouds for testing. The
airplane category contains 3640 point clouds for training
4325
GT Proposed TMC13
0.282227 bpp
PSNR: 11.2439 dB
0.761719 bpp
PSNR: 11.0722 dB
0.255371 bpp
PSNR: 10.8908 dB
0.589844 bpp
PSNR: 10.4177 dB
0.269531 bpp
PSNR: 15.2908 dB
0.535156 bpp
PSNR: 15.2666 dB
0.290039 bpp
PSNR: 15.84 dB
0.308594 bpp
PSNR: 15.8073 dB
0.249 bpp
PSNR: 20.8142 dB
0.796974 bpp
PSNR: 20.2003 dB
0.2764 bpp
PSNR: 17.8893 dB
1.16797 bpp
PSNR: 17.485 dB
0.2363 bpp
PSNR: 12.8006 dB
1.23828 bpp
PSNR: 12.8038 dB
Figure 3. Subjective results. Left: Original point clouds (GT). Color for better display.
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Figure 4. An ablation study of entropy estimation module. The
results are tested on point clouds of chair class. A 19.3% BD-rate
gain is obtained.
and 405 point clouds for testing. The table category con-
tains 7658 point clouds for training and 851 point clouds
for testing. The car category contains 6747 point clouds for
training and 750 point clouds for testing. Rate-distortion
performances for each types of point cloud are shown in
Figure 2. To avoid unfairly penalizing the TMC13 due to
the unavoidable cost of file headers, we exclude the header
size from bitstream produced by TMC13. The distortion
in Figure 2 is the point-to-point geometry PSNR obtained
from the pc error MPEG tool[26]. Rate-distortion curves
are obtained by averaging over all test point clouds. Re-
sults show that our method outperforms the TMC13 in all
types of point clouds at all bitrates. On average, a 73.15%
BD-rate gain can be achieved.
In Figure 3 we show some test point clouds compressed
to low bit rates. In line with objective results, we find that
our method produces smaller bits per point than TMC13
under the similar PSNR reconstruction quality. The recon-
structed point clouds of proposed method is more dense
than those compressed by TMC13.
To further analyze the entropy estimation module in our
method, we implement a simple ablation study. We consider
the model without the entropy bottleneck layer as our base-
line. The comparison of the RD curve between the baseline
and our proposed model on point clouds of chair is pre-
sented in Figure 4. Results show that the entropy estima-
tion can effectively reduce the size of bitstream, yielding a
19.3% BD-rate gain.
6. Conclusion
In this paper, we propose a general deep autoencoder-
based architecture for lossy geometry point cloud compres-
sion. Compared with handcrafted codecs, this approach
not only achieves better coding efficiency, but also can
adapt much quicker to new media contents and new me-
dia formats. Experimental evaluation demonstrates that for
the given benchmark, the proposed model outperforms the
TMC13 on the rate-distortion performance, and on average
a 73.15% BD-rate gain is achieved.
To the best of our knowledge, it is the first autoencoder-
based geometry compression codec that directly takes point
clouds as input rather than voxel grids or collections of im-
ages. The algorithms that we present may also be extended
to work on attribute compression of point cloud or even
point cloud sequence compression. To encourage future
work, we will make all the materials public.
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