Summary. In some applications, the accuracy of the numerical solution of an elliptic problem needs to be increased only in certain parts of the domain. In this paper, local re nement is introduced for an overlapping additive Schwarz algorithm for the p-version nite element method. Both uniform and variable degree re nements are considered. The resulting algorithm is highly parallel and scalable. In two and three dimensions, we prove an optimal bound for the condition number of the iteration operator under certain hypotheses on the re nement region.
Introduction
An overlapping domain decomposition method for p-version nite elements was analyzed in Pavarino 19] , using the framework provided by the additive Schwarz method of Dryja and Widlund 13], 14]. Due to the generous overlap between subdomains, we were able to show that the condition number of the iteration operator is bounded by a constant independent of the degree p, the mesh size H and the number of subdomains N. Here Local re nement algorithms can be of interest in many applications where the accuracy of the numerical solution needs to be increased only in certain parts of the domain. For standard h-version nite elements, local mesh re nement can be introduced by selecting and re ning some elements of a coarse triangulation. This process can be applied recursively and multilevel methods can also be considered. For the p-version nite element method considered here, local re nement amounts to increasing the degree p of the polynomial basis functions only in selected elements of the xed triangulation. The best re nement strategy would be a combination of both, namely the h-p version. For appropriate selections of h and p, exponential rates of convergence have been proved and observed numerically; see Babu ska 1] and Demkowicz et al. 9], 10], 11]. Such general h-p adaptive re nement strategies are beyond the scope of this paper.
We distinguish between uniform local re nement, where the same degree p is used in all the re ned elements, and variable degree local re nement, where polynomials of di erent degrees are used on di erent elements. For clarity of exposition, we rst give the main result in the uniform case, and then extend it to the variable degree case, where a more complex notation and additional auxiliary results are needed. We note that our results are easily extended to multiplicative variants of the algorithm by applying general theorems of the abstract Schwarz theory; see Dryja and Widlund 13] , Dryja, Smith, and Widlund 12] , Pavarino 18] . For nonoverlapping methods for p-version nite elements, see Mandel 16] , 15] and Pavarino and Widlund 20] and the references therein.
In Sect. 2 of this paper, we introduce a simple model problem and its discretization with the p-version nite element method. We then de ne an overlapping additive Schwarz algorithm, using local re nement, and formulate our main result in two dimensions: the condition number of the iteration operator is bounded by a constant if the boundary of the re nement region does not contain isolated points, or otherwise by a logarithmic function of p. The proof is based on some preliminary results given in Sect. 2.1, some of which already appeared in Babu ska, Craig, Mandel, and Pitk aranta 2]. Assuming uniform re nement rst, we prove the main theorem in Sect. 2.2. In Sect. 2.3, we prove additional auxiliary results needed for the case of re nement with variable degree elements. Basically, the Schwarz algorithm of Pavarino 19 ] is extended to the case with subdomains of variable degree. With this result, we are then in a position to extend, in Sect. 2.4, the proof of the main theorem to the variable degree case. A three dimensional algorithm with uniform re nement is studied in Sect. 3, while in Sect. 4 we illustrate our results with some numerical experiments.
An additive Schwarz method with local re nement in two dimensions
For simplicity, we consider a linear, self adjoint, second order elliptic, model problem on a bounded Lipschitz region The discrete problem is given by a p-version nite element method. A triangulation of the region is introduced by dividing it into non-overlapping 12 . In order to avoid complicated cases of no practical interest and to simplify our proofs, we make the following assumptions on the choice of re nement subspaces. Numerical experiments indicate that these assumptions are not strictly necessary. Assumption a). If a subregion 0 i has been selected for re nement, then every nite element function u 2 V p r must have degree p i on at least one of the four elements forming 0 i . This is to avoid that subregions of lower degree are completely covered by neighboring overlapping subregions of higher degree. jw(x(s))j 2 s ds :
We estimate the rst term of (2.1) by using the mean value theorem and Markov's inequality.
; since x(s)?x(0) = s. We estimate the second term of (2.1) by using the discrete Repeating the process on the other elements in 0 i , we obtain eight discrete harmonic polynomials. Combining the pairs corresponding to the same interior edge, where by de nition they have the same values, we nally obtain four discrete harmonic piecewise polynomials as required. u t
Proof of Theorem 1: Uniform re nement
We consider rst the simpler uniform case where p i = p; i 2 I r , in order to show clearly the main idea of the proof.
As in the case with re nement everywhere studied in 19], we base the proof on the Schwarz framework of Dryja and Widlund 13] . A constant upper bound for the spectrum of P is obtained by noting that for i 1 a(P i u p ; u p ) = a(P i u p ; P i u p ) = a 0
Each point is covered by no more than four subregions 0 i and the norm of P 0 is equal to one. Therefore max (P ) 5 :
A lower bound is obtained by using Lemma 1 in Pavarino 19] 
We now need to decompose w = u?u 0 2 H 1 0 ( r ). We use a result from Pavarino 19] Here N is the number of all interior nodes in . Therefore this is not the desired decomposition, since it contains terms w i with i 6 2 I r , which correspond to x i 6 2 r . Since supp(w i ) supp(w), these remaining terms w i vanish unless x i 2 @ r . Therefore, we need to decompose only the terms w i corresponding to x i 2 @ r and distribute their contributions among the other terms. First, we write w i = w 0 i + y ; where y = w i on the mesh lines and is extended as a discrete harmonic polynomial inside each element. w 0 i = w i ? y vanishes on the mesh lines and is a( ; )-orthogonal to y. Thus a(w i ; w i ) = a(w 0 i ; w 0 i ) + a(y; y) : Since w 0 i is nonzero only on elements in r , we can regard these elements as belonging to a unique subdomain 0 j with j 2 I r and add the restrictions of w 0 i on these elements to the corresponding term w j . We still denote these modi ed terms by w j . We now use Lemma 4 to decompose y. If there are no isolated points on @ r , then there is at least one edge of the mesh belonging to @ r ending at x i . Since w i = 0 on this edge, y will vanish there too. Therefore, by Lemma 4, there is a decomposition y = in the general case. Using (5) and (6) Proof. The idea of the proof is the same as in 19] , to which we refer the reader for details about notation and matrix structure. We form a basis for Q p+1 using the polynomials
If we relabel the basis as a one dimensional array f k (x; y); k = 1; 2; ; (p+2) 2 g; 
If we partition = ( 1 ; 2 ; ; p+2 ) according to the block structure of S and B, (where length( i ) = p + 2), we can then rewrite (9) 
where v is a linear combination of the i 's. It was proven in 19] that all the eigenvalues of (10) are bounded by a constant independent of p. u t i;k contains at most two terms. In general, if we relax our assumptions, we could have more terms and many more cases instead of the four considered above. We then redistribute these terms, subtracting w p k +1 i;k from w i and adding it to w k . We rename the new terms w i = w pi+1 4(C + 1)(jw p1+1
We now decompose and distribute the error w? P i T piwi by a local analysis.
On each element k , only the four terms corresponding to the four vertices di er from zero in the sum H 2 kwk 2 L 2 ( ) ): As before, this is not the desired decomposition, since it contains terms u i with i 6 2 I r , for x i 6 2 r . These terms u i vanish unless x i 2 @ r , so we need only to decompose the terms u i corresponding to x i 2 @ r and distribute their contributions among the other terms. This is done exactly as in the uniform case, by applying Lemma 4 with p = p i : the decomposed terms can be distributed among neighboring subspaces because by our choice of p i the degrees of the neighboring subspaces are greater or equal to p i .
3. An overlapping Schwarz method with uniform local re nement in three dimensions
We now consider uniform local re nement for three dimensional problems and establish an optimal bound for (P ). Our model problem is given on a region This is not the desired decomposition, since it contains terms with i 6 2 I r . As before, we need to decompose only the terms w i corresponding to x i 2 @ r . We write w i = w 0 + y where y = w i on the interface ? = S @ i and is extended as a discrete harmonic polynomial inside each element. w 0 = w i ? y vanishes on the interface and is a-orthogonal to y: a(w i ; w i ) = a(w 0 ; w 0 ) + a(y; y): Since w 0 is nonzero only on elements in r , it can be distributed as in the two dimensional case. We now decompose and distribute y. If there are no isolated points or edges on @ r , then there is at least one face of the interface belonging to @ r which contains x i . Since w i = 0 on this face, y will vanish there too. We then apply the following lemma and complete the proof as in the uniform case. Proof. Let us suppose that w i = 0 on the face between 1 and 6 (see Fig. 5 ) and denote by x i1 the interior node shared by the elements 1 3) Here, we consider a problem with an isolated edge on the boundary of r ; see Fig. 8 . The model problem is as in 1) , but the domain = 0; 10] 2 is now divided into 25 elements. Only 10 re nement subregions are selected. This is a regular case, since we do not have isolated points on @ r and the theory predicts that the condition number is uniformly bounded by a constant. This is con rmed by the results of the Table in Fig. 8 . In the last three experiments, we consider variable degree re nement. The degree for each subregion is printed next to the marked corresponding interior node. 4) The model problem and the domain are as in 3). Now 15 re nement subregions are selected, with degrees p ? 2; p ? 1; p. We assume that the accuracy of the solution has to be increased near the upper right corner of and we select the degree of each subregion accordingly, see Fig. 9 . The results of the corresponding table show a constant bound for the condition number.
5) Again the model problem and the domain are as in 3), but we now assume that the accuracy of the solution has to be increased near one of the diagonal of . Therefore the 10 selected re nement subregions have higher degrees when they are closer to that diagonal, see Fig. 10 . The results show a constant bound for the condition number.
6) Finally, we consider a homogeneous Dirichlet problem on an L-shaped domain for the Poisson equation ? u = 1 in ; u = 0 on @ :
is divided into 27 elements and 9 subregions are selected for re nement, see 
