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Abstract
The purpose of this paper is to show the existence of stationary Lfarkov processes of temporary
equilibria within the framework of a stochastic overlapping generations model, considering the pos-
sibility $l$ hat eacl] generation may have heterogeneous expectations for future states. As the main
tl,eorem, we show that therc exists a time-homogeneous Markov telnporary equilibrium process
whose transition admits an ergodic Ineasure when the expectations of members in each generation
are independently and identically distributed. The result may be regarded as an extension of the
analysis in $\mathrm{C},\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{d}\mathrm{n}$) $\mathrm{o}\mathrm{n}\mathrm{t}$ and Hildenbrand (1974) and Blume (1982). To establish the result we enlarge
sufficient conditions of theorem 1.1 of Duffie et al. (1994).
1 Introduction
In stochastic $\mathrm{o}\mathrm{v}\mathrm{e}\mathrm{r}\mathrm{l}\mathrm{a}\mathrm{p}\mathrm{l}$) $\mathrm{i}\mathrm{n}\mathrm{g}$ generations models, one can view the evolution of the ecollon)y as a sequence
of $\mathrm{e}\mathrm{q}\mathrm{u}\mathrm{i}\mathrm{l}\mathrm{i}\dagger$) $\mathrm{r}\mathrm{i}\mathrm{a}$ . Particularlv, since a stationary equilibrium process lnay be a focal $1$) $\mathrm{o}\mathrm{i}\mathrm{n}\mathrm{t}$ on dynamic
econolnies, the probleln of existence of stationary equilibri $\iota \mathrm{m}$ processes has bccn studied in various
$\mathrm{f}\mathrm{r}\mathrm{a}\mathrm{m}\mathrm{e}\backslash \backslash \cdot \mathrm{o}\mathrm{r}\mathrm{k}\mathrm{s}$. As seen in Spear and Srivastava [15] and Duffie et al. [5], almost literat $\iota \mathrm{l}\mathrm{r}\mathrm{e}\mathrm{s}$ show the
existence of rational expectations equilibria. The assumptioll of rational expectations imposes the
restriction that agcnt’s beliefs about futurc $\mathrm{r}\mathrm{c}\mathrm{a}\mathrm{l}\mathrm{i}_{7_{\lrcorner}}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{s}$ be $\mathrm{t}\mathrm{l}$) $\mathrm{c}$ true distributions of thc relevant variables.
Altcrnativcly, the salne problem has beell studied within the framework of $\mathrm{t}\mathrm{e}\mathrm{m}_{\mathrm{f}}$ ) $\mathrm{o}\mathrm{r}\mathrm{a}\mathrm{r}\mathrm{y}$ general equilibrium
nlodcls investigated bv Gran&nont [6]. Examples include $\mathrm{G}^{1}\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{d}\mathrm{I}\mathrm{n}\mathrm{o}\mathrm{n}\mathrm{t}$ and HildeIlbIand [7], $\mathrm{H}\mathrm{e}\mathrm{l}\mathrm{l}\backslash \mathrm{v}\mathrm{i}\mathrm{g}[8]$
and $\mathrm{B}\mathrm{l}\mathrm{u}\iota \mathrm{n}\mathrm{e}[1]$ . In $\mathrm{t}_{\mathrm{G}\mathrm{n}1}\mathrm{p}\mathrm{o}\mathrm{r}\mathrm{a}\mathrm{r}\mathrm{y}\mathrm{e}\mathrm{q}\mathrm{u}\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{l}$) $\mathrm{r}\mathrm{i}\iota \mathrm{m}$ settings, agcnt’s bcliefi about future $\mathrm{I}\mathrm{e}\mathrm{a}\mathrm{l}\mathrm{i}7_{\lrcorner}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}11\mathrm{S}$ arc not
necess $\dot{\mathrm{c}}t\mathrm{r}\mathrm{i}\mathrm{l}\mathrm{y}^{r}$ consistent wirh thc true distributions. $\mathrm{H}\mathrm{o}\backslash \mathrm{v}$.cver, $\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{a}g\mathrm{c}\mathrm{n}\mathrm{t}\mathrm{s}.$ have. saee expectations in thc
Inodel of Granclmont and Hildcnbrand $[\overline{(}]$ .
The $\mathrm{P}^{\iota \mathrm{r}}1$ ) $\mathrm{O}\mathrm{S}\mathrm{C}$ of this $1$) $\mathrm{a}\mathrm{p}\mathrm{c}\mathrm{r}$ i.s to $\mathrm{s}\mathrm{l}\iota 0\backslash \mathrm{v}$ the cxis $\mathrm{t}_{}\mathrm{c}\mathrm{n}\mathrm{c}\mathrm{c}$ of a $\mathrm{s}\mathrm{t}\mathrm{o}\mathrm{c}\mathrm{h}_{\dot{\mathrm{c}}}\iota \mathrm{s}\mathrm{t}\mathrm{i}\mathrm{c}$ proccs.s of tcmporary $\mathrm{c}\mathrm{q}\mathrm{u}\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{l}$) $\iota \mathrm{i}\mathrm{a}$
$\backslash \mathrm{v}\mathrm{h}\mathrm{o}\mathrm{s}\mathrm{c}$ traIlsition admits an crgodic $\mathrm{n}\mathrm{u}\mathrm{c}\mathrm{a}\mathrm{s}\mathrm{t}\cdot \mathrm{l}\mathrm{r}\mathrm{c}$, considcring $\mathrm{t}_{}1\iota \mathrm{c}$ possibility that cacb agcnt in scqucnticl
$\mathrm{c}\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{o}\mathrm{l}\mathrm{n}\mathrm{i}\in^{\mathrm{y}}\mathrm{S}$ lnay $\mathrm{h}\mathrm{a}\backslash \cdot \mathrm{c}$ a llctcrogcIlcots $\mathrm{C}\mathrm{X}$ [ $)(^{\backslash }\mathrm{c}\mathrm{t}_{\mathit{4}}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\iota 1$ for $\mathrm{f}\iota\iota \mathrm{t}n\mathrm{r}\mathrm{c}$ statcs. Sincc crgodic $\mathrm{m}\mathrm{c}\mathrm{a}.\mathrm{s}\iota(\mathrm{r}\mathrm{c}\mathrm{s}$ arc thc notion
of $\mathrm{s}\mathrm{t}_{\mathrm{o}(}\cdot 1_{1}.\backslash \mathrm{s}\mathrm{t}\mathrm{i}\mathrm{c}$ an $i\iota \mathrm{l}\mathrm{o}\mathrm{g}\mathrm{u}(^{\backslash }$, of .stcdely $.$$\mathrm{s}$ tatcs $\mathrm{i}\iota\iota \mathrm{c}\{_{(}.\backslash .$ tcrlninistic syst (’ $11\mathrm{l}\mathrm{s},$ $\mathrm{t}1_{1}\mathrm{c}$ cxistcllcc of crgodic $\downarrow\backslash \mathrm{I}\mathrm{a}\mathrm{r}1_{\backslash }.\langle$ )$\mathrm{v}\mathrm{p}\iota \mathrm{o}\mathrm{c}(^{\mathrm{Y}}\mathrm{s}\mathrm{s}\mathrm{c}\mathrm{s}$
is inlportal\iota t, still lllorc on thc $\mathrm{t}^{\backslash }\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{o}\mathrm{I}11\mathrm{y}$ in which $1_{1(},\mathrm{t}\mathrm{c}\mathrm{r}\mathrm{o}\mathrm{g}\mathrm{c}\mathrm{n}\mathrm{c}\mathrm{o}\iota\iota \mathrm{s}$ (agcnts $\mathrm{c}\mathrm{x}\mathrm{i}.\backslash ^{\backslash }\mathrm{t}$ . Int $\iota\iota \mathrm{i}\mathrm{t}\mathrm{i}\backslash \cdot \mathrm{c}\mathrm{l}\mathrm{y}$, crgoclicity
$\backslash \mathrm{s}\mathrm{h}o\mathrm{w}.\backslash \mathrm{t}\mathrm{l})\mathrm{a}\mathrm{t}\}]_{1(}\backslash .$ long-tcrlll $‘\urcorner$) $\mathrm{C}\Gamma\dot{\mathrm{c}}\mathrm{t}\mathrm{g}(^{\backslash }, \mathrm{b}\mathrm{t}^{\backslash }1)_{(}\mathrm{t}\mathrm{v}\mathrm{i}o\mathrm{r}$ of en.$\mathrm{v}$ dyn$\dot{‘}\iota\iota \mathrm{n}\mathrm{i}\mathrm{c}1$) $\dot{‘}\iota \mathrm{t}1_{1}\mathrm{s}$ on $\mathrm{t}11\mathrm{C}(^{\backslash }$ ( $\mathrm{O}11\mathrm{O}\mathrm{I}11.\mathrm{Y}$ is $.\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{l}$) $\mathrm{l}\mathrm{c}$ . $\mathrm{T}1_{1\mathrm{C}}111\dot{‘}\iota \mathrm{i}\iota 1$
$\mathrm{t}1_{1\mathrm{C}\mathrm{O}\Gamma \mathrm{C}111}.\mathrm{s}^{\backslash }1_{1()\backslash \mathrm{k}\mathrm{S}}$. $\mathrm{t}1_{1}\mathrm{a}\mathrm{f}111$)($1(^{\tau}\mathrm{r}\mathrm{s}\mathrm{t}\mathrm{a}\iota\iota \mathrm{r}\mathrm{l}i\iota \mathrm{r}\mathrm{c}\mathrm{i}\zeta\urcorner.\mathrm{b}^{\backslash }\mathrm{s}n1\mathrm{t}\mathrm{l}1)\mathrm{t}\mathrm{i}\mathrm{o}\iota 1.\mathrm{S}$thcrc cxi.s ts it $\mathrm{t}\mathrm{i}\mathrm{I}\mathrm{n}\mathrm{c}- \mathrm{h}_{\mathrm{o}\mathrm{I}\mathrm{n}()}\mathrm{g}\mathrm{c}11\mathrm{c}()11.\mathrm{s}.\backslash \mathrm{I}\mathrm{r}\gamma \mathrm{r}\mathrm{k}\mathrm{o}\backslash \cdot \mathrm{t}\mathrm{c}\iota\iota\iota 1$) $()\mathrm{r}\mathrm{a}\mathrm{r}\mathrm{v}$
$\overline{.\mathrm{I}\mathrm{t}1\iota‘.\backslash \mathrm{t}\iota \mathrm{k}.l\mathrm{I}1)’\mathrm{a}\mathrm{c}1\backslash \cdot \mathrm{i}.\backslash \mathrm{o}\mathrm{r}\sim\backslash \mathrm{I}\backslash \cdot \mathrm{c}\mathrm{n}\mathrm{U}\mathrm{r}\mathrm{a}\mathrm{i},1\backslash \mathrm{i}_{\}\mathrm{O}_{\sim}}\prime\cdot\backslash \mathrm{I}\iota \mathrm{i}1\backslash \cdot|}|\mathrm{g}\mathrm{a}\mathrm{a}\mathrm{l})(\mathrm{l}\mathrm{l}\mathrm{I}_{1}^{\cdot}\mathrm{r}\mathrm{o}\mathrm{a}\mathrm{k}.\mathrm{i}$
Nago $\mathrm{t}\mathrm{a}\iota 1i\mathrm{r}_{\mathrm{o}\mathrm{r}}$ ns $i\mathrm{u}\iota.\backslash \cdot|_{1\cap}|_{\})}\lceil_{11}|\mathrm{s}\iota\downarrow \mathrm{g}\mathrm{g}\mathrm{G}.\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{r}\iota \mathrm{s}\mathrm{a}|\iota \mathrm{d}$ COIlltllc\downarrow \iota t.\.
$\mathrm{N}\mathrm{c}’(^{\backslash }(\mathrm{f}\mathrm{l}\mathrm{c}.\backslash \mathrm{s}1\circ \mathrm{S}i\iota_{\vee}\backslash \cdot, 1\mathrm{r}\mathrm{e}\}1:\iota \mathrm{i}\mathrm{l}\mathrm{l}f(^{\tau}.\backslash _{1\mathrm{y}}^{\wedge})\mathrm{O}\mathrm{I}1\backslash \cdot \mathrm{i}1)\mathrm{t}\mathfrak{l}\mathrm{i}\mathrm{I}\mathrm{r}\circ \mathrm{r}\mathrm{I}^{\cdot}\mathrm{c}\iota\iota\iota \mathrm{a}\mathrm{i}\iota\iota \mathrm{i}_{1\mathrm{l}}\mathrm{g}\mathrm{e}^{\backslash }.\mathrm{r}\mathrm{r}\mathrm{o}\mathrm{r}\mathrm{s}:\iota \mathrm{t}\mathrm{l}\mathrm{d}\mathrm{s}\mathfrak{l}\iota \mathrm{o}\mathrm{r}\mathrm{t}\mathrm{c}\mathrm{o}\mathrm{t}\mathrm{l}\uparrow \mathrm{i}t\iota \mathrm{g}\sim$ .
$\uparrow 1_{\lrcorner}.\urcorner- \mathrm{n}\rceil \mathrm{a}\mathrm{i}1$ . $\prime 1^{\mathrm{t}}‘.\iota \mathrm{k}\mathrm{c}\mathrm{o}\mathrm{k}\mathrm{a}\backslash \mathrm{o}\mathrm{r}.\mathrm{i}\mathrm{o}^{(\underline{)^{\backslash }}}c\mathrm{o}\iota\iota\iota$ }) $\mathrm{s}\mathrm{r}\iota$ ccotl$0\backslash ^{\vee}\mathrm{a}\mathrm{k}_{i1-11\mathrm{T}\mathrm{C}\dot{|}l)}\sim..$.
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equilibrium process whose transition $\mathrm{a}\mathrm{d}_{\mathrm{I}}\dot{\mathrm{m}}\mathrm{t}\mathrm{s}$ an ergodic measure if the expectations of members in each
generation are independently and identically distributed. This result may be regarded as an extension
of the analysis in Grandmont and Hildenbrand [7] and Blume [1]. The assumption that distributions
on expectations are independent may be not so much restrictive from the economic point of view. Note
that even if distributions on expectations are identical, the expectations of members in each generation
may be in general heterogeneous on any dynamic paths of the temporary equilibrium process.
The proof of the main result depends heavily on the method developed in a work by Duffie et al. [5],
where they established sufficient conditions under which an expectation correspondence has a time-
homogeneous transition probability with an ergodic measure. We enlarge sufficient conditions of theorem
1.1 of them. In the case that the state space is a product of two Borel spaces and the expectations
correspondence assigns each element of state space product measures whose marginal distributions to
one space are arbitrary ffxed, to ensure the existence of an invariant measure, we can take into account
the noncompact self-justified set $\backslash \mathrm{v}\mathrm{h}\dot{\mathrm{r}}\mathrm{c}\mathrm{h}$ is represented by the product of a compact set and a noncompact
measurable set. This result is quite similar to Theorem 2.1 of Blume [1].
The remainder of this paper is organized as follows. In section 2, some deffiuitions of stationary Markov
equilibrium are introduced, adopting $\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{n}\dot{\mathrm{u}}\mathrm{n}\mathrm{o}\mathrm{l}\mathrm{o}\mathrm{g}\mathrm{i}\mathrm{e}\mathrm{s}$ and notations similar to those in Duffie et al. [5].
In section 3, we analyze a temporary equilibrium model and prove the main result. The arguments in
this section are mainly due to Grandmont and Hildenbrand $[\overline{(}]\sim$ ’ Christiansen and Majumdar [2] and
Blume [1].
The $\mathrm{f}\mathrm{o}\mathrm{l}\mathrm{l}\mathrm{o}\mathrm{w}\mathrm{i}\mathrm{n}_{\mathrm{o}}\sigma$ notational conventions, definitions, and facts will be employed in this paper. For a
correspondence $F$ : $Xarrow Y,$ $f\sim mF$ will denote a measurable selection from $F$ and $\mathrm{G}\mathrm{r}(F)$ will denote
the graph of $F$ . The product of topological spaces will always be given the product topology. The $\sigma-$
algebra over any topological space $X$ is to be understood to be the $\dot{\mathrm{B}}$orel $\sigma- \mathrm{a}\grave{\mathrm{l}}\mathrm{g}\mathrm{e}\mathrm{b}\mathrm{r}\mathrm{a}$, denoted by $\ovalbox{\tt\small REJECT}(X)$ .
Given a measurable space (X, $\ovalbox{\tt\small REJECT}(X)$ ), the set of probability meaaures on $X$ is denoted by $\ovalbox{\tt\small REJECT}(X)$ . Unless
otherwise stated, $g(X)\backslash \mathrm{v}\mathrm{i}\mathrm{l}1$ be endowed with the weak convergence topology (Parthasarathy [12, $\mathrm{p}..\cdot 40]$ ).
Given the weak convergence topology, if $X$ is a compact metric space, then $g(X)$ is compact metric
$\mathrm{s}_{\mathrm{I}})\mathrm{a}\mathrm{c}\mathrm{e}$ (Parthasaxathy [12, p.45]).
2 Stationary Markov Equilibria
We (oIlsider the method for constructing a stochastic proccss which describes equilibrium in each
period. The descriptions and notations given here are for $\mathrm{t}\mathrm{l}\mathrm{l}\mathrm{e}$ most $1$) $\mathrm{a}\mathrm{r}\mathrm{t}$ consistent with Duffie et $\mathrm{a}’1$ . $[5]$ .
Statc space $S$ is thc space in which the equili $f$) $\mathrm{r}\mathrm{i}\mathrm{u}\mathrm{n}\mathrm{l}1$) $\mathrm{r}\mathrm{o}\mathrm{c}\mathrm{e}\mathrm{s}\mathrm{s}\mathrm{c}\mathrm{s}$ live. A state must therefore contain
enougb infornlation to rc$i$) $\mathrm{r}\mathrm{c}\mathrm{s}\mathrm{c}\mathrm{n}\mathrm{t}$ equilibrium conditions. State $\mathrm{s}_{\mathrm{I}^{)\mathrm{a}\mathrm{c}\mathrm{e}}}$ rnay $1$) $\mathrm{e}$ constructed by both ex-
ogcnous and cndogcnous spaccs. $\mathrm{t}l^{r}\mathrm{e}\mathrm{a}\mathrm{s};\mathrm{u}\mathrm{m}\mathrm{e}S$ is a noncmpty Borcl space1
Thc cquilibrating forccs in thc model are $\mathrm{d}\mathrm{e}\mathrm{s}\mathrm{c}\mathrm{r}\mathrm{i}\mathrm{l}$ ) $\mathrm{c}\mathrm{d}$ by an cxpcctations $COT\mathcal{T}Cs_{t^{JondenccG}}$ defincd by,
$C_{7}$ : $Sarrow g(S)$ .
$\mu\in C_{7}(.5)$ ie $i\iota \mathrm{d}\mathrm{i}.\backslash \mathrm{t}\mathrm{r}\mathrm{i}\mathrm{t}$) $\mathrm{u}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{I}\mathrm{l}$ of $\mathrm{t}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{l}\mathrm{o}\mathrm{r}\mathrm{r}\mathrm{o}\backslash \mathrm{v}’ \mathrm{s}.\mathrm{s}\mathrm{t}i\iota \mathrm{t}\mathrm{c}$ consistcnt $\backslash \mathrm{v}\mathrm{i}\mathrm{t}1_{1}\mathrm{t}\mathrm{l}$ ) $\mathrm{c}\mathrm{c}()\mathrm{n}\mathrm{s}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{s}$ ilnposet$ by $\mathrm{t}\mathrm{l}\iota \mathrm{c}\mathrm{c}\mathrm{t}\mathrm{l}\mathrm{r}\mathrm{r}\mathrm{c}^{\mathrm{Y}}\mathrm{n}\mathrm{t}$
strtc.;. If wc $\mathrm{r}\mathrm{c}_{\mathrm{c}}\mathrm{g}\dot{‘}r\mathrm{r}\mathrm{d}S\dot{\epsilon}1\mathrm{s}\mathrm{t}l$) $\mathrm{c}.\mathrm{s}$ct of $.\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{t}$ ($\backslash \mathrm{s}$ of $\mathrm{c}\mathrm{c}\mathfrak{c}$ ) $\mathrm{I}\mathrm{l}\mathrm{o}\iota \mathrm{n}\mathrm{y},$ thcll $C\tau \mathrm{C}\dot{c}\mathrm{l}\mathrm{n}1$ ) $\mathrm{c}\mathrm{i}_{\mathrm{I}1}\mathrm{t}\mathrm{c}\mathrm{r}\mathrm{p}\mathrm{r}\mathrm{c}\mathrm{t}\mathrm{c}\mathrm{d}$ as $\mathrm{t}11\mathrm{C}$ constriint $\backslash \mathrm{v}\mathrm{J}_{1}\mathrm{i}\mathrm{c}1_{1}$
rcstricts the lclation $\mathrm{b}\mathrm{c}\mathrm{t}\backslash \mathrm{v}\mathrm{c}\mathrm{C}\mathrm{l}\mathrm{l}$ a current statc and clistri $l$) $\mathrm{u}\mathrm{t}\mathrm{i}o\mathrm{n}\mathrm{s}$ of tolnorrow’s statcs.
1
$.\backslash \mathrm{B}_{0\Gamma(}\backslash |\mathrm{s}\mathrm{t}$ ) $\mathrm{a}c\mathrm{c}\mathrm{i}\backslash$ a $\mathrm{I}\mathrm{l}\mathrm{t}\mathrm{c}:\backslash .\mathrm{S}\mathrm{t}\mathrm{l}T‘ 11$)[ $\mathrm{c}\mathrm{s}\iota\iota[_{)*}\backslash \mathrm{t}\mathrm{o}$ ( a $\mathrm{c}\mathrm{o}\mathrm{l}\mathrm{l}\mathrm{t}|$ ) $\mathrm{l}\mathrm{c}\mathrm{l}\mathrm{c}\mathrm{b}\mathrm{c}\mathrm{p}\mathrm{a}\mathrm{r}:\iota 1)[\mathrm{c}$ Incl $\mathrm{r}\mathrm{l}\mathrm{C}.rightarrow$}) $\mathrm{a}\mathrm{c}\mathrm{c},$ cllcIowcci wi $\mathrm{t}1\iota \mathrm{t}1_{1}\mathrm{c}$ rclatioc I opology $\mathrm{a}\mathrm{I}1([$
$\mathrm{t}1\iota(^{\backslash }\sigma- \mathrm{a}\mathrm{l}\mathrm{g}\mathrm{c}\mathrm{l})\mathrm{r}\mathrm{a}\mathrm{g}\mathrm{c}\mathrm{I}\mathrm{t}$erat cd $1$ ) $\backslash .\mathrm{r}\mathrm{c}\mathrm{I}‘\backslash \mathrm{t}\mathrm{i}$ } $\mathrm{c}\mathrm{l}\backslash \vee \mathrm{O}$[ $)\mathrm{C}\mathrm{l}\mathrm{l}$ sels.
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Now, consider a set $J\subset S$ such that if an arbitrary state in $J$ is currently realized, then a corresponding
distribution of tomorrow’s states can be again a distribution on $J$ . Such a subset is called a self-justified
set. That is, a self-justified set is a nonempty measurable set $J\subset S$ such that $G(s)\cap\ovalbox{\tt\small REJECT}(J)\neq\emptyset$ for all
$s\in J$ . Then we can obtain a selection II from $G$ on $J$ such that $\Pi(s)\in G(s)\cap P(J)$ for all $s\in J$ . If
II is measurable, II is what is called a transition $probabil\dot{\iota}ty$. Given $\Pi$ : $Jarrow P(J)$ and an arbitrary
initial distribution $\mu\in\ovalbox{\tt\small REJECT}(J)$ , we $\mathrm{c}\mathrm{a}\mathrm{I}\mathrm{l}$ construct a time-hoInogeneous LIarkov process $\{\tilde{s}_{t}\}_{t=1}^{\infty}$ on some
probability space such that for all $t$ it is almost surely the case that the conditional distribution of $\tilde{s}_{t+1}$
given $\tilde{s}_{1},$ $\cdots.\tilde{s}_{t}$ is in $G(\tilde{s}_{t})$ . (This is the usual theory of Markov processes. See e.g. Doob [3, p.190].
About conditional distribution, see e.g. Dudley [4, p.269].) Then the evolution of $\{\tilde{s}_{t}\}_{t=1}^{\infty}$ governed by
II satisfies the constraint on distributions of $\mathrm{t}\mathrm{o}\mathrm{m}\mathrm{o}\mathrm{r}\mathrm{r}\mathrm{o}\backslash \mathrm{v}’ \mathrm{s}$ states embodied in $G’$ . Hence we adopt the
$\mathrm{f}\mathrm{o}\mathrm{U}\mathrm{o}\mathrm{w}\mathrm{i}\mathrm{n}\mathrm{g}$ natural definition.
Definition 2.1 A $t\dot{\mathrm{z}}me$-homogeneous Markov equilibrium (THME) for $G$ is a nonempty measurable
subset $J$ and a transition $probab\dot{x}lity\Pi$ : $Jarrow\ovalbox{\tt\small REJECT}(J)$ with $\Pi(s)\in G(s)$ for all $s\in J$ .
For convenience, let $(J, \Pi)$ denote a THME for $G$ . We are interested in a THME which is able to
sustain some notions of stationarity. An $invar\dot{\iota}ant$ measure for a THME $\Pi$ : $Jarrow g(J)$ is a measure
$\mu\in\ovalbox{\tt\small REJECT}(J)$ such that
$\mu(A)=\int\Pi(s)(A)\mathrm{d}\mu(s)$ , for all $A\in\ovalbox{\tt\small REJECT}(J)$ .
Definition 2.2 A stationary Markov equilibrium for $C_{7}\dot{\iota}s$ a THME $wh\dot{\iota}ch$ has an invariant measure.
A more restrictive notion of stationarity is given by an ergodic $\mathrm{m}\mathrm{e}\mathrm{a}$.sure. If $\mu$ is invariant for a
transition probability $\Pi$ : $Jarrow g(J)$ , then a $\mu- invar\dot{\iota}ant$ set is a measurable subset $A\subset J$ satisfying
$\Pi(s)\in \mathscr{P}(A)$ for /l-a.e. $s\in A$ . If $A$ is a $\mu$ -invariant set, $A^{\mathrm{c}}$ is also a $/\ell$ -invariant set. An invariant
measure $\mu$ is ergodic for the transition $\Pi$ if, for any $/l$ -invariant set $A,$ $\mu(A)=0$ , or $\mu(A)=1$ . Suppose
that $\mu$ is an ergodic lneasure for II. Let $\{\tilde{s}_{t}\}$ be a Markov process induced by initial distribution $\mu$ and
transition II. Let $(\Omega, \ovalbox{\tt\small REJECT}, P)$ be the probability $\mathrm{s}\iota$) $\mathrm{a}\mathrm{c}\mathrm{e}$ wbich is the domain of $\{\tilde{s}_{t}\}$ . Ergodicity is the
$\mathrm{f}\mathrm{o}\mathrm{l}\mathrm{l}\mathrm{o}\backslash \mathrm{v}\mathrm{i}\mathrm{n}\mathrm{g}$ property( $\mathrm{S}\mathrm{e}\mathrm{c}$ e.g. Doob [3, p.219]). For any $h\in L^{1}(J, \mu)$ ,
$\lim_{Tarrow\infty}\frac{1}{T}\sum_{t=1}^{T}h(\tilde{s}_{t}(\omega))=\int h\mathrm{d}\mu,$ $P-a.e$ . $\omega\in\Omega$ .
$\mathrm{R}\mathrm{o}\mathrm{u}\mathrm{g}\mathrm{l}\iota \mathrm{l}\mathrm{y}$ speaking, the samplc distribution generated by $\{.\mathrm{s}_{t}\}\sim$ converges to the ergodic Ineasure alInost
cverywhere2
Deflnition 2.3 An ergodic $Marko\tau$) equilibrium, for $C_{\tau}$ is a THME which has an ergodic measure.
For $\mathrm{c}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{v}\mathrm{c}\mathrm{n}\mathrm{i}\mathrm{c}\mathrm{l}\iota \mathrm{c}\mathrm{c}$. $\mathrm{i}\mathrm{f}/\iota$ is $\mathrm{a}\mathrm{J}\mathrm{l}\mathrm{i}\mathrm{n}\backslash \cdot \mathrm{a}$riant (crgodic) mcasurc for a $\mathrm{T}\mathrm{H}\downarrow\backslash$IE $(.I.\Pi)$ , lct $(.I.\Pi, \mu)\mathrm{d}\mathrm{t}^{\mathrm{Y}}\mathrm{n}o\mathrm{t}\mathrm{c}$ a
statioIlary (crgo $\mathrm{d}\mathrm{i}\mathrm{c}$ ) $.\backslash$Icrkov cquilibrium for $G$ .
1Vc $\mathrm{s}\mathrm{u}\iota 11\iota \mathrm{n}\mathrm{a}\mathrm{r}\mathrm{i}’/_{}\mathrm{c}$ thc $\mathrm{r}\mathrm{c}\mathrm{s}\iota\iota \mathrm{l}\mathrm{t}()\mathrm{f}$ Duffic ct al. $[_{\iota^{\iota}}-)]$ ill $\mathrm{t},1_{1}\mathrm{c}\mathrm{f}\mathrm{o}\mathrm{l}1_{0\backslash \backslash r}\mathrm{i}_{1\mathrm{l}}\mathrm{g}1$) $\mathrm{r}\mathrm{t}$)}) $\mathrm{o}\mathrm{s}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{l}$).
Propositio $\iota 12.1$ (Dtlffic ct $\dot{‘}\iota 1$ . (1994)) If $Gi.’ co\tau l,\mathfrak{l}\mathit{1}CJ,-\uparrow\prime al1\iota cdu$ ) $\dot{\mathrm{z}}th\mathrm{o},$ $cl\mathit{0}_{\backslash }id.qrapl$, and thcrc $exi.\mathrm{s}f_{\backslash }.s‘\iota$
$co\tau r\iota pacts\mathrm{r}$ lf-j u.stificd .sc.t $J\subset S$ , the $\tau\iota tlt\mathrm{t}’ rc$ cxi.sts a71, $c,rgodic$ Markov $cq|\iota ilil$) $ri\mathrm{t}\iota\tau n(.I, \Pi, /\iota)$ for $G$ .
2
$1^{\backslash }.\mathrm{o}\mathrm{r}\mathrm{a}\mathrm{l}\iota \mathrm{y}$ }) $\mathrm{o}\mathrm{i}_{\mathrm{l}\mathrm{t}\{}\omega\in\Omega 1\mathrm{c}^{\tau\downarrow l^{;^{\omega}}}.‘(\mathrm{I}\mathrm{c}|\iota \mathrm{o}\mathrm{t}\mathrm{c}$ lltc Iltc$\cdot$a.llrc $\mathrm{w}\mathrm{I}\iota \mathrm{i}c|\iota 11‘.\mathrm{t}\mathrm{s}\mathfrak{m}:\mathrm{L}\mathrm{S}.\mathrm{S},\frac{1}{1}\mathrm{a}\iota\circ \mathrm{a}\mathrm{c}\mathrm{I}\iota \mathrm{o}\mathrm{r}\downarrow \mathfrak{l}_{1(^{\iota}r\iota_{\mathrm{I}^{)\circ \mathrm{i}_{111\backslash h^{-}}}\cdot\iota(\omega),\cdots,\overline{s}_{\gamma_{1}}(v)}}.‘$. $\prime \mathrm{A}_{\gamma \mathrm{t}}^{\mu}$ is
($.i\iota||_{(^{\backslash }\mathrm{c}111\cdot 1_{(}\mathrm{d}\mathrm{i}\mathrm{s}\mathrm{l}\mathrm{r}\mathrm{l}|)\downarrow\downarrow \mathrm{t}}\mathrm{t}\mathrm{c}\backslash \mathrm{a}\mathrm{t}11\}^{)}\}$ion $|$ ) $\mathrm{a}_{\wedge}\backslash \mathrm{c}^{\backslash }(\mathrm{i}\mathrm{o}\mathrm{t}\iota \mathrm{I}1\iota \mathrm{c}^{\backslash }r\iota r\dot{‘}\iota \mathrm{I}\mathrm{l}\mathrm{d}\mathrm{o}\mathrm{I}11\Pi 1\mathrm{R}|^{)}\mathrm{t})\dot{|}|\iota \mathrm{g}.\overline{\mathrm{s}}\iota$ , , $.\overline{\mathrm{s}}_{r\iota}\dot{‘}\iota 1\omega(1^{)}:\iota \mathrm{r}\mathrm{l}1\iota \mathrm{a}.\mathrm{s}\mathit{1}\iota \mathrm{r}\mathrm{a}\mathrm{I}\mathrm{I}\iota \mathrm{y}[1_{\sim,1)}^{)}..52])$ .
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Now we wish extend their result. Consider the following situation.
(1) state space is the product of two Borel spaces $S_{1}$ and $S_{2}$ .
$(^{\underline{\eta}})\overline{G}$ : $S_{1}\cross S_{2}arrow \mathit{9}(S_{1})$ is $\mathrm{g}\mathrm{i}\backslash \cdot \mathrm{e}\mathrm{n}$ .
The main result in this section is as follows.
Theorem 2.1 If $\hat{G}^{2}$ is convex-valued with a closed graph and there exists a nonempty compact set
$J_{1}\subset S_{1}$ and a nonempty measurable set $J_{2}\subset S_{2}$ such that $\hat{G}(s_{1}, s_{2})\cap \mathit{9}(J_{1})\neq\emptyset$ for all $(s_{1}, s_{2})\in J_{1}\cross J_{2}$ ,
then for all $\lambda\in g(J_{2})$ there exists an ergodic Markov equilibrium $(J_{1}\cross J_{2}, \Pi, \mu\otimes\lambda)$ for $G$ , defined by
$G(s_{1}, s_{-},)=\{\mu\otimes\lambda|\mu\in\hat{G}(s_{1}, s_{2})\}$ .
PROOF: See Appendix.
When $S_{2}=\{s_{2}^{0}\}$ , it can be reduced to the case in Duffie et al. [5]. On the contrary, since the self-
justified set $J_{1}\cross J_{2}$ may not necessarily be a $\mathrm{c}\mathrm{o}\mathrm{I}\mathrm{n}\mathrm{p}\mathrm{a}\mathrm{c}\mathrm{t}$ subset of $S_{1}\mathrm{x}S_{2}$ , Theorem 2.1 is not contained
in Proposition 2.1. Our result is quite similaI to Theorem 2.1 of Blume [1]. In the same setting, Blume
shows the existence of stationary Markov equilibrium.
3 Ergodicity of Temporary Equilibrium Processes
3.1 The Primitives and Equilibrium Definition
We apply the result of section 2 to a temporary equilibrium model with the framework of an overlap-
ping generations model. The fundamentals of the economy have the following conditions. In some case
we use subscript $t$ to indicate the period explicitly.
$Y$ is a compact metric space of exogenous shocks. The random process $\{y_{t}\}$ of exogenous shocks is a
time-hoInogeneous Markov process with transition $P:Yarrow g(Y)$ .
Assumption 3.1 $P$ is continuous and $P(y)$ is aiomless for all $y\in Y$ .
There are $l$ perishable consumption goods in each period. The $(l+1)$-th good, money, can be stored
from one period to the ncxt. The commodity space is $R^{l+1}$ . There are no future markets. We assume
that the total stock of money is constant and equal to $\mathit{1}\mathrm{t}I>0$ .
Thc Ilulnber of agent $\mathrm{t}$ } $\mathrm{p}\mathrm{c}\mathrm{s}$ in each generation is $n$ . Each agent lives for 2 periods. For agents of $\mathrm{t}\}^{r}\mathrm{p}\mathrm{c}$
$i$ , the consumption set in a single period is $X^{i}=R_{+}^{l}$ .
The $\mathrm{I}$) $\mathrm{r}\mathrm{i}\mathrm{v}\mathrm{a}\mathrm{t}\mathrm{e}$ consuInption $\mathrm{e}\mathrm{n}\mathrm{d}\mathrm{o}\backslash \mathrm{v}\mathrm{m}\mathrm{c}\mathrm{n}\mathrm{t}\mathrm{s}$ for the first (young) period of agents of type $i$ is defined by
$c_{1}^{i}$ : $\mathrm{I}^{f}arrow R_{++}^{l}$ . $\epsilon_{2}^{i}$ : $\mathrm{I}^{\gamma’}arrow R_{++}’$ gives $\mathrm{t}1_{1}\mathrm{e}\mathrm{c}\mathrm{n}\mathrm{d}\mathrm{o}\backslash \mathrm{v}\mathrm{m}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{s}$of agents of type $i$ for tlle second (old) period.
Assunlption 3.2 $c_{1}^{i}$ and $c_{2}^{i}$ are $co\tau 1,tin?1ous$ for all $i$ .
$\mathrm{E}\dot{\mathrm{c}}\{\mathrm{c}\mathrm{h}$ agent has a $\backslash \cdot o\mathrm{n}.\backslash _{\mathrm{C}\mathrm{U}\mathrm{m}\mathrm{a}\mathrm{I}1\prime\perp}^{\gamma}\backslash 1\mathrm{o}\mathrm{r}\mathrm{g}\mathrm{c}11\mathrm{s}\mathrm{t}\mathrm{c}\mathrm{r}\mathrm{n}$ utility $\mathrm{f}\iota \mathrm{m}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{e}$) $\mathrm{r}$) $u^{i}$ elcfincd ovcr consumption goocls in
both $\mathrm{I}$) $\mathrm{c}\mathrm{r}\mathrm{i}\mathrm{o}\mathrm{d}\mathrm{s}$.
Assulnption 3.3 $u^{i}$ : $-1^{-i}\cross X^{i}arrow R$ is $bo1\iota 71dcdcontin\tau\iota ons$ fnnction $whi,ch$ is $strictl_{\mathrm{I}}/$ concavc, and
strictly increa.$\mathrm{s}i7t,g$ for all $i$ .
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With $e=(e_{1}^{i}, e_{2}^{i})_{i=1}^{n}$ and $u=(u^{i})_{i=1}^{n}$ , the primitives of the economy is $d=(P, e, u, M)$ .
The set of admissible price systems is given by
$\Delta=\{p=(q, r)\in R_{+}^{l}\cross R_{+}|\sum q_{i}+r=1\}$ .
$q$ is the vector of prices of consumption goods and $r$ denotes the price of money. Let $\Delta^{+}=\{p\in\Delta|q_{i}>$
$0,$ $i=1,$ $\cdots,$ $l\}$ and $\Delta^{++}=\{p\in\Delta^{+}|r>0\}$ .
Let $A^{i}=R_{+}^{l+1}$ be the action space of agent $i$ . For $a=(x, m)\in A^{i},$ $x$ is current consumption and
$m$ is saving,in terms of money, to be carried into the next period. Let $Z= \prod A^{i}\cross\prod A^{i}\cross\Delta$ be the
endogenous space. Ve define the state space $S$ as
$S= \{(y, (a_{1}, a_{2},p))\in Y\cross Z|\sum_{i}(x_{1}^{i}+x_{2}^{i})=\sum_{i}(e_{1}^{i}(y)+e_{2}^{i}(y)))\sum_{i}m_{1}^{i}=_{4}lI\}$ .
Next we consider the standard $\mathrm{o}\mathrm{p}\mathrm{t}\mathrm{i}\mathrm{n}\dot{\mathrm{u}}\mathrm{z}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ problem of agents. Let us first consider an old $\mathrm{a}_{\mathrm{o}}\sigma \mathrm{e}\mathrm{n}\mathrm{t}$ at
period $t$ . Given the current exogenous shock $y$ , price $p$ and the action $\overline{a}_{1}^{i}\in A^{i}$ that he took at period
$t-1$ , an old $\mathrm{a}_{\mathrm{o}}\sigma \mathrm{e}\mathrm{n}\mathrm{t}$ chooses a current consumption $x_{2}^{i}\in X^{i}$ to maximize his utility $u^{i}(\overline{x}_{1}^{i}, \cdot)$ subject to
$qx_{2}^{i}=qe_{2}^{i}(y)+r\overline{m}_{1}^{i}$ .
The solution of this problem is denoted $\phi_{i}(y,\overline{a}_{1}^{i},p)$ . Note that from Assumption 3.3 no solution exists
if $p\in\Delta\backslash \Delta^{+}$ . $\xi_{2}^{i}(y,\overline{a}_{1}^{i},p)-"(\phi^{i}(y,\overline{a}_{1}^{i},p), 0)$ is the action chosen by the old $\mathrm{a}_{\mathrm{o}}\sigma \mathrm{e}\mathrm{n}\mathrm{t}i$ . This defines the old
agent’s demand function,
$\xi_{2}^{i}$ : $Y_{t}\cross A_{t-1}^{i}\cross\Delta_{p}^{+}arrow A_{t}^{i}$ .
Next consider a young agent at period $t$ . A young agent makes a forecast of the equilibrium price
system and of the exogenous shock in the next period. By assumption, the agent’s expectation depends
only on the $\mathrm{c}\mathrm{u}\mathrm{n}\cdot \mathrm{e}\mathrm{n}\mathrm{t}$ exogenous shock, price system $\backslash \mathrm{v}\mathrm{h}\mathrm{i}\mathrm{c}\mathrm{h}$ is currelltly quoted and the equilibrium price
system that prevailed in the preceding period.
Assumption 3.4 The expectation funciion $\uparrow_{f’}/$) $i$ : $Y_{t}\mathrm{x}\Delta_{t-1}\mathrm{x}\Delta_{t}arrow g(Y_{t+1}\mathrm{x}\Delta_{\ell+1}^{+})$ is continuous for
all $i$ . The set $\Psi^{i^{\mathrm{d}}}=^{\mathrm{e}\mathrm{f}}$ { $\iota^{\prime i})|v^{/^{i}}$ is continuous.} is endowed with the compact-open topology3
Given the. current $\mathrm{e}\mathrm{x}_{i},0$genous shock $y$ . the current price $p_{\ell}$ , the $\mathrm{I}$) $\mathrm{r}\mathrm{e}\mathrm{v}\mathrm{i}\mathrm{o}\mathrm{u}\mathrm{s}$ equilibriurn price $p_{\ell-1}$ and the
expectation function $|p$ , a voung agent $\mathrm{s}$ choice among actions is madc in the usual dynamic program-
$\min_{\mathrm{o}}\sigma \mathrm{f}\mathrm{a}\mathrm{s}\mathrm{h}\mathrm{i}\mathrm{o}\mathrm{n}.\}_{\downarrow \mathrm{I}\mathrm{o}\mathrm{r}\mathrm{e}}$. preciselv. the} $\mathrm{o}\mathrm{u}\mathrm{n}_{\mathrm{o}}\sigma$ agent chooses $\mathit{0}_{1}^{i}$ to maximize, subject to his budget constraint
$q_{t}x_{1}^{i}+r_{l}m_{1}^{i}=q_{t}e_{1}^{i}(y),$ $\mathrm{t}l_{1}\mathrm{e}$ expected utility $v^{i}(y, \psi^{i},p_{\ell-1}, p_{\ell}, a_{1}^{i})$ dcfincd by
$v^{i}(y, \psi^{i},p_{\mathrm{t}-1}.p_{p}, a_{1}^{\mathrm{i}})=\int_{Y_{\iota+\mathrm{t}}\cross\Delta_{\iota+1}^{+}}u^{i}(x_{1}^{i}, \phi^{i}(\cdot, \mathit{0}_{1)}^{i}\cdot))\mathrm{d}\psi_{)}^{i}(y,p\iota-\iota,p_{t})$.
Thc optimal actions of $\mathrm{t}l\dot{\mathrm{u}}\mathrm{s}$ problem ie dcnoted by $\xi_{1}^{i}(y, \psi^{i},p\ell-\iota,p_{\mathrm{t}})$ .
If $p_{\mathrm{t}}\in\Delta_{p}^{+}\backslash \Delta_{\ell}^{++}/$ and agcnt $i$ haoe thc cxpcctation $\psi^{i}$ such that for sornc $(y,p_{\ell-1}),$ $\psi^{i}(y,p_{l}-\downarrow,p_{t})(1^{r}\cross$
$\Delta^{++})>()$ , thcn clcarl. no optiIn $\dot{‘}\iota 1$ solution cxists for agcnt $i$ . Rougbly $\mathrm{s}\iota$) $\mathrm{c}\mathrm{a}\mathrm{k}\mathrm{i}\mathrm{n}\mathrm{g}$, if $\mathrm{t},\mathrm{h}\mathrm{c}\iota$) $\mathrm{r}\mathrm{i}\mathrm{c}\mathrm{c}$ of $1\mathrm{n}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{C}$ }
is zrro in a }) $\mathrm{e}\mathrm{r}\mathrm{i}\mathrm{o}\mathrm{d}$ and a agcnt forccaests that it $\backslash \mathrm{v}\mathrm{i}\mathrm{l}\mathrm{l}$ bc positivc ill thc ncxt $1$) $\mathrm{c}\mathrm{r}\mathrm{i}\mathrm{o}\mathrm{d}$ , he will $\mathrm{i}\mathrm{I}\mathrm{l}\mathrm{f}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{t}\mathrm{c}\mathrm{l}.\backslash \cdot$
$;.\backslash \backslash 1\mathrm{J}[_{)}\mathrm{b}\mathrm{a}_{\wedge}\backslash \mathrm{c}\mathrm{r}\mathrm{o}\mathrm{r}\mathrm{t}1\iota\downarrow\backslash - 10$
}) $0\log \mathrm{v}$ is $\mathrm{g}\iota\backslash \mathrm{c}t1\mathrm{b}.\backslash$ sels of the $\mathrm{r}\mathrm{o}\mathrm{r}\mathrm{I}\mathrm{J}\mathrm{l}\{\psi\cdot|\mathrm{c}’’(D)\subset U\}$ [or $\mathrm{a}\mathrm{t}$ } $\mathrm{y}\mathrm{c}\mathrm{o}\mathrm{n}\tau \mathrm{p}‘\iota \mathrm{c}\mathrm{l}\mathrm{s}\mathrm{t}\mathrm{l}\mathrm{b}.\backslash \mathrm{c}\mathrm{t}D$ or) $\cross\Delta\cross\lrcorner \mathrm{a}\mathrm{l}\iota \mathrm{d}$
$\mathrm{a}\mathrm{t}\mathrm{t}\}$ opcn $\mathrm{s}\mathrm{u}\mathrm{R}\mathrm{t}$ [ or $\mathit{9}(1\cross\Delta^{+})$ . $\Psi$ is a.scparablc $\mathrm{l}\mathrm{t}\iota \mathrm{c}\mathrm{l}\mathrm{r}\mathrm{I}\mathrm{c}\mathrm{s}$ }) $\mathrm{a}\mathrm{c}\mathrm{c}$ with tllis topology $(1\backslash \mathrm{t}\mathrm{J}\mathrm{r}\mathrm{a}\iota \mathrm{o}\mathrm{w}\mathrm{s}\mathrm{k}\mathrm{i}[11], |)93- 9\cdot 1)$ .
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demand money. Hence in the sequel we assume that all agents in the economy have the expectation
$\psi^{i}\in\hat{\Psi}^{i}$ defined by
$\hat{\Phi}^{i}=$ { $\psi^{i}\in\Phi^{i}|p_{\ell}\in\Delta_{\ell}^{+}\backslash \Delta_{t}^{++}\Rightarrow\psi^{i}(y,p_{\ell-1},p_{t})(Y\cross\Delta_{\ell+1}^{++})=0$, for $\mathrm{a}\mathrm{U}(y,p_{t-1})\in Y\cross\Delta_{p-1}$ }.
Assumption 3.5 $\psi^{i}\in\hat{\Psi}^{i}$ for all $i$ .
Let $\hat{\Psi}=\prod\hat{\Psi}^{i}$ be the space of expectation profiles for a single generation in a single period.
Definition 3.1 A temporary equilibrium given $(y, s, \psi)\in Y_{\ell}\cross S_{\ell-1}\cross\hat{\Phi}_{\ell}$ is a pair of allocation and
price $(a_{1}^{*}, a_{2}^{*},p^{*})\in Z_{t}$ satisfying the following conditions,
(i) $a_{1}^{i*}\in\xi_{1}^{i}(y, \psi^{i},p_{\mathit{7}}p^{*})$ , for all $i$ ,
(ii) $a_{2}^{i*}=\xi_{2}^{i}(y, a_{2}^{i},p^{*})$ , for $\mathrm{a}\mathrm{l}\mathrm{i}i$ ,
(iii) $\sum_{i}(x_{1}^{i*}+x_{2}^{i*})=\sum_{i}(e_{1}^{i}(y)+e_{2}^{i}(y))$ ,
(iv) $\sum_{i}m_{1}^{i*}=i1I$ .
This is the standard temporary general equilibrium concept. Let $\{\tilde{\psi}_{t}\}_{\ell=1}^{\infty}$ be a $\hat{\Psi}$-valued stochastic
process on some probability space $(\Omega, \ovalbox{\tt\small REJECT}, Q)$ .
Definition 3.2 A temporary equilibrium process with respect to $\{\iota_{rt}^{\sim_{l}}’\}_{\ell=1}^{\infty}$ is a $S$ -valued $stochast\dot{\iota}c$ process
$\{\tilde{s}_{p}\}_{t=0}^{\infty}$ on $(\Omega, \ovalbox{\tt\small REJECT}, Q)$ such that it is almost surely the case that for all $t\geq 1(a_{\ell}^{1}, a_{\ell}^{2},p_{\ell})$ is a temporary
equilibrium given $(y_{\ell}, s_{t-1}, \psi_{\ell})$ .
The main result of this paper is as follows.
Theorem 3.1 Under assumptions from 3.1 to 3.5, $\dot{\iota}f\{\tilde{\psi}_{t}\}_{t=1}^{\infty}$ is an $i.i.d.$ process, then for arbitrary
economy $g$ there exists a time-homogeneous Markov temporary equilibrium process $\{\tilde{s}_{\ell}\}_{t=0}^{\infty}$ wiih respect
to $\{\psi^{\tilde{1}}\ell\}_{t\in 1}^{\infty}$ whosc transition admits an ergodic measure.
The proof of the theoreIn is relegated to subsequent subsections. The result ia Grandmont and
Hildenbrand [7] follows immediatel}’ from Theorem 3.1 when $?\tilde{\beta}_{t}$ is a constant mapping whose distribution
is some Dirac mcasure $\delta_{\psi}$ for all $t^{4}$ . In this case therc is no $\mathrm{p}\mathrm{o}.\mathrm{s}$ silrility that each generation may have
hetcrogcneous cxpectation.s. $\mathrm{W}l_{1}\mathrm{i}\mathrm{l}\mathrm{e}$ , in our sctting, even if $\{\tilde{\psi}_{t}\}_{p}^{\infty}=1$ is $\mathrm{i}.\mathrm{i}.\mathrm{d}.$ , the expectations of members
in cach generation arc in gelleral Ileterogeneous on a $\mathfrak{c}\mathrm{l}\mathrm{y}\mathrm{n}\mathrm{a}\mathrm{I}\mathrm{n}\mathrm{i}\mathrm{C}\mathrm{p}\mathrm{a}\mathrm{t}l\iota(_{\mathrm{L}^{\backslash ^{\backslash }p-1}},$ $\psi_{p)t=1}\backslash \infty$ of telnporary cquilibrium
process $\{_{\mathfrak{d}p}^{\sim}.’\}_{p=0}^{\infty}\backslash \mathrm{v}\mathrm{i}\mathrm{t}\mathrm{h}\mathrm{r}\mathrm{c}\mathrm{s}_{1})\mathrm{e}\mathrm{c}\mathrm{t}$ to $\{^{\sim}?_{r}’ p\}_{l=1}^{\infty}$ .
3.2 First Step: $\mathrm{t}l1\mathrm{e}$ Temporary Equilibrium Correspondence
In $\mathrm{t}1_{1}\mathrm{i}.\mathrm{s}.\mathrm{s}$ubscction, from dclnalld $\mathrm{c}\mathrm{o}\mathrm{r}\mathrm{r}\mathrm{e}\mathrm{s}\iota$) $\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{e}^{1}\mathrm{n}\mathrm{c}\mathrm{c}\mathrm{s}$ of $\mathrm{a}\mathrm{g}\mathrm{c}\mathrm{n}\mathrm{t}_{!}\mathrm{s}\backslash \mathrm{v}\mathrm{c}$ constrnct thc tclnporary cquilibrium
$\mathrm{c}\mathrm{o}\mathrm{r}\mathrm{r}\mathrm{c}\mathrm{s}_{1})\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{e}\mathrm{n}\mathrm{c}\mathrm{c}$ and }) $\mathrm{r}()\mathrm{v}\mathrm{e}$ tbc propcrtics.
$\mathrm{O}\mathrm{l}\mathrm{d}_{\dot{\mathrm{c}}}\iota \mathrm{g}\mathrm{c}\mathrm{n}\mathrm{t}’ \mathrm{s}$ dcnvancl filllctioIl $11\zeta\iota \mathrm{s}$ foll$\mathit{0}\backslash \mathrm{v}\mathrm{i}_{\mathrm{I}\mathrm{l}}\mathrm{g}1$) $\mathrm{r}\mathrm{o}\iota$) $\mathrm{c}\mathrm{r}\mathrm{t}\mathrm{i}\mathrm{c}\mathrm{s}$ .
Proposition 3.1 Undcr As.sumption 3.2 and 3.3.
1 $\mathrm{t}\mathrm{I}\mathrm{t}\mathrm{c}1$ ) $\mathrm{i}\mathrm{r}:\backslash \mathrm{C}\mathrm{I}\mathrm{t}\tau \mathrm{c}\mathrm{a}\mathrm{e}\mathrm{s}\mathrm{u}\mathrm{r}\mathrm{c}$ at $\mathrm{L}’ \mathrm{i}_{\backslash (1,\mathrm{c}\mathrm{I}11\mathrm{C}\mathrm{a}3\mathrm{u}\mathrm{r}\mathrm{c}\mathrm{t}1\iota \mathrm{a}\mathrm{l}\mathrm{a}_{\backslash }\backslash \mathrm{s}\mathrm{i}\mathrm{g}_{\mathrm{I}\mathrm{l}\mathrm{S}11\mathrm{I}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{n}\iota \mathrm{c}\mathrm{a}-\mathrm{b}1\downarrow \mathrm{r}\mathrm{c}\mathrm{t}\circ 11\iota \mathrm{c}\mathrm{s}\mathrm{i}\mathrm{r}\mathrm{l}}\mathrm{g}\mathrm{l}\mathrm{c}\mathrm{t}\mathrm{o}\mathrm{l}\iota\{\iota\}}.,$.
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(i) $\phi^{i}$ : $Y\cross A_{1}^{i}\cross\Delta^{+}arrow X_{2}^{i}$ is a continuous function.
(ii) Let the sequence $(y^{n},\overline{a}_{1}^{in},p^{n})\in Y\cross A_{1}^{i}\cross\Delta^{+}$ be convergent to $(y,\overline{a}_{1}^{i},p)$ such that $p\in\Delta\backslash \Delta^{+}$ . Then
$||\phi^{i}(y^{n},\overline{a}_{1}^{in},p^{n})||$ diverges to infinity.
PROOF: The correspondence $B_{2}^{i}$ : $Y\cross A_{1}^{i}\cross\Delta^{+}arrow X^{i}$ , where $B_{2}^{i}(y,\overline{a}_{1}^{i},p)=\{x_{2}^{i}\in X^{i}|qx_{2}^{i}=$
$qe_{2}^{i}(y)+r\overline{m}_{1}^{i}\}$ is clearly nonempty, compact-valued and continuous correspondence. Since $u^{i}(\overline{x}_{1}^{i}, \cdot)$ is
continuous and strictly concave, (i) follows from the Maximum theorem. (ii) is obvious from strict
monotonicity of $u^{i}$ . I
Clearly $\xi_{2}^{i}$ is also continuous.
Next we consider the optimization problem of young agents. The expected utility $v^{i}$ has the $\mathrm{f}\mathrm{o}\mathrm{U}\mathrm{o}\backslash \mathrm{v}\mathrm{i}\mathrm{n}\mathrm{g}$
properties.
Lemma 3.1 Under assumptions from 3.2 to 3.4, $v^{i}$ : $Y\cross\Psi^{i}\cross\Delta_{\ell-1}\cross\Delta_{\ell}^{+}\cross A_{1}^{i}arrow R\dot{u}$ a continuous
function.
PROOF: Let $(y^{n}, \psi^{in},p_{\ell-1}^{n},p_{\ell}^{n}, a_{1}^{in})arrow(y, \psi^{i},p_{\ell-1},p_{\ell}, a_{1}^{i})$ . Clearly,
$v^{i}(y, \psi^{i},p_{t-1},p_{p}, a_{1}^{i})=\int_{R}u^{i}(x_{1}^{i}, \cdot)\mathrm{d}\psi^{i}(y,p_{\ell-1},p_{t})\phi^{i^{-1}}(a_{1}^{i}, \cdot, \cdot)$.
Since from theorem 7.5 of Kelley [10, p.223], compact-open topology and jointly continuous topology is
coincident on $\Psi^{i}$ , we have $\psi^{in}(y^{n},p_{t-1}^{n}.p_{p}^{n})arrow\psi^{i}(y,p_{t-1},p_{t})$ . Define $\mu^{n}=\psi^{in}(y^{n},p_{\ell-1}^{n}p_{p}^{n})\phi^{i^{-1}}(a_{1}^{in}.\cdot, \cdot)$
and $\mu=\psi^{i}(y,p_{t-1},p_{\ell})\phi^{i^{-1}}(a_{1}^{i}, \cdot, \cdot)$ . Then we obtain $\mu^{\mathrm{n}}arrow\mu$ by theorem 68 of Hildenbrand [9, p.51].
$| \int u^{\mathrm{i}}(x_{1}^{\mathrm{i}n}, \cdot)\mathrm{d}\mu^{n}-\int u^{i}(x_{1}^{i}, \cdot)\mathrm{d}\mu|$ $\leq$ $| \int u^{i}(x_{1}^{in}, \cdot)\mathrm{d}\mu^{n}-\int u^{i}(x_{1}^{in}, \cdot)\mathrm{d}\mu|$
$+| \int u^{i}(x_{1}^{in}, \cdot)\mathrm{d}\mu-\int u^{i}(x_{1}^{i}, \cdot)\mathrm{d}\mu|$ . (1)
Since $\{u^{t}(x_{1}^{in}, \cdot)\}$ is uniformly bounded and equicontinuous, the first term of the right-hand side of (1)
converges to zero from theorem 6.8 of Parthasarathy [12, p.51]. The second term also converges to zero
because $u^{t}(x_{1)}^{in}\cdot)arrow u^{i}(x_{1}^{i}, \cdot)$ . Hence $v^{i}(y^{n}, \psi^{in},p_{t-1}^{n},p_{\ell}^{n}, a_{1}^{in})arrow v^{i}(y, \psi^{i},p_{\ell-1},p_{t}, a_{1}^{i})$ . I
Lemma 3.2 Consider $a_{1}^{i},$ $a_{1}^{\prime^{i}}\in\wedge 4_{1}^{i}$ such that $a_{1}^{i}\neq a_{1}^{\prime^{i}}$ . Under assumptions from 3.2 to 3.4,
for any $(y, \psi^{i}, p_{\ell-1},p_{p})\in Y\cross\Phi^{i}\cross\Delta_{\ell-1}\cross\Delta_{p}^{+}$ and $t\in(0,1),$ $v^{i}(y, \psi^{i},p_{p-1},p_{\ell}, ta_{1}^{i}+(1-,t)a_{1}^{\prime^{\mathrm{i}}}i)\geq$
$tu^{i}(y, \psi^{i},’ p_{t-1},p_{\ell}, a_{1}^{i}i)+,i(1-t)v^{i}(y, \psi^{i},p_{\ell-1}, p_{p}, a^{\prime^{i}}1)$. Incquality is strict if and only if (1) $x_{1}^{i}\neq x1$ or (2)
$x_{1}^{i}=x_{1}$ and $m_{1}^{i}\neq?n_{1}$ and $(y, \psi^{i},p_{\ell-1},p_{t})sat\dot{x}sfies$ that $\psi^{i}(y,p_{t-1},p_{t})(Y\cross\Delta^{++})>0$ .
PROOF: By dcfinition of $\phi^{i}$
$v^{i}(y, \psi^{i},p\ell-1,l^{y}\ell, \dagger a_{1}^{i}+(1-t)a_{1}^{\prime i})$
$=$ $\int\uparrow l|.(tx_{1}^{i}+(1-t)x_{1}^{;i}, \phi^{i}(ta_{1}^{i}+(1-t)a_{1}^{\prime l}, \cdot, \cdot))\mathrm{d}\psi^{\dot{l}}(y,p\ell-\mathrm{l}, p_{\ell})$
$\geq$ $\int 1l^{\dot{l}}(tx_{1}^{i}+(1-t).\mathrm{r}’, t\phi 1^{\cdot}(a_{\mathrm{I}}^{i}, \cdot, \cdot)+(1-t)\varphi^{i}(a_{1}’,,))\mathrm{d}\psi^{\mathrm{i}}’(y,p_{\iota-\iota,l^{J_{l})}}i.i..$ .
(1) is obvious fronl strict collca\ $\cdot$ itv of $n^{i}$ . Lct $rn_{1}^{i}>rn^{\prime^{i}}1$ . For $\dot{\epsilon}\mathrm{t}\mathrm{n}\mathrm{y}(\iota\hat{/},\hat{p}\iota+1)\in 1^{r}\cross\Delta_{\iota+1}^{+}\backslash \Delta_{\ell+1}^{++}$ thc budgct
coloetraints $B_{),\sim}^{i}(\mathit{1}\hat{/},\hat{I^{y_{l+1}a_{1}^{i}}},)$ and $B_{\mathit{2}}^{i}(|\hat{/},\hat{p}_{\ell+1}, a_{1}^{\prime^{i}})$ axe coincident $\mathrm{a}\mathrm{I}\iota \mathrm{d}1\iota \mathrm{c}\mathrm{n}\mathrm{c}\mathrm{c}\phi^{i}(l\hat{/},\hat{p}_{t+1}, a_{1}^{i})=(4^{i}(\hat{l}/,\hat{p}_{t+1},\mathit{0}_{1}^{l^{\dot{\mathrm{i}}}})$ .
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For any $(\hat{y},\hat{p}_{t+1})\in \mathrm{Y}\cross\Delta_{t+1}^{++}$ we have $\phi^{i}(\hat{y},\hat{p}_{t+1}, a_{1}^{i})\neq\phi^{i}(\hat{y},\hat{p}_{t+1}, a_{1}^{\prime i})$ from strict monotonicity of $u^{i}$ .
Hence when $\psi^{i}(y,p_{p-1},p_{\ell})(Y\mathrm{x}\triangle^{++})>0,$ (2) follows from strict concavity of $u^{i}$ , I
We can prove the following properties of demand correspondence $\xi_{1}^{i}$ .
Proposition 3.2 Under assumptions $f\tau om\mathit{3}.\mathit{2}$ to $S.\mathit{5}$,
(i) $\xi_{1}^{i}$ : $Y\cross\hat{\Psi}^{i}\cross\Delta_{t-1}\cross\Delta_{t}^{+}arrow A_{1}^{i}$ has a closed graph.
(ii) $\xi_{1}^{i}$ : $Y\cross\hat{\Psi}^{i}\cross\Delta_{t-1}\cross\Delta_{t}^{++}arrow A_{1}^{i}\dot{\iota}s$ a continuous function.
(iii) Let $(y, \psi^{i},p_{\ell-1},p_{t})\in Y\cross\hat{\Psi}^{i}\cross\Delta_{t-1}\cross(\Delta_{t}^{+}\backslash \Delta_{t}^{++})$ . $\xi_{1}^{i}(y, \psi^{i},p_{t-1},p_{t})$ is nonempty. If $a_{1}^{i}=(x_{1}^{i}, m_{1}^{i})\in$
$\xi_{1}^{i}(y, \psi^{i},p_{t-1},p_{t})$ , then $(x_{1}^{*}, tm_{1}^{i})\in\xi_{1}^{i}(y, \psi^{i},p_{t-1},p_{t})$ for all $t\geq 0$ .
PROOF:
(i) Let $(y^{n}, \psi^{in},p_{t-1}^{n},p_{t}^{n})arrow(y, \psi^{i},p_{t-1},p_{\ell})$ and $a_{1}^{in}arrow\overline{a}_{1}^{i}$ with $a_{1}^{in}\in\xi_{1}^{i}(y^{n}, \psi^{in},p_{t-1}^{n},p^{n})$ . The cor-
respondence $B_{1}^{i}$ : $Y\cross\hat{\Psi}^{i}\cross\Delta_{p}^{+}arrow A_{1}^{i},$
$\backslash \mathrm{v}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{e}B_{1}^{i}(y.’\psi^{i},p_{\ell})i=\{a_{1}^{i}\in A_{1}^{i}|p_{t}a_{1}^{i}=q_{\mathrm{t}}e_{1}^{i}(y)\}$
is clearly nonempty-
valued and continuous correspondence. Since $v1\mathrm{S}$ continuous from Lemma 3.1, $v^{i}(y^{n}, \psi^{\prime in},p_{t-1}^{n},p_{t}^{n}, a\dot{\mathrm{i}}^{n})\geq$
$v^{i}(y^{n}, \psi^{in},p_{t-1}^{n},p_{t}^{n}, a_{1}^{i})$ , for all $a_{1}^{i}\in B_{1}^{i}(y^{n}, \psi^{in},p_{\ell}^{n})$ implies $v^{i}(y, \psi^{i},p_{t-1},p_{t},\overline{a}_{1}^{i})\geq v^{i}(y, \psi^{i},p_{p-1},p_{t}, a_{1}^{i})$ ,
for all $a_{1}^{i}\in B_{1}^{i}(y, \psi^{i},p_{t})$. Hence $\overline{a}_{1}^{\mathrm{i}}\in\xi_{1}^{i}(y, \psi^{i},p_{t-1},p_{t})$. I
(ii) $B_{1}^{i}$ : $Y\cross\hat{\Psi}^{i}\cross\Delta_{t}^{++}arrow A_{1}^{\mathrm{i}}$ is clearly nonempty, compact-valued and continuous correspondence.
Then $\xi_{1}^{i}$ is nonempty-valued and u.s.c. on $Y\cross\hat{\Psi}^{i}\cross\Delta_{t-1}\cross\Delta_{t}^{++}$ by maximum theorem. Let $a_{1}^{i}$
$,a_{1}^{\prime i},\in i\xi_{1}^{i}(y,,\psi_{i}^{i},p_{\ell-1},p_{t})$ . From Lemma $3.2(\mathrm{i})x_{1}^{i}=x_{1}^{\prime i}$ . But this implies $m_{1}^{i}=m_{1}^{;i}$ since $q_{t}x_{1}^{i}+r_{t}m_{1}^{i}=$
$q_{t}x1+r_{t}m_{1}$ and $r_{t}>0$ . Hence $\xi_{1}^{i}(y, \psi^{i},p_{\ell-1},p_{t})$ contains only one point. Hence $\xi_{1}^{:}$ is a continuous
function.
(iii) From Assumption 3.5 we may restrict our attention to the state $(y,p)\in Y,\cross_{i}\Delta_{t+1}^{+}\backslash \Delta_{t+1}^{++}$ . While
in this case for any $a_{1}^{i}$ and $a_{1}^{\prime i}\in A_{1}^{\mathrm{i}}$ such that $x_{1}^{i}=x_{1}^{\prime^{i}}$ , we have $\phi^{i}(a_{1}^{i}, y,p)=\phi^{i}(a_{1}, y,p)$ . $\mathrm{N}\mathrm{o}\backslash \mathrm{v}$ consider
the problem of maximizing $v^{i}(y, \psi^{i},p_{\ell-1},p_{p}, \cdot)$ under $B_{10}^{i}(y, \psi^{i},p_{t})^{\mathrm{d}}=^{\mathrm{e}\mathrm{f}}\{a_{1}^{i}\in A_{1}^{i}|p_{\ell}a_{1}^{i}=q_{p}e_{1}^{i}(y), m_{1}^{f}=0\}$.
Let $\xi_{\mathit{1}0}^{i}(y, \psi^{i},p_{p-1},p_{t})$ be the optimal actions of this problem. We define the set
$\hat{\xi}_{1}^{l}(y, \psi^{i},p_{t-1},p\ell)=$ { $a_{1}^{i}=(x_{1}^{i},$ $m_{1}^{i})|\mathrm{f}\mathrm{o}\mathrm{r}$ some $(x_{1}^{i},0)\in\xi_{10}^{i}(y,$ $\psi^{i},p_{-1}‘,p\ell),$ $(x_{1}^{i},$ $m_{1}^{i})$ for all $m_{1}^{i}\geq 0$ }.
Then clearly $\hat{\xi}_{1}^{i}(y, \psi^{i},p_{\ell-1},p_{p})=\xi_{1}^{i}(y, ?_{\gamma}/^{i},,p_{t-1},p_{\ell})$ . While $\xi_{10}^{i}(y, \psi^{i},p_{\ell-1},p_{t})$ is nonempty from compact-
ncss of $B_{10}^{i}(y, \psi^{i}, p_{\ell})$ . Therefore $\xi_{1}^{\mathrm{i}}(y, ?_{r}^{\prime i}),p_{\ell-1},p_{p})$ is also nonempty. 1
We shall denote b.v $V(y, s, \psi)$ the set of temporary equilibria given $(y, s, \psi)$ . Now we define the
temporary equilibrium correspondence as
$lV:Y_{t}\cross S_{t-1}\mathrm{x}\hat{\Psi}_{p}\ni(y, s, \psi)\mapsto(y, V(y, .\mathrm{s},\psi))\subset S_{p}$.
We can prove thc following $\mathrm{p}\mathrm{r}\mathrm{o}_{\mathrm{P}}()\mathrm{s}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$.
Proposition 3.3 Under $assu7nptionsfro\tau n\mathit{3}.\mathit{2}$ to 3.5, $W$ is (i) noncmpty-valued, (ii) compact-valucd
and $u.s.c$ .
$\mathrm{p}_{\mathrm{R}OO1^{\tau}:}$.
(i) Fix $(y_{0}, .\mathrm{s}_{0}, \mathrm{t}_{0}’’)$ . For $\mathrm{a}\mathrm{I}1\}’p\in\Delta^{+}’$ , considcr thc sct ( $(p)$ of aggrcgatc cxccss dcnland,
$\zeta(p)=\sum_{1}$
.
$(\xi_{1}^{i}(y_{0}, \psi_{0}^{i}, p_{0},p)+\{\xi_{2}^{i}(y_{0}, a_{10}^{i}, p)\}-\{(c_{1}^{\mathrm{i}}(\iota/0)+c_{2}^{i}(y_{0}), \Lambda\prime I)\})$.
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We wish to find a $p^{*}$ such that $\mathrm{O}\in\zeta(p^{*})$ . Now from Proposition 3.1 and 3.2, $\zeta$ is a continuous function
on $\Delta^{++}$ . From Walras law, $p\in\Delta^{+},$ $z\in\zeta(p)$ imply $pz=0$ . Next consider a $\mathrm{i}\mathrm{n}\mathrm{c}\mathrm{r}\mathrm{e}\mathrm{a}\sin_{\mathrm{o}}^{\sigma}$ sequence of
compact, convex subsets $\Delta^{n}$ of $\Delta^{++}$ such that $\Delta^{++}\subset\cup\Delta^{n}$ . For each $n$ we define $Q^{n}$ as the convex
hull of ( $(\Delta^{n})$ . Then $Q^{n}$ is convex compact set. For any $z\in Q^{n}$ , let $\theta^{n}(z)$ be the set of prices $p\in\Delta^{n}$
which maeximize $p\cdot z$ . To each $(p, z)\in\Delta^{n}\mathrm{x}Q^{n}$ , associate the set $\theta^{n}(z)\cross\{\zeta(p)\}$ . This correspondence
has a fixed point. That is, there exists $p^{n}\in\Delta^{n}$ and $z^{n}=\zeta(p^{n})$ such that $pz^{n}\leq p^{n}z^{n}=0$ , for
all $p\in\Delta^{n}$ . This implies that $\{z^{n}\}$ is bounded. Indeed $\{z^{n}\}$ is clearly bounded below. And since
$p^{1}z^{n}\leq 0$ with $\mathrm{O}\ll p^{1}\in\Delta^{1},$ $\{_{\sim}^{\gamma}n\}$ is bounded above. We may therefore obtain convergent subsequences
$z^{n:}arrow z^{*}\in R^{l+1}$ and $p^{n}\cdotarrow p^{*}\in\Delta$ . Clearly $p^{*}\in\Delta^{+}$ , for otherwise, one collld contradict Proposition
3.1 $(\mathrm{i})$ . Since $\zeta$ has a closed graph on $\Delta^{+}$ , this implies $z^{*}\in\zeta(p^{*})$ . Finally $pz^{*}\leq p^{*}z^{*}=0$ for all $p\in\Delta^{+}$ .
It follows that $z^{*}\leq 0$ . Hence if $p^{*}\in\Delta^{++},$ $0=z^{*}\in((p^{*})$ . When $p^{*}\in\Delta^{+}\backslash \Delta^{++}$ , we have $z_{g}^{*}=0$ and
$z_{m}^{*}\leq 0$ , where $z^{*}=(z_{g}^{*}, z_{m}^{*})\in R^{l}\cross R$. From Proposition $3.2(\mathrm{i}\mathrm{i}\mathrm{i})$ , this implies $0\in((p^{*})$ in this case,
too.
(ii) Let us first prove the $\mathrm{f}\mathrm{o}\mathrm{U}\mathrm{o}\mathrm{w}\mathrm{i}\mathrm{n}\mathrm{g}$ Lemma.
Lemma 1 Let $X$ and $Y$ be metric spaces. $\phi$ : $Xarrow Y$ is compact-valued and u.s.c. if and only if
$x^{n}arrow x^{0},$ $y^{n}\in\phi(x^{n})$ implies there exists a subsequence $y^{n}$ . converging to some $y\in\phi(x)$ .
PROOF: (only if part) Since $\bigcup_{n=0}^{\infty}\{x^{n}\}$ is compact, $\bigcup_{n=0}^{\infty}\phi(x^{n})$ is also compact. Hence $y^{n}$ has a
convergent subsequence $y^{n}\cdotarrow y$ . Then $y\in\phi(x^{0})$ since $\phi$ has a closed graph. (if part) $\phi$ is clearly
$\mathrm{c}\mathrm{o}\grave{\mathrm{m}}$pact-valued. Suppose that for some $x^{0},$ $\phi$ is not u.s.c. $\dot{\mathrm{T}}$here exists an open set $U\supset$ \’e(x) and a
sequence $x^{n}\in V^{n}(x^{0})$ such that $V^{n}(x^{0})= \{x\in X|d(x^{0}, x)<\frac{1}{n}\}$ and $\phi(x^{n})\not\subset U$ . We have a sequence
$y^{n}\in\emptyset(x^{n})\cap U^{c}$ . Then there exists a subsequence $y^{n_{i}}arrow y\in\phi(x^{0})$ . This contradicts $y\in U^{c}$ . I
Hence it is sufficient to $\mathrm{s}\mathrm{h}\mathrm{o}\backslash \mathrm{v}$ that $(y^{n}, s^{n}, \psi^{n})arrow(y, s, \psi)$ and $\overline{s}^{n}\in \mathrm{V}V(y^{n}, s^{n}, \psi^{n})$ implies that there
exists a subsequence $\overline{s}^{n}’arrow\overline{s}\in W(y, s, \psi)$ . Since $\xi_{1}^{i}$ has a closed graph and $\xi_{2}^{i}$ is continuous, $\zeta(p, y, s, \psi)$
has a closed graph. it is easy to see that $\mathrm{T}\prime V$ itself has a closed graph. We claim that $\overline{s}^{n}=(\overline{y}^{n},\overline{o}_{1}^{n},\overline{a}_{2)}^{n}\overline{p}^{n})$
has a $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{v}\mathrm{e}\mathrm{r}_{\mathrm{o}}\sigma \mathrm{e}\mathrm{n}\mathrm{t}$ subsequence. Since $\overline{p}^{n}\in\Delta$ , there is a subsequence $\overline{p}^{n}’arrow p\in\Delta$ . Clearly $p\in\Delta^{+}$ , for
otherwise, one could contradict Proposition $3.1(\mathrm{i}\mathrm{i})$ . Since compactness of $\sum_{\backslash }^{(}e_{1}^{i}(Y)+e_{2}^{i}(Y))$ , there exists
$k\in R^{l}$ such that $\sum(e_{1}^{i}(y)+e_{2}^{i}(y))\ll k$ for all $y\in Y$ . Hence we havc $0 \leq x_{1}^{in}\leq\sum(e_{1}^{i}(y^{n})+e_{2}^{i}(y^{n}))\ll k$
and $0\leq m_{1}^{in}\leq$ it$f$ for all $n$ and $i$ . Then there is a convergent subsequence of $a_{1}^{n}$ . Therefore There
exists a subsequence $(\overline{y}^{n_{i}},\overline{o}_{1}^{n_{i}},\overline{a}_{2}^{n},\overline{p}^{n_{\iota}}|)arrow(\overline{y},\overline{a}_{1},\overline{o}_{2},\overline{p})\in Y\cross R^{l+1}\cross R^{l+1}\cross\Delta^{+}$ . Hence we have
$(\overline{y},\overline{o}_{1},\overline{c\iota}_{2},\overline{p})\in W(y, s, \psi)$ since $W$ has a closed graph. I
3.3 Second Step: the Expectations Correspondence
First, we can prove thc following $\mathrm{l}\mathrm{e}\mathrm{m}\mathrm{I}\mathrm{n}\mathrm{a}$. This lemma shows $\mathrm{t}_{}\mathrm{h}\mathrm{e}$ cxistctcc of a sclf-justified $.\mathrm{s}$et.
Lelnma 3.3 Undcr $as^{r}s\tau\iota mptxonsfrom.?.\mathit{2}$ to 3.5, For any statc $\backslash 9\in S$ there $i.\mathrm{s}$ a compaci sub.’ et $.I$ of
$S$ containing.s such $tf1,at\mathrm{T}V(1, J,\hat{\Phi})\subset J$ .
Pltoo $t^{\backslash }.$ : $\mathrm{A}\mathrm{s}\mathrm{s}\iota \mathrm{l}\mathrm{I}\mathrm{n}\mathrm{c}$ thc $1^{)\mathrm{r}()}\mathrm{p}\mathrm{o}\mathrm{s}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}11$ is falsc. Thcn tbcrc exists.50 $=(y_{0},$ $a_{10},$ $(\mathrm{J}_{\mathit{2}\mathrm{t}),l^{J}0})\in S$ sucb that for
$(^{\backslash }\backslash \cdot \mathrm{c}\mathrm{r}\mathrm{y}\mathrm{c}\mathrm{o}\mathrm{r}\mathrm{n}_{\mathrm{I}})\mathrm{a}\mathrm{c}\mathrm{t}\mathrm{s}\iota l)\mathrm{s}\mathrm{c}\mathrm{t}J\mathrm{c}o11\mathrm{t}\mathrm{a}\mathrm{i}\mathrm{I}\mathrm{l}\mathrm{i}_{\mathrm{I}\mathrm{l}}\mathrm{g}s_{0}\backslash \mathrm{v}\mathrm{c}1_{1}\mathrm{a}\backslash \cdot \mathrm{c}\mathrm{f}\dagger^{-}(l^{-}, J,\hat{\Psi})\not\subset.I$. Cioosc $p\in\Delta\backslash \Delta^{\prime+}$ such that $p\neq p_{0}$ .
Let $\mathrm{L}_{n}^{r}(I))=\{\approx\in R^{l+1}|d(\int?, \approx)<\frac{1}{n}\}$. $\mathrm{F}\mathrm{c}$) $\mathrm{r}$ somc $n$ we havc $p_{\mathit{0}}\not\in \mathrm{C}T_{n}(p)$ . $\Delta^{m}(1\mathrm{c}\mathrm{f}=\Delta\cap \mathrm{c}_{n+m}^{\tau}(p)^{c}$ is a
conlpact subsct of $\Delta^{\mathrm{I}}$ for all $m$. $\in N$ . Then $J^{in}=\{(y_{0}, a_{10}, a_{20})\}\cross\Delta^{r\gamma\iota}$ is a $\mathrm{s}\mathrm{c}\mathrm{q}\iota \mathrm{c}\mathrm{I}\mathrm{l}\mathrm{c}\mathrm{c}$ of compact subsct
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of $S$ containing $s_{0}$ . By assumption there exists $(y^{m}, s^{m}, \psi^{m})\in Y\cross J^{m}\cross\hat{\Psi}$ and there is $\overline{s}^{m}\in S$ such
that (1) $\overline{s}^{m}\in W(y^{m}, s^{m}, \psi^{m})$ and (2) $\overline{s}^{m}\not\in J^{m}$ . Clearly $\overline{p}^{m}arrow p\in\Delta\backslash \Delta^{+}$ . While the sequence $\{\overline{a}_{2}^{m}\}$ is
bounded. This is a contradiction to Proposition $3.1(\mathrm{i}\mathrm{i})$ . I
1
Next, we concretely constmct the expectations correspondence $\hat{G}$ . From Lemma 3.3 there exists a
nonempty compact set $J\subset S$ such that $W(Y, J,\hat{\Phi})\subset J$ . Let $W_{J}$ denote the restriction $W$ to $Y\cross J\cross\hat{\Psi}$ ,
that is,
$W_{J}$ : $Y_{t}\cross J_{t-1}\cross\hat{\Psi}_{t}arrow J_{t}$ .
$J_{t-1}$ and $J_{t}$ are identical. Fix $(s_{t-1}, \psi_{t})$ . This point $(s_{t-1}, \psi_{t})$ and an exogenous shock $y_{t}$ determine
corresponding i-period’s temporary equilibria, $W_{J}(y_{1}, s_{t-1}, \psi_{\ell})‘$. Now choose a selection $f$ from $\nu V_{J}$ .
Then $f(\cdot, s_{t-1}, \psi_{t})$ is a function which assigns a exogenous shock a corresponding temporary equilibrium.
Meanwhile, since t-period’s distribution of exogenous shocks is determined to $P(y_{\ell-1}),$ $Y_{t}$ is regarded
as the probability space $(Y_{t}, \ovalbox{\tt\small REJECT}(Y_{t}),$ $P(y_{t-1}))$ . In addition, if $f$ is a measurable selection from $\nu V_{J)}$ we
can obtain a distribution of $\mathrm{t}\mathrm{e}\mathrm{m}_{1}$) $\mathrm{o}\mathrm{r}\mathrm{a}\mathrm{r}\mathrm{y}$ equilibrium, $P(y_{\ell-1})f(\cdot, s_{t-1}, \psi_{\ell})^{-1}\in\ovalbox{\tt\small REJECT}(J_{t})$ . $\hat{G}(s_{t-1}, \psi_{t})$ is
constructed as the set of all t-period’s distributions of temporary equilibrium related to $(s_{t-1}, \psi_{t})$ . That
is,
$\hat{C_{\tau}}$ : $J_{\ell-\mathrm{l}}\cross\hat{\Psi}_{t}\ni(s, \psi)-\rangle\{P(y)f(\cdot, s, \psi)^{-1}.\in p(J_{t})|f^{m}\sim W_{J}\}\subset g(J_{t})$ .
Note that $\dot{G}$ is nonempty-valued. Indeed, since $W_{J}$ is clearly $\mathrm{n}\mathrm{o}\mathrm{n}\mathrm{e}\mathrm{m}\mathrm{p}\mathrm{t}\dot{\mathrm{y}}$ -valued, compact-valued and
u.s.c. from Proposition 3..3, there exists a measurable selection $f$ from $W_{J}$ by the Kuratowski-Ryll-
Nardzewski Theorem (Hildenbrand $[9],\mathrm{p}.55$).
Finally, we can prove the following property of $\hat{G}$ .
Proposition 3.4 Under assumptions $f\tau om\mathit{3}.\mathit{1}$ to 3.5, (i) $\hat{G}$ has a closed graph and (if) $\tilde{G}$ is convex-
valued.
PROOF: We claim that $\hat{\Psi}\subset\Psi$ is closed. it suffices to show that $\hat{\Psi}^{i}\subset\Phi^{i}$ is closed. Let $\psi^{in}arrow?\beta^{i}$ with
$\psi^{in}\in \mathrm{i}\hat{p}i$ . Choosc $p_{t}\in\Delta^{+}\backslash \Delta^{++}$ . For all $(y,p_{t-1})$ , we have $\tau\beta^{in}(y,p‘-1,p_{\ell})arrow\psi^{i}(y)p_{p-1)}p_{\ell})$ . (See the
proof of Lcmma 3.1.) Since $Y\cross\Delta^{++}\subset Y\cross\Delta^{+}$ is open, by thc theorem 6.1 of Parthasarathy [12, p.40],
$0= \lim_{\mathfrak{n}}\inf?_{\ulcorner}^{\prime:n}"(y,p_{\iota-1},p_{t})(Y\cross\Delta^{++})$.
$\geq\psi^{i}(y,p_{\ell-1},p_{\ell})(Y\cross\Delta^{++})$ .
HeIlce $\tau_{r}^{/}’(iy, p\downarrow-1,]^{)}\downarrow)(Y\cross\Delta^{++})=0$. $\backslash 1^{\mathrm{Y}}()\mathrm{w}$ PropositioIl 3.4 follows fronl theoreln 3.1 $\mathrm{a}\mathrm{J}\mathrm{l}\mathrm{d}.3.2$ of Blumc [1].
1
$\mathrm{N}o\backslash \mathrm{v}$ Theorcln 3.1 follows directly froIn Theorcnl $.1.’ \mathrm{F}$rom $\mathrm{P}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{o}\mathrm{s}\mathrm{i}\mathrm{t}_{0}\mathrm{i}\mathrm{o}\mathrm{n}3.4\hat{C_{\tau}}$ is convex-valued with a
closcd graph. $J$ is $\mathrm{c}\mathrm{o}\mathrm{m}_{\mathrm{I}}$ ) $\mathrm{a}\mathrm{c}\mathrm{t}\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}$ for all $(s, \mathrm{t}_{t}’")\in J\cross\hat{\Psi},\hat{C_{\tau}}(_{\backslash }\mathrm{s}, \psi)\subset P(J)$ . Thc assumptions of Thcorcm 2. 1
is all satisficd. Lct $\lambda\in p(\hat{\Phi})1)\mathrm{c}$ thc idclltical distribution of $\{\iota_{t}^{\sim}’,\iota\}_{t=1}^{\infty}$ . lVZen $G:J\cross\hat{\Phi}arrow\ovalbox{\tt\small REJECT}(J\cross\hat{\Psi})$ is
dcfillcd by $G(s, \dagger_{f}^{f}))--\mathrm{t}\prime l\otimes\lambda|\prime A\in\hat{C_{7}}(s, \psi’)\},$ $\backslash \mathrm{v}\mathrm{e}$ can $01_{)}\mathrm{t}\mathrm{a}\mathrm{i}\mathrm{n}$ an crgoclic $‘\backslash \mathrm{I}\mathrm{a}\mathrm{I}^{\cdot}1_{\backslash }\mathrm{e}$ )$\mathrm{v}\mathrm{c}\mathrm{c}[\mathrm{u}\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{b}\mathrm{r}\mathrm{i}\mathrm{u}\mathrm{I}\mathrm{n}(J\cross\hat{\Psi}, \Pi, l\iota\otimes\lambda)$
for G. $\mathrm{T}11(^{\mathrm{Y}}.\backslash \mathrm{I}(’\iota \mathrm{r}\mathrm{k}\mathrm{o}\dagger^{r}$ proccss $\{.;\sim‘-1,\acute{*}’ l\sim\}_{\iota=1}^{\infty}\mathrm{w}1_{1}\mathrm{i}\mathrm{c}\mathrm{h}$ is $\mathrm{C}\mathrm{O}\mathrm{I}\mathrm{l}_{\backslash }\mathrm{S}$ tructed $1_{)}\mathrm{y}(J\cross\tilde{\Psi}, \Pi, \mu \mathrm{C}^{)}\lambda)$ is clcarly thc rcquircd




PROOF OF THEOREM 2.1 : (This proof is adapted from Duffie et al. $[\{$)
$\vee$ , Theorem 1.1 and Corollary
1.1].)
The map $j$ is defined by $j$ : $g(S_{1})\ni\murightarrow\mu\otimes\lambda\in \mathit{9}(S_{1})$ \copyright $\lambda^{5}$ Clearly $j$ is bijective and linear.
Since $G$ is the composite correspondence of $j$ with $\hat{G},$ $G$ is convex-valued with a closed graph. Let $G_{J}$
be the restriction of $G$ to $J_{1}\cross J_{2}$ in both domain and range, that is, $G_{J}$ : $J_{1}\mathrm{x}J_{2}arrow\ovalbox{\tt\small REJECT}(J_{1})\otimes\lambda$, where
$G_{J}(s_{1}, s_{2})=\hat{G}’(s_{1}, s_{2})$ \copyright $\lambda$ . $C_{\tau_{J}}$ is also convex-valued with a closed graph. Let $m_{1}$ : $\ovalbox{\tt\small REJECT}(\mathrm{G}\mathrm{r}(G_{J}))arrow$
$g(J_{1}\cross J_{2})$ and $m_{2}$ : $P(\mathrm{G}\mathrm{r}(G_{J}))arrow g(P(J_{1})\otimes\lambda)$ be the restrictions to $P(\mathrm{G}^{\mathrm{t}}\mathrm{r}(G_{J}))$ of the functions
that give the marginals of distributions on $J_{1}\cross J_{2}\cross\ovalbox{\tt\small REJECT}(J_{1})\otimes\lambda$.
Lemma 1 For arbitrary $\theta\in P(J_{1}\cross J_{2})$ , there exists $\nu\in\ovalbox{\tt\small REJECT}(\mathrm{G}\mathrm{r}(G_{J}))$ such that $m_{1}(\nu)=\theta$ .
PROOF: There exists a measurable selection $\Pi\sim mG_{J}$ from the $\mathrm{K}\mathrm{u}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{o}\mathrm{w}\mathrm{s}\mathrm{k}\mathrm{i}- \mathrm{R}\mathrm{y}\mathrm{l}\mathrm{l}-\mathrm{I}\mathrm{A}\backslash$\dagger ardzewski Theorem
(Hildenbrand $[9],\mathrm{p}.55$ ). We define the function
$k:J_{1}\mathrm{x}J_{-},\ni(s_{1}.s_{2})rightarrow(s_{1}, s_{2}, \Pi(s_{1}, s_{2}))\in J_{1}\mathrm{x}J_{2}\cross\ovalbox{\tt\small REJECT}(J_{1})\otimes\lambda$ .
Clearly $k$ is measurable. For arbitrary $\theta\in \mathit{9}(J_{1}\cross J_{2})$ , we have a distribution $\theta k^{-1}\in \mathscr{P}(J_{1}\cross J_{2}\cross P(J_{1})\otimes$
$\lambda)$ . Then $\theta k^{-1}$ is obviously a measure in $g(\mathrm{G}\mathrm{r}(G_{J}))$ . Since for all $A\in\ovalbox{\tt\small REJECT}(J_{1}\cross J_{2}),$ $\theta k^{-1}(A\cross P(J_{1})\otimes\lambda)=$
$\theta(A)$ , we have $m_{1}(\theta k^{-1})=\theta$ . I
From Lemma 1 we can define the nonempty-valued correspondence $m_{1}^{-1}$ : $P(J_{1}\cross J_{2})arrow g(\mathrm{G}\mathrm{r}(G_{J}))$ .
$m_{1}^{-1}$ is clearly convex-valued $\backslash \mathrm{v}\mathrm{i}\mathrm{t}\mathrm{h}$ a closed graph. Let $C(J_{1})$ be the set of all continuous functions on
$J_{1}$ . Let $\Gamma$ : $C(J_{1})arrow C(J_{1}\cross J_{2})$ be the bounded linear operator which is defined by $\Gamma(f)(s_{1}, s_{2})=f(s_{1})$ .
For any $\eta\in P(\ovalbox{\tt\small REJECT}(J_{1}) \copyright \lambda)$ , we define the bounded linear $\mathrm{f}\mathrm{u}\iota \mathrm{l}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{a}\mathrm{l}$
$\Lambda$ : $C(J_{1}) \ni f\mapsto\int_{\mathit{9}(J_{1})3\lambda}\int_{J_{1}\cross J_{2}}\Gamma(f)(s_{1}, s_{2})\mathrm{d}\mu’$ \copyright $\lambda(s_{1}, s_{2})\mathrm{d}\eta(\mu’\otimes\lambda)\in R$ .
By the Reisz representation theorem (Royden [1.3], p. 357), there exists $E\eta\in \mathit{9}(J_{1})$ such that for all
$f\in C(J_{1})$
$\Lambda(f)=\int_{J_{1}}f\mathrm{d}E\eta$ .
This function $E:\mathscr{P}(g(.I_{1})\otimes\lambda)arrow \mathscr{P}(J_{1})$ is continuous and lincar. Since $E\mathrm{o}m_{2}\mathrm{o}\tau n_{1}^{-1}\mathrm{o}j$ : $g(J_{1})arrow$
$g(J_{1})$ is convex-valued with a closcd $g\mathrm{r}\mathrm{a}_{\mathrm{I}^{)})}\mathrm{h},$$l\mathrm{y}$ Fan-Glicksberg fixed point $\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{n}\iota$ this conespondencc
has a fixed point. Let $M$ be the set of fixed poillts of this $\mathrm{c}\mathrm{o}\mathrm{r}\mathrm{r}\mathrm{e}\mathrm{s}\iota$) $\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{e}\mathrm{n}\mathrm{c}\mathrm{e}$ . $\mathit{1}lI$ is $\mathrm{c}\mathrm{l}\mathrm{c}\epsilon\urcorner I$ ly $\mathrm{c}\mathrm{o}\mathrm{l}\mathrm{l}\backslash ’ \mathrm{e}\mathrm{x}$ and
compact.
We claim that for each $\mu\in \mathit{1}\backslash$[ thcrc is $\Sigma\sim m\hat{G}$ such that $\mu=\int\Sigma \mathrm{d}_{\mathit{1}}\iota\otimes\lambda$ . For each $/\mathit{1}\in M\mathrm{t}1_{1}\mathrm{e}\mathrm{r}\mathrm{e}$
cxists $\nu\in g(\mathrm{G}\mathrm{r}(G_{J}))$ such that $E\mathrm{o}$ ) $n_{2}(\nu)=j^{-1}\mathrm{o}m_{1}(\nu)=/r.$ . Then thcrc exists a $\mathrm{m}\mathrm{e}\mathrm{a}\mathrm{s}\mathrm{u}\mathrm{r}\mathrm{a}\dagger$ ) $[\mathrm{e}$
$P:J_{1}\cross J_{2}arrow g(g(J_{1})\mathrm{C}\overline{\mathrm{J}}\lambda)$ snch $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$
$u(E \cross F)=\int_{\Gamma_{\lrcorner}}P(.\mathrm{s}_{1}.s_{2})(F)\mathrm{d}_{l}x\otimes\lambda$, for all $E\in\ovalbox{\tt\small REJECT}(J_{1}\cross J_{2})$ and $F\in\ovalbox{\tt\small REJECT}(\ovalbox{\tt\small REJECT}(J_{1}) \copyright \lambda)$ .
Thc cxistcncc of $P$ call bc vcrificd froIn $\mathrm{D}\iota\iota \mathrm{d}\mathrm{l}\mathrm{e}^{\backslash }\mathrm{y}[4](1).269,$ $\mathrm{t}11\mathrm{c}\mathrm{o}\mathrm{r}\mathrm{t}^{\mathrm{Y}}\mathrm{m}$ 10.2.1).
Lemnla 2 $\int l=\int E\mathrm{o}P\mathrm{d},/\otimes\lambda$ .
$s\mathit{9}(J_{1})\Theta\lambda‘=.\{/\ell\Theta\lambda|/\iota\in \mathit{9}(J_{1})\}\mathrm{I}\iota 1$ .
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PROOF: From Reisz representation theorem, for $f\in C(J_{1})$ , we have two equations
$\int_{J_{1}\cross J_{2}}\int_{J_{1}}f\mathrm{d}E\mathrm{o}P\mathrm{d}\mu\otimes\lambda=\int_{J_{1}\cross J_{2}}\int_{\mathit{9}(J_{1})\otimes\lambda}\int_{J_{1}\cross J_{2}}\Gamma(f)\mathrm{d}\mu’\otimes\lambda \mathrm{d}P(s_{1}, s_{2})(\mu’\otimes\lambda)\mathrm{d}\mu\otimes\lambda$,
$\int_{J_{1}}f\mathrm{d}E(\int P(s_{1}, s_{2})\mathrm{d}\mu\otimes\lambda)=\int_{\mathit{9}(J_{1})\otimes\lambda}\int_{J_{1}\cross J_{2}}\Gamma(f)\mathrm{d}\mu’\otimes\lambda \mathrm{d}(\int P(s_{1}, s_{2})\mathrm{d}\mu\otimes\lambda)$ .
Then right-hand sides of this equations are equal. For, in general, we have for an arbitrary measurable
function $g$ on $g(J_{1})\otimes\lambda$
$\int_{J_{1}\cross J_{2}}\int_{\mathit{9}(J_{1})\otimes\lambda}g\mathrm{d}P(s_{1}, s_{2})\mathrm{d}\mu\otimes\lambda=\int_{\mathit{9}(J_{\mathrm{L}})\otimes\lambda}g\mathrm{d}(\int P(s_{1}, s_{2})\mathrm{d}\mu\otimes\lambda)$ . (2)
Indeed, it is easy to see that (2) holds for any characteristic functions and simple functions. For an
arbitrary measurable $g$ , there is an increasing sequence of simple functions which pointwisely converges to
$g$ . From monotone convergence theorem(Royden [13], p.265), (2) holds for $g$ . Hence for each $f\in C(J_{1})$ ,
$\backslash \mathrm{v}\mathrm{e}$ have
$\int_{J_{1}\cross J_{2}}\int_{J_{1}}f\mathrm{d}E\mathrm{o}P\mathrm{d}\mu\otimes\lambda=\int_{J_{1}}f\mathrm{d}E(\int P\mathrm{d}\mu\otimes\lambda)$ .
For any closed set $F$ of $J_{1}$ , we define $B_{n}(F)= \{s_{1}\in J_{1}|d(F, s_{1})<\frac{1}{n}\},$ $n\geq 1$ . There is a continuous
$\mathrm{f}\iota \mathrm{u}\mathrm{l}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}f_{n}$ on $J_{1}$ to $[0,1]$ such that $f_{n}$ is zero on $J_{1}\backslash B_{n}(F)$ and one on $F$ . Clearly $\lim f_{n}=\chi_{F}$ . From.
bounded convergence theorem(Royden [13], p.267),
$\lim\int_{J_{1}\cross J_{2}}\int_{J_{1}}f_{n}\mathrm{d}E\mathrm{o}P\mathrm{d}\mu\otimes\lambda=\lim\int_{J_{1}}f_{n}\mathrm{d}E(\int P\mathrm{d}\mu\otimes\lambda)$
$\Leftrightarrow$ $\int_{J_{1}\cross J_{2}}\int_{J_{1}}\lim f_{n}\mathrm{d}E\mathrm{o}P\mathrm{d}\mu\otimes\lambda=\int_{J_{1}}\lim f_{n}\mathrm{d}E(\int P\mathrm{d}\mu\otimes\lambda)$
$\Leftrightarrow$ $\int_{J_{1}\cross J_{2}}E\mathrm{o}P(F)\mathrm{d}\mu\otimes\lambda=E(\int P\mathrm{d}\mu\otimes\lambda)(F)$ .
Since every measure on a metric space is regular (Parthasarathy [12], p.27), we have $\int_{J_{1}\cross J_{2}}E\mathrm{o}P(A)\mathrm{d}\mu\emptyset$
$\lambda=E(\int P\mathrm{d}\mu\otimes\lambda)(A)$ for all $A\in\ovalbox{\tt\small REJECT}(J_{1})$ . Further $E( \int P\mathrm{d}\mu\otimes\lambda)=E(m_{2}(\nu))=\mu$ implie..s the required
result. 1
Next we will $\mathrm{s}\mathrm{h}\mathrm{o}\backslash \mathrm{v}$ that $E\mathrm{o}P(s_{1}, s_{2})\in\dot{G}(s_{1}, s_{2}),$ $\mu\otimes\lambda- \mathrm{a}.\mathrm{e}$ . Consider $f\in C(J_{1})$ and a constant $\epsilon\in R$ .
We define






$\{(s_{1}, s_{2})|\max\rho\in G(s_{1},s_{2})\int f\mathrm{d}\rho\leq\epsilon$ , $p(s_{1}, s_{2})(B)>0\}$ .
Lemma 3 $A\subset A’$ .
PROOF: Let $(s_{1}, .\mathrm{s}_{2})\in A$ .
$\epsilon<\int_{J_{1}}f\mathrm{d}E\mathrm{o}P(s_{1}, s_{2})$ $=$ $\int_{\mathit{9}(J_{1})\Theta\lambda}\int_{J_{1}\cross J_{2}}\Gamma(f)\mathrm{d},\iota’\emptyset\lambda \mathrm{d}P(s_{1}, s_{2})$
$=$ $\int_{I\mathit{3}}\int_{J_{\mathrm{t}}\cross J_{2}}\Gamma(f)\mathrm{d}\mu’\otimes\lambda \mathrm{d}P(s_{1}, s_{2})+\int_{J\mathit{3}^{\mathrm{c}}}\int_{J_{1}\cross J_{2}}\Gamma(f)\mathrm{d}\mu’\otimes\lambda \mathrm{d}P(s_{1}, s_{2})$
$\leq$ $\int_{B}\int_{J_{1}\cross J_{2}}\Gamma(f)(1_{\mathit{1}}\mathrm{J}^{l}$ \copyright $\lambda \mathrm{d}P(s_{1}, s_{2})+\int_{D^{\mathrm{C}^{\vee^{-}}}}\cdot \mathrm{d}P(s_{1}, s_{2})$
$=$ $\int_{B}\int_{J_{1}\cross J_{2}}\Gamma(f)\mathrm{d}\mu’\otimes\lambda \mathrm{d}P(s_{1}, .\mathrm{s}_{2})+\epsilon P(s_{1}, s_{2})(B^{c})$ .
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Thus $\backslash \mathrm{v}\mathrm{e}$ have
$\int_{B}\int_{J_{1}\cross J_{2}}\Gamma(f)\mathrm{d}\mu’\otimes\lambda \mathrm{d}P(s_{1}, s_{2})>(1-P(s_{1}, s_{2})(B^{c}))\epsilon$ .
Suppose $P(s_{1}, s_{2})(B)=0$ . Since $P(s_{1}, s_{2})(B^{c})=1$ , we have $0= \int_{B}\int_{J_{1}\cross J_{2}}\Gamma(f)\mathrm{d}\mu’\otimes\lambda \mathrm{d}P(s_{1}, s_{2})>0$ .
This is a contradiction. Hence $(s_{1}, s_{2})\in A’$ . I
Suppose that $\mu\otimes\lambda(A)>0$ . Then $\mu\otimes\lambda(A’)>0$ from Lemma 3. Since $\nu\in g(\mathrm{G}\mathrm{r}(G_{J}^{t}))$ and
$G_{J}(s_{1}, s_{2})\cap B=\emptyset$ for any $(s_{1}, s_{2})\in A’$ , we now have
$0= \nu(A^{l}\mathrm{x}B)=\int_{A’}P(s_{1}, s_{2})(B)\mathrm{d}\mu\Theta\lambda>0$.
This is a contradiction. By similar arguments, for each $f\in C(J_{1})$ we obtain
$\min_{\rho\in\hat{G}(s_{1},s_{2})}\int f\mathrm{d}\rho\leq\int f\mathrm{d}E\mathrm{o}P(s_{1}, s_{2})\leq\max\rho\in\dot{G}(s_{1},s_{2})\int f\mathrm{d}\rho,$ $\mu\otimes\lambda-a.e$ .
Suppose that for $\mu\otimes\lambda- \mathrm{a}.\mathrm{e}.(s_{1}, s_{2})’ E\mathrm{o}P(s_{1}, s_{2})\not\in\dot{G}(s_{1}, s_{2})$. Let $g(J_{1})’$ be the dual of $\ovalbox{\tt\small REJECT}(J_{1})$ . Since
$\hat{G}(s_{1}, s_{2})\subset \mathit{9}(J_{1})$ is a convex set, by separation theorem there is an element $F$ of $\mathscr{P}(J_{1})’$ such that
$F(E\mathrm{o}P(s_{1}, s_{2}))>F(\rho)$ for all $\rho\in\hat{G}(s_{1}, s_{2})$ . While $C(J_{1})$ is a weak* dense subset of $g(J_{1})’(\mathrm{S}\mathrm{c}\mathrm{h}\mathrm{a}\mathrm{e}\mathrm{f}\mathrm{e}\mathrm{r}[14$ ,
$\mathrm{p}.?])$ . Hence there exists $\overline{f}\in C(J_{1})$ such that $\int\overline{f}\mathrm{d}E\mathrm{o}P(s_{1}, s_{2})>\int\overline{f}\mathrm{d}\rho$ fo2 all $\rho\in\hat{G}(.\mathrm{s}_{1}, s_{2})$ . This is a
contradiction. Hence $E\mathrm{o}P(s_{1}, s_{2})\in\hat{G}(s_{1)}s_{2}),$ $\mu\otimes\lambda$ -a.e.
Choose arbitrary $\Sigma’\sim\hat{G}m$ . Define the function $\Sigma$ on $J_{1}\cross J_{2}$ whose value $\mathrm{e}\mathrm{q}\mathrm{u}$.als to $E\mathrm{o}P(s_{1}, s_{2})$ on $\mu\otimes\lambda$
$- \mathrm{a}.\mathrm{e}.(s_{1}, s_{2})$ and $\Sigma’(s_{1}, s_{2})$ on the colIlplement. Then $\Sigma^{m}\sim\hat{G}$ . From Lemma 2, we have $\mu=\int\Sigma\mu\otimes\lambda$ .
Define $\Pi(s_{1}, s_{2})=\Sigma(s_{1}, s_{2})8\lambda$ , and now we have $\Pi^{m}\sim G_{J}$ such that $\mu$ \copyright \mbox{\boldmath $\lambda$}= $\int$ \Pi \mu \otimes \mbox{\boldmath $\lambda$}.
Finally we show that there exists }$l\in M$ such that $\mu\otimes\lambda$ is an ergodic measure for some measurable
selection II from $G_{J}$ . Let $\mu$ \copyright \mbox{\boldmath $\lambda$} be an extreme point of $M\otimes\lambda$ 6 and II be the measurable selection from
$G_{J}$ associated with $\mu_{\mathcal{L}}^{Cj}\lambda$. Extreme points exist by the Krein-Milmalu theorem(Royden [13, p.242]). Let
$F\subset J_{2}$ be the support of $\lambda$ . We first prove the following lemma.
Lemma 4 If for some $E\subset J_{1},$ $E\cross F$ is a $\mu$ \copyright $\lambda$-invariant set, then $/\iota\otimes\lambda(E\cross F)=1$ or $0$ .
PROOF: Suppose that $\mu\otimes\lambda(E\cross F)\in(0,1)$ . Since $E\cross F$ is /4 \copyright $\lambda- \mathrm{i}\mathrm{n}\mathrm{v}\mathrm{a}\mathrm{r}\mathrm{i}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{t},$ $E^{c}\cross F$ is also $f’\otimes\lambda-$
invariant. Let $\nu$ and $?\gamma 1$) $\mathrm{e}$ the conditional probability of $\mu\otimes\lambda$ relative to $E\cross F\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}E^{c}\cross F$ rcspectively.
That is,
$\nu(A)^{\mathrm{d}}=^{\mathrm{e}\mathrm{f}}\frac{\}\ell\otimes\lambda(A\cap(E\cross F))}{\mu\Theta\lambda(E\cross F)}$. $\eta(A)^{\mathrm{d}}=^{\mathrm{c}\mathrm{f}}\frac{t^{l}\otimes\lambda(A\cap(E^{c}\cross_{\backslash }F))}{\mu\otimes\lambda(E^{c_{\vee}}\cross F)}$ , for all $A\in\ovalbox{\tt\small REJECT}(J_{1}\cross J_{2})$ .
$\mathrm{C}^{2}1\mathrm{e}\mathrm{a}\mathrm{r}\mathrm{l}\mathrm{y}\nu$ and $\eta$ arc elements of $P(J_{1})\mathfrak{O}\lambda$ . We claim that $\nu$ and ,, arc invariant Inoasures for $\Pi.$ SiIlcc
$\mu\otimes\lambda$ is an $\mathrm{i}\mathrm{n}\backslash \cdot \mathrm{a}\mathrm{r}\mathrm{i}\mathrm{a}\mathrm{n}\mathrm{t}$ measurc for $\Pi,$ $\backslash \backslash ’ \mathrm{C}$ have $/l \emptyset\lambda(A\cap(E\mathrm{x}F))=\int\Pi(A\cap(E\cross F))(^{-}.,1, .\backslash 2)\mathrm{c}1,l\mathfrak{O}\lambda$ for
all $A\in\ovalbox{\tt\small REJECT}(J_{1}\cross J_{2})$ . Hcncc
$u(A)= \int\frac{\Pi(.\mathrm{s}_{1},.\mathrm{s}_{2})(A\cap(E\cross F))}{\int l\otimes\lambda(E\cross F)}\mathrm{d}\mu\otimes\lambda$ .




Since $\mu\otimes\lambda$ is an invariant measure and $E\cross F$ is a $\mu\otimes\lambda$ -invariant set, we have
$\mu\otimes\lambda(A\cap(E\cross F))$ $=$ $\int\int\Pi(s_{1}, s_{2})(A\cap(E\cross F))\Pi(s_{1}’, s_{2}’)(\mathrm{d}s_{1}, \mathrm{d}s_{2})\mathrm{d}\mu\otimes\lambda(s_{1}’, s_{2}’)$
$=$ $\int.\int_{E\cross F}\Pi(s_{1}, s_{2})(A\cap(E\cross F))\Pi(s_{1}’, s_{2}’)(\mathrm{d}s_{1}, \mathrm{d}s_{2})\mathrm{d}\mu\otimes\lambda$
$=$ $\int\int_{E\cross F}\Pi(s_{1}, s_{2})(A)\Pi(s_{1}’, s_{2}’)(\mathrm{d}s_{1}, \mathrm{d}s_{2})\mathrm{d}\mu\otimes\lambda$
$=$ $\int\int\Pi(s_{1}, s_{2})(A)\Pi(s_{1}’, s_{2}’)((E\cross F)\cap(\mathrm{d}s_{1}, \mathrm{d}s_{2}))\mathrm{d}\mu\otimes\lambda$ .
Hence
$\frac{\mu\otimes\lambda(A\cap(E\mathrm{x}F))}{\mu\otimes\lambda(E\cross F)}$ $=$ $\int\int\Pi(s_{1}, s_{2})(-4)\frac{\Pi(s_{1}’,s_{2}’)((E\cross F)\cap(\mathrm{d}s_{1},\mathrm{d}s_{2}))}{\mu\otimes\lambda(E\cross F)}\mathrm{d}\mu\otimes\lambda$
$=$ $\int\Pi(s_{1}, s_{2})(A)\mathrm{d}(\int\frac{\Pi(s_{1}’,s_{2}’)((E\cross F)\cap(\cdot))}{\mu\otimes\lambda(E\cross F)}\mathrm{d}\mu\otimes\lambda)$ .
Therefore we have $\nu(A)=\int\Pi(s_{1}, s_{2})(A)\mathrm{d}\nu$ . In the same way we can prove that $\eta$ is an invariant
measure for $\Pi$ . $\nu$ and $\eta$ turn out to be elenlents $\mathrm{o}\mathrm{f}_{-}\mathrm{t}I\otimes\lambda$ . Now we have $\mu\otimes\lambda=\mu(E)\nu+(1-\mu(E))\eta$ ,
which contradicts the fact that $\mu\otimes\lambda$ is an extreme point of $M\otimes\lambda$ . I
Let $D\subset J_{1}\cross J_{2}$ be a $\mu\otimes\lambda$ -invariant set. Let $F$ be the support of $\lambda$ . Then there exists an $A\cross F\subset D$
such that $\Pi(s_{1}, s_{2})\in A\cross F$ for all $\mu\otimes\lambda- \mathrm{a}.\mathrm{e}.(s_{1}, s_{2})\in D$ . From Lemma 4, $\mu\emptyset\lambda(A\cross F)$ is zero or one.
If $\mu\otimes\lambda(A\cross F)=1$ , we have $\mu\otimes\lambda(D)=1$ . Suppose that $\mu$ \copyright $\lambda(((J_{1}\cross F)\backslash (A\cross F))\cap D)>0$ when
$\mu\otimes\lambda(A\cross F)=0$ . We have
1 $=$ $\{l\otimes\lambda((J_{1}\cross F)\backslash (A\cross F))$
$–$ $\int_{(J_{1}\cross F\backslash A\cross F)\cap D}\Pi(s_{1}, s_{2})(J_{1}\cross F\backslash A\mathrm{x}F)\mathrm{d}\mu\otimes\lambda$
$+ \int_{(J_{1}\cross F\backslash A\cross F)\backslash D}\Pi(s_{1}, s_{2})(J_{1}\cross F\backslash A\cross F)\mathrm{d}_{l^{A}}\otimes\lambda$
$<$ 1.
This is a contradiction. Hence if $\mu\emptyset\lambda(A\cross F)=0,$ $\backslash \mathrm{v}\mathrm{c}$ have $\mu,$ $\lambda(D)=0$ . Therefore $\mu$ \copyright \mbox{\boldmath $\lambda$} is an ergodic
measure for $\Pi$ . I
references
[1] L. E. Bluec. ‘ Ncw tccllIliques for the stucly of $\mathrm{s}\mathrm{t}\mathrm{o}\mathrm{c}1_{1}\mathrm{a}.\mathrm{s}\mathrm{t}\mathrm{i}\mathrm{c}\mathrm{c}\mathrm{q}\mathrm{u}\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{l}$ )riuIn processcs”. Journal of
Mathemaf,ical Economics, $l^{r}\mathrm{o}1.9,1^{)}\mathrm{I}$). 61-70, 1982.
[2] D. S. Christianscn and $.\backslash$I. $\mathrm{I}\backslash$ . $\mathrm{M}_{\mathrm{c}}\iota \mathrm{j}\iota \mathrm{I}\mathrm{n}\mathrm{d}\mathrm{a}\mathrm{r}$ . “On $.\mathrm{s}1\iota \mathrm{i}\mathrm{f}\mathrm{t}\mathrm{i}_{\mathrm{I}\mathrm{l}}\mathrm{g}$t,clnporary $\mathrm{c}\mathrm{q}\tau 1\mathrm{i}\mathrm{l}\mathrm{i}1$ ) $\mathrm{r}\mathrm{i}\mathrm{u}\ln^{r}’$ . $.Io1\iota\tau nal$ of Econo $\tau nic$
thcory. Vol. 16, $1^{)}1$). $1- 9$ , 1977.
[3] J. L. Doob. Stochastic $Proces_{\backslash }\triangleleft cs$ . $\mathrm{W}\mathrm{i}\mathrm{l}\mathrm{c}.\backslash \cdot,$ $19\acute{0}3$ .
[4] $\Gamma \mathfrak{i}..\backslash$ I. $\mathrm{D}\mathrm{u}(11(^{\backslash }\mathrm{y}$. $F\iota$ tin.l $A\tau$ } aly.si.8( $?\iota d$ Probability. $11_{\dot{\mathrm{c}}}^{-}\iota \mathrm{d}.\searrow\backslash \mathrm{v}\mathrm{c}$) $\mathrm{r}\mathrm{t}1_{1}$ , Inc.. 1989.
[\={o}] D. $\mathrm{D}\iota 1\mathrm{f}\mathrm{f}\mathrm{i}\mathrm{c},$ .T. $\mathrm{G}\mathrm{c}\dot{\mathrm{c}}111‘\iota \mathrm{k}\mathrm{c}$)1) $10.\backslash ^{\backslash }$ . A. $\wedge\backslash \mathrm{I}_{\dot{c}}\backslash .\backslash$ -Colcll, $\dot{\mathrm{c}}\mathrm{l}\mathrm{J}\mathrm{l}\mathrm{d}$ A. $\perp\backslash \mathrm{I}\mathrm{c}\mathrm{L}\mathrm{c}\mathrm{n}\mathrm{n}:\iota \mathrm{n}$ . ‘Stationirr} Markov $\mathrm{c}(\{\mathrm{l}\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{b}\mathrm{r}\mathrm{i}\mathrm{a}$”.
$Econo\tau r|,ctrica,$ $1^{-}o1.62$ , pp. $\overline{(}45-81$ , 1994.
93
[6] J. M. Gran&nont. ‘Temporary general equilibrium theory,”. Econometrica, Vol. 45, No. 3, pp.
$53\overline{0}-572$ , 1977.
[7] J.-M. Grandmont and W. HildeIlbrand. “Stochastic processes of temporary equilibria”. Journal of
Mathematical Economics, Vol. 1, pp. 247-77, 1974.
[8] M. F. Hellwig. $‘\dot{‘}\mathrm{S}\mathrm{t}\mathrm{o}\mathrm{c}\mathrm{h}\mathrm{a}\mathrm{s}\mathrm{t}\mathrm{i}\mathrm{c}$ processes of temporary $\mathrm{e}\mathrm{q}\iota\dot{\mathrm{u}}\mathrm{l}\mathrm{i}\mathrm{b}\mathrm{r}\mathrm{i}\mathrm{a}- \mathrm{a}$ note”. Journal of Mathematical
Economics, Vol. 7, pp. 287-99, 1980.
[9] W. Hildenbrand. Core and $Equil\dot{\iota}bria$ of a Large Economy. Princeton University Press, Princeton,
1974.
[10] J. L. Kelley. General Topology. No. 27 in GTM. Springer-Verlag, 1955.
[11] K. $\mathrm{K}\mathrm{u}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{o}\backslash \mathrm{v}\mathrm{s}\mathrm{k}\mathrm{i}$ . Topology, $l\cdot 01.2$ . $\mathrm{A}\mathrm{c}\mathrm{a}\mathrm{d}\mathrm{e}\mathrm{n}\dot{\mathrm{u}}\mathrm{c}$ Press, 1968.
[12] K. R. Parthasarathv. Probabflity Measures on Metric Spaces. Academic Press, 1967.
[13] H. L. Ro.vden. Real Analysis. Macmillan, $\mathrm{t}\mathrm{l}\dot{\mathrm{u}}\mathrm{r}\mathrm{d}$ edition, 1988.
[14] H. H. Schaefer. Topological Vector Spaces. -No. 3 in GTM. Springer-Verlag, 1971.
[15] S. E. Spear and S. Srivastava. $‘’\perp\backslash \mathrm{I}\mathrm{a}\mathrm{r}\mathrm{k}\mathrm{o}\mathrm{v}$ rational expectations equilibria in an $0\backslash ^{r}\mathrm{e}\mathrm{r}\mathrm{l}\mathrm{a}\mathrm{p}\mathrm{p}\mathrm{i}\mathrm{n}_{\mathrm{o}}\sigma$ genera-
tions model,”. Journal of Economic Theory, Vol. 38, pp. 35-62, 1986.
94
