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1. 
A linear homogeneous nth order differential equation is said to be discon- 
jugate on an interval I if none of its solutions have more than n - 1 zeros 
on I (where the zeros are counted with their multiplicities). If it is merely 
known that no solution has an infinite number of zeros on I, the equation 
is said to be non-oscillatory on the interval. The question as to how the 
disconjugacy or non-disconjugacy of an equation of order larger than 2 
is reflected in its coefficients is of obvious interest, and it has been studied 
by a number of authors [Z-13]. While this work has resulted in some necessary 
conditions for the disconjugacy of certain classes of equations, no nontrivial 
sufficient conditions seem to be known for equations of order higher than 4 
if I is an interval (a, co) (the case of principal interest). The following theorem 
furnishes conditions of this type. 
THEOREM I. If R(x) is positive and non-increasing on [0, RI), and 
s 
M p/“(x) @m-l dx < 00, (1) 
fura#~~p~[l,n], thentheepztims 
y(n) + R(x) y = 0 (2) 
and 
y(n) - R(x) y = 0 (3) 
are non-oscillatory on [0, 03). Moreover, there exists a posib’ve number c such 
that the equations me dimmjugate in (c, CO). 
For gieren p, and n > 3 (and also for n = 2 and equation (2)), condition (1) 
is sharp in the sense that x(~IP)-~ cannot be replaced by a lower power of x. 
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We note here that, for n = 2,3,4 the non-oscillation of Eqs. (2) and (3) 
implies the existence of a positive c such that the equations are disconjugate 
in, (c, co). Whether or not this is also true for n > 4 is an open question, 
Theorem I will be a consequence of the following stronger result. 
THEOREM II. If p > 1, there exists a positive constant A, which depena5 
on n and p, but not on a and b, such that 
I 
b 
W”(x)(x - u)(“l- dx > A (O<a<b<co) (4) 
a 
if either (2) OY (3) has a sohstion which has 11 zeros in [u, b]. 
It is easy to see that, except for the statement concerning sharpness, 
Theorem II implies Theorem I. If p < n and condition (1) holds, the 
left-hand side of (4) can be made smaller than A by taking a large enough. 
According to Theorem II, no solution of (2) or (3) can then have more 
than n - 1 zeros in (a, co). 
2. 
If y is a function of class Cn[O, co) which has a zero of order 
K(1 < k < n - 1) at x = a and a zero of order n - K at x = b (b > a), 
we shall say that y satisfies the boundary conditions U,(y; a, b) = 0. It is 
known [7, IO] that, if (2) or (3) has a solution with n zeros in [a, c], there 
exists a number b in (a, c] and a solution y of the equation such that y 
satisfies the conditions U,(y; a, b) = 0 for some k. It is thus sufficient to 
prove (4) for the interval [a, b] corresponding to this solution y. 
If g(x,f) is the Green’s function of the differential operator Mu = zP 
for the boundary conditions lJ,,-,(u; a, b) = 0, then 
y(t) = s” g(x, t) R(x) y(x) dx = Ly. 
a 
(5) 
This formula holds for both equations (2) and (3). The reason a negative 
sign does not appear in one of the two representations (5) is that, in the case 
of equation (2), n - k is an odd number, while n - k is even for Eq. (3), 
[7,10]; the two Green’s functions are thus different. 
If 
(4 v) = 1; u(x) 44 0% 
and we define the operator L* by 
L*Y = w ,I g(4 X)Y(X) & (6) 
we have (u, Lv) = (L* u, v ) , i.e., L* is the operator adjoint to L. 
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We now consider the integral equation 
w = liL*Lw 
or, written explicitly, 
w(t) = h 
I 
b qx, t) w(x) dx 
a 
(7) 
(8) 
where K(x, t) is the symmetric kernel 
The kernel K(x, t) is positive-definite, and the smallest eigenvalue X of (7) is 
given by 
1 
- = sup@, L*Lu) = sup(Lu, Lu), h (10) 
where I( ranges over all functions in L2(a, a) for which (u, U) = 1. If y is 
the (normalized) solution of (5), it follows from (10) that 
; 3 (LY,LY) = (YIY) = 1, 
and thus 
A < 1. 
We shall show that, under the assumptions made, 
(11) 
p:2P 
s 
b #!“(x)(x - a)(“!- dx > A, (P 2 11, (12) a 
where A depends on p and n only. In view of (1 l), this will prove (4). 
If we set 
the integral equation (8) takes the form 
u(t) = X j-b G(x, t) R2(x) U(X) dx 
a 
where, according to (9), G(x, t) is the symmetric kernel 
G(x, t> = 1” dx, 5) g(t, 5) a. a 
(13) 
(14) 
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The integral equation (13) is equivalent to the differential equation 
ZP) - (-l)nXP(x) U = 0 (15) 
with the boundary conditions 
u = *’ = . . . = &+I) = &L) = @+I) = . . . = u(2n--h'-l) = 0 , x=a 
WI 
and 
u = u' = . . . = Uwa-k-l) = U(n) = U(n+l) = . . . = &%fB-1) = 0, x = b. 
(17) 
This follows from the observation that, by the definition ofg(x, t), the function 
W(t) = J" g(x, t) w(x) dx 
a 
satisfies the boundary conditions lJ,(W, a, b) = 0 and the relation 
Wyt) = w(t). 
Similarly, if g,(x, t) is the Green’s function of Mv E TP) for the “adjoint” 
boundary conditions U&v; a, b) = 0, the function 
w = 1” g,(x, t) 44 fix 
D 
satisfies P)(t) = s(t) and the boundary conditions U,-,(S; a, b) = 0. It is 
well known (and easily confirmed with the help of Green’s identity for 
the operator M) that g,(x, t) = (-l)“g(t, x). In view of the definition (14) of 
G(x, t) it follows therefore that the function 
T(t) = j-” G(x, t) R2(x) u(x) dx 
a 
satisfies the boundary conditions (16)-(17) and the identity 
T@n)(t) = (- l)W(t) u(t). 
Since, by (13), u(t) = XT(t), this establishes the equivalence of the integral 
equation (13) and the differential system (15)-(16)-(17). 
3. 
By classical results, the lowest eigenvalue h of this system may also be 
defined by 
1 
- = ““yP h I b w4 fw h, a 
w 
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where the functions y satisfy the boundary conditions (16)-(17), are nor- 
malized by 
and possess continuous derivatives of the order max[2n - k - 1, n + k - 11. 
Hence, the number h defined by (18) is subject to the inequality (11). 
We now make use of the fact that any non-negative non-increasing 
function on [u, b] can be approximated by finite sums of the form 
ql(x) + ** * + %~,(X), a” > 0, v = l,..., m, (20) 
where Y,(X) is the characteristic function of the interval [a, xV] and 
a < x1 < x2 < .*. < x, < b. We apply this, in particular, to the non- 
negative, non-increasing function Rl’p(x) (p > 1). If R1@ is of the form (20) 
we have, by Minkowski’s inequality, 
[I: R2y2 dx]li2* = r,; ( gl a,,rv)zs y2 d~]“~’ 
where 
b 
rfpy” dx = sup a 
f 
=v 
y c 
ys dx. 
Since (21) holds for all the functions y admissible in (18), we thus have 
Hence, if u(x) is a non-decreasing function in [a, b], it follows that 
whence, in view of 
(22) 
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and 
j-” Y, du(x) = jz’ da (x) = u(xJ - a(a), 
a a 
WP 
s 
b RI/p da(x) > itf h~Iz”[u(xy) - u(a)]. 
a 
If we set U(X) = (x - u)nlp, we thus obtain the inequality 
Accordingly, (12) will be proved if we can show that there exists a positive 
constant B such that 
hy(xv - 42n 2 B, (23) 
where h is defined in (22) (and the admissibility conditions for the functions y 
are the same as in the definition of h in (18)). 
The value of the right-hand side of (22) cannot decrease if we enlarge 
the class of admissible functions y by dropping the boundary condition (17), 
and we may thus conclude that 
L 
&+ 
(24 
where A, is the lowest eigenvalue of the differential equation 
Y (W - (-1yyy = 0 
with the boundary condition (16) at x = u and the “free” boundary condition 
Y (n) = ybtl) = . . . = y(2n-1) = 0 
at x = x, . From the way the value of 
SFY2~ 
$ = sup & [y&l)]2 & 
changes under the coordinate transformation x - u + x,(x - a), it is 
evident that the expression x,(x, - u)2n is independent of x, . If its value 
is denoted by B, (24) is seen to imply (23). 
4. 
This completes the proof of TheoremII. As shown above, the main 
assertion of Theorem I is a direct consequence of Theorem II. All that 
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remains to be shown is that Eqs. (2) and (3) can have oscillatory solutions 
if the coefficient R(x) satisfies the condition 
s 
CL pD(x)XbIIPbl-s & < co, E > 0. (2% 
That this is indeed the case is shown by the Euler equation 
(26) 
which has the solutions xy, where Y is a solution of the algebraic equation 
(v - l)(v - 2) a*’ (v - n $ 1) + 01 = 0. (27) 
If n is even, this equation evidently has precisely two real solutions if OL is 
chosen sufficiently small, and it has no real solution if CY is taken large enough. 
Hence, (27) has complex solutions for sufficiently large positive a, and it 
has complex solutions if n > 2 and OL is a negative number of large enough 
modulus. For odd n, (27) has precisely one real solution if 1 01 1 is sufficiently 
large and OL is either negative or positive; the remaining roots of the equation 
are complex. A complex root of (27) corresponds to an oscillating solution 
of (26). Since, for Eq. (26), 
Rl/P(*).$"/P)-1-s = *l-r, 
the existence of oscillating solutions is thus seen to be compatible with 
condition (25). 
This argument fails if n = 2 and the equation is of the form (3). However, 
in this case the equation is trivially non-oscillatory, and there is nothing to 
prove. 
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