Abstract-Objective: This paper presents an automated approach that combines Fisher ranking and dimensional reduction method as kernel principal component analysis (KPCA) with support vector machine (SVM) to accurately classify the defects of rolling element bearing used in induction motor.
I. INTRODUCTION
Bearings are the main part of induction motor that keep rotor and stator at equidistance and provide frictionless revolution. Due to hazardous operating and environment conditions, induction motor may exposed to a number of faults that are categorized as stator, rotor, bearing and eccentricity related faults. These fault if not detected in time then they can cause to complete failure of system that results in terms of financial, time and quality loss of products. Almost 40-50% of overall machine faults are related to bearings [1] . Thus, bearing fault detection is prime prominence and should be monitored on priority basis. For this, need effective features extracted from vibration signal produced from bearing used in induction motor and also need efficient classifier.
Bearings are classified as sleeve and rolling element bearing. Sleeve bearings are used in large size machines whether rolling-element bearings are usually used in small and medium size machines. Rolling element bearing fault analysis has become the recent issues of many researchers due to wide applications in small size induction motors for domestic and agriculture purpose [2] .
Bearing defects may be detected using temperature monitoring, oil analysis, wear debris analysis, shock pulse method, stator current monitoring and vibration analysis [3, 4] . Among these, vibration signal is most reliable and robust method to detect bearing defects [5, 6] . effect present in signal [7, 8, 9] . Among these methods, WT is most widely used due to its liberty to select mother wavelet [10, 11] . However, it cannot effectively split the high frequency band of transient signal that contains rich information about bearing defects. Wavelet packet transform (WPT) has capability to decompose a given signal into low and high frequency bands [12, 13] . WPT and Artificial Neural Network (ANN) based fault diagnosis of combustion engine is presented by Wu [14] . Due to revolution in digital computer, machine learning methods like Fuzzy Logic, Artificial Neural Network (ANN) and Support Vector Machine (SVM) are extensively in use to predict the bearing defects using WPT features of vibration signal [14, 15, 16, 17, 18] . In Some literatures, multi-scale permutation entropy (MPE) of decomposed WPT features of vibration signal was calculated [17, 18] . The MPE value of decomposed WPT features has found to be computationally efficient and robust but it excluded the non-linearity problems of signal.
In this study, logarithmic root mean square features (LRMSF) of decomposed vibration signal have been used to detect inner race and ball bearing defects due to its capability to reduce the nonlinearity problems of signal. The performance of any classification technique depends on the selection of appropriate number of features and discriminating capability of features [19, 20, 21] . For this, Fisher's ranking method [22] was employed to select top ten features out of thirty one WPT features extracted from vibration signal. In further study, top ten features were reduced to a new feature using dimensional reduction technique as kernel principal component analysis (KPCA) [23, 24, 25] . The new feature was classified using SVM technique with Gaussian kernel function to predict the bearing defects in early stage.
The performance of proposed method was evaluated using confusion matrix parameters like accuracy (AC), sensitivity (SE), specificity (SP) and positive prediction value (PPV) for training and testing datasets. The flowchart of proposed algorithm is shown by fig.1 . 
II. VIBRATION DATABASE
The vibration database used in this study taken from online available bearing data center website of Case Western Reserve University (CWRU) [26] . The experimental setup was consists of a 2HP Reliance made induction motor, a torque transducer/encoder, a dynamometer and control electronics circuit. Four types of single point inner raceway (IR) and ball bearing (BB) defects were seeded separately to SKF made bearing mounted to drive end (DE) of induction motor with fault diameters 0.007 inch, 0.014 inch, 0.21 inch and 0.028 inch using electro-discharge machining (EDM) technology. Thirty six data sets related to no fault (NF), IR and BB defects have been considered at machine operating loads 0HP, 1HP, 2HP and 3 HP. The vibration digital data was collected using accelerometer attached to the housing of induction motor with magnetic bases at 12000Hz sampling frequency. In this work, vibration samples were taken for 10 seconds i.e. 120000 samples of each datasets.
The vibration data sets considered to study bearing health condition are reported in 
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III. FAULT FREQUENCIES OF ROLLING ELEMENT BEARING
Rolling element bearing is most commonly used bearing that consists of four essential parts: cage (separator), inner raceway, outer raceway and rolling element (roller or ball). Lubricant contamination, lubricant loss or excess lubrication, brinelling, excess loading, overheating and corrosive environments are some basic cause to bearing failure. Bearing faults can be categorized into distributed and localized defects. Distributed defect affects the whole region of bearing and difficult to characterize by distinct frequencies, while single-point defect is confined to a small area that generate a harmonic series with fundamental frequency 
In this work log root mean square feature (LRMSF) of decomposed signal using WPT is chosen as feature to diagnose the bearing defects [27] .
and N is number of samples in decomposed signal. 
V. FEATURE RANKING AND DIMENSION REDUCTION METHODS
Features extracted from vibration signal by WPT contain significant information about the bearing defects. On the basis of information contained in the features, they can be categorized as strongly relevant, weakly relevant, irrelevant and redundant [7] . Irrelevant and redundant features reduced the efficiency and increases the processing time of fault classification algorithm. In this case, ranking method is very useful to select relevant features. For this study, we have employed Fishers ranking method to select top ten rank features on the basis of Fisher score [28] . The Fisher score is obtained by using equation (12) . The Fisher score of Due to similarity in various WPT features of vibration signal which are obtained from different bearing conditions, the feature ranking method is not appropriate to select most discriminant features. In this circumstance, dimension reduction techniques like GDA and KPCA will be very constructive. The GDA is a kernel based non-linear dimension reduction technique used to transform original training or validation features space to a new high-dimensional feature space where dissimilar classes label of features are made-up to be linearly distinguishable [29] . If there is α classes label in the given features, the dimension of feature space of vibration signal can be reduced to α-1 by GDA method. In this paper, 2 numbers of classes (i.e. binary classes) are taken and the top 10 features are reduced to a new feature by GDA. The mathematical expressions of GDA are given in [30] .
KPCA is the non-linear extension of principal component analysis (PCA) that map the original data sample into high dimensional space using nonlinear mapping [31, 32, 33 ]. In the feature space then, a linear PCA is performed estimating the eigenvectors and Eigen values of a matrix of outer products, called a scatter matrix. The mathematical expression of KPCA is given in [31] . In this work, radial basis function (RBF) and Gaussian kernels have been used to reduce the top 10 WPT features to a new feature.
VI. SUPPORT VECTOR MACHINE
SVM is a statistical learning theory based computational technique developed by Vapnik [34] for solving supervised classification and regression problem. SVM developed an optimal separating boundary with maximum margin between two classes of data. The nearest data points to boundary are known as support vectors [11] 
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If the data is linearly non-separable then it is mapped onto a higher dimensional feature space where data is linearly classified by using a transformation matrix () x  .
In this case optimized hyper plane can be determined by solving following equation
to ( 
Where i  is Lagrange multiplier, ( , )
i K x x is kernel function. In this paper, Gaussian function is used as kernel function due to its performance. The Gaussian kernel [37] is given as 
VIII. SIMULATION PARAMETERS
The classification performance of SVM generally depends on the selection of kernel function. In this work, Gaussian kernel based SVM is used to map the original feature samples to higher-dimensional space due to its ability to deal with nonlinearity. The generalization ability of Gaussian kernel based SVM mainly depends on three parameters C, S and ξ (epsilon) [37] . Where S represents the width of Gaussian function, C denotes the error/trade-off parameter between training error and the flatness of the solution. If value of C is high then training error will be less but training time becomes high. To overcome this problem, an optimized parameter has been obtained using 10 cross validation method. The training and validation classification performance were calculated using 10 trials-10-folds cross validation technique to ensure robustness of classifier. For each trial of the 10-fold cross-validation, the data was randomly divided into ten parts of full dataset.
IX. SIMULATION RESULTS
In this work, 36 vibration data sets as given in Table 1 related to different bearing conditions ( healthy, inner race and ball bearing defect) was processed and analysed using WPD and SVM technique. Each bearing conditions are studied at machine load 0HP, 1HP, 2HP and 3HP. Initially, each data set was segmented to equal size samples of 20 segments of approximately 6000 data poits each. The result was analysed by comparing NF with IRA, IRB, IRC, IRD, BBA, BBB, BBC and BBD bearing datasets. This paper presents the comparative study of NF_IRA, NF_IRB, NF_IRC, NF_IRD, NF_BBA, NF_BBB, NF_BBC and NF_BBD data sets using WPT features in terms of mean ±standard deviation, box plot and SVM classification performance. Initially, four levels WPD have been adopted to decompose the signal into 31 sub frequency bands. In order to enhance the effectiveness and signal differentiation capability of WPD, log root mean square (LRMS) value of each sub band has been calculated. Further these 31 features were ranked to select top 10 features using Fisher's Ranking Method. The top 10 features with their score corresponding to each data set have been shown in Fig.5 . illustrate the box plot of top ten features of considered datasets in terms of minima, maxima, IQR and median value. Fig.5. (a) shows that the median value of decomposed features of NF bearing are between -2.5 to -4, while it is around -1 for IRA bearing. However in case of features LRMSF-L4-App the median value is less than -4 and feature LRMSF-L1-App. is more than -2.5 for NF bearing. Fig.5. (b) reveals the box plot of top ten decomposed features of dataset NF_IRB. The graph illustrate that median value of NF bearing for all top ten data sets are between -3 to -4 except highest scored feature LRMSF-L4-App. has its value less than -4. The plot also shows that median value of decomposed features of IRB bearing is between -1 to -2. Only in case of 7 th featureLRMSF-L4-App. and 10 th feature LRMSF-L3-App the median value is less than -2. Fig. 5. (c) Represents the box plot of top ten decomposed features of dataset NF_BBA. The median value of top ten features of NF bearing is less than -3 except 8 th and 9 th feature which value is between -2.5 to -3. The graph also indicates that the median value of all ten features of BBA bearing is more than -2. Thus the median value of top 10 features of BBA bearing is always higher than the NF bearing. Fig. 5. (d) Describe the box plot of top ten decomposed features of dataset NF_BBB. The graph shows that the median, IQR and max to min variation of decomposed features of BBB bearing is more than the NF bearing. Thus from box plot of top 10 features of all considered dataset it is concluded that the median value of NF bearing is always less than the faulty bearing. Table 3 presents the analysis of bearing defects in terms of mean value ( ) and standard deviation (SD) of top ten decomposed features. The table depicts that mean of WPD features for NF bearing is always higher than defective bearing. The table also demonstrates that mean value of top 10 WPD feature of inner race bearing defect is higher than ball bearing defect. The SD of top ten WPD features of NF bearing is lower than IR and BB bearing. From mean and SD representation of WPD features it can be concluded that mean of WPD features can play a significant role in bearing defect analysis. The classification performance of SVM with Fisher's ranking method and dimension reduction methods like KPCA and GDA was evaluated in terms of AC, SE, SP and PPV. Each binary classification process was carried out on 160 data points in which 100 data points were used to train the classifier and remaining 60 data points were used to validate the result. The performance parameters of each datasets achieved by classifier are reported in Table 4 were reduced to a new feature using GDA and KPCA. [9, 10] . Eristi and team detected power system disturbances using WT based time domain features and SVM method and achieve accuracy up to 99.37 [11] . Tabrizi and team presented a method using WPD, Ensemble empirical mode decomposition (EEMD) and SVM to detect rolling element bearing defect with 93.8% accuracy [15] . In recent articles, Multi scale permutation entropy (MPE) of WPT feature, time domain based methods, Fourier Bessel expansion was used to extract features for successful classification of bearing defects with classification accuracy 94.2%, 99.89%, 98.1%, 98.94% and 96.33% [16, 17, 19, 20, 24] . In [29] , Fourier-Bessel (FB) expansion and simplified Fuzzy ARTMAP (SFAM) has been used to derive bearing health condition with 100% accuracy using stator current but it suffers at high frequency of signal. Altmann has utilized discrete wavelet transform and adaptive network-based fuzzy inference system (ANFIS) method to diagnose bearing defect with 99.8% accuracy but it is applicable to only low speed electrical machines [38] . The proposed work utilizes WPT features of vibration signal along with Fisher's ranking method and dimension reduction technique KPCA to classify bearing defects. The proposed method provides up to 100% classification accuracy. It also provides enhanced performance parameter along with fast response. In this manuscript, a novel approach has been proposed to detect bearing defects using vibration signal produced by induction motor. The proposed method is based on SVM along with Fisher's ranking method and dimension reduction method KPCA. The result shows that box plot can be used to detect small variation of faulty signal in the form of median and IQR. The simulation result suggest that the excellent classification performance parameters like AC, SE, SP and PPV achieved by our proposed method can be employed to detect and asses the bearing faults at different loads.
