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The most recent report from the Intergovernmental Panel on Climate Change cites ice sheet 
dynamics as the greatest source of uncertainty for predicting current and future rates of 
sea level rise. This has prompted the development and use of ice sheet models that are 
capable of simulating the flow and evolution of ice sheets and their corresponding sea 
level contribution. In the Arctic, the Greenland ice sheet appears to be responding to a 
warming climate more quickly than expected. In order to determine sea level contribution 
from Greenland, it is necessary to capture the regional dynamics of the fast flowing outlet 
glaciers that drain the ice sheet.
This work has developed a novel regional model capable of simulating an outlet glacier, 
and its associated drainage basin, as a mode of using the Parallel Ice Sheet Model. Specif­
ically, it focuses on modeling the Jakobshavn Isbr* as a demonstration. The Jakobshavn 
Isbr* is one of the world's fastest flowing outlet glaciers, and accounts for nearly 5% of 
ice loss from the Greenland Ice Sheet. Additionally, the Jakobshavn Isbr* has been widely 
studied for several decades, and a wealth of remotely sensed and in situ data is available 
in this region. These data are used as model input and for model validation.
We have completed a parameter study in this work to examine the behavior of the re­
gional model. The purpose of this study was not to tune the model to match observations, 
but rather to look at the influence of parameter choices on the ice dynamics. Model results 
indicate that we have identified the subset of the model parameter space that is appropri­
ate for modeling this outlet glacier. Additionally, we are able to produce some of this more 
interesting features that have been observed at Jakobshavn, such as the development and 
disintegration of a floating ice tongue and the distribution of observed surface velocities. 
We validate these model results by comparison with recent spatially rich measurements of 
ice surface speeds, as well as ice geometry.
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The present day polar ice sheets include Greenland and Antarctica, and store more than 
99% of the fresh water on Earth. Understanding the evolution of ice sheets in response to 
climate change is of scientific and societal importance; the polar ice sheets contain enough 
fresh water to raise the global sea level by 64 m if fully melted [1], [2].
At present, Greenland and Antarctica account for 30% and 10% of the eustatic contri­
bution to sea level rise, respectively [3]. Both ice sheets are reacting to climate change more 
immediately than expected. The Antarctic ice sheet is rapidly losing mass due to accelerat­
ing ice flow in coastal regions [4], as is the Greenland ice sheet [5]. Currently, the observed 
rate of sea level rise is at, or extends above, the upper limit of predicted rates [6]. This 
range of estimated rates has been determined by global circulation models (GCMs), which 
only consider the effect of changing surface mass balance on ice sheets. Although these 
are important components, the sea level contribution due to ice flow (dynamics) is entirely 
neglected. The latest report from the Intergovernmental Panel on Climate Change (IPCC) 
cites ice sheet and glacier dynamics as the largest source of uncertainty for predicting sea 
level rise [7]. Ice sheet models capable of simulating the evolution of ice dynamics are 
needed, as well as GCMs capable of coupling to such models.
Continental ice sheets maintain large interior reservoirs of slow-moving ice, which are 
drained at coastal margins by fast flowing outlet glaciers (rapid ice flow through deep 
bedrock channels) and/or ice streams (rapid ice flow through wide and shallow channels 
overlaying a weak base). Combined, these fast flowing features account for 90% of the ice 
discharge rate from the Antarctic ice sheet [8], and increasingly fast ice flow from outlet 
glaciers accounts for roughly 66% of total ice discharge from Greenland [9]. The largest 
uncertainty in constraining sea level contribution from Greenland, however, lies in the 
ability of a model to capture changes in the outlet systems [10]. Efforts are being made 
to understand the dynamics and long-term behavior of these regional features, and their 
influence on the entirety of the ice sheet. Observations of ice flow velocities in these regions 
are made by GPS measurements [11] and synthetic aperture radar [12]. Predicting the long­
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term behavior, however, will require detailed regional ice sheet modeling.
Since the last IPCC Assessment Report (AR4), a number of ice sheet models are avail­
able to address the need for dynamic modeling of ice flow. However, these large, continen­
tal scale ice sheet models often fail to capture the fast flowing behavior of outlet glaciers 
and ice streams. Typically, dynamic ice sheet models are only capable of simulating the 
evolution of an ice sheet on a continental (not regional) scale and there remains little about 
regional ice sheet models in the scientific literature. Although some regional scale mod­
els of outlet glaciers have been developed [13], [14], [15], these are flow-line models and 
provide information about the dynamic state of an ice sheet region. Higher order regional 
models may also have to restrict their analysis to a flow-line because of the computational 
cost [15].
High resolution modeling (< 1 km grid cell spacing) is necessary to capture the im­
portant features of an outlet glacier's dynamic evolution. The trunk of these glaciers is 
typically no wider then 5 km, and an outlet glacier model should also be capable of re­
solving the details of grounding line motion. Running a simulation of an entire ice sheet 
at high resolution requires significant computational resources, which are expensive and 
may not be readily available. Shared computing resources, such as supercomputers, may 
also limit the wall-clock time available for a given model run, therefore a tradeoff exists be­
tween grid resolution and the desired run length (in model years). Although some of these 
issues can be addressed by using adaptive grids or meshes in a model, these capabilities 
are not present in the Parallel Ice Sheet Model (PISM).
PISM is an open source ice sheet model developed at the University of Alaska, Fair­
banks. The model originated from a numerical shallow ice approximation of the Antarctic 
ice sheet [16]. PISM performs finite difference calculations of two shallow ice approx­
imations for the stress balance equations of nonlinear viscous flow [17], as well as an 
enthalpy-based conservation of energy scheme [18]. The goal of this project is to extend 
the capability of PISM by supporting regional modeling of Greenland's and Antarctica's 
outlet glaciers. Prior to this work, the PISM source code only supported continental scale 
modeling.
In particular, this work used the Jakobshavn Isbrm as an example to demonstrate PISM's 
ability to perform regional ice sheet modeling. The Jakobshavn Isbrm is one of the most
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dynamic outlet glaciers in Greenland and its behavior has been extensively studied for 
nearly three decades [19], [20], [21]. The wealth of remotely-sensed and in situ data avail­
able at Jakobshavn makes it the ideal test case for a regional ice sheet model. These data 
are used both as model input and for model validation.
1.2 Thesis Overview
This work has developed a scheme capable of modeling a single outlet glacier of the 
Greenland ice sheet using and modifying PISM. Specifically, it focuses on modeling the 
Jakobshavn Isbrm as a demonstration. The model results are validated by comparison to 
spatially rich synthetic aperture radar observations of ice surface speed [22] and a digital 
elevation model [1], [23].
Chapter 2 describes the computational methods developed to overcome challenges as­
sociated with regional modeling. Chapter 3 provides an overview of the parameter study 
and numerical experiments for a model test case of the Jakobshavn Isbrm. Chapter 4 dis­
cusses and interprets the model results, and investigates improvements that could be made 




2.1 The Parallel Ice Sheet Model
PISM was developed to perform continental scale ice sheet modeling of present-day and 
paleo-ice sheets. In particular, the aim of whole Greenland PISM simulations is to produce 
a dynamical system which evolves over time as similarly as possible to the entire Green­
land ice sheet. PISM is a sophisticated C++ ice sheet modeling code that uses the Portable 
Extensible Toolkit for Scientific computing (PETSc) and a Message Passing Interface (MPI). 
This allows PISM to run high-resolution simulations in parallel on large supercomputers. 
PISM currently solves the shallow ice approximation (SIA) and shallow shelf approxima­
tion (SSA) for nonlinear ice flow, in the ice-covered portion of the rectangular computa­
tional domain [17]. The SIA describes ice as flowing by shear in planes parallel to the 
geoid, with a strong contact of ice base to bedrock, while the SSA describes a membrane- 
type flow of floating ice or of grounded ice that is sliding over a weak base. The evolution 
of both temperature and water fraction in the ice is captured by the energy state using a 
polythermal enthalpy-based scheme [18].
Ice sheet initial conditions, which are not typically observable in an ice sheet, are ob­
tained during a stage referred to as "bootstrapping". During bootstrapping, a model run is 
initiated using observable quantities such as ice thickness and surface temperature while 
heuristics are used in order to fill in temperatures at depth, and estimate basal sliding con­
ditions. After bootstrapping, a long "spin-up" run (typically tens of thousands of years) 
is performed to allow the ice to evolve toward a more physical steady state, which will 
have a compatible temperature field, age field, and velocities. This procedure allows one 
to obtain the initial conditions in the ice that are used for a simulation. During bootstrap­
ping, spin up, and the model run, surface boundary models for atmosphere, surface mass 
balance, and the ocean are applied; these models are discussed further in Chapter 3.
2.2 Tools for Regional Modeling
The most significant advantage of modeling on a regional (opposed to continental) scale, 
is the improvement that can be achieved in resolution. Modeling an entire ice sheet has 
resolution limitations (e.g. 5 km grid cells), while considering only the area of the specific
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catchment can allow much higher resolution modeling (e.g. potentially 500 m grid cells). 
We have extended the capability of PISM by adding tools to perform regional-scale mod­
eling of individual outlet glaciers. These tools can be automatically applied basin-by-basin 
to each outlet system on an ice sheet.
2.2.1 Drainage Basin Identification
When modeling an entire ice sheet the domain boundaries of the model are well defined; 
they are set well outside of the ice sheet margins (i.e. far from the coastline). When model­
ing only a region of the ice sheet, however, defining the domain boundary is less straight­
forward. To determine the model domain for an outlet glacier, it is important to include 
the entire glacier catchment while still minimizing the domain area. This ensures that the 
highest allowable resolution can be achieved during a model run.
To identify an outlet glacier drainage basin (DB) and the corresponding regional do­
main, we have developed a "drainage basin generator" algorithm. The algorithm the 
uses the assumption that ice flows down the surface gradient to determine the extent of a 
drainage basin. This idea has been applied in an ad hoc, by-hand manner for ice flow prob­
lems [24]. Although surface velocity data are available for much of Greenland, we choose 
to identify glacier catchments by calculating the surface gradient streamlines from a digital 
elevation model (DEM). Unlike surface velocity, the ice-sheet upper surface elevation is a 
contiguous dataset (Figure 2.1.a), which is available in high-accumulation areas and near 
slow-moving ice divides for both the ice sheets. Additionally, the extent of drainage-flow 
areas and the outer boundary of the basin are defined by slow moving ice, where mea­
surements of surface velocity maintain substantial observational error [12]. Flow on the 
ice sheet that is not nearly down the surface gradient tends to be limited to areas of fast 
flow within (i.e. downstream in) a drainage basin, and not at the upstream boundaries.
In this work, we define streamlines as curves that are pointwise tangent to a surface 
gradient vector-field. These streamlines are assumed to indicate the horizontal path that 
a test particle will follow if the ice flows down the surface gradient. The "drainage basin 
generator" calculates surface gradient flow using centered finite difference approximations 
and determines the corresponding streamlines (Figure 2.1.b). These streamlines indicate 
where interior ice will exit the ice sheet. Ice that does not exit the ice sheet through the
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user-specified terminus (TERM) area is excluded from the DB (Figure 2.1.c). Additionally, 
the generator randomly perturbs the origin of each streamline and then calculates down- 
gradient streamlines from perturbed points; if streamlines generated from the perturbed 
point also end in the TERM area, then we consider that original grid point is more likely 
to be part of the DB. This process of randomly perturbing grid points allows us to test 
the sensitivity of the DB margins that are defined by the generator. To ensure robustness 
and stability, only grid points that survive a number of user-specified perturbations, N, 
are kept as part of the DB area. The random perturbations (in km) are generated from a 
normal distribution, with a mean of zero and a user-specified standard deviation, d.
The procedure of calculating streamlines and perturbing their origins is repeated for 
each grid point that is potentially in the DB. After this procedure, the rectangular regional 
grid that encloses the basin is determined (Figure 2.1.d). We define the DB using an integer 
mask which allows us to divide the regional model into two distinct areas: a fully modeled 
outlet glacier catchment (DB area) and the surrounding ice that is modeled in a modified 
way (no model strip + force-to-thickness area). See Figure 2.2.
The drainage basin identification is performed by merely supplying a DEM and a user- 
specified rectangle (TERM area) for the approximate glacier terminus. From this informa­
tion, the "drainage basin generator" determines the margins of the glacier catchment and 
these margins are used to define the minimum regional domain possible. The final result 
is a mask variable which delineates the drainage basin from surrounding ice, as well as the 
latitude-longitude bounds that define the domain area.
Comparison of several drainage basins created by the generator indicate that the basin 
area is not sensitive from run to run. We have confirmed this by varying user-specified 
inputs N  and d, and examining how these parameters influence the area of the DB (Figure 
2.3). Additionally, we have examined how the cell size of the grid used to determine the 
basin will affect the final DB area (Figure 2.4). Although the results of the DB generator dis­
play some dependence on N , d , and grid cell spacing, all DBs examined in this comparison 
are within 1% area of one another.
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Figure 2.1. The process of defining a DB and the regional model domain: (a) Ice surface 
elevation provided by [1]. (b) Streamlines that follow the ice surface elevation as deter­
mined by the DB generator algorithm. (c) The pink user-defined TERM box that indicates 
the approximate location of the glacier terminus. The origin of streamlines that end in the 
TERM after N perturbations are considered part of the DB. (d) The blue rectangle defines 
the boundaries of the regional model domain, which contains the DB.
8
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Figure 2.3. The area of a drainage basin as a function of two user specified parameters: 
(dark blue) the number of perturbations N and (light green) the standard deviation d of 
the mean distribution used to generate the perturbations (in km).
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Figure 2.4. The average area of a drainage basin, for ten different runs of the generator, 
with respect to grid cell size. Here the error bars indicate the range of drainage basin areas 
determined by the generator, for d = 5 km and N = 3. Consecutive runs of the drainage 
basin generator with the same parameter values yield slightly different results because 
of the random element introduced by perturbing streamline origins. Although we only 
examined the dependence of basin area on grid cell size for 1 km and 5 km grids, ideally 




PISM imposes periodic boundary conditions at the edge of the rectangular computational 
domain. For whole Greenland simulations, this is of no significance because no ice exists at 
that distance from the ice sheet. However, a periodic computational domain is not suitable 
for a regional model whose boundaries may be inside the ice sheet. Assigning the bound­
ary values for the SIA, SSA, and energy balance equation in a regional ice sheet model 
(whose edges are within the ice sheet) is an inherently difficult task. These boundary val­
ues are nonzero and depend on the evolution of the entire ice sheet, which is neglected in 
a regional model. We make special considerations to assign boundary conditions.
In a narrow strip at the edge of the regional domain, we alter the computation of key 
quantities to provide constant domain boundary conditions in the model. The size of this 
strip is defined by the width of a single grid cell of the coarsest grid used during the spin- 
up procedure. In this narrow strip, referred to from here on as a "no-model strip" (NMS), 
we directly prescribe map-plane boundary values for ice thickness, surface elevation, en­
thalpy, basal melt, and SSA velocities or basal strength. The values for ice thickness, SSA 
sliding velocity, and enthalpy are then interpreted as Dirichlet boundary conditions at the 
internal boundary of the NMS by the SIA, SSA, and enthalpy field equations, respectively. 
See Figure 2.2.
Prior to running a regional simulation, we extract the three-dimensional enthalpy field, 
basal melt, and SSA velocity from a whole ice sheet simulation, and directly prescribe 
these to the NMS in the model. The edge of the domain (outside of the drainage basin) is 
typically characterized by slow-moving ice and prescribing low SSA velocities in the NMS 
prevents any sliding at the boundary. (Alternatively, basal strength may also be increased 
in the NMS to prevent sliding at the boundary.)
At the boundary, the surface gradient and driving stress calculations are modified to 
avoid differentiating an unphysical steep jump at the edge of the domain caused by the 
periodic boundary conditions. The regional model in PISM can alter the surface gradient 
and driving stress calculations in one of two ways. The first option involves setting the 
surface gradient in the NMS to zero, so that the driving stresses seen by the stress balance 
equations are zero. A second, more physically based option was used in this work. This 
option allows the regional branch of PISM to prescribe values of ice thickness and surface
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elevation from a chosen ice sheet geometry to the NMS at the edge of the computational 
domain. These values are used to determine the surface gradient and driving stress at the 
boundary, and remain constant during a regional model run.
2.2.3 Force-to-thickness Mechanism
At the regional scale it is necessary to modify some of the assumptions that are made in 
a whole ice sheet model to separate the dynamics of a particular glacier from other fast- 
flowing basins. In particular, we assume that the regional domain area ice outside of the 
DB will stay near the present-day ice sheet geometry, while the area within the drainage 
basin dynamically evolves.
To isolate the dynamics of a specific catchment, we change the way we model ice out­
side of the DB. Specifically, a "force-to-thickness" (FTT) mechanism is applied to the area 
modeled outside of the DB, or the FTT area (Figure 2.2). This mechanism works by adding 
or ablating mass in order to offset ice thickness perturbations in the exterior ice. In the 
regional model, this mechanism is only applied to the slow-moving ice outside of the DB. 
Using the FTT, exterior ice is held near present-day thickness, and ice inside the DB is 
able to fully evolve according to the user-specified stress balance scheme (e.g. SIA, SSA, 
SIA+SSA hybrid). The resulting effect is the evolution of the ice at the interface between 
the outlet glacier and surrounding ice, while separating the dynamics of the outlet glacier 
from that of other catchments.
In detail, the FTT mechanism is a modification of the mass continuity equation:
= M —S —^  x,y • q . (2.1)
Where H is the time-dependent ice thickness, M and S are the ice equivalent surface and 
basal mass balances, respectively, and q is map-plane ice flux. When using this mechanism, 
we let H tar be the target present-day ice thickness outside of the drainage basin. The FTT 
mechanism causes M  to be modified by a multiple of the difference between the target 
thickness and the current model thickness:
AM = Y(Htar -  H), (2.2)
where 0 < y < 1. We then add mass (AM > 0) where Htar > H and ablate mass (AM < 0)
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where Htar < H. This "forces" the ice modeled outside of the DB towards the present-day 
thickness by altering the surface mass balance (SMB).
The primary purpose of the FTT mechanism is to isolate the outlet glacier we have 
chosen to model from other fast flowing basins. However, this mechanism also prevents 
large surface gradients from occurring between the FTT area and the NMS. Although the 
only area of the regional domain that we are concerned with accurately modeling is the 
outlet glacier catchment, we still require that the FTT area and NMS maintain physical 
and consistent behavior during a simulation. An evaluation of whether or not results are 
physically reasonable is included in Chapter 4.
2.3 Modeling Choices
There are a number of physical parameters to explore in any numerical simulation. Pre­
vious work indicates that the recent acceleration of outlet glaciers in Greenland may be 
due to near-terminus changes which affect calving [21], [13] or enhanced basal lubrication 
from an increase in seasonal melt water reaching the bed [25] (although the latter may not 
be major a factor in outlet glacier acceleration [26]). Considering these mechanisms, we 
examine parameters which control the outlet glacier's basal resistance, calving style, and 
the ocean heat flux into the base of floating ice.
2.3.1 Basal resistance
PISM uses the shallow shelf approximation as a "sliding law" [17]. The basal resistance is 
described by a pseudo-plastic till. Specifically, stress at the base of the ice is a power law 
function of basal sliding velocity:
|u|q-1Tb = Tc~q u - (2.3)Uthreshold
Here Tc is the positive scalar yield stress, u is the basal sliding velocity vector, q is a user- 
defined power, and uthreshold is a user-defined velocity threshold. This model states that the 
till is able to support applied stresses without deformation, until the applied stress is equal 
to the yield stress, at which point deformation will occur. The purely plastic case (q = 0) 
is described in Schoof, 2006 [27]. In the linear case, where q = 1, the coefficient of velocity, 
Tc/uthreshold, is commonly called P or p2 [28]. In this work we use a power of q = 0.25.
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The yield stress for saturated till can be described by a Mohr-Coulomb relationship:
Tc = C0 + tan ̂ (pgH -  pw), (2.4)
where c0 is the till cohesion (set to zero in this work [29]), ^ is the till friction angle (a 
strength parameter for till), pgH  is the ice overburden pressure, and pw is the pore wa­
ter pressure. The difference between overburden and pore water pressure is the effective 
pressure of overlying ice on the saturated till.
The conservation of energy scheme generates basal melt water and this water is stored 
locally in the "till" at the base of the ice sheet [18]. Let W denote the effective thickness of 
this liquid water layer under the ice sheet. In a minimal hydrology model, water is added 
by the basal melt rate, subtracted by refreeze onto the base of the ice, and it drains away in 
the absence of other inputs according to a drainage parameter. The thickness W is updated 
at each time step according to these minimal models, but with additional spatial diffusion.
The water layer thickness W is involved in computing the basal water pressure ("pore 
water pressure") and thus the till yield stress. In lieu of a sophisticated subglacial hydrol­
ogy model, we parameterize the pore water pressure so that, at most, it is a fixed fraction
(a) of the overburden pressure, Wpw = (aPgH) W , (2.5)
where 0 < W < W0, and W0 is the maximum thickness of this layer at 2 m (water above 
that level is lost in an unmodeled manner). This expression for pore water pressure allows 
for melt water to be stored locally in the till, where it is available to weaken till or for 
refreezing. When the base is frozen to the bed (i.e. W = 0) the pore water pressure will go 
to zero [17].
In this work, we examine how the regional model responds to changes in basal resis­
tance by varying the allowed pore water pressure, a.
2.3.2 Calving Style
To explore model sensitivity to calving style, we examine three different calving mecha­
nisms available in PISM. Earlier modeling efforts of outlet glaciers demonstrate that bound­
ary conditions at the terminus play the most significant role in glacier dynamics [13]. In 
particular, Amundson and Truffer [30] show that calving rate is, to first order, controlled
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by ice thickness, thickness gradient, strain rate, mass balance, and backward melting of 
the terminus. Each of the following calving mechanisms were used to examine model 
sensitivity:
2.3.2.1 Calving Floating Ice
The first calving style simply removes any ice that satisfies the flotation criterion. Using 
the "float kill" mechanism all floating ice is immediately calved off and there are no ice 
shelves in the model. This treatment oversimplifies the calving process of many glaciers, 
but it may be appropriate for modeling the retreat of Jakobshavn. Observations indicate 
that calving of grounded ice is difficult, providing a good argument for flotation related 
calving [21].
2.3.2.2 Calving Ice at Present-day Calving Front
This calving style is based on the mask values that are provided at the beginning of a 
model run. Any locations which were ice-free ocean at the beginning of the run are places 
where floating ice is removed. Specifically, all ice shelves (floating tongues) are calved off 
at the location of the present-day glacier terminus.
2.3.2.3 Eigen-Calving at Thickness
The physically based "eigen-calving" 2D-calving parameterization is developed in [31]. 
The parameterization assumes that average calving rates, c, are proportional to the product 
of principal components of the horizontal strain rates, £±, which are derived from SSA- 
velocities,
c = k £+ £ _ and £± > 0. (2.6)
Here, the constant k is related to the material properties of the ice at the calving front. 
The actual strain rate pattern depends on the geometry and boundary conditions at the 
margins of the ice shelf (e.g. coastlines, ice rises, or front position). This pattern pro­
vides information about areas where preexisting fractures are likely to grow and form rifts 
(in two directions). If these rifts intersect, they can lead to the release of icebergs. The 
eigen-calving style, however, is not intended to resolve individual rifts or calving events;
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this first-order approach produces structurally-stable calving front positions and has been 
shown to agree with observations [31].
When using this mechanism, the calving rate is proportional to the product of principal 
strain rates, where they are positive. Additionally, ice is removed when it becomes thinner 
than a user-specified thickness H0, at a rate at most one grid cell per time step. A partially- 
filled grid cell formulation [32] provides a framework to relate the eigen-calving rate to the 
mass transport scheme at the ice shelf terminus. Ice shelf front advance and retreat due to 
calving are limited to a maximum of one grid cell length per time step.
2.3.3 Sub-shelf Ocean Heat Flux
Since boundary conditions at the terminus may play the most crucial role in glacier accel­
eration, we examine an additional parameter in experiments that support a moving glacier 
terminus and build-up of a floating tongue (i.e. eigen-calving model runs). Amundson, et 
al. [21] suggest that calving rate, which controls the extent of the floating tongue, is also 
influenced by seasonal changes in the outlet glacier fjord, such as seawater temperature 
and the amount of sea ice. This implies that outlet glaciers are dynamically sensitive to 
changes that are coupled to air and ocean conditions. Additionally, observations indicate 
that the acceleration of the Jakobshavn Isbr* was triggered by an increase in subsurface 
oceans temperature in Disko Bay [33]. Motyka et al. [34] show that a measured 1.1°C in­
crease in water temperature in Disko Bay is sufficient to explain the observed thinning of 
Jakobshavn's floating tongue prior to its breakup, if a linear relationship between thermal 
forcing and melting is assumed. Therefore, in experiments which allow a floating tongue 




3.1 The Jakobshavn Regional Ice Sheet Model
PISM and the regional modeling tools were applied to a regional model of the Jakobshavn 
Isbrm Jakobshavn is the most active outlet glacier in Greenland and drains about 5% of 
the ice sheet area [9]. Modeling the entire Greenland ice sheet (1,800,000 km2) has been 
performed, but with resolution limitations (e.g. 5 km grid cell spacing). Considering only 
the area of the Jakobshavn Isbr* catchment (110,000 km2), however, has allowed us to 
examine this region at unprecedented resolutions (e.g. 1 km grid cell spacing).
In the following sections we prescribe surface, basal, and domain boundary conditions.
3.1.1 Modeling Input
A summary of the regional model components and inputs is included in Table 3.1.
We do not attempt to model the surface melt processes, or distinguish between precip­
itation as rain or snow. Instead, we directly supply the surface mass balance (SMB) to our 
ice dynamics model using results from the HIRHAM regional atmospheric climate model
[35]. HIRHAM is developed jointly by the Danish Meteorological Institute and the Max- 
Planck Institute. The model has been applied to Greenland to examine climate variability 
and change on a regional scale for the 1989 to 2009 time period. In this work, we use a 
highly simplified surface mass balance scheme and only apply the 1989 annual SMB to the 
Jakobshavn regional model.
Measurements of ice thickness, ice surface elevation, land elevation in ice free areas, 
and bedrock topography were used from Bamber and others (2001) [1]. These fields also 
incorporated updated and corrected 5 km gridded data from the National Snow and Ice 
Data Center (NSIDC), bathymetric data and surface elevation data for Ellesmere Island 
from the General Bathymetric Chart of the Oceans (GEBCO), and gridded flightline data 
for the Jakobshavn region from the Center for Remote Sensing of Ice Sheets (CReSIS) [23]. 
In this work, we refer to this combination of datasets as the "present-day" ice sheet geom­
etry.
The Shapiro and Ritzwoller [36] data set for geothermal flux was used as a basal bound­
ary condition. This field was applied to the base of of the bedrock layer. The smoothly-
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varying map lacked small-scale features, therefore this work was not influenced by geother­
mal spatial variations.
We extract the regional model boundary conditions for enthalpy, basal melt, and SSA 
velocity from a whole Greenland ice sheet model run at 5 km spatial resolution. The whole 
Greenland run was conducted using the polythermal SIA+SSA hybrid scheme, paleo- 
climate forcing, and was run for 125,000 years. Boundary conditions for ice thickness and 
ice surface elevation were taken from the present-day ice sheet geometry. These boundary 
conditions remained fixed in each regional model experiment.
Table 3.1. Regional model components and inputs.
Grid sizes 5 km, 2 km, 1 km
Surface mass balance HIRHAM regional atmospheric climate model [35].
Bedrock topography Bamber et al., 2001 [1] and CReSIS flightline data for Jakoshavn [23].
Geothermal heat flux Shapiro and Ritzwoller, 2004 [36]
Stress balance SIA+SSA hybrid [17]
3.2 Experiments
The model runs presented here were conducted using computer resources at the Uni­
versity of Alaska Geophysical Institute and the Arctic Region Supercomputing Center in 
Fairbanks, Alaska. Each parameter experiment in this work was completed on a 2080- 
processor Penguin Computing Cluster. The computational cost was an average of 445 and 
2070 processor hours for the 2 km and 1 km model runs, respectively.
A model spin-up run (see Figure 3.1) was completed to achieve the initial enthalpy 
field. The spin-up used 1989 surface mass balance model results from HIRHAM and a 
present-day initial geometry. The initial enthalpy field was generated by first completing 
a 50,000 year SIA run on a fixed geometry (e.g. no surface change) to achieve approximate 
enthalpy equilibrium on a 5 km grid. The SIA-only run was followed by a 50,000 year 
SIA+SSA hybrid model run, which allowed for an evolving upper surface, and was con­
ducted with a 5 km to 2 km to 1 km grid refinement. The spin-up was completed using the 
base parameter set (a = 0.98, calving at the present-day calving front, and an ocean heat 
flux of Q = 0.5 W m -2).
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A parameter study was conducted to determine the modeling choices (basal water 
pressure, calving style, and ocean heat flux) that best capture the dynamics of the Jakob- 
shavn Isbrm A total of fifteen experiments were completed to examine the effect of dif­
ferent parameter combinations. Specifically, this parameter study was performed in two 
parts (see Figure 3.1). The first part of the study focused on the effects of calving style 
in the regional model while using a constant default value for Q, the sub-ice shelf heat 
flux into the ice. While holding this modeling parameter at a constant value (Q = 0.5 W 
m_2), we changed the calving style to determine which style best represents the present- 
day behavior of Jakobshavn. In the second part of the study we varied Q to examine how 
temperature changes in ocean water will affect the floating tongue. This part of the study 
was only applicable to model runs which allowed the development of a floating tongue at 
Jakobshavn by using the eigen-calving style. In each part of the study a, the allowed pore 
water pressure, was adjusted to investigate the effect basal sliding in experiments.
To allow the parameter choices for each experiment to influence the model after the 
spin-up, we ran each experiment 1,000 years on a 2 km grid. A total of fifteen experiments 
were completed at a resolution of 2 km. From these experiments the best parameter com­
binations were identified, and runs with these model choices were then continued for 100 
model years on a 1 km grid to express results at high resolution (See Figure 3.1).
3.3 Model Validation
In order to validate results produced by the regional model, model runs were compared 
to spatially-rich SAR observed surface speed data [22] and the present-day geometry of 
the Jakobshavn region [1], [23]. A direct comparison between observed and modeled sur­
face speeds and ice thickness was conducted for each experiment (see Figure 3.1), and the 
absolute (Abs.) mean and root-mean square (RMS) differences were calculated. These val­
ues are outlined for the 2 km study in Tables 3.2-3.5. The best model results (those which 
differed the least from the observed) are highlighted in each table.
Tables 3.2 and 3.3 outline the comparison between modeled and observed ice surface 
speeds and thickness for the first part of the study, which focused on the influence of 
calving style. For this direct comparison, the experiment with a  = 0.98, and an ocean-kill 
calving style is the most consistent with observed values of surface speed. When directly
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compared with observed values of ice thickness, however, model results with pore water 
pressure a  = 0.95 appear most accurate for both the ocean-kill and float-kill calving styles. 
The presence of a floating tongue in all eigen-calving experiments generated fast-flowing 
ice in present-day ice free areas of the fjord, therefore a direct comparison between mod­
eled and observed values may be less relevant for model runs where a floating tongue 
develops.
In the second part of this study, we focused on the influence of Q, the heat flux into 
the ice, and its effect on the development of a floating tongue in the model; the results are 
outlined in Tables 3.4 and 3.5. Model results using the low values of ocean heat flux (Q <
1.0 W m -2) consistently developed a floating tongue at the Jakobshavn Isbr* regardless of 
the pore water pressure. Increasing the value of Q improved model results by limiting the 
development of an ice shelf. Specifically, experiments which used a pore water pressure 
a  = 0.95 and large values for heat flux produced the best results when directly compared 
observed values of both surface speed and thickness.
After appropriately identifying parameter combinations which produced good results 
relative to observations, we continued these simulations at high resolution (1 km grid cell 
spacing) to examine how improvements in resolution alter these results. Three experi­
ments were identified, and their results are summarized in Tables 3.6 and 3.7. Specifically, 
these three experiments were chosen because they represented the best results (according 
to direct comparisons) for either the calving style or heat flux studies. The 1 km model run 
which used the float-kill calving style and a  = 0.95 produced the best results when com­
pared to the observed values for both ice thickness and surface speed. The 1 km model 
results, overall, showed improvement with respect to ice thickness (except for the eigen- 
calving), but not surface speed. A map-plane comparison between observed and modeled 
results is shown in Figure 3.1.
Errors or the absence of information in some model inputs (e.g. bedrock topography or 
basal strength) may mis-locate the fast-flowing features in the regional model. Therefore, 
it is also relevant to compare the distribution of surface speeds for modeled and observed 
results. Figures 3.2 and 3.3, illustrate the distribution surface speeds for the observed val­
ues as well as the best 2 km parameter model results; results from an SIA-only run (i.e. 
no basal sliding) are also shown for comparison. A logarithmic vertical scale emphasizes
21
differences in the amount of fast flow for each experiment. The results of this histogram in­
dicate that the ocean-kill run with a  = 0.98 best captures the over distribution of ice surface 
speeds.
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Table 3.2. Velocity comparison for 2 km calving-style study.
Parameter experiment RMS difference (m a *) Abs. mean difference (m a *)
a  = 0.95, Eigen 249.50 48.20
a  = 0.98, Eigen 241.40 47.70
a  = 0.99, Eigen 265.80 50.00
a  = 0.95, Float 171.70 37.50
a  = 0.98, Float 175.40 44.60
a  = 0.99, Float 191.90 61.30
a  = 0.95, Ocean 172.00 37.60
a  = 0.98, Ocean 159.60 44.90
a  = 0.99, Ocean 192.40 61.40
Table 3.3. Geometry comparison for 2 km calving-style study.
Parameter experiment RMS difference (m) Abs. m ean difference (m)
a  = 0.95, Eigen 68.70 26.30
a  = 0.98, Eigen 78.00 31.00
a  = 0.99, Eigen 66.40 41.40
a  = 0.95, Float 53.20 32.00
a  = 0.98, Float 97.50 69.70
a  = 0.99, Float 162.30 127.30
a  = 0.95, Ocean 53.20 32.00
a  = 0.98, Ocean 89.50 63.50
a  = 0.99, Ocean 162.30 127.30
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Table 3.4. Velocity comparison for 2 km ocean heat flux study.
Parameter experiment RMS difference (m a *) Abs. mean difference (m a *)
a  = 0.95, Q = 0.5 249.50 48.20
a  = 0.98, Q = 0.5 241.10 47.70
a  = 0.99, Q = 0.5 265.80 59.10
a  = 0.95, Q = 2.5 189.00 39.00
a  = 0.98, Q = 2.5 244.30 47.70
a  = 0.99, Q = 2.5 266.30 59.50
a  = 0.95, Q = 10.0 189.00 39.00
a  = 0.98, Q = 10.0 243.40 47.00
a  = 0.99, Q = 10.0 265.50 59.20
Table 3.5. Geometry comparison for 2 km ocean heat flux study.
Parameter experiment RMS difference (m) Abs. m ean difference (m)
a  = 0.95, Q = 0.5 68.70 26.30
a  = 0.98, Q = 0.5 78.00 31.00
a  = 0.99, Q = 0.5 66.40 41.40
a  = 0.95, Q = 2.5 46.90 25.50
a  = 0.98, Q = 2.5 76.50 29.70
a  = 0.99, Q = 2.5 72.80 53.00
a  = 0.95, Q = 10.0 46.90 25.50
a  = 0.98, Q = 10.0 76.70 29.60
a  = 0.99, Q = 10.0 65.00 43.40
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Table 3.6. Velocity comparison for 1 km parameter study.
Parameter experiment RMS difference (m a *) Abs. mean difference (m a *)
a  = 0.95, Q= 2.5, Eigen 273.70 50.80
a  = 0.95, Q= 0.5, Float 172.30 37.00
a  = 0.98, Q= 0.5, Ocean 172.90 46.40
Table 3.7. Geometry comparison for 1 km parameter study.
Parameter experiment RMS difference (m) Abs. mean difference (m)
a  = 0.95, Q= 2.5, Eigen 74.20 28.00
a  = 0.95, Q= 0.5, Float 58.60 34.00
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Figure 3.1. A flowchart that depicts the procedure used to generate and validate all of the 
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Figure 3.3. Distribution of modeled and observed surface speeds for 1 km experiments.
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Figure 3.4. Map-plane view of modeled and observed surface speeds for 1 km experiments. 





We have conducted a parameter study to examine how the regional model reacts to three 
important model parameters: allowed pore water pressure, calving style, and ocean heat 
flux. The purpose of this study was not to produce a model that closely matches the ob­
servations, but rather to identify sets of parameters that cause a given behavior within the 
model. Regardless, the 2 km parameter study does demonstrate the ability of the model 
to nearly match observed velocity distributions. This confirms that we have identified 
a subset of the model parameter space that is suitable for capturing the dynamics of an 
ice sheet region. Figure 3.3 illustrates the improvements that are achieved by using the 
leading-order SIA+SSA hybrid scheme over an SIA-only model. The SIA-only model sub­
stantially overestimates the amount of slow moving ice (< 100 m a-1) and considerably 
underestimates the amount of medium and fast flowing ice (>100 m a-1). This indicates 
that an SIA-only model is not appropriate for a regional model of the Jakobshavn Isbrm
Increasing the resolution from 2 km to 1 km in the parameter study did not show 
model improvement with respect to ice thickness or surface speed. Potentially, this is a 
consequence of the lack of information at the basal boundary, which can misplace the fast- 
flowing features in an ice sheet model. For example, if errors in a bedrock topography map 
mis-locate a deep channel, the ice dynamics will reflect this and also mis-locate the veloci­
ties generated by the high driving stresses in the channel. To account for this, we examine 
the model with respect the the distribution of observed surface speeds at 1 km. At high 
resolution, the performance of model results is mixed when compared to the observed 
distribution of slow- and medium-flowing ice. However, all model runs showed improve­
ment with increased resolution for estimates of fast-flowing ice. This is due the ability 
of a higher resolution model to resolve important small-scale features in topography that 
produce fast-flow in the region (e.g. the deep bed rock channel under Jakobshavn). The 
ocean-kill run with a pore-water pressure of a  = 0.98 best matched the observed surface 
speed distribution for both the 2 km and 1 km parameter experiments.
At high resolution, model runs which used the float-kill or ocean-kill calving styles 
outperform eigen-calving runs. This is demonstrated when model results are compared
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directly to observations of geometry and surface speed, and to the distribution of surface 
speeds. These results are consistent with observations that calving of grounded ice is diffi­
cult at the present-day terminus of the Jakobshavn Isbr* [21]. This does not imply that the 
simplified calving styles are superior to the more physically based eigen-calving mecha­
nism. Instead, it indicates that the eigen-calving choice is not suitable for a model that aims 
to reproduce the current behavior at the Jakobshavn Isbr*. The eigen-calving style will be 
most appropriate in model runs that attempt to capture earlier behavior of the Jakobshavn 
Isbr* (e.g. prior to the disintegration floating tongue in 1998 [34]).
Interesting behavior was observed for the eigen-calving runs in the context of the ocean 
heat flux study and at high resolution. For all eigen-calving runs that developed a floating 
tongue, the modeled volume of floating ice was close to the observed values, on the order 
of 109 m3. Despite this, the model did not produce comparable melt rates to those which 
lead to the break up of the floating tongue at Jakobshavn. For the model run a  = 0.95 and 
Q = 0.5 W m -2 the maximum submarine melt rate was calculated to be approximately 2 m 
a-1, and for a  = 0.95 and Q = 1 W m -2 the it was determined to be around 0.6 m a-1. By 
comparison, melt rates on the order of 200 m a-1 were observed prior to the break up of 
Jakobshavn's floating tongue [34].
The ability of the model to create a floating tongue of comparable volume to the ob­
served tongue is a promising result and demonstrates the potential of the eigen-calving 
mechanism. However, a large discrepancy between the modeled and observed melt rates 
implies that the model does not properly account for the way in which mass is lost. This 
seems to indicate that the regional model overestimates the ice that is lost to calving while 
underestimating ice lost to submarine melting. It may also suggest that there is fundamen­
tal problem in the way PISM determines the ice flux across the grounding line.
4.2 Capability of the PISM Regional Model
The PISM regional model is analogous to a nested ice sheet model. Nested models are 
achieved by either "one-way" or "two-way" methods. In one-way nesting, the coarse- 
resolution domain simulation is run independently of a higher-resolution subset of the 
domain, or a "nest". That whole domain then provides the initial and boundary conditions 
for the nest domain. There are no feedbacks between the coarse domain and its nest in
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one-way nesting, and simulated behavior at the same grid point in the coarse-resolution 
domain is often slightly different from that in the one-way nest. In PISM, we do not per­
form actual grid nesting to avoid a timestep restrictions from the Courant-Friedrichs-Lewy 
(CFL) number. The CFL number, and subsequent timestep restriction determined by PISM, 
consider both high spatial resolution and the velocity of ice advection. If a nested grid is 
implemented, the whole ice sheet model and the regional (nested) model may decrease 
the computational efficiency of one another. In the regional domain, however, a user can 
specify the initial and boundary conditions provided by the whole-ice sheet domain, much 
like a true one-way nested model.
Because this work is similar to a one-way nested model, it is important to evaluate the 
duration for which the model is relevant after initialization, or the "temporal resolution". 
In this context, we do not refer to temporal resolution as the minimum possible time-step 
achieved in the regional model, but rather to the duration at which the simulation is able 
to accurately model an outlet glacier without updating the domain boundary conditions.
To investigate the temporal resolution of the regional model, we perturb ice both inside 
and outside of the drainage basin and examine how long it takes these perturbations to 
reach the terminus or domain boundary. It is important to perturb the model in such 
a way as to not impact the ice dynamics we want to examine. Therefore we alter the 
three dimensional ice age field, as the age attribute will advect through the ice during a 
simulation, but does not affect ice dynamics in PISM. Specifically, we set ice in the whole 
computational domain to an age of 0 model years, and then modify the age of two columns 
of ice; one inside of the the drainage basin and another outside of the basin. By setting 
two columns of ice age to different values, which are orders of magnitude larger than the 
background age, we can use old ice as a tracer in the model. This allows us to examine 
how ice moves through the model domain in the x, y, and z directions.
In particular, we performed a 5 km SIA+SSA run for 1000 model years to map the ad- 
vection of ice in the regional domain both in and outside of the drainage basin. Inside the 
drainage basin we examine a column of ice that is near the eastern edge of the basin mar­
gin. This first age-tracer (AT1) flows through the drainage basin to the glacier terminus; 
by the end of the model run some of the ice in AT1 has exited the Jakobshavn Isbr*, and 
some remains near the glacier terminus. The second age-tracer (AT2) is a column of ice
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near the eastern divide in an area between the DB and NMS, where the FTT mechanism 
is applied. AT2 exhibits very slow flow, only about 15 km during the 1000 year model 
run. Additionally, AT2 ice does not exit through the domain boundary nor does it enter 
the drainage basin. See Figure 4.1.
From this short experiment, we note two important outcomes. First, ice that is mod­
eled in an unphysical way outside of the drainage basin (using FTT) does not enter the 
drainage basin on the order of a millennium. Second, perturbations that occur within the 
drainage basin appear to be confined to the drainage basin and do not affect the domain 
boundaries where we have prescribed boundary conditions from a whole-ice sheet model. 
This suggests that the results of a PISM regional model of Jakobshavn are relevant for at 
least 1000 model years after initialization. It also indicates that this model is suitable for 
100-200 year forecasting runs which aim to predict the ice sheet sea level contribution, such 
as those conducted by the Sea-level Response to Ice Sheet Evolution (SeaRISE) Assessment
[37].
4.3 Future Work
In the regional model we directly supply the results from a separate atmospheric model, 
HIRHAM, as the SMB boundary condition. We then use the 1989 annual mean SMB and 
apply it every model year during both the spin-up and parameter study runs. Although 
this is a simplified model, it may be appropriate for the spin-up stage (when allowing the 
ice to achieve a thermal steady state over several thousand model years) and the parameter 
study (when the goal is to explore a subset of the model parameter space). In model runs 
that are evaluated relative to observations, however, this SMB scheme may lack the tempo­
ral resolution and variability needed to accurately capture the observed behavior. Future 
work includes a high resolution Jakobshavn regional model which uses the monthly mean 
SMB results from HIRHAM to model the dynamics of the glacier during the entire 1989 to 
2009 period.
Because it is inherently difficult to obtain large-scale direct measurements at the base 
of an ice sheet, specifying basal boundary conditions remains a significant challenge in 
ice sheet modeling. In this work, we relate the basal strength to an elevation dependent 
material strength, motivated by the hypothesis that low-lying areas with a marine history
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should be weak. We plan to improve the determination of basal strength using widely 
available surface velocity measurements. A classical ill-posed problem exists when bound­
ary conditions are abundant at one boundary and not sufficient at another. This ill-posed 
problem can be solved using inverse methods, and a basal strength field can be constructed 
by fitting modeled to observed surface velocities. In the future, PISM will infer the basal 
strength from surface velocity measurements using an iterative inverse method [38].
Bedrock topography for the Jakobshavn region is taken from gridded flightline data 
released by CReSIS in 2010 [23]. Although this dataset represents the most recent and 
highest resolution information available about the bedrock topography at Jakobshavn, it 
still contain inconsistencies and data processing artifacts. Efforts are underway to address 
these problems and improve the dataset. Recently, the Ice2Sea Collaboration released a 
new version of this bed map, which will be used in future regional models.
Additionally, most future work will take place at higher resolution than what is pre­
sented here. We plan to run the model at higher resolutions (<500 m grid cell spacing) to 
further resolve important small-scale features, such as the trunk of Jakobshavn (~5 km in 
w id th ) or the floating ice tongue (~3 km in w id th ).
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Figure 4.1. Snapshots of the the age-tracer experiment at (a) 0 model years, (b) 500 model 
years, and (c) 1000 model years. Here red indicates the position of the coastline, blue 
and green represent the surface speeds and basal speeds, respectively (m a -1), and black 




Although the model described here was developed for the purpose of ice sheet modeling, 
this work addresses some principal challenges associated with the numerical simulation 
of physical systems. Our aim was to take a large-scale dynamic system (an ice sheet) and 
focus in on smaller region of that system at high resolution (an outlet glacier), and then 
examine how this region evolves independently with time. To perform this work we had 
to first address some fundamental questions: What area is suitable for this model domain? 
How should we prescribe boundary conditions? For what timescales, and to what degree, 
does the regional model evolve independently? Because ice sheet modeling at the regional 
scale is a recent advance in the glaciological community, it was necessary to develop novel 
techniques to address these questions. Specifically, we created a drainage basin genera­
tor algorithm to identify outlet glacier catchments and define a regional domain. We then 
developed a method to specify the appropriate map-plane boundary values and Dirich- 
let boundary conditions to the key equations in this model (SIA, SSA, and enthalpy field 
equation). Finally, we determined an appropriate way to modify the dynamics outside of 
the drainage basin to isolate the glacier in the model. After developing these techniques 
and creating the regional model, it was essential to validate the results against glaciological 
observations to ensure that we are indeed capturing the underlying physics.
This model presented in this work is best suited for simulating a region of an ice sheet at 
high spatial resolutions (<1 km) and on short timescales (<1000 a). These resolutions and 
timescales are adequate for sea level rise forecasting. Because the largest uncertainty in 
constraining sea level contribution from Greenland lies in the ability of a model to capture 
changes in the outlet systems [10], we intend for this model to be used as a tool to help 
constrain sea level contribution from outlet glaciers. Additionally, these regional modeling 




[1] J. Bamber, R. Layberry, and S. Gogineni. A new ice thickness and bed data set for the 
Greenland ice sheet. I- measurement, data reduction, and errors. Journal of Geophysical 
Research, 106:33, 2001.
[2] M.B. Lythe, D.G. Vaughan, and The BEDMAP Group. BEDMAP: A new ice thick­
ness and subglacial topographic model of Antarctica. Journal of Geophysical Research, 
106:11335-11351, 2001.
[3] M.F. Meier, M.B. Dyurgerov, U.K. Rick, S. O'Neel, W.T. Pfeffer, R.S. Anderson, S.P. 
Anderson, and A.F. Glazovsky. Glaciers dominate eustatic sea-level rise in the 21st 
century. Science, 317(5841):1064, 2007.
[4] R.B. Alley, M.K. Spencer, and S. Anandakrishnan. Ice-sheet mass balance: assessment, 
attribution and prognosis. Annals o f Glaciology, 46(1):1-7, 2007.
[5] H.D. Pritchard, R.J. Arthern, D.G. Vaughan, and L.A. Edwards. Extensive dy­
namic thinning on the margins of the Greenland and Antarctic ice sheets. Nature, 
461(7266):971-975, 2009.
[6] S. Rahmstorf, A. Cazenave, J.A. Church, J.E. Hansen, R.F. Keeling, D.E. Parker, and 
R.C.J. Somerville. Recent climate observations compared to projections. Science, 
316(5825):709, 2007.
[7] R.K. Pachauri. Climate Change 2007: Synthesis Report. IPCC Secretariat, 7 bis Avenue 
de la Paix C. P. 2300 Geneva 2 C H -1211 Switzerland, 2008.
[8] J.L. Bamber, D.G. Vaughan, and I. Joughin. Widespread complex flow in the interior 
of the Antarctic ice sheet. Science, 287(5456):1248,2000.
[9] E. Rignot and P. Kanagaratnam. Changes in the velocity structure of the Greenland 
ice sheet. Science, 311(5763):986, 2006.
[10] M. Truffer and M. Fahnestock. Rethinking ice sheet time scales. Science,
315(5818):1508, 2007.
37
[11] J.M. Amundson, M. Truffer, M.P. Luthi, M. Fahnestock, M. West, and R.J. Motyka. 
Glacier, fjord, and seismic response to recent large calving events, Jakobshavn Isbr*, 
Greenland. Geophysical Research Letters, 35:22, 2008.
[12] I. Joughin. Ice-sheet velocity mapping: a combined interferometric and speckle- 
tracking approach. Annals o f Glaciology, 34(1):195-201, 2002.
[13] F.M. Nick, A. Vieli, I.M. Howat, and I. Joughin. Large-scale changes in Greenland 
outlet glacier dynamics triggered at the terminus. Nature Geoscience, 2(2):110-114, 
2009.
[14] B.R. Parizek and R.T. Walker. Implications of initial conditions and ice-ocean coupling 
for grounding-line evolution. Earth and Planetary Science Letters, 300:351-358, 2010.
[15] G. Durand, O. Gagliardini, L. Favier, T. Zwinger, and E. le Meur. Impact of 
bedrock description on modeling ice sheet dynamics. Geophysical Research Letters, 
38(20):L20501, 2011.
[16] C.S. Lingle and E.N. Troshina. Relative magnitudes of shear and longitudinal strain 
rates in the inland Antarctic ice sheet, and response to increasing accumulation. A n ­
nals o f Glaciology, 27:187-193,1998.
[17] E. Bueler and J. Brown. Shallow shelf approximation as a sliding law in a thermo- 
mechanically coupled ice sheet model. Journal o f Geophysical Research, 114(F3):F03008, 
2009.
[18] A. Aschwanden, E. Bueler, C. Khroulev, and H. Blatter. An enthalpy formulation for 
glaciers and ice sheets. Journal o f Glaciology, 2011. Submitted.
[19] K. Echelmeyer, TS Clarke, and WD Harrison. Surficial glaciology of Jakobshavn's 
Isbr*, West Greenland: Part I. surface morphology. Journal o f Glaciology, 37(127):368- 
382,1991.
[20] I. Joughin, W. Abdalati, and M. Fahnestock. Large fluctuations in speed on Green­
land's Jakobshavn Isbr* glacier. Nature, 432(7017):608-610, 2004.
38
[21] J.M. Amundson, M. Fahnestock, M. Truffer, J. Brown, M.P. Luthi, and R.J. Motyka. Ice 
melange dynamics and implications for terminus stability, Jakobshavn Isbr*, Green­
land. Journal o f Geophysical Research, 115(F1):F01005, 2010.
[22] I. Joughin, I.M. Howat, M. Fahnestock, B. Smith, W. Krabill, R.B. Alley, H. Stern, and 
M. Truffer. Continued evolution of Jakobshavn Isbr* following its rapid speedup. 
Journal o f Geophysical Research, 113(F4):F04006, 2008.
[23] J.C. Plummer and C.J. van der Veen. A high-resolution bed elevation map for Jakob­
shavn Isbr*, West Greenland. In preparation, 2010.
[24] W.J.J. Van Pelt, J. Oerlemans, and C. H. Reijmer. Simulating melt, runoff and refreez­
ing on Nordenskioldbreen using a coupled snow and energy balance model. Journal 
o f Glaciology, 2011. In revision.
[25] H.J. Zwally, W. Abdalati, T. Herring, K. Larson, J. Saba, and K. Steffen. Surface melt- 
induced acceleration of Greenland ice-sheet flow. Science, 297(5579):218, 2002.
[26] I. Joughin, S.B. Das, M.A. King, B.E. Smith, I.M. Howat, and T. Moon. Seasonal 
speedup along the western flank of the Greenland ice sheet. Science, 320(5877):781, 
2008.
[27] C. Schoof. A variational approach to ice stream flow. Journal o f Fluid Mechanics, 
556(1):227-251, 2006.
[28] D. R. MacAyeal. Large-scale ice flow over a viscous basal sediment: theory and ap­
plication to ice stream B, Antarctica. Journal o f Geophysical Research, 94(B4):4071-4087, 
1989.
[29] G.K.C. Clarke. Subglacial processes. Annual Review of Earth and Planetary Sciences, 
33:247-276, 2005.
[30] J.M. Amundson and M. Truffer. A unifying framework for iceberg-calving models. 
Journal o f Glaciology, 56(199):822-830,2010.
39
[31] R. Winkelmann, M. A. Martin, M. Haseloff, T. Albrecht, E. Bueler, C. Khroulev, and 
A. Levermann. The Potsdam Parallel Ice Sheet Model (PISM-PIK) Part 1: Model de­
scription. The Cryosphere, 5:715-726, 2011.
[32] T. Albrecht, M. Martin, M. Haseloff, R. Winkelmann, and A. Levermann. Parameter­
ization for subgrid-scale motion of ice-shelf calving fronts. The Cryosphere, 5:35-44, 
2011.
[33] D.M. Holland, R.H. Thomas, B. De Young, M.H. Ribergaard, and B. Lyberth. Ac­
celeration of Jakobshavn Isbr* triggered by warm subsurface ocean waters. Nature 
Geoscience, 1(10):659-664,2008.
[34] R.J. Motyka, M. Truffer, M. Fahnestock, J. Mortensen, S. Rysgaard, and I. Howat. Sub­
marine melting of the 1985 Jakobshavn Isbr* floating tongue and the triggering of 
the current retreat. Journal o f Geophysical Research, 116(F15):F01007, 2011.
[35] O.B. Christensen, M. Drews, J.H. Christensen, K. Dethloff, K. Ketelsen, I. Hebestadt, 
and A. Rinke. The HIRHAM regional climate model version 5 (P). Danish Climate 
Center Report, pages 06-17, 2008.
[36] N.M. Shapiro and M.H. Ritzwoller. Inferring surface heat flux distributions guided 
by a global seismic model: particular application to Antarctica. Earth and Planetary 
Science Letters, 223(1-2):213-224, 2004.
[37] R. A. Bindschadler, S. Nowicki, A. Aschwanden, E. Bueler, H. Choi, J. Fastook, 
R. Greve, and et al. SeaRISE: Sensitivities of Earth's Ice Sheets to their Environments. 
In preparation, 2012.
[38] M. Habermann, D. Maxwell, and M. Truffer. Stopping criteria for the reconstruction 
of basal properties in ice sheets. Journal o f Glaciology, 2011. In revision.
