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Abstract
There is increasing interest in using Qualitative Spa-
tial Relations as a formalism to abstract from noisy and
large amounts of video data in order to form high level
conceptualisations, e.g. of activities present in video.
We present a library to support such work. It is com-
patible with the Robot Operating System (ROS) but can
also be used stand alone. A number of QSRs are built
in; others can be easily added.
Introduction
Humans can effectively make sense of their surroundings
and easily recognise the activities that take place using their
perceptual abilities. Although these cognitive abilities are
highly complex and not yet fully understood with many the-
ories being suggested (Johnson-Laird 2008), there is general
consensus that spatio-temporal relations and reasoning play
an important role (Ragni, Fangmeier, and Bruessow 2010).
For this, there are dedicated areas in our brains (Amora-
panth, Widick, and Chatterjee 2010), which are able to form
efficient and categorical qualitative representations of spa-
tial relations resulting in powerful levels of flexible abstrac-
tions for inference and reasoning while avoiding information
overflow and computational bottlenecks (Laeng 2013).
Within the field of artificial intelligence there has been
considerable interest in developing techniques to make in-
telligent systems with similar spatial reasoning abilities. To
this end, many spatial qualitative representations and cal-
culi have been developed (Cohn and Renz 2008; Chen,
Cohn, and Liu 2015), and have been used in a number of
real-world application domains such as geographical sys-
tems (Van de Weghe et al. 2005), video analysis (Sridhar,
Cohn, and Hogg 2011a), human activity recognition (Be-
hera, Cohn, and Hogg 2012; Tayyub et al. 2014), etc. De-
spite their successes, there is no formal methodology to help
decide which QSR is best suited for a given task, and of-
ten this is determined using domain knowledge, data analy-
sis and empirical experimentation (Sridhar, Cohn, and Hogg
2011b).
As a result of all theoretical work that has taken place
in developing new calculi for QSR, there have been a num-
ber of implemented systems with the aim of offering generic
QSR reasoning services. For example SNARK (Stickel,
Waldinger, and Chaudhri 2000) is an automated theorem
proving system which builds in the mereotopological calcu-
lus, RCC, as does the commense knowledge system, CYC
(Grenon 2003). SparQ 1 (Dylla et al. 2006) provides im-
plementations of a wide variety of QSR calculi, as does
CLP(QS). Another system providing qualitative spatial rea-
soning services is the Qualitative Algebra Toolkit (QAT) 2
(Condotta, Ligozat, and Saade 2006) which is a Java based
toolkit implementing a constraint based approach for reason-
ing and has XML definitions of several qualitative algebras.
GQR3 (Westphal, Wo¨lfl, and Gantner 2009) is another con-
straint based solver which supports binary constraint calculi
for qualitative spatial/temporal reasoning.
However, the focus of all these systems is on symbolic
reasoning – i.e. they generally assume that knoweldge is ex-
pressed already in symbolic form as a knowledge base of
assertions involving qualitative relations over spatial enti-
ties and the reasoning services provided are primarily con-
sistency checking and compositional reasoning; the issue of
abstracting from metric data to form the qualitative knowl-
edge base is not addressed at all (CLP(QS) does in fact allow
for polygons to be directly input, but the focus is stil on sym-
bolic reasoning). QSRlib is complementary to these systems
in that it does not provide symbolic reasoning, but concen-
trates on qualitative abstraction from metric data. Moreover,
these systems are not purposely designed for use on ROS-
based robotic platforms, primarily owing to their choice of
programming languages.
On the other hand there is one form of symbolic rea-
soning concerning conceptual neighbourhoods which these
systems do not provide; a conceptual neighbourhood di-
agram (CND) – see Figure 3 – specifies which relations
are conceptual neighbours – i.e. relations R1 and R2 are
conceptual neighbours if R1(a, b) holds and subsequently
R2(a, b) holds owing to the entities involved continuously
deforming/translating, and there is no intermediate relation
R3(a, b) which holds. However, when data is acquired from
sensors, and objects may be moving fast relative to the frame
speed and relationship granularity, or objects may be oc-





through a CND may not be observed. In this case it may be
useful to perform reasoning to detect this discrepancy and
take corrective action (which might either be to insert the
missing relations or to discard the observation, as in (Fer-
nyhough, Cohn, and Hogg 1998)). This service is however
provided in QSRlib.
As such, researchers often re-invent the wheel by repeat-
ing the implementations of QSRs. In an attempt to resolve
these issues and speed up background development allow-
ing better use of research time, we have developed a modern
library, named QSRlib4,5, with the aims of:
• Providing a number of QSRs that are well known, and in
common use in scientific community.
• Exposing these QSRs via a standard IO interface that al-
lows quick and easy re-usability, including a ROS inter-
face to allow use in cognitive robotic systems.
• Providing a flexible and easy to use infrastructure to allow
rapid development of new QSRs that extend the library.
• Delivering abstracted QSRs over time in an aggregated
representation that facilitates further inference.
A typical usage of QSRlib would be an intelligent system,
such as a robot for example, which acquires visual data via
an RGB-D camera, such as a Kinect, and via object recog-
nition and skeleton tracking is able to perceive the individ-
ual entities in the world. The system can then make calls to
QSRlib in order to abstract this input data and form a qualita-
tive representation of the perceived world scene. This could
then be used to recognise activities in natural scenes such
as the one shown in Figure 1, using already learnt models
expressed using QSRs in the QSRlib library.
Figure 1: Activity recognition in a table top setting. Dyadic
QSR relations between detected objects/skeleton points can




QSRlib is based on a client-server architecture implemented
in python 2.7 although measures for compatibility with 3.x
have been adopted. Furthermore, the library can also be
used with the Robot Operating System6 (ROS), allowing
its use in complex intelligent systems, such as robots. Fig-
ure 2 presents a flowchart with the main step processes for
computing QSRs via the library. Qualitative spatial rela-
tions typically operate on object data such as their Carte-
sian positions, rotations, edges or bounding boxes describing
their shape, velocities, etc., retrieved from single or multiple
frames using 2D/3D trackers that are separate from QSR-
lib, hence allowing the use of state of the art developments
in tracking. The raw data needs to be firstly converted into
the common input data format of QSRlib, which represents a
timeseries of the states of the perceived objects. Utility func-
tions are provided that allow easy conversion of the raw data
to this standard input data structure. This input data struc-
ture, the names of the requested QSRs to be computed and
other options that control their behaviours are used to create
a request message to the QSRlib server, which upon com-
putation returns a response message that includes the com-
puted QSRs as an output data structure similar to the input
one, i.e. a timeseries of the QSRs between the objects, as
well as other information. The QSRs computation is inde-
pendent from each other, however, multiple QSRs can be re-
quested and be computed in any frame and returned in both
a standard data structure (equivalent to list of ground atomic
formulas) as well as in a special graph structure, called a
QSTAG (see below) which integrates them all into a single
structure over a period of time. In our robot systems in real
world deployment tests QSRlib was working from input of
a 2D/3D vision system operating at over 20 frames per sec-
ond.
QSRlib currently consists of directional, distance-based,
motion-based, topology-based, and combined direction-
topology-based QSRs (see also Table 1). Each of these con-
sists of a set of Jointly Exhaustive and Pairwise Disjoint
(JEPD) relations between the involved objects (typically two
objects); i.e. exactly one relation should hold between any
tuple of involved objects. We now briefly describe each
of the currently implemented QSRs, and give citations to
the literature where the formal definitions and semantics of
these relations can be found.
Distance-based: A Qualitative Distance Calculus (QDC)
(Clementini, Felice, and Hernandez 1997) provides quali-
tative relations based on a set of parameterised labels and
distance boundaries, e.g. ‘touch’: < .5m, ‘near’: > 5m
and ‘far’: > 5m . In QSRlib we extend this and also pro-
vide a Probabilistic Qualitative Distance Calculus (PQDC)
in which there are overlaps between the boundaries, and
a probabilistic decision mechanism based on a Gaussian
model.
Direction-based: Cardinal Direction (Frank 1990; 1996)
relations specify compass-like directional relations between
two objects with respect to their origin. The Ternary Point
Configuration Calculus (Moratz, Nebel, and Freksa 2003;
6www.ros.org
Table 1: Description of supported qualitative spatial relation families
qualitative spatial relation families type num of relations / variations kind of entities
Qualitative Distance Calculus distance user specified 2D points
Probabilistic Qualitative Distance Calculus distance user specified 2D points
Cardinal Directions direction 9 2D rectangles
Moving or Stationary motion 2 2D points
Qualitative Trajectory Calculus motion B11: 9, C21: 81 2D points
Rectangle/Block Algebra topology & direction 169/2197 2D/3D rectangles
Region Connection Calculus topology 2, 4, 5, 8 2D rectangles
Ternary Point Configuration Calculus direction 25 2D points















Figure 2: System Architecture.
Dylla and Moratz 2004) is more flexible as it allows the ori-
gin to be specified as a parameter, which is an advantage if
dealing with multiple frames of reference, and it also further
integrates distance-based relations, computed with respect to
the horizon defined by the (variable) origin and the relative
point of interest.
Topology-based: The Region Connection Calculus is a
well established calculus for representing and reasoning
about the mereotopology of regions. There are different sets
of relations depending on the granularity desired, with the
most common being RCC-8, which defines eight relations
between two regions. These can be seen in Figure 3. The
coarser calculus RCC-5 is often more useful in computer
vision applications since the tangency distinctions made in
RCC-8 but not RCC-5 are unreliable to compute due to noise
in low level vision computations. In fact the user is able to
supply a quantisation factor which allows control of how
far apart two regions have to be before they become dis-
connected. QSRlib implements different variations of RCC,
including those shown in Figure 3.
Combined Direction and Topology based: Allen’s Inter-
val algebra (Allen 1983) originally put forward as a calcu-
lus for qualitative temporal reasoning has also been used for
reasoning about space, particularly in its 2D form, the Rect-
angle Algebra wherein objects are projected to the x and y
axes and a relation consists of a pair of Allen relations. There
are 13 Allen relations (see Figure 4, and hence 13×13=169
Rectangle Algebra relations. There also exists a 3D version
of the interval calculus, called the Block Algebra (Balbiani,
















Figure 13.3: 2D illustrations of the relations of RCC-8 calculus and their continuous tran-
sitions ( conceptual neighbourhood).
Examples of non-uniformly typed boundary-free theories are much rarer. However,
one may imagine that such theories could also alleviate some of the unpalatable properties
of the uniformly typed mereotopologies mentioned in (a) and (b). For example, a type of
the form < 1, 3, k > would correspond to a mereotopology in which a type-1 notion of
connection is combined with a type-3 parthood relation that satis es the supplementation
principle (WSP). Similarly with a type of the form < 2, 3, k >. An example of a the-
ory with a type 3 connection relation interpreted in boundary free models and a separate
parthood relation is [129] – in uenced by [177] this generalises the RCC system and the
discrete mereotopology of Galton [92] to allow for discrete models of RCC (not possible
in the standard theory cited above).
Topology via “n-intersections”
An alternative approach to representing and reasoning about topological relations has been
promulgated via a series of papers including [65, 64, 70]. Three sets of points are associ-
ated with every region – its interior, boundary and complement. The relationship between
any two regions can be characterised by a 3x3 matrix11 called the 9-intersection model, in
which every entry in the matrix takes one of two values, denoting whether that the inter-
section of the two point sets is empty or not; for example, the matrix in which every entry
takes the non-empty value corresponds to thePO relation above12. Although it would seem
that there are 29 = 512 possible matrices, after taking into account the physical reality of
2D space and some speci c assumptions about the nature of regions, it turns out that the
there are exactly 8 remaining matrices, which correspond to the RCC-8 relations. Note,
however, that the 9-intersection model only considers one-piece regions without holes in
two-dimensional space, while RCC-8 allows much more general domains. Therefore, even
though the two sets of relations appear similar, their computational properties differ con-
siderably and reasoning in RCC-8 is much simpler than reasoning in the 9-intersection
model [167]. One can also use the 9-intersection calculus to reason about regions which
have holes by classifying the relationship not only between each pair of regions, but also
the relationship between each hole of each region and the other region and each of its holes
[69].
11Actually, a simpler 2×2 matrix [65] known as the 4-intersection featuring just the interior and the boundary
is suf cient to describe the eight RCC relations. However the 3×3 matrix allows more expressive sets of relations
to be de ned as noted below since it takes into account the relationship between the regions and its embedding
space.
12The RCC-8 relations have different names in the 9-intersection model, in fact English words such as “over-
lap” instead of PO.
Figure 3: A 2D depiction of RCC-8 relations; RCC-5 is
a coarser calculus which collapses DC,EC to DR, TPP,
MTPP to PP and TPPi, NTPPi to PPi. The arrows depict
the continuous transitions between relations and the entire
diagram represents the conceptual neighbourhood diagram
for RCC8.
Condotta, and del Cerro 2002) having 133 relations which is
also implemented in QSRlib.
M tion-based: The Qualitative Trajectory Calculus
(QTC) (Van de Weghe et al. 2005; Delafontaine, Cohn, and
Van de Weghe 2011) is a calculus for representing rela-
tions and reasoning about moving point-objects. There are
several variations of QTC which define different types of
motion-based relations. For example, QTC-B variants rep-
 
Figure 4: The 13 jointly exhaustive and pairwise disjoint
Allen interval calculus relations.
resent whether an object is approaching towards or depart-
ing from another object, and QTC-C variants compute the
relative direction of movement of one object with respect to
the other. The full specification of these QTC calculi also al-
lows the specification of whether one object is moving faster,
slower, or the same speed as the other. This functionality
(present in QTCB12 and QTCB22) is currently omitted from
QSRlib. The particular versions currently implemented from
(Delafontaine, Cohn, and Van de Weghe 2011) in QSRlib
are: (1) QTCB11 which records the instantaneous motion of
two point-objects x and y towards/away from each other:
+ meaning away from, – means towards and 0 means sta-
tionary; since x could be moving towards y but y moving
away from x, each relation consists of a pair of these sym-
bols: 〈α, β〉 where α, β ∈ {+, 0,−}; (2) QTCC21 which
extends QTCB21 by adding two further components form-
ing a quadruple of relations〈α, β, γ, δ〉 where δ represents
whether x is moving to the left (–) or right (+) of the vector
~xy and γ whether y is moving to the left (–) or right (+) of
the vector ~yx.
Although QTC relations indirectly imply motion, this
might not always be the case. For example, QTCB21 might
compute that one object remains unchanged with respect to
another (〈0, 0〉, but this might be the outcome of both objects
moving in parallel to each other. For this reason, QSRlib also
includes a simple QSR, with just two relations, called Mov-
ing or Stationary, which as the name implies, determines
whether an object is moving or is stationary.
Spatio-temporal relations over timeseries of QSRs For
activity recognition we are usually interested in represent-
ing the temporal aspects that exist in a timeseries of QSRs.
These can be represented in a standard knowledge base of
QSR facts and temporal relations between the intervals in-
volved, e.g. (Dubba et al. 2015). An alternative method,
which has many advantages for data mining and learn-
ing is to use relational graphs, where the edges encode
spatial/temporal relations. One particular such representa-
tion, known as Qualitative Spatio-Temporal Activity Graphs
(QSTAG) (Sridhar, Cohn, and Hogg 2010), which provides
a compact and efficient graph structure to represent both
qualitative spatial and temporal information about objects
of interest. In a QSTAG, the temporal relationship between
a number of qualitative spatial timepoints is abstracted us-
ing Allen’s Interval Algebra (Figure 4). A QSTAG has the
further advantage of allowing the use of standard graph
based methods, such as (approximate) matching. An exam-
ple QSTAG is shown in Figure 5. QSRlib provides the abil-
ity to output QSTAGs abstracted from the input data over a
period of time. As can be seen in Figure 5, the layer two spa-
tial nodes can incorporate relations from more than one QSR
calculus, in this case QDC (with relations touch/near/...) and
QTCB21 (with relations +/0/−). Thus, QSRlib provides the
ability to compute relations from multiple calculi simulta-




touch; (+,0) near; (+,0) near; (0,0)
       Allen temporal layer
spatial layer
objects layer
Figure 5: Example of a Qualitative Spatio-Temporal Activ-
ity Graph (QSTAG) between a human and an object; each
spatial layer node encodes QSRs from two calculi: a QDC
relation (touch/near) and a QTCB21 one ((+,0)/(0,0)).
Example Usage
QSRlib has been used in various research and teaching
projects. We briefly describe some of this usage here to il-
lustrate its possible future uses.
In (Duckworth et al. 2016a) QSRlib was used to rapidly
experiment with multiple different types of qualitative rep-
resentations in order to identify the most suitable one for
learning human motion behaviours as perceived by a mo-
bile robot that was deployed for a duration of six weeks
in an office environment. QSRlib was used to quickly ex-
periment with suitable representations for classifying scenes
and environments from visual data (Thippur et al. 2015;
Kunze et al. 2014). The library was also used to com-
pute qualitative relations between a robot and humans mov-
ing in order to plan and execute safe path navigation tak-
ing into consideration their movement patterns (Dondrup
et al. 2015). In (Duckworth et al. 2016b), multiple QSRs
were used to represent a detected person’s skeleton positions
within a semantic map. The QSTAG framework was used to
recover latent, semantically meaningful, patterns of how hu-
mans move within a scene in an unsupervised setting.
The library has also been used in a number of teaching
projects (e.g. recognizing gestures for controlling a device,
recognizing someone having breakfast, etc.), allowing the
students to concentrate on the more interesting, high level,
parts of their projects rather than spending a good portion of
their project time in developing the low level tools they need
(and which are the same from project to project).
Summary
This paper has presented a software library that allows easy
and fast computation of qualitative spatial and temporal rela-
tions from objects tracked in video data. A number of imple-
mented systems cited here have employed this library to un-
derstand and make predictions about the behaviour of phys-
ical systems, even in the presence of noisy quantitative in-
formation. Despite the large number of qualitative spatial
calculi in the literature, any system aiming to use them to
understand video data has had to implement an ad hoc solu-
tion to abstract the video data to qualitative spatio-temporal
relations. QSRlib provides a library to do just this and has
implementations of a number of commonly used qualitative
calculi.
The standardized I/O data structures of QSRlib allow
users to compute and process any set of desired QSRs in-
cluded in the library with no additional effort. This means
that researchers can focus their work on experimenting and
analysing with the different types of QSRs, rather than spend
time in implementing them and changing the format of their
inputs. We have also provided the tools that allow contribu-
tors to extend the set of provided QSRs easily, quickly and
with flexibility as needed. For example, the online documen-
tation shows a minimal working example of developing and
integrating a new QSR to the library; the process contains
less than ten lines of key code. QSRlib is open source, well-
documented and at a stable state with an active group of de-
velopers.
QSRlib is not a system for reasoning about qualitative
relations, but rather a system for acquiring them. Hav-
ing created a knowledge base of qualitative facts extracted
via QSRlib it would be possible then to use the existing
complementary QSR reasoning systems such as CLP(QS)
or SparQ to perform conventional composition-based rea-
soning on the extracted qualitative facts. In fact, if data is
abstracted from a single source, then it is likely that the
extracted representation will be consistent since the world
from which it is abstracted will be consistent; of course er-
rors in low level computations and if data is obtained from
multiple sources may mean this is no longer the case. Never-
theless, for the case of forming abstracted representations
and building models of activity (e.g. learning event mod-
els) the principal use of QSRs in the literature has been as
a representation language, rather than as a reasoning mech-
anism: qualitative spatio-temporal languages are able to ab-
stract away from small metric variations in performance, and
from noise in low level visual processing so that activity rep-
resentations become (more) similar when represented qual-
itative, which greatly facilitates learning and interpretation
of activities in video. QSRlib facilitates the implementation
of systems taking this approach to activity.
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