Bayesian parametric analytic continuation (BPAC) is proposed for the analytic continuation of noisy imaginary-time Green's function data, as e.g. obtained by continuous-time quantum Monte Carlo simulations (CTQMC). Within BPAC, the spectral function is inferred from a suitable set of parametrized basis functions. Bayesian model comparison then allows to assess the reliability of different parametrizations. The required evidence integrals of such a model comparison are determined by nested sampling. Compared to the maximum entropy method (MEM), routinely used for the analytic continuation of CTQMC data, the presented approach allows to infer whether the data support specific structures of the spectral function. We demonstrate the capability of BPAC in terms of CTQMC data for an Anderson impurity model (AIM) that shows a generalized Kondo scenario and compare the BPAC reconstruction to the MEM, as well as to the spectral function obtained from the real-time fork tensor product state impurity solver, where no analytic continuation is required. Further, we present a combination of MEM and BPAC and its application to an AIM arising from the ab-initio treatment of SrVO3.
I. INTRODUCTION
In quantum many-body physics, Green's functions are often calculated in the imaginary-time domain, e.g. by numerical approaches like quantum Monte Carlo [1] [2] [3] [4] . The imaginary-time Green's function G(τ ) is related to the spectral function A(ω) by a Laplace transform, the so-called analytic continuation (AC). Obtaining A(ω) from G(τ ) corresponds to inverting a Fredholm integral of the first kind and small changes in G(τ ) correspond to large differences in A(ω). Therefore, the inversion of this problem is highly ill-posed and very unstable against numerical noise and even errors at the level of machine precision can lead to unphysical results in practice.
Many different methods to perform the AC have been proposed, e.g., series expansions like the Padé method [5] , machine learning [6] , stochastic methods [7] [8] [9] [10] [11] [12] [13] , and the maximum entropy method (MEM) [14] [15] [16] [17] [18] . The latter is a consistent approach, as it is based on Bayesian probability theory; however, an highly ignorant entropic prior is used, which merely accounts for positivity and additivity of the reconstructed signal.
Here, we propose a physically motivated prior that takes into account the knowledge of typical structures of a spectral density, which results in a parametric instead of a form-free reconstruction. The Bayesian parametric analytic continuation (BPAC) is based on Bayesian parameter estimation [19] [20] [21] [22] to obtain a parametrized spectral function. To be precise, we use asymmetric Lorentzians as well as suitable tails to build up the spectral function.
To validate parametrizations, we use Bayesian model comparison. The required evidence integrals are computed by nested sampling (NESA) [23] . With this approach, we can compare parametrizations, e.g. with a different number of asymmetric Lorentzians. Compared * m.rumetshofer@tugraz.at to the other methods, this allows to ask specific questions about the spectral function, e.g. about the reliability of peaks in the spectral function.
We demonstrate the capability of BPAC in terms of the spectral function of an Anderson impurity model (AIM), which exhibits a generalized Kondo scenario. We calculate the imaginary-time Green's function of the AIM with continuous-time quantum Monte Carlo (CTQMC) [3, 24, 25] and compare the spectral functions, obtained from BPAC with that of a MEM reconstruction. The MEM spectrum shows a peak close to the Abrikosov-Suhl resonance, but it is unclear whether this feature is physical or an artefact of the AC. BPAC can answer this question, showing that it is in fact an artefact. Additionally, we successfully compare the BPAC result to the solution obtained with the recently developed real-time fork tensor product state (FTPS) impurity solver [26, 27] , which directly computes the spectral density, without any AC.
In addition, we present a combination of MEM and BPAC and its application to an AIM arising from the dynamical mean-field theory (DMFT) [28, 29] treatment of SrVO 3 . The spectral function obtained with the real-time FTPS solver shows a three-peak structure in the upper Hubbard band, which is absent in the CTQMC+MEM spectral function. We investigate the question whether the absence of this structure is due to a failure of MEM, or due to the ill-posed nature of the AC.
The paper is organized as follows: We first introduce the AC problem in Sec. II. In Sec. III we define and evaluate our parametrizations of the spectral function. Bayesian parameter estimation and model comparison is discussed in Sec. IV. Finally, in Secs. V and VI we demonstrate the capability of BPAC, first, on an AIM that exhibits a generalized Kondo scenario and, second, on an AIM stemming from the ab-initio treatment of SrVO 3 .
II. ANALYTIC CONTINUATION AND MAXIMUM ENTROPY METHODS
Dynamical correlation functions in imaginary time, as obtained from CTQMC, obey the (anti-) periodicity relation G(τ + β) = ∓G(τ ). The upper sign (-) holds for fermions and the lower (+) for bosons. Due to (anti-) periodicity, G(τ ) is uniquely determined by its values in the intervall τ ∈ [0, β) and its discrete Fourier representation is
The sum is over the Matsubara frequencies ω n = (2n + 1)π/β for fermions and ω n = 2nπ/β for bosons, where n ∈ Z. The retarded Green's function G(ω + i0 + ) and Matsubara Green's function G(iω n ) are related through the analyticity of G(z). The spectral function A(ω) = −
Merging Eqs. 1 and 2 produces the relation between the imaginary-time Green's function G(τ ) and the spectral function A(ω), e.g. for fermions
To handle the problem numerically, we discretize the functions G(τ ) and A(ω), i.e.: (G) n = G n = G(τ n ) and (A) m = A m = A(ω m ). Consequently discretizing the Kernel, K nm = K(τ n , ω m ), produces the matrix equation G = KA. Note that as shown by Ref. [13] , choosing the discretization grid already includes prior information and is equivalent to imposing a default model. Here, we restrict ourselves to linear discretization grids. The determination of G from A is straight forward, but the inversion, A = K −1 G, is a highly ill-posed inversion problem, which is impossible to tackle wihout taking the noise-statistics and reliable prior knowledge consistently into account. In assuming a multivariate normal distribution with the covariance matrix Σ of the QMC data vector G d , the maximum likelihood (ML) estimator A ML is obtained by minimization of
Due to the ill-posedness of the problem, A ML is in general not a satisfying solution, e.g.: negative, spiky and unnormalized. Additional information, e.g. positivity, smoothness, etc., can be incorporated to regularize the problem. As shown by Skilling [30] on a rigorous probabilistic footing, introducing an entropy term
and maximizing − 1 2 χ 2 (A) + αS(A), where S(A) is the discretized version of the entropy S(A), regularizes the problem. In this so-called maximum entropy method (MEM), the standard model D(ω) determines the prior information about the spectral function and the hyperparameter α, roughly speaking, determines the mixing ratio between the ML solution and the standard model D(ω). A small α produces the ML solution, whereas for large α, the spectral function approaches the standard model D(ω). The hyperparameter α can be adjusted in various ways, e.g. historic MEM [16, 31] , classical MEM [32, 33] , Bryan MEM [34] .
III. PARAMETRIZATION OF SPECTRAL FUNCTIONS
In the present paper we propose Bayesian parametric analytic continuation (BPAC). This approach circumvents the ill-posed problem to a large extend by representing the spectrum using only a few parameters.
We want to build up the spectral function as a sum of peaks, where each peak is supposed to correspond to a real peak in the spectrum, e.g. the Abrikosov-Suhl resonance, the left and right Hubbard band, etc. Due to the natural line width of spectral lines, the obvious choice is to use Lorentzian functions. General peaks in spectral functions are not single Lorentzians and can show shoulders or plateaus, e.g. between a Hubbard band and the Abrikosov-Suhl resonance. Therefore, we introduce a sum of asymmetric Lorentzian functions for each peak and add additional tails to describe the decay of the spectrum at higher energies. It depends on the desired accuracy |A(ω) − A 0 (ω)| of the reconstructed spectrum A(ω) to the true spectral function A 0 (ω), whether using one or more Lorentzians per peak is more appropriate. In our parametrization, the nth peak is located at position µ n and is built up by C n asymmetric Lorentzians, each i ∈ {1, 2, ..., C n } having its own individual amplitude a 
L(ω|µ, γ) denotes the normalized Lorentzian with center µ and width γ,
We refer to the case C n > 1 as split Lorentzian. The prefactors 2γ 
is described by a superposition of the Lorentzians f n (ω|α n ). For the tails of the spectrum outside the interval I Ω a power-law decay is more appropriate. Then the total spectral function becomes
N p is the total number of peaks and α includes the parameters of the Lorentziansα and the six parameters of the tails, namely {µ
The parameters a l and a r are determined by forcing the spectral function to be continuous. Hence, we end up with a spectral function described by N α = Np n (3C n + 1) +6 parameters.
In a first test we analyze how well parametrized spectral functions using Lorentzians of increasing complexity as defined in Eq. 7 can represent typical physical spectra. As test case we use the spin-down and spin-up spectrum A(ω) of the AIM discussed in Sec. V. Fig. 1 shows the (reference) spectra obtained by the FTPS impurity solver (A 0 (ω), solid black lines) for the spin-down (a) and the spin-up (b) electrons and compares A 0 (ω) to approximations of increasing complexity with the generalized Lorentzian ansatz (colored lines). For the spindown spectrum (a) we used a four-peak (N p = 4) spectral function whereas the spin-up spectrum (b) is approximated by a two-peak (N p = 2) spectral function. We determine the parameters in Eq. 7 by the least-squares approach. We find that using asymmetric Lorentzians instead of symmetric ones, allows to describe the peaks much better, whereas including tails leads to visible improvements in the high-energy regions, see lower plots in Fig. 1 (a) and (b). Using split Lorentzians further decreases the deviation to the reference spectrum. Note that the small oscillations in the lower plots of Fig. 1 (a) and (b) are artefacts caused by the Fourier transformation of the finite-time solution of the FTPS impurity solver.
In summary we find that the parametrization of Eq. 7 is highly flexible and allows to represent reliably the entire structure of the spectrum.
IV. PARAMETER ESTIMATION AND MODEL COMPARISON
A. Bayesian data analysis
In this section we discuss how to determine the parameters α of the spectral function A(α) and how to judge which parametrization is supported best by the data. From now on, we call a parametrization of the spectral function the model M = M (C), depending implicitly on the peak complexity C, which also includes the number of peaks N p = dim(C). Note that M does not define the values of the model parameters. Bayes' theorem gives:
where G d stands for the N d imaginary-time data points from CTQMC. We assume that they have a multivariate Gaussian stochastical error. The corresponding covariance matrix is denoted by Σ. The Kernel K is included in the conditional complex I. The likelihood is therefore:
Since correlations are negligible in the data sets used in the present paper we take Σ ij = σ 2 i δ ij in the following. We use the prior probability to restrict the parameter space for two reasons: First, to only obtain physical results, e.g. by forcing the spectral function to be positive (a i n > 0, ∀n, i); second, to build in and test additional knowledge about the spectral function, e.g. by forcing a peak to appear in a chosen energy interval to analyze whether the data supports this peak. For example, a question that can be answered by BPAC could be: Is there a side-peak left to the Abrikosov-Suhl resonance? Bayesian model comparison allows to judge whether the model including the additional peak is more probable than the model without this peak. Apart from the above restrictions, we used a flat prior:
In the present paper, we restrict ourselves to this prior, which is simple to implement and computationally inexpensive, since sampling from uniform distributions is cheap. More advanced priors are possible though, e.g. including transformation invariance, smoothness, using testable information like the normalization of the spectral function, or even using the entropic prior, may help to improve the results.
Primarily, we are interested in the probability density for the spectral function p(A|G d , Σ, M, I), which we easily obtain from the posterior distribution p(α|G d , Σ, M, I) by using the marginalization rule
Additionally, we want to calculate the data evidence p(G d |Σ, M, I), which allows to assess the probability of different models relative to each other, since the probability for model M is proportional to the data evidence:
In the so-called odds ratio, the ratio between the probabilities for the models M 1 and M 2 the unknown probability p(G d |I) cancels out and we get
Bayes factor
In the present paper we set the prior odds to one, since we do not want to favour any model.
B. Evaluating posterior and data evidence
In this section we want to give a very brief introduction to nested sampling (NESA), which is a method providing both, the data evidence and samples from the posterior. We provide the basic equations in this sections but refer to Refs. [19, 22, 35] for the detailed derivation of NESA.
Skilling [23] proposed to write the data evidence integral as Lebesgue integral,
where the integral over the prior mass
runs over the likelihood values λ. Equivalently, the data evidence can be written as
where the intregral is approximated by the Riemann sum and ∆X n = X n − X n+1 . The likelihood L(X) is a monotonically decreasing function of the prior mass and the computation is as complicated as the original evaluation of the data evidence. Skilling proposed a stochastic approach to sample L(X) based on order statistics providing the likelihood minima {λ * n }. The pseudo code is given in Algorithm IV.1.
The nested sampling moves in configuration space ensure that even well separated peaks of the likelihood function are sampled correctly. The crucial step for the NESA algorithm is to draw from the constrained prior probability
This probability density represents the normalized prior restricted to areas, where L(α) exceeds the λ * n threshold. In the present paper π(α) is constant within the prior constraints according to Eq. 10. Therefore, we need to draw samples from the uniform distribution constrained by both, the likelihood and the prior. A simple way to draw a sample from Eq. 17 is to clone an existing configuration, which obviously fullfills all constraints, and perform an ordinary Markov chain Monte Carlo (MCMC) update obeying π(x | λ * n ). We implemented local updates in the parameters and monitored autocorrelations, which can become considerable depending on the problem.
The prior masses can be derived using order statistics as shown in detail in Ref. [19] . We can write the nth prior mass as X n = n ν=1 θ ν , where the shrinking factors θ ν are independent and identically distributed random variables and obey the first order statistic of the uniform PDF, the beta distribution p(θ) = θ Nw−1 /N w . Knowing the distribution of X n , and therefore of ∆X n , allows to calculate expectation value and variance of the Riemann sum in Eq. 16 given the set of likelihood minima {λ * n } obtained from Algorithm IV.1.
Also posterior samples can be generated from a single NESA run by reusing the samples {α * n } obtained from Algorithm IV.1. Eq. 16 shows that the nth NESA step contributes with weight ∆X n λ * n to the Riemann sum for calculating the data evidence. Therefore, samples from the posterior PDF can be provided by choosing n with the corresponding α * n according to its weight p(n) ∝ ∆X n λ * n , e.g. by inversion sampling. With such posterior samples {α ν } the expectation value of the spectral function can be obtained as:
There are different improvements of NESA going beyond the algorithm we presented within this section, which may increase the performance, e.g. updating more configurations at once [19, 22] , using a parallel version of NESA [36] , extending the update method in the prior sampling [37] , or using the knowlegde of the position of the minima obtained by optimization algorithms [38] .
V. APPLICATION I: BPAC
In this section we apply BPAC to an impurity problem closely related the one studied in Ref. [39] . In Sec. V A we define the AIM, which we solve subsequently using three different methods: FTPS, CTQMC+MEM, and CTQMC+BPAC. Technical details of these methods are given in Sec. V B, whereas the comparison of the results is given in Sec. V C.
A. The impurity problem
The Hamiltonian of the isolated multiorbital Anderson impurity with on-site energies ǫ iσ and interaction parameters U ij , for electrons of different spin, and V ij , for electrons of the same spin, iŝ
Here,n iσ =â † iσâiσ is the particle number operator for orbital i ∈ {1, 2} and spin σ ∈ {↓, ↑} in second quantization with creation (annihilation) operatorsâ † iσ (â iσ ). In the AIM, the impurity is coupled to a bath of non-interacting fermions: 
defined by −2ℑ (∆ i (ω)) = Γ Θ(−1 < ω < 1) with Γ = 50 meV. This set of parameters exhibits a generalized Kondo scenario with symmetry between SU(2) [40] and SU(4) [41] , with the corresponding Kondo temperatures of T SU(2) = 0.36 K and T SU(4) = 20 K. Due to the difference in the on-site energies of the impurity orbitals J, this AIM exhibits side peaks close to the AbrikosovSuhl resonance. We present the spin-down and spin-up spectral functions of this AIM in Figs. 2 and 4 .
B. Technical details of the methods
We solve the AIM in the imaginary-time domain using the CTQMC solver in hybridization expansion as implemented in the TRIQS library [3, 24, 25] . We performed 15 CTQMC runs at β = 400 (eV) −1 (T = 29 K), each on 20 node points and with 10 6 measurements. The difference in the impurity on-site energies J lifts the spin degeneracy but keeps the orbital degeneracy intact and, therefore, the 15 CTQMC runs give 30 independent samples. Based on this sample, we estimate reliable variances σ i for the QMC data, without having to bother about possible autocorrelations.
In the following, we don't distinguish orbitals anymore and just discuss the spectral functions depending on the spin. The AC in the present paper is performed with MEM and BPAC. In both cases, we use N d = 401 data points on an equally spaced τ -grid for τ ∈ [0, β] and the same amount of ω-points equally spaced on the interval ω ∈ [−1, 1]. We applied the MEM of Ref. [42] with an alternative evidence approximation [43] and the preblur formalism [44] . BPAC is applied as explained in section IV using N w = 1000 walker and ǫ λ = 10 −5 .
Additionally, we compare the results with those obtained by the real-time FTPS impurity solver, which does not need any AC, since it calculates the Green's function already on the real-axis. In contrast to the CTQMC solver the FTPS solver is a zero temperature method, which has to be considered when comparing the results.
C. Comparison of the results
First, we employ the FTPS solver for the spin-down part of the AIM and show the corresponding spectrum in Fig. 2 (black line) shows a spurious peak at approximately 0.04 eV, which does not appear in the FTPS solution. To find out whether this peak is supported by the CTQMC data or whether it is an artefact of the AC by MEM, we employ BPAC (blue line). First, we use a four peak model M 4 = M (C = (1, 1, 1, 1) ), where each peak consists of a single asymetric Lorentzian, i.e. with peak complexity C n = 1. The NESA logarithmic data evidence yields ln(p(G d |M 4 , Σ, I)) = 2828.2 ± 0.3. Tab. I in App. IX A shows the prior ranges used and the parameters estimated. The four-peak BPAC solution (Fig. 2, blue line) does not show the additional peak slightly above ω = 0 by construction. The evaluation of the five-peak model M 5 = M (C = (1, 1, 1, 1, 1) ), where we introduce an additional peak at µ ∈ (0.03, 0.07), produces a logarithmic data evidence ln(p(G d |M 5 , Σ, I)) = 2825.0 ± 0.3. This yields a logarithmic Bayes factor of 3.2 ± 0.6, which corresponds to a probability of (93% − 98%) that the fourpeak model is prefered over the five-peak model. This is in agreement with the FTPS solution and demonstrates that the 5th peak at ∼ 0.04 eV is not supported by the CTQMC data and, therefore, an artefact of the MEM solution. In general, the spectral function obtained by BPAC depends on the choice of the model M . In the spirit of Bayesian probability theory we can average over different models weighted by their corresponding model probability. Therefore, we actually should compute
If one model is highly preferable, as M 4 in the present case, then p( Fig. 2 (blue line) .
Starting point for the determination of the spectral function A(ω) are CTQMC data on the imaginary-time Green's function G(τ ), which we denote by G d (τ ). Inserting the reconstructed spectral function A(ω) into Eq. 3 yields the reconstructed G(τ ), which allows to asses the misfit in data space. Likewise, we can apply Eq. 3 to the FTPS spectral function to obtain the corresponding G(τ ). The reconstructed Green's function for imaginary times G(τ ) are compared with the CTQMC data Fig. 3 for the MEM, BPAC, and FTPS. Even though the spectral functions of MEM and BPAC differ slightly, G(τ ) of both solutions lies within the error of the CTQMC data. In the lower panel the difference between G(τ ) and G d (τ ) is shown on an enlarged scale, which reveals a systematic deviation between FTPS and CTQMC data. The reason is that the FTPS solver calculates the spectral function at T = 0 K, while β = 400 (eV)
The spectrum of the spin-up part of the AIM obtained with the FTPS solver is presented in Fig. 4 (black line) and shows a two-peak structure as does the MEM (red line). Hence, for parametrizing the spin-up spectral function in BPAC (blue line) we use a two-peak model M 2 = M (C = (1, 1) ) with the prior ranges given in Tab. II in App. IX A. Since we are not interested in specific questions about spurious peaks, we are satisfied with model M 2 .
VI. APPLICATION II: MEM+BPAC
In this section we propose a combination of MEM and BPAC (MEM+BPAC) and apply the method to the impurity problem studied in Ref. [26] for SrVO 3 . We present the details of the AIM in Sec. VI A, give the technical details of MEM+BPAC in Sec. VI B and discuss the results in Sec. VI C.
A. The impurity problem
The multi-orbital AIM discussed in Ref. [26] arises from the ab-initio treatment of SrVO 3 , which has become a test-bed material in DMFT. The solution of the AIM obtained with the FTPS solver shows a three-peak structure in the upper Hubbard band between 1.75 eV and 4.25 eV, see Fig. 5 (black line) . Ref. [26] showed that CTQMC+MEM is not able to resolve these highenergy excitations. The question we want to address in this section is: Is the absence of the three peak-structure a failure of MEM, or is it -due to the ill-posed inversion problem -generally impossible to recover certain highenergy details of the spectrum? To answer this question Figure 5 . Spectral functions of the AIM for SrVO3 studied in Ref. [26] . The FTPS solution (black) shows a three-peak structure in the upper Hubbard band, whereas MEM (red) and MEM+BPAC using the three-peak model M3 (blue) do not resolve these peaks.
we applied MEM+BPAC as explained in the following section.
B. Technical details and MEM+BPAC
In order to obtain an answer to this question, we start out from the FTPS real-frequency data, transform them to the imaginary-time axis and add noise in the order of the CTQMC error (σ = 10 −5 ). By this procedure we ensure that we know precisely the error statistics of the data and we know that the correct result has to have the three-peak structure.
We use an inverse temperature β = 200 (eV) −1 (T = 58 K), N d = 501 data points on an equally spaced τ -grid in the interval τ ∈ [0, β] and the same amount of ω-points equally spaced for ω ∈ [−4, 6].
Instead of using BPAC as explained in the previous sections, here, we apply a combination of MEM and BPAC. MEM+BPAC takes the MEM solution for a given subinterval of the energy axis, e.g. for ω < Ω, and applies BPAC only for the remaining interval. In that way the number of parameters is small, which enables faster sampling in the calculation of the evidence integral with NESA. We take Ω ∈ (1, 1.75) as additional parameter and use the MEM solution for ω < Ω and BPAC for ω ≥ Ω. We use the prior ranges 1.75 < µ n < 4.25 and 0 < a n , γ l n , γ r n < 1 and C n = 1 for each peak n. Further, the remaining parameters describing the right tail are constrained by 4.25 < Ω r < 6, −2 < µ r < 4.25 and 1 < ν r < 10. In NESA we use N w = 2000 walkers and ǫ λ = 10 −5 .
C. Comparison of the results
We applied the MEM of Ref. [42] with an alternative evidence approximation [43] and the preblur formalism [44] and were able to qualitatively reproduce the CTQMC+MEM solution in Fig. 5 of Ref. [26] , see Fig.  5 (red line, mostly covered by the blue line). The MEM spectral function does not show the three-peak structure in the upper Hubbard band.
We applied MEM+BPAC using one-, two and threepeak models M 1 , M 2 and M 3 . The obtained logarithmic data evidences ln(p (G d |M i , Σ, I) ) for i ∈ {1, 2, 3} are {5036.7 ± 0.2, 5036.0 ± 0.2, 5035.3 ± 0.2} and correspond to probabilities of 57 % for M 1 , 29 % for M 2 and 14 % for M 3 . It is interesting to note that the correct threepeak model actual has the lowest probability. Still, let us take a look at the result of M 3 shown in Fig. 5 . Surprisingly, the three-peak model looks very similar to the MEM result i.e., it is not even able to resolve the threepeak structure. Instead it just shows one large peak in the energy region of the upper Hubbard band. ) we show the singular modes vi (upper inset) and the projected spectral functions A(ω) (see Eq. 25) for N = 27, 48, 66 (green, blue,red) (lower inset). While 66 singular modes resolve the three-peak structure, 27 and 48 do not.
To elucidate this behaviour we consider the singular value representation of the kernel
Given the vector A of the discretized spectral function and the corresponding vector G of the Green's function for discrete imaginary times as defined in Sec. II, we get
The misfit defined in Eq. 9 can then be expressed in a very suggestive way. For simplicity we assume constant noise σ l = σ, ∀l. Then the misfit to the data vector G d is
In Fig. 6 the singular values E i of the Kernel matrix are plotted in decreasing magnitude on a logarithmic scale. We find that the singular values decrease exponentially and that above i = 70 the singular values are smaller than machine precision. We select the three singular modes i = {27, 48, 66} corresponding to singular values of approximately {10 −5 , 10 −10 , 10 −15 } respectively. The corresponding modes v i , which are depicted in the upper inset, show an increasing number of nodes with increasing index i. Eq. 24 shows that structures in A, that have a large overlap with modes v i with a very small singular value, have a very small contribution to the misfit. If the magnitude of this contribution is much smaller than the noise σ of the data, this part of the structure will not be reconstructed by any reconstruction method.
In order to see which part of the spectrum can therefore be reconstructed, we expand A in therms of the mode
In the lower inset of Fig. 6 we present the projected FTPS spectrum for N = 27, 48, and 66. We observe that the three-peak structure is not resolvable at all with N = 27 and the resulting spectrum (green line in the lower inset) looks similar to the MEM and MEM+BPAC solutions in Fig. 5 . N = 48 allows to resolve two of the three peaks (blue line in the lower inset), while only N = 66 resolves the full three-peak structure (red line in the lower inset). This demonstrates that for a CTQMC error of σ ≥ 10 −10 the AC Kernel does not allow to resolve the three-peak-structure. CTQMC errors of σ < 10 −10 , however, would imply enormous data acquiring times and even then only two of the three peaks would be visible.
VII. CONCLUSIONS
We proposed a Bayesian parametric approach for the analytic continuation of noisy imaginary-time Green's function data as, e.g. obtained by continuous-time quantum Monte Carlo (CTQMC). The commonly used Bayesian form-free reconstruction of QMC data is the maximum entropy method (MEM) which is based on the entropic prior that uses a minimum amount of prior information, merely positivity and additivity. Due to the nature of the from-free reconstruction there are typically as many unknown parameters as noisy data points. This in combination with the ill-conditioned kernel can lead to spurious features in the reconstructed spectrum. In many applications, however, we have additional prior knowledge, e.g. we know that there will be a small number of peak-like structures of a specific shape. This prior knowledge can be encoded by representing the spectrum in terms of suitably parametrized basis functions, encoding the spectrum with only a few parameters, much less than the number of data points. Our approach, which we denote Bayesian parametric analytic continuation (BPAC), employs Bayesian parameter estimation to obtain the parametrized spectral function. In the present paper we used asymmetric Lorentzians and additional tails. Of course, in other applications a different basis might be favourable.
Moreover, we employed Bayesian model comparison to validate different number of Lorentzian peaks. For Bayesian model comparison, the evaluation of highdimensional evidence integrals is necessary. To this end, we employ nested sampling, which is particularly efficient for such integration problems.
We demonstrated the capability of BPAC in terms of CTQMC data for an Anderson impurity model that has a generalized Kondo scenario and compared the BPAC spectra to the MEM result as well as the spectral function obtained with the real-time fork tensor product state (FTPS) impurity solver. It was shown that BPAC is able to tell true peaks from artefacts which are present in the MEM's solution close to Abrikosov-Suhl resonance.
In a second application, we studied the AIM arising from the ab-initio treatment of SrVO 3 . The spectral function obtained with the real-time FTPS solver shows a three-peak structure in the upper Hubbard band, which is not present in the MEM reconstruction of CTQMC data. While the MEM cannot resolve the three-peak structure, the rest of the spectrum is captured well. To start with a data set that definitely contains the threepeak structure, we generated imaginary-time data from the real-frequency FTPS spectrum. Adding noise to simulate the CTQMC error, we studied the MEM and BPAC reconstructions of this data set. To keep the number of parameters and therefore the numerical effort small, we employed BPAC focused on the structure in the upper Hubbard band. Therefore we only described the upper part of the spectrum by Lorentzians while keeping the MEM reconstruction for the rest of the spectrum. Bayesian model comparison then allows to infer which details of the upper Hubbard band can reliably be inferred from the data. Remarkably, we found that the information of the three-peak structure present in the real-frequency spectrum is attenuated by ten orders of magnitude during the transformation to imaginary-time space. It is therefore buried in the noise and impossible to be retrieved from the QMC data. This means that in-dependent of the model chosen, we obtained a single large peak resembling the MEM solution. Although BPAC was not able to reconstruct the true shape of the upper Hubbard band, its advantage is that it reliably detects how many details of the spectrum are actually above the noise threshold in the data.
Therefore, we conclude that BPAC is a valuable addition to non-parametric reconstruction methods, such as MEM. The reconstruction could be done either only with BPAC, or a MEM reconstruction can be performed first and BPAC is employed to assess whether the data support specific features found in the MEM spectral function.
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IX. APPENDIX
A. Prior ranges and estimated parameters Tab. I shows the prior ranges and the estimated parameters for the four-peak model M 4 of the spin-down spectral function of the AIM discussed in Sec. V. Table I . Prior ranges and estimated parameters for model M4, for the spin-down spectral function.
Tab. II shows the prior ranges and the estimated parameters for the two-peak model M 2 of the spin-up spectral function of the AIM discussed in Sec. V.
