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Advances in technology allow to build computer systems of ever increasing per-
formances and capabilities. However, the effective use of such computational
resources is often made difficult by the complexity of the system itself. Crucial
to the performance of a computing device is the orchestration of the flow of
data across the memory hierarchy. Specifically, given a fast but small memory
(a cache) through which all the data that have to be processed must pass, it is
necessary to establish a set of rules, then implemented by an algorithm, that
define which data has to be evicted from such a memory to make room for
new incoming data. The goal is that of minimizing the number of times that
requested data is outside the cache (faults), since fetching data from farther
levels of the memory hierarchy incurs high costs, in terms of time and also of
energy. This thesis studies two generalizations of this problem, known as the
paging problem. This problem is intrinsically online, as future data requests
issued by a computer program are typically unknown.
Motivated by the recent diffusion of multi-threaded and multi-core archi-
tectures, whereby several threads or processes can be executed simultaneously,
and/or there are several processing units, and by the recent and rapidly grow-
ing interest in reducing power consumptions of computer systems, in the first
part of the thesis we study a variation of paging which rewards the efficient
usage of memory resources. In this problem the goal is that of minimizing
a combination of both the number of faults and the cache occupancy of the
process’ data in fast memory. The main results of this part are two: the first is
an impossibility result that indicates that, roughly speaking, online algorithms
cannot compete in practice with algorithms that know in advance all the data
requests issued by the process; the second is the design of an online algorithm
that has almost the best performance among all the possible online algorithms.
In the second part of the thesis we concentrate on the management of
a cache shared among several concurrent processes. As outlined above, this
has direct application in multi-threaded or multi-core architectures. In this
problem the fast memory has to service a sequence of requests which is the
3
interleaving of the requests issued by t different processes. Through its replace-
ment decisions, the algorithm dynamically allocates the cache space among the
processes, and this clearly impacts their progress. The main goal here is to
minimize the time needed to complete the service of all the request sequences.
We show tight lower and upper bounds on the performance of online algorithms
for several variants of the problem.
Sommario
Progressi tecnologici permettono la costruzione di sistemi di calcolo sempre piu`
performanti. Tuttavia, l’uso efficace delle risorse di calcolo viene spesso reso
difficoltoso dalla complessita` del sistema stesso. Cruciale verso l’ottenimento
di buone performance e` la gestione del flusso di dati all’interno del sistema di
memoria del calcolatore. In particolare, data una piccola ma veloce memoria
(una cache), attraverso la quale tutti i dati che devono essere elaborati devono
passare, e` necessario stabilire una serie di regole, che poi devono essere imple-
mentate da un algoritmo, che definiscono quali dati devono essere eliminati da
tale memoria per fare posto a nuovi eventuali dati. L’obiettivo e` minimizzare
il numero di volte che un dato viene richiesto e non si trova in cache (fault),
perche´ recuperare dati da memorie piu` lente e` costoso, sia in termini di tempo
che di energia. Questa tesi studia due generalizzazioni di questo problema,
conosciuto col nome di paging. Tale problema e` intrinsecamente online, poiche´
le future richieste di dati da parte di un processo non sono tipicamente note.
Motivati dalla recente diffusione di architetture di calcolo multi-threaded e
multi-core, dove diversi thread o processi possono essere eseguiti simultanea-
mente, e/o dove sono presenti diverse unita` di calcolo, e dal recente interesse
verso la riduzione del consumo energetico dei sistemi di calcolo, nella prima
parte della tesi studiamo una variante del problema del paging dove viene pre-
miato l’uso efficiente delle risorse di memoria. In questo problema l’obiettivo
consiste nel minimizzare una combinazione sia del numero di fault che dell’oc-
cupazione in memoria dei dati di un processo. Due sono i risultati principali
di questa parte: il primo e` un risultato di impossibilita` che indica che, nella
pratica, algoritmi online non riescono competere con algoritmi che conoscono
in anticipo le richieste di dati fatte dal processo; il secondo e` la definizione
di un algoritmo online che ottiene all’incirca le migliori prestazioni tra tutti i
possibili algoritmi online.
Nella seconda parte della tesi ci concentriamo sulla gestione di una cache
condivisa tra molteplici processi concorrenti. Come anticipato in precedenza,
questo ha un’applicazione diretta nelle architetture multi-threaded e multi-
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core. In questo problema la memoria veloce deve servire una sequenza di
richieste che provengono, in un certo ordine, da t diversi processi. Attrever-
so le scelte che opera, l’algoritmo di gestione alloca dinamicamente lo spazio
disponibile in cache tra i vari processi, e questo ha un chiaro impatto sul
loro avanzamento. Qui l’obiettivo principale e` minimizzare il tempo necessa-
rio alla completa esecuzione dei processi. Dimostriamo lower e upper bound
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1.1 The Paging Problem
The memory/data storage system of modern computing devices is almost al-
ways organized as a hierarchy of several layers of progressively larger capacity
but also higher access cost (in terms of time, and also of energy). This is ul-
timately dictated by fundamental physical constraints on information density
and to the finiteness of the speed of light. The ever widening gap (in both
capacity and cost) between different layers makes the paging problem, that is,
the problem of efficiently orchestrating the flow of data across the memory
hierarchy, crucial to the performance of a computing device.
The most widely used theoretical model for studying paging is that of a
two-layer system: a smaller, but fast, memory layer with a capacity of k pages
(which represent equally sized blocks of data), and a larger, but slower, layer
of infinite capacity. (For convenience, throughout the thesis we will use the
terms “fast memory” and “cache” interchangeably.) A page can be accessed if
and only if it resides in fast memory. The input is a sequence σ = r1, r2, . . . , rn
of page requests that must be accessed in order. Upon a request to a page p,
if p is in the cache we say that a (page) hit occurs, and no action is required.
Otherwise we have a (page) fault (or miss), and p must be brought from slow
to fast memory; if the cache is full, that is, it already contains k pages, some
of them must be evicted from it to make room for p. A replacement policy is
a set of rules that define which page(s) has to be evicted from the buffer upon
a miss, and a replacement algorithm is an effective procedure to implement a
given policy. With no danger of confusion, from now on we will use these terms
interchangeably. Given any sequence of requests, the goal of the replacement
policy is that of minimizing the number of page faults.
The MIN policy of Belady [7] and the OPT policy of Mattson, Gecsei,
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Sluts, and Traiger [38], have long been known to be optimal. OPT1 evicts the
page whose next access is furthest in the future (with ties broken arbitrarily
in case the cache contains pages that will not be accessed in the future). From
now on we will refer to this algorithm using the name LFD (Longest Forward
Distance).
However, in several practical circumstances the input of a problem is not
completely known at the beginning of the computation, perhaps because it
has not been created yet; moreover, the algorithm cannot wait till it gets the
input entirely, and must make some decisions nonetheless. When the input
is provided as a “stream” and, at each point in time, the algorithms need to
make certain decisions, based on the part of the input that they have seen
so far, but without knowing the rest of the input, then we are faced with an
online problem. This setting can also be regarded as a request-answer game:
an adversary generates portions of the input and an online algorithm has to
process them one at a time. Like many other problems that arise, e.g., in
networks management, in financial decision making, and in web advertising,
the paging problem is intrinsically online. Hence, since the early years of
computer science, many online replacement policies have been studied and
implemented in computer systems. Among those, one of the most famous
is the Least Recently Used (LRU) policy, which upon a page fault evicts the
least recently used among the pages in cache. Such a policy does experience
very good performance in practice, since it produces solutions very close to
the best (oﬄine) possible; moreover, it is simple to implement in hardware or
software. For these reasons, LRU (and variants thereof) is the most widely
used replacement policy in practice.
1.2 Our Contribution: Paging on Complex Ar-
chitectures
While the classical miss minimization problem retains its interest and deserves
further study, both for its paradigmatic role and for its applications, it has to
be recognized that the evolution of processor and memory organizations over
time has made the relationship between performance and number of misses
less direct than it used to be.
In particular, with memory systems that can handle multiple outstanding
faults, the penalty of a miss varies depending upon the extent to which its
latency can be masked. Furthermore, out-of-order execution may result in dif-
1MIN is actually slightly different.
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ferent sequences of requests being generated by different replacement policies.
These issues become even more complex when the fast memory is shared by
multiple instruction streams, as in multi-threaded or multi-tasking architec-
tures, whereby several threads or processes can be executed simultaneously,
each of them needing its own data to perform its operations. Moreover, dif-
ferent threads may share some subset of the data, and thus each page eviction
might have direct effects on other threads’ performance. The situation gets
further complicated is recent multicore architectures, where in addition to the
aforementioned issues, we have more than a single processing unit (core), and
in order to exploit the parallelism at hand each core has to be fed with data
as quickly as possible.
As another example of the complexity of memory management in mod-
ern architectures, observe that performance is not necessarily intended as a
synonymous of “fast execution”. In recent times there is a growing push to
improve the energy efficiency of computing systems for both economic and
environmental reasons. Currently, main memory (the RAM) of a computing
system consumes an amount of energy that is comparable to the energy con-
sumption of processors, whence the need to use (portions of) it only when
necessary. Power consumption is also a major concern in portable devices
such as laptops, tablets, and smartphones, that have proliferated rapidly in
recent years, and which require a low power consumption for longer battery
duration. The connection with the paging problem lies in the fact that only
memory blocks that are in active state can store data; as soon as a block is
turned off (that is, energy is not supplied), all data in this block are lost and,
if requested, must be fetched from the slow memory. This suggests that re-
placement policies should pursue an efficient usage of memory resources, other
then mere miss minimization.
This thesis explores new models for the analysis and the optimization of
replacement policies in the context of complex scenarios like those outlined
above. Specifically, Chapter 2 introduces and analyzes the Budget Paging
problem, a generalization of the paging problem that accounts for the efficient
usage of memory resources by paging algorithms. In such a problem, the
goal of the replacement algorithm is to service a sequence of page requests by
minimizing, loosely speaking, a combination of both the number of faults and
the cache occupancy of pages in fast memory. This problem seamlessly has
applications in both the scenarios discussed above. Chapter 3 introduces the
Paging for Multi-Threading problem as a way to effectively model and analyze
the complexity of paging in presence of multiple applications (processes) or
multiple threads, or both.
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The aim of this thesis is twofold. The first is to formally define such vari-
ants of the paging problem by establishing a theoretical model of computation
which is amenable to rigorous analyses; the second is to conduct a thorough
investigation of the problems within such models, mainly by designing algo-
rithms with provable performance guarantees. Since paging is intrinsically an
online problem, we focus on the design and the analysis of online algorithms.
The next section provides some necessary tools to this end.
1.3 Preliminaries: Competitive Analysis
1.3.1 Definitions
The performance of online algorithms is defined very similarly to the perfor-
mance of oﬄine approximation algorithms. The standard and most natural
way to evaluate the quality of online algorithms is given by competitive anal-
ysis. In competitive analysis, we compare the cost of an online algorithm
against the cost of an optimal oﬄine strategy on every input, and consider the
worst-case ratio. Formally, given a minimization optimization problem P (the
definition for maximization problems is analogous) and an input instance I of
P , let A(I) denote the cost incurred by an algorithm A on the input instance
I,2 and let OPT be an optimal oﬄine algorithm. Then we say that an online
algorithm A for P is c-competitive if for every instance I of P , it holds that
A(I) ≤ c ·OPT(I) + a,
where a is a universal “constant” which might be a function of the problem
parameters but must be independent of the input instance I. The use of such
an additive constant a allows for an intrinsic competitive ratio that does not
depend on the (possibly different) initial conditions of A and OPT. When
a ≤ 0, A is called strictly c-competitive. (In this thesis we will not distinguish
between these two notions.) An algorithm is called competitive if it attains a
“constant” competitive ratio c that, like a, might be a function of the problem
parameters but must be independent of the input instance I. (Equivalently,
an algorithm is called competitive if it is c-competitive for some real number c.
Thus, an algorithm A is not competitive if there does not exist a finite c such
that A(I) ≤ c · OPT(I) + a.) If A is c-competitive we sometimes say that it
has a competitive ratio of at most c. The competitive ratio of A is the infimum
over the set of all values c such that A is c-competitive.
2We will sometimes slightly abuse the notation and use A(I) to denote also the solution
produced by A on input I, in addition to its cost.
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Observe that both approximation and online algorithms seek to obtain
a good worst-case provable guarantee to some optimal solution. The differ-
ence lies in that approximation algorithms are limited in the computational
resources available whereas competitive algorithms are limited in their knowl-
edge of the problem instance. It follows that competitive analysis of algorithms
is an information theoretic measure, not a computational complexity measure.
Competitive analysis as an approach to analyze online algorithms was pri-
marily introduced in a seminal paper by Sleator and Tarjan [42], but such a
measure was implicit in early work on the bin packing problem (see, e.g., [29]).
The term “competitive analysis” was coined later by Karlin et al. [32].
When we analyze online algorithms for a problem with respect to this
measure, the goal is clearly to find an algorithm that minimizes the competitive
ratio, and hopefully an algorithm that can achieve a competitive ratio c which
is a constant Θ (1), independent on the input instance I and on any problem
parameter.
For a more comprehensive survey on the competitive analysis of algorithms
we refer the reader to [11, 26].
1.3.2 Resource Augmentation
Competitive analysis is a relatively simple measure to apply, yet powerful
enough to quantify, to a large extent, the performance of many online algo-
rithms. The growth of online computation is due in no small part to the
effectiveness of this measure. Notwithstanding the wide applicability of com-
petitive analysis, it has been repeatedly observed by various researchers that
in certain settings the competitive ratio leads to estimates that are too pes-
simistic or that do not match up with empirical results. This critique applies
also in the context of online paging, where (as we will see shortly) standard
competitive analysis suggests that the relative performance of many online al-
gorithms (such as LRU) degrades with the size of the cache, while in practice
such paging strategies usually incur a cost within a small constant factor of
minimum (see, e.g., [47]).
For this reason, many alternative models have been suggested in the lit-
erature in the hope of restricting the adversary enough so that to explain
theoretically the observed empirical behavior of LRU and other paging algo-
rithms.3 Resource augmentation, which has been introduced by Sleator and
3Another drawback of classical competitive analysis is that sometimes it is not able to
distinguish between the performance of different algorithms that are found to perform very
differently in practice.
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Tarjan in the same paper that introduces competitive analysis, is perhaps the
most popular refinement of competitive analysis that attempts to address the
aforementioned drawbacks. In the resource augmentation framework of anal-
ysis, the online algorithm is endowed with more resources than the oﬄine
algorithm that it is compared to. There are several ways to give an online al-
gorithm more resources: in paging problems it can receive a larger cache [42],
in scheduling problems it can receive a faster processor [30], and so forth.
Albeit it seems, at first glance, unfair or unreasonable to compare an on-
line algorithm with an adversary which is artificially hobbled by a small cache
of a slower processor, resource augmentation analysis has several motivations.
Indeed, if we adopt the philosophy that the point of rigorous guarantees for al-
gorithms is to give good advice about how to solve problems and build systems,
then resource augmentation bounds offer two compelling advantages: firstly,
they provide the system designer with an indication of the amount of addi-
tional resources he should buy to achieve acceptable performance; secondly,
the analysis has the remarkable property of maintaining the standard worst-
case scenario, thus bypassing the need to choose an appropriate distributional
model for input data, and then to perform a more complicated average-case
analysis. It is for these reasons that this way of restricting the power of the
adversary became a well established framework of analysis used to capture
with more accuracy the behavior in practice of online algorithms, and we will
use it throughout the thesis.
1.3.3 Competitive Analysis of Paging
Sleator and Tarjan give tight bounds on the best competitive ratio which can be
achieved by any deterministic online paging algorithm [42]. These bounds also
hold in the resource augmentation framework of analysis, that is, they assume
that the adversary is endowed with a smaller cache than the online algorithm.
The cache of the adversary is denoted by h, with h ≤ k. This generalization of
the problem is usually referred to as the (h, k)-paging problem; the competitive
ratio of algorithms in the (h, k) framework is sometimes called the (h, k)-
competitive ratio.
Firstly, such authors show that no deterministic online paging algorithm
can achieve a competitive ratio better than k/(k−h+1). Lower bounds for the
competitive ratio are often proven using an adversary-style argument: the idea
is that the algorithm plays against an adversary who arranges the worst-case
scenario for the algorithm. In competitive analysis, however, the adversary
has two tasks. First, it must devise a costly input sequence for the algorithm.
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Then it must service that sequence, and thus the analysis must give an upper
bound on the optimal cost for that sequence. The result of Sletor and Tarjan
is the following.
Theorem 1 ([42, Theorem 5]). Let A be any deterministic online paging al-
gorithm. Then, the competitive ratio of A is at least
k
k − h+ 1
Then, they provide a matching upper bound by showing that the commonly
used LRU algorithm defined above achieves a competitive ratio of k/(k−h+1).
The proof is based on the simple observation that an optimal algorithm must
incur at least (k − h + 1) faults in each subsequence of consecutive requests
where LRU incurs k faults.
Theorem 2 ([42, Theorem 6]). LRU is k
k−h+1-competitive.
For example, if h = k/2, then LRU is 2-competitive, a seemingly far
stronger guarantee than the (tight) upper bound of k in the more standard
(k, k)-framework. This celebrated result says that, roughly speaking, almost
optimal performance can be attained by just doubling the amount of memory of
the system. This is somewhat a justification of the fact that, in practice, LRU
usually provides a solution which is just two-three times far from the (oﬄine)
optimum. Hence, the above result provides a clear example of the capabilities
of the (worst-case!) resource augmentation framework of analysis to predict
the “real” behavior of online algorithms.
For a more comprehensive survey on the competitive analysis of the paging
problem we refer the reader to [11, 25].

Chapter 2
Minimizing Cache Usage in
Paging
This chapter introduces the budget paging problem, a generalization of the
paging problem that accounts for the efficient use of memory resources by
paging algorithms. This has direct applications when the memory is shared
among several threads or processes, because no single thread should be allowed
to use the whole memory space for its own data, and in the context of energy-
efficient computing, since memory usage accounts for a large fraction of power
consumption in modern computing system, and thus dynamically disabling
underutilized portions of it can help to save energy.
We discuss properties and complexity of the oﬄine optimization problem,
and then prove almost tight lower and upper bounds for the online version
of the problem. Specifically, our main finding is that the hardest part of the
problem is, roughly speaking, choosing how much of the available memory
resources to use, rather than the replacement decisions themselves.
2.1 Motivations and Previous Work
Throughout the long history and the many variants of the paging problem,
the goal has always been that of minimizing the number of (possibly weighted)
faults incurred to service a sequence of page requests. Memory, in the limits
of its size, has always been assumed to “come for free”, and no previous model
rewards algorithms which also use it efficiently. Yet, this no longer reflects
many important computing realities.
In fact, current systems are multithreaded and, more recently, also mul-
ticore. This means that there are more processes which run simultaneously,
thus competing for space in the (shared) cache. Page replacement has a big
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impact on this issue, since the replacement policy is indirectly responsible for
allocating more or less memory resources to each thread at each time step.
Intuitively, a process which has a low average cache occupancy with its own
pages (and yet maintains a good performance in terms of fault rate), leaves
room in cache for pages of other concurrently running processes. Hence each
individual process should be charged for its average use of memory resources.
The next chapter is entirely devoted to the study of replacement policies in
multi-threaded architectures.
Another motivation comes from energy consumption, which has become a
critical issue in current computing environments. It turns out that (DRAM)
memory is responsible for more than 25% of the power consumption in current
computer systems [5, 39], and this percentage will increase as applications de-
mand larger memory capacities for virtualized multi-cores and memory-based
caching and storage. Likewise, on-chip caches have been found to be respon-
sible for up to 50% of the power consumption of a microprocessor [31], and
the advent of chip multiprocessors (CMPs) with multiple levels of large caches
has further increased this contribution. To reduce energy consumption, mod-
ern memory systems such as RDRAM allows each individual memory block to
transition into different low-power operating modes, ranging from power-down
to accessing states. The key point is that only pages that are in active state
can store data; as soon as a page is turned off, all data in this page is lost and,
when requested, must be fetched from the slow memory.
A first attempt in modeling memory usage in memory systems, by reward-
ing the efficient use of memory resources, was proposed by Marek Chrobak,
who introduces the RAM rental problem [16]. This problem is motivated by the
same energy-efficiency concerns discussed above. In that model, each memory
location can be in two states: active and power-down (or on and off ). Only
locations that are active can store a page, and thus satisfy a page request; as
soon as a location is turned off, the page that was stored in it is lost. If the
next request of the request sequence σ is for a page that is in memory, the
request can be satisfied at cost 0; otherwise a fault occurs and this page must
be fetched from the slow memory at cost 1. The twist is that there is also a
cost associated with maintaining the active state: each active memory location
costs λ units of energy per time step, with λ << 1. The goal is, clearly, to
minimize the total cost. A related model that also charges an algorithm for the
memory usage is given in [19]. In this model an algorithm can purchase cache
locations, and the cost of buying memory is included in the algorithm’s cost
along with the number of faults it incurs. In this model, however, the cache
size can only increase, since cache locations can only be bought, and there is
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not a cost associated with the actual usage of them.
Very recently, and concurrently with our work, the RAM rental problem has
been studied by Lo´pez-Ortiz and Salinger [36], and by Khare and Young [34].
The first group of researchers uses two parameters, f and c, with α = f/c,
that weight the contribution of the total number of faults and the total cache
occupancy, respectively, to the total cost incurred by an algorithm. This is
equivalent to setting α = 1/λ in the model of Chrobak. They study the oﬄine
complexity of the problem and show that it admits a polynomial-time algo-
rithm. They also tackle competitive analysis of online algorithms for it, and
show nearly tight lower and upper bounds. Furthermore, the paper includes
experimental results that assess the performance of their algorithm on real-life
input instances. The second group studies the same problem, and also gen-
eralize it to the case where pages have general sizes and retrieval costs. By
leveraging on the primal-dual technique, they present online algorithms that
are nearly optimal. They also study the role of randomization in this problem.
We study the problem of efficient usage of memory space by introducing
a different model, which is more general and, we believe, more realistic than
the one previously mentioned. We introduce such a model and the associated
paging problem, which we dub budget paging, in the next section.
2.2 The Budget Paging Problem: Model and
Preliminaries
In this section we formally define the budget paging problem. We are given a
cache of size k and a sequence of page references σ = r1, r2, . . . , rn. Time is
discrete. Accessing a page takes 1 time step if that page is in fast memory (a
hit). If a requested page is not in memory (a fault), it can be accessed only
by first copying it into the cache; this takes s − 1 additional time steps, for
a total of s. (This is the full access cost model of Torng [46].) Pages can be
brought into fast memory only when requested, but can be discarded at any
time (instantaneously and at no cost). During the s − 1 time steps required
for retrieving a page from slow memory, the corresponding page is assumed
reside in cache, thus occupying a cache location. (That is, as soon as a fetch
for a page starts, this page occupies one slot in the cache.) Each time step t,
any algorithm running with p(t) pages in cache (a quantity referred to as its
capacity at time t) incurs a cost of p(t) cost units. The goal of the algorithm
is to minimize the total cost incurred to service all the requests of σ, that is,∑∞
t=1 p(t).
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The challenging aspect of this problem is that, at any time step, the algo-
rithm has to decide not only which page(s) to evict upon a miss when the cache
is full (as in classic paging), but also which page(s) (if any) to discard at any
other moment. Intuitively, in doing this, the algorithm is faced with the trade-
off between keeping “many” pages in cache, thus incurring few faults and many
hits, both associated with a high cost, or keeping “few” pages in cache, thus
incurring many faults albeit of low cost. It is not clear, a priori, which strategy
is the best fit for an input sequence σ; in general such a strategy has to vary in
the course the computation, adapting dynamically to the characteristics of the
specific input at hand: loosely speaking, the algorithm will use more memory
in phases where many distinct pages are requested frequently within short in-
tervals of time, and less memory in phases when references involve few distinct
pages. Hence, a key facet of any algorithm will be its ability in dynamically
“right-sizing” the cache, that is, choosing how many (other than which) pages
to keep in cache at each moment. In fact, this is the key facet of the problem,
since it follows from the work of Peserico [40] that if the cache size varies at
run time in the same way for both the online algorithm and the adversary
(that is, the cache size is supplied as part of the input in correspondence of
each request ri ), then classic paging policies perform remarkably well, that is,
Belady’s classic LFD algorithm still achieves the minimum number of faults,
and LRU and others still have a constant competitive when endowed with a
constant fraction of resource augmentation.
Intuitively, a good online algorithm should be able to “follow closely” the
behavior of an optimal solution OPT; specifically we wish that, for most of
the time steps t, i) its capacity is at least constant factor larger than that
of OPT, so that the online algorithm can take advantage of such a “resource
augmentation” in order to incur not much many faults than OPT does (this
possibility is suggested by Theorem 2), and ii) this capacity is not too much
larger, as otherwise the performance of the algorithm could be degraded by an
higher cost due to cache hits.
Observe that our model is a generalization of the one proposed in [16, 36,
34], and also of [46, 19], which are, in turn, all generalizations of the traditional
paging problem. In fact, by letting the algorithm pay a fault on request ri as if
it had only one page in cache during the fetching, that is, f(ri) with f(ri) = s
rather than f(ri) =
∑ti+(s−1)
x=ti
p(x), and by setting s = 1/λ (resp., s = f),
we obtain the model of [16, 34] (resp., [36]), with the total cost scaled by a
factor of 1/λ (resp., f). That is, the cost of a fetching operation is not given
by the retrieval cost of the missing page, which is given (and thus fixed), but
depends on the cache occupancy during the operation. Stated another way,
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faults are weighted, but the weights of single pages are not fixed like in the
weighted paging problem. We believe that this feature makes our model much
more realistic. This is particularly the case for both the applications outlined
in Section 2.1. As we will discuss in the next chapter, and as recognized by
recent work [23, 37], in paging for multithreading/multicores, the delays due
to the fetching costs are the key facet of the problem; and for what concerns
power consumptions issue, it must be acknowledged that keeping active mem-
ory locations while waiting for the fetching of a page from slow memory causes
a non-negligible energetic cost, especially when the retrieval delay (which is s)
is very high (think of the RAM-disk interface).
However, this higher accuracy and, in turn, its higher level of generality,
comes at a price of making our problem much more difficult, even in the case
k =∞ (or, equivalently, when σ contains requests to at most k distinct pages),
for which there are trivial online algorithms which attains a competitive of
O (1) in the RAM rental model but not in ours, and especially in the resource
augmentation framework of analysis.
We are mainly interested in studying the online version of this problem,
which arises when the request ri of the input sequence σ is revealed to the
algorithm only after the prefix r1, r2, . . . , ri−1 has been processed. As for other
online problems, we will use competitive analysis to measure the performance
of online algorithms. Ideally, we would like to come up with an algorithm
achieving a constant competitive ratio, possibly when endowed with a constant
factor of resource augmentation (if such an algorithm exists).
2.3 The Oﬄine Problem
Although we are mainly interested in the online version of the problem, we
begin our investigation by analyzing the oﬄine optimization problem. In fact,
even though one can in principle carry out competitive analysis without knowl-
edge of a specific OPT algorithm, it is often the case that knowledge about the
nature of OPT provides useful insights for the design of online algorithms, and
sometimes can also help to simplify competitive analysis. Moreover, knowledge
of an optimal or an approximate solution is necessary when running experi-
ments to assess the “real” competitive ratio of online algorithms.
In this section we establish some insightful properties of the oﬄine problem,
which provide some intuition useful also to attack its online version, and then
give some preliminary results on its computational complexity.
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2.3.1 Key Properties
Observe that any (oﬄine) algorithm which evicts a certain page pi at some time
between two consecutive requests for it may as well discard pi immediately after
the first of these two consecutive requests (and then bring it back in occurrence
of the second request). This results in a non-increased cost, and thus we can
restrict our attention to algorithms in which for every two consecutive requests
for a page pi, either the page remains present in the cache at all times between
the first request and the second, or it is absent from the cache at all times in
between. Thus, we have the following fact.
Fact 1. Every optimal algorithm evicts a page only immediately after its ser-
vice.
This simple fact turns very useful. Firstly, it leads naturally to a descrip-
tion of the problem in terms of time intervals, by which many similar resource
allocation problems have been defined and studied in the literature. For in-
stance, it is known that there exists a connection between paging and interval
scheduling [14, 18], and indeed Lo´pez-Ortiz and Salinger establish the com-
plexity of paging with cache usage in their model via a reduction to weighted
interval scheduling on identical machines. Secondly, it reveals many impor-
tant properties of optimal oﬄine algorithms. For instance, it implies that the
amount of pages in OPT’s fast memory cannot decrease by more than one per
time step. Again, it implies that OPT never replaces one page for another
page in cache. Finally, this property allows us to establish a strong relation-
ship between our problem and classical paging, as follows. Let OPT be any
optimal oﬄine algorithm for the budget paging problem, and let p be a page
which gets evicted just after its access. We now show that p must be the page
with longest forward distance among those in cache at that moment.
Theorem 3. Any optimal oﬄine algorithm for the budget paging problem,
upon each eviction, evicts the page with the longest forward distance.
Proof. Assume the contrary, that is, there exists an optimal oﬄine algorithm
OPT which, upon the i-th request of any request sequence σ, evicts a page
whose forward distance is not the highest among those of the other pages
in cache. Let u be this page, and let v be the page with the longest forward
distance among those that were in cache immediately before this eviction (with
ties broken arbitrarily, in case there is more than one of such pages, which
happens when there is more than one page that will be never requested again).
Given OPT, we now construct algorithm OPT′ which upon the i-th request
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evicts v instead of u and such that OPT′(σ) < OPT(σ). This construction
and the relative analysis follow a similar argument which can be used to prove
the optimality of algorithm LFD for the classical paging problem [11].
Let OPT′ process the first i−1 requests exactly as OPT does. Immediately
after processing the i-th request the fast memories of OPT and OPT′ contain
the page sets P ∪ {v} and P ∪ {u}, respectively, where P is some set of pages
with 0 ≤ |P | ≤ k− 1. From now on, in order to serve the subsequent requests,
OPT′ simply mimics the behavior of OPT. This is well defined because, at each
time step, each page residing in the latter algorithm’s cache is also present in
OPT′’s cache; the sole exception is for page v before an eventual new request
for it, and thus in principle OPT′ could not mimic OPT if the latter would
decide to evict v. However, in this period, v cannot be evicted by OPT by
Fact 1.
Until v is requested, there must be at least one request for u after the i-th
request, since v had the longest forward distance among those in cache after
such request and u, by assumption, could not have an infinite forward distance
and thus must be requested one more time. The first such request causes a
page fault to OPT but not to OPT′. Whether OPT evicts u or not after its
service, starting from that point OPT′, which mimics the actions of OPT, runs
at each moment with one page less than OPT in cache (and such a page is
actually v). We conclude that, after the i-th request and until v is requested,
the algorithm we are constructing cannot incur a higher cache utilization than
OPT does.
If v is eventually requested (at some point in σ after the i-th request), this
causes a page fault to OPT′ but not to OPT. If this fault occurs when its cache
size is not greater than the cache size of OPT when the latter missed on u,
then we are done. Otherwise, OPT′ faults with a larger size than OPT had
when it incurred on the fault for u seen before, and let d be this difference in
size. However, we have seen that from that point till the request of v, OPT
runs with one page more than OPT′ in cache; in such a period, each time
OPT′ increased its size, so did OPT, which therefore spent at least d · s more
cost than OPT′ did (because the only way an algorithm can increase its size
is upon a page fault). We conclude that in the period from the i-th request
and an eventual request for v, the cost incurred by our algorithm is not greater
than that incurred by OPT.1 After the service of v the two algorithms identify.
So far we have shown that OPT′(σ) ≤ OPT(σ). Observe however that,
by Fact 1 and the optimality of OPT, the i-th request of σ was necessarily u.
1Observe that this whole part becomes simpler in Chrobak’s RAM rental model, because
there all the faults have the same cost.
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Therefore v was already in the cache of both algorithms when the i-th request
was issued, and thus OPT′ could have evicted v strictly before the servicing
of the i-th request, reducing its cost by at least one. This contradicts the
optimality of OPT, concluding the proof.
This result is important since it gives a clear indication that the difficult
part of the problem stands entirely in determining, at any moment, how many
pages to keep in cache, rather than choosing which pages to keep, since given
the former, the latter aspect is easily determined. It therefore gives an indi-
cation towards the design of good online algorithms: the baseline replacement
policy should be LRU, which must then be combined with a suitable strategy
to dynamically adjust, at each time step, the capacity of the cache, that is,
the amount of pages to be maintained in cache.
How that we have gained some useful intuition about the problem, we try
to settle its computational complexity. In next subsection we give a simple





where n = |σ|, N is the number of distinct pages in σ, and k is the size of the
cache.
2.3.2 A Dynamic Programming Algorithm
Let n = |σ|, N be the number of distinct pages in σ, and k be the size of





via an application of a straightforward dynamic
programming algorithm for metrical task systems [12, 11]. This results in
polynomial time when either k or N is a constant.
Fix any request sequence σ = r1, r2, . . . , rn. Let a cache state S be a subset
of up to min{k,N} of the pages in σ, representing a configuration in which the
pages of S are in cache. Let c(ri, S) be the cost of servicing the i-th request ri
when the cache is in state S, that is,
c(ri, S) =
{
|S| if ri ∈ S
|S| · s otherwise,
and let d(S, S ′) be the minimal cost to change the contents of the cache from
state S to S ′, which is given by




For each state S we define w(i, S) as the minimum (oﬄine) cost to process the
first i requests of σ and ending in state S. Notice that OPT(σ) = minS w(n, S).
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Since if ri /∈ S the cost to fetch ri is accounted by both c(ri, S) and d(S, S ′),
a dynamic program that computes w(i, S), and thus OPT(σ), is given by the
following recurrence.
w(i, S ′) =
{
minS{w(i− 1, S) + c(ri, S) + d(S, S ′)} if ri ∈ S
minS{w(i− 1, S) + c(ri, S) + d(S, S ′)− |S| · s} otherwise,
(2.1)
w(0, S) = d(∅, S).
Let φ be the number of possible states. In order to obtain OPT(σ) we have
to compute a table of n rows and φ columns such that the i-th row contains
the values w(i, 1), w(i, 2), . . . , w(i, φ). According to Equation 2.1, each w(i, j)
depends solely on the values of the previous row, that is, on w(i − 1, j′), for








≤ (N + 1)min{k,N},






In fact, both d(S ′, S) and c(ri, S) can be obtained in constant time by a lookup
to a pre-computed table containing all the values of functions c and d, resp.,




to be computed (specifically,
O (φN min{k,N}) and O (φ2), resp.–by dynamic programming, instead of the
trivial O (φ2 min{k,N} log min{k,N}) by calculating each element indepen-
dently, using sorting and looking for duplicates). (Furthermore, the table-
building procedure can be modified to actually produce an optimal sequence
of moves, too. Every entry in the table equals some entry on the previous row
plus the–potential–cost of a state transition and of a page servicing, and by
saving this information it is easy to follow pointers back from any minimum
entry on the last row and determine a sequence of moves that produced that
cost.)





not all the transitions from one state to another are feasible. Clearly, the
service of one request cannot lead to a cache state with two or more pages
than the previous state S. Moreover, by Fact 1, no optimal algorithm evicts
more than one page upon the service of a request. That is, there are at most
N feasible transitions from each state: N−|S| increments of one page, plus |S|
evictions of one page, since the only possible state transitions are the eviction
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of the last serviced page which was a hit and the non-eviction of the last
serviced page which was a miss. (Observe that both have no cost, that is if
the transition from S to S ′ is feasible, we can discard the function d form the
recurrence.) Since there are at most n(N+1)min{k,N} table entries to compute,
we have the following result.






Corollary 1. When k or N is a constant, the budget paging problem can be
solved in polynomial time.
2.4 Online Algorithms
This section is entirely devoted to the design and analysis of deterministic
online algorithms for the problem introduced in Section 2.2. As a warm-up,
we begin by analyzing the performance of the class of marking algorithms
for the classic paging problem, and then we present a simple and intuitive
generalization of such algorithms which improve upon the performance of the
latter. We also show that when h = k, that is, when we compete with an
adversary which has a cache as large as ours, the competitive ratio achieved
by our algorithm, which we term PD-LRU, is optimal to within a factor of two
for a large subset of values of parameter s.
However, such an algorithm seems too naive to perform well in practice,
since it does not adapt enough to the locality experienced by the request se-
quence as it unfolds. This is witnessed by the results obtained within the more
effective resource augmentation framework of analysis. Hence, in the second
subsection we design and analyze a more advanced online algorithm, and com-
plement this result with an almost-matching lower bound to the competitive
ratio achievable by any online algorithm. Somewhat surprisingly, our lower
bounds reveal that our is perhaps the first paging problem where giving to
online algorithms a constant factor of resource augmentation is provably not
sufficient in order to achieve a constant competitive ratio.
2.4.1 The (k, k)-Budget Paging Problem
Lower Bounds
Let A be any deterministic online algorithm. The “cruel” request sequence
σ = r1, r2, . . . , rn built by the adversary is defined as follows: there are k + 1
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distinct pages in all, numbered 1, 2, . . . , k + 1, which initially are all outside
A’s fast memory, and the adversary always requests the smallest numbered
page which is not in A’s cache. This sequence is well defined, since A is
deterministic, and the construction can be made arbitrarily long. The idea of
this construction is to focus on cache faults, which, especially when parameter s
is high, represent the main contribution to the cost of an algorithm: in fact, by
definition, the online algorithm faults on every request, and notwithstanding
σ tends to exhibit a “good” locality of reference which can be exploited by
a wise oﬄine algorithm. Notice that this adversarial construction, which has
also been used in [19], generalizes the one originally used by Sleator and Tarjan
for the classic paging problem, because here at each time instant there might
be more than one page missing from A’s fast memory. For the purpose of
the following lower bound, building the adversarial sequence by requesting the
most recently referenced page among those that are currently not in A’s fast
memory, with ties broken arbitrarily, would also work.
Once defined the stream of page requests, it remains to analyze the costs
incurred by A and by OPT when servicing it. We begin by giving a lower
bound to the cost incurred by A on a certain subsequence of the requests as a
function of the number of such requests and the number of distinct pages that
appear in it. This result is the main ingredient to establish a lower bound on
the competitive ratio of A. For the lemma and throughout this chapter we
use notation ALGσi(σ) to refer to the portion of the cost payed by ALG for
requests of subsequence σi when ALG services σ.
Lemma 1. Consider any online algorithm A, and any subsequence ψ of con-
secutive requests of the adversarial request sequence σ defined above. Let nψ
denote |ψ|, the number of page requests of ψ, and dψ ≤ k+1 denote the number
of distinct pages referenced in ψ. Then,
Aψ(σ) ≥ sdψ(dψ − 1)
2
+ (nψ − dψ + 1)s.
Proof. We shall prove that the cost incurred by A limited to the subsequence
ψ of σ is at least2 sd(d−1)/2 + s+ (n−d)s, which gives the desired result. To
this end we will show that the cost incurred by A for servicing the request that
precedes the first occurrence of the j-th distinct page in ψ, 1 ≤ j ≤ d, is at
least (j − 1)s, where the j-th distinct page of ψ is defined as the j-th distinct
page that one sees when scanning ψ from the beginning. (Notice that, apart
for the case j = 1, there is always such a request in ψ, since by hypothesis ψ
2To lighten notation, and with no danger of confusion, we omit the subscript ψ throughout
the proof.
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is a subsequence of consecutive requests of σ.) If this claim holds, the cost for
processing all such requests is at least
d∑
j=2
(j − 1)s =
d∑
j=1







and thus we get the first addendum. The s term is due to the cost of servicing
one (say, the first) occurrence of the d-th distinct page of ψ, and the third to
the total cost of servicing all the remaining n−d requests of ψ: by construction
A faults each request, and thus incurs a cost of s for fetching the corresponding
page.
It remains to prove the above claim, that is, the cost incurred by A for
servicing the request that precedes the first occurrence of the j-th distinct
page in ψ is at least (j − 1)s. Fix j, 2 ≤ j ≤ d, and let p denote the j-th
distinct page in ψ. Since each request causes a miss to A, we have to show
that immediately before p is issued A’s fast memory holds at least j− 1 pages
(notice that this is feasible as, by hypothesis, σ is built using at most k + 1
distinct pages, whence d ≤ k + 1). To this end observe that, by definition,
there are j − 1 pages that have been requested (in ψ, and possibly also before
in σ) at least once before the first occurrence of p in ψ, and thus all of them
have a number smaller than that of p. Therefore, each of these pages must
be in A’s fast memory as otherwise, by construction, the next request would
necessarily be to one of such pages, a contradiction. Thus, immediately before
p is issued A’s fast memory holds at least those j−1 pages, and this concludes
the proof of the claim.
Theorem 5. Let A be any deterministic online algorithm for the budget paging











Proof. Let A be any online algorithm. Both A and OPT initially have an
empty cache. We will show that there exists an arbitrarily long request se-







OPT(σ)−(k+1)s2.3 In the following
we assume s > 2k, as otherwise we clearly have nothing to prove.
The adversary, which knows the request sequence in advance, runs the LFD
algorithm of classic paging, which obviously fares no better than the actual
optimal oﬄine algorithm OPT for our paging problem. Intuitively, when LFD
3Notice that the term −(k + 1)s2 does not depend on σ, as required. Our analysis does
not attempt to optimize this value.
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incurs a hit, the cost for that request is at most k, and this is always at least s/k
times less than the cost of A, since the latter by construction incurs a miss,
whose cost is at least s. On the other hand, each time LFD incurs a miss,
then there must have been requests to k distinct pages (recall that LFD is a
demand paging algorithm, that is, it never discards a page from fast memory
unless there is a fault). In such a phase, considering only misses, LFD pays
ks, while the preceding lemma tells us that any online algorithm A pays at
least k(k − 1)s/2.
Let σ be an arbitrarily long request sequence built as seen previously. We
partition σ into maximal length phases σ(0), σ(1), σ(2), . . . , σ(ρ), ρ ∈ N+ ∪
{∞}, each involving accesses to at most k distinct pages. More formally, phase
σ(0) is the empty sequence, and for every i ≥ 1, phase σ(i) is the maximal
sequence following phase σ(i−1) that contains at most k distinct page requests;
that is, if it exists, phase σ(i + 1) begins on the request that constitutes the
(k+1)-st distinct page request since the start of the i-th phase. Such a partition
is called a k-phase partition, and it is the same partition used for the analysis
of marking algorithms in classic paging (see, e.g., [11]). Notice also that it is
a different partition from the one which is used for establishing lower bounds
for classic paging, where a phase consists of k (not necessarily distinct) pages.
Here considering (possibly longer) phases with k distinct pages is necessary in
order to obtain a good lower bound to the cost of A. This partition is well
defined and is independent of how any particular algorithm processes σ. We
let ni denote |σ(i)|, that is, the number of page references of σ(i), which we
call the length of the phase.
Phase σ(1) is easy to analyze. Since LFD starts with an empty cache, then
it incurs at most k cache faults during this phase (due to compulsory misses),
and thus its total cost is
LFDσ(1)(σ) ≤ k(k + 1)
2
s+ (n1 − 1)k.
The online algorithm A faults every page request, and thus it pays at least s
per request. Therefore,
Aσ(1)(σ) ≥ sn1 > s
k
(











If there is only this phase in σ, that is, the adversary builds the request
sequence using at most k of the k + 1 available pages, then we are done.
Otherwise, consider any phase σ(i) with i ≥ 2. Since i ≥ 2, LFD begins phase
σ(i) with k pages in cache. Let p be the page outside LFD’s fast memory. If p
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is not one of the at most k distinct pages4 of σ(i), then LFD incurs no misses
while processing σ(i), because there are k + 1 pages in all. Otherwise, p gets
requested, and let q be the page which gets evicted by LFD to make room for
p. By the definition of LFD, and since there are k + 1 pages in all, it must be
that all the pages in the cache (except perhaps p) must be requested prior to
the next request for q. Hence, LFD faults at most once in phase σ(i). Thus,
as s ≥ 1, in both cases we have
LFDσ(i)(σ) ≤ ks+ (ni − 1)k.
If i ≤ ρ − 1, phase σ(i) contains requests to exactly k distinct pages. By
Lemma 1, the cost accrued by any online algorithm A for phase σ(i) is at least
sk(k − 1)/2 + (ni − k + 1)s, and thus
Aσ(i)(σ) ≥ sk(k − 1)
2












































where in the last inequality we have used the fact that ni ≥ k and s > 2k. For
the case i = ρ we simply have









4We have to say “at most” because phase indexed by ρ can contain less than k distinct
pages.
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Putting all pieces together,




























































OPT(σ)− (k + 1)s2,
and this concludes the proof of the theorem.
Not surprisingly, this result is not a corollary of the lower bound given
for the special case of the budget paging problem studied in [36, 34] (whereas
the converse is true). Indeed, even if in both proofs the adversary runs the
same algorithm, the fact that in their model faults are not weighted prevents
their argument to produce any non-trivial lower bound in our model. The key
refinement of our argument with respect to theirs lies in the more sophisticated
construction of the adversarial request sequence, which forces A to incur high-
weight faults in any phase of σ containing k distinct pages.
Finally, observe that the approach used to prove our result fails when h <
k − 1, because in such a case LFD is not guaranteed to incur at most one (or
two, for the case h = k − 1) fault in a single phase: the number of such faults
can be unbounded! In the subsection dedicated to the (h, k)-paging problem
we will use a refined strategy to prove our results; specifically, we will use a
better approximation to OPT by letting the adversary choose more cleverly
how many cache locations to occupy, rather than filling the cache as soon as
possible and keep it full for the whole execution.
Upper Bounds
In this subsection we will analyze the competitive ratio of some deterministic
online algorithms for our paging problem. It is natural to begin by asking what
are the performance achieved by the best algorithms for the classic paging
problem, such as LRU. We now show that for budget paging LRU attains a
competitive ratio of at most k. The proof of this result hinges on the same
proof technique used for classic paging (but details here are more messy), and
generalize for the whole class of marking algorithms [11].
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In order to gain some preliminary intuition useful for the (h, k)-budget
paging problem, all the proofs of this subsection are derived in the resource
augmentation framework of analysis, that is, the adversary is endowed with a
fast memory of size h ≤ k.
Theorem 6. Marking algorithms are k-competitive.
Proof. Consider an arbitrary request sequence σ, and let LRU and OPT ini-
tially start with an empty cache. We will show that LRU(σ) ≤ k · OPT(σ) +
k(h− 1)s. The same result holds for any marking algorithm.
To this end, we partition σ into phases σ(0), σ(1), σ(2), . . . such that LRU
has at most h ≤ k faults on σ(0) and exactly h faults on σ(i), for each i ≥ 1.
Such a partition can be obtained by scanning the request sequence starting
from the end, and cutting off a new phase immediately before we have seen
h+ 1 misses incurred by LRU. As usual, let n denote |σ| and ni denote |σ(i)|.
Phase σ(0) is easy to analyze. Let m0 ≤ h be the actual number of faults
made by LRU in such a phase. Since OPT starts with an empty cache, they are
also made by OPT. Consequently, the cost due to OPT’s faults when processing
the requests of σ(0) is at least m0 ·s. Now consider m0 of the at least m0 faults
made by OPT. The remaining n0 − m0 requests (either hit or faults) of the
phase obviously cost at least one each, and therefore the whole cost incurred
by OPT for processing the requests of σ(0) is at least m0s+ (n0 −m0).
For any phase i ≥ 0, the cost incurred by LRU is bounded above by
miks+ (ni −mi)k = k(mis+ (ni −mi)),
and thus on σ(0) LRU pays at most
k(m0s+ (n0 −m0))
m0s+ (n0 −m0) = k
times as much as OPT does.
Now consider the second part of σ (if it exists), denoted with σ2, which
consists of the remaining phases σ(1), σ(2), . . . , σ(ρ), ρ ∈ N+∪{∞}. It follows
from the above upper bound that the overall cost incurred by LRU on this
part of σ is at most
ρ∑
i=1
k(hs+ (ni − h)) = k(ρhs+ ((n− n0)− ρh)).
Now we claim that for this part OPT pays at least
OPTσ2(σ) = ((ρ− 1)h+ 1)s+ ((n− n0)− ρh).
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If the claim holds, then on the second part of σ LRU pays at most5
k(ρhs+ ((n− n0)− ρh)) = k((ρ− 1)hs+ hs+ (s− s) + ((n− n0)− ρh))
= k(((ρ− 1)h+ 1)s+ hs− s+ ((n− n0)− ρh))
≤ k(OPTσ2(σ) + hs− s)
= k ·OPTσ2(σ) + k(h− 1)s,
and thus
LRU(σ) = LRUσ1(σ) + LRUσ2(σ)
≤ k ·OPTσ1(σ) + k ·OPTσ2(σ) + k(h− 1)s
= k ·OPT(σ) + k(h− 1)s,
which gives the theorem. In order to prove the claim we first show that the cost
due to OPT’s faults on requests of the second part of σ is at least ((ρ−1)h+1)s.
The intuition for this is that if OPT always retains “many” pages in cache,
then it will experience “few” but expensive faults, otherwise it will incur more
but cheaper faults.
Consider an arbitrary phase σ(i), i ≥ 1. Let pi be the page that is requested
last in σ(i) (on which LRU faults). Since LRU incurs h faults on requests of
σ(i), we know that σ(i) contains requests to h pairwise distinct pages that are
different from pi−1. Let ci be the size of OPT’s cache after its last page fault
in σ(i). (Clearly, 1 ≤ ci ≤ h ∀i ≥ 0.) Hence, the cost incurred by OPT
for this fault in σ(i) is ci · s. Moreover, pi must be one of those ci pages, as
otherwise OPT would have one more miss in σ(i) (specifically, it would miss a
request for pi). This implies that at the beginning of phase σ(i+1) the optimal
oﬄine algorithm has in cache at most ci − 1 of the h distinct pages different
from pi that appear in σ(i + 1) and on which LRU faults. Therefore, during
phase σ(i+ 1) OPT incurs no less than h− ci + 1 faults, for a cost of at least
(h− ci + ci+1)s. We conclude that the total number of misses experienced by
OPT on the second part of σ is at least
ρ∑
i=1
(h− ci−1 + 1) ≥ 1 +
ρ∑
i=2
(h− ci−1 + 1),
where the inequality holds since c0 ≤ h, and the total cost for them is at least
ρ∑
i=1
(h− ci−1 + ci)s = (ρh− c0 + cρ)s ≥ ((ρ− 1)h+ 1)s,
5Notice that if we analyze each phase σ(i) independently, we can only say LRUσ(i)(σ) ≤
hk ·OPTσ(i)(σ).
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where the equality holds since the ci terms telescope, and the inequality since
c0 ≤ h and cρ ≥ 1.
Now consider 1 +
∑ρ
i=2(h− ci−1 + 1) of the at least 1 +
∑ρ
i=2(h− ci−1 + 1)



















≥ (n− n0)− (ρ− 1)h− 1
≥ (n− n0)− ρh
requests (either hits or faults) of the phase obviously cost at least one each,
and this concludes the proof of the claim.
It is not difficult to see that this bound is tight, and thus that the com-
petitive ratio of LRU is exactly k, even when provided with arbitrary resource
augmentation. We show this by building a simple request sequence σ on which
LRU pays k times as much as an optimal oﬄine algorithm does. Such a re-
quest sequence consists of k requests for k pairwise distinct pages followed by
a request for one of such pages repeated a sufficiently large number of times.
For instance,
σ = p1, p2, . . . , pk, pk, pk, . . .
Clearly, LRU faults the first k requests and hits all the subsequent ones. If
pk is requested x times, LRU’s overall cost is (k(k + 1)/2)s + k(x − 1). On
the other hand, the adversary can serve the sequence using only one cache
location, thereby missing the first k requests and hitting the subsequent ones,
for a total cost of k · s + (x − 1). The ratio of the two costs tends to k as
x tends to ∞. Hence, for the (h, k)-paging problem, the competitive ratio of
LRU is k. It is also straightforward to see that the same result holds for the
RAM rental model.
It seems, however, that we can do much better than simply use an algorithm
which was explicitly conceived for a different (and much simpler) problem. In
fact, a key property of all demand paging algorithms, included LRU, FIFO,
FWF, LFD, etc., is that they never discard a page from the cache unless room
is needed to accommodate a new page. In the context of the RAM rental or
the budget paging problems, this is clearly a drawback when there are pages
which are requested with a very low frequency, possibly only once. In fact,
the sequence σ used to prove the lower bound for LRU works for any (possibly
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randomized) demand paging algorithm. Hence, the idea is to “switch off” the
cache location which contains a page whose next occurrence in σ is very far in
the future.
In fact, at first glance, the sizing part of the problem seems very similar
to the ski rental problem [32] (sometimes called also the leasing problem [11]),
whereby a person who is about to go skiing for the first time and who does not
know now many times he will go skiing in the future, asks himself whether to
rent skis or to buy them. For such a problem, which is perhaps the simplest
example of online problem, the optimal online algorithm rents skis until the to-
tal payment for rentals equals the cost to purchase, at which point it purchases
skis. Even if we allow multiple types of ski (each with different cost-to-buy and
duration in terms of number-of-trips), this algorithm still gives a Θ (1) com-
petitive ratio (see, e.g., [28, 4], which study an equivalent power management
problem in multiple-states system.) This would suggest to an online algorithm
for our problem to keep a page in fast memory until we have payed for it the
cost necessary to fetch it back from slow memory. The following algorithm,
which we call Power-Down LRU (PD-LRU), applies the ski-rental approach by
combining the above policy for each individual page considered independently.
Algorithm 1 PD-LRU
1. Acts like LRU, but always discards a page whose last occurrence in σ is at
least s requests apart from the last serviced request.
The term Power-Down in the name of the algorithm indicates that during the
execution it may power-down (switch off) cache locations, thus provoking the
loss of the pages that were contained in them, not necessarily in response to
a cache fault. This is a key difference with LRU, which discards pages only
upon a cache fault. In place of LRU, we could have used any other marking
algorithm. We highlight that the s pages that divide the current request and
the last occurrence in σ of a given page pi do not need to be necessarily
distinct. Notice that PD-LRU defines a set of different online algorithms,
one for each value of parameter s. Independently of our work, Lo´pez-Ortiz
and Salinger came up with the same algorithm, termed LRUα, when studying
their special case of our problem. These are precisely the same algorithm,
since parameter α of their model is equivalent to parameter s of ours; that is,
PD-LRU = LRUs = LRUα.
We now prove that PD-LRU is 2 min{k, s}-competitive (and subsequently
we will improve such a bound to min{2k, s}). This result is particularly in-
teresting when the fast memory is a CPU cache and the slow memory is the
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RAM, since in this case the value of s is usually (much) smaller than k, and thus
PD-LRU has better worst-case performances than LRU. The factor min{k, s}
comes from the following simple lemma.
Lemma 2. At any moment, PD-LRU cannot have more than min{k, s} pages
in cache.
Proof. If s ≥ k the lemma is obvious; otherwise, observe that if at some point
there were s + 1 pages in cache, then the least recently used of these would
occur in σ at least s positions earlier than the last serviced request, and by
the specification of PD-LRU this is not possible.
The analysis of PD-LRU hinges again on the standard phase partition
technique, but it requires subtlety a different approach than the classical h-
phase partition used for the analysis of LRU, since the nice property that h
faults correspond to requests to h pairwise distinct pages does not hold for PD-
LRU,6 and this means that OPT is not guaranteed anymore to make faults
during each phase. Circumventing this obstacle requires a different way to
partition σ, and then a more accurate analysis of OPT’s hits than what we have
done for the analysis of LRU. Let us first start by defining the above partition.
We divide the request sequence σ into phases σ(0), σ(1), σ(2), . . . such that
σ(0) contains at most k distinct page requests and at most s (not necessarily
distinct) page requests, and σ(i) contains either requests to exactly k pages
that are pairwise distinct and all different from the last page request of σ(i−1),
or exactly s (not necessarily distinct) page requests, for each i ≥ 1. (Notice
that if s ≤ k, phases other than σ(0) are determined solely by the second of
the two conditions.) Such a partition can be obtained by scanning the request
sequence starting from the end, and cutting off a new phase immediately before
we have seen either k + 1 distinct pages or s+ 1 requests. We call a partition
obtained in this way a (k, s)-phase partition. This partition is independent of
how any particular algorithm processes σ (that is, it depends only on σ).
In the following we will make use of the following notations regarding a
(k, s)-phase partition: n = |σ|, ni = |σ(i)|, pi is the page that is requested
last in σ(i), Σi denotes the set of pages that appear in σ(i), di ≤ ni denotes
|Σi \ {pi−1}|, that is, the number of pairwise distinct pages different from pi−1
that appear in σ(i). Observe that, by the specification of the (k, s)-phase
partition of σ, it holds that 1 ≤ ni ≤ s and 0 ≤ di ≤ k, for each i ≥ 0. Before
going to prove the main result, we need the following key lemma.
6Consider the request sequence σ = a, bs, as, bs, . . . , where ps means that page p is
repeated s times.
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Lemma 3. PD-LRU incurs at most di page faults while processing σ(i), for
any i ≥ 0.
Proof. Since, by the definition of the (k, s)-phase partition, ni ≤ s and di ≤ k,
no page p ∈ Σi gets ever discarded from the cache by PD-LRU after its first
occurrence in σ(i) and before the end of the phase. Consequently, PD-LRU
cannot fault twice on the same page during one phase. Each phase contains
requests for di distinct pages different from the last request of σ(i− 1), which
is clearly in PD-LRU’s cache immediately before phase σ(i) begins, and thus
the lemma follows.
We now have all the ingredients to prove the main result of this subsection.
Theorem 7. PD-LRU is 2 min{k, s}-competitive.
Proof. Consider an arbitrary request sequence σ, and let PD-LRU and OPT
initially start with an empty cache. We will show that PD-LRU(σ) ≤ 2 min{k, s}·
OPT(σ) + 2 min{k, s}(h− 1)s.
Phase σ(0) is easy to analyze. The optimum oﬄine algorithm, as it starts
with an empty cache, must incur d0 compulsory misses, each of cost s, and
thus the cost due to OPT’s faults when processing the requests of σ(0) is at
least d0 · s. Now consider d0 of the at least d0 faults made by OPT. The
remaining n0−d0 requests (either hits or faults) of the phase obviously cost at
least one each, and therefore the whole cost incurred by OPT for processing
the requests of σ(0) is at least d0s + (n0 − d0). Let us focus now on the
cost incurred by PD-LRU for the same phase. Observe that PD-LRU never
discards a page before s requests have passed from the beginning, unless the
cache is full and thus the least recently used page among those in cache has
to be replaced with the new page. By Lemma 3 no page gets ever discarded
from the cache in this phase, and thus PD-LRU incurs exactly d0 page faults,
which correspond to the compulsory misses. The cost due to these misses is∑d0
j=1 j · s = d0(d0 + 1)/2 · s ≤ d20 · s. Since pages remain in cache for the whole
duration of this phase, the remaining n0− d0 requests are hits, and each costs
at most d0, the maximum number of occupied cache locations. The whole cost
incurred by PD-LRU for processing the requests of σ(0) is therefore at most
d20s+ (n0 − d0)d0. Putting things together we obtain
PD-LRUσ(0)(σ)
OPTσ(0)(σ)
≤ d0(d0s+ (n0 − d0))
d0s+ (n0 − d0) = d0.
Since d0 ≤ k and d0 ≤ n0 ≤ s we conclude that for processing the requests of
σ(0) PD-LRU pays at most min{k, s} times as much as OPT does.
38 Chapter 2. Minimizing Cache Usage in Paging
Now consider the second part of σ (if it exists), denoted with σ2, which
consists of the remaining phases σ(1), σ(2), . . . , σ(ρ), ρ ∈ N+ ∪ {∞}. Fix any
phase i, where 1 ≤ i ≤ ρ. Combining Lemma 3 and Lemma 2 we have that,
for requests in σ(i), the total cost due to misses is at most di min{k, s}s. The
other requests of σ(i) are hits, and each of them costs at most min{k, s}; they
are at most ni ≤ s, and therefore the overall cost incurred by PD-LRU on this
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≤ 2 min{k, s}(OPTσ2(σ)− s(1− h))
= 2 min{k, s} ·OPTσ2(σ) + 2 min{k, s}(h− 1)s,
and thus
PD-LRU(σ) = PD-LRUσ1(σ) + PD-LRUσ2(σ)
≤ min{k, s} ·OPTσ1(σ) + 2 min{k, s} ·OPTσ2(σ) + 2 min{k, s}(h− 1)s
≤ 2 min{k, s} ·OPT(σ) + 2 min{k, s}(h− 1)s,
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which gives the theorem.
It remains to prove the claim. To this end, we will analyze each phase σ by
focusing on either the cost due to misses or the cost due to hits, depending on
whether in such a phase OPT incurs at least one cache fault or not. (Observe
that in the first case cache hits cannot be more than s − 1, and thus we can
ignore them since they are amortized by the costs for faults.) Intuitively, in
the first case when OPT retains “many” pages in cache then it will experience
“few” but expensive faults, otherwise it will incur more but cheaper faults. In
the second case the cost for the phase is comparable to the cost of one of the
previous phases because the factor s which before came from fetches’ overhead
now is due to the number of page requests in the phase, which when OPT does
not fault must be s.
Fix any phase σ(i). Let mi denote the number of faults made by OPT
while processing phase σ(i). Observe that, differently from what happens in
the analysis of LRU, mi can be zero. Therefore, we will bound from below the
sum of the costs for both misses and hits of OPT during phase σ(i). To this
end, we define hi as the size of OPT’s cache after its last page fault in σ(i) if
mi ≥ 1, and the size of OPT’s cache after its last page hit in σ(i) otherwise.
(Clearly, 1 ≤ hi ≤ h ∀i ≥ 1.) Observe that in both cases pi, the last request
of σ(i), must be one of those hi pages: when mi = 0 because the last hit in σ(i)
obviously occurs on pi, and when mi ≥ 1 because otherwise OPT would have
incurred one more miss in σ(i) (specifically, it would have missed a request for
pi). This implies that, right before the beginning of phase σ(i+1), the optimal
oﬄine algorithm has in fast memory at most hi − 1 of the di+1 distinct pages
different from pi that appear in σ(i+1). Therefore, during phase σ(i+1) OPT
incurs no less than max{0, di+1 − hi + 1} faults.
If OPT incurs at least one fault during phase σ(i), that is, if di ≥ hi−1,
the cost for these faults is at least (di − hi−1 + hi)s. Otherwise, there are only
hits, and thus phase σ(i) must have exactly s page requests, as otherwise OPT
would have serviced k pages different than pi, thus incurring at least one miss.
Hence, in the latter case the cost for processing σ(i) is at least hi · s, since at
least hi pages must be in cache since the beginning of the phase. Since mi = 0
implies di < hi−1, in both cases we can say that phase σ(i) costs to OPT at
least (di−hi−1 +hi)s. This way we are clearly underestimating the actual cost
because when mi = 0 we are summing a negative quantity. This is always the
case for all phases σ(i) where di = 0, since hi ≥ 1 for each i, and thus for such
phases we are allowed to add s to the above lower bound. Summarizing, the
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where the equality holds since the hi terms telescope, and the second inequality
since h0 ≤ h and hρ ≥ 1. Thus, the claim is proved, and the proof of the
theorem is completed.
It is worthwhile to notice that, once again, the corresponding result in
the RAM rental problem studied in [36] requires a much simpler analysis;
specifically, the argument used to upper bound the cost of LRUα uses a k-
phase partition of the request sequence, while ours resorts to a generalization
of such a partitioning. This is a further evidence that our model is intrinsically
more general than that for the RAM rental problem, and thus its investigation
cannot reduce to the study of the latter model.
It is not complicated, however, to prove that PD-LRU is s-competitive,
thus improving the upper bound to its competitive ratio from 2 min{k, s}
to min{2k, s}. The proof of such a result follows a variation of the phase-
partitioning technique used for the preceding upper bound.
Theorem 8. PD-LRU is s-competitive.
Proof. Consider an arbitrary request sequence σ = r1, r2, . . . , rn. We will show
that PD-LRU(σ) ≤ s · OPT(σ). Let Σ be the set of pages that appear in σ.
The idea of the proof is to analyze the cost due to page p, independently
for each p ∈ Σ. Analyzing a single page p in isolation naturally gives rise
to a continuous version of the well-known ski rental problem, but with some
twists: first, on a fault for p, we do not have a choice: we must “buy” the
requested page, and then we keep paying for “renting” as long as we keep it in
the memory. Second, before buying p, we do not necessarily have to pay for
renting, since we can discard a page at any time. Third, the cost of renting
is variable: it is 1 whenever the algorithm incurs a hit, and s otherwise. The
latter is a key difference with the ski-rental problem, and also with the RAM
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rental problem, and it is responsible for making the study of our model more
difficult than for the latter problem, as we have already seen for the proofs of
Theorem 3, Theorem 5, and Theorem 7.
To this end, for each page p ∈ Σ we define a p-interval as a subsequence
of consecutive requests of σ starting with the requests following a request for
p, and ending with the next occurrence of p in σ (if any). The prefix of the
request sequence which ends with the first occurrence of p is also a p-interval.
More formally, we divide the request sequence into p-intervals as follows: the
0-th p-interval is the empty sequence. For every i ≥ 1, the i-th p-interval is the
minimum length subsequence of consecutive requests following the (i − 1)-th
p-interval that contains either one request for page p or rn. Such intervals can
be obtained by scanning the request sequence starting from the beginning, and
cutting off a new p-interval after we have seen an occurrence of p, or reached
the end of σ. Thus, if page p appears np times in σ, there are exactly np + 1
p-intervals in σ (excluding the 0-th empty interval). Notice also that, for each
p, the np + 1 p-intervals constitute a partition of σ.
As anticipated earlier, we will analyze each p-interval in isolation (with
the exception of the first and the last one, which need to be considered in
conjunction), and then sum over all pages p ∈ Σ to obtain bounds on the total
cost incurred by the algorithm. (Notice that this is a more “fine-grained”
amortized analysis than the one used for establishing the preceding upper
bounds, but it suffices to prove the desired result.)
Let us consider the first and the last p-intervals together. Clearly, on the
first one p costs s to any algorithm. For the last, OPT incurs no cost for p, since
it is aware that such an interval does not contain requests for p; on the other
hand, PD-LRU retains page p until at most s − 1 pages of the last p-interval
have been requested (or less, if this last interval is shorter than s requests).
Since PD-LRU can fault at most s− 1 of them before discarding p, the cost it
incurs for p in the last interval is at most (s−1)s. Therefore, in the combination
of these two intervals, PD-LRU pays for p at most (s+ (s− 1)s)/s = s times
as much as OPT does.
Now fix an arbitrary “internal” p-interval i, that is, 2 ≤ i ≤ np, and let `
denote its length, that is, the number of requests it contains. If ` < s, PD-
LRU retains p in cache until its successive occurrence; since the first ` − 1 of
these requests are for pages different that p, each one can cause a cache miss,
and thus the cost incurred by PD-LRU for page p in this interval is at most
(` − 1)s + 1 ≤ `s. Otherwise, PD-LRU turns off the cell containing p after
having seen the first s− 1 requests of the interval, thus faulting the successive
request for p. In this case, and for the same reason as above, the cost for p is
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at most (s − 1)s + s = s2. On the other hand, by Fact 1 OPT, which knows
the length ` of the interval, either retains p throughout all the interval, or it
discards p immediately before the beginning of the interval, thus missing the
last request of the interval. Consequently, the cost incurred by OPT for page
p in interval i is at least min{`, s},7 which in any case is at most s times less
than PD-LRU does.
Summing on all the p-intervals, and then on all the pages of Σ yields the
theorem, that is, letting c′p,i and c
′′
p,i, resp., be the cost for page p in interval i












c′′p,i = s ·OPT(σ).
It turns out that when s ≤ k the min{2k, s} upper bound is tight, that is,
there exists an input sequence σ on which PD-LRU pays exactly s times as
much as OPT. This request sequence is a cycle on s pages, that is
σ = p1, p2, . . . , ps, p1, p2, . . . , ps, . . .
OPT can either keep all the s pages in cache for the whole duration of σ (with
the exception of the last s time steps, when pages are discarded one after the
other), or use only one location. On the other hand, PD-LRU misses all the
requests of σ, and each miss (with the exception of the first s − 1 requests)
occurs when the cache holds s pages, for a cost of s2 for each request. As |σ|
grows, the competitive ratio on this request sequence tends to s. For the other
case, s > k, we can produce a lower bound for PD-LRU of k. The “bad” input
instance is a “stream”, that is a sequence of page requests all different from
each other. OPT, once more, clearly uses only one location, and thus the cost
for each request is s. On the other hand, since s > k, PD-LRU runs for all
the computation with all the k cache locations occupied (after the processing
of the first k requests), thus paying ks for each page request. This proves
that the competitive ratio on this request sequence tends to k as |σ| grows.
Therefore, the competitive ratio of PD-LRU is s when s ≤ k, and between k
and 2k otherwise, and this holds even when provided with arbitrary resource
augmentation.
7Why “at least” and not “exactly”? Because if OPT chooses to retain p, the other `− 1
requests of the interval can cause faults, and thus for each of them the cost of retaining p in
cache is s rather than 1. This is also the main difficulty to face when deriving lower bounds
(which is absent in the RAM rental model).
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Summarizing, we have presented an online algorithm, PD-LRU, whose com-
petitive ratio is provably optimal, to within a constant factor, for a large set
of the problem parameters. Unfortunately, and like for LRU, the worst-case
performance of this algorithm remains unchanged when h < k; specifically, the
adversary can impose to PD-LRU a competitive ratio of no less than min{k, s}
using a cache of size one. This means that there is still a long way to go before
coming up with an algorithm which has provably good theoretical performance
also in the resource augmentation framework; besides, perhaps most impor-
tantly, this suggests that it is unlikely that PD-LRU has good performance
in practice. This is in sharp contrast to what happens in the simpler RAM
rental model, where it is not difficult to see that PD-LRU achieves a constant
competitive ratio when provided with just a factor of two of resource augmen-
tation. This means that giving weights to pages faults plays a decisive role in
our model for cache usage minimization in paging.
It is unlikely that “greedy” algorithms like LRU and PD-LRU can have
good performance in the resource augmentation context. Good strategies
should take a closer look at the recent past of the requests sequence and to
its level of locality. A promising approach could be that of keeping track of
the recent past of σ, seeing what OPT would have done if the sequence seen
so far were the entire sequence, and mimicking its decisions. This algorithm is
optimum for the ski-rental problem, but unlike we have done for PD-LRU, we
should apply this retrospective approach “globally” rather than on single pages
in isolation. This should help to bypass what is perhaps the main weakness
of LRU and PD-LRU, that is, that they always retain a newly requested page
for some (relatively long) time before discarding it. (In fact, observe that for
the requests sequences used for to bound from below the competitive ratio of
LRU and of PD-LRU, some pages are discarded by the adversary immediately
after their last access.) However, even with these good ideas in mind, it is still
unclear whether an online algorithm exhibiting a constant competitive ratio
with only a constant factor of resource augmentation exists or not. We will
answer this intriguing question in the next subsection.
2.4.2 The (h, k)-Budget Paging Problem
In this subsection we study the budget paging problem in the resource augmen-
tation framework of analysis, and answer the questions that came up from some
preliminary results of the preceding one. We begin from the lower bounds side,
where we show what is perhaps the most important result of this chapter: a
constant factor of resource augmentation is not sufficient for online algorithms
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to achieve a constant competitive ratio. By elaborating further on the ideas
that brought to such a result, we show a lower bound to the competitive ratio
of the form of Θ (min{log h, s/h}). Finally, we complement this result with an
online algorithm which attains a competitive ratio of O (log k) when provided
with a factor of (at least) two of resource augmentation, and this is optimal
for large ranges of parameters h and s.
Lower Bounds
Once acknowledged, in light of some properties of the problem seen before and
of the results in [40], that the replacements decisions should follow an LRU
policy, it remains to understand whether it is possible for an online algorithm to
exploit its extra resource to mitigate the effect of not knowing in advance how
to right-sizing its fast memory. In fact, in principle, using more cache locations
that OPT does could allow the online algorithm to save a high number of cache
faults, which represent the main contribution to an algorithm cost for a large
interval of values of the fetch time s.
We come at this point with contrasting intuitions: on one hand, we know
that for the RAM rental problme PD-LRU achieves a constant competitive
ratio when provided with a constant factor of resource augmentation; on the
other, we have just shown that, within our more general model, the same
algorithm can be easily “fooled” by an adversary which uses only one cache
location. Is budget paging intrinsically more difficult than the RAM rental,
or there exists a more clever strategy able to achieve Θ (1)-competitiveness
exploiting a constant factor of resource augmentation? The following theorem
answer this question in the negative. Firstly, we need a simple result that
bound from below the cost due to increasing the cache capacity.
Proposition 1. Consider any algorithm A processing a sequence of requests.
Let t ≤ t′. If p(t) = κ and p(t′) = κ′, then the cost incurred by A between time
instants t and t′ is at least
s · (κ′ − κ− 1)(κ+ κ′)/2.
Proof. The proof is similar to an argument used in the proof of Lemma 1.
Pages can be brought into fast memory only when requested, and thus up to
time t′ there must have been at least κ′ cache faults. Among these κ′, at least
one must incur when A’s cache contains, for the whole duration of the retrieval
process, p′ pages, for each p′ ∈ 0, 1, . . . , κ′ − 1, as otherwise p(t′) would be less
than κ′. The cost for the faults with p′ = 0, 1, . . . , κ pages in cache may have
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already paid before time instant t, hence the cost incurred by A between time
instants t and t′ is at least
κ′−1∑
i=κ+1
is = s · (κ




Theorem 9. There cannot exist an O (1)-competitive deterministic online al-
gorithm for the budget paging problem, not even when equipped with a factor
of o (k) of resource augmentation.
Proof. Consider the case s = ω (k). We will show that, when h = k = ω (1),
and when the request sequence σ contains no more than k distinct pages, no
deterministic online algorithm can achieve a competitive ratio of O (1). This
implies the statement, since no online algorithm could benefit from having a
larger cache than OPT has.
Let A be any deterministic online algorithm. The adversarial request se-
quence is the same used to establish Theorem 5: pages are numbered 1, 2, . . . , k
and the adversary always requests the smallest numbered page which is not in
A’s cache. Thus, the online algorithm faults on every request. There are two
cases. The first is when A never holds all the k pages in cache. In this case A
pays at least s for request, that is,
A(σ) ≥ |σ|s,






where the first term is the cost to fill an initially empty cache of size k, and
the second accounts for a cost of at most k for each hit on requests of σ. Since
the request sequence can be arbitrarily costly, and hence A(σ) can be made
arbitrarily large, the term sk(k+1)
2
is a negligible constant, independent of σ. A
competitive ratio of at least s/k follows. By hypothesis, s = ω (k), and thus
in this case the result is proved.
The other case occurs when, at some point in time, A’s cache is full imme-
diately before the issuing of the next request of σ. Consider the first of such
instants, and let # denote the number of requests serviced up to that moment.
We call this subsequence σ# of σ a phase. There are two sub-cases, depending
on the total cost accrued by A till such a moment. We anticipate that OPT
will act in two different ways in such cases: this fact, which is in sharp contrast
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to the behavior kept of the adversary in the proof of Theorem 5, is one of the
key points of this proof.
• The cost accrued by A is ω (sk2). Any other algorithm B can hold in





If # = O (sk), then we are done, since the competitive ratio on σ# is
ω (1). Otherwise, # = ω (sk). In this case we clearly have
A(σ#) ≥ #s,
and
B(σ#) = O (#k) .
As above, a competitive ratio of at least s/k follows. By hypothesis,
s = ω (k), and thus in this case the result is proved.
• The cost accrued by A is O (sk2). Specifically, since the “cost to grow”
to capacity k starting from an empty cache is, by Proposition 1, at least
sk(k−1)
2
, the cost accrued by A is Θ (sk2). This in turn implies that
# = O (k2), Hence there are two cases. If # = o (k2) (notice that this
well defined since, by hypothesis, k = ω (1)), OPT can set its capacity
to one, and thus the cost incurred for each request is at most s, for a
total of o (sk2). The ratio of the two costs is ω (1), and thus we are done.
Otherwise, # = Θ (k2). By construction A pays at least s for each of such
# requests. On how many of these A pays ω (s)? Clearly not Θ (k2),
as otherwise the cost accrued by A in this phase would be ω (sk2), a
contradiction. Hence there are necessarily o (k2) of such requests (notice
that this well defined since, by hypothesis, k = ω (1)), and Θ (k2) request
for which A pays Θ (s). By construction, the latter set of requests is made
only of requests numbered 1, 2, . . . , x with x = Θ (1). OPT can grow to
such a capacity (for a cost of Θ (s)), thereby hitting all the requests of
this set. The requests of the former set are all faults, each of “low” cost














where the last equation holds since, by hypothesis, k = ω (1) and s =
ω (k). The ratio with respect to the cost of A is ω (1), as desired.
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The request sequence in this second case can be made arbitrarily long by
using in each phase k distinct pages different from those of any previous phase,
and by letting OPT flush its cache at the beginning of each phase.
The key difference among our model and its special case, the RAM rental,
lies in the fact the here faults are weighted. Intuitively, in the RAM rental,
since the adversary cannot exploit such a feature, when it uses at most k
distinct pages to build the request sequence the problem corresponds to the
classic ski rental problem; hence, in order to force higher competitive ratios,
it must, roughly speaking, put all the effort on the replacement component of
the problem. However it is well-known that classic paging is “easy” with a
small amount of resource augmentation, and this makes “easy” also the RAM
rental problem. Here the adversary does have a second direction to try to
exploit, and the previous result shows that it is actually able to take profit of
its clairvoyance on that.
By elaborating in a detailed way on the ideas contained in the above argu-
ment, we can prove the following result.
Theorem 10. Let A be any deterministic online algorithm for the budget
paging problem where h ≤ k and s is the fetch time. Then, A has a competitive










Proof. The request sequence is the same as in previous theorem, with h distinct
pages. The first case is also identical, that is, if A never holds all the h pages
in cache then the competitive ratio of A is at least s/h.
Otherwise, at some point in time, A’s cache contains h pages immediately
before the issuing of the next request of σ. Consider such a phase σp, and
let τ be the time instant at which A completes the phase. Let Bi, with i =
0, 1, . . . , log h, denote the total cost incurred by A during this phase while













, i = 0, 1, . . . , log h,
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and let us define j as follows.
j = arg min
i=0,1,...,log h
Ci.
We will compare the cost incurred by A with the cost incurred by an LFD2j on
phase σp, where LFD2j denotes the LFD algorithm for classic paging running
with a cache of size 2j. To this end, we need to divide the former cost in two








Assume, for the moment, that j 6= log h (as otherwise there does not exist part
2). The case j = log h will be treated at the end. Clearly, A(σp) = A1(σp) +
A2(σp). We do the same for LFD2j(σp), considering separately LFD
′
1,2j(σp) and
LFD′2,2j(σp) defined as the part of LFD2j ’s cost on σp for servicing the requests
that, with respect to A’s cost, contribute to A1(σp) and A2(σp), respectively.
We then define LFD1,2j(σp) and LFD2,2j(σp) by moving the “cost to grow” to











Then, the inequality A1(σp) ≥ s/h · LFD1,2j(σp) follows straightforwardly by
observing that by construction A faults any request, and that LFD2j hits all
the requests of set 1, for a cost of 2j ≤ h each, since it has a capacity which is
no smaller than A’s capacity on the corresponding requests of set 1, and thus,
by definition of σ, it hits all such requests.
We now compare the second parts of the costs, that is, A2(σp) and LFD2,2j(σp).
Observe that now LFD always maintains a capacity smaller than that of A, and
thus it cannot hit all the requests. We will first prove that LFD2,2j(σp) ≤ 3·Cj,
and then we will establish a relationship between Cj and A2(σp). In order to
show such a claim, we first need to show that LFD′2,2j(σp) ≤ Cj, and then that
the “cost to grow” to capacity 2j is bounded from above by 2 ·Bj.
In order to prove that LFD′2,2j(σp) ≤ Cj, we observe that by the lower
bound for the classical paging problem (see Theorem 1), when A’s capacity is
at most 2i, A incurs at least
2i
2i − 2j + 1
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the faults incurred by LFD2j . Hence for the set R of requests of part 2 of phase
σp which LFD2j misses, LFD2j pays at most
2i − 2j + 1
2i
the cost of A for the requests in the same set. The other requests are all hits
for LFD2j , and by construction for those requests LFD2j pays less than A does.
Therefore,
LFD′2,2j(σp) ≤ Bj +
Bj+1
2








We now have to show that the “cost to grow” to capacity 2j is bounded from
above by 2 ·Bj. By Proposition 1, we have that
Bj ≥ s(2

















≤ 3 ·Bj + Bj+1
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= 3 · Cj.


































= 2 · A(σp).
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We conclude that, by definition of j,
LFD2,2j(σp) ≤ 3 · Cj = 3 · min
i=0,1,...,log h




≤ 6 · A(σp)
log h
.





















min{s/h, log h} +
6 · A(σp)
min{s/h, log h}
≤ 7 · A(σp)
min{s/h, log h} .
It remains to deal with the case j = log h. Since the choice of j is made
by an oﬄine adversary, it will choose such a j if and only if in such a case the
competitive ratio is no smaller than for the other cases. Hence, we have
OPT(σp) ≤ 7 · A(σp)
min{s/h, log h}
also for this case.
The theorem follows by observing that the request sequence in this second
case can be made arbitrarily long by using in each phase h distinct pages
different from those of any previous phase, and by letting the adversary flush
its cache at the beginning of each phase.
An Online Algorithm
We now present a deterministic online algorithm, which we call BLIND, whose
competitive ratio is O (log k) when provided with a factor of (at least) two
of resource augmentation, that is, when h ≤ k/2. According to Theorem 10,
when h is at least polynomial in k, that is, h = Ω (kc) for some constant
2.4. Online Algorithms 51
0 < c < 1, and s = Ω (h log h) (which basically cover all the cases of practical
interest), this is optimal to within a constant factor.
Algorithm BLIND is quite simple: it implements the LRU replacement
policy, running with a suitably predetermined sequence of capacities. That is,
the maximum amount of pages that BLIND retains in its cache at a given time
step is independent of σ. Hence, not only BLIND does not use information
about future requests in order to adjust its capacity (because it is an online
algorithm): it doesn’t even look at the past requests (whence the name blind)!
The intuition is that, roughly speaking, BLIND, for each suitably defined pe-
riod of time, “divides” its incurred cost among capacities 1, 2, 4, 8, . . . , k in
such a way that at least a log k-th fraction of its incurred cost is spent at the
“right” capacity, that is, at roughly the same capacity than OPT has on the
same subsequence of requests.
The road to the specification and the analysis of BLIND is divided into
three parts: firstly, we design an O (1)-approximation oﬄine algorithm by
building a “quantized” version of OPT; secondly, building on the above algo-
rithm we obtain a simplified version of it which achieves a logarithmic (in k)
approximation; and lastly, we show that a non-clairvoyant version of the latter
algorithm achieve the same approximation factor when provided with a cache
of size at least twice.
We begin with some necessary preliminaries.
Definition 1. An i-phase of an algorithm for the budget paging problem is a
sequence of 3s2i consecutive time steps spent at capacity at most 2i.
Thus, the total cost incurred by an algorithm for an i-phase is at most 3s4i.
We now define an i-multiphase, a key concept in the design of our algorithm.
Its definition is recursive.
Definition 2. An i-multiphase of an algorithm for the budget paging problem
is an i-phase if i = 0, and the concatenation of four consecutive (i − 1)-
multiphases followed by an i-phase, otherwise.
The cost of an i-multiphase is easily established by the following lemma.
Lemma 4. The cost of an i-multiphase is at most 3s4i · (i+ 1).
Proof. By induction on i. The base case is i = 0; in this case, a 0-multiphase
coincides with a 0-phase, whose cost is, by definition, at most 3s. Hence
suppose the statement holds for i − 1, and consider an i-multiphase. By the
definition of i-multiphase and the inductive hypothesis, its total cost is at most
4(3s4i−1 · i) + 3s4i = 3s4i · (i+ 1).
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We say that an algorithm A services a subsequence of consecutive requests
σj over an i-phase when σj gets serviced in 3s2
i time steps with A using
capacity at most 2i, but where each time step t is charged for a cost of exactly
2i, even if p(t), the number of pages in cache at time t, is smaller. Broadly
speaking, its cost is accounted as its capacity were exactly 2i for each time step.
(This is reasonable in practice since a paging algorithm works with blocks of
cache locations rather than single locations, and thus the “cost”–in terms of its
energetic costs or in terms of space taken away from other threads/processes–
of a block should be accounted even when not all the locations of the block
are used). Thus, a subsequence of consecutive requests serviced over an i-
phase comes at a cost of exactly 3s4i. Finally, Let OPTi, i = 0, 1, . . . , log k
be an optimal oﬄine algorithm running with capacity at most 2i. Obviously,
OPTi(σ) ≥ OPTi+1(σ), since an oﬄine algorithm does not need to use all its
cache locations.
We now introduce BLOCKi, a recursively-defined oﬄine algorithm which
well approximates OPTi. BLOCKi is defined as an oﬄine algorithm that ser-
vices an input sequence σ by servicing its longest possible prefix either over
an i-phase (in this case we say that BLOCKi maximizes) or by simulating
BLOCKi−1 for the same cost 3s4i as an i-phase (in this case we say that
BLOCKi simulates), whichever yields the longest prefix; after having serviced
such a prefix, BLOCKi flushes its memory and services the remaining suffix
of σ in the same way. Notice that BLOCKi effectively partitions σ into subse-
quences σ1, σ2, . . . , σx each of them (with the possible exception of σx) serviced
incurring cost 3s4i. We have the following result, which shows that BLOCKi
does not spend much more than OPTi.
Proposition 2.
BLOCKi(σ) ≤ 64 ·OPTi(σ).
Proof. In order to prove an upper bound on the approximation ratio of BLOCKi,
we shall consider a the concatenations of two consecutive subsequences σj and
σj+1 and compare 2 · 3s4i, the cost spent by BLOCKi for them, with (a lower
bound to) the cost spent by OPTi for servicing the same pair of subsequences.
It is sufficient to prove the claim when BLOCKi maximizes on subsequence
σj+1, that is, when σj+1 gets serviced over an i-phase. It is easy to verify that,
by construction, OPTi must use at least 2
i−1+1 memory locations for servicing
at least one request of σj+1; in fact, if this is not the case, then BLOCKi would
have serviced σj+1 by never exceeding capacity 2
i−1, that is, BLOCKi would
have simulated BLOCKi−1, since by doing so it would have payed, for the same
subsequence of requests, half the cost of maximizing, and used the remaining
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half of the budget 3s4i to process more requests than those in σj (because
(3/2)s4i is clearly sufficient to service at least one request with a cache of size
2i), thus servicing a prefix longer than σj+1, a contradiction.
Let t be the first time step when OPTi has 2
i−1 + 1 pages in cache while
servicing requests of σj+1, and consider the s2
i−2 time instants that precede
t. We are going to prove that (i) the total cost accrued by OPTi in such time
steps is at least (3/2)s4i−2, and that the subsequence serviced in such time
steps is a subsequence of the concatenation of σj and σj+1. If this is the case,
then we have that given any subsequence of consecutive requests of σ serviced
by BLOCKi with a cost of at most 2 · 3s4i, the cost accrued by OPTi(σ) for
the same subsequence is at least (3/2)s4i−2. Since 2 · 3s4i = 64(3/2)s4i−2, the
theorem follows.
Recalling that every oﬄine algorithm grows its current capacity only upon
a page fault, and thus only by at most one at each requests, it follows that
during all the s time steps that precede t, OPTi has at least 2
i−1 pages in
cache, during the s preceding time steps it has at least 2i−1−1 pages in cache,
and so forth for 2i−2 times, until s2i−2 time instants are considered. The total
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and thus we have proved (i).
It remains to prove (ii), that is, that the subsequence serviced by OPTi in
the s2i−2 time steps the precede t is “not too long”. To this end, observe that
we can assume that BLOCKi at the beginning of subsequence σj loads in cache
all the pages that OPTi holds at the same moment (since the latter does not
need to process σj starting with an empty cache), since the corresponding cost
is at most s4i, and thus BLOCKi remains with a budget of at least 2s4
i. This
budget is clearly sufficient to process the at most s2i−2 requests that OPTi
services in the s2i−2 time steps the precede t, since BLOCKi, once loaded in
cache all the pages that OPTi holds at the beginning, can simply mimic the
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behavior of the latter. By construction, σj is the longest subsequence following
σj−1 that BLOCKi services with cost 3s4i, and thus claim (ii) is proved.
Now we give an oﬄine algorithm, IDLE-BLINDi, which is an O (log k)
approximation of BLOCKi. This is an intermediate step towards both the
definition and the analysis of our sought online algorithm, BLIND. IDLE-
BLINDi is an oﬄine algorithm that services each such subsequence σj over an
(i+1)-multiphase (and thus with capacity at most 2i+1), as follows. If BLOCKi
maximizes over σj, IDLE-BLINDi idles (that is, it stops servicing requests) over
the four initial i-multiphases of the (i+1)-multiphase, services σj over the last
(i+ 1)-phase applying a LRU replacement policy, and then possibly idles until
the end of the (i+ 1)-phase. Otherwise, if BLOCKi simulates over σj, IDLE-
BLINDi services σj with IDLE-BLINDi−1 over the four initial i-multiphases,
and then possibly idles until the end of the (i + 1)-phase. Notice that the
capacity of IDLE-BLINDi is simply a sequence of (i+1)-multiphases, and thus
is independent of the request sequence, and in particular of the past requests.
The next proposition bounds from above the performance of IDLE-BLINDi.
Proposition 3.
IDLE-BLINDi(σ) ≤ 4(i+ 2) · BLOCKi(σ).
Proof. The key point of the proof is showing that subsequence all the requests
of σj can actually be serviced by IDLE-BLINDi over an (i + 1)-multiphase.
To do so, it is sufficient to prove this fact when BLOCKi maximizes over σj,
since the other case holds by induction. If BLOCKi maximizes over σj, IDLE-
BLINDi, by construction, services requests of σj over an (i + 1)-phase, that
is, using capacity 2i+1 for 3s2i+1 time steps. This means that, for processing
σj, IDLE-BLINDi can use twice the capacity used by BLOCKi, for twice the
time. By the well-known result of Sleator and Tarjan for classic paging, IDLE-
BLINDi, which replaces pages using LRU, incurs at most twice the faults
incurred by BLOCKi on that subsequence; this means that, after 3s2
i time
steps, IDLE-BLINDi has serviced at least half the requests of σj, and thus
after 3s2i+1 time steps has serviced all of them.
Now we can compare the cost incurred by IDLE-BLINDi with the cost of
BLOCKi. By definition, IDLE-BLINDi pays the cost of a (i + 1)-multiphase




i+1 · (i+ 2)
3s4i
· BLOCKi(σ) = 4(i+ 2) · BLOCKi(σ).
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Now observe that IDLE-BLINDi exploits its clairvoyance only to decide
when to idle. We define BLINDi similarly to IDLE-BLINDi, with the dif-
ference that BLINDi never idles. Notice that this way BLINDi in an online
deterministic algorithm. The intuition is that, given any amount of cost c,
BLINDi cannot have serviced less requests than IDLE-BLINDi after both al-
gorithms have incurred a cost of c, and this implies that BLINDi incurs a cost
no larger than that of IDLE-BLINDi for servicing a sequence of requests σ.
We now formally prove this claim.
Proposition 4.
BLINDi(σ) ≤ IDLE-BLINDi(σ).
Proof. Consider an (i+ 1)-multiphase of IDLE-BLINDi. Observe that letting
IDLE-BLINDi idle on some requests is equivalent to adding to σ, in corre-
spondence to those time instants while IDLE-BLINDi idles, requests to the
last page that IDLE-BLINDi serviced before an idle period. Let σ
′ be the
resulting sequence of requests, and observe that, by definition of i-multiphase,
IDLE-BLINDi(σ) = IDLE-BLINDi(σ
′). On request sequence σ′, IDLE-BLINDi
and BLINDi are indistinguishable, and thus
BLINDi(σ
′) = IDLE-BLINDi(σ′) = IDLE-BLINDi(σ).
It remains to argue that BLINDi(σ) ≤ BLINDi(σ′). Since, by construction,
|σ| ≤ |σ′|, it is sufficient to show that the memory content of IDLE-BLINDi
does not change while the algorithm is processing requests contained in σ′ but
not in σ, because this implies that neither the memory content of BLINDi
changes, whence
BLINDi(σ) ≤ BLINDi(σ′) = IDLE-BLINDi(σ′) = IDLE-BLINDi(σ).
The claim is clearly true because, by construction, such requests are for the
last page that IDLE-BLINDi serviced before an idle period while processing
σ, and because IDLE-BLINDi applies the LRU replacement policy. Stated
another way, when applying LRU the contents of the cache at time t depend
only on the capacity at that time and the past requests, ignoring consecutive
requests to the same page.
Define BLIND as BLINDlog k/2. Below we provide its straightforward pseu-
docode.
Putting all pieces together, we obtain the following result.
Theorem 11. The (k/2, k)-competitive ratio of BLIND is at most O (log k).
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Algorithm 2 BLIND
1. Service σ through a sequence of log k-multiphases, evicting the least re-
cently used page(s) whenever capacity is adjusted downwards or a page
fault occurs.
Proof. Combining Proposition 2, Proposition 3, and Proposition 4, we have
BLINDi(σ) ≤ IDLE-BLINDi(σ)
≤ 4(i+ 2) · BLOCKi(σ)
≤ 256(i+ 2) ·OPTi(σ).
Hence, the (2i, 2i+1)-competitive ratio of BLINDi is at most 256(i+2), and
since BLIND coincides with BLINDlog k/2, the theorem follows.
2.5 What About Processing Time?
So far our interest in minimizing cache usage in paging has been targeted to
only one objective function, the total amount of resource utilization to process
a request sequence. However, minimum resource demand is just one of the
goals of computing systems, the other being obviously throughput maximiza-
tion. (Hence the problem is inherently a multi-objective problem and, as such,
investigations should look, in principle, for so-called pareto-optimal solutions,
but it is usually difficult to deal with many objectives simultaneously.) In fact,
for our intended application to the paging for shared caches problem, given a
request sequence σ the goal is the minimization of the miss rate given a target
upper bound for the average occupancy of the cache. (The same occupancy
problem, albeit within a different model, is considered in [9].)
These two objectives are usually conflicting, meaning that pushing one of
them necessarily degrades the results on the other, and specifically, minimum
resource usage and maximum throughput usually cannot be simultaneously
achieved by a single algorithm. Unfortunately, the paging problem is no ex-
ception, despite the fact that in our model resource usage is a combination of
two kind of costs, one of which is the number of (weighted) faults: in fact,
it is not difficult to see that, in general, minimizing cache utilization does
not minimize also completion time, not even to within a constant or polylog-
arithmic factor, and not even in the oﬄine setting. Consider, for instance,
the request sequence p1, p2, . . . , pk repeated many times, and consider the case
s < k. OPT will serve this cycle using only one location, thus missing each
request, but the resulting processing time is a factor of s away from the op-
timum, which is obtained by retaining the k pages in cache for all the time.
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Again, when s < k2 and there is a cycle over k + 1 pages to process, OPT
will again use only one cache location, but this is (k+ 1)s/(k+ s) ≈ min{k, s}
times slower then running LFD. The same conclusion holds also in the RAM
rental model investigated in [36, 34].
Interestingly, it turns out that PD-LRU is min{k, s}-competitive when we
consider the objective function that measures completion time. This is roughly
the same performance achieved by standard marking algorithms [46, Corol-
lary 3.1] (notice that such a result is obtained for a miss time of s+ 1). This is
quite surprising, since PD-LRU may discard many pages from the cache as the
computation unfolds, much more than LRU would do, and this makes it sub-
ject, prone to high miss rates; specifically, PD-LRU, by definition, may discard
even marked pages, that is, it is not a marking algorithm (in particular, not
even a demand paging), and in fact it is easy to see that on the miss rate it is
not competitive. Intuitively, the sole chance for the adversary to worsen the
performance of PD-LRU with respect to those achieved by marking algorithms
is by exploiting the fact that the former does not have such a characteristic,
and this can be done by requesting recently evicted pages which at the time
of the eviction were marked. However, this increases the level of locality of
reference exhibited by the request sequence built by the adversary, and we
know that locality of reference is well rewarded by the model with access time
introduced by Torng. The proof of this result follows the same argument used
to analyze PD-LRU using the resource usage metric.
Theorem 12. For the completion time metric, PD-LRU is min{k, s}-competitive.
Proof. Clearly, the competitive ratio of every algorithm is upper bounded by s,
since processing a page request ri takes either one (in case of hit) or s (in case
of miss) time units. In the rest of the proof we will show that the competitive
ratio of PD-LRU is at most k, yielding the sought result.
Consider any request sequence σ and consider its (k, s)-phase partition
used for the proof of Theorem 7. Phase σ(0) is easy to analyze: by Lemma 3,
PD-LRU faults at most di times, the same times of OPT (which is the LFD
algorithm), and thus it is 1-competitive. Now consider a phase σ(i), i ≥ 1.
There are two cases. A first case is when σ(i) contains exactly s page references
and less than k pages that are pairwise distinct and all different from pi−1. By
Lemma 3, PD-LRU faults at most di < k requests of σ(i), hence it processes
σ(i) in time at most (k− 1)s+ (s− (k− 1)). Clearly, the time needed by LFD
is at least s, the number of requests to service, and thus in this case the access
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time for σ(i) of PD-LRU is at most
(k − 1)s+ (s− (k − 1))
s
=





times the access time experienced by LFD.
In the other case, σ(i) contains exactly k pages that are pairwise distinct
and all different from pi−1, and ` ≤ s requests overall. Using again Lemma 3,
we know that PD-LRU faults at most k requests of σ(i), hence it processes
σ(i) in time at most ks + (` − k). On the other hand, LFD has (at most) k
pages including pi−1, and thus in this case it must incur at least one page fault
to service σ(i), taking time at least s + (` − 1). Thus, in this case the access
time for σ(i) of PD-LRU is at most
ks+ (`− k)
s+ (`− 1) =
s(k − 1) + s+ (`− k) + 1− 1
s+ (`− 1)
= 1 +
s(k − 1)− k + 1
s+ (`− 1)
≤ 1 + s(k − 1)− k + 1
s+ (k − 1)
=
sk
s+ (k − 1)
≤ k
times the access time experienced by LFD (in the central inequality we have
used ` ≥ k). Therefore, PD-LRU is k-competitive on any request sequence σ,
and this completes the proof of the theorem.
Since min{k, s} ≤ 2ks/(k+ s), this ratio matches to within a factor of two
the lower bound due to Torng [46, Theorem 3.2]. Hence, for processing time,
there exist provably optimal (to within a small constant factor) algorithms even
outside the class of marking algorithms, and this extends the results obtained
by Torng.
Unfortunately, the behavior of PD-LRU does not improve in case the re-
quest sequence σ experiences “significant” locality of reference. This is an
important special case, of great practical interest, and in fact under these cir-
cumstances LRU is shown to exhibit constant competitive ratio for the comple-
tion time objective function [46, Section 3.3]. However, consider the following
request sequence:
σ = σ′, σ′, . . . , σ′︸ ︷︷ ︸
Ω(k) times
where σ′ = p1, p2, . . . , pk, pk, . . . , pk︸ ︷︷ ︸
s−k+1 times
.
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This sequence does exhibit the high locality of reference specified in [46, Sec-
tion 3.3], nevertheless it is immediate to see that, on both the objective func-
tions we consider, the cost incurred by PD-LRU is a factor Θ (k) away from the
optimal one. A similar result, with a gap of Θ (h), holds also in the resource
augmentation framework, by substituting k with h in the preceding requests
sequence. This should come as no surprise because 1) we have seen that PD-
LRU is not able to exploit resource augmentation for the original objective
function, not even a factor of k, and 2) PD-LRU does not “follow closely” the
behavior of OPT, that is, it is almost oblivious to the current level of locality
presented by σ as it unfolds.
Notice that this can be regarded as an example of the study of tradeoffs
between energy and time in power-down mechanisms, a general research ques-
tion in energy-efficient algorithmics suggested by Irani and Pruhs [27], and by
Albers [1]. The latter author states that “With respect to power-down mech-
anisms, for instance, it would be interesting to design strategies that take into
account the latency that arises when a system is transitioned from a sleep state
to the active state”. Clearly, the system here is a memory cell, and the delay
is due to the fetching of the page that the cell will go to hold.

Chapter 3
Paging More than One Request
Sequence
This chapter introduces the Paging for Multi-Threading (PMT) problem as a
way to effectively model and analyze the complexity of paging in presence of
multiple applications (processes) or multiple threads, or both.
We introduce and discuss our model, and establish some key properties of
this generalization of the paging problem that will help dealing with it. As
usual, our main interest is in the competitive analysis of online algorithms for
the problem: we show lower bounds for many variants of the problem, and
present an online algorithm which is optimal to within a constant factor for
the (k, k)-PMT problem.
3.1 Motivations and Previous Work
The paging problem is one of the most studied optimization problems, both
for its paradigmatic role in the study of online computation and for its obvious
applications. However, quite surprisingly, most of previous theoretical work
assume that the input consists of a single sequence of page requests. However,
current systems are multithreaded and, more recently, also multicore. This
means that there are more processes which run simultaneously, thus competing
for space in the (shared) cache.
While part of the problem of managing several concurrently running pro-
cesses is assigned to the scheduler of the operating system, the latter concen-
trates only in guaranteeing some desired level of fairness and quality of ser-
vice, and this is achieved by determining, at each time, which process should
be executed (see [48] and references therein for a survey on such scheduling
algorithms). Page replacement decisions, thus, have a big impact also in this
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context.
The performance of the cache in the presence of multiple threads has been
extensively studied by the systems community, and research on the subject
has increased markedly since the appearance of multicore architectures. A
variety of works have studied cache strategies in practice, starting from some
pioneering work that study (oﬄine and online) heuristics that dynamically
adjust the sizes of the cache partitions dedicated to each (independent) running
thread accordingly with their cache requirements (see, e.g., [45, 43, 44]).
From a theoretical perspective, some researcher have studied scheduling
strategies, that is, the order to which operations are executed, and thus pages
are requested, whereby assuming a fixed replacement policy (typically LRU or
an optimal one). (See, e.g., [10] and subsequent work. Another recent work
which analyzes the problem of sharing a cache from a scheduling perspective
is [24].) Conversely, replacement algorithms have received less attention. We
now briefly survey such previous work.
Feuerstein and Strejilevich de Loma introduced the Multi-Threaded Paging
(MTP) problem [20]. In this problem, given a set of concurrent threads, an
algorithm must decide at each step which request to serve next, and how to
serve it, with the goal of minimizing the total number of page faults incurred
over all the sequences of requests. Alborzi et al. [2] study the so-called k-client
problem, a dual of the well-studied k-server problem where a single server
moves in a metric space to satisfy requests generated by k independent clients,
with the goal, among others, of minimizing the total distance traveled by
the server. They also consider the k-client l-server problem, where there are
l servers instead of only one. Their model is a generalization of the model
of [20], and none of its variations cast to the model we will introduce in next
section. Moreover, the only consider finite input sequences and do not model
fairness in scheduling the requests. Fiat and Karlin [21] have considered the
related problem in which the input corresponds to a multi-pointer walk on an
access graph. Another model of multi-threaded paging is addressed by Cao,
Felten, and Li [15]. They study a problem where a replacement algorithm is
given a sequence of requests which is an interleaving of P different request
sequences (as in [21], the way in which the sequences are interleaved is decided
at the beginning, hence it is the same for all algorithms). Each process has
knowledge of its own future page requests, and can use this “local” information
to guide the paging algorithm in making good decisions about its own request
subsequence. This form of locality of reference enables an algorithm with
competitive ratio of roughly P (which is in general much smaller than k)
on the number of page faults. Subsequently, Barve, Grove and Vitter used
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randomization to improve their result to roughly logP [6]. This model has been
further investigated in [33]. We remark that in all of the above studies if one
process misses all the others stop issuing requests until this process gets served.
This assumption, which greatly simplifies the analysis of the algorithms, is not
realistic and leads to results which do not match with practice, as discussed
later in this chapter.
Our analysis of paging multiple threads with the goal of minimizing the to-
tal completion time (or, equivalently, the processor’s stall time on data fetches)
is the first we are aware of. All the aforementioned models only consider the
overall number of cache misses as objective function, and this is another key
difference form our model. A related work which considers the same problem
under the same cost function is that of Kimbrel [35] which, however, simpli-
fies the problem by implicitly assuming a cache of infinite size, thus ignoring
the question of the replacement policy to adopt. Moreover, it is assumed
that online algorithms can make use of a (limited) amount of lookahead, and
there is no fairness restriction in the scheduling of requests. Hassidim [23] re-
cently considered the same paging problem, with the inclusion of the fetching
time of pages from memory and with the same objective function (minimum
makespan) as ours, and in the more general setting of multiple threads and
multiple processing units. This problem is similar in spirit to ours, since the
implicit goal is not to minimize the whole number of misses, but to distribute
them evenly among the processes. However, and as in the MTP model of [20],
Hassidim’s model assumes that the paging strategy can choose to serve requests
of some sequences and delay others. We discard this possibility, assuming that
the order in which requests of different processors arrive to the cache is given
by a scheduler over which the caching strategy has no influence. Hence, our
model is different from previous models in that we assume no explicit schedul-
ing capabilities of the paging strategy, while at the same time faults introduce
delays in sequences, thus changing the order of requests in the input. Very
recently, Lo´pez-Ortiz and Salinger revisit Hassidim’s model by ruling out the
scheduling dimension [37]. However, they focus on the minimization of cache
faults rather then the minimization of time. Within their model they show
that the oﬄine problem is NP-hard to solve exactly, prove lower bounds on
the competitive ratio of any online algorithm, and analyze natural online al-
gorithms borrowed from the classic paging problem. Further investigations of
the oﬄine version of variants of this problem appear in [41].
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3.2 Paging for Multi-Threading: Model and
Preliminaries
In paging for multi-threading, which we refer to as the PMT problem, we are
given a slow memory of infinite size and a fast memory which can only hold up
to k pages at a time. Each page corresponds to a block in the memory system.
Both memories are shared among a finite number t of different threads (or
processes), each one requesting a sequence of pages. Let σj = rj,1, rj,2, . . . , rj,nj
denote the request sequence of thread j. Let n be the total number of requests,
that is, n =
∑t
j=1 nj. Typically, t is much smaller than k, perhaps by some
orders of magnitude, hence in the following we assume t ≤ k. Threads are
numbered 1 through t, and this order is a priori fixed for any algorithm. We
denote with s the number of cycles needed to move a page from slow to fast
memory and then access the page, while it takes only one cycle to access the
fast memory; thus the cost of a hit is 1 and the cost of a fault is s, as the
requested page must be first brought to the fast memory in time s − 1 and
then be accessed in time 1.
At each step, the system can serve only the first unserved request of one of
the threads. If the requested page is in the cache, then the request gets serviced
in one time step; otherwise, a request to the main memory is issued, and this
takes one time step as well. We also assume that the memory is “pipelined”,
that is, it can accept a new request at each cycle, and serve it with latency
s−1; this way, min{t, s} fetches can be in progress simultaneously at any given
time. Thus, we account for one “hit” followed by s− 1 time stalls rather than
s− 1 time stalls followed by one hit to the cache, since this allows to initiate a
fetch one time after the previous fetch instead of the less realistic assumption of
issuing more than one fetch request in the same cycle. (Notice that, however,
these two models are equivalent, that is, any set of requests yields the same
number of stalls in both of them, with the possible exception of the faults
the occur at the end of the input sequence.) The thread responsible for the
page fault cannot issue more requests until it gets served (after waiting for
s− 1 cycles). We also assume the technical convention that upon an eviction,
first the contents of a cache cell is evicted, and s − 1 time units later the
cell gets the new data from the memory; in the meantime the cell cannot be
used,1 and for this amount of time in which it does not contain any word we
refer to it as a blocked cell. Observe that since k ≥ t there is always at least
one non-blocked cell when a thread requests a page. We consider the general
1This is shared by many other related models, e.g., [22, 23].
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scenario in which one page can be requested by more than one thread during
the execution. If we let Xj be the set of all the pages requested by thread j
during its life (clearly, |Xj| ≤ nj), this means that Xi ∩Xj may be non-empty
when i 6= j, that is, the address spaces may intersect (pages may be shared).
In this case, we use the convention that when there is a request by thread i of
a page that is currently in the process of being fetched, thread i “pays” one
cycle and then waits until the page is fetched into the cache s units of time
after the initial request. We also assume that cache coherency is provided at
no cost to the algorithms. When it leads to substantially different results,
we will also discuss the special case in which threads have mutually disjoint
working sets, that is, each page in cache and memory belongs to exactly one
thread (which is a common scenario, especially in a multitasking setting). In
this setting, we make the simplifying hypothesis that each thread has always
one dedicated location in the fast memory, even when it has finished. This will
help in proving our bounds.
We suppose the system schedules the threads in a round-robin fashion, that
is, the system guarantees that, once established a fixed order of the sequences,
the next request of any sequence will be served after exactly t−1 other requests
get touched. Beyond guaranteeing fairness, with this assumption we have
discarded the scheduling dimension from our problem, thus keeping it more
tractable. Let tτ be the number of active threads at time τ , that is, threads
that have not been completed. If at time τ we encounter in the schedule tτ
consecutive requests which cannot (yet) be served by the fast memory (i.e., all
the active threads are blocked), we have that the CPU stalls, that is, remains
idle, for one cycle. The goal is to minimize the total elapsed time to service
the input instance σ = σ1, σ2, . . . , σt. Clearly, this time is the overall number
of requests n plus the number of cycles when the CPU stalls on data fetches,
and therefore we aim at designing online paging algorithms which minimize
the total stall time.
Notice that our problem is a generalization of the classic paging problem in
the full access cost model, introduced by Torng [46] as an alternative model to
capture locality of reference, and where a cost of 1 and s ≥ 1 is charged for an
access to fast and slow memory, respectively. Perhaps the main difficulty here,
mainly due to the presence of the delay s, is that the page address stream given
by the interleaving of the threads is not fixed for a given input, but changes
with the replacement decisions of the algorithm (this does not happen, e.g.,
in [20], considering the results which assume the same scheduling as ours).
This makes very difficult the comparison between the performance of different
algorithms, since the order in which the requests are serviced can vary a lot.
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Like for the budget paging problem, our model can be applied at any
two consecutive levels of the memory hierarchy, for instance it can model the
interface between disk and main memory, or between main memory and the
CPU’s last level cache (LLC), the cache closest to the main (RAM) memory
(usually the L2 cache). This choice usually yields to very different relationships
between the values of k and s.
3.3 Key Properties
Perhaps the first question that one may ask is whether standard paging algo-
rithms do solve also the PMT problem. For instance, is LFD optimal also for
this problem? It turns out that the answer is no.
Proposition 5. LFD is not an optimal algorithm.
Proof. We will show the proposition using a simple counterexample. Suppose
we have a fast memory of size k = 4, a fetch time of s = 3 time steps, and two
threads. Consider the following two sequences of requests:
σ1 = a, b, c, a, a, a, a
σ2 = d, e, d, e, d, e, d, f
It turns out that, beyond the initial compulsory stalls, while LRU incurs no
time stall, LFD stalls for two cycles, no matter how we re-interpret it in our set-
ting: as the algorithm which evicts the page with largest time to next reference
in the schedule, or the algorithm which evicts the page with largest forward
distance in the stream of requests resulting from the round-robin interleaving
of the two original sequences.
The above example tells us another important fact: LFD applied to each
singular thread is not optimal even if the oﬄine algorithm knows, at each time
step, which is the thread whose next page has to be evicted. Indeed, at the
fifth page request (the ‘c’ of σ1), it is clear that an optimal solution can evict
neither ‘d’ nor ‘e’, as otherwise at least two stalls would follow (recall that LRU
incurs no stall); however, LFD evicts ‘b’, the furthest request in the future of
σ1, and this results in the same behavior of the previous example, where LFD
was applied to the whole set of requests of the threads. Thus, we have proved
the following proposition.
Proposition 6. Given that an oﬄine algorithm evicts a pages which belongs
to a specific thread, evicting the page which will be requested furthest in the
future is not an optimal strategy.
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Hence, LFD is not optimal since, as witnessed by the previous example, it
may not always “aling” the threads in such a way that when one of them is
waiting for a fetching operation to complete, its latency can be hidden by the
operations of the other threads. However, while not optimal, it seems intuitive
that LFD is actually “not so far from optimal”, because evicting pages with
long forward distance results in “few” cache faults, and this has the potential
of reducing the possibilities for time stalls to arise. This intuition is confirmed
by the following result which shows that, roughly speaking, few cache faults
translate into a low processing time. This result sheds new light on the PMT
problem, since it says that no matter how it works, an algorithm cannot hope
to finish much earlier without removing much of the faults incurred in the
course of the computation. To show such a result we first introduce some
definitions.
Let A be any (oﬄine or online) algorithm for the PMT problem, and let σ =
σ1, σ2, . . . , σt be any input instance. Define τ(A) as the (minimum) time spent
by A to service αst requests of σ, for some α ≥ 1 of choice but sufficiently low
to guarantee that at time τ(A) no thread has been completed. We denote by σ′
the set of requests serviced by A up to step τ(A). Now consider an algorithm
B, and let τ(B(σ′)) be the time needed by B to service the “truncated” input
instance σ = σ′. Observe that, by construction, both A and B have serviced
exactly the same set of pages by the end of the computation. Let m(A) and
m(B(σ′)) denote the overall number of faults incurred by A andB, respectively,
for the servicing of σ′. Then, we are ready to prove the following.
Theorem 13. Let A and B any two algorithms for the PMT problem. If
m(A) ≤ βm(B(σ′)), then τ(A) ≤ (1 + 2β)τ(B(σ′)), for each β > 0.
Proof. Intuitively, if m(A) is a very low fraction of the requests in σ′ then
the overhead due to data stalls cannot be much higher than the number of
requests; however, as m(A) increases the number of unavoidable stalls also
increases, for both A and B, hence the difference between the number of stalls
in A and B tends to decrease. Following this high-level argument, we firstly
give an upper bound to τ(A) as a function of the misses of A, and show that
when the latter are not too many the theorem follows straightforwardly. If
this is not the case, we need also a simple lower bound to τ(B(σ′)), which in
combination with the upper bound will give the claimed result also for this
second case.
For ease of notation let us denote |σ′| = αst with η. Clearly, the time
needed by any algorithm to process σ′ is η plus the stall time. By observing
that, when there are t active threads, t misses are necessary (but not sufficient)
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for a time stall to appear, we have





(s− t+ 1). (3.1)
This bound relies heavily on the fact that we have chosen τ(A) such that
at that time all the threads of A are still active. Indeed, when part of the
computation runs with less than t threads we can only bound the number of
stalls by m(A)s, which is usually a very weak bound.
Consider the case m(B(σ′)) ≤ 2αt2. By hypothesis we have m(A) ≤
βm(B(σ′)) ≤ 2βαt2, hence












≤ η + 2βαt(s− t)
≤ η + 2βαts (t ≥ 1)
≤ η + 2βη (η = αts)
= (1 + 2β)η,
whence
τ(B(σ′)) ≥ η ≥ τ(A)
1 + 2β
.
Now suppose m(B(σ′)) ≥ 2αt2. For this case we can produce a stronger
lower bound to m(B(σ′)) than the trivial one. To this end observe that, clearly,
one hit by one thread can hide at most one stall step. Hence s hits can hide at
most s stall steps, which is (at most) the non-hidden latency due to t misses.
Since η = αts, at most αt2 misses can be “covered”; every other group of t
misses causes at least s− t stall steps, which gives






Putting things together we have,
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Corollary 2. If m(A) is within a factor of two of the minimum, then A
completes σ′ within 5 ·OPT time steps.
Proof. Apply Theorem 13 with β = 2 and B = OPT.
In light of this (somewhat surprising) result, the task of the algorithm
designer can be much simplified since, with a penalty of at most 5, he can
concentrate solely on miss minimization without worrying about when misses
actually occur in the curse of the computation. This is a useful hint that will




In this section we prove lower bounds on the competitive ratio of any deter-
ministic online algorithm for the PMT problem. We first consider the general
case where there is no restriction on whether or not a page can be accessed
by distinct threads, and then we switch to the case where the working sets of
the threads are disjoint. As usually done in competitive analysis, we compare
online strategies with an adversary that chooses the input and serves it opti-
mally. Both cases consider resource augmentation, that is, the lower bounds
are given for the more general (h, k)-PMT problem, where online algorithms
compete against an oﬄine adversary with runs on a cache of size h ≤ k (for
which we assume h ≥ t).
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We begin with the more general model, where pages may be shared among
threads. Here the lower bound generalizes the result for classical paging given
by Sleator and Tarjan [42] in that the adversarial argument leverages on an
input instance formed by t identical copies of the sequence used in that proof,
and on such an input the adversary acts like the LFD algorithm. The argument
is along the same line of the proof of Theorem 8 in [20] (which, however, does
not encompass resource augmentation), and we point out that the result holds
even if we restrict the reference streams to use at most k + 1 distinct pages.
Theorem 14. Let A be any deterministic online algorithm for the PMT prob-
lem where h ≤ k, s is the fetch time, and there are t concurrent threads. Then,
A has a competitive ratio of at least
ks
ks− (h− 1)(s− t) ≈ min
{
k





Proof. To prove the above claim we shall show that an adversary is able to
build t sequences of requests such that, for every i, the i-th request of each
thread is a miss, while the adversary faults at most k − h + 1 times every tk
requests overall. To this end, we construct t identical sequences of references,
that is, the i-th request of each thread is to a same page. Let A be any online
algorithm, and let S be a set of k + 1 distinct pages. The first request of each
thread is to the page of S not in A’s cache at the beginning, and each new
t-tuple of requests is to the page of S not in A’s cache after the algorithm
serves the previous t-tuple of requests. This guarantees that A stalls for s− t
cycles every s, while the adversary faults the requests of one t-tuple (and, thus,
stalls for s− t cycles) at most k−h+ 1 times every k t-tuples, since on a fault
the LFD algorithm evicts a page not requested during the next h− 1 t-tuples
which product a fault. This construction can be repeated as many times as
desired. Therefore, the competitive ratio of A is no better than
tk + k(s− t)
tk + (k − h+ 1)(s− t) =
ks
ks− (h− 1)(s− t) .
Notice that by setting h = k and t = 1 in the above result we obtain
the lower bound for classic paging in the full access cost model (Theorem 3.2
of [46]) and that, as s increases, the ratio approaches k, the lower bound for
the page fault model.
The above result, however, assumes that pages accessed by one thread may
also be accessed by other threads. Beyond introducing obvious concurrency
issues, this may be unrealistic in practice, especially in the context of multi-
tasking, where processes are totally independent of each other and thus use
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disjoint working sets. For this setting, we first consider the case of sequences of
finite length (the finite PMT problem), and then we establish the lower bound
for the general case through a more involved adversarial argument.
Theorem 15. Let A be any deterministic online algorithm for the finite PMT
problem where h ≤ k, s is the fetch time, and there are t concurrent threads.
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Proof. The adversarial argument is based on t− 1 sequences of requests of the
same finite length ni = ks, and one sequence j of length nj = 2ni. Thus,
n = (t− 1)ni + 2ni = (t+ 1)ni = (t+ 1)ks. The adversary restrict the request
sequence of thread j to a set Xj of k− t+ 2 pages, and the request sequence of
any other thread i 6= j to a singleton set containing page pi. For each thread
i, the adversary begins requesting ks times the same page pi. This way, both
A and OPT fault only the first occurrence of such requests for any thread,
and hit all the subsequent t(ks − 1). The last ks request of the last active
thread j are to a page in Xj that is outside of A’s fast memory (notice that
there is always one). As in classic paging, A faults each of the latter requests,
while the adversary, after the first k − t compulsory misses, misses at most
k− t+ 1− (h− t+ 1) + 1 = k− h+ 1 requests every k− t+ 1 by evicting the
page whose next request occurs furthest in the future. Summarizing,
A(σ) = t+ (s− t) + t(ks− 1) + ks(s)
and
OPT(σ) ≤ t+ (s− t) + t(ks− 1) + (k − t)s+
⌈
(ks− (k − t))k − h+ 1
k − t+ 1
⌉
s.
With simple calculations we obtain
A(σ) = t+ (s− t) + t(ks− 1) + ks(s)
= tks+ (s− t) + ks2
≥ tks+ ks2
= ks(t+ s)
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and
OPT(σ) ≤ t+ (s− t) + t(ks− 1) + (k − t)s+
⌈
(ks− (k − t))k − h+ 1
k − t+ 1
⌉
s
= n+ (s− t)− ts+
⌈
(ks− (k − t))k − h+ 1
k − t+ 1
⌉
s
= (t+ 1)ks+ (s− t)− ts+
⌈
(ks− (k − t))k − h+ 1
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)OPT(σ)− k − t+ 1
k − h+ 1 .
The above argument (which works also if shared pages are allowed) relies
on the fact that there is one thread longer than all the others. Allowing threads
which are arbitrarily longer than others, however, should be undesired since
it is easy to see that in such a case our problem (in both finite and infinite
version) would reduce to classic paging in the full access cost model, with both
lower and upper bounds are ≈ min{k, s+ 1} [46].
Hence, from now on, we only consider the case of threads of equal (possibly
infinite) length, and we now give a lower bound for this case of roughly the same
form as the preceding one. To this end, and since we do not know how OPT
behaves, we let the generic online algorithm A, whose competitive ratio we are
bounding from below, to be compared against a given oﬄine algorithm, which
is not necessarily OPT, and which could perform much worse than the latter.
This comparison will clearly give us a valid lower bound to the competitive
ratio of A. The oﬄine algorithm against which A will be compared is called
Oﬄine Round-Robin Context Switch (CSoff for short).
CSoff is quite simple. It works in phases, each of which has a fixed duration
as defined later. Consider time step τ , and let Kτ be the set of pages in cache
at the beginning of τ or that are in process of being fetched (thus occupying a
blocked location). Clearly, |Kτ | ≤ k. Define P τj ⊆ Xj as the set of pages of Kτ






j |P τj | ≥ k since, in general, pages may be shared among
threads. Recall that, for ease of analysis, we assume that any algorithm (online
or oﬄine) with disjoint working sets must guarantee that each thread has an
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active location in cache, that is, each thread has at least one page in cache or
being fetched; with our notation this means |Pj| ≥ 1 for each thread j, even
in time steps during which j is not active anymore. During phase i, when
room is needed to accommodate a new page, CSoff evicts the page p /∈ P τi
with longest forward distance; if this is not possible, because Kτ \P τi either is
empty or contains only pages in process of being fetched or pages that cannot
be swapped out because of the |P τj | ≥ 1 restriction, then the page with longest
forward distance among those in P τi is evicted. Phase i lasts till αks requests
of thread i get served, where α ≥ 1 is a constant. This is sufficiently long to
allow the algorithm to amortize the compulsory faults needed to fill the cache
during the first stages of the phase. Phase i is followed by phase (i+ 1) mod t
(precisely, by the first phase such that thread (i + 1) mod t is still active).
Algorithm 3 reports the pseudocode for CSoff (subscripts and superscripts are
omitted for simplicity).
Algorithm 3 Oﬄine Round-Robin Context Switch
1. t← current number of active threads, K = ∅, i← 1
2. while t 6= 0 do
3. // phase i
4. while this phase has served < αks requests of thread i do
5. if next request is a miss and |K| = k then
6. if K \ Pi contains pages eligible for eviction then
7. evict the page in K \ Pi with longest forward distance
8. else




13. i← (i+ 1) mod t
14. end while
In order to establish the desired lower bound, we will compare any online
algorithm with a slightly different version of CSoff, which we denote CS
′
off.
CS′off, during phase i, does not schedule none of the other threads, that is, it
services only requests of thread i. We now prove that CS′off fares not better
than OPT on any input σ.
Lemma 5. Consider an optimal oﬄine algorithm OPT for PMT and the
three algorithms defined above. Then, for any input tuple σ,
OPT(σ) ≤ CS′off(σ).
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Proof. We will prove that
OPT(σ) ≤ CSoff(σ) ≤ CS′off(σ).
The first inequality trivially holds since OPT is an optimal algorithm. In order
to prove the rightmost inequality, consider the (possibly infinite) set of all the
phases of CSoff and CS
′
off with same index i, and observe that during each of
such phases both algorithms CSoff(σ) and CS
′
off, since they are handling only
thread i, perform LFD on a cache of size k − t + 1. However, considering
only the phases of the above set, CS′off services all the requests of σi, while
CSoff has to service only a subsequence of σi, since some of the request of
thread i might be serviced by the latter algorithm during other phases j 6= i.
Thus, on sequence σi, CSoff(σ) does not experience more faults than CS
′
off(σ)
does. Considering all the t sequences we conclude that, for any input tuple σ,
CSoff(σ) does not experience more faults than CS
′
off(σ) does. Now, since CS
′
off
runs only one thread at a time, there is no possibility for latency hiding, hence
each of its faults translates into the maximum number s of CPU stalls, and
this yields the second inequality.
We are now ready to give the sought lower bound. Roughly speaking, we
will show that there exist arbitrarily long sequences of requests such that i)
A misses all the requests of each thread, hence has a stall rate of one over t
requests, and ii) CS′off achieves an amortized stall rate of one over roughly kt
requests.
Theorem 16. Let A be any deterministic online algorithm for the PMT prob-
lem where h ≤ k, s is the fetch time, and there are t concurrent threads. If





s(k − t+ 1)
s · k(k−h+1)




k − t+ 1





Proof. Suppose, without loss of generality, that OPT starts with an empty
fast memory. For each thread i, the adversary restricts the pages of its request
sequence σi to be drawn from a set Xi of k− t+2 distinct pages. (Hence, since
the Xi’s are disjoint, the adversary uses t(k−t+2) distinct pages overall.) Since
the size of the partition for each thread i is at most k− t+1, at each time step
there is at least one page of each Xi outside of A’s fast memory; the adversary
always requests one of such pages for every thread i, giving preference to
the page which has been least recently evicted by A. The adversary issues
m(k− t+ 1) of these requests for any thread, for a total of mt(k− t+ 1) page
3.4. Online Algorithms 75
requests, where m is a “big” positive integer that will be defined later. By
construction A faults on every request, hence
A(σ) = mt(k − t+ 1) +m(s− t)(k − t+ 1) = ms(k − t+ 1).
We now show that OPT(σ) ≤ m((k(k−h+1)/(h−t+1))s+(t+st/m)(k−
t + 1)). By Lemma 5, it is sufficient to show that the right-hand side is an
upper bound to CS′off(σ). Fix the phase length of CS
′
off equal to m(k − t + 1)
served pages, that is, CS′off services all the m(k− t+ 1) requests of one thread
before switching to the next one. Define hi as the number of requests issued
by thread i when the partition of such a thread under the execution of A has
size at least h− t+ 1. Clearly, hi ≤ m(k− t+ 1). Now observe that, since (by
construction) under A all the threads finish at about the same instant (within
t clock cycles), at each time step of A there are at most bk/(h− t+1)c threads
whose partition has size at least h− t+ 1. Hence,
t∑
i=1





≤ m(k − t+ 1) k
h− t+ 1 .
Since CS′off during phase i performs LFD on thread i, it faults at most k−h+1
every k − t + 1 of the above requests (here we are counting only those misses
CS′off experiences since the instance when it has filled the cache with pages of
thread i; such faults will be analyzed later). Thus CS′off misses at most
mk(k − t+ 1)
h− t+ 1
k − h+ 1
k − t+ 1 =
mk(k − h+ 1)
h− t+ 1
of such requests, spending at most
mk(k − h+ 1)
h− t+ 1 · s
cycles for them.
The remaining mt(k − t+ 1)−∑ti=1 hi requests (there is at least one only
if h > t) are issued to A when the corresponding thread has less than h− t+ 1
pages in the fast memory. Except for the at most h−t+1 compulsory misses of
each phase of CS′off, the adversary never faults such requests because it serves
them with a larger partition than the one A keeps for the corresponding thread
when issuing the same requests. Such requests are at most all the mt(k−t+1)
requests, hence CS′off spends at most mt(k − t+ 1) cycles for them.
It remains to account for the compulsory misses of CS′off, which are needed
to bring into the cache pages which are requested for the first time. During
each phase there are at most h− t+ 1 of such misses, hence we have to add at
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most t(h − t + 1) · s idle cycles to the processing time of CS′off. We conclude
that
CS′off(σ) ≤
mk(k − h+ 1)
h− t+ 1 · s+mt(k − t+ 1)−
mk(k − t+ 1)
h− t+ 1 + t(h− t+ 1) · s
≤ mk(k − h+ 1)
h− t+ 1 · s+mt(k − t+ 1) + t(k − t+ 1) · s
= m
(
k(k − h+ 1)
h− t+ 1 · s+ (t+ st/m)(k − t+ 1)
)
.





s(k − t+ 1)
s · k(k−h+1)
h−t+1 + 2t(k − t+ 1)
}
.
This construction can be repeated as many times as desired, giving the theo-
rem.
This lower bound is quite enlightening. Indeed, it reveals three things:
1. Static partitions must be ruled out, because they always generate a com-
petitive ratio of ≈ s/t (unless one of them has size k − t + 1, which is,
however, not very fair), which is the worst possible competitive ratio (cfr.
Lemma 6), achievable by not using the cache at all. For example, LRU
yields such a behavior on some input sequences. Let pi,1, pi,2, . . . , pi,(k/t+1)
the pages in slow memory for thread i (here suppose, for simplicity, that
t divides k), and consider the following request sequences
σi = pi,1, pi,2, . . . , pi,(k/t+1), pi,1, pi,2, . . . , pi,(k/t+1), . . .
for each thread i, each of the same (and sufficiently long) length. Clearly,
LRU will incur a page fault on every request, since it yields an equipar-
tition of the cache among the t threads, whereas the adversary, by fol-
lowing a similar strategy as the one in the above proof, faults only to
bring pages into the cache at the beginning of its phases. Notice that
LRU achieves the worst possible performance even if the adversary runs
on a cache of size k/t+ t, that is, even with a resource augmentation of
a factor t/(1 + t2/k), which is roughly t when k is much larger than t.
Therefore LRU, which in practice gives excellent results for a single pro-
cess, does not seem to perform well when extended to multiple processes
in a naive way. (Observe that the same result holds also if we perform
LRU with “local scope”, that is, if we evict the least recently used page
of the thread which caused the miss.) This fact has been observed also
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in previous work [44, 23, 37]. In fact, evicting the page that has not
been referenced for the longest time is sometimes a lousy idea. To give
some intuition, consider a simple example consisting of two processes.
Process A is copying data from one file to another, while process B is
doing a CPU-intensive calculation on a large matrix. Whenever process
A blocks for I/O, it stops referencing its pages. After a while process
B steals all the page frames away from A. When A finally finishes with
an I/O operation, it suffers a series of page faults until it gets back the
pages it needs, then computes for a very short time and blocks again
on another I/O operation. Loosely speaking, in a multi-threaded system
LRU may disrupt locality, and this happens because the I/O delay s
has the power of significantly change the order to which the stream of
references is presented to the memory system, allowing one thread (B
in the example above) to flush the to-be-reused data of its co-running
processes that are blocked.
2. How good online algorithms must look like. They should “follow” the
adversary in its partitioning, because they have to avoid the situation of
a thread having, for a long period of time, a partition smaller than the
one used by the adversary for the same thread. Since an online algorithm
does not know in advance the sizes of the partitions of the adversary, it
should “protect” itself by acting like CSoff, that is, give the maximum
amount of cache to one thread at a time. Hence, the natural candidate
for the role of best online algorithm is an online version of CSoff.
3. (This hold only for the case h = k) This lower bound holds even if an or-
acle reveals to the online algorithm which is the optimal partition at each
instant. Hence, the main challenge is not in the partitioning of the cache
(i.e., how to allocate cache pages to processes), but in the replacement
decisions for the single process. This somewhat complements the result
in [8], in which it is shown that if a request sequence is made of two kinds
of pages, each kind characterized by its own size and fetch time, then a
competitive algorithm actually exists, assuming that once decided (upon
a miss) the kind of the page to evict (hence how to adjust the partition
dedicated to each of the two kinds of pages), both the online and the
oﬄine algorithm follow the same rule to choose which specific page to
evict.
In the next subsection we turn to proving upper bounds for deterministic
online algorithms and we will show that, indeed, the most natural “online
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version” of CSoff achieves the best possible competitive ratio (up to a small
constant factor) for the (k, k)-PMT problem.
3.4.2 Upper Bounds
Now we analyze a simple online algorithm, which we name Round-Robin Con-
text Switch (CS for short). This is the CSoff algorithm used in the preceding
subsection to establish Theorem 16, with LRU replacements taking the place
of LFD ones, which are clearly not possible in an online context. LRU replace-
ments can be substituted by any other marking online strategy. Algorithm 4
reports the pseudocode for CS.
Algorithm 4 Round-Robin Context Switch
1. t← current number of active threads, K = ∅, i← 1
2. while t 6= 0 do
3. // phase i
4. while this phase has served < αks requests of thread i do
5. if next request is a miss and |K| = k then
6. if K \ Pi contains pages eligible for eviction then
7. evict the least recently used page in K \ Pi
8. else




13. i← (i+ 1) mod t
14. end while
Now we provide an analysis of the competitive ratio achieved by CS, show-
ing that, when threads have disjoint working sets, it attains a competitive ratio
of roughly min{k, s/t}, which is within a small constant factor of optimal when
h = k. The most challenging part lies in proving that CS is O (k)-competitive
when s is “quite high”. It seems not difficult to convince oneself that CS is
O (kt)-competitive, but proving an O (k) upper bound requires a non-trivial
argument. The key idea is to compare the online processing of one thread σi
during phase i, when roughly all the k locations of the cache are allocated
to it, with its oﬄine counterpart; intuitively, in those moments when the of-
fline algorithm OPT dedicates to thread i at least half of the pages reserved
for i by CS, the oﬄine algorithm “runs” at most another thread at the same
time, and on σi it misses at most (roughly) k times less than CS; on the other
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hand, when OPT dedicates to σi less than half pages, the online algorithm is
equipped with at least twice the memory locations of OPT, and hence by a
classical result on paging it suffers at most twice the misses of the adversary.
We formalize this argument in the proof of the following theorem. We first
need a simple lemma which bounds from above the competitive ratio of any
online algorithm.
Lemma 6. Let the t sequences of requests be of the same (possibly infinite)
length n1 = n2 = · · · = nt. Then, any online algorithm is (at most) (1 + s/t)-
competitive.
Proof. The worst case scenario occurs when the online algorithm is “almost
always” idle on data stalls, and the oﬄine is always busy. The number of stalls
is bounded by the maximum number of cycles in which one thread is waiting
data on cache misses; since on thread misses at most all its requests, the
maximum number of stalls an online algorithm can experience is (s− 1) ·n1 =







Theorem 17. If threads issue a finite number of requests, and if their working
sets are disjoint, the competitive ratio of CS is at most
min
{





Proof. Consider an arbitrary input tuple σ = σ1, σ2, . . . , σt, where each σi is
a finite sequence of requests, scheduled round-robin. Such scheduling plus the
fact that |P τj | ≥ 1 for each j implies that, since working sets are disjoint,
|P τj | ≤ k − (tτ − 1) = k − tτ + 1 for each 1 ≤ j ≤ t and for each τ , and
that k − tτ + 1 cache locations are always immediately available to thread j.
Without loss of generality we assume that both CS and the adversary initially
start with the same fast memory. The proof runs as follows. First, we prove
that the time employed by CS to process σ is roughly the same than the time
taken by a natural variant of CS dubbed SCS, which is easier to work with;
then we prove that SCS, and thus CS, is 2(k + 1)-competitive; finally, we
tighten the result by giving a separate analysis for the case of “low” values of
s.
We begin with the first step, and claim that the length of the phases in CS
are long enough to say that CS(σ) ≤ (1+) SCS(σ), where SCS(σ) denotes the
total time taken by the “sequential” version of CS which switches from phase
i to phase i + 1 only when thread i is completed (recall that by hypothesis
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each thread issues a finite number of requests). Hence SCS, which runs at
most t phases, coincides with CS with a “very long” phase length. However,
since the transition from phase i to phase i + 1 takes up to ≈ tks time steps
to complete, a phase of finite length αtks suffices to CS to amortize the “cost”
of the context switch, and hence its achieved elapsed time is no worse than
(1+) times the time incurred satisfying sequentially the t sequences, for some
constant  inversely proportional to α. This proves our claim.
Now we are going to prove that SCS(σ) ≤ 2(k+1) OPT(σ). The argument
is organized in three steps. The first is needed to upper bound SCS(σ) by a
function of the number of misses experienced by thread i during phase i of SCS,
for each 1 ≤ i ≤ t; in the second step we will compare such misses with those
of an optimal oﬄine algorithm OPT; in the third one we express OPT(σ) as a
function of its number of misses. At this point we can compare SCS(σ) with
OPT(σ), and show that SCS is 2(k+ 1)-competitive. Let us begin by defining
some notation. Consider one thread i and an algorithm ALG. We will let nx,ALGi
denote the number of cycles spent by ALG for processing requests of thread
i when its partition has size exactly x. Denote with nx+,ALGi (resp., n
x−,ALG
i )
the same quantity when the partition of i has size at least (resp., less than) x,
and with nALGi the total number of cycles spent by ALG for processing all the
requests of i. Since every request takes one cycle, nALGi coincides with ni, the












for any 1 ≤ x ≤ k. However, nx,ALGi is in general different than nx,ALG
′
i
if ALG 6= ALG′. Similarly, we can define mx,ALGi as the number of faults
experienced by thread i when it is processed by algorithm ALG and when
its partition has size x. The quantities mx+,ALGi , m
x−,ALG
i , and m
ALG
i can be
defined similarly as above. Now consider one phase j of SCS. Define nSCSi,j as
the number of cycles spent by SCS for processing requests of thread i during
phase j ≤ i. Define SCSj(σ) as the length, in cycles, of phase j of SCS. (Notice
that in SCS a phase j may not even take place, especially for values of j close
to t. In such a case SCSj(σ) = 0.) Clearly, SCS(σ) =
∑t
j=1 SCSj(σ). If we let
yj be the number of stalls during phase j of SCS we have that







for each 1 ≤ j ≤ t. Notice that, since the working sets of the threads are
disjoint, for the whole duration of phase j the algorithm SCS partitions the
cache by assigning exactly k − t + 1 locations to thread j (and exactly one
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location to each of the other t− i active threads). Hence,
yj ≤ s ·mk−t+1,SCSj





































(This is equivalent, for each phase j, to “freeze” the other threads i 6= j
and reason as in Lemma 5.) Now we compare the faults mk−t+1,SCSi of every
thread i of the above formula with those of an optimal oﬄine algorithm OPT
that is, when every thread has a partition of (dynamic) size at most k− t+ 1.
Since SCS implements LRU on each phase, by the result of Sleator and Tarjan
on LRU for classic paging 2, as long as OPT misses on i when the partition
of i has size at least d(k − t + 1)/2e, then SCS can make on thread i up to
k− t+ 1 times the misses than OPT does; on the other hand, when the above
partition has size less than d(k − t + 1)/2e SCS has a resource augmentation
sufficient to make on thread i at most twice the misses than OPT does.2 With
our notation this means
mk−t+1,SCSi ≤ (k − t+ 1)md(k−t+1)/2e+,OPTi + 2 ·md(k−t+1)/2e−,OPTi
for each 1 ≤ i ≤ t.
Now define ALG(σi) as the time needed by algorithm ALG to run thread
i alone on a cache of size x, that is,
ALGx(σi) = (n
x,ALG
i −mx,ALGi )1 +mALGi (s+ 1) = ni + s ·mx,ALGi .
Then, exploiting the previous relation between the misses of SCS and OPT,
SCSk−t+1(σi) = ni + s ·mk−t+1,SCSi





i + s(k − t+ 1)md(k−t+1)/2e+,OPTi
+ s · 2 ·md(k−t+1)/2e−,OPTi










i + s ·md(k−t+1)/2e−,OPTi
)
.
2Notice also these bounds may sometimes be lower since in our context OPT does not
necessarily perform LFD on each sequence (cfr. Proposition 6).
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Now, consider algorithm OPT, and pick one time step during its execution.
Consider the threads which, at the beginning of that time step, are active. For
each of such threads having at least d(k− t+ 1)/2e active locations increment
by one a counter, c+, and increment by one another counter, c−, for each of
the other threads. The above construction implies OPT(σ) ≤ c+ + c−, since
for each cycle at least one of the two counters are incremented. Observe also
that
OPT(σ) ≥ c−/t and OPT(σ) ≥ c+/2,
where the latter inequality holds because, since the working sets of the threads,
are disjoint, at each cycle c+ is incremented at most twice. As long as thread i
is active under the oﬄine schedule, at each cycle it contributes to the increment



















i + s ·md(k−t+1)/2e−,OPTi ≤ c−i .
Then, using the previous upper bounds to SCS(σ) and SCSk−t+1(σi), and ex-



















i + s ·md(k−t+1)/2e−,OPTi
)







= (k − t+ 1)c+ + 2 · c−
≤ 2(k − t+ 1) OPT(σ) + 2tOPT(σ)
= 2(k + 1) OPT(σ),
whence we conclude that SCS(σ) ≤ 2(k + 1) OPT(σ). Putting together this
and the preceding upper bound to CS(σ) gives
CS(σ) ≤ (1 + ) SCS(σ) ≤ (1 + )2(k + 1) OPT(σ),
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which shows that CS is ((1 + )2(k + 1))-competitive for any constant  > 0.
Since the competitive ratio of CS is the infimum over the set of all the above
values, we conclude that CS is 2(k + 1)-competitive.
Finally, observe that for the case t ≤ s ≤ 2tk we can resort to Lemma 6
and argue that CS, like any other online algorithm, achieves the best possible
competitive ratio up to a small constant factor. Hence, CS is (min{1 + (s −
1)/t, 2(k + 1)})-competitive.
Thus, somewhat surprisingly, there exists an algorithm that provably out-
performs LRU. Notice that the above analysis is fairly simple for what concerns
the behavior of CS, since we only needed to keep track the performance of one
single thread at a time, the one currently favored by phase i of CS, ignoring
the other t− 1 threads. Indeed, we did not leveraged on the LRU replacement
of the other threads’ pages, and indeed the result holds for any other (even
randomized) replacement strategy. We point out that the technique employed
in the above proof can be easily applied to improve from roughly k ·l to roughly
k the upper bound given in [2, Theorem 6.1] for the competitiveness of an algo-
rithm quite similar to CS for the k-client l-server problem studied by Alborzi
et al.
It remains to understand whether CS remains optimal (to within constant
factors) in the resource augmentation framework of analysis. It turns out that,
unfortunately, this is not the case: we now show that the competitive ratio
of CS is at least ≈ min{t, s/t} even with arbitrary resource augmentation. In
order to prove this fact, we first need a simple lemma.
Lemma 7. Consider an algorithm ALG (online or oﬄine) for the MPT prob-
lem, and let ALGσi(σ) be the time taken to service all the requests of thread i
under ALG(σ). Then,
ALGσi(σ) ≤ nALGi · t+mALGi · s.
Proof. Consider thread i, and consider the cycles elapsing between any two
consecutive processing steps of requests in σi. Since the scheduler is round-
robin, if the first step if upon a hit then i has to wait at most t − 1 cycles
before the CPU can process on its next request. If it is a miss, then i has to
wait s− 1 more cycles, and the lemma follows.
Proposition 7. There exists an input instance σ for which the competitive














even with arbitrary resource augmentation.
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Proof. We shall define an input sequence σ of αkst requests per thread on
which CS makes αkst faults on each thread and an oﬄine algorithm makes
roughly only a fraction of 1/t faults on each thread. Suppose, for simplicity, the
t divides h. Let us denote with (x)` the concatenation of ` copies of sequence
x, and consider the following sequence
ωi = ai,1, ai,2, . . . , ai,k−t+2, (ai,1, ai,2, . . . , ai,h/t)d(αks−(k−t+2))/(h/t)e.
Then, the input sequence is defined as follows.
σ1 = (p1,1, p1,2, . . . , p1,k−t+2)dαks/(k−t+2)e, (ω1)t−1




t−1, (pt,1, pt,2, . . . , pt,k−t+2)dαks/(k−t+2)e.
It is not difficult to see that CS will incur a page fault on every request of
every thread, and this results in a completion time of
CS(σ) = αkst2 + αkst(s− t) = αkts2.
In contrast, let EQ be the oﬄine algorithm which equipartitions the cache
of size h between the t threads, performing LFD on each partition. This way
each thread misses αks(k − t − (h/t) + 2)/(k − t + 1) times on the pages of
kind p, and at most (t− 1)((k− t+ 2) + h/t) times on those of kind a. Hence,
by Lemma 7, each thread takes time at most
EQσi(σ) = αkst · t+
(
αks(k − t− h
t
+ 2)
k − t+ 1 + (t− 1)((k − t+ 2) + h/t)
)
· s
≤ αkst2 + (αks+ t(2k))s
≤ αkst2 + 3αks2
= αks(t2 + 3s)
to complete (in the last inequality we have used α ≥ 1 and s ≥ t). Since
EQσi(σ) is the same for any i, then EQ(σ) = EQσi(σ) + t. Clearly, OPT(σ) ≤




The above construction can be repeated as many times as desired, giving the
proposition.
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Hence, similarly to what happened for the budget paging problem with
algorithm PD-LRU, we have given a “natural” algorithm that is optimal when
h = k, but not for other values h of the adversary’s cache size. This suggests
that it is unlikely that such algorithms perform well in practice. However, while
for the budget paging problem we have given an algorithm different than PD-
LRU that does achieve a lower competitive ratio that the latter in the resource
augmentation framework of analysis, we have not been able to do the same
for the PMT problem. Hence it could be the case that CS is optimal also for
the (h, k)-PMT problem, that is, that a matching lower bound can actually
be proved. Settling the complexity of the (h, k)-PMT is the most interesting
question left open by this thesis.

Chapter 4
Conclusions and Future Work
In this thesis we have introduced and analyzed two generalizations of the pag-
ing problem which effectively model some of the features characterizing mod-
ern, complex computing systems.
The first part of the thesis introduces and analyzes the budget paging prob-
lem, a generalization of the classic paging problem that accounts for the ef-
ficient use of memory resources by paging algorithms. The two main contri-
butions of this part are the following: the first is the introduction of a model
which is more general and, we believe, more realistic than recently proposed
models for the same problem; the second is an extensive investigation of such a
model, which results in the establishment of key properties of the oﬄine prob-
lem and almost tight bounds for the competitive ratio of online algorithms.
The results derived in the resource augmentation framework of analysis
are of particular interest. Lower bounds reveal that there is no possibility
for an online algorithm to be close to optimal with only a constant factor of
resource augmentation. This suggests that the system designer cannot hope
to significantly improve performance by buying a small amount of additional
memory resources. Then we have presented an online algorithm, BLIND,
which achieves an optimal competitive ratio (to within constant factors), for
wide ranges of parameters h, k, and s. Remarkably, BLIND determines the
(maximum) amount of memory resources to be used at each time step without
using any information about the past page requests.
An obvious direction for future work is to prove tight bounds, or at least
narrowing the gap among lower and upper bounds. Analyzing the perfor-
mance of BLIND with respect to the completion time metric is also of interest.
Settling the complexity of computing an (oﬄine) optimum solution is also,
definitely, an interesting open problem. It is unclear whether the problem
can be solved in time polynomial in n, N , and k, or not. Observe that the
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special case of budget paging studied by Lo´pez-Ortiz and Salinger does admit
a polynomial time algorithm, obtained via a reduction to weighted interval
scheduling on identical machines, which in turns can be solved via a reduction
to the minimum cost flow problem [3, 13]; the k-server problem and its special
cases like weighted caching also admit efficient algorithms, which again reduce
to a minimum cost flow algorithm [17]. The min-cost flow approach, however,
seems difficult to reproduce here, because in that reductions the costs of the
arcs of the network are arbitrary but fixed, while this is not the case for our
problem, since the cost of servicing a request is not given a priori but depends
on the whole execution of the algorithm up to that moment. This aspect of the
budget paging problem makes the space of the feasible solutions bigger then
in previous examples, and we conjecture that this is responsible for making
the problem NP-hard. Another intriguing open question is the following: for
budget paging, can randomization help more than resource augmentation?
The second part of the thesis introduces introduces the paging for multi-
threading problem as a way to effectively model and analyze the complexity
of paging in presence of multiple threads or applications (processes). Here
we contribute with a new model which concentrates solely on the replacement
issue arising when there is more that one stream of page requests to be serviced,
and accompany it with deep theoretical analyses. Specifically, we show that,
loosely speaking, latency hiding can be achieved to the extent to which the
replacement policy is able to reduce the overall number of page faults. Then,
we provide some lower bounds on the competitive ratio attainable by online
algorithms, in various variants of the problem. Finally, we present a new online
algorithm, CS, and prove that it achieves an optimal competitive ratio for the
(k, k)-MTP problem.
The MTP problem presents some interesting open questions. One obvious
open question is determining the complexity of the oﬄine problem. In [37] a
proof of NP-hardness is given for the related problem of minimizing the to-
tal number of cache faults, rather than the total completion time. Perhaps
a reduction from such a problem is possible. The more important question
left open by our work, however, regards the online counterpart of the prob-
lem: does a Θ (1)-competitive algorithm exist, when equipped with a constant
amount of resource augmentation? Stated another way, is paging more than
one sequences of requests as easy as paging a single request? While our lower
bounds leave this possibility open, results for the budget paging problem seem
to suggest that the answer to such a question is no. In fact, the impossibility
results for the latter show that, loosely speaking, an efficient use of memory
space is not possible in an oﬄine setting, that is, the intrinsic delay with
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which an online algorithm chooses how much locations of fast memory should
be dedicated to one process forbids an efficient usage of the memory space; this
implies that, during the computation, there could remain too little space for
other processes, which in turn degrades their performance. Proving that this
intuition is indeed true, or proving that a Θ (1)-competitive algorithm actually
exists, is the most interesting open question of this thesis.
Concluding, the systematic exploration of these and new models for the
analysis and the optimization of replacement policies in the context the com-
plex computing architectures is a key challenge for future investigation on the
performance of memory hierarchies.
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