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Abstract
Let C be a simple1 polygonal chain of n edges in the plane, and let p and q be two arbitrary points on C. The
detour of C on (p, q) is defined to be the length of the subchain of C that connects p with q , divided by the
Euclidean distance between p and q . Given an ε > 0, we compute in time O( 1
ε
n logn) a pair of points on which
the chain makes a detour at least 1/(1 + ε) times the maximum detour.
 2003 Elsevier B.V. All rights reserved.
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1. Introduction
A transportation route like a highway is supposed to provide a reasonably short connection between
the points it passes through. More precisely, for any two points, p and q, on an open curve C in the plane
that consists of a bounded number of smooth pieces, we call the value
dC(p, q)= |C
q
p|
|pq|
the detour of C on the pair (p, q); here Cqp denotes the unique part of C that connects p with q, |Cqp|
denotes its length, and |pq| is the Euclidean distance between p and q.
✩ A preliminary version of this paper was presented at ESA 2001.
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1 C has no self-intersections.
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Clearly, dC(p, q)  1. We assume that C does not self-intersect. Then dC(p, q) is bounded, and it
tends to 1 as q tends to p along C. We are interested in the value
dC = max dC(p, q)
p,q∈C
called the maximum detour of curve C.
The detour of a curve is an important notion in analyzing on-line navigation strategies, where the
length of a path created by some robot must be compared to the shortest path connecting two points;
see, e.g., Icking and Klein [7]. In another application, there is a need to compare Fréchet and Hausdorff
distances; while the first is always greater or equal than the latter, there is, in general, no bound for the
other direction. Only for curves of bounded maximum detour can such a bound be shown, see Alt et
al. [2]. Naturally for general graphs the definition of dC can be restricted to the vertices; for two vertices
v and w on the graph dC(v,w) is defined to be the ratio of the shortest graph distance and the euclidean
distance between v and w. The vertex-to-vertex maximum detour on graphs was already considered as
the dual t-spanner problem by Narasimhan and Smid [10]. They provide an approximation of the vertex-
to-vertex stretch factor in a more general setting.
Intuitively, a curve that does not meander wildly should have a small maximum detour. This idea can
be made precise in several ways. An oriented curve running from s to t is called self-approaching if, for
each point p on the curve, the curve Ctp , i.e., the part of the curve running from p to t , fits in a 90◦ wedge
with apex at p.2 The maximum detour of self-approaching curves has been tightly bounded by 5.3331. . . ;
see Icking et al. [8]. This result can be generalized to wedges of arbitrary angles, see Aichholzer et al. [1].
Rote [11] has shown a tight upper bound of 2/3π for the detour of curves of increasing chords, i.e., curves
that are self-approaching in both directions.3
These results were all obtained in an indirect way, by bounding the curve’s length by the perimeter of
some simple, convex container.
In this paper we present an O( 1
ε
n logn) algorithm for computing directly the maximum detour of an
arbitrary polygonal chain of n edges, to within an approximation factor of (1 + ε).
The paper is organized as follows. In Section 2 we first state a local criterion that is necessary for a
pair of points (p, q) for which the chain takes on its maximum detour. As a consequence, one of p,q
can be assumed to be a vertex of the chain. This implies an O(n2) algorithm for computing the maximum
detour.
In Section 3 we make use of global arguments. It turns out that the maximum detour is always attained
by a vertex-edge cut of the chain C, that is, by a pair (p, q) of co-visible points of the chain, one of which
is a vertex whereas the other may be an interior point of an edge.
Moreover, we prove a certain property of the detours related to vertex-edge cuts whose corresponding
segments cross each other. While this property is weaker than the Monge property (see Burkard et al. [3])
it does imply that the segments of vertex-edge cuts attaining the maximum detour do not cross and must
be, therefore, linear in number.
In Section 4 we present an algorithm that computes, for a given real number ε > 0, within time
O( 1
ε
n logn) a vertex-edge cut (p, q) such that the maximum detour of chain C is at most (1 + ε) times
2 An equivalent definition of self-approaching requires that with respect to the oriented tangent g at p, the curve Ctp has to
be inside the wedge of 180◦ , symmetric to the tangent direction g.
3 The relationship between wedge containment and detour seems to work in only one way, because there are curves of
arbitrary small maximum detour that do not fit in small wedges.
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the detour of C on (p, q). Our algorithm uses the result by Gutwin and Keil [9] on constructing sparse
spanners for finding a pair of vertices of C whose detour is close to the maximum detour chain C makes
on all vertex pairs.Finally, in Section 5 we mention some open problems that naturally arise from this work.
2. Local properties
Throughout this paper, let C be a simple, planar, polygonal chain of n edges. Simple means that C has
no self-intersections. That is, if any two edges intersect at all they must be neighbors in the chain, and
their intersection is just a common vertex.
Now let p and q denote two points on C, and let
dC(p, q)= |C
q
p|
|pq|
be the detour of C on (p, q). We want to analyze how the detour changes at points close to p on the
same edge, e, while q remains fixed. Let the positive direction of e be such that the length of the chain
segment Cqp increases, and let β denote the angle between the positive part of e and the line segment pq;
see Fig. 1. Excluding trivial cases we assume that 0 < β < π .
Lemma 1. For a fixed point q ∈ C, and for a fixed edge e on C maxp∈e dC(p, q) is attained at an unique
point. If
cosβ =−|pq||Cqp| ,
then this maximum is attained at p. If cosβ is bigger (respectively smaller) than the right hand side, the
detour can be increased by moving p into positive (respectively negative) direction of e.
Proof. Let p(t) be the point on edge e that lies in distance |t| from p = p(0) on the chain C in positive
or negative direction, depending on the sign of t . By the cosine law we have
dC
(
p(t), q
)= t + |C
q
p|√
t2 + |pq|2 − 2t|pq| cosβ
Fig. 1. When does the detour increase as p(t) moves?
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for positive and negative values of t . The derivative with respect to t has a positive denominator. Its
numerator is of the same sign as
|pq| + |Cq | cosβ|pq| p|pq| cosβ + |Cqp| − t
because the term |pq| cosβ + |Cqp| is positive. This implies the claims. ✷
We obtain the following important consequence.
Lemma 2. Any polygonal chain makes its maximum detour on a pair of points at least one of which is a
vertex.
Proof. Let (p, q) be a pair of points on which the chain C attains its maximum detour, and assume that
neither of p, q is a vertex of C. By Lemma 1, the line segment pq must form the same angle,
β = arccos
(
−|pq||Cqp|
)
,
with the two edges containing p and q. Otherwise, the detour could be increased by moving one of the
points. But then the detour dC(p, q) remains constant as we move both points simultaneously until one
of them reaches the endpoint of its edge; see Fig. 2. In fact, we have
dC(p
′, q ′)= |C
q
p| + 2t
|pq| − 2t cosβ =
|Cqp|
|pq| = dC(p, q)
and the claim follows. ✷
Let p1,p2, . . . , pn be the consecutive vertices of C. In an O(n) preprocessing step we can assign the
distance |Cpip1 | to every vertex pi . We will refer to this labeling as odometer reading. Now for two vertices
p and q the length |Cqp| = ||Cpp1| − |Cqp1 || can be computed in constant time.
Thus, if a vertex p and an edge e of the chain is given we can apply Lemma 1 to determine, in
time O(1), the unique point q on e with maxx∈e dC(p, x) = dC(p, q). If we do this for all vertex-edge
pairs (p, e) of the chain C, then the maximum value encountered will be the maximum detour of C, by
Lemma 2. This approach yields an O(n2) algorithm for computing the maximum detour.
The proofs of Lemmas 1 and 2 make use of local transformations only. In the following we will discuss
how to improve on the O(n2) bound using global arguments.
Fig. 2. Chain C attains its maximum detour on both pairs, (p, q) and (p′, q′).
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3. Global properties
The next property is that we do not need to consider pairs (p, q) of points that cannot see each other
because of C.
Definition 3. Two points, p and q on C, are called co-visible if the line segment connecting them contains
no points of the chain C in its interior.
Let p and q be two co-visible points, one of which is a vertex whereas the other may be an interior
point of an edge. The pair (p, q) is called vertex-edge cut.
Lemma 4. The maximum detour of C is attained by a vertex-edge cut (p, q).
Proof. Let p,q be two arbitrary points of C, and let p = p0,p1, . . . , pk = q be the points of C
intersected by the line segment pq, ordered by their appearance on pq. For each pair (pi,pi+1) of
consecutive points let Ci denote the segment of C that connects them. These segments need not be
disjoint, so the sum of their lengths is at least as large as |Cqp|. Hence,
dC(p, q)= |C
q
p|
|pq| 
∑k−1
i=0 |Ci|∑k−1
i=0 |pipi+1|
 max
0ik−1
|Ci|
|pipi+1| = max0ik−1dC(pi,pi+1).
To prove the last inequality we note that if ai/bi  q for all i, then
∑
i ai/
∑
i bi  q follows.
Now we can assume that there are two co-visible points p and q with dC = dC(p, q). If p or q is a
vertex we are done. Otherwise we argue as in the proof of Lemma 2 and move p and q simultaneously,
see Fig. 2, until finally the segment p′q ′ will hit a vertex r . If r = p′ or r = q ′ we are done. Otherwise r
blocks the visibility of p′ and q ′ and we can argue as above. Either dC = dC(r,p′) or dC = dC(r, q ′) and
the claim follows. ✷
Hershberger [6] has shown how to compute all co-visible vertex-vertex pairs of a simple polygon in
time proportional to their number. Lemma 4 would invite us to generalize this algorithm to the m co-
visible vertex-edge pairs of a chain, and obtain an O(m) algorithm for computing the maximum detour.
Unfortunately, m can still be quadratic in n.
An interesting example is the case of a convex chain, C, whose total turning angle is less than π . There
are (n2) vertex-edge cuts, but one can show that the maximum detour is always attained at one of the
two end points of C. Thus, there are only O(n) vertex-edge candidate pairs to be checked. One end point
of C can attain the maximum detour with a point on each edge of C; such a chain can be constructed by
approximating an exponential spiral, which is defined by the fact that all tangents form the same angle
with the radii to the spiral’s center.
Now we show that even for general chains there is at most a linear number of vertex-edge cuts that
can attain the maximum detour. To this end, we prove the following fact illustrated by Fig. 3.
Lemma 5. Let p, r, q, s be points on C that appear in that order, and assume that pq and rs are two
segments that cross each other. Then
min
(
dC(p, q), dC(r, s)
)
< max
(
dC(r, q), dC(p, s)
)
.
The same statement holds if the points appear in order p, r, s, q on C.
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Proof. Let us assume w.l.o.g. that dC(p, q) dC(r, s) and dC(p, q) dC(r, q). Therefore, by definition
|Cqp||rs|  |Csr ||pq| and |Cqp||rq|  |Cqr ||pq|. We have to show dC(p, q) < dC(p, s). By the triangle
inequality, we have
|ps| + |rq|< |pq| + |rs|,
therefore
∣∣Cqp∣∣(|ps| + |rq|) < ∣∣Cqp∣∣(|pq| + |rs|) ∣∣Cqp∣∣|pq| + ∣∣Csr ∣∣|pq|
= ∣∣Csp∣∣|pq| + ∣∣Cqr ∣∣|pq| ∣∣Csp∣∣|pq| + ∣∣Cqp∣∣|rq|,
and the claim follows. ✷
This property is weaker than the Monge property (see Burkard et al. [3]), which requires that
dC(p, q)+ dC(r, s) dC(p, s)+ dC(r, q),
and is not always fulfilled here. But we can draw the following conclusion.
Lemma 6. Let (p, q) and (r, s) be two vertex-edge cuts that attain the maximum detour, dC . Then the
segments pq and rs do not cross. Consequently, there are only O(n) such cuts altogether.
Proof. The pairs (p, q) and (r, s) are co-visible. Thus, if the line segments pq and rs were crossing,
up to symmetry chain C would visit the points p,q, r, s in one of the two ways depicted in Fig. 3, and
from Lemma 5 we would obtain a contradiction to the maximality of the detours dC(p, q) and dC(r, s).
By Euler’s formula for planar graphs, there can be only O(n) non-crossing segments stemming from
vertex-edge cuts.4 ✷
The non-crossing property shown in Lemmas 5 and 6 need not be fulfilled for locally optimal vertex-
edge cuts. For example, there can be such cuts (p, q), (r, s) satisfying
dC(p, q)= max
q ′
dC(p, q
′) and dC(r, s)= max
s ′
dC(r, s
′)
whose segments cross each other, see Fig. 4.
4 Formally, we can identify the non-vertex endpoints of all cuts belonging to the same edge with one extra vertex.
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Fig. 5. The vertical extensions of the vertices of C.
4. An efficient algorithm
First, in Lemma 7 and Theorem 8 we solve two restricted versions of the maximum detour problem.
For an angle ρ, a pair of points (p, q) is called to be in direction ρ if there is a line with gradient angle
ρ that hits both points.
Lemma 7. Let ρ be a given angle. The maximum detour among all vertex-edge cuts in direction ρ can
be found in time O(n logn).
Proof. W.l.o.g. let us assume that ρ = π/2, so we are interested only in vertical vertex-edge cuts. For
each vertex p of the chain C we construct its upper and lower vertical extension, i.e., the vertical line
segments that connect p to the first points of C above and below; see Fig. 5. This vertical decomposition
was introduced by Chazelle [4] as the visibility map and also used by Seidel [12] for the purpose of point
location. Using a sweep algorithm, we can construct it in time O(n logn).5 Once all vertical extensions
are available in C we traverse the chain to compute the detours. When a vertical segment is encountered
for the second time, we can compute the detour of the corresponding vertex-edge cut in constant time,
using odometer reading as mentioned in Section 2. Additionally, we keep trace of the maximum of the
O(n) detour values. ✷
5 Faster algorithms are known, but not necessary for our purpose since our overall result is bounded by O(n logn).
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Another version of the maximum detour problem results if we restrict ourselves to vertex-vertex pairs.
That is, we are interested in the value
V
{ }dC = max dC(p, q);p,q vertices of C .
One should note that the claim of Lemma 4 does not hold in this case: two vertices attaining maximum
detour need not be co-visible. We can prove the following approximation result.
Theorem 8. Let C be a simple polygonal chain of n edges in the plane, and let η > 0. In time O( 1
η
n logn)
we can compute a pair (p, q) of vertices of C satisfying
dVC  (1 + η)dC(p, q).
Proof. Let V denote the set of all vertices of C, and let S be a sparse (1+ η)-spanner of V . That means,
S is a graph of O(n) edges over V , and for any two points p,q of V there exists a path in S whose length
is at most (1 + η) times the Euclidean distance |pq|.6
Now let (p, q) denote a vertex pair for which dVC = dC(p, q), and let p = p0,p1, . . . , pk = q be the
approximating path in S. Moreover, let Ci denote the segment of C that connects vertex pi to pi+1.
Similar to the proof of Lemma 4, we argue as follows:
dVC = dC(p, q)=
|Cqp|
|pq| 
∑k−1
i=0 |Ci|
|pq|  (1 + η)
∑k−1
i=0 |Ci|∑k−1
i=0 |pipi+1|
 (1 + η) max
0ik−1
|Ci|
|pipi+1|
= (1 + η) max
0ik−1
dC(pi,pi+1).
A similar result was also obtained by Narasimhan and Smid [10] in a more general setting, approximating
the stretch factor of an Euclidean path in time O(n logn). The consideration above suggests the following
algorithm.
Algorithm 1.
Input: A polygonal chain C on n edges and a real number η > 0.
Output: A vertex pair of C whose detour is within (1 + η) of the maximum vertex detour, dVC , of C.
(1) Construct a sparse (1 + η)-spanner of the vertices of C.
(2) For each edge of the spanner, compute its detour.
(3) Output an edge of the spanner having the largest detour.
By a result of Gutwin and Keil [9], step (1) can be carried out in time O( 1
η
n logn), the resulting spanner
has O( 1
η
n) edges. The dependency on η is not presented directly in [9] so we have to explain the details
here. For φ > 0 let k be an integer with k = 
2π/φ. Gutwin and Keil [9] prove that for a set of n vertices
there is an O(k n logn) algorithm for computing a
1
cosφ
1
(1 − tanφ) =
1
cosφ − sinφ
6 Path length in S is defined as the sum of the Euclidean distances between consecutive vertices on the path.
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spanner with O(kn) edges. In our setting η > 0 is given and we have to find a sufficiently small φ so that
1
cosφ−sinφ  (1 + η). Fortunately, the function 1cosx−sinx − 1 − 2x is negative for small x and it suffices to
set φ := η/2. Thus O(k) equals O( 1 ) which gives the result. One may also consider the spanner surveyη
of Eppstein [5] for some alternate methods of computing a sparse (1 + η)-spanner.
Because of the spanner’s sparseness, step (2) takes only O( 1
η
n) time; it can be implemented by
traversing C, as in the proof of Lemma 7. Hence, the claim follows. ✷
Now we can prove our main result.
Theorem 9. Let C be a simple polygonal chain of n edges in the plane, and let ε > 0. In time O( 1
ε
n logn)
we can compute a vertex-edge cut (p, q) of C that approximates the maximum detour of C, i.e., such that
dC  (1 + ε)dC(p, q).
Proof. Let η < ε be small enough to satisfy
1 − η
1 + η 
1
1 + ε ,
and let the angle ρ be so small that it satisfies
cosρ  (1 − η).
We run the following algorithm.
Algorithm 2.
Input: A polygonal chain C on n edges and a real number ε > 0.
Output: A vertex-edge cut of C whose detour is within (1 + ε) of the maximum detour, dC , of C.
(1) Let ρ be defined as above;
for each integer m between 0 and 2π/ρ, and for each vertex p,
compute the first point of C hit by a ray from p in direction mρ;
move this hit point along the corresponding edge such as to maximize the detour locally.
(2) Let (p1, q1) be the maximum detour cut thus obtained.
(3) Let η be as defined above;
compute a pair (p2, q2) of vertices satisfying dVC  (1 + η)dC(p2, q2) by using Algorithm 1.
(4) Compute the maximum of dC(p1, q1) and dC(p2, q2), and output the corresponding pair of points.
First, we address the correctness of Algorithm 2. Lemma 2 ensures that dC is attained by some vertex-
edge cut (p, q), where p is a vertex of C. If q is a vertex, too, then
dC = dVC  (1 + η)dC(p2, q2) (1 + ε)dC(p2, q2)
for the vertex pair (p2, q2) computed in (3), and we are done. Let us assume that q is an interior point of
some edge, e. By Lemma 1, the part of e in positive direction from q forms an angle β > π/2 with the
line segment pq, where
− cosβ = |pq||Cqp| .
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We distinguish three cases illustrated by Fig. 6.
In case (i), there exists an integer l  m so that a ray emanating from vertex p in direction lρ hits
the edge e that contains point q, see Fig. 6(i). This ray will be encountered in step (1), and by local
maximization, point q on e will be discovered. Hence, the vertex-edge cut (p1, q1) computed in step (2)
attains maximum detour, dC .
In case (ii), all rays emanating from vertex p are missing edge e. Let q lie in the wedge w of angle ρ
at p. We consider the subsegment qv of edge e emanating from q in negative direction of e, see Fig. 6(iia)
and (iib). Either v also lies inside w, Fig. 6(iia), or v is outside w and there is at least a vertex r that blocks
the visibility of e from p, Fig. 6(iib). We can choose r so that a ray into direction lρ emanating from r
hits e, i.e., the visibility of e with respect to direction lρ is not blocked by another edge. Note, that maybe
r is not visible from p.
For case (iia) let q ′ := v. For case (iib) let q ′ be the intersection of e with the line through p and r . In
both cases let ν < ρ be the angle between pq and pq ′. By the sine law we have
|pq ′|
sinβ
= |qq
′|
sin ν
= |pq|
sin(β − ν),
hence
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dC(p, q
′)= |C
q
p| − |qq ′|
|pq ′| =
sin(β − ν)
sinβ
|Cqp|
|pq| −
sin ν
sinβ
= sinβ cosν − sin ν cosβ− cosβ sinβ −
sin ν
sinβ
= cos ν = cos ν d  (1 − η)d ,− cosβ C C
because of cos ν  cosρ  (1 − η).
In case (iia) both p and q ′ := v are vertices of C. Thus we obtain for the vertex pair (p2, q2) computed
in step (3)
dC(p2, q2)
1
1 + ηd
V
C 
1
1 + ηdC(p, q
′) 1 − η
1 + ηdC 
1
1 + εdC.
In case (iib), only p and r are vertices of C. From the visibility arguments in the proof of Lemma 4 we
know that either dC(p, r) dC(p, q ′) or dC(r, q ′) dC(p, q ′).
The inequality dC(p, r)  dC(p, q ′) implies dVC  dC(p, q ′) and we can argue as in case (iia).
So assume that dC(r, q ′)  dC(p, q ′). Since r and e are considered in step (1) there is an optimal
q∗ ∈ e with dC(r, q∗)  dC(r, q ′) and for the vertex-edge cut (p1, q1) computed in step (2) we have
dC(p1, q1) dC(r, q∗). Therefore we conclude
dC(p1, q1) dC(r, q∗) dC(p, q ′) (1 − η)dC  1 − η1 + ηdC 
1
1 + εdC.
It remains to account for the running time of Algorithm 2. For each fixed direction mρ, step (1) can be
implemented to run in time O(n logn), by combining Lemmas 7 and 1. The number of directions to be
dealt with is a constant dependent only on ε. Step (3) runs in time O( 1
η
n logn), by Theorem 8, where η
depends on ε.
Finally, we show how the running time depends on ε. For ε < 1 we can choose η := ε/3 to fulfill
1−η
1+η 
1
1+ε since (1 + ε)(1 − ε3 )= 1 + ε3 + ( ε3 − ε
2
3 ) 1 + ε3 is true. Therefore it suffices to choose ρ so
that cosρ  1− ε3 . For small x the function cos x−1+x is positive and we set ρ := ε/3. Thus the number

2π/ρ of directions in step (1) is in O( 1
ε
) and altogether the algorithm runs in time O( 1
ε
n logn). ✷
5. Conclusions
We have presented the first O(n logn) algorithm for approximating the maximum detour of a planar
polygonal chain over n edges. This result gives rise to a number of interesting questions. Is the true
complexity of the exact version of this problem less than quadratic? How fast can we compute the
maximum detour attained by a pair of co-visible vertices? How can smooth curves be handled? And
finally, coming back to the evaluation of transportation routes, if a certain amount of money is available
for building shortcuts of total length at most c, how far can the maximum detour be reduced?
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