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Abstract:We consider high temperature KMS states for quantum spin systems on a
lattice. We prove a large deviation principle for the distribution of empirical averages
XΛ :=
1
|Λ|
∑
i∈ΛXi, where the Xi’s are copies of a self-adjoint element X (level one
large deviations). From the analyticity of the generating function, we obtain the central
limit theorem. We generalize to a level two large deviation principle for the distribution
of 1|Λ|
∑
i∈Λ δXi .
Keywords: large deviation principle, central limit theorem, boundary terms,
cluster expansion, Goldon-Thompson inequality.
1 Introduction
Large deviations for classical lattice spin systems constitutes by now a rather complete
theory, see e.g. [6], [13]. In particular, for Gibbsian random fields, it is well-known
that the relative entropy density governs the large deviations of the empirical measure,
see e.g. [5], [13], [4]. The relative entropy density is the Legendre transform of a
generating function which is a difference of pressures. For instance, if one studies
the large deviations of the magnetization in a Gibbs measure with Hamiltonian H ,
one has to consider the generating function F (t) = P (H + th)− P (H), where h is a
magnetic field Hamiltonian. The Legendre transform of F gives the entropy function
I of the large deviations of the magnetization, i.e.,
PH(
1
|Λ|
∑
i∈Λ
σi ≃ a) = e−|Λ|I(a)eo(|Λ|)
where σi, i ∈ Zd is the value of the lattice spin at site i.
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For quantum lattice spin systems a similar large deviation question can be asked.
The σi have to be replaced by self-adjoint operators Xi, and the probability measure
PH has to be replaced by a (KMS)-state. We are then interested in the “probability”
ω
(
1A
( 1
|Λ|
∑
i∈Λ
Xi
))
(1.1)
where ω is a KMS state, Xi are copies of an observable X at site i, A is a Borel subset
of [−‖X‖, ‖X‖], and Λ ⊆ Zd is a (large) volume.
Surprisingly, such probabilities have not been considered in the literature on quan-
tum spin systems. Laws of large numbers, and central limit theorems have been con-
sidered, e.g. in [16], [17]. It is well known that for large volumes Λ, the empirical
average 1
|Λ|
∑
i∈ΛXi is well-approximated (in the state ω) by ω(X0)Id provided the
state ω is mixing. Therefore, it is a natural question to ask whether the probabilities
in (1.1) are of the form exp(−|Λ| infa∈A I(a)), for some entropy function I. In the
context of non-interacting bosons, this question has been studied in [10], later gen-
eralized in [11] to weakly interacting bosons and fermions, where one considers large
deviations of the particle density.
In this paper we prove the large deviation principle for empirical averages of
the form 1
|Λ|
∑
i∈ΛXi for high temperature KMS states ω (i.e., so-called level-1 large
deviations), and give a generalization to level-2 large deviations, i.e., large deviations
for distribution of the “measures” LΛ = 1|Λ|
∑
i∈Λ δXi under the state ω. The existence
of the generating function of the large deviations of 1
|Λ|
∑
i∈ΛXi is not as obvious as
in the classical lattice spin context (unless X commutes with the Hamiltonian of the
KMS state). In fact this generating function is not a difference of two pressures, simply
obtained by perturbing the Hamiltonian of the original KMS state by a magnetic field
Hamiltonian. We show that the entropy function obtained by proceeding as in the
classical case is (strictly) larger than the true entropy function. The reason we limit
ourselves to high-temperature states is the use of a polymer expansion. This polymer
expansion can be set up because we study the large deviations of averages of one-point
observables.
Our paper is organized as follows. In section 2 we set up basic notation, specify
our problem, and state the main result of the paper. In section 3 we consider the
easy case of product states, in section 4 we compare with the classical case. In
section 5 we show that the classical proof of existence of pressure does not work
if we want to show existence of the generating function for the large deviations of
empirical averages. In section 6 we set up the cluster expansion, the basic technical
tool to obtain both existence, “boundary condition independence” and analyticity of
the generating function. In Section 7 we prove the main theorem and point out a
generalization to empirical averages of local (not necessarily single site) observables.
Finally, in section 8 we prove level 2 large deviations.
2
2 The Problem
Let M be a finite dimensional algebra of complex matrices. For Λ ⊆ Zd we define the
local algebra
UΛ := ⊗i∈ΛMi (2.1)
where each Mi is a copy of M . The algebra of local observables is defined as the
inductive limit of the UΛ’s, and is denoted by U . Let X ∈ M be a fixed self-adjoint
element, and consider for Λ ⊆ Zd the empirical average XΛ
|Λ|
, where
XΛ =
∑
i∈Λ
Xi (2.2)
and Xi’s are copies of X in Mi. Suppose we are given a faithful state ω on U . Given
A ∈ U such that A = A∗, we can consider a probability measure on the spectrum of
A, defined by ∫
σ(A)
PA(dx)f(x) = ω(f(A)), (2.3)
for f : σ(A)→ R continuous. In particular, for F ⊆ σ(A) a Borel measurable subset
of the spectrum, we have
PA(F ) = ω(1F (A)). (2.4)
We call PA the distribution of A. Given a self-adjoint element X ∈ M , we are
interested in the probability measures associated to the empirical averages, i.e.,
P
X
Λ := P 1
|Λ|
XΛ
. (2.5)
P
X
Λ are probability measures on [−‖X‖, ‖X‖], i.e., they have compact support and
hence always contain convergent subsequences. If the state ω is sufficiently mixing,
then PXΛ converges weakly to the Dirac measure δω(X0), concentrating on ω(X0).
Therefore it is natural to ask whether the sequence {PXΛ : Λ ⊆ Zd} satisfies a large
deviation principle. This means there exists a lower-semicontinuous convex function
I : [−‖X‖, ‖X‖]→ R such that
lim sup
Λ↑Zd
1
|Λ| log P
X
Λ (F ) ≤ − inf
x∈F
I(x) for F ⊆ R closed,
lim inf
Λ↑Zd
1
|Λ| logP
X
Λ (G) ≥ − inf
x∈G
I(x) for G ⊆ R open. (2.6)
In some sense (2.6) is purely a property of a particular sequence of probability mea-
sures with compact support. Therefore, a sufficient condition is the existence of a
differentiable generating function
F (t) := lim
Λ↑Zd
log
1
|Λ|
∫
P
X
Λ (dx)e
t|Λ|x
= lim
Λ↑Zd
1
|Λ| log ω
(
et
∑
i∈ΛXi
)
. (2.7)
More precisely, following [6], we have the following standard result:
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Proposition 2.8. If for all t ∈ R, F (t) exists and is differentiable in t, then the large
deviation principle (2.6) holds and the entropy function is
I(x) = sup
t∈R
(xt− F (t)). (2.9)
Differentiability in t can be replaced by strict convexity of I. Even if F is not
differentiable in t, the large deviation upper bound holds, but the lower bound may
fail (see [6] for a counterexample).
We now define what we mean by the central limit theorem in our context.
Definition 2.10. We say that a collection of operators WΛ, Λ ⊆ Zd satisfies the
central limit theorem if there exists σ2 > 0, such that for all t ∈ R
lim
Λ↑Zd
ω
(
eitWΛ
)
= e−t
2σ2/2 (2.11)
Bryc’s theorem [1] gives a connection between the large deviation principle and the
central limit theorem. In our context this means that if F exists in a neighborhood
of the origin in the complex plane, then the central limit theorem (2.11) holds, with
WΛ =
1√
|Λ|
∑
i∈Λ(Xi − ω(Xi)) but possibly σ2 = 0, in which case the statement is
empty. If the sum
χ2X =
∑
i∈Zd
ω ((Xi − ω(X)(X0 − ω(X)))
converges absolutely, then σ2 = χ2X .
2.1 High temperature KMS states
The states we consider in this paper are KMS states for a translation invariant finite
range potential at high temperature. This is a collection of self-adjoint Φ(A) ∈ UA,
indexed by finite subsets A ⊆ Zd with the following two properties.
1. Translation invariance: Φ(A+ i) = τiΦ(A)
2. Finite range: there exists R > 0 such that if diam(A) > R, then Φ(A) = 0.
Later on we will see that we can slightly relax the finite range condition, see (7.1)
below. The KMS-state associated to the potential Φ at inverse temperature β is
defined as the limit of the finite volume states on UΛ
ωβΛ(X) =
Tr(Xe−βH
Φ
Λ )
Tr(e−βH
Φ
Λ )
(2.12)
where the Hamiltonians HΦΛ are defined by
HΦΛ =
∑
A⊆Λ
Φ(A) (2.13)
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Remark 2.14. The KMS-states we consider are defined by the limit of (2.12) as
Λ ↑ Zd. In that way we avoid the question of uniqueness of KMS-states.
In our context there exists β ′0 small enough such that there exists a unique KMS-
state, which is possible by the finite range property (or by its generalization (7.1), see
e.g. proposition 6.2.45 in [2], but this β ′0 depends on the dimension of the single site
algebra, and is possibly smaller than the β0 of our main result stated below.
We can now state our main result.
Theorem 2.15. 1. There exists β0 independent of X such that for all β < β0 the
generating function
F (z) = lim
Λ↑Zd
1
|Λ| log ω
(
ez
∑
i∈ΛXi
)
(2.16)
exists and is analytic in a strip {z = x+ iy ∈ C : |y| < δ}.
2. The large deviation principle (2.6) holds.
3. The central limit theorem (2.11) holds for the operators
WΛ =
1√|Λ|
∑
i∈Λ
(Xi − ω(X0)). (2.17)
3 Non-interacting case: product states
The simplest situation is the case
ω = ⊗iωi, (3.1)
where ωi are copies of a faithful state on M , i.e., there exists A such that for X ∈M :
ω0(X) =
Tr(Xe−A)
Tr(e−A)
(3.2)
The generating function (2.7) is
F (z) = log
(
Tr[ezXe−A]
Tr[e−A]
)
, (3.3)
which is clearly defined and analytic on the strip {z = x + iy ∈ C : |y| < δ} for δ
small enough, and
dF
dz
=
Tr[XezXe−A]
Tr[ezXe−A]
(3.4)
In that case the distribution of XΛ/|Λ| is the same as that of the 1|Λ|
∑
i∈Λ X˜i where
X˜i are i.i.d. with distribution PX . Hence the large deviation principle (2.6) is clearly
satisfied with entropy function
I(x) = sup
t∈R
(tx− F (t)). (3.5)
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4 Comparison with the classical case
In the classical Gibbs formalism, there is a natural way to obtain large deviation
probabilities by perturbing the Hamiltonian with a magnetic field potential (“Cramer
tilting”). Let us informally follow this procedure in our context. For simplicity we
put β = 1 in this section. If we want to know the probability of the event XΛ
|Λ|
≃ a,
then we perturb the hamiltonian HΦΛ with an external field haXΛ to make the value
a “typical”, i.e., such that
lim
Λ↑Zd
Tr[X0e
−HΦΛ−haXΛ ]
Tr[e−H
Φ
Λ−haXΛ]
= a (4.1)
The rate function can then (again informally) be obtained as follows:
ωΛ
(
1(a−ǫ,a+ǫ)(
XΛ
|Λ| )
)
=
Tr
(
e−H
Φ
Λ−haXΛ[eH
Φ
Λ+haXΛe−H
Φ
Λ ]1(a−ǫ,a+ǫ)(
XΛ
Λ
)
)
Tr
(
e−H
Φ
Λ−haXΛ
) Tr[e−HΦΛ−haXΛ]
Tr[e−H
Φ
Λ ]
. (4.2)
Define the pressure
P (Φ) := lim
Λ↑Zd
1
|Λ| log Tr[e
−HΦΛ ], (4.3)
and
P (Φ, ha) := lim
Λ↑Zd
1
|Λ| log Tr[e
−HΦΛ−haXΛ]. (4.4)
We can rewrite (4.2) as
ωΛ
(
1(a−ǫ,a+ǫ)(
XΛ
|Λ| )
)
=
Tr[e−H
Φ
Λ−haXΛ1(a−ǫ,a+ǫ)(
XΛ
|Λ|
)]
Tr[e−H
Φ
Λ−haXΛ ]
e|Λ|(aha+P (Φ,ha)−P (Φ))eo(|Λ|)
(4.5)
Since ha is chosen according to (4.1), the first factor in (4.5) is close to one, and we
obtain
logωΛ
(
1(a−ǫ,a+ǫ)(
XΛ
|Λ| )
)
= |Λ|(aha + P (Φ, ha)− P (Φ)) + o(|Λ|) (4.6)
This suggests as a rate function
I˜(a) = −[haa+ P (Φ, ha)− P (Φ)], (4.7)
which is the Legendre transform of
F˜ (t) = lim
Λ↑Zd
1
|Λ| log
Tr[et
∑
i∈ΛXi−H
Φ
Λ ]
Tr[e−H
Φ
Λ ]
. (4.8)
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This argument leading to I˜ , F˜ is of course informal, but in the classical case it is easy
and standard to make it rigorous in order to obtain the lower bound.
By the notation I˜ we suggest that I˜ is not the entropy function I we are looking
for. Indeed, if the large deviation principle (2.6) holds for XΛ/|Λ|, then the only
candidate for I is the Legendre transform of
F (t) = lim
Λ↑Zd
1
|Λ| log
TrΛ[e
t
∑
i∈ΛXie−H
Φ
Λ ]
TrΛ[e−H
Φ
Λ ]
(4.9)
By the Golden-Thompson inequality we have
F˜ (t) ≤ F (t), (4.10)
and hence
I˜(x) ≥ I(x) (4.11)
Therefore, the large deviation principle of Theorem 2.15 implies the following.
Proposition 4.12. For G ⊆ R open,
lim inf
Λ↑Zd
1
|Λ| log P
X
Λ (G) ≥ − inf
x∈G
I˜(x), (4.13)
where I˜(x) is defined in (4.7).
If X and HΦΛ commute, then (4.10) becomes an equality and I˜(x) is actually the
true entropy function, but in the case [X,HΦΛ ] 6= 0, the inequality (4.11) can be strict.
Notice that even in the simplest case of product states of the previous section,
I 6= I˜ as soon as A and X do not commute. A possible explanation here is that the
“perturbed states” obtained by adding a magnetic field potential to the Hamiltonian
are not the right states to make the large deviation event typical.
5 Boundary terms
In the previous section we considered as a candidate generating function
Ff (t) = lim
Λ↑Zd
1
|Λ| log
TrΛ[e
t
∑
i∈ΛXie−βH
Φ
Λ ]
TrΛ[e−βH
Φ
Λ ]
, (5.1)
where we now add the subindex f to denote free boundary conditions. The reader
might have noticed that we should have written, following (2.7):
F (t) = lim
Λ↑Zd
1
|Λ| log ω[e
t
∑
i∈ΛXi ]
= lim
Λ↑Zd
1
|Λ| limΛ′↑Zd log
TrΛ′
(
exp
(
t
∑
i∈ΛXi
)
exp
(−βHΦΛ′))
TrΛ′ exp (−βHΦΛ′)
, (5.2)
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The difference between Ff (t) and F (t) is caused by a boundary term and hence it is
expected to vanish in the thermodynamic limit, i.e., we expect that
Ff (t) = F (t). (5.3)
To be more precise, for Λ′ ⊃ Λ:
HΦΛ′ = H
Φ
Λ +W
Φ
Λ,Λ′ +H
Φ
Λ′\Λ
where
WΦΛ,Λ′ =
∑
A⊆Λ′,A∩Λ 6=∅,A∩Λc 6=∅
Φ(A). (5.4)
Remark that ‖WΦΛ,Λ′‖ = O(|∂Λ|), and since HΦΛ and HΦΛ′\Λ commute,
TrΛ′
(
exp
(
t
∑
i∈ΛXi
)
exp
(
−βHΦΛ − βHΦΛ′\Λ
))
TrΛ′ exp
(
−βHΦΛ − βHΦΛ′\Λ
) = TrΛ[et
∑
i∈ΛXie−βH
Φ
Λ ]
TrΛ[e−βH
Φ
Λ ]
(5.5)
Hence, if we omit the boundary term WΦΛ,Λ′ in (5.2), then we recover Ff(t). The main
problem is to omit WΦΛ,Λ′ in the numerator of (5.2), and to prove that the “price” for
this omission is of order (eo(|Λ|)).
This reminds us on the proof of the existence of the pressure, see e.g. [7], [15].
However, in the quantum case this result relies on the inequality
| log Tr(eA+B)− log Tr(eA)| ≤ ‖B‖. (5.6)
In order to prove (5.3) in a similar way, we would like to have an estimate like
| logω(eA+B)− log ω(eA)| ≤ α‖B‖, (5.7)
for a state ω, where α does not depend on A,B. But such an inequality does not
hold!
More precisely, if ω = Tr(eH ·)/Tr(eH) (we omit for a moment the indices Λ refer-
ring to the volume), then
| logω(eA+B)− log ω(eA)| =
∫ 1
0
d
dt
log ω(eA+tB)dt
and
d
dt
log ω(eA+tB) =
Tr
(∫ 1
0
eA+tBe−s(A+tB)eHes(A+tB)B ds
)
Tr
(∫ 1
0
eA+tBe−s(A+tB)eHes(A+tB) ds
) =: Ψ(B)
In general Ψ is not a state (unless A + tB and H commute), and the norm of Ψ (as
a functional of B) will depend on A,B and H , as the following proposition shows.
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Proposition 5.8. For any X ∈ UΛ with Ker(X) = {0}, define
ΨX(B) =
Tr(XB)
Tr(X)
(5.9)
ΨX defines a continuous functional of C with norm
‖ΨX‖ = Tr|X||Tr(X)| ≥ 1, (5.10)
with |X| = √X∗X. In particular, for X ≥ 0, ‖ΨX‖ = 1.
Proof: Put X = J |X|, where J is a partial isometry and |X| = √XX∗ ≥ 0.
Since Ker(X) = {0}, J is a unitary operator, see [8], Theorem 6.1.2. Since |X| ≥ 0,
ω|X|(C) := Tr(·|X|)/Tr(|X|) defines a state. We have:∣∣∣∣Tr(CX)Tr(X)
∣∣∣∣ =
∣∣∣∣ω|X|(CJ)ω|X|(J)
∣∣∣∣ ≤ ‖C‖‖J‖|ω|X|(J)| = ‖C‖
∣∣∣∣ Tr[|X|]Tr[J |X|]
∣∣∣∣
=
∣∣∣∣Tr[|X|]Tr(X)
∣∣∣∣ ‖C‖, (5.11)
and we obtain
‖ΨX‖ ≤ Tr(|X|)|Tr(X)| . (5.12)
If we choose C = J∗, then
Tr(CX)
|TrX| =
Tr(|X|)
|Tr(X)| , (5.13)
so
‖ΨX‖ = Tr(|X|)|Tr(X)| . (5.14)

This proposition shows that we cannot hope to obtain a useful version of (5.7) in
order to show (5.3). Indeed, if X is not positive (the X we are thinking about here
is
∫ 1
0
eA+tBe−s(A+tB)eHes(A+tB)), then ‖ΨX‖ can be arbitrary large.
Instead we will use a cluster expansion to show the negligibility of the boundary
terms.
6 Cluster Expansion
In this section we develop a strategy to prove both existence and analyticity of (5.1)
and the equality (5.3), which is based on a quantum cluster expansion. For an intro-
duction to this technique and a comparison of different approaches, see [14]. Here we
develop a variant of this expansion, by rewriting the partition function of a quantum
model as a partition function of a certain (classical) polymer model. Then, the results
on the convergence of the expansion follow whenever the Kotecky-Preiss criterion is
satisfied [9].
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6.1 Set-up
Rewrite (5.1)
Ff(t) = lim
Λ↑Zd
1
|Λ| log
TrΛ
(
et
∑
i∈ΛXie−βH
Φ
Λ
)
TrΛe
t
∑
i∈ΛXi
+ log Tr(etX)− P (βΦ)
= lim
Λ↑Zd
1
|Λ| log ω
t
Λ(e
−βHΦΛ ) + logTr(etX)− P (βΦ), (6.1)
where ωtΛ is a product state on UΛ defined by
ωtΛ(Y ) =
TrΛ(e
t
∑
i∈ΛXiY )
TrΛ(e
t
∑
i∈ΛXi)
. (6.2)
The product property of the state ωtX is crucial and due to the fact that we consider
only the averages of a one-point observable. It implies for A ∈ UΛ′, B ∈ UΛ′′ , Λ′∩Λ′′ =
∅:
ωtΛ(AB) = ω
t
Λ(A)ω
t
Λ(B). (6.3)
This factorization is crucial to set up the cluster expansion that will allow us to show
the existence of the limit
Ξf(t) = lim
Λ↑Zd
1
|Λ| logZ
t,β
Λ = lim
Λ↑Zd
1
|Λ| log ω
t
Λ(e
−βHΦΛ ) (6.4)
Similarly, for Λ′ ⊃ Λ define ωtΛ′,Λ by
ωtΛ′,Λ(Y ) =
TrΛ′(e
−t
∑
i∈ΛXiY )
TrΛ′(e
−t
∑
i∈ΛXi ⊗ IdΛ′\Λ)
(6.5)
which is also a product state, and this time we have
F (t) = lim
Λ↑Zd
1
|Λ| limΛ′↑Zd log
TrΛ′
(
et
∑
i∈ΛXi e−βH
Φ
Λ′
)
TrΛ′
(
et
∑
i∈ΛXi ⊗ IdΛ′\Λ
)TrΛ(et
∑
i∈ΛXi
)
TrΛ
(
e−βH
Φ
Λ
) TrΛ′
(
e−βH
Φ
Λ ⊗ IdΛ′\Λ
)
TrΛ′
(
e−βH
Φ
Λ′
)
= logTr(etX)− P (βΦ) + lim
Λ↑Zd
1
|Λ| limΛ′↑Zd log
ωtΛ′,Λ(e
−βHΦ
Λ′ )ω0Λ(e
−βHΦΛ )
ω0Λ′(e
−βHΦ
Λ′ )
(6.6)
where ω0Λ′ = ω
t=0
Λ′ is the trace state on UΛ′. The existence of F (t) is equivalent with
the existence of
Ξ(t) = lim
Λ↑Zd
1
|Λ| limΛ′↑Zd log Z˜
t,β
Λ′,Λ (6.7)
where
Z˜t,βΛ′,Λ =
ωtΛ′,Λ(e
−βHΦ
Λ′ )ω0Λ(e
−βHΦΛ )
ω0Λ′(e
−βHΦ
Λ′ )
(6.8)
Moreover, the equality Ff (t) = F (t) will follow from Ξf(t) = Ξ(t).
Our strategy is then described as follows.
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1. Set up the cluster expansion in order to define Ξ(t), Ξf(t). This can be done by
properly defining a polymer model and by using the Kotecky-Preiss criterion.
2. Equality of Ξ and Ξf follows from the fact that in the expansion, only clus-
ters touching the boundary of Λ will make the difference between logZt,βΛ and
log Z˜t,βΛ′,Λ
3. Analyticity is proved by showing that the polymer weights are analytic in t and
satisfy the Kotecky-Preiss criterion in a strip in the complex plane.
6.2 Polymer model
In order to compute Ξf(t), we use the idea of the Mayer expansion and rewrite the
finite volume expectation ωtΛ(e
−βHΦΛ ) as the partition function of a polymer gas. Due
to the product structure of the state, the polymer weights become independent up to
the exclusion, and we can use familiar results on the convergence of a series for the
logarithm of such partition functions.
We start by writing the series
Zt,βΛ = ω
t
Λ
[ ∞∑
n=0
(−βHΛ)n
n!
]
= ωtΛ
[ ∞∑
n=0
(−β)n
n!
∑
A1,...,An⊆Λ
Φ(A1) . . .Φ(An)
]
(6.9)
that can be cast into the form of a polymer expansion as follows. We use the notation
Γ = (A1, . . . , An) for any finite sequence of finite sets of sites and the shorthand
ΦΓ = Φ(A1) . . .Φ(An). Let GΓ be the graph over the set of vertices {1, . . . , n} such
that 1 ≤ i < j ≤ n are connected by edge whenever Ai ∩ Aj 6= ∅. A sequence
Γ′ = (A′1, . . . , A
′
k) is called a maximally connected subsequence of Γ whenever there is
a maximally connected component of the graph GΓ with the vertex set i1 < . . . < ik
such that A′1 = Ai1 , . . . , A
′
k = Aik . The following lemma is then an immediate
application of these definitions.
Lemma 6.10. Let {γα}α∈I be the collection of all maximally connected subsequences
of Γ. Then ΦΓ =
∏
α∈I Φγα and the product does not depend on the order.
Connected sequences of sets are called polymers and we use the symbol AΛ for
the set of all polymers in Λ. Any sequence (respectively set) of polymers (γ1, . . . , γn),
γα = (A
α
k1
, . . . , Aαkα), α = 1, . . . , n is called an admissible sequence (respectively set)
if Aαi ∩ Aα′j = ∅ for any i, j and α 6= α′. Given any sequence of sets Γ, the collection
{γα}α∈I of all maximally connected components of Γ is clearly an admissible set of
polymers, but the correspondence is obviously not one-to-one. A simple observation
is that there are exactly
(
∑
α k(α))!∏
α k(α)!
sequences Γ such that {γα}α∈I is the collection of all maximally connected subse-
quences of Γ. Defining |Γ| = k for any sequence Γ = (A1, . . . , Ak), we rewrite Zt,βΛ as
11
the partition function of a polymer model:
Zt,βΛ =
∞∑
n=0
(−β)n
n!
∑
Γ: |Γ|=n
∏
α
ωtΛ(Φγα)
=
∞∑
n=0
∞∑
k=0
1
k!
∑
l1,...,lk≥1∑
i li=n
∑
γ1,...,γk∈AΛ
|γ1|=l1,...,|γk|=lk
g(γ1, . . . , γn)
k∏
i=1
[(−β)li
li!
ωtΛ(Φγi)
]
=
∞∑
n=0
1
n!
∑
γ1,...,γn∈AΛ
g(γ1, . . . , γn)
n∏
i=1
ρt,β(γi) (6.11)
where we have introduced the weights
ρt,β(A1, . . . , Ak) =
(−β)k
k!
gC(A1, . . . , Ak)ω
t
Λ(Φ(A1) . . .Φ(Ak)) (6.12)
and the indicator functions
g(γ1, . . . , γn) =
{
1 if (γ1, . . . , γn) is admissible
0 otherwise
(6.13)
gC(A1, . . . , Ak) =
{
1 if (A1, . . . , Ak) is connected
0 otherwise
(6.14)
Note that the polymers have been defined as sequences of sets rather than collections
of sets. Obviously, the weight ρt,β(γ = A1, . . . , Ak) generically depends on the order
of the sets A1, . . . , Ak, whereas it does not depend on Λ as far as Λ ⊃ ∪ki=1Ai, due
to the product structure of the state ωtΛ. The cluster expansion now reads [9, 12],
formally,
logZt,βΛ =
∞∑
n=1
1
n!
∑
γ1,...,γn∈AΛ
aT (γ1, . . . , γn)
n∏
i=1
ρt,β(γi)
=
∑
C⊆Λ
∞∑
n=1
1
n!
∑
γ1,...,γn∈AC
Supp(γ1,...,γn)=C
aT (γ1, . . . , γn)
n∏
i=1
ρt,β(γi)
=
∑
C⊆Λ
wt,β(C) (6.15)
where we have defined the “cluster” weights wt,β(C) by the partial resummation over
all sequences (γ1, . . . , γn), γα = (A
α
1 , . . . , A
α
k(α)), n ≥ 1, such that Supp(γ1, . . . , γn) :=
∪nα=1 ∪k(α)i=1 Aαi = C.
Next we set up a similar expansion for Z˜t,βΛ′,Λ. Note first that by taking t = 0 in
(6.15) we immediately get cluster expansions for both expectations ω0Λ(e
−βHΦΛ ) and
ω0Λ′(e
−βHΦ
Λ′ ). For ωtΛ′,Λ(e
−βHΦ
Λ′ ) we repeat the same steps to get
ωtΛ′,Λ(e
−βHΦ
Λ′ ) =
∞∑
n=0
1
n!
∑
γ1,...,γn∈AΛ′
g(γ1, . . . , γn)
n∏
i=1
ρ˜t,βΛ (γi) (6.16)
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with the notation
ρ˜t,βΛ (A1, . . . , Ak) =
(−β)k
k!
gC(A1, . . . , Ak)ω
t
Λ′,Λ(Φ(A1) . . .Φ(Ak)) (6.17)
In particular, ρ˜t,βΛ (A1, . . . , Ak) does not depend on Λ
′ if ∪iAi ⊆ Λ′, and
ρ˜t,βΛ (A1, . . . , Ak) =
{
ρt,β(A1, . . . , Ak) if ∪i Ai ⊆ Λ
ρ0,β(A1, . . . , Ak) if ∪i Ai ⊆ Λ′ \ Λ
(6.18)
Defining
w˜t,βΛ (C) =
∞∑
n=1
1
n!
∑
γ1,...,γn
Supp(γ1,...,γn)=C
aT (γ1, . . . , γn)
n∏
i=1
ρ˜t,βΛ (γi) (6.19)
we also have w˜t,βΛ (C) = w
t,β(C) for any C ⊆ Λ and w˜t,βΛ (C) = w0,β(C) for any
C ⊆ Λ′ \ Λ. Hence, we get from (6.8) that
logZt,βΛ′,Λ =
∑
C⊆Λ′
w˜t,βΛ (C) +
∑
C⊆Λ
w0,β(C)−
∑
C⊆Λ′
w0,β(C)
=
∑
C⊆Λ
wt,β(C) +
∑
C⊆Λ′
C 6⊆Λ, C 6⊆Λ′\Λ
w˜t,βΛ (C) (6.20)
where the first term coincides with the series for logZt,βΛ and the second one is a
boundary term summing up the clusters intersecting both sets Λ and Λ′ \ Λ.
The existence of the cluster weights wt,β(C) and wt,βΛ (C) and upper bounds can
be proven under the assumption that the polymer weights are sufficiently damped.
We show the Kotecky-Preiss criterion of the convergence [9, 12] to be satisfied in a
high-temperature regime:
Lemma 6.21. Let a, β0 > 0 such that∑
B∋0
e2a|B| (eβ0‖ΦB‖ − 1) ≤ a (6.22)
Then one has the upper bounds
sup
(t,β)∈R×[0,β0]
∞∑
n=1
∑
A1,...,An
0∈∪iAi
ea|∪iAi||ρt,β(A1, . . . , An)| ≤ a (6.23)
and
sup
Λ
sup
(t,β)∈R×[0,β0]
∞∑
n=1
∑
A1,...,An
0∈∪iAi
ea|∪iAi||ρ˜t,βΛ (A1, . . . , An)| ≤ a (6.24)
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Combining with Theorem 2 in [12], we have the following result.
Proposition 6.25. Under Condition (6.22), the cluster weights wt,β(C) are translation-
invariant and
sup
(t,β)∈R×[0,β0]
∑
C∋0
|wt,β(C)| ≤ a (6.26)
Similarly,
sup
Λ
sup
(t,β)∈R×[0,β0]
∑
C∋0
|w˜t,βΛ (C)| ≤ a (6.27)
Proof of Lemma 6.21. Using the notation γ for the image of the sequence γ = (A1, . . . , Ak),
we have the upper bound
∑
γ: γ={B1,...,Bl}
|ρt,β(γ)| ≤ gC(B1, . . . , Bl)
∞∑
n=1
βn
n!
∑
k1,...,kl≥1
k1+...+kl=n
(
n
k1, . . . , kl
) l∏
i=1
‖Φ(Bi)‖ki
= gC(B1, . . . , Bl)
l∏
i=1
∞∑
k=1
βk
k!
‖Φ(Bi)‖k
= gC(B1, . . . , Bl)
l∏
i=1
(eβ‖Φ(Bi)‖ − 1) (6.28)
for any collection of finite sets {B1, . . . , Bl}, l = 1, 2, . . . The identical upper bound
holds if we replace ρt,β with ρ˜t,βΛ . Hence, we only need to concentrate on the former
weight, for which we have the inequality
∞∑
n=1
∑
A1,...,An
0∈∪iAi
ea|∪iAi||ρt,β(A1, . . . , An)| ≤
∞∑
l=1
∑
{B1,...,Bl}
0∈∪iBi
gC(B1, . . . , Bl)
l∏
i=1
ϕ(Bi) (6.29)
with the shortcut
ϕ(B) = ea|B| (eβ‖Φ(B)‖ − 1) (6.30)
In order to estimate the right-hand side of (6.29), we consider the function
Y (∆ |B) =
∑
l≥1
∑
B∈{B1,...,Bl}⊆∆
gC(B1, . . . , Bl)
l∏
i=1
ϕ(Bi) (6.31)
= ϕ(B)
∑
l≥0
∑
{B1,...,Bl}⊆∆\{B}
gC(B,B1, . . . , Bl)
l∏
i=1
ϕ(Bi) (6.32)
defined on all pairs of a finite set B and a finite collection ∆ of finite sets, ∆ ∋ B. For
this function we derive a recurrent inequality, realizing that the collection {B1, . . . , Bl}
obtained from a connected collection {B,B1, . . . , Bl} splits in general into a number
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of connected components, each of them intersecting B. By upper-bounding the sums
over these components separately we subsequently write:
Y (∆ |B) ≤ ϕ(B)
∑
m≥0
1
m!
∑
l1,...,lm≥1
m∏
α=1
( ∑
{B1,...,Blα
}⊆∆\{B}
B∩∪iBi 6=∅
gC(B1, . . . , Blα)
lα∏
i=1
ϕ(Bi)
)
≤ ϕ(B)
∑
m≥0
1
m!
( ∑
D:D∩B 6=∅
ϕ(D)
∑
l≥0
∑
{B1,...,Bl}⊆∆\{B,D}
gC(D,B1, . . . , Bl)
)m
≤ ϕ(B) exp
[
|B| sup
x
∑
D∋x
D∈∆\{B}
Y (∆ \ {B} |D)
]
(6.33)
Since
∞∑
n=1
∑
A1,...,An
0∈∪iAi
ea|∪iAi||ρt,β(A1, . . . , An)| ≤ sup
∆
∑
B∋0
B∈∆
Y (∆ |B) (6.34)
the proof of the lemma is finished by proving by induction in the cardinality of ∆
that
sup
x
∑
B∋x
B∈∆
Y (∆ |B) ≤ a (6.35)
uniformly in ∆. Indeed, by the induction hypothesis and using inequalities (6.22),
(6.33) and the translation-invariance of the potential, we get
sup
x
∑
B∋x
B∈∆
Y (∆ |B) ≤ sup
x
∑
B∋x
ϕ(B) ea|B| =
∑
B∋0
e2a|B| (eβ‖Φ(B)‖ − 1) ≤ a (6.36)
The case ∆ = {∅} is trivial.
6.3 Analyticity of the polymer weights
Under a slightly stronger condition than (6.22), we prove the existence of an analytic
continuation of the polymer weights ρz,β(γ) to a set {z = x + iy ∈ C; |y| < δ} ×
{β; |β| < β0}, uniformly for all polymers. Since the linear functional ωzΛ given by
formula (6.2) is not a state anymore for z 6∈ R due to the lack of positivity, we write
ρz,β(γ) in the form
ρz=x+iy,β(A1, . . . , Ak) =
(−β)k
k!
gC(A1, . . . , Ak)ω
z
Λ(Φ(A1) . . .Φ(Ak))
=
(−β)k
k!
gC(A1, . . . , Ak) (6.37)
×
( TrexX
Tre(x+iy)X
)|Λ|
ωxΛ(Φ(A1) . . .Φ(Ak) e
iδ
∑
i∈ΛXi),
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an identity valid for any Λ ⊃ ∪ki=1Ai. Choosing Λ = ∪ki=1Ai and using the bound
|Tr e(x+iy)X |
Tr exX
= |ωx{0}(eiyX)| = |ωx{0}(
∞∑
n=0
(iy)n
n!
Xn)| (6.38)
≥ 1−
∞∑
n=1
|y|n
n!
‖X‖n = 2− e|y|‖X‖ (6.39)
we obtain the next variant of inequality (6.28):
∑
γ: γ={B1,...,Bl}
|ρx+iy,β(γ)| ≤ gC(B1, . . . , Bl)
( 1
2− e|y|‖X‖
)|∪li=1Bl| l∏
i=1
(e|β|‖ΦBi‖ − 1)
≤ gC(B1, . . . , Bl)
l∏
i=1
e|β|‖ΦBi‖ − 1
(2− e|y|‖X‖)|Bi| (6.40)
The other steps in the proof of Lemma 6.21 remain unchanged if we replace there the
function ϕ(B) with
ϕ′(B) =
( ea
2− e|y|‖X‖
)|B|
(e|β|‖Φ(B)‖ − 1) (6.41)
and assume condition (6.44) below. As a result, we get the upper bound on the
analytic continuation of the polymer weights as
sup
|y|<δ, |β|<β0
∞∑
n=1
∑
A1,...,An
0∈∪iAi
ea|∪iAi||ρz=x+iy,β(A1, . . . , An)| ≤ a (6.42)
The uniform bounds on the cluster weights in the region |y| < δ0, |β| < β0 then follow
by [9, 12]. As a consequence, the (partially resummed cluster) weights wz,β(C) are
analytic by Vitali’s theorem and we arrive at the following result:
Proposition 6.43. Assume there are a, δ, β0 > 0 such that
∑
B∋0
( e2a
2− eδ‖X‖
)|B|
(eβ0‖ΦB‖ − 1) ≤ a (6.44)
Then the cluster weights wz,β(C) are analytic in the region
Vδ,β0 = {(z, β) ∈ C2 : |Im z| < δ, |β| < β0}
for all finite sets of sites C. Moreover,
sup
(z,β)∈Vδ,β0
∑
C∋0
|wz,β(C)| ≤ a (6.45)
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7 Proof of Theorem 2.15
One easily checks that under the assumption∑
B∋0
eǫ|B| ‖Φ(B)‖ <∞ (7.1)
for some ǫ > 0, there exist a, δ, β0 > 0 such that condition (6.44) is satisfied. Moreover,
β0 can be chosen independent of X .
Existence of Ff (t).
It follows from the cluster expansion for logZt,βΛ due to the translation-invariance of
the cluster weights wt,β(C). To see this, write
logZt,βΛ − |Λ|
∑
C∋0
wt,β(C)
|C| = −
∑
i∈Λ
∑
C∋i
C 6⊆Λ
wt,β(C)
|C| (7.2)
By Proposition 6.25,
∑
C∋0 |wt,β(C)| ≤ a, and for any ǫ > 0 there exists a finite set
of sites D such that ∑C∋0, C 6⊆D |wt,β(C)| ≤ ǫ. Introducing
Λ0 = {i ∈ Λ; D + i ⊆ Λ} (7.3)
we have
∣∣logZt,βΛ − |Λ|∑
C∋0
wt,β(C)
|C|
∣∣ ≤ (∑
i∈Λ0
+
∑
i∈Λ\Λ0
)∑
C∋i
C 6⊆Λ
|wt,β(C)| (7.4)
≤ ǫ|Λ0|+ a|Λ \ Λ0| (7.5)
and the limit limǫ↓0 limΛ↑Zd , the latter being taken in the van Hove sense so that
lim |Λ0|/|Λ| = 1, yields
Ξf (t) = lim
Λ↑Zd
1
|Λ| logZ
t,β
Λ =
∑
C∋0
wt,β(C)
|C| (7.6)
Moreover, we have got the upper bound supt∈R |Ξf(t)| ≤ a.
Equality Ff (t) = f(t).
Notice first that the limit Λ′ ↑ Zd exists,
lim
Λ′↑Zd
logZt,βΛ′,Λ = logZ
t,β
Λ +
∑
C 6⊆Λ, C∩Λ 6=∅
w˜t,βΛ (C) (7.7)
by the absolute convergence of the second sum. Using the same argument as above,
the second term is of order o(|Λ|), and we get the equality Ξ(t) = Ξf(t).
Analyticity of Ff (t).
We only need to prove the analyticity of the function Ξf (t) given by the series (7.6).
By Proposition 6.43, all cluster weights have an analytic continuation to the strip
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|Im z| < δ0. Since the series converges there uniformly due to (6.45), Ξf (z) is analytic
in the strip by Vitali’s theorem.
Finally, the existence and the differentiability of F (t) implies both large deviation
upper and lower bounds by Gartner-Ellis theorem. Since F (t) has an analytic con-
tinuation to a neighborhood of the origin, Bryc’s theorem implies the central limit
theorem. To see that σ2 > 0 for β small enough, consider first the case β = 0, then
σ2 =
(
d2
dt2
F (t)
)
t=0
= ω0(X
2)− ω0(X)2
where ω0 is the normalized trace. Hence in that case, σ
2 > 0 as soon as X has non-
trivial spectrum. Therefore, by the convergence of the cluster expansion, the variance
σ2β = σ
2
0 + O(β) is strictly positive for β small enough. Moreover, it is given by the
absolutely converging sum
σ2β =
∑
i∈Zd
ω ((Xi − ω(Xi))(X0 − ω(X0)))
7.1 A generalization
Our result on the convergence of the cluster expansions for Ξf (t) and Ξ(t) can be
slightly generalized. We sketch this generalization here without too much details. Let
{Φk}k=1,...,n be a family of potentials and ω be a product state. Then the generating
function
ZzΛ = ω(e
z1H
Φ1
Λ . . . eznH
Φn
Λ ) (7.8)
where z = (z1, . . . , zn) ∈ Cn, admits a cluster expansion
logZzΛ =
∑
C⊆Λ
wz(C) (7.9)
with the cluster weights wz(C) depending only on Φi(A), A ⊆ C, i = 1, . . . , n, and
one has the following result.
Proposition 7.10. Assume that
sup
x
∑
B∋x
e2a|B|(e
∑n
i=1 δi‖Φi(B)‖ − 1) ≤ a (7.11)
for some a, δ1, . . . , δn > 0. Then all cluster weights w
z(C) are analytic in the polydisc
D = {z = (z1, . . . , zn) : |zi| ≤ δi, i = 1, . . . , n} and
sup
z∈D
sup
x
∑
C∋x
|wz(C)| ≤ a (7.12)
Remark 7.13. 1. Notice that (7.11) is the same condition one would write for
the convergence of the cluster expansion for logω(exp
∑
i ziH
Φi
Λ ).
18
2. As a corollary, one obtains the existence and analyticity in a neighborhood of
the origin for various kinds of (cumulant) generating functions. In particular,
by taking Φ1 = Φ translationally invariant, z1 = β, z2 = z, and Φ2(B) =∑
i∈Zd τi(X) 1B=D+i for a fixed set of sites D and an operator X ∈ UD, one gets
the existence and analyticity for the (free b.c.) generating function
FXf (z) = lim
Λ↑Zd
1
|Λ| log ω
Φ,β
Λ (e
z
∑
i:D+i⊆Λ τi(X))
where
ωΦ,βΛ (Y ) =
Tr(e−βH
Φ
Λ Y )
Tr(e−βH
Φ
Λ )
3. A necessary and sufficient condition on the potentials Φ1, . . . ,Φn to satisfy
(7.11) with some a, δ1, . . . , δn > 0 is that there exists ǫ > 0 such that
sup
x
∑
B∋x
eǫ|B|‖Φi(B)‖ <∞ i = 1, . . . , n
Proposition 7.10 does not give the (full) large deviation principle since the modulus
of zi has to be small. However, it does give the central limit theorem for
HΦΛ − ω(HΦΛ )√|Λ|
because for that we only need analyticity in a neighborhood of 0.
8 Level two large deviations
We will now define a random measure which can thought of as the distribution under
the state ω of the “measure” 1
|Λ|
∑
i∈Λ δXi . For f ∈ C([−‖X‖, ‖X‖],R), and µ a
probability measure on [−‖X‖, ‖X‖], we write 〈µ, f〉 = ∫ fdµ.
More precisely, for f1, . . . , fk a finite collection of continuous functions on [−‖X‖, ‖X‖],
and A1, . . . Ak Borel sets, define
P(〈LΛ, f1〉 ∈ A1, . . . , 〈LΛ, fk〉 ∈ Ak) = ω
(
1A1
( 1
|Λ|
∑
i∈Λ
f1(Xi)
)
. . . 1Ak
( 1
|Λ|
∑
i∈Λ
fk(Xi)
))
(8.1)
This formula defines the distribution of a random measure LΛ. Indeed, the sets
{〈LΛ, f1〉 ∈ A1, . . . 〈LΛ, fk〉 ∈ Ak : fi ∈ C([−‖X‖, ‖X‖],R), Ai ∈ B} (8.2)
are Borel sets in the weak topology onM1([−‖X‖, ‖X‖]), the set of probability mea-
sures on [−‖X‖, ‖X‖], and they are generating for the Borel-σ-field onM1([−‖X‖, ‖X‖])
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The candidate level-2 generating function is then a functional on C([−‖X‖, ‖X‖],R),
given by
Ψ(f) = lim
Λ↑Zd
1
|Λ| logE
(
e〈LΛ,f〉
)
= lim
Λ↑Zd
1
|Λ| log ω
(
e
∑
i∈Λ f(Xi)
)
(8.3)
And the corresponding candidate large deviation entropy function is its Legendre
transform:
I(µ) = sup
f∈C([−‖X‖,‖X‖],R)
(〈µ, f〉 −Ψ(f) (8.4)
We then have the following theorem
Theorem 8.5. Suppose ω is a high temperature KMS state as in Theorem 2.15.
1. The limit defining the generating function Ψ(f) in (8.3) exists and defines a
convex Ψ : C([−‖X‖, ‖X‖],R)→ R.
2. The random measures LΛ satisfy the large deviation principle with rate function
I given by (8.4).
3. The relation between I and I is given by the contraction principle:
I(x) = inf{I(µ) :
∫
[−‖X‖,‖X‖]
ξµ(dξ) = x} (8.6)
Proof. The existence of the limit defining Ψ follows from Theorem 2.15 and the fact
that β0 does not depend on X , so we can replace Xi by f(Xi).
The large deviation principle follows from Gaˆteaux differentiability of Ψ. More
precisely, for any f, g ∈ C([−‖X‖, ‖X‖],R), the limit
∂gΨ(f) = lim
t→0
Ψ(f + tg)−Ψ(f)
t
(8.7)
exists. This can be seen as follows. By the same argument showing the analyticity
of F (z) (of 2.16) in a strip {z = x+ iy : |y| < δ} one sees that z 7→ Ψ(f + zg) exists
and is analytic in a strip {z = x + iy : |y| < δ}, where now δ depends on f and g.
This is clearly sufficient to have the existence of the limit (8.7). Then we can apply
Corollary 4.5.27 of [3] to conclude the large deviation principle.
Finally, the contraction principle follows from the fact that the distribution of
XΛ/|Λ| is the distribution of
∫
ξLΛ(dξ), hence we are in the situation of the standard
contraction principle, [3], Theorem 4.2.1.
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