Abstract. Suppose that M is a closed, connected, and oriented Riemannian n-manifold, f : R n → M is a quasiregular map automorphic under a discrete group Γ of Euclidean isometries, and f has finite multiplicity in a fundamental cell of Γ. We show that if Γ has a sufficiently large translation subgroup ΓT , then dim Γ ∈ {0, n−1, n}. If f is strongly automorphic and induces a non-injective Lattès-type uniformly quasiregular map, then the same holds without the assumption on the size of ΓT . Moreover, an even stronger restriction holds in the Lattès case if M is not a rational cohomology sphere.
Introduction
A continuous map f : M → N between oriented Riemannian manifolds is K-quasiregular for K ≥ 1 if f belongs to the local Sobolev space W 1,n loc (M, n) and |Df (x)| n ≤ KJ f (x) for almost every x ∈ M . Given a quasiregular map f : R n → M , an element ω ∈ R n is a period of f if f (x + ω) = f (x) for all x ∈ R n , and f is k-periodic if its periods span a k-dimensional subspace of R n .
In [9] , Martio proved the following result on k-periodic quasiregular maps.
Theorem 1.1 ([9, Theorem 1.1]). Let f : R n → M be a k-periodic quasiregular map, where k > 0 and M is either R n or S n . Suppose that k ≤ n − 2. Then f has infinite multiplicity in its period strip.
In this paper, we investigate generalizations of Theorem 1.1 for quasiregular maps which are automorphic with respect to a discrete group of Euclidean isometries. Recall that if Γ is a group acting on R n , then a map f : R n → M is automorphic with respect to Γ if f • γ = f for every γ ∈ Γ. Both k-periodic and automorphic quasiregular mappings have seen significant amounts of study, with a large portion of it being due to Martio and Srebro; see eg. [9] , [10] , [11] , and [12] . In addition, automorphic quasiregular maps have seen application in the definition of Lattès-type uniformly quasiregular maps, which have been studied eg. in [13] , [14] , [8] , [1] , and [2] .
For our first main result, we prove an automorphic generalization of Theorem 1.1. However, the result requires an extra assumption that Γ does not contain too few translations. Theorem 1.2. Let M be a closed oriented Riemannian n-manifold, and let f : R n → M be quasiregular. Suppose that h is automorphic with respect to a discrete subgroup Γ of the isometry group E(n) of R n , and let Γ T denote the subgroup of translations of Γ. If 1 ≤ dim Γ ≤ n − 2 and
then f has infinite multiplicity in a fundamental cell of Γ.
We define a fundamental cell of Γ to be a connected set D ⊂ R n such that D contains exactly one point from every orbit of Γ and ∂D has Lebesgue measure zero. If f is automorphic with respect to Γ, then f has the same multiplicity in every fundamental cell of Γ.
Moreover, if Γ E(n) is discrete, the dimension dim Γ of Γ is the largest k ∈ N for which Γ contains an isomorphic copy of Z k ; a more precise exposition is given in Section 2.2. It is worth noting that there exist discrete Γ E(n) without a dim Γ-dimensional translation subgroup. Indeed, a simple example is given by a screw axis group Γ in R 3 with a suitable irrational angle of rotation, in which case dim Γ = 1 but Γ has no translations; see Section 2.1 for details. This example is the simplest possible in the sense that if dim Γ ∈ {n − 1, n} then we always have dim Γ T = dim Γ.
Our proof of Theorem 1.2 follows Martio's proof of Theorem 1.1, which in turn is based on a construction of Rickman [17] . The fact that the target space is more general than just R n or S n is handled by a simple application of a bilipschitz chart, and ends up causing very little difference in the proof. However, changing k-periodicity into automorphicness breaks Martio's method of obtaining a crucial length estimate. We recover the result in our case by a slightly more refined method of obtaining the length estimate, but our estimate is sufficient to follow Martio's proof only when (1.1) holds.
Due to exceptionality of the scenario which would cause the proof to fail, we conjecture that the condition (1.1) is unnecessary. However, it is noteworthy that the assumption dim Γ ≤ n − 2 in the statement of Theorem 1.2 is in fact implied by the extra assumption (1.1), and is therefore currently redundant.
For the second main result, we consider Theorem 1.1 in the setting of Lattès-type uniformly quasiregular mappings, which we define as follows. Definition 1.3. Let M be a closed, connected, and oriented Riemannian manifold of dimension n. We call a triple (Γ, h, A) a Lattès triple into M if
• Γ is a discrete subgroup of E(n);
• h : R n → M is a quasiregular map which is strongly automorphic with respect to Γ: that is, h is automorphic with respect to Γ, and if h(x) = h(y), then x = γ(y) for some γ ∈ Γ; • A : R n → R n is a linear conformal bijection with AΓA −1 ⊂ Γ. A uniformly quasiregular map g : M → M is a Lattès map if there exists a Lattès triple (Γ, h, A) into M for which g • h = h • A.
Recall that a quasiregular self-map g : M → M is uniformly quasiregular if there exists K ≥ 1 for which every iterate g k of g is K-quasiregular. If (Γ, h, A) is a Lattès triple, then it induces a uniformly quasiregular map g : h(R n ) → h(R n ) for which g • h = h • A: see e.g. Iwaniec-Martin [4, Theorem 21. 4 .1] or Astola-Kangaslampi-Peltonen [1, Theorem 2.3] . A Lattès map is therefore an extension of such a map g to the whole manifold M . Note that, for closed manifolds M , the Holopainen-Rickman Picard theorem [3] implies that M \ h(R n ) is finite.
For our second main result, we show that for Lattès triples, the problems caused by automorphicness in Theorem 1.2 are in fact completely avoided. Namely, while a general map can be strongly automorphic with respect to a discrete Γ E(n) without being (dim Γ)-periodic, the other conditions of Lattès triples prevent this in practically all interesting situations. More precisely, we have the following. Proposition 1.4. Let Γ E(n) be a discrete group of isometries of R n , and let A : R n → R n be a linear conformal map. Suppose that A is expanding and AΓA −1 ⊂ Γ. Then dim Γ T = dim Γ, where Γ T is the translation subgroup of Γ.
We are not aware of a previous statement of Proposition 1.4 in the literature of Lattès-type uniformly quasiregular maps. However, something akin to the conclusion of Proposition 1.4 appears to be considered true in the literature; see Mayer [14, Proposition 3.1] , where Martio's Theorem 1.1 is used to derive a restriction on the dimension of Γ for Lattès triples (Γ, h, A) into S n . Since Theorem 1.2 is given for closed manifold targets, this method of proof immediately gives a version of [14, Proposition 3 .1] for more general closed manifolds. Corollary 1.5. Let M be a closed, connected, and oriented Riemannian n-manifold, and let (Γ, h, A) be a Lattès triple into M . Suppose that A is expanding. Then dim Γ ∈ {0, n − 1, n}.
If M is a closed, connected, and oriented Riemannian n-manifold, one may ask whether the induced uniformly quasiregular map g : h(R n ) → h(R n ) of a Lattès triple (Γ, h, A) into M always extends to a uniformly quasiregular g : M → M . This was shown to be true for the most interesting case of M = S n by Mayer [14, Proposition 3.2] , although the proof appears to be written with the assumption that dim Γ T = dim Γ. We give a version of this extension result for all closed, connected, oriented Riemannian n-manifolds M . Note that we include the case 0 ≤ dim Γ ≤ n − 2 for completeness, as we do not assume that A is expanding. Proposition 1.6. Let M be a closed, connected, and oriented Riemannian n-manifold, let (Γ, h, A) be a Lattès triple into M with induced Lattès map g : h(R n ) → h(R n ), and let k = dim Γ. Then we have the following three cases:
• if k = n, then h is surjective;
• if k = n − 1, then h omits either 1 or 2 points;
The restriction on the number of points omitted by h follows the ideas of Martio and Srebro [11, Theorem 8.2] , and is an easy byproduct of a version of [9, Lemma 3.1] which we need for the proof of Theorem 1.2. While the extension could be done using Mayer's original methods, we provide a simple alternative proof based on general extension results of quasiregular maps.
Finally, we observe that for some closed manifolds M , the topology of M imposes further restrictions on the dimension of Lattès triples. It is proven in [6, Theorem 1.2] that non-injective uniformly quasiregular maps on closed manifolds with nontrivial rational cohomology have large Julia sets. By applying this to Lattès maps, we obtain the following result. Proposition 1.7. Let M be a closed, connected, and oriented Riemannian n-manifold, and let (Γ, h, A) be a Lattès triple into M . Suppose that A is expanding and M is not a rational cohomology sphere. Then dim Γ = n and h is surjective.
Consequently, under the assumptions of Proposition 1.7, the quotient map R n /Γ → h(R n ) = M induced by h is a homeomorphism. Therefore, M is topologically a manifold which is homeomorphic to a flat orbifold. Note that this does not mean that M is a flat manifold: there exists a flat orbifold structure on the space S 2 × S 2 , and moreover S 2 × S 2 admits non-injective Lattès maps by [1, Section 4.2], but S 2 × S 2 does not admit a flat smooth Riemannian metric. See also [7] for related discussion.
1.1. Structure of this paper. Section 2 is a review of basic facts and properties related to the group E(n) of Euclidean isometries and its discrete subgroups. Afterwards, we first present the proofs for the Lattès-specific facts. In Section 3, we study the condition AΓA −1 ⊂ Γ, and obtain Proposition 1.4. In Section 4, we show the extension part of Proposition 1.6. In Section 5, we prove Proposition 1.7.
After Section 5, the rest of the paper focuses on the proof of Theorem 1.2. In Section 6, we formulate a version of [9, Lemma 3.1] , obtaining the remining part of Proposition 1.6 as a consequence. Section 7 is on the automorphic variant of the path lifting lemma [9, Lemma 4.2] . In Section 8, we derive the length estimate used on the lifted paths, which is the main difference to the periodic case in the proof of Theorem 1.2. Finally, in Section 9, we prove Theorem 1.2.
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Euclidean isometries
As previously, let E(n) denote the n-dimensional Euclidean group, that is, the isometry group of R n . The purpose of this section is to review the necessary basics of E(n) and its discrete subgroups. For more discussion, see eg. Szczepanski [19] or Wolf [20, Chapter 3] .
Recall that any isometry of R n can be written in the form x → Ax + a, where a ∈ R n and A is an element of the n-dimensional orthogonal group O(n). Hence, E(n) may be considered as a semidirect product O(n) ⋊ R n with the composition rule (A, a)•(B, b) = (AB, Ab+ a) and inverse elements (A, a) −1 = (A −1 , −A −1 a). We denote T(A, a) = a and O(A, a) = A.
The group O(n) admits an invariant metric, where the distance of two elements A, B ∈ O(n) is the operator norm of the linear map A − B. With respect to this metric, O(n) is a compact topological group. We may then topologize E(n) using the product topology.
Let Γ be a discrete subgroup of E(n). We note that Γ is closed since E(n) is a Hausdorff topological group. Moreover the subset T(Γ) = {T(γ) : γ ∈ Γ} of R n is closed and discrete, since by compactness of O(n) the map T : E(n) → R n is proper and therefore T maps closed discrete sets to closed discrete sets.
We remark here an important basic property of O(n) as a compact group, which we formulate as a lemma since it is used multiple times in this paper. The proof is easy and we leave it to the reader.
Then there is a subsequence of (A m ) ∞ m=1 which converges to id R n .
Subgroup of translations.
For a discrete subgroup Γ of E(n), we denote by Γ T the subgroup of translations of Γ. A major classical result of discrete Euclidean groups is Bieberbach's first theorem: if Γ E(n) is discrete and R n /Γ is compact, then Γ T is of finite index in Γ. Moreover, in this case Γ T is n-dimensional, in a sense which is made precise in Section 2.2.
However, if R n /Γ is not compact, then Γ T may fail to be of finite index in Γ. A simple example of this is a discrete group Γ of screw-motions in R 3 , consisting of the maps γ k : (r, θ, z) → (r, θ + kθ 0 , z + k) in cylindrical coordinates where k ∈ Z and θ 0 /π is irrational. Note, however, that while Γ has no translations, the elements of Γ restrict to the z-axis as translations. We formulate this property as follows. Definition 2.2. Suppose Γ is a discrete subgroup of E(n). A subspace of translations of Γ is a pair (G, V ) where V is an affine subspace of R n and G is a subgroup of Γ which acts cocompactly on V by translations, that is, GV = V , the restriction g| V is a translation for every g ∈ G, and the quotient space G/V is compact.
Suppose that (G, V ) is a subspace of translations of Γ. If G is of finite index in Γ, we say that (G, V ) is a finite index subspace of translations of Γ. Furthermore, if g ∈ G, we denote by T V (g) the translation vector of g| V . Now, an extension of Bieberbach's first theorem to the case where R n /Γ is not compact is given by the following theorem of Wolf. . Let Γ be a discrete subgroup of E(n). Then there exists a finite index subspace of translations (G, V ) of Γ for which G is a normal Abelian subgroup of Γ containing Γ T , and moreover, Γ decomposes into Γ = G ⊕ R where R Γ is finite abelian and the elements of R are identity on V .
Before continuing, we point out a basic property of subspaces of translations. The proof is trivial and is again left to the reader. Lemma 2.4. Let Γ be a discrete subgroup of E(n), and let (G, V ) be a subspace of translations of Γ. Then for every x ∈ R n and g ∈ G, we have
2.2. Dimension and growth. We present two equivalent definitions for the dimension of a discrete Γ E(n). The first is by a direct application of Theorem 2.3.
is a finite index subspace of translations of Γ.
In order for this to be a valid definition, it needs to be independent of the choice of (G, V ). This is true due to the following simple lemma. Lemma 2.6. Let Γ be a discrete subgroup of E(n), and suppose that (G, V ) and (G ′ , V ′ ) are finite index subspaces of translations of Γ.
Thus, a simple computation using the parallelogram rule yields v = v ′ . Since {T V (g) : g ∈ G} span a space parallel to V and the same holds for {T V ′ (g) : g ∈ G} and V ′ , it follows that V and V ′ are parallel.
Consider now the general case. Then the group G ∩ G ′ is of finite index in both G and G ′ , and it follows easily that both (G ∩ G ′ , V ) and (G ∩ G ′ , V ′ ) are finite index subspaces of translations of Γ. Hence, the claim follows from the first case.
The second equivalent definition is by a notion of growth for Γ. This is similar in spirit to the standard notion of growth for finitely generated discrete groups under the word metric, except we formulate the concept using Euclidean balls.
We recall for functions f, g : [0, ∞) → [0, ∞) the big O and big Θ notations: we denote f (t) = O(g(t)) if lim sup t→∞ f (t)/g(t) < ∞, and
The following lemma shows how the growth of N Γ (r) is connected to the dimension of Γ. The proof is long, yet straightforward, and is therefore omitted.
Lemma 2.7. Let Γ be a discrete subgroup of E(n), and let (G, V ) be a finite index subspace of translations of Γ. Then
In particular, dim Γ = k if and only if N Γ (r) = Θ(r k ).
In addition to Lemma 2.7, we require a growth estimate for the set of orthogonal components O(Γ) that will play a key role in Section 8. For a discrete Γ E(n), we let Λ Γ (r) denote the number of different orthogonal components O(γ) ∈ O(Γ) with |T (γ)| ≤ r. Moreover, similarly as before, if (G, V ) is a subspace of translations of Γ, we let Λ V G (r) be the number of
Lemma 2.8. Let Γ be a discrete subgroup of E(n), and let (G, V ) be a finite index subspace of translations of Γ. Let k = dim G and l = dim Γ T . Then
Conversely, let γ 1 ∈ G with |T(γ 1 )| ≤ r. We define a set
Note that T(γ) ≤ 2r for every γ ∈ F γ 1 , and that
, which when rearranged yields
By Lemma 2.7, N Γ (r) = Θ(N G (r)) = Θ(r k ), and N Γ T (r) = Θ(r l ). Hence, Λ G (r) = Θ(r k−l ). Finally, we note that by Lemma 2.4 and the fact that
Hence, we obtain that
2.3. Other properties. We conclude this section by recalling two useful basic results related discrete subgroups of E(n). The first one is a connection between dimension and finite index subgroups. We omit again the straightforward proof.
Lemma 2.9. Let Γ be a discrete subgroup of E(n), and let G be a subgroup of Γ. Then G is of finite index in Γ if and only if dim Γ = dim G.
Finally, we note that for groups of dimension at least n−1, we in fact have a stronger generalization of Bieberbach's first theorem than the one given by Theorem 2.3. The example given in Section 2.1 shows that n − 1 is the lowest dimension where this is possible.
Lemma 2.10. Let Γ be a discrete subgroup of E(n), and suppose dim Γ ≥ n − 1.
Proof. Case dim Γ = n is precisely Bieberbach's first theorem. Suppose then that dim Γ = n−1. Let (G, V ) be a finite index subspace of translations of Γ, and let W be the linear space orthogonal to V . Let γ ∈ G and suppose γ| V is a translation by a = 0. Then γ is completely determined by a and γ| W . Since W is 1-dimensional, we have 2 options for γ| W : either it is identity, in which case γ is a translation, or it reflects W across V , in which case γ • γ is a translation with translation vector 2a. The claim follows.
Discrete isometry groups and linear conformal maps
Suppose that A : R n → R n is a linear conformal map, and that Γ is a discrete subgroup of E(n). Then A is of the form A = λA ′ , where A ′ ∈ O(n) and λ > 0. Moreover, since we require conformal maps to preserve orientation, A ′ is in fact orientation preserving. A necessary condition for A and Γ to be part of a Lattès triple (Γ, h, A) into a Riemannian manifold M is that AΓA −1 ⊂ Γ. In this section, we look into the implications of this condition.
We begin by considering the most restrictive case of a non-expanding A satisfying AΓA −1 ⊂ Γ. For B = cB ′ with c > 0 and B ′ ∈ O(n), we denote by θ B : E(n) → E(n) the conjugation homomorphism given by θ B (γ) = BγB −1 for γ ∈ E(n). Note that θ B is an ismomorphism with inverse θ B −1 .
Lemma 3.1. Let Γ be a discrete subgroup of E(n), and let A = λA ′ , where
Let r = |T(γ)|, and let Γ r = {γ ′ ∈ Γ : |T(γ ′ )| ≤ r}. Since the map given by γ ′ → |T(γ ′ )| is continuous, Γ r is a closed discrete subset of the compact space O(n) × B n (0, r) ⊂ E(n). Therefore, Γ r is finite. Since θ A | Γr is an injective self-map on a finite set, θ A | Γr is a permutation on Γ r , and therefore there exists k > 0 for which θ k A is the identity on Γ r . Hence, θ A k (γ) = θ k A (γ) = γ, and the proof is complete. We remark that the case λ < 1 in Lemma 3.1 is in fact even more restricted. In particular, if λ < 1, then for any k > 0 the identity θ A k (γ) = γ implies T(γ) = 0. Hence, Γ is in fact contained in O(n), and since Γ is also closed and discrete, it is finite.
Next, we observe the general case where A may be expanding. While the condition AΓA −1 ⊂ Γ does not imply AΓA −1 = Γ for expanding A, we still have the following. Lemma 3.2. Let Γ be a discrete subgroup of E(n), and let A = λA ′ , where A ′ ∈ O(n) and λ > 0. Suppose that AΓA −1 ⊂ Γ. Then AΓA −1 is a subgroup of finite index in Γ.
Proof. Clearly AΓA −1 is a subgroup. To show that AΓA −1 has finite index in Γ, the strategy is to show that dim AΓA −1 = dim Γ, after which the result follows from Lemma 2.9.
We note that the restriction θ
Therefore, by Lemma 2.7, AΓA −1 and Γ have the same dimension.
Next, we consider the interaction of A with a finite index subspace of translations (G, V ) of Γ. We may apply Lemma 3.2 to obtain the following result.
Lemma 3.3. Let Γ be a discrete subgroup of E(n), let (G, V ) be a finite index subspace of translations of Γ, and let A = λA ′ where A ′ ∈ O(n) and
Proof. We show that (AGA −1 , AV ) is a finite index subspace of translations of Γ, after which the claim follows from Lemma 2.6. Since G acts on V by translations and V /G is compact, the group AGA −1 acts on AV by translations and AV /AGA −1 is compact. It remains to verify that AGA −1 is of finite index in Γ. This follows since Lemma 3.2 yields that AGA −1 is of finite index in G.
Next, we show that if the map A is expanding, then we may in fact find a finite index subspace of translations (G, V ) for which AV = V . Lemma 3.4. Let Γ be a discrete subgroup of E(n), and let A = λA ′ , where A ′ ∈ O(n) and λ > 1. The there exists a finite index subspace of translations (G, V ) of Γ for which G is abelian, V is linear, AV = V , and G contains a finite index subgroup of Γ T .
Proof. By Theorem 2.3, there exists a finite index subspace of translations (G, V ) of Γ for which G is abelian and Γ T ⊂ G. We note that by Lemma 3.3, the spaces A m V ⊂ R n are parallel for m ∈ N. Let W ⊂ R n be the orthogonal complement of V which contains 0, and let v 0 be the unique point of intersection of V and W . Since the spaces A m V are parallel to V , W also intersects each space A m V at a unique point v m . See Figure 1 for an illustration of the selection of v i . Figure 1 . An illustration of the selection process of the points v m . Note that despite being represented by lines in the picture, the spaces depicted may be higher dimensional.
We note that if W ⊥ is the linear orthogonal complement of W , then W ⊥ is parallel to V . Hence, linearity of A and the fact that AV is parallel to V yields that AW ⊥ = W ⊥ , and thus conformality of A yields AW = W . It follows that v m = A m (v 0 ) for every m ≥ 0.
Next, we show that 0 is an affine combination of the elements v m . Suppose to the contrary that 0 / ∈ W ′ = aff({v 0 , v 1 , . . .}), where aff(S) denotes the affine hull of a set S ⊂ R n , defined by
Let 0 < c < 1, and consider a cone
Since W ′ has no 1-dimensional affine subspaces parallel to L, the intersection W ′ ∩ C is bounded if c is sufficiently small. However, by using Lemma 2.1 on A ′ , we find arbitrarily large m ∈ N for which A m L ⊂ C. It follows that for such m we have v m = A m v 0 ∈ C ∩ W ′ . On the other hand, since A is expanding and v 0 = 0, we have that |A m (v 0 )| becomes arbitrarily large as m increases. Since W ′ ∩ C is bounded, this is a contradiction. See Figure 2 for an illustration. Hence, we have that
Then V ′ is an affine space parallel to V , and moreover since 0 ∈ V ′ , the space V ′ is in fact linear.
Let
Then G ′ is a subgroup of finite index in Γ, and as in the proof of Lemma 2.6 we have for all g ∈ G ′ and 0 ≤ k ≤ m that g| A k V is a translation with translation vector T V (g). Since the maps g ∈ G ′ are affine, we also have for every g ∈ G ′ that g| V ′ is a translation and T V ′ (g) = T V (g). Moreover, since G ′ G and G is abelian, G ′ is also abelian.
Finally, we note that for every k ∈ {1, . . . , ∞} we have that A k Γ T A −k is contained in Γ T , and hence by Lemma 3.
is the desired finite index subspace of translations of Γ.
Before beginning the proof of Proposition 1.4, we require the following standard lemma about the commutation of elements of O(n) proven in eg. [20 With this, we may finally prove Proposition 1.4, which we recall is stated as follows. Proposition 1.4. Let Γ E(n) be discrete, and let A : R n → R n be a linear conformal map. Suppose that A is expanding and
Proof. Denote A = λA ′ , with λ > 1 and A ′ ∈ O(n). By Lemma 2.1, there is a subsequence of ((A ′ ) m ) ∞ m=1 converging to id R n . Hence, there is a m > 0 for which (A ′ ) m ∈ U n , where U n is given by Lemma 3.5. By replacing A with A m , we may assume that m = 1.
By Lemma 3.4, we may select a subspace of translations (G, V ) of Γ for which V is linear, G is abelian and AV = V , and G contains a finite index subgroup
Moreover, since A is linear, it follows that AV T = span {A(T(γ)) : γ ∈ Γ T }. However, if γ ∈ Γ T , then AγA −1 ∈ Γ T and T(AγA −1 ) = A(T(γ)). It follows that AV T ⊂ V T , and therefore AV T = V T since A is dimension-preserving. We further denote W = V ⊥ T ∩ V , and note that due to conformality of A, also AW = W .
Suppose then towards contradiction that we have dim Γ T < dim Γ. Then there exists g ∈ G with T V (g) / ∈ V T , and therefore the W -component of
We show that there is an m ∈ Z + for which
Since G is of finite index in Γ, it has only finitely many different left cosets in Γ, and therefore we find i, j ∈ Z + for which i > j and G i = G j . Now a selection of m = i − j yields the desired Ag m A −1 ∈ G.
It follows now that Ag lm A −1 ∈ G for all l ∈ Z. Using Lemma 2.1 on the sequence (O(g −im )) ∞ i=1 , we may fix l > 0 satisfying O(g −lm ) ∈ U n . Now both g −lm and [g −lm , A] are elements of G. Since G is abelian, g −lm and [g −lm , A] commute. Thus, Lemma 3.5 yields that O(g −lm ) and A ′ commute, and therefore
∈ G is a translation with a translation vector not contained in V T . This is a contradiction, which completes the proof.
Extension to omitted points
In this section, we give a simple proof for the following lemma.
Lemma 4.1. Let (Γ, h, A) be a Lattès triple into a closed, connected, oriented Riemannian n-manifold M , and let g : h(R n ) → h(R n ) be the induced Lattès map. Then g extends to a quasiregular map g : M → M . Moreover, if dim Γ > 0, then g is non-injective if and only if A is expanding.
The key lemma used to prove Lemma 4.1 is the following.
Lemma 4.2. Let (Γ, h, A) be a Lattès triple into a closed, connected, oriented Riemannian n-manifold M , and let g : h(R n ) → h(R n ) be the induced Lattès map. Then the multiplicity of g is equal to the index [Γ :
Proof of Lemma 4.1 assuming Lemma 4.2. By the Holopainen-Rickman Picard theorem [3] , M \h(R n ) is finite. Since g has finite multiplicity by Lemma 4.2, we have for every y ∈ M that g −1 {y} is finite and therefore does not have any accumulation points. Hence, the extension part is an immediate corollary of eg. [15, Theorem 2.6].
If A is not expanding, we have by Lemmas 3.1 and 4.2 that g : h(R n ) → h(R n ) is injective. This conclusion extends to g : M → M since g : M → M has at most deg g preimages at every y ∈ M , with equality for almost every y ∈ M .
It remains to show non-injectivity of g if A is expanding. For this, we may use discreteness of Γ and the fact that dim Γ > 0 to select a γ 0 ∈ Γ with minimal positive |T(γ 0 )|. Now, since T(AγA −1 ) = A T(γ) for all γ ∈ Γ, expandingness of A implies that γ 0 / ∈ AΓA −1 , and therefore that [Γ : AΓA −1 ] > 1. The result then follows from Lemma 4.2.
It remains to prove Lemma 4.2. For this, we require two easy lemmas on discrete subgroups of E(n). Lemma 4.3. Let Γ be a discrete subgroup of E(n), and let A = λA ′ , where Lemma 4.4. Let Γ be a discrete subgroup of E(n). Then for (Lebesgue) almost every x ∈ R n , the only element of Γ which fixes x is id R n .
Proof. It is easily seen that for every γ ∈ E(n), the set of fixed points of γ is an affine subspace of R n . If γ = id R n , then this subspace of fixed points is of dimension less than n, and therefore of measure zero. The claim now follows since Γ is countable, see eg. Lemma 2.7.
With Lemmas 4.3 and 4.4, we may now prove Lemma 4.2.
Proof of Lemma 4.2. Suppose that x, x ′ ∈ R n . We see that g(h(x)) = g(h(x ′ )) if and only if h(A(x)) = h(A(x ′ )), which in turn by strong automorphicness is true if and only if x ′ ∈ A −1 ΓAx. Therefore, the number of elements in g −1 {g(h(x))} is equal to the number of elements in h(A −1 ΓAx).
By For the converse estimate, let x ∈ R n be such that A(x) is not a fixed point of any γ ∈ Γ \ {id R n }: this holds for almost every x ∈ R n by Lemma
It follows that γ 
Proof of Proposition 1.7
In this section, we prove Proposition 1.7, which is an application of [6, Theorem 1.2] on the question of which closed manifolds admit Lattès-type uniformly quasiregular maps. Recall the statement of [6, Theorem 1.2] that if f : M → M is a non-constant non-injective uniformly quasiregular map on a closed connected oriented Riemannian manifold, then the Julia set of f has positive measure.
The essential idea behind Proposition 1.7 is as follows: if g is a Lattès map induced by (Γ, h, A), A is expanding and V is the linear space of Lemma 3.4, then the part of the Julia set of g contained in h(R n ) is also contained in h(V ). Hence, if V were of a dimension other than n, it would imply that g has a Julia set of zero measure, which is prevented by [6, Theorem 1.2].
We now give the detailed proof, recalling first the statement of the Proposition. Proposition 1.7. Let M be a closed, connected, and oriented Riemannian n-manifold, and let (Γ, h, A) be a Lattès triple into M . Suppose that A is expanding and M is not a rational cohomology sphere. Then dim Γ = n and h is surjective.
Proof. Since A is expanding, we may select (G, V ) as in Lemma 3.4. Since GV = V and G is a finite index subgroup of Γ, we have ΓV = V 1 ∪ . . . ∪ V k , where V i ⊂ R n are affine subspaces of R n . Moreover, since (γGγ −1 , γV ) is a finite index subspace of translations of Γ for every γ ∈ Γ, we see that the spaces V i are parallel to V . We denote V ′ = ΓV , and note that ΓV ′ = V ′ .
Suppose towards contradiction that dim Γ < n. It is enough to show that h(R n \ V ) is contained in the Fatou set F g of g. Indeed, assuming that this is shown, we know that the Julia set J g of g is contained within
Hence, let x ∈ R n \ V . We show that h(x)
We denote U x = h(B n (x, r)) and U V = h(B n (V ′ , 1)), and note that U x and
However, since ΓV ′ = V ′ and Γ is a group of isometries, it follows that
Therefore, the family {g m |U x : m ≥ m 0 } consists of K-quasiregular mappings which omit U V , which implies that the family is normal; see e.g. [16, Proposition 6.1]. Since U x is a neghborhood of h(x), we obtain the desired result h(x) ∈ F f , concluding the proof.
Limits of automorphic quasiregular maps
The rest of this paper is dedicated to the proof of Theorem 1.2. In this section, we generalize a lemma of Martio [9, Lemma 3.1] to the automorphic case. We obtain the remaining part of Proposition 1.6 on the number of omitted points as a byproduct.
For the purposes of the following discussion, let M be a closed Riemannian manifold, let Γ E(n) be discrete, let f : R n → M be automorphic with respect to Γ, and let (G, V ) be a finite index subspace of translations of Γ.
We begin by discussing coordinate changes in our setting. Given an isometry L ∈ E(n), we define a coordinate change by L for Γ, G, V and f by setting
The resulting Γ ′ is a discrete subgroup of E(n), the map f ′ is automorphic with respect to Γ ′ , and (G ′ , V ′ ) is a finite index subspace of translations of Γ ′ . Many other properties of Γ, f , G and V are also preserved, such as the dimensions of Γ, G and V , and whether G is a normal abelian subgroup of Γ. We note, however, that an extra assumption of L preserving orientation is required in order to preserve quasiregularity of f in the coordinate change.
Next, we generalize the concept of a period strip to our setting. We consider first the standard definition for a k-periodic quasiregular map f : R n → M . Recall that an element v ∈ R n \{0} is a period of f if f (x+ v) = f (x) for every x ∈ R n , and f is k-periodic if the periods of f span a k-dimensional subspace. If f is k-periodic, then there exists a free generating set {v 1 , . . . , v k } for the periods of f , since the discreteness of f implies that the periods of f along with 0 form a discrete subgroup of R n . Let W be the linear space orthogonal to all v i . Then a set F of the form (6.1)
where x ∈ R n , is called a period strip of f . Consider now the automorphic case. Given a finite index subspace of translations (G, V ) of a discrete Γ E(n), the set of translation vectors T V (G) is a discrete subgroup of R n and spans a linear copy of the affine space V . Hence, similarly to above, there exists a free generating set {v 1 , . . . , v k } of T(G). We call a set F a twisted period strip of f with respect to (G, V ) if it is of the form given in (6.1) where x ∈ R n and W is the linear space orthogonal to V . Moreover, we say that F is a twisted period strip of f if it is such with respect to some finite index subspace of translations of Γ.
Heuristically, a twisted period strip F of f with respect to (G, V ) acts like a regular period strip of f | V , but outside V the periods may be twisted around V in ways similar to the group of screw-motions in Section 2.1. We also note that in a coordinate change by a L ∈ E(n), we may map a twisted period strip F to F ′ = LF , and this is a twisted period strip of f ′ = f • L −1 with respect to the finite index subspace of translations (G ′ , V ′ ) = (LGL −1 , LV ) of the group Γ ′ = LΓL −1 .
The twisted period strip essentially acts in our arguments as a fundamental cell replacement which is geometrically simpler and closer to the definition used in the corresponding proofs for periodic functions. The following lemma lets us convert results for twisted periodic strips to corresponding ones for fundamental cells. Lemma 6.1. Let M be a closed oriented Riemannian n-manifold, and let f : R n → M be automorphic under a discrete Γ ⊂ E(n). Let F be a twisted period strip of f . Then F can be covered by finitely many fundamental cells of Γ.
Proof. Let (G, V ) be the corresponding finite index subspace of translations of the twisted period strip F . Since G is of finite index in Γ, it suffices to cover F by finitely many fundamental cells of G. Moreover, we may assume that V is linear by a coordinate transformation, in which case T V (γ) = T(γ) for all γ ∈ G.
Let G 0 = {γ ∈ G : T (γ) = 0} G. Then G 0 is finite, since otherwise we could use Lemma 2.1 to find an accumulation point of the discrete group G. Every element of G 0 is identity on V , and therefore by Lemma 2.4, G 0 acts on F . Moreover, if γ, γ ′ ∈ G with T(γ) = T(γ ′ ), we have γ ′ • γ −1 ∈ G 0 . Therefore, a fundamental cell of the action of G 0 on F is also a fundamental cell of G. Since G 0 is finite, F partitions to finitely many fundamental cells under G 0 , and the claim follows.
With the necessary terminology defined, we first recall the original statements of Martio in [9, Lemma 3.1] and by Martio and Srebro in [11, Theorem 8.3 ], which we afterwards adapt to our situation. In what follows, the case 0 < k < n − 1 is by Martio and the case k = n − 1 by Martio-Srebro.
Lemma 6.2 ([9, Lemma 3.1] and [11, Theorem 8.3]).
Let f : R n → R n be K-quasiregular. Suppose that f is k-periodic for some 0 < k < n, and that f has finite multiplicity in a period strip F .
• If k < n − 1, then
f (x) = ∞.
• If k = n − 1, then there exist a, a ′ ∈ R n ∪ {∞} for which
where the limits +∞ and −∞ are defined in terms of an identification
A version of this Lemma for automorphic quasiregular maps into closed manifolds reads as follows.
Lemma 6.3. Let M be a closed oriented Riemannian n-manifold, and let f : R n → M be K-quasiregular. Suppose that f is automorphic under a discrete isometry group Γ ⊂ E(n) of dimension dim Γ < n, and f has finite multiplicity in a twisted period strip F with respect to a finite index subspace of translations (G, V ).
• If dim Γ < n − 1, then there exists a ∈ M for which
• If dim Γ = n − 1, then there exist a, a ′ ∈ M for which
It was already pointed out by Martio in [9, Section 5.3] that the ideas of Lemma 6.2 also work for f : R n → S n , although instead of the limit being ∞ it is just some point a ∈ S n . In fact, changing the target into a closed oriented Riemannian n-manifold causes no significant change in the proofs. Due to Lemma 2.10, case dim Γ = n − 1 is in fact a direct consequence of the proof of Martio and Srebro.
The proof of case 0 < dim Γ < n − 1 follows along Martio's proof of [9, Lemma 3.1], where we only need to make one small adjustment. We however provide the full proof for clarity instead of merely pointing out this difference. We remark that we have included the case dim Γ = 0 in the lemma. This is a basic extension result for quasiregular maps of finite multiplicity to an isolated singularity, which should be familiar to experts. Nevertheless, we present its proof here for convenience, as the proof uses some of the same methods as case 0 < dim Γ < n − 1 and is therefore short to present along it.
Proof of Lemma 6.3. We may assume that V is linear by an orientation preserving isometric coordinate change. Let W = V ⊥ , and let N = N (f, F ) be the multiplicity of f in F , which was assumed to be finite. We may also assume that the interior of F contains W .
We begin by presenting the proof of case 0 < dim Γ < n − 1 in detail. The proof follows that of [9, Lemma 3.1] and is done in the following steps.
(1) We find an open set U ⊂ M and a ball B = B(V, r) around V for which f −1 U ⊂ B. (2) We use the above B and U to find an annulus Q around V on which the sequence of functions f m : x → f (mx) has a subsequence converging to some f 0 : Q → M . (3) We show that f 0 is constant, and let a be its constant value. (4) We prove that the limit of f along F is a.
The small adjustment compared to the original proof is in step (3).
Step (1): There exists y ∈ f (F ) for which f −1 {y} ∩ F = {x 1 , . . . , x N }. We may select bounded normal neighborhoods
We now show that f −1 U ⊂ B. Suppose towards contradiction that there exists x ′ / ∈ B for which f (x ′ ) ∈ U . Then we may first assume x ′ ∈ F , and then by normality of
i for all i ∈ {1, . . . , N }. This contradicts the fact that f has a multiplicity of N in F .
Step (2):
, the family {f m } is normal since it consists of K-quasiregular maps which omit U : this is given e.g. in [16, Proposition 6 .1] when the domain is a ball, and we may apply it for Q by covering it with finitely many balls that do not meet B. Hence, there exists a subsequence f m j which converges locally uniformly to a quasiregular map f 0 : Q → M .
Step (3): We now wish to show that f 0 is a constant map. For this, fix a point x 0 ∈ W ∩ Q. We consider a compact annulus A of the form (A V × W ) ∩ ((8/3)B \ (7/3)B), where A V ⊂ V is an open subset of V for which 0 / ∈ U V . We note that for sufficiently large m, the affinely scaled set mA V must necessarily be larger than F ∩ V . Hence, by Lemma 2.4, we find for sufficiently large j points x j ∈ A for which f (m j x j ) = f (m j x 0 ). By compactness of A, there exists x ′ 0 ∈ A for which f 0 (x ′ 0 ) = f 0 (x 0 ). We may now repeat the above construction of x ′ 0 for infinitely many annuli A, where the sets A V are disjoint and accumulate to 0. By this procedure, we can obtain an accumulation point for f −1 0 {f 0 (x 0 )}. Hence, f 0 cannot be discrete, and therefore it is constant. Let a denote the constant value of f 0 .
We remark here that the use of an annular region A above is the small adjustment compared to the proof of the periodic case in [9, Lemma 3.1]. The original proof uses a carved-out ball B(x 0 , 2r) \ B(x 0 , r) around x 0 as the set A. However, in our case the points x j may also be rotated around V instead of merely translated parallel to it, and hence we need A to be an annulus around V in order to replicate the same argument.
Step (4): It remains to prove that the desired limit holds. Fix a small open ball B a ⊂ M around a, which is small enough that U is not a subset of B a . Let E = (5/2)B and F j = m j+1 E \ m j E. By local uniform convergence of f m , there exists j 0 for which f (∂(m j E)) ⊂ B a when j ≥ j 0 . It suffices to show that f (F j ) ⊂ B a for all j ≥ j 0 .
Assume to the contrary that y ∈ f (F j ) \ B a . Since f (F j ) omits U which is not contained in B a , there must be infinitely many boundary points of f (F j ) outside B a . Since by Holopainen-Rickman [3] the set M \ f (R n ) is finite, we may fix such a boundary point y ′ for which y ′ ∈ f (R n ).
Now we may select a sequence (
Since F ∩ F j is bounded, we find by passing to a subsequence a limit point x ′ ∈ F j which f maps to y ′ . Since y ′ ∈ ∂f (F j ) and f is open, we obtain that
, which is a contradiction, concluding the proof of case 0 < dim Γ < n − 1.
Other cases: The proof of case dim Γ = n − 1 is very similar to the above. Only in this case, Q has two components, and therefore f 0 can have two different limit points at opposite directions. Therefore, we leave the details to the interested reader, referring to Martio-Srebro [11] for the original proof for periodic functions.
Finally, we quickly prove the case dim Γ = 0. We complete step (1) as in the above proof, where this time V = {0} and W = F = R n . Hence, the resulting B is a ball at origin. We consider R n as a subset of S n by means of the standard conformal projection, and let Q = S n \ B. Then Q is a neighborhood of ∞ for which f (Q \ {∞}) omits the open set U ′ . Hence, f extends quasiregularly to the isolated singularity ∞ ∈ R n by a standard extension result of quasiregular mappings; see e.g. [15, Theorem 2.6] for a formulation where the target is a manifold.
We immediately obtain a restriction on the size of M \f (R n ) as a straightforward corollary of Lemma 6.3, in the same manner as in Martio-Srebro [11, Theorem 8.2].
Corollary 6.4. Let M be a closed oriented Riemannian n-manifold, and let f : R n → M be K-quasiregular. Suppose that f is automorphic with respect to a discrete isometry group Γ ⊂ E(n) of dimension dim Γ < n, and that f has finite multiplicity in a twisted period strip F . Then M \ f (R n ) contains at most two points. Moreover, if dim Γ = n − 1, M \ f (R n ) contains at most one point.
Proof. Suppose that y ∈ M is omitted by f . Recall that by the HolopainenRickman Picard theorem, see [3] , the set M \ f (R n ) contains at most finitely many points. Hence, we may fix a sequence (f (x n )) that converges to y. Since f is automorphic with respect to Γ, we may assume that the sequence (x n ) is in the twisted period strip F .
We first show that the sequence (x n ) converges to infinity. Suppose towards contradiction that it has a bounded subsequence (x ′ n ). Then by moving to a further subsequence we may assume x ′ n → x ′ ∈ R n as n → ∞. This is a contradction, as f (x ′ ) = y but y is an omitted point. Hence, (x n ) converges to infinity. Now, by Lemma 6.3, the sequence (f (x n )) has a subsequence which converges to either a or a ′ , where a = a ′ if dim Γ = n − 1. Hence, we have y ∈ {a, a ′ }, which concludes the proof.
With this, we have now essentially proven all of Proposition 1.6. For completeness, we recall the statement and give the final details of the proof. Proposition 1.6. Let M be a closed connected oriented Riemannian nmanifold, let (Γ, h, A) be a Lattès triple into M with induced Lattès map g : h(R n ) → h(R n ), and let k = dim Γ. Then we have the following three cases:
Proof. If dim Γ = n, then Γ has a bounded fundamental cell, and it follows that h(R n ) is a compact open subset of M . Hence, h is surjective. If dim Γ < n, then R n /Γ is non-compact, and since h induces a homeomorphism R n /Γ → h(R n ), we have that h omits at least one point. Moreover, the upper bound on the number of points in M \ h(R n ) is given by Corollary 6.4. The extension part is due to Lemma 4.1.
Path lifting construction
The core of Martio's proof of the periodic version in [9] is a construction of a path family due to Rickman [17] . In this chapter, after introducing the setting and notation we use for the rest of the paper, we present the automorphic version of the main lemma [9, Lemma 4.2] of Martio's proof. 7.1. Notation and preliminary considerations. We begin by fixing some notation and assumptions for the rest of the paper. Let M be a closed, connected, and oriented Riemannian n-manifold, and let f : R n → M be Kquasiregular. Let Γ E(n) be a discrete subgroup of Euclidean isometries of dimension k, and suppose f is automorphic with respect to Γ. Let (G, V ) be a finite index subspace of translations of Γ. Let D G be a fundamental cell of Γ, and let F be a twisted period strip of f with respect to (G, V ). Suppose to the contrary of Theorem 1.2 that 0 < k < n − 1 and f has finite multiplicity in D G , and therefore also finite multiplicity in F .
By a change of coordinates, we may assume that V is linear, and we therefore denote by V ⊥ the linear orthogonal complement of V . Let a ∈ M be the limit obtained in Lemma 6.3. By the finite multiplicity of f in F , there are only finitely many points in F which f maps to a. By another change of coordinates under a translation in V , we may assume f (0) = a. We select a δ > 0 small enough that, if U is the unbounded component of f −1 B(a, δ) , then the following hold (1) U is open and connected, f (U ) = B M (a, δ) \ {a} and f (∂U ) = ∂B(a, δ) (ie. U is a "normal domain at infinity around V "); (2) f (0) / ∈ B(a, δ); (3) there exists an orientation preserving bilipschitz chart ϕ a on B(a, δ)
for which ϕ a (a) = 0. The first condition holds for small enough δ by a variant of the method in [18, . The second condition holds for small enough δ since we could assume that f (0) = a. For the final condition, see e.g. [5, Section 2.3] . Now ϕ a • f maps U to a punctured neighborhood ϕ a (B M (a, δ) ) \ {0} of 0. Let ι : R n \ {0} → R n be the inversion map with respect to the unit ball, and denote ψ = ι • ϕ a • f and U ′ = ψ(U ). Then ψ : U → U ′ is a quasiregular map which takes the boundary of U to the boundary of U ′ .
Furthermore, since f is automorphic with respect to G, we obtain that Gf −1 B(a, δ) = f −1 B(a, δ) . Since U is a connected component of f −1 B(a, δ) which is unbounded in distance to V , we have for every g ∈ G that gU is connected and unbounded in distance to V . Since U is the only such component of f −1 B(a, δ) , we have gU ⊂ U for every g ∈ G. We conclude that GU = U . 7.2. Automorphic version of the path family construction. With our current notation and assumptions, the situation now closely resembles the one in Martio [9] . The differences are that k-periodicity is replaced by automorphicness with respect to G, and the domain U is not the entire space R n .
Before stating the automorphic counterpart of [9, Lemma 4.2], we recall the concept of modulus of a path family. Suppose that Υ is a family of paths in an open set U ⊂ R n . A Borel function ρ :
for every locally rectifiable path σ ∈ Υ. The modulus M (Υ) of the path family Υ is then given by
where the infimum is over all admissible functions ρ for the family Υ. Moreover, suppose the paths of Υ are contained in some sphere S n−1 (r) ⊂ R n around the origin. Then we define the spherical n-modulus M S n (Υ) of Υ by
where the infimum is again over all admissible functions for Υ.
We are now ready to state the following automorphic version of [9, Lemma 4.2].
Lemma 7.1. Let S ⊥ denote the set {w ∈ V ⊥ : |w| = 1}, let r 0 > 0 be such that R n \ B n (r 0 ) ⊂ U ′ , and let L 1 , L 2 ⊂ V ⊥ be half-lines starting from 0. Then for every r ≥ r 0 , there exists a family of paths Υ r in S n−1 (r) satisfying the following.
• M S n (Υ r ) ≥ C/(N (f, F ) n+1 r), where C = C(n) is a constant.
• Every σ ∈ Υ r has a ψ-lift σ ′ in U which starts from L 1 and ends in GL 2 ∪ {∞}.
The proof is long, technical, and nearly unchanged from the periodic case. Hence, we only give its key details, and otherwise refer to Martio [9] and Rickman [17] . 7.3. Proof of Lemma 7.1. Let π G be the projection R n → R n /G, and denote U G = π G (U ). Note that while in the periodic case the space R n /G is a manifold, in our more general automorphic case it is an orbifold. However, this difference causes no significant changes in the following proofs compared to the periodic case.
Since GU = U , we have π −1 G U G = U , and we may therefore consider U G as a quotient space U/G. Since f is automorphic under G, the map ψ = ι•φ a •f descends to a quotient map ψ G : U G → U ′ in π G . The map ψ G inherits many of the topological properties of ψ such as openness and discreteness. Note that
Suppose r > 0 is such that the sphere S n−1 (r) ⊂ R n is contained in U ′ . Then, given a path α : [a, b] → S n−1 (r), we may locally lift α in the map ψ G . Furthermore, since GU = U , we obtain that π G (∂U ) = ∂U G . Hence, by property (1) of the definition of U , we see that the maximal lifts of α do not tend to the boundary of U G , and are therefore defined on the entire interval
We consider then open spherical caps C(x, θ) ⊂ S n−1 (r) of angle θ around x ∈ S n−1 (r), where C(x, π) = S n−1 (r). We also use the notation C(x, θ) for closed spherical caps, and ∂C(x, θ) for the boundaries of spherical caps. The first key part of the construction is a boundary path-lifting result for these caps. The following is a version of [9, Lemma 4.4] , and the proof is essentially the same. [9, Lemma 4.7] , the set D ′ (z, θ) decomposes into closures of sets of the form D(z ′ , θ); the proof is again essentially the same as in the periodic version.
Afterwards, it is shown that if z ∈ ψ −1 G {x} and y ∈ D(z, θ) with y = z, then we can shrink the angle θ until either y is on the boundary of D(z, θ), or y and z are in different components of ψ 
Then the following conditions hold:
y / ∈ D(z, θ z,y ), and
Next, we consider a specific class of paths on S n−1 (r). Let x, b ∈ S n−1 (r) with x = b, let S + denote the upper hemisphere of S n−2 centered around the basis vector e n−1 , and let ν : S n−1 \ {e n } → R n−1 be the standard conformal projection. We define paths β b,x,v : I → S n−1 (r) from b to x, where v ranges over S + . Suppose first that x = e n and ν(b) ∈ [0, ∞)e n−1 . In this case, for every v ∈ S + , we let β b,x,v be the path which projects to the half-line ν(b) + [0, ∞)v in ν. Then, for general x and b, we define the paths β b,x,v using a rotation to the previous case. We refer to Rickman [17, pp. 801-802] for a more detailed description of the construction of β b,v .
The main step of the construction is to find a finite set of anchor points {b 1 , b 2 , . . . , b N } ⊂ S n−1 (r) such that, for every v ∈ S + , we may connect any two points of ψ G S n−1 (r) by lifts of β b i ,x,v . We state and discuss this part in more detail, as the following lemma is not directly given in [9] or [17] , but instead described during the process of constructing the family Υ r .
Lemma 7.5. Let x ∈ S n−1 (r), let E be a component of ψ −1 G S n−1 (r), and let Z = ψ −1 G {x} ∩ E. Let G Z be the complete graph with vertex set Z, and denote its set of edges by E Z . Then there exist
• a map P :
which satisfy the following conditions:
(1) im P contains at most (#Z) − 1 points; (2) every G Z,v is a spanning tree of Z; (3) if E Z,v is the set of edges of G Z,v and e ∈ E Z,v is an edge between z 1 and z 2 , then the path β P (e),x,v has lifts α 1 and α 2 starting from P (e) and terminating at z 1 and z 2 , respectively.
Proof. The proof is done by inductively constructing nested subtrees which can be eventually combined to the desired construction. Let z ∈ Z and θ = π. Suppose that Z \ {z} = ∅. Then for every w ∈ Z \ {z}, applying Lemma 7.4 yields a θ z,w < θ. Let θ ′ be the maximal such θ z,w . Now, by the selection of θ ′ , the set ψ −1 G C(x, θ ′ ) has multiple components which intersect Z. Denote these components E i with i ∈ I, and denote Z i = Z ∩ E i . Moreover, Lemma 7.3 and the selection of θ ′ yield that i E i is connected. Let G 1 be the graph with set of vertices {E i : i ∈ I} and set of edges {(E i , E j ) : i, j ∈ I, i = j, E i ∩ E j = ∅}. It follows that G 1 is a connected graph with more than one vertex.
Let G ′ 1 be a maximal subtree of G 1 . For every edge (E i , E j ) in G ′ 1 , there exists a point b i,j ∈ ∂E i ∩ ∂E j . By Lemma 7.2, we may for each v ∈ S + select two lifts of β b i,j ,v , with starting point b i,j and endpoints z v ∈ Z i and z ′ v ∈ Z j , respectively. We add the edge between z v and z ′ v to G X,v , and set P to map that edge into b i,j .
This construction is then recursively repeated for each Z i that is not a singleton, starting with some point z ∈ Z i and the angle θ ′ . Since the construction yields more than one Z i , we eventually terminate at a situation where every Z i is a singleton. It is now easy to see that by the end of the construction, the graph G Z,v is a spanning tree of Z for every v ∈ S + , and in the process we selected at most (#Z) − 1 points b i,j .
We immediately obtain the following corollary. Corollary 7.6. Let y and z be in the same component E of ψ −1 G S n−1 (r), and let x = ψ G (z). Then there exists a set X y,z ⊂ S n−1 (r) with #X y,z ≤ N (f, D G ), and for every v ∈ S + , a path in S n−1 (r) of the form
where p ≤ N (f, D G ), x i,v ∈ X y,z for all i, and β v has a ψ G -lift from y to z.
Proof. Let x 0 = ψ G (y). We apply Lemma 7.5 to x and E obtaining the map P : E X → S n−1 (r), and select X y,z = {x 0 } ∪ im P . Now, suppose v ∈ S + . We select x 0,v = x 0 , and note that β x 0,v ,v has a ψ G -lift connecting y to some
G {x}. The statement of Lemma 7.5 now yields the remaining part of β v connecting z ′ to z.
Before concluding the proof of the construction, it remains to show a property of the components of ψ 
For the proof, we recall the Phragmén-Brouwer property of R n : if x, y ∈ R n , n ≥ 2, and A, B ⊂ R n are disjoint closed sets for which A ∪ B separates x from y, then A or B separates x from y. This is proven by a simple application of the Mayer-Vietoris sequence of homology groups. Indeed, applying Mayer-Vietoris for R n \ A and R n \ B, we have the exact sequence
where i : R n \ (A ∪ B) ֒→ R n \ A and j : R n \ (A ∪ B) ֒→ R n \ B are inclusions. Now, since H 1 (R n ) = 0, exactness implies that either i * [{x} − {y}] = 0 or j * [{x} − {y}] = 0, which proves that the property holds.
Proof of Lemma 7.7. It is easy to see by a path-lifting argument that every component of ψ
. . , m}. Note that the sets E i are closed and disjoint, and that
Let then z be a point in the unbounded component of ψ −1 (R n \ B n (r)). We then have that ψ −1 S n−1 (r) separates 0 and z. By inductively applying the Phragmén-Brouwer property, we find a E i which separates 0 and z. Now, for every half-line L ⊂ V ⊥ , the map ψ tends to infinity along L, and therefore L meets the unbounded component of ψ −1 (R n \ B n (r)). It follows that L meets E i , and therefore a selection of D = D i completes the proof of the lemma. Now, let r ≥ r 0 and let L 1 and L 2 be half-lines in V ⊥ starting from 0. It follows by Lemma 7.7 that π G (L 1 ) and π G (L 2 ) intersect the same component of ψ −1 G S n−1 (r). Let y and z be the respective points of intersection. We let Υ r = {β v : v ∈ S + }, where β v are given by Corollary 7.6 for y and z. Since the paths β v have a lift in ψ G from y to z, it follows that β v also have a lift in ψ which starts from L 1 and either ends at GL 2 or escapes to infinity. Therefore, the only remaining part of the proof of Lemma 7.1 is to prove the modulus estimate. For that, we refer to Rickman's proof in [17, pp. 804-805] , which yields that M S n (Υ r ) ≥ C(n)/(#X y,z ) where X y,z is given by Corollary 7.6.
With that, the proof of Lemma 7.1 is complete.
Length of paths
The core idea behind the proof of the main result is that the lifts σ ′ in Lemma 7.1 are long. Martio achieves this in the periodic case by selecting L 1 and L 2 with opposite directions. Then every translation of L 2 by a period moves it further from L 1 , resulting in a simple length estimate of
However, since in the automorphic case the maps γ ∈ G also have a rotational component, the automorphic version of this step requires a more careful analysis. Our goal is to prove the following length estimate for the lifts σ ′ in Lemma 7.1. Proof. Let C ∈ (0, 1). We define the set
and note that E = j∈Z + B S m (x j , Cj −1/m−ε ). Recall that for every x ∈ S m and r ∈ [0, 1], we have H m (B S m (x, r)) ≥ C ′ r m , where C ′ is dependent only on m. Hence,
Therefore, by selecting C small enough we have that H m (E) < H m (S m ), and any point y ∈ S m \ E satisfies the required condition. Lemma 8.1 now follows by assembling these two estimates together.
Proof of Lemma 8.1. We first let L 2 be any half-line in V ⊥ starting from 0. Then, we order the lines γL 2 for γ ∈ G with respect to the absolute value of T V (γ). The directions of these lines correspond to a sequence (x j ) of points in S ⊥ , ordered in the same manner with repeat directions skipped. Since S ⊥ is an isometric copy of S n−k−1 , we may apply Lemma 8.2 to the sequence (x j ), which yields a point y ∈ S ⊥ . Now, let L 1 = [0, ∞)y.
Suppose that σ ′ is a path from L 1 to γ(L 2 ) for some γ ∈ G. Let v = T V (γ), let r = |v|, and let s = inf t d(V, σ ′ (t)). Furthermore, let r min = min {T V (γ ′ ) : γ ′ ∈ G, T V (γ ′ ) = 0}. By discreteness of G we have r min > 0.
Consider first the case r > 0, in which case r ≥ r min . We obtain two lower bounds for the length of σ ′ . The first one is by considering the distance of L 1 and γL 2 in the V -direction, and is simply
The second estimate is based on the distance of L 1 and γL 2 in the V ⊥ -direction. Suppose γL 2 is in the direction of x j ∈ S ⊥ as discussed previously. Hence, we obtain a lower bound on the length of σ ′ which is the maximum of the bounds (8.1) and (8.2) . In terms of r, the bound (8.1) is increasing and the bound (8.2) is decreasing. Therefore, their maximum assumes its smallest value when the two lower bounds are equal, that is, sC = r Since one of our lower bounds was r, this completes the proof in the case r > 0. Proof. Let L 1 and L 2 be given by Lemma 8.1, and suppose that s ≥ 1.
Then if s ≥ r ′ /2, we immediately obtain the desired estimate since len(σ ′ ) ≥ Cs n−k−1 n−l−1 −ε . However, if instead s ≤ r ′ /2, then len(σ ′ ) ≥ r ′ /2, which trivially implies an estimate of the desired form since r ′ ≥ s ≥ 1. The claim follows.
Proof of Theorem 1.2
Let G Γ be as previously. We define the G-modulus M G of a path family Υ ⊂ R n by
where D G is a fundamental cell of G, and ρ varies over all Υ-admissible functions which are automorphic under G. Heuristically, M G is the standard conformal modulus on the quotient orbifold R n /G. In order to follow Martio's proof, we use the following version of Poletskii's inequality. Since a smooth orientation preserving ∆-bilipschitz map between n-dimensional oriented Riemannian manifolds is ∆ 2n -quasiconformal, the proof is essentially similar to Martio's corresponding proof [9, Theorem 2.2] in the periodic case. for any path family Υ in R n , where ∆ is the bilipschitz constant of ϕ a .
Now we may finally complete the proof of Theorem 1.2, following again Martio's corresponding steps in the periodic case but replacing the estimates with ones provided by Corollary 8.3. As previously, we begin by recalling the statement. Theorem 1.2. Let M be a closed oriented Riemannian n-manifold, and let f : R n → M be quasiregular. Suppose that h is automorphic with respect to a discrete subgroup Γ of the isometry group E(n) of R n , and let Γ T denote the subgroup of translations of Γ. If 1 ≤ dim Γ ≤ n − 2 and dim Γ T dim Γ > 1 n − dim Γ , then f has infinite multiplicity in a fundamental cell of Γ.
Proof. Suppose to the contrary that N (f, D G ) < ∞, which by Lemma 6.1 implies also that N (f, F ) < ∞. Let k = dim Γ and l = dim Γ T . Suppose that R n \ B n (r 0 ) ⊂ U ′ . We may then also assume that r 0 is such that, for any r ≥ r 0 , the unbounded component of ψ −1 (R n \ B n (r)) does not meet B(V, 1). Indeed, we may select R > 1 for which ∂B(V, R) ⊂ U and f −1 {a} ⊂ B(V, R). Then ψ(∂B(V, R)) is a compact subset of U ′ , and a selection of r 0 for which ψ(∂B(V, R)) ⊂ B n (r 0 ) yields the desired property of r 0 .
For every r ≥ r 0 , let L 1,r and L 2,r be the half-lines given by Corollary 8.3. Next, let Υ r be the family of paths given by Lemma 7.1 for L 1,r and L 2,r . Finally, let Υ = r≥r 0 Υ r , and let Υ ′ be the corresponding family of lifts.
We note that M (Υ) ≤ M (ψΥ ′ ). By reasoning identical to that of Rickman and Martio, the estimate on M S n (Υ r ) given by Lemma 7.1 yields that M (Υ) = ∞. By the Poletskii's inequality for the M G -modulus, we must also have M G (Υ ′ ) = ∞. Our goal is to show that M G (Υ ′ ) < ∞, thereby arriving at a contradiction.
Let σ ′ ∈ Υ ′ be a lift, let s = inf t d(V, σ ′ (t)), and let r ′ = sup t d(V, σ ′ (t)). Note that we now have r ′ ≥ s ≥ 1, since our selection of r 0 was such that the lifts cannot meet B(V, 1). By Corollary 8.3,
Consider the function ρ : R n → R given by
Then clearly
and hence ρ is admissible for the family Υ ′ . By Lemma 2.4, ρ is automorphic under G, and hence ρ is admissible for the M G -modulus. However, now
This upper bound is finite if
or alternatively, since we may select ε as small as desired,
The claim therefore follows, since this inequality is easily seen to be equivalent with the assumed
