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I. INTRODUCTION
Over the past few decades, laser radar systems (or imaging laser radar (ILR)) with high-resolution three-dimensional (3-D) images 1 have become an attractive option for range finding in a number of applications including target recognition, space exploration, obstacle avoidance to name a few. [2] [3] [4] [5] However, in outdoor environments ILR systems performances are highly dependent on the weather conditions such as fog, rain, snow, pollution, and turbulence, which need further investigations. Recent studies have shown that the optical power loss for the dense maritime fog and moderate continental fog can be as high as 480 dB/km and 120 dB/km, respectively thus reducing the link visibility to less than 100 meters. 6, 7 For more on fog and a range of models that have been developed the readers are referred to [8] [9] [10] [11] [12] [13] [14] the references within. In time-of-flight ILR systems, the target range is determined by measuring the time interval between the incident and reflected light (laser) pulses. In such systems, the reflected pulse can be used to trigger the time-digital convertor (TDC) module, thus avoiding the timing jitter at the start. Note that, for a highly accurate TDC the time precision is as low as subnanoseconds. For example, the TDC-GPX (by ACAM Inc.) has a timing precision of 75 ps full-width at half-maximum (FWHM) and the corresponding range precision is about 0.01 m. However, the range jitter is much higher than 0.1 m for ILR under low signal to noise ratio (SNR) levels. 15 Note that, the timing jitter is mainly due to identification of the reflected pulse, which can be affected by the weather conditions.
In this work, we investigate the influence of fog on the timing jitter (i.e., the probability density distribution (PDD) of the ranging data d ra (t)) of ILR by means of peak-detecting identification. For a fixed target, range detection measurement, based on measuring the time-of-flight of the reflected pulse, depends both on the channel condition (i.e., fog in this case) and the noise sources associated with ILR. In ILR systems, PDD of d ra (t) significantly influence the target recognition accuracy. In Ref. 16 an analytical model for the backscattered luminance with fog was proposed and an expression for the SNR as a function of meteorological visibility range based on the single scattering process was given. In Ref. 17 J. W. Giles, etc., presented an analytical model of a laser radar system by considering the presence aerosols within the propagation path, which accurately predicted the shape of the backscattered returned signals from the target. In Ref. 15 L. Jiancheng, etc., developed a stochastic model to derive the range uncertainty distribution of a peak detecting laser radar system. The analytical solution proposed was able to describe PDD of d ra (t) for a range of signal amplitudes, waveforms and noise sources. The results showed that PDD is proportional to both the 2 nd derivative of the laser signal and the probability distribution of differential noise. In Ref. 18 S. Y. Chua, etc., theoretically and experimentally investigated the influence of target reflection on the 3-D range gated reconstruction. Based on laser detection and ranging (LADAR) and the bidirectional reflection distribution function theory, a 3-D range gated reconstruction model was developed and the target range accuracy was investigated by considering the incidence angle of the laser beam and the target surface reflectivity. In Ref. 19 C. Gröwall, etc., developed a time-of-flight radar simulator to study the influence of laser radar sensor parameters on the range statistical distribution. The authors concluded that the range uncertainty could be modeled as Gaussian (normal) distribution, given that there are differences between Gaussian fitting curves and the simulated statistical d ra (t). In Ref. 20 S. Johnson analyzed the probability density function (PDF) by considering both the local and global errors and showed that PDF is a function of SNR, range search interval and the level of speckle diversity.
To the best of our knowledge no works on the relationship between the characteristics of fog and PDD of d ra (t), which is important in characterizing the availability of ILR, have been reported. In this work, we have shown that the range of PDD is directly determined from the laser signal profile and by knowing the fog intensity. To this end, we have developed a theoretical model for PDD of d ra (t) under different fog conditions and show that the simulation results are in a good agreement with the predicted data. Considering the complexity of integral in the predicted model, an approximate model is proposed to determine PDD of d ra (t). To validate the concept, an experimental ILR system is developed and tested using a dedicated indoor atmospheric chamber under fog conditions. The measured results match quite well with both the accurate and approximate models within a given margin of errors less than 1%. The results reported can be used to offer a priori estimation of PDD of a laser radar system under fog conditions and improve the precision of target ranging and imaging.
The rest of this paper is organized as follows: section II describes details of the characteristics of the fog while section III focuses on the theoretical model of PDD of d ra (t). Section IV is all about the experiment setup for ILR with fog and in section V the experiment results and discussions are presented. Finally, the concluding remarks are presented in Section VI.
II. THE CHARACTERISTICS OF FOG
Fog droplet sizes can change very rapidly in both space and time under the influence of different physical processes, and its distribution is most crucial when determining its attenuation. Since the distribution of fog droplets is not easy to quantify, therefore a number of drop size distribution (DSD) based models have been proposed. The classical and widely used model is lognormal distribution, which is given by: 13, 21, 22 
where n(r) is the volume concentration (m 3 ), N 0 is the particle number density (m 3 ), r is the particle size radius (µm), r g is the distribution median radius, and σ g is the geometric standard deviation. The exact DSD of fog can be determined by knowing the values of r g , σ g , N 0 , the effective radius of the distribution r e and the liquid water content (LWC), which is proportional to the total volume of particles. 
Substituting (1) into (2), we have:
The LWC is defined as:
where ρ is the density of the fog droplet. Substituting (1) into (4), we obtain:
For fog particles, with the size in the order of the laser wavelength λ, Mie theory is applied as in Refs. 15 and 16, with the extinction coefficient is given by: 23, 24 
where n is the real part of the refractive index of water, C ext is the droplet extinction cross section. However, C ext weighted by DSD is not easy to be estimated. Note that, the total extinction due to fog particles in the atmosphere is the sum of absorption and scattering of light. For λ of 905 nm, which is adopted in this work, molecular absorption is considered to be negligible. Therefore, for the laser pulse α ext can be estimated by the scattering of fog as given by:
where C sca is the scatting cross section. A propagating ray of light interacting with scattering particles (i.e., fog), will experience scattering in all directions. The intensity of scattered light will depend on the phase function of the particle, which is given by:
where S 11 (θ) is the first Mueller matrix element determined from Mie theory. Based on the phase function, we can also obtain the backscattered coefficients of the fog (or air). Generally, due to the complex physical properties of fog its distribution is not readily available. Therefore, to predict the fog induced attenuation, where visibility V is used for characterization of fog, simple empirical fog models have been adopted, see Refs. 25-30 for more details.
III. MODELING OF PDD OF THE RANGING DATA
In an outdoor environment with fog, the reflected light (i.e., laser) power from a standard Lambertian target, which is larger than the arrived laser spot size, is given by: 4,16,31
l is before the fog
l is in the fog
where P 0 is the initial transmit laser power, η e and η r are the transmittance of the laser beam at the source and receiver (Rx), respectively. O(l) is the overlap function, β fog (π) and β air (π) are the volume backscattered coefficients of the fog and air, respectively. τ int is the integration time of the lidar system, D is the aperture diameter of the Rx, α ext and α air are the extinction coefficients due to the fog and air, respectively. ρ t is the hemispherical reflectance of the standard Lambertian target. c is the velocity of light and l = ct/2 is related to the flight time of optical pulse. Therefore, the time-resolved output of the lidar system without the noise is given by:
where K is a scaling constant, which is related to the responsivity of the photodetector and the electrical amplifier gain. P e (t) is the instrument impulse response function, which can be measured at the Rx with no fog. In the literatures, a number of functions have been used to describe P e (t) including Gauss function, parabolic function and Heavy-tailed function. Here, we determine PDD of d ra (t), which is obtained using the laser radar, and has a received pulse shape y r (t) defined as:
(i) The Gaussian function -most commonly used to describe P e (t) and is given by: 19
(ii) The parabolic function -first proposed by Cain describes the laser echo pulse profile and is given by: 32
(iii) Heavy-tailed function -introduced by Steinvall, which has a asymmetric profile with rapid rising and slow falling edges, and is given as: 33 Fig. 1 is shows the received pulse with a FWHM of ∼20 ns for three profiles defined in (11) to (13), with the peak at a flight time t 0 of 31.5 ns. Note that, the parameters adopted are the same as the experimental ILR system.
The received signal is given as:
where n(t) is the additive white Gaussian noise (AWGN). For a time-of-flight laser radar, every single range event is independent of each other. According to the central limit theorem, any point s(t k ), which belongs to S(t), obeys the normal distribution and is given by: 34
where f (t k ) and σ n are the mean and standard deviation, respectively. For an imaging laser radar system with peak detection and a discrete sampling period T (with N number of total sampling points) using (14) and (15), the PDD model of the ranging data, which s(t k ) is the maximum value of S(t), can be expressed as:
To simplify (16) , the Gaussian error function is introduced to describe the cumulative PDF of Gaussian distribution as given by:
Substituting (17) into (16) we obtain:
In order to verify the accuracy of the PDD model, we have simulated the range finding for 10,0000 times, which is equivalent to 10s of laser radar operating at 10 kHz, recorded the corresponding time of the maximum value of the received signal and compared it with the predicted results using (18) with the results shown in Fig. 2 . The inset (a) in Fig. 2 depicts the simulated received signal y(t) . Note that, the AWGN has zero mean and a RMS voltage of 30 mv. The distance between the laser radar and the target was 8.1 m. In the simulation, the visibility of the fog was ∼300 m and the corresponding extinction and backscattering coefficient were 0.136 m -1 and 0.0031 m -1 sr -1 , respectively. The blue bar in the inset Fig. 2(b) is the statistical result of the simulation, which illustrates a good match with the predicted data (shown in red dots). Fig. 3(a) shows the schematic system block diagram of the proposed system, which is composed of the optical transmitter (Tx), optical Rx, indoor atmospheric chamber, and green laser. At the Tx we have used a semiconductor laser diode and an optical lens for compressing the output divergence angle. l 1 = 0.5m is the span between the laser radar and the fog chamber, l 2 = 5.5m is the chamber length, l 3 = 2.1m is the distance between the fog chamber and the target. The atmospheric chamber with a dimension of 550 × 30 × 30cm 3 was used in order to assess the link performance under fog conditions, see Fig. 3(b) . The fog was generated using a commercial water vaporizing machine and injected into the chamber, where its density and movement were controlled using a number of fans FIG. 3 . The proposed ILR system working in the fog chamber: (a) schematic system block diagram, and (b) experimental setup.
IV. EXPERIMENT SETUP
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AIP Advances 8, 025022 (2018) and ventilation outlets as in Ref. 35 . The output of the Rx, which is composed of a lens, an avalanche photodiode (APD) and a transconductance amplifier, was captured using a digital oscilloscope (Agilent DSO80604B) for offline processing using the LABVIEW. A green laser at λ of 543 nm and an optical power meter were used to measure the link visibility V to ensure a desirable correlation of the corresponding measured fog attenuations. However, under the homogenous fog condition (i.e., very small change in fog movement within the chamber) the fog induced attenuation is significant, which results in reduced V and ultimately a link failure. Doubling the propagation span within the chamber will compensate for the effect of small scale fluctuations, which optimizes the calculation of V and characterization of fog induced attenuation with improved accuracy. 25
V. RESULTS AND DISCUSSIONS
In this section, we present both predicted and measured results on the effect of fog on PDD of d ra (t) of ILR. Using an indoor atmospheric chamber it is possible to create almost the same fog conditions under a highly controlled environment and carry out measurements repeatedly, which is not possible in outdoor environments due to changing weather conditions. 8 To ensure reliability and consistency of the results, each experiment was conducted five times. All the key system parameters adopted in this work are given in Table I .
A. The predicted PDD of ranging data under different fog intensities
In intensity modulation -direct detection FSO systems, the most important noise sources are the signal and ambient induced shot noises n op (t), dark current shot noise n op (t), and the electronic noise n op (t), which needs to be considered in ILR systems. 14 The received signal is given by:
where f (t) is the time-resolved output. Note that, the ambient induced noise can be reduced using an optical filter, and n op (t) can be ignored since the received optical signal is relatively large (i.e., high signal shot noise particularly when using APD). Under a relatively clear atmospheric channel condition (i.e., a high visibility V of > 5 km), the SNR is high compared to the channel with fog for both cases of a link with the shot noise limit, and shot noise plus the electrical noise limit. With fog, the intensity of received signal (i.e., pulse) drops, which results in an enhanced extinction coefficient. Here, we first determine f (t) for a range of fog intensities using (13) and (14), and using (18) we obtain the PDD of n op (t) of ILR for a range of SNR.
Figs. 4-7 display PDDs of d ra (t) for ILR for a range of SNR (i.e., 1, 5, 15 and 30 dB) and received pulse width (FWHM), and y r (t) of Gaussian function, Parabolic function, and Heavy-tailed function. 
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As can be observed from Figs. 4-7, the PDD spread out with increasing values of the pulse width. For a given received pulse width, PDD is more concentrated on the real value of the distance for higher values of SNR. E.g., for a Gaussian shaped received pulse with a FWHM of 2 ns, see Fig. 4-7(a) , PDDs are very narrow, meaning that d ra (t) tend to be the actual distance value (i.e., 85.5 ns). Note that, at higher values of SNR PDDs are Gaussian for all the three y r (t). However, for lower SNRs (i.e., < 5 dB) the shape of PDD tends to be y r (t) with a wider width, thus indicating a reduced precision accuracy.
B. PDD of ranging data based on the approximate model with fogy
Although (18) can be used to determine accurately PDD of d ra (t) under fog conditions. However, it is difficult to obtain the exact result in a real time due to the complexity of the integral in (18) . For low values of SNR, see Fig. 5 , PDD of d ra (t) tends to be the same as y r (t). Here we take the approximate model based on the numerical calculation of (18) to determine the PDD as given by:
where f (t t o ) is the time-resolved output without noise of lidar system, which can be determined using (13) . ρ(t t o ) is the modulated Gaussian function (MGF) with mean of zero and variance of σ m .
In Fig. 8 we show the influence of SNR on the variance σ m of MGF for a range of y r (t) width based on (20) and using the parameters given in the Section V A. As can be seen, all plots almost have the same profiles decreasing and increasing with the pulse width of y r (t) and SNR, respectively. Note that, here σ m represent the dispersion experienced by d ra (t), and using the least square fitting it can be expressed as:
where a, b, c and d are the parameters relate to the width of y r (t), which are given in Table II along with the root mean square error (RMSE), and is the value of SNR. 
C. The experimental result of PDD of ranging data under different fog intensity
The measured flight time of the laser pulse, which has a maximum detection probability, is ∼85.5 ns. In our system the trigger delay of the circuit is ∼31.5 ns, in this case, and the real received time is 54 ns. Therefore, the distance between the laser radar and the target is 8.1 m, which is the FIG. 10 . The scanned scene of the ILR system with a dual galvanometer scanning system.
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AIP Advances 8, 025022 (2018) same as the experimental setup. The narrow and wide width of the probability density curve in Fig. 9 indicates higher and lower detection accuracies of d ra (t) for the laser radar, respectively. Fig. 9 illustrate the predicted PDD of d ra (t) as a function of the time of flight for a range of SNR and for three different pulse shapes. The short dash line with the corresponding color is the predicted result using the approximate model (i.e., Eq. (20)). As can be observed, the approximate model match well with the accurate data (using Eq. (16)) near the target location, even at lower values of SNR (i.e., < 5 dB), the inset, with only minor differences at both rising and falling edges. Note that, for both Gaussian and parabolic pulse shapes the approximated model underestimates the accurate model slightly. However, for heavy-tailed y r (t), the approximated model slightly overestimates and underestimates the accurate model at rising and falling edges. The symbol "x" with the corresponding color in Fig. 9 show the statistical result for the experimental data. Using an Agilent oscilloscope (DSO80604B) and LABVIEW, we record the echo pulse 2000 times at each values of SNR and then determined the time of flight of y r (t) using the peak detection method. Note that, the experimental result match well with the accurate and approximated models within the error margin of < 1 %.
D. The PDD model used to improve the precision of target ranging and imaging
In order to evaluate the effectiveness of the proposed PDD model, which is used to improve the precision of target ranging and imaging, a dual galvanometer scanning system was adopted to obtain a 128×128 pixel resolution scanned scene, as shown in Fig. 10 . We used a 42 m long corridor to test   FIG. 11 . The scanned scene of the target with a visibility of ∼120 m and the SNR of the received signal tends to 5 dB.
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AIP Advances 8, 025022 (2018) the proposed system performance under fog conditions. Fog was generated using a commercial water vaporizing machine and its density and distribution were controlled using two large fans placed along the corridor. The target (a person with a 1.8 m height) was positioned 21.75 m away from the ILR system. The system key parameters are given in Table I . Here, a square wave signal was used to trigger the laser diode, which results in an output pulse with a Gaussian profile. Note that, by changing the trigger waveform and adjusting the parameters of the pulse shaping circuit the desired output pulse profiles can be obtained. Fig. 11(a) shows the scanned scene of the target under moderate fog (i.e., a visibility of ∼120 m) and the SNR of 5 dB. Having determined the ranging distance l between the target and ILR, the specific coordinates of the target point can be obtained using the following equation:
where θ s and ϕ s are the scanning angles of the two mirrors for the dual galvanometer scanning system, respectively. Note that, since there is no obstacles close to the target, the target can be separated from the scanned scene. As shown in Fig. 11(b) , the depth of the target is within the range of 20 m to 24 m, which is considerably higher than the designed ranging accuracy of the ILR system of ±0.1 m. Note also that, the most important factor, which significantly affects the accuracy of target recognition, is fog. Here, we can use the priori estimation of PDD under fog conditions with a SNR of 5 dB, see Fig. 5 . We assume that the ranging data obtained in Fig. 11(b) at each scanning point obey the priori estimation of PDD and therefore choose the value of the ranging distance with a maximum probability as the final value. Figs. 11(c) and (d) show the predicted result for the ranging data, with the depth scanning points of the target of 21.75 ± 0.15 m, which is slightly larger than the designed ranging accuracy but much lower than the original ranging data.
VI. CONCLUSION
In this paper, we demonstrated the impact of fog on the PDD of ranging data of the ILR system. A physical model of the reflected laser pulses due to a standard Lambertian target was introduced and based on this a theoretical model of PDD of ranging data was developed under different fog conditions. We showed that the simulation results are in a good agreement with the predicted model. Considering the complexity of the theoretical model, an approximate model was proposed to determine the PDD of ranging data. The approximate model showed that PDD can be expressed as a product of the received pulse function and the modulated Gaussian function, which is related to the width of received pulse and the SNR. We showed that measured ranging data using ILR under fog conditions matched well with the both the exact and approximate models within the margin of error of < 1 %. The results reported can be used to offer a priori estimation of PDD of a laser radar under fog conditions and improve the precision of target ranging and imaging.
