Reduced basis methods are an efficient tool for significantly reducing the computational complexity of solving parametrized PDEs. Originally introduced for elliptic equations, they have been generalized during the last decade to various types of elliptic, parabolic, and hyperbolic systems. In this article, we extend the reduction technique to parametrized variational inequalities. First, we propose a reduced basis variational inequality scheme in a saddle point form and prove existence and uniqueness of the solution. We state some elementary analytical properties of the scheme such as reproduction of solutions, a priori stability with respect to the data, and Lipschitz-continuity with respect to the parameters. An offline/online decomposition guarantees an efficient assembling of the reduced scheme, which can be solved by constrained quadratic programming. Second, we provide rigorous a posteriori error bounds with a partial offline/online decomposition. The reduction scheme is applied to one-dimensional obstacle problems. The numerical results confirm the theoretical ones and demonstrate the efficiency of the reduction technique.
Introduction.
We consider efficient solution strategies for parametrized variational inequalities. Such problems can be obtained from variational formulations with additional constraints and play an important role in many applications. For any given parameter µ ∈ P ⊂ R p we are interested in finding a solution u(µ) of the following minimization problem: with X(µ) ⊆ V a closed convex nonempty set in a separable Hilbert space V , a(·, ·; µ) a symmetric, continuous, and coercive bilinear form, and f (·; µ) a continuous linear form. For X(µ) = V the above is a standard unconstrained optimization problem. Then, the first order optimality condition yields a simple linear system of equations for the solution u(µ). However, if X(µ) is a proper convex subset of V , the solution cannot be obtained from a simple linear system of equations. Quite often, the convex set can be characterized in terms of a dual cone M . Then (1.1) can be reformulated as a saddle point formulation which can be solved by primal-dual active set methods. For a background on variational optimization with constraints and some applications, we refer the reader to the monographs [8, 9, 14, 16] and the references therein. Assume now that the above problem must be solved in a multiquery or real-time context;
i.e., the computation of the solution is required to be extremely fast and/or has to be done for many parameters. For standard PDEs in variational form, reduced basis methods [2, 22] provide efficient tools for problem-specific dimensionality reduction. More precisely, instead of the full problem, which is typically infinite or rather highdimensional, a low-dimensional model is generated which can consequently be solved significantly faster for varying parameters. Many types of PDEs have been treated by this reduction technique during the last decade ranging from elliptic [22] to parabolic [10, 20] and hyperbolic equations [12] . So far, all results are restricted to equation systems and no additional inequality constraints are taken into account. We are interested in adapting these techniques to a class of variational inequality problems. We will reformulate our variational inequality as a saddle point problem that has some components similar to those of the Stokes system which has already been successfully treated with reduced basis methods; see, e.g., [17, 19, 21, 23] . We refer the reader to [5, 18] for an abstract saddle point theory and the important role of the supremizer operator. This article is structured as follows. In the next section, we give the elementary notation and definitions of the full and reduced problem in a saddle point formulation, its discrete formulation, and an offline/online decomposition. In section 3, we show consistency, boundedness with respect to the data, and Lipschitz-continuity with respect to the parameter. Section 4 is devoted to rigorous a posteriori error estimation based on equality and inequality residuals. However, due to the nonlinear nature of the inequality, we can currently provide only an incomplete offline/online decomposition for these error estimators. In section 5, we comment on various computational aspects for finite element discretizations with biorthogonal dual bases for the constraints. Finally, in section 6, we consider as a model problem a one-dimensional obstacle-type inequality. Numerical results illustrate the performance of the proposed method.
Reduced basis (RB) approximation of a variational inequality.
This section is devoted to the derivation of a general RB formulation for a standard variational inequality.
2.1. Notation. We briefly introduce the notation and assumptions which will be used throughout the paper. By V, W we denote two separable Hilbert spaces with inner products ·, · V , ·, · W and induced norms · V , · W . The set M ⊂ W is assumed to be a closed, nonempty, convex cone. We assume a(·, ·; µ) to be a uniformly continuous symmetric and coercive bilinear form on V × V for all µ ∈ P, where P ⊂ R p , p ∈ N, is the parameter domain. More precisely, the parameterdependent coercivity α(µ) and continuity γ a (µ) constants can be bounded for all µ ∈ P by 0 <ᾱ ≤ α(µ) and γ a (µ) ≤γ a < ∞, respectively. Moreover, we assume that a(·, ·; µ) is Lipschitz-continuous with respect to µ; i.e., for a suitable constant L a > 0 we have |a (u, v; 
Here · denotes a norm on R p , e.g., the Euclidean norm. We assume that the parameter-dependent linear forms f (·; µ) ∈ V , g(·; µ) ∈ W are uniformly continuous in µ; i.e., there exist constantsγ f ,γ g > 0 with f (·; µ) V ≤γ f and g(·; µ) W ≤γ g for all µ ∈ P. Furthermore, f (·; µ) and g(·; µ) are supposed to be Lipschitz-continuous with respect to µ; i.e., for suitable constants L f , L g > 0 it holds that f (·; µ) − f (·; µ ) V ≤ L f µ − µ and g(·; µ) − g(·; µ ) W ≤ L g µ − µ for all µ, µ ∈ P. Finally, b(·, ·) stands for a continuous bilinear form on V × W with continuity constant γ b > 0, which is inf-sup stable; i.e., there exists β > 0 such that inf η∈W sup v∈V b(v, η)/( v V η W ) ≥ β. We assume a separable parameter dependence in a(·, ·; µ), f (·; µ), and g(·; µ), i.e., the existence of parameter-dependent scalar functions θ q a , θ q f , θ q g : P → R, and of parameter-independent components, i.e., continuous symmetric bilinear forms a q (·, ·) and linear functionals f q (·) ∈ V , g q (·) ∈ W , such that a(u, v; µ) = Qa q=1 θ q a (µ)a q (u, v), and similar expansions for f and g, preferably with small Q a , Q f , Q g ∈ N.
Detailed problem definition.
From now on, we assume that the convex set X(µ) can be defined in terms of the convex cone M and the linear form g(·; µ), i.e.,
The proofs of existence and uniqueness are well known; see, e.g., [9] . A notable and frequently used property of the solution (u(µ), λ(µ)) is
which is obtained by using η = 0 and η = 2λ(µ) as test functions in SP (µ). Note that the problem SP (µ) can be the analytical problem in infinite-dimensional spaces or the discretized problem in finite-dimensional spaces of high dimension. In the case of finite-dimensional spaces V = span{ψ i , i = 1, . . . , H V } and W = span{χ i , i = 1, . . . , H W }, we denote by H V and H W the dimension of V and W , respectively. In our numerical tests, we use conforming finite elements for V and for W having the same dimension H := H V = H W . As we will see, the case Q a = 1 is of special interest. In that situation, we have a(u, v; µ) = θ 1 a (µ)a 1 (u, v) with θ 1 a (µ) ≥ θ min > 0 and a 1 (·, ·) being symmetric and coercive. By dividing the first equation of SP (µ) with θ 1 a (µ) we obtain an equivalent problem with nonparametric a(·, ·) and correspondingly scaled f (·; µ) and λ(µ). Hence, for the analysis of the case Q a = 1 we can always assume without loss of generality that a(·, ·) and therefore α, γ a are nonparametric. Recall that b(·, ·) is nonparametric by definition. We introduce the operators A :
Reduced problem definition.
We now derive from the saddle point formulation of Definition 2.1 a corresponding RB method. Let S = {µ 1 , . . . , µ NS } ⊂ P denote a finite parameter sample set of N S parameters and (u(µ i ), λ(µ i )) ∈ V × M the corresponding solutions of SP (µ i ), the so-called snapshots. We consider different choices of a reduced dual space W N := span{ξ i } NW i=1 and reduced closed convex cone 
N is reasonable only for problems where the dual snapshots are expected to have a small domain of support. For example, in case N S = 1 and a single dual multiplier λ(µ 1 ) of global support, we obtain W (2) N = W and hence N W = H W , which certainly cannot be considered as being "reduced." The set J can simply be found as the union of all indices of nonzero degrees of freedom of the dual snapshots.
For formulating the reduced scheme, it remains to give a definition of the reduced space V N for the primal variable. For this space, we also consider different choices:
1. Pure primal snapshots: The naive choice for the reduced primal space is given by
2. Enrichment by supremizers: This choice is motivated by [21] (2.5) V
(2)
3. Enrichment by a priori solutions: If Q a = 1, an attractive alternative option is
4. Enrichment by unconstrained solutions: If Q a = 1, we can also set
We quite often neglect the upper index (l), l = 1, 2, 3, 4, set N V := dim V N , and denote the basis of V N by {ϕ i } NV i=1 . We point out that the subscript N does not stand for the dimension but indicates only that the quantity is connected to a reduced problem. In the following, we use some further notation: given an element w, we denote its coefficient vectors by w when dealing with the reduced basis and by w when considering its representation in the high (finite-)dimensional spaces. Moreover, from time to time, we omit the µ-dependence.
The goal of an RB scheme is the computation of parameter-dependent solutions .
The following proposition shows that the pairing (V N , W N ) inherits its inf-sup constant from the pairing (V, W ), and thus SP N (µ) has a unique solution for V N = V 
Thus existence and uniqueness are guaranteed.
Proof.
is a special case of Lemma 3.1 in [23] , here with a nonparametric form b(·, ·). If Q a = 1, we assume without loss of generality (w.l.o.g.) that a(·, ·) is nonparametric and obtain by the fact that (u(µ i ), λ(µ i )) solves SP (µ i )
Then, the definition of the operators yields
By linearity, this implies that Cη N ∈ V (i) N , i = 3, 4, for all η N ∈ W N . Using the norm equivalence on V gives by a straightforward computation
No stability statement can be given for the choice V (1) N in (2.4). One can even explicitly construct pathological cases, where the uniqueness is not valid: Assume a simple example of N S = 1, µ 1 ∈ P, and g(·; µ 1 ) = 0. Then, the solutions u(µ 1 ), λ(µ 1 ) are b-orthogonal, i.e., b(u(µ 1 ), λ(µ 1 )) = 0, which is obtained from (2.1). If we assume a definition of reduced spaces without supremizer, i.e., V N := span{u(µ 1 )}, M N := {sλ(µ 1 ), s ∈ R + 0 } ⊂ W N := span{λ(µ 1 )}, this implies two conceptual problems: First, the solution u N (µ 1 ) of SP N (µ) is not constrained in any way, and hence we solve an ordinary unconstrained PDE. Second, we lose the uniqueness of solutions, due to the lack of the inf-sup stability. Any (u N , λ N ) := (u(µ 1 ), sλ(µ 1 )) for s ∈ R + 0 is a solution of SP N (µ 1 ). Still, in practice the choice (2.4) may lead to an inf-sup stable and very accurate scheme, but the inf-sup stability constants can possibly be arbitrarily small.
Remark 2.5. If Q a = 1, the choices (2.6) and (2.7) are possibly computationally attractive alternatives to (2.5) . First, in the case of N W Q f , the Q f a priori solutions for the enrichment in (2.6) are considerably less costly than the N W supremizer functions in (2.5). Second, the constrained solution is often calculated in terms of an iterative solver which uses as initial guess the solution Af (·; µ i ) of the unconstrained system. Thus no additional cost at all is then required in (2.7). We highlight some interesting relations between the V
N . Equality holds as soon as V
N are all identical for i = 2, 3, 4.
Algebraic formulation.
In order to formulate a discrete matrix inequality problem, we introduce matrices and vectors
We then obtain the following algebraic form of SP N (µ). Lemma 2.6 (algebraic reduced basis saddle point problem DSP N (µ)). The
is equivalently characterized by the matrix inequality system
Proof. Equations (2.8)-(2.10) are easy to verify in terms of the definition of the reduced dual cone M N . By setting η = λ N (µ)±λ N,i λ N (µ i ), we get the componentwise complementarity condition
T N u N (µ) and thus (2.11).
We point out that u N (µ) is unique, whereas the uniqueness of λ N (µ) cannot be guaranteed due to the possible linear dependence of the elements ξ i . However, all solutions of the coefficient vector λ N (µ) represent the same solution function λ N (µ) ∈ M N .
Offline/online decomposition.
The parameter dependence of a(·, ·; µ), f (·; µ), and g(·; µ) introduced in the previous section transfers into an offline/online decomposition of DSP N (µ). In the offline-phase, we compute the parameter-independent matrices and vectors A
∈ R NW for q ranging between 1 and Q a , Q g , Q f , respectively. In the online-phase we assemble the parameterdependent matrices and right-hand sides
and solve the discrete reduced problem DSP N (µ). The advantage of the method appears in the case H W , H V N V , N W : As all matrices and vectors involved in the online-phase are low-dimensional, the reduced online-phase will be considerably faster than the high-dimensional problem solution.
Theoretical results.
In this section, we comment on some analytical aspects, namely a consistency result, stability, and Lipschitz-continuity. For all subsequent analytical statements, we assume that V N and W N are chosen such that b(·, ·) is inf-sup stable on V N × W N . Some sufficient conditions on this have been given in Proposition 2.4.
Reproduction of solutions.
Here we state a consistency result which shows that detailed solutions are recovered by the reduced scheme if the corresponding snapshots are contained in the reduced spaces. This could also be formulated as a corollary of the a posteriori error analysis of section 4, but a direct proof is more elegant and elementary.
Boundedness.
Next, we show that the solutions are bounded by the data functions of the saddle point problem. Note that, as is typical in RB methods, the analogous result holds for the detailed solution by exchanging the constants. The following a priori result is similar to that for standard variational inequality problems [9] . The continuity and a posteriori analysis of the RB method depends on those, and therefore we recall the details. Proposition 3.2 (a priori stability estimates). Let (V N ,W N ) be an inf-sup stable pairing. Then, the solution (u N (µ), λ N (µ)) of SP N (µ) is uniformly bounded with respect to µ:
Proof. We start with the proof of (3.2).
where the last inequality follows from the uniform continuity of f (·; µ) and a(·, ·; µ). Hence
and (3. 2) follows as soon as (3.1) is established. The complementarity (2.1) also holds for the reduced solution, i.e., b(u N , λ N ) = g(λ N ). In terms of coercivity and continuity, we get
Inserting (3.3) and rearranging the terms, we conclude with
We observe that p, q ≥ 0, the quadratic equation
Lipschitz-continuity.
In this section, we are interested in some regularity results of the solutions with respect to the parameter. As we will show, Lipschitzcontinuity of the reduced solutions holds under the assumption of Lipschitz-continuity of the data with respect to µ. This result represents an extension of the Lipschitz statement for the linear elliptic case [7] to our nonlinear saddle point problem.
with constants independent of µ, µ :
Here L a , L f , and L g are the Lipschitz-constants of a(·, ·; µ), f (·; µ), and g(·; µ), and γ u is defined by (3.1). Proof. We assume µ, µ ∈ P and introduce some abbreviations (with slight abuse of notation) to facilitate the readability:
Using the boundedness of u due to Proposition 3.2, we obtain
Now, the inequality of the saddle point problem yields
Then, the coercivity in combination with
Using the boundedness of u , this simplifies to
Inserting (3.8) and rearranging the terms gives
We argue as in the proof of Proposition 3.2: Using that the left-hand side is of the form x 2 − 2C 1 µ − µ x − C 2 µ − µ 2 and has real roots x 1 ≤ x 2 , we conclude that u − u V < x 2 , which proves (3.4) . Inserting the last result in (3.8) finally gives (3.5).
A posteriori error analysis.
In this section, we focus on the efficient control of the reduction error by a posteriori error estimators. Adaptive techniques based on a posteriori error estimators play an important role in enhancing the performance of finite element discretizations. For abstract variational inequalities in the context of finite elements, we refer the reader to [1, 4] and note that, in general, the lower bound is problematic. Also in RB methods, a posteriori error bounds can be applied in adaptive basis enrichment schemes, such as the greedy algorithm [3, 6, 7, 11, 24] .
Preliminaries.
We start by introducing suitable functionals which characterize the error of the reduced solution. First, we define the equality residual r(·; µ) ∈ V by
Next, we quantify the inequality error by an inequality residual s(·; µ) ∈ W with
The residual r(·; µ) represents the right-hand side of the error-equation, i.e.,
Equality and inequality residuals can be quantified on V N and M N by
Moreover, we point out that for the special case of u N (µ) = u(µ) and λ N (µ) = λ(µ) we have r(v; µ) = 0 and s(η; µ) ≤ 0 for all v ∈ V, η ∈ M . Hence, the deviation from this equality/inequality gives information about the error and needs to be controlled. In order to quantify the error, we first introduce the Riesz-
Additionally, we denoteη s (µ) ∈ W to be the Riesz-representer of the detailed inequality functional defined by
These ingredients also are required for RB error estimation for the Stokes problem [19] . We point out a major difference to this procedure: The incompressibility condition is an equality constraint, and its violation can be measured by a pressure residual (corresponding to our s (·; µ) ). Therefore, s W is a straightforward error estimator component. In our case we cannot do this due to the inequality. We obviously would correctly penalize if s(η; µ) > 0 for some η ∈ M as desired, but we would also penalize s(η; µ) < 0, which is not necessary. Hence, we need to cope with the inherent nonlinearity induced by the inequalities. For this, we require a projection π : W → M which we assume to be an orthogonal projection with respect to a scalar-product ·, · π on W endowed with the induced norm η π := η, η π being equivalent to the W -norm via c π η W ≤ η π ≤ C π η W for suitable constants 0 < c π ≤ C π . Moreover, we assume that π satisfies the following properties:
For example, these conditions are met by standard orthogonal projections with ·, · π = ·, · W . Other problem specific choices will be given in section 5. However, note that such a projection operator will in general be nonlinear. We state a connection between the primal and dual error, which will be used for the a posteriori error estimators. 
Proof. The inf-sup stability of b(·, ·) guarantees the existence of an v ∈ V, v = 0, such that with (4.3)
and the result follows.
A posteriori error estimators.
We can now present a posteriori error bounds.
Proposition 4.2 (upper a posteriori error bound). For any µ we define the residual estimators
Then, the RB errors can be bounded by
with constants
Proof. We note that (4.14) is a direct consequence of (4.13) and (4.9). Hence, it remains to show (4.13). Using coercivity, the error-equation (4.3), b(u, λ N − λ) ≤ g(λ N − λ), the definitions of the residuals, and λ, η s − π(η s ) W ≤ 0 leads to
Inserting (4.9) yields
Using the same argumentation as in previous proofs, i.e., bounding the error by the largest root of the corresponding quadratic polynomial, gives the bound (4.13). We briefly comment on the different terms in the upper bound. In the ideal case of u N (µ) = u(µ), λ N (µ) = λ(µ) we obtain δ r (µ) = δ s1 (µ) = δ s2 (µ) = 0 by (4.7). Then, the error bounds also yield Δ u (µ) = Δ λ (µ) = 0, identifying exact approximation a posteriori, i.e., in the online-phase.
Let us assume an unconstrained case of λ N (µ) = 0 and b(u N (µ), η) ≤ g(η; µ) for all η ∈ M . Then, it is easy to see that δ s1 (µ) = δ s2 (µ) = 0, and we perfectly reproduce the tight a posteriori bound for the elliptic equations of [22] : Δ u (µ) = r V α(µ) . An interesting fact is that the equality residual can be observed to vanish in certain situations. Proposition 4.3 (vanishing equality residual). Let Q a = 1, and let the reduced primal space V N be chosen as (2.6) . Then, we obtain r(·; µ) = 0.
Proof. Again, w.l.o.g., let a(·, ·) be nonparametric; then the definition of the equality residual and of the operators A and C yield
Therefore, z = 0, and consequently r(v) = a(0, v) = 0, v ∈ V .
The residuals not only provide an upper bound for the error in Proposition 4.2 but also yield lower bounds.
Proposition 4.4 (lower a posteriori error bounds). For any µ ∈ P the following lower bounds for the reduction error hold:
Proof. Thanks to the error-equation (4.3), we obtain with the Riesz-representation
which gives (4.15).
We note that orthogonal projections on convex sets have Lipschitz-constant one. Thus (4.7) and the norm-equivalence on V guarantee
For the last term we continue with
from which we can conclude (4.16).
The lower bound (4.17) follows from (4.16) and the observation that δ s2 ≤ γ λ π(η s ) W .
Remark 4.5. A closer look at the lower and upper bounds given in Propositions 4.4 and 4.2 reveals a gap. In the upper bound the term √ δ s2 enters, whereas in the lower bound the term δ s2 appears. This results from the variational inequality setting.
Remark 4.6. We point out that the lower bounds strongly depend on the constants c π and C π . If we choose ·, · π := ·, · W , these are independent of the discretization C π = c π = 1, but then the evaluation of π has the same complexity as the original problem. To reduce the computational cost, alternative scalar products can be selected, but then C π /c π possibly depends on the high dimension H W and is possibly quite large. In that case, the lower bounds are not very informative.
We close this section with a short comment on the decomposition of Δ u (µ), Δ λ (µ). In contrast to a posteriori estimators in many other RB methods, these are currently not fully decomposable in an offline/online fashion due to the nonlinear projection. To be precise, the δ r can be fully decomposed similarly as for standard RB problems. But for computation of the more relevant quantities δ s1 , δ s2 we cannot avoid computing the high-dimensional projection π. Still, the evaluation of the error estimators is much cheaper than solving the detailed problem, as will be demonstrated in the experiments.
Implementational aspects.
In this section, we comment on computational aspects that are required for the realization of the reduced scheme and our experiments. Quite often W is the dual space of a finite-dimensional V which simplifies some computations, as the dimensions coincide, and the inner products are related.
Solution of the detailed and reduced problem.
In practice it is quite common to choose the basis of W such that the matrix associated with b(·, ·) has a simple diagonal form; this property is often referred to as biorthogonality. This makes the use of a primal-dual active set strategy for the high-dimensional problem associated with the snapshots computationally attractive; cf. [13, 15] .
For the reduced problem (2.8)-(2.11), different solvers such as interior point methods, SQP, and penalty techniques can be applied. Here, we do not require a special biorthogonalization of the basis of V N with respect to the vectors spanning M N . Hence, we accept that the matrix B N is now possibly dense. It is easy to show that the solution of DSP N (µ) is equivalent to the solution of a constrained convex quadratic optimization problem; cf. the variational minimization problem (1.1).
Remark 5.1 (discrete quadratic program DQP N (µ)). The solution vectors (u N (µ), λ N (µ)) of DSP N (µ) are equivalently obtained as solution of a constrained convex quadratic optimization problem. In particular, u N (µ) is the unique minimizer of (5.2) and λ N (µ) is a nonnegative vector of Lagrange multipliers in the optimum, i.e.,
Hence, any off-the-shelf quadratic optimization routine using Lagrange multipliers can be used to compute u N (µ) and λ N (µ). Note that we did not assume linear independence of the dual snapshots in the construction of the reduced cone. Therefore, the inequality system may have linearly dependent rows. As mentioned above, this may lead to a nonunique vector λ N but a unique function λ N (µ).
Choice of the projection for the case W = V .
For the special case of W = V , we could use the ·, · W inner product and the corresponding orthogonal projection for the error estimators. Here, for computational simplicity we use a different projection. First, we make some further assumptions on the problem. We suppose that W is endowed with a basis {χ i } i such that M can be written as
For obstacle-type problems this is natural to hold in the finite element setting, since {χ i } HW i=1 can be chosen as a dual basis of {ψ i } HV i=1 . We then have H V = H W =: H with the inner product matrices
. These matrices allow us to compute inner products and norms as required in the a posteriori error bounds. For instance, for any η, η ∈ W with coefficient vectors η, η ∈ R H we have η, η W = η T M W η . In the case of W = V one can even verify that M W = (M V ) −1 . If M V is an M -matrix, which is typical for finite element discretization spaces, one can even guarantee that M W has nonnegative entries. We define π : W → M as follows: We define an alternative inner product on W by η, η π := η T (M W ) 2 η . Symmetry, bilinearity, and positive definiteness are obviously inherited from the inner product of W . One can verify that π from (5.3) is the orthogonal projection on M with respect to ·, · π and that it satisfies the assumptions (4.6)-(4.8). Therefore, π can be applied in the a posteriori error bounds. We note that the dense matrix M W which enters formally in the definition of π is not required to evaluate δ s1 and δ s2 . By definition (4.11), (4.12), we have
We observe that this equivalent representation of δ s1 and δ s2 shows directly that these contributions are equal to zero if the reduced solution u N (µ) ∈ X(µ), and thus these terms can be regarded as a measure for the violation of the constraint.
Numerical results.
In this section, we test our approach on some obstacle type examples in one dimension. We consider an "elastic" rope hanging over a surface that may cause contact. Our setting is as follows: The domain Ω = (0, 1) is discretized with a uniform mesh of step size Δx := 1/K for K ∈ N. For the discrete function space V , we use standard conforming nodal first order finite elements V := {v ∈ H 1 0 (Ω)|v |[x k ,x k+1 ] ∈ P 1 , k = 0, . . . , K − 1} of dimension H V = H W = H := K − 1 = 201 with x k := kΔx. We associate the basis function ψ i ∈ V with its Lagrange node x i ∈ Ω, i.e., ψ i (x j ) = δ ij , i, j = 1, . . . , H. The discretization of the Lagrange multipliers is performed using a dual finite element basis of W = V . The cone M is defined by M := span + {χ i } H i=1 . We want to consider the case Q a = 1 and Q a > 1 separately and illuminate different aspects. For this we introduce the following two models.
Model I, Q a = 1. We choose the parameter domain P := [0.001, 0.01] ⊂ R. The parameter vector is a scalar parameter µ = (μ). The bilinear forms a and b are given by
with ν(µ)(x) = μ, which characterizes the "elasticity" of the rope. As we use a dual finite element basis, the matrix B = (b(ψ i , χ j )) H,H i,j=1 corresponding to the bilinear form b(·, ·) is a multiple of the identity. The right-hand-side functional f corresponds to gravity and is nonparametric:
The obstacle is given as
with a parameter-independent barrier function h(x) = 5x − 10.
Model II, Q a > 1. To get a more complex example, we modify Model I by increasing the parameter dimension and replacing the barrier and the elasticity function. The parameter domain is now P := [0.05, 0.25] × [−0.05, 0.5] ⊂ R 2 , and the parameter vector consists of a pair of parameters µ = (μ 1 , μ 2 ). We choose the elasticity ν(µ)(x) = μ 1 Ind [0,1/2] (x) + ν 0 Ind [1/2,1] (x), where we denote the characteristic function of an interval Γ by Ind Γ . We use the fixed value ν 0 = 0.15. This gives rise to Q a = 2 components in the bilinear form a(·, ·; µ) corresponding to the two subinterval integrals. We choose a parameter-dependent obstacle functional g(·; µ) defined as above using the barrier function
We keep the parameter-independent functional f (·) and bilinear form b(·, ·) as in Model I.
Examples of numerical solutions.
We want to demonstrate the basic behavior of the RB scheme. In Figure 6 .1 (left and middle columns), we present examples of primal and dual RB solutions for Model II while varying the two parameters. Similar visualization results can be obtained for Model I.
In the offline-phase, we compute the snapshots, i.e., a set of detailed solutions of our obstacle problem corresponding to various values µ i of the parameter µ. The reduced basis {ϕ i } NV i=1 is taken as an orthonormal family of V N = V
N given by (2.5). The dual reduced space is chosen as W N := W (1) N from (2.2). In our test, we consider N S = 25 values of µ taken on a 5 × 5 grid composed of uniformly distributed points. Thanks to a standard singular value decomposition routine, we extract from the family {u(µ i ), Bλ(µ i )} an orthonormal basis using the eigenvectors of the corresponding correlation matrix associated with eigenvalues larger than a tolerance T ol = 10 −8 . As a consequence, N V = 32 vectors are considered as reduced basis for the primal variable.
An example of the exact and reduced solutions corresponding to the (nonsnapshot) parameter µ * = (0.075, 0.4) T is depicted in the right column of Figure 6 .1. We see that the reduced and exact primal solutions u N (µ * ) and u(µ * ) show almost no difference. However, we observe a difference between the reduced and exact dual solutions λ(µ * ) and λ N (µ * ). This is quantified by introducing the error measures e u (µ) := u(µ) − u N (µ) V and e λ (µ) := λ(µ) − λ N (µ) W and evaluating e u (µ * ) = 0.031626 and e λ (µ * ) = 0.002891 corresponding to the norms u(µ * ) V = 1.749663 and λ(µ * ) W = 0.126907. Note that in particular with α(µ * ) = 0.075, β N = 1, γ a (µ * ) = 0.15, and r V = 10 −14 the inequality (4.9) can be verified numerically.
We illustrate examples of vectors spanning the reduced space V N and the cone M N in Figure 6 .2. We observe that the supremizers are piecewise linear outside the support of the corresponding dual snapshots.
Efficiency of the method.
We want to quantify the efficiency of our method with respect to different aspects. We first consider Model I and investigate the error decay with growing number of snapshots N S . For this, we construct reduced bases corresponding to an equidistant choice of N S parameters from P. For the primal basis we include the supremizers and hence compute V N = V (2) N according to (2.5) . For the dual reduced space, we choose W N = W (1) N from (2.2) . For each reduced model, we determine the maximum error over a test-set F of 250 parameters given as the vertices of a fine uniform grid over P. The results are depicted in Figure 6 .3. This numerical example exhibits a nice decay of both the error and the error estimators with growing sample size N S . Similar error convergence investigations can be obtained for Model II; we return to this point in section 6.3. Note also that the effectivity of the error estimators can be validated by the diagrams. The error estimators are rigorous upper bounds on the error, and only a slightly growing factor of about 6 is observed in overestimation. To quantify this we also compute the values of the effectivities η u := max µ∈T (Δ u (µ)/e u (µ)) and η λ := max µ∈T (Δ λ (µ)/e λ (µ)). The results are presented in the right part of Figure 6 .3. Note that in the setting of Model I, it can be easily proven that Δ u /e u = Δ λ /e λ , which is reflected in the effectivities. Additionally, the table confirms the final observation in Remark 2.5 as we consistently obtain N V = N W + 1 due to Q f = 1.
To highlight the effect of adding the supremizers in the definition of V N , we compare our results with V N = V (1) N = span{u(μ i )}, i.e., the space of snapshots without enrichment. In a first test, we compute for both settings the inf-sup constant β N for various values of N S . For Model I the bilinear form a(·, ·; µ) is proportional to the scalar product on V and Q a = 1. From Remark 2.5 it then follows that (2.5)-(2.7) yield the same space and that V N compared to the naive choice is at most enriched by one element. The results are given in the left part of Figure 6 .4. In this example, the supremizers greatly improve the stability of the method, and we verify the theoretical findings of β N ≥ β = 1 for V N = V (2) N . Second, we compare the computational cost of the solver. Numerically, the number of iterations required to solve the reduced problem during the online-phase increases linearly with respect to N in both cases; see the right part of Figure 6 .4. However, in the case of (2.4), the slope is roughly two times bigger than in the case of (2.5).
Let us emphasize that in this example the inclusion of the supremizer functions does not improve the accuracy of the reduced solutions. This may be explained by the fact that the supremizers do not necessarily represent valuable solution structure, as they are in some sense unphysical. But as indicated by Figure 6 .4, the inf-sup constants and the number of iterations indeed improve by this space extension.
In a further test, we illustrate the runtime performance of our RB scheme compared to a parameterwise computation of the detailed solution. We evaluate the Without supremizer enrichment, V actual acceleration due to our RB method, we measure the respective computation times of the offline-and online-phases, and we compare them to the time required by a standard method. More precisely, we define the following: • t 1 : Computation time for one fine scale solution, i.e., time required to determine (u(µ i ), λ(µ i )). This time is closely related to the performance of the primal-dual active set strategy and depends on the dimensions of V and W . • t 2 : Offline-phase computation time, i.e., time corresponding to the snapshot computation, determination of the supremizers, the orthogonal basis (ϕ i ) NV i=1 , the matrix components A q N and B N , and the vector components f q N and g q N . • t 3 : Online-phase computation time, i.e., time required to assemble the matrix A N (µ) and vectors f N (µ) g N (µ) and to solve the reduced saddle point problem in order to determine (u N (µ), λ N (µ)). • t 4 : Runtime for evaluation of the a posteriori error estimators. We present average time measurements over 150 runs for Model I and different basis sizes in Table 6 .1. The last column corresponds to the asymptotic speedup obtained when dealing with a large number L of simulations, i.e., L·t1 t2+L·t3 ≈ t1 t3 . We see the advantage of the RB scheme in a clear acceleration. The a posteriori error estimators are also considerably cheaper than a full detailed solution, as can be seen in the large ratio of t 1 /t 4 . Note that the reduction of the number of solver iterations by using supremizers leads to an improved runtime, although the space extension gives rise to larger reduced problems. We conclude that the use of supremizers is an option for a guaranteed stable scheme, but does not necessarily imply an accuracy improvement. Not using supremizers may be a practical option which still gives good results, though without stability guarantee. 
RB generation with the greedy algorithm.
In a last test, we use the greedy algorithm [24, 7, 11, 6, 3] for adaptive basis generation based on the a posteriori estimators Δ u and Δ λ described in section 4 to compute a relevant basis. In this procedure, we sequentially enrich the current basis with the snapshot corresponding to the parameter value that maximizes an error indicator Δ(µ), e.g., Δ(µ) := ω u Δ u + ω λ Δ λ with some weights ω u , ω λ ∈ R + . The algorithm reads as follows.
Algorithm 1. Input: N max ∈ N, accuracy ε tol , initial sample µ 1 , training set T ⊂ P.
(d) define ε := max µ∈T Δ(µ) and µ k+1 := arg max µ∈T Δ(µ) 3. until ε < ε tol or k ≥ N max 4. set N S := k and return reduced bases
Only N S detailed problems are solved (during step 2(b)). Additional manipulations of high-dimensional vectors are done only in step 2(c) to compute the supremizers and the orthogonal basis and in step 2(d) when computing the projection π required to evaluate the a posteriori estimator ω u Δ u (µ) + ω λ Δ λ (µ). In our case V = W , and this projection consists in applying a componentwise minimum; cf. section 5.2. All other computational steps involve reduced problems typically of small dimension.
In our test, we use Model II, as a higher-dimensional parameter space promises more interesting parameter dependence. As initial value, we set µ 1 = (0.15, 0.225) T , which is the center value of the parameter rectangle. We set the weights for the error estimator Δ(µ) as ω u = ω λ = 1. We compare the following different basis generation procedures. The reduced basis associated with the coarse grid C of 5 × 5 = 25 uniformly distributed points in P is denoted by B u . Further, B Δ stands for the reduced basis resulting from Algorithm 1 using the a posteriori error estimator Δ(µ) with N max = 25. The training grid T we use is composed of 17 × 17 = 289 uniformly distributed points. The basis obtained by the greedy algorithm using the true error as selection measure, i.e., Δ(µ) is replaced with ε N (µ) := ω u e u (µ) + ω λ e λ (µ), is denoted by B e . The latter basis generation procedure is computationally expensive for high-dimensional problems, but it is included as a reference method. In all cases we obtain N S = 25 snapshots and determine the error ε N on a fine test grid F of 33 × 33 = 1089 uniformly distributed points. The results are depicted in Figure 6 .5. We observe that the error for training samples indeed is zero; see Propositions 3.1 and 4.4. The greedy procedure results in overall lower errors, in particular for the low μ 1 value range, as it is able to adaptively locate snapshots in this critical region. The maximal error ε N and its components e u ,e λ are significantly reduced, which is shown in Table 6 .2.
In this example, the accuracy ε N = 0.045450 is obtained using the uniform grid C with N S = 25 snapshots and a reduced primal space of dimension N V = 32. When using the greedy algorithm with the a posteriori error estimators, the same accuracy is obtained with N S = 18 snapshots, and the corresponding basis B Δ contains in this case N V = 35 vectors. The a posteriori error estimators indeed seem to be good substitutes for the true errors in the greedy algorithm.
The pictures in Figure 6 .6 show the benefits of the choices W
N and W
N . We plot the decrease of the maximum error ε N over the train and test-set along the iterations of the construction of B Δ . Note that a model with error O(10 −1 ) in this example is to be considered as practically good; cf. the example error values in section 6.1. While the first curve using W (1) N is within the spirit of RB techniques and is thus very attractive from the computational point of view of solving low-dimensional systems, it may result in a reduced convergence rate for larger dimensions. On the other hand, the second approach W (2) N yields extremely good approximation properties but may yield large systems to solve; cf. Remark 2.2. The four indicated points correspond to (N S , N W , N V ) = (1, 12, 13), (2, 52, 54), (3, 59, 62), (4, 59, 63), and hence each of the few greedy extension steps increases N W (and N V ) considerably, as all detailed basis vectors are selected that belong to the support of the snapshots. We expect W (2) N to work well in case of, e.g., contact problems in two or three space dimensions, where the Lagrange multiplier space is associated only with the boundary of the computational domain. Then, the finite element space dimension H W , and herewith N W , is guaranteed to be much smaller than H V . Procedures combining the good error convergence of W (2) N with the low dimension increase of W (1) N will be the subject of further investigation. Overall, the results indicate that the greedy algorithm is a procedure leading to compact bases, also in our case of variational inequalities.
