Random walks on a graph reflect many of its topological and spectral properties, such as connectedness, bipartiteness and spectral gap magnitude. In the first part of this paper we define a stochastic process on simplicial complexes of arbitrary dimension, which reflects in an analogue way the existence of higher dimensional homology, and the magnitude of the high-dimensional spectral gap originating in the works of Eckmann and Garland.
Introduction
There are well known connections between dynamical, topological and spectral properties of graphs: The random walk on a graph reflects both its topological and algebraic connectivity, which are reflected by the 0 th -homology and the spectral gap, respectively.
In this paper we present a stochastic process which takes place on simplicial complexes of arbitrary dimension and generalizes these connections. In particular, for a finite d-dimensional complex, the asymptotic behavior of the process reflects the existence of a nontrivial (d − 1)-homology, and its rate of convergence is dictated by the (d − 1)-dimensional spectral gap † . The study of the process on finite complexes occupies the first half of the paper. In the second half we turn to infinite complexes, studying the high-dimensional analogues of classic properties and theorems regarding infinite graphs. Both in the finite and the infinite cases, one encounters new phenomena along the familiar ones, which reveal that graphs present only a degenerated case of a broader theory.
In order to give a flavor of the results without plunging into the most general definitions, we present in §1.1, without proofs, the special case of regular triangle complexes. A summary of the paper and its main results both for finite and infinite complexes is presented in §1.2.
This manuscript is part of an ongoing research seeking to understand the notion of highdimensional expanders. Namely, the analogue of expander graphs in the realm of simplicial complexes of general dimension. Here we discuss the dynamical aspect of expansion, i.e. asymptotic behavior of random walks, and its relation to spectral expansion and homology. In a previous paper we studied expansion from combinatorial and isoperimetric points of view [PRT12] . The study of high-dimensional expanders is currently a very active one, comprising the notions of geometric and topological expansion in [Gro10, FGL + 10, MW11], F 2 -coboundary expansion in [LM06, MW09, DK10, GW12, SKM12] , and Ramanujan complexes in [CSŻ03, Li04, LSV05] . We refer the reader to [Lub13] for a survey of the current state of the field. † The high-dimensional spectral gap originates in the classic works of Eckmann [Eck44] and Garland [Gar73] , and appears in Definition 2.5 here.
Example -regular triangle complexes
First, let us observe the 1 2 -lazy random walk on a k-regular graph G = (V, E): the walker starts at a vertex v 0 , and at each step remains in place with probability 1 2 or moves to each of its k neighbors with probability 1 2k . Let p v0 n (v) denote the probability of finding the walker at the vertex v at time n. The following observations are classic:
(1) If G is finite, then p v0 ∞ = lim n→∞ p v0 n exists, and it is constant if and only if G is connected.
(2) Furthermore, the rate of convergence is given by
where λ (G) is the spectral gap of G (the definition follows below).
(3) When G is infinite and connected, the spectral gap is related to the return probability of the walk by We recall the basic definitions: the Laplacian of G, which we denote by ∆ + , is the operator which acts on R V by
(where ∼ denotes neighboring vertices). If G is finite, then its spectral gap λ (G) is defined as the minimal Laplacian eigenvalue on a function whose sum on V vanishes. When G is infinite, its spectral gap is defined to be λ (G) = min Spec ∆
(for more on this see §3.1).
Moving one dimension higher, let X = (V, E, T ) be a k-regular triangle complex. This means that E ⊆ V 2 (i.e. E consists of subsets of V of size 2, the edges of X), T ⊆ V 3 (the triangles), every edge is contained in exactly k triangles in T , and for every triangle {u, v, w} in T , the edges forming its boundary, {u, v}, {u, w} and {v, w}, are in E.
For {v, w} ∈ E we denote the directed edge
• by [v, w] , and the set of all directed edges by E ± (so that |E ± | = 2 |E|). For e ∈ E ± , e denotes the edge with the same vertices and opposite direction, i.e. The following definition is the basis of the process which we shall study: Definition 1.1. Two directed edges e, e ∈ E ± are called neighbors (indicated by e ∼ e ) if they have the same origin or the same terminus, and the triangle they form is in the complex. Namely, if e = [v, w] and e = [v , w ], then e ∼ e means that either v = v and {v, w, w } ∈ T , or w = w and {v, v , w } ∈ T .
We study the following lazy random walk on E ± : The walk starts at some directed edge e 0 ∈ E ± . At every step, the walker stays put with probability 1 2 , or else move to a uniformly chosen neighbor. Figure 1 .1 illustrates one step of the process, in two cases (the right one is non-regular, but the walk is defined in the same manner).
As in the random walk on a graph, this process induces a sequence of distributions on E ± , p n (e) = p e0 n (e) , describing the probability of finding the walker at the directed edge e at time n (having started from e 0 ). However, studying the evolution of p n amounts to studying the traditional random walk on the graph with vertices E ± and edges defined by ∼. This will not take us very far, and in particular will not reveal the presence or absence of first homology in X. Instead, we study the evolution of what we call the "expectation process" on X:
E n (e) = E e0 n (e) = p e0 n (e) − p e0 n (e) , i.e. the probability of finding the walker at time n at e, minus the probability of finding it at the opposite edge e (for the reasons behind the name see Remark 2.4).
It is tempting to look at E e0 ∞ = lim n→∞ E e0 n as is done in graphs, but a moment of reflection will show the reader that E e0 ∞ ≡ 0 for any finite triangle complex, and any starting point e 0 . Namely, the probabilities of reaching e and e become arbitrarily close, for every e. While this might cause initial worry, it turns out that the rate of decay of E n is always the same: for any finite triangle complex one has E e0 n = Θ 3 4 n . It is therefore reasonable to turn our attention to the normalized expectation process,
n (e) , and observe its limit,
For a finite triangle complex this limit always exists, and is nonzero. This is the object which reveals the first homology of the complex.
To see how, we need the following definition: We say that f : E ± → R is exact if its sum along every closed path vanishes; namely, if
This is the one-dimensional analogue of constant functions (for reasons which will become clear in §2.2), and the following holds:
(1) For a finite X, E e0 ∞ is exact for every e 0 ∈ E ± if and only if G has a trivial first homology.
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where λ (X) is the spectral gap of X (see Definition 2.5).
(3) If X is infinite and every vertex in X is of infinite degree, then its spectral gap (which is defined in §3.2) is revealed by the "return expectation":
What if one is interested not only in the existence of a first homology, but also in its dimension?
The answer is manifested in the walk as well. In graphs the number of connected components is given by the dimension of Span {p v0 ∞ | v 0 ∈ V }, and an analogue statement holds here (see Theorem 2.9).
Remark. If the non-lazy walk on a finite graph is observed, then apart from disconnectedness there is another obstruction for convergence to the uniform distribution: bipartiteness. We shall see that this is a special case of an obstruction in general dimension, which we call disorientability (see Definition 2.6). In our example we have avoided this problem by considering the lazy walk, both on graphs and on triangle complexes.
Summary of results
We give now a brief summary of the paper and its main results. The definitions of the terms which appear in this section are explained throughout the paper.
In §2.1 we define a p-lazy random walk on the oriented (d − 1)-cells of a d-dimensional complex X, and associate with this walk the normalized expectation process E σ0 n . In §2.4 it is shown that the limit of this process E σ0 ∞ = lim n E σ0 n always exists and captures various properties of X, according to the amount of laziness p (this is an abridged version of Theorem 2.9):
∞ is exact for every starting point σ 0 if and only if the (d − 1)-homology of X is trivial. If furthermore p ≥ 1 2 then the rate of convergence is controlled by the spectral gap of X:
∞ is exact for every starting point σ 0 if and only if the (d − 1)-homology of X is trivial, and in addition X has no disorientable (d − 1)-components (see Definitions 2.2, 2.6).
Next, we move on to discuss infinite complexes, showing that they present new aspects which do not appear in infinite graphs. In §3.3 we define a family of simplicial complexes (which we call arboreal complexes) generalizing the notion of trees. In Theorem 3.3 we compute their spectra, generalizing Kesten's classic result on the spectrum of regular trees [Kes59] . The spectra of the regular arboreal complexes of high dimension and low regularity exhibit a surprising new phenomenon -an isolated eigenvalue. Sections 3.4 and 3.5 are devoted to study the behavior of the spectrum with respect to a limit in the space of complexes. In particular we are interested in the high-dimensional analogue of the Alon-Bopanna theorem, which states that if a sequence of graphs G n convergences to a graph G, then lim inf n→∞ λ (G n ) ≤ λ (G). We first show that in general this need not hold in higher dimension (Theorem 3.10). This uses the isolated eigenvalue of the 2-regular arboreal complex of dimension two, which is shown in Figure 3 .1, as well as a study of the spectrum of balls in this complex (shown in Figure 3 .2).
Even though the Alon-Bopanna theorem does not hold in general in high dimension, we show that under a variety of conditions it does hold (Theorem 3.11):
Theorem. If X n n→∞ −→ X, and one of the following holds:
(1) The spectral gap of X is nonzero, (2) zero is a non-isolated point in the spectrum of X, or (3) the (d − 1)-skeletons of the complexes X n form a family of (d − 1)-expanders,
In §3.7 we show that the connection between the spectrum of a graph, and the return probability of the random walk on it (see e.g. [Kes59, Lemma 2.2]), generalizes to higher dimensions (Proposition 3.14).
The final section on infinite complexes addresses the high-dimensional analogues of the concepts of amenability, recurrence and transience, proving some properties of these (Proposition 3.17), and raising many open questions.
Finite complexes
Throughout this section X is a finite d-dimensional simplicial complex on a finite vertex set V . This means that X is comprised of subsets of V , called cells, and the subset of every cell is also a cell. A cell of size j + 1 (where −1 ≤ j) is said to be of dimension j, and X j denotes the set of j-cells -cells of dimension j. The dimension of X is the maximal dimension of a cell in it. The degree of a j-cell σ, denoted deg (σ), is the number of (j + 1)-cells containing it. We shall assume that X is uniform, meaning that every cell is contained in some cell of dimension d = dim X.
For j ≥ 1, every j-cell σ = {σ 0 , . . . , σ j } has two possible orientations, corresponding to the possible orderings of its vertices, up to an even permutation (1-cells and the empty cell have only one orientation). We denote an oriented cell by square brackets, and a flip of orientation by an overbar. For example, one orientation of σ = {x, y, z} is [x, y, z], which is the same as Finally, we define the space of j-forms on X: these are functions on X j ± which are antisymmetric w.r.t. a flip of orientation:
For j = −1, 0 there are no flips; Ω 0 is just the space of functions on the vertices, and Ω −1 = {f : {∅} → R} can be identified in a natural way with R. With every oriented j-cell σ ∈ X j we associate the Dirac j-form 1 σ defined by
(for j = 0 this is the standard Dirac function, and 1 ∅ is the constant 1).
The (d − 1)-walk and expectation process
Let X be a uniform d-dimensional complex and 0 ≤ p < 1. The following process is the generalization of the edge walk from §1.1:
Definition 2.1. The p-lazy (d − 1)-walk on a d-complex X is defined as follows:
are said to be neighbors (denoted σ ∼ σ ) if there exists an oriented d-cell τ , such that both σ and σ are faces of τ with the orientations induced by it (see Figure 1 .1).
• The walk starts at an initial oriented (d − 1)-cell σ 0 , and at each step the walker stays in place with probability p, and with probability (1 − p) chooses uniformly one of its neighbors and moves to it.
Put differently, it is the Markov chain on X d−1 ± with transition probabilities
We remark that neighboring cells can also be described in the following way: if σ, σ ∈ X j ± and j ≥ 2, then σ ∼ σ iff the unoriented cell σ ∪ σ is in X d , and the intersection σ ∩ σ inherits the same orientation from both σ and σ . For j = 1, this can be interpreted as follows: two edges e, e ∈ X 1 ± are neighbors if they bound a triangle in the complex, and the vertex at which they intersect "inherits the same orientation from both of them": it is either the origin of both e and e , or the terminus of both. Finally, for j = 0 Definition 2.1 gives the standard neighboring relation and p-lazy random walk on a graph. Remark. Due to the assumption of uniformity, it is enough to observe unoriented cells -X is (d − 1)-connected iff for every σ, σ ∈ X d−1 there exists a chain of unoriented (d − 1)-cells σ = σ 0 , σ 1 , . . . , σ n = σ with σ i ∪ σ i+1 ∈ X d for all i. This is also equivalent to the assertion that for any τ, τ ∈ X d there is a chain τ = τ 0 , τ 1 , . . . , τ m = τ of d-cells with τ i ∩ τ i−1 ∈ X d−1 for all i (this is sometimes referred to as a chamber complex ). We note that it follows from uniformity that a (d − 1)-connected complex is connected as a topological space. The other direction does not hold: the complex is not 1-connected, even though it is connected (and uniform).
Observing the (d − 1)-walk on X, we denote by p σ0 n (σ) the probability that the random walk starting at σ 0 reaches σ at time n. We then have: Definition 2.3. For d ≥ 2, the expectation process on X starting at σ 0 is the sequence of
The normalized expectation process is defined to be
where p is the laziness of the walk. In particular, for d = 1 one has E The reason for this particular normalization is that for a lazy enough process (in particular for
Remark 2.4. The name "expectation process" comes from the fact that for any
where, as implied by the notation, E σ0 n (σ) f (σ) does not depend on the orientation of σ.
The evolution of the expectation process over time is given by
Note that the evolution of p σ0 n is given by the same A, acting on all functions from X d ± to R, and not only on forms.
It is sometimes useful to observe the Markov operator M = M (X, p) associated with this evolution, which is characterized by E
The results in the paper hold for graphs as well, using this definition of E v 0 n , but they are all familiar theorems. In some cases the proofs are slightly different, and we will not trouble to handle this special case. and is given explicitly by
This is the transpose of A, w.r.t. to a natural choice of basis for Ω d−1 (X).
Simplicial complexes and Laplacians
For a cell σ and a vertex v / ∈ σ, we write
In particular
The sequence Ω k , ∂ k is the simplicial chain complex of X, meaning that ∂ k ∂ k+1 = 0 for all k, giving rise to the k-cycles Z k = ker ∂ k , the k-boundaries B k = im ∂ k+1 and the (real) k thhomology
Note that the sum is over X k and not X k ± -this is well defined since the value of f (σ) g (σ) is independent of the orientation of σ.
Since X is finite the spaces Ω k are finite dimensional, and there exist adjoint operators to the boundary operators ∂ k . These are the co-boundary operators, which are denoted by δ k = ∂ * k : Ω k−1 → Ω k , and are given by
We will stick with the notation ∂ * k until we get to infinite complexes, where sometimes δ k is defined even though ∂ k is not. The simplicial cochain complex of X is (Ω k , δ k ), and
k are the cocycles, coboundaries and cohomology, respectively. Cocycles are also known as closed forms, and coboundaries as exact forms.
The following weight functions will be used throughout this paper † :
† Another natural weight function is the constant one. The obtained Laplacians are more convenient for isoperimetric analysis. For more details see [PRT12] .
Due to our choice of weights, the inner product and coboundary operators are given by
Finally, the upper, lower, and full Laplacians ∆
are defined by:
An explicit calculation gives
and
More generally, one can define the k-th upper, lower and full Laplacians ∆
, these will only make a brief appearance in §3.5. The kernel of ∆ k is the space of harmonic k-forms, denoted by
The spaces defined so far are related by
The isomorphism between harmonic functions, homology and cohomology, which is sometimes called the discrete Hodge theorem, was first observed in [Eck44] . In a similar manner, there is a "discrete Hodge decomposition" 6) and all the Laplacians decompose with respect to it. All of these claims follow by linear algebra, using the fact that Ω k is finite-dimensional (see [PRT12, §2] for the details). For infinite complexes the situation is more involved, and is addressed in §3.2.
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The upper Laplacian spectrum
In this section we study the spectrum of the upper Laplacian ∆ + of a finite complex X. First note that as
, its spectrum is non-negative. Furthermore, zero is obtained precisely on closed forms, i.e. ker ∆ + = Z d−1 . The space of closed forms always contains the exact forms,
, which are considered the trivial zeros in the spectrum of ∆ + . The existence of nontrivial zeros in the spectrum of ∆ + , i.e. closed forms which are not exact, indicates the existence of a nontrivial homology. This leads to the following definition:
The essential gap of X, denotedλ(X), is
(the transition from ∆ to ∆ + follows from the fact that
Since λ vanishes precisely when the (d − 1)-homology of X is nontrivial, it should be thought of as giving a quantitative measure for the "triviality of the homology". For example, in graphs, having λ (X) far away from zero is a measure of high-connectedness, or "high triviality of the 0 th -homology".
In contrast, λ never vanishes, as
nontrivial then λ = λ, so that λ is only of additional interest when the homology vanishes. In a disconnected graph λ controls the mixing rate as λ does for a connected graph, and we will see that the same happens in higher dimension (see (2.10)).
Until now we have studied one extremity of Spec ∆ + . The other side relates to the following definition:
)-cell they induce the same orientation on it. If X has a disorientation it is said to be disorientable.
Remarks.
(1) A disorientable 1-complex is precisely a bipartite graph, and thus disorientability should be thought of as a high-dimensional analogue of bipartiteness. Another natural analogue is "(d + 1)-partiteness": having some partition A 0 , . . . , A d of V so that every d-cell contains one vertex from each A i . A (d + 1)-partite complex is easily seen to be disorientable, but the opposite does not necessarily hold for d ≥ 2.
(2) Notice the similarity to the notion of orientability: a d-complex is orientable if there is a choice of orientations of its d-cells, so that cells intersecting in a codimension one cell induce opposite orientations on it. However, orientability implies that (d − 1)-cells have degrees at most two, where as disorientability impose no such restrictions. Note that a complex can certainly be both orientable and disorientable (e.g. Figure 2 .1(a)).
Proposition 2.7. Let X be a finite complex of dimension d.
(
(2) The spectrum of
is in the spectrum iff X is disorientable, and is achieved on the boundaries of disorientations (see (2.7)).
Proof.
(1) follows from the observation that ∆ + decomposes w.r.t. the decomposition
We have already seen (3), and the fact that the spectrum is nonnegative. Now, assume that
and therefore 
where τ is any d-cell containing σ. If σ and σ are neighboring
± , σ is a face of τ and σ is a face of τ , so that
and consequently for any σ ∈ X
so that f is a ∆ + -eigenform with eigenvalue d + 1.
In the other direction, assume that X is (d − 1)-connected and that 
.
Since the r.h.s is an average over terms whose absolute value is that of the l.h.s this gives
is always of absolute value one. Furthermore, if τ, τ ∈ X d ± intersect in a face σ and induce opposite orientations on it, then τ = vσ and τ = v σ for some vertices v, v , hence
which concludes the proof.
Walk and spectrum
The (d − 1)-walk defined in §2.1 is related to the Laplacians from §2.2 as follows:
so that
(2) The spectrum of A is contained in 2p − 1,
, with 2p − 1 achieved by disorientations, and
(3) The expectation process satisfies
where K j is the maximal degree of a j-cell in X.
(1) follows trivially from (2.1) and (2.4), and Proposition 2.7 then implies (2). The upper bound in (3) follows from (2) by E σ0 n = A n E σ0 0 and E σ0 0
For the lower bound, let v be a vertex in σ 0 , and σ 0 , . . . ,
This proposition leads to the connection between the asymptotic behavior of the (d − 1)-walk and the homology and spectrum of the complex:
Theorem 2.9. Let E σ n be the normalized expectation process associated with the p-lazy (d −
(1) If
(2) More generally, the dimension of H d−1 (X) equals the dimension of 
. Thus,
. † Note that the first value of p for which the homology can be studied via the walk in every dimension is p = Since A decomposes w.r.t.
this means that
A A n converges to the orthogonal projection
In particular E σ ∞ is closed, so that if the homology of X is trivial then it is exact. On the other hand, assume that E σ ∞ is exact for all σ: then
To further understand the dimension of the homology, observe that
which follows from
2 then we know not only that A = max Spec A but also that
, which allows us to say more. In this case A is positive semidefinite, so that (2.10) follows by
which gives (2.9) as well when the homology is trivial. (1 σ ) = 0, and consequently that
Remarks.
(1) The study of complexes via (d − 1)-walk gives a conceptual reason to the fact that the highdimensional case is harder than that of graphs: while graphs are studied by the evolution of probabilities, analogue properties of high-dimensional complexes are reflected in the expectation process. As this is given by the difference of two probability vectors, it is much harder to analyze. Several examples of this appear in the open questions in §4.
(2) In order to study the connectedness of a graph it is enough to observe the walk starting at one vertex. If p v0 ∞ is not exact (i.e. not proportional to the degree function) for even one v 0 , then the graph is necessarily disconnected. In general dimension, however, this is not enough: there are complexes (even (d − 1)-connected ones!) with nontrivial (d − 1)-homology, such that E σ ∞ is exact for a carefully chosen σ.
(3) If one starts the process with a general initial distribution p 0 instead of the Dirac probability 1 σ , then Theorem 2.9 holds for the corresponding expectation process (i.e.
Furthermore, in these settings a disorientable component corresponds to a distribution for which E n is 2-periodic for p = d−1 3d−1 (see Figure  2 .1(a)); a nontrivial homology corresponds to a distribution which induces a stationery non-exact E n for p ≥ 3 Infinite complexes
Infinite graphs
We move to the case of infinite complexes, starting with infinite graphs. Recall that for a finite graph G = (V, E), we observed ∆ + = ∆ + (G), and defined
In contrast, when G is an infinite graph (i.e. |V | = ∞) one usually restrict his attention to L 2 (V ) and define
Here there is no restriction to Z 0 , nor to B 0 ⊥ . These two spaces, which coincide in the finite dimensional case, since
fail to do so in the infinite settings. First, Z 0 is not even defined, as (∂ 0 f ) (∅) = v∈V f (v) has no meaning for general f ∈ L 2 (V ). One can observe B 0 = im δ 0 , taking (2.3) as the definition of δ 0 (as ∂ 0 is not defined). With this definition, B 0 consists of the scalar multiples of the degree function. Since these are never in L 2 (V ) (assuming as always that there are no isolated vertices),
we have B 0 = 0 and B 0 ⊥ = L 2 (V ), justifying (3.1). Another thing which fails here is the chain complex property ∂ 0 ∂ 1 = 0: there may exist f ∈ Ω 1 (G) such that ∂ 0 ∂ 1 f is defined and nonzero. For example, take V = Z, E = {{i, i+1} | i ∈ Z}, and f ([i, i+1]) = 0 i < 0 1 0 ≤ i . Here ∂ 1 f = 1 0 , and thus (∂ 0 ∂ 1 f ) (∅) = 1. If G is transient, e.g. the Z 3 graph, or a k-regular tree with k ≥ 3, there are even such f in L 2 -see §3.8.
Infinite complexes of general dimension 3 INFINITE COMPLEXES
Infinite complexes of general dimension
For a complex X of dimension d, and
where we recall that
Whenever referring to infinite complexes, the domain of all operators (i.e. ∂, δ, ∆ + , ∆ − , ∆) is assumed to be Ω k L 2 , unless explicitly stated that we are interested in Ω k .
Let us examine these operators. We shall always assume that the (d − 1)-cells in X have globally bounded degrees, which ensures that the boundary and coboundary operators
, and adjoint to one another, so that
d is bounded and self-adjoint. We do not assume that the degrees in other dimensions are bounded, as this would rule out infinite graphs, for example. This means that in general δ k does not take Ω
k , and ∂ k need not even be defined. In particular, one cannot always define ∆ − .
The cochain property δ k δ k−1 = 0 always holds, whereas in general ∂ k−1 ∂ k (f ) can be defined and nonzero for some f ∈ Ω the L 2 -coboundaries, i.e.
L 2 . In order to avoid trivial zeros in the spectrum of ∆ + , we define
L 2 ), and
We stress out that Z d−1 is not necessarily the kernel of ∂ d−1 (which is not even defined in general). If the (d − 2)-degrees are globally bounded then ∂ d−1 is defined and dual to δ d−1 , and this gives inclusion in one direction:
For finite complexes there is an equality here (as in (3.2)) due to dimension considerations.
In infinite graphs we had
. The following lemma shows that this happens whenever all (d − 2)-cells are of infinite degree: Proof. Let f ∈ Ω d−2 be such that
for which f (τ ) > 0, and The following theorem describes the spectrum of regular arboreal complexes: Theorem 3.3. The spectrum of the non-lazy transition operator on the k-regular arboreal dcomplex is
(1) For d = 1 this gives the spectrum of the k-regular tree, which is a famous result of Kesten [Kes59] :
is an isolated value of the spectrum of T d k , it follows that it is in fact an eigenvalue. This is a major difference from the case of graphs, where the value 1 d = 1 cannot be an eigenvalue for infinite graphs. This phenomena will play a crucial role in the counterexample for the Alon-Boppana theorem in general dimension (see §3.5-3.6). In order to prove Theorem 3.3 we will need the following lemma, for the idea of which we are indebted to Jonathan Breuer:
Lemma 3.4. Let X be any set, and L 2 (X) the Hilbert space of complex functions of finite L 2 -norm on X (with respect to the counting measure). Let A be a bounded self adjoint operator on L 2 (X), and a < b ∈ R, such that the following hold:
(1) For every x ∈ X and a ≤ λ ≤ b, there exists ψ
(2) The integral´b a c (λ) 2 dλ is finite, where c (λ) = sup
Proof. We show that P [a,b] , the spectral projection of A on the interval [a, b], is zero, and the conclusion (a, b) ∩ Spec (A) = ∅ follows by the spectral theorem. Stone's formula states that
where P (a,b) and P {a,b} the spectral projections of A on (a, b) and {a, b} respectively, and (s) lim denotes a limit in the strong sense. Denoting P = P (a,b) + 1 2 P {a,b} , this gives for every
Evaluating the right hand side we get
2 +ε 2 , we have |f ε,λ (t)| ≤ 1 for every t, λ ∈ R and ε > 0, and thus f ε,λ (A) ≤ 1. Therefore, using (2), the last limit above is zero. Consequently, for any x, y ∈ X
which implies that P = 0, hence also P (a,b) and P {a,b} , and therefore also P [a,b] .
Proof of Theorem 3.3. Let X = T th layer, its neighbors the 1 st layer, and so on. We denote by S n (X, σ 0 ) the n th layer, and also write B n (X, σ 0 ) = k≤n S k (X, σ 0 ) for the "n th ball" around σ 0 . + . For such a form f we will make some abuse of notation and write f (n) for the value of f on the cells in the n th layer of X d−1 + . As in regular trees, if one allows forms which are not in L 2 , then for every λ ∈ R there is a unique (up to a constant) X d−1 + -spherical eigenform f with eigenvalue λ. This form is given explicitly by
where
except for the case α + = α − , which happens when λ ∈ {Λ − , Λ + }. In this case f is given by
, but this will not concern us as the spectrum is closed, and it is therefore enough to show that (Λ − , Λ + ) is contained in it to deduce this for
The term inside the root in (3.5) is negative for Λ − < λ < Λ + , hence in this case |α
. We claim the following: for any Λ − < λ < Λ + there exist 0 < c 1 < c 2 < ∞ (which depend on λ) such that
(1) For all n ∈ N,
(2) For infinitely many n ∈ N, c 1 1
L 2 (X) it induces a natural sequence of approximate eigenforms:
To see this, observe that (A 0 − λ) f = 0, and that f n coincides with f on B n (X, σ 0 ) for k ≤ n and vanishes on T
n−1 , the definition of A 0 , and (3.6)
By (3.7), the denominator becomes arbitrarily large as n grows, and therefore
Turning to the isolated eigenvalues in (3.4) , one can easily check that f (n) =
This concludes the first part of the proof.
Next assume that λ ∈ −1,
We show that in this case Lemma 3.4 can be applied. Let σ 0 and X d−1 + be as before, including the layer structure. Define the following X d−1 + -spherical forms:
The functions ψ λ σ0 is defined whenever λ = α + , which holds unless λ =
whenever the functions are defined. For every shows that Spec A 0 does not intersect (Λ + , ∞), provided that d+1 < k. When k ≤ d+1 we know that 
Continuity of the spectral measure
In this section we generalize parts of Grigorchuk and Żuk's work on graphs [GŻ99] to general simplicial complexes. We assume throughout the section that all d-complexes referred to are (d − 1)-connected, and that families and sequences of d-complexes we encounter have globally
For a uniform d-complex X we define the distance between two (d − 1)-cells to be the minimal length of a (d − 1)-chain connecting them:
We denote by B n (X, σ) the ball of radius n around σ in X, which is the maximal subcomplex of X all of whose (d − 1)-cells are of distance at most n from σ † . A marked d-complex (X, σ) is † this is similar to Bn (X, σ) defined in the proof of theorem 3. 
(1) A limit (X, σ) of a sequence (X n , σ n ) in this space is unique up to isometry.
(2) For every K ∈ N, the subspace of d-complexes with (d − 1)-degrees bounded by K is compact. This is due to the fact that there is only a finite number of possibilities for a ball of radius n, so that every sequence has a converging subsequence by a diagonal argument (see [GŻ99] for details).
Our next goal is to study the relation of this metric to the spectra of complexes. We use some standard spectral theoretical results which we summarize as follows: Let X be a countable set with a weighted counting measure w, i.e.,´X f = x∈X w (x) f (x), and A a self-adjoint operator on L 2 (X, w). For every x ∈ X, the spectral measure µ x is the unique regular Borel measure on C such that for every polynomial P (t) ∈ C [t]
where 1 x is the Dirac function of the point x. For x, y ∈ X the spectral measure µ x,y is the unique regular Borel measure on C such that for every polynomial P
The spectrum of A can be inferred from the spectral measures by
We wish to apply this mechanism to the analysis of the action of A = A (X, 0) =
(with the inner product as in (2.2)), and this is justified by observing that for any choice of 
Alon-Boppana type theorems
Definition 3.6. A sequence of d-complexes X n , whose (d − 1)-degrees are bounded globally, is said to converge to the complex X (written X n n→∞ −→ X) if (X n , σ n ) converges to (X, σ) for some choice of σ n ∈ X d−1 n and σ ∈ X d−1 .
In particular, if X is an infinite d-complex with bounded (d − 1)-degrees, and {X n } is a sequence of quotients of X whose injectivity radii approach infinity, then X n n→∞ −→ X.
The following is (one form of) the classic Alon-Boppana theorem:
Theorem 3.7 (Alon-Boppana). Let G n be a sequence of graphs whose degrees are globally bounded, and G a graph s.t.
In the literature one encounters many variations on this formulation: some refer only to quotients of G, some only to regular graphs, and some are quantitative (e.g. [Nil91] ).
In this section we study the analogue question for complexes of general dimension. We start with the following: Proof. Let σ n , σ be as in Definition 3.6. Since λ ∈ Spec A (X, 0), for every ε > 0 there exists σ ∈ X d−1 such that µ X σ ((λ − ε, λ + ε)) > 0. We denote r = dist (σ, σ ), and restrict our attention to the tail of {(X n , σ n )} in which B r (X n , σ n ) is isometric to B r (X, σ). If σ n is the image of σ under such an isometry, and d n = max {k | B k (X n , σ n ) ∼ = B k (X, σ)}, then B dn−r (X n , σ n ) ∼ = B dn−r (X, σ ), and since d n − r → ∞ we have (X n , σ n ) → (X, σ ). By Lemma 3.5, µ Xn σ n ((λ − ε, λ + ε)) > 0 for large enough n and therefore Spec A (X n , 0) intersects (λ − ε, λ + ε). The result for the Laplacians follows from the fact that ∆
In particular this gives:
This is an analogue of [Li04, Thm. 4.3] , which is also regarded sometimes as an Alon-Boppana theorem. In [Li04] the same statement is proved for the Hecke operators acting on X = B n,F , the Bruhat-Tits building of type A n , and on a sequence of quotients of X whose injectivity radii approach infinity.
Returning to the formulation of Alon-Boppana with spectral gaps, Theorem 3.8 yields as an immediate result that if
In order to obtain the higher dimensional analogue of the Alon-Boppana theorem one would like to verify that this holds also when the spectrum of ∆ The proof follows in the next section. Before we delve into this counterexample, let us exhibit first several cases in which the Alon-Boppana analogue does hold:
Theorem 3.11. If X n n→∞ −→ X, and one of the following holds:
(1) Zero is not in Spec ∆
zero is a non-isolated point in Spec ∆
Proof. By Theorem 3.8 there exist λ n ∈ Spec ∆ + Xn with λ n → λ (X). If (1) holds, then λ n > 0 for large enough n, which implies that λ n ∈ Spec ∆
with λ n,m m→∞ −→ µ n , and λ n,n → λ (X).
In (3) we mean that the (d − 2)-cells in X n have globally bounded degrees, and the (d − 2)-dimensional spectral gaps
are bounded away from zero (see Remark (1) after the proof). For example, if X n are triangle complexes, this means that their underlying graphs form a family of expander graphs in the classical sense. By the previous cases, we can assume that λ (X) = 0, and furthermore that zero is an isolated point in Spec ∆
. This implies that it is an eigenvalue, so that there exists
We first claim that ∆ + f n and ∆ − f n converge to zero (∆ − = ∆ − (X n ) are defined since the (d − 2)-degrees are bounded). Since f n is zero outside B r(n) (X n , σ n ) and coincide with f on it, by ∆ + f = 0 we have
where K is a bound on the degree of (d − 1)-cells in X and X n . Since every (d − 1)-cell has at most dK neighbors, we have
The reasoning for ∆ − f n → 0 (see (2.5)) is analogous: (3.3) gives ∆ − f = 0, and the assumptions that (d − 2)-degrees are globally bounded yields similar bounds as done for ∆ + .
For every n write f n = z n + b n , with
show that z n are bounded away from zero, since then
converge to zero.
Assume therefore that there are arbitrarily small z n , and by passing to a subsequence that
converge to zero. However,
where is due to the fact that B d−1 and B d−1 are the orthogonal complements of ker ∂ d−1 and ker ∂ * d−1 respectively. This is a contradiction, since λ d−2 (X n ) are bounded away from zero.
Remarks.
(1) If X (j) denote the j-skeleton of a complex X, i.e. the subcomplex consisting of all cells of dimension ≤ j, then one can look at λ X
Since we have different weight functions in codimension one, these are not equal. However, since we assumed that all (d − 1) and (d − 2) degrees are globally bounded (and nonzero), the norms induced by these choices of weight functions are equivalent, and thus λ X (d−1) n are bounded away from zero iff λ d−2 (X n ) are.
(2) The Alon-Boppana theorem for graphs follows from condition (2) in this Proposition (as done in [GŻ99] ), since zero is never an isolated point in the spectrum of the Laplacian of an infinite connected graph. Otherwise, it would correspond to an eigenfunction, which is some multiple of the degree function, hence not in L 2 .
INFINITE COMPLEXES
Analysis of balls in T 2 2
In this section we analyze the spectrum of balls in the 2-regular triangle complex T 2 2 , proving in particular that they constitute a counterexample for the higher-dimensional analogue of AlonBoppana (Theorem 3.10). We denote here X r = B r T 2 2 , e 0 the ball of radius r around an edge e 0 in T 2 2 : X 0 is a single edge, X 1 = , X 2 = , X 3 = , and so on. For r ≥ 1 we define three r × r matrices denoted M −+ , as follows:
. . . where [X] i means that X is repeated i times.
To make this clear, this gives
Spec ∆ + (X r ) = 4r + 1 + r−1 j=1 2 r−j+1 · j = 2 r+2 − 3 = X 1 r = dim Ω 1 (X r ) , as ought to be.
Proof. The symmetry group of X r (for r ≥ 1) is G = {id, τ h , τ v , σ}, where τ h is the horizontal reflection, τ v is the vertical reflection (around the middle edge e 0 ), and σ = τ h • τ v = τ v • τ h is a rotation by π. The irreducible representations of G are given in Table 3 .1.
We define four orientations for X r , denoted X ±± r , demonstrated in Figure 3 .3. In all of them e 0 is oriented from left to right, and the first (top right) quadrant is oriented clockwise. Each of the other quadrants is then oriented according to the corresponding representation, e.g. X Table 3 .1: The irreducible representations of G = Sym (X r ). We say that a 1-form on X r is ++-spherical, denoted f ∈ S (r) ++ , if it is (1) spherical in absolute value (i.e. |f (e)| = |f (e )| whenever dist (e 0 , e) = dist (e 0 , e )), and (2) V ++ -isotypic (namely f ∈ Ω and λf (e r ) = ∆ + f (e r ) = f (e r ) − [f (e r−1 ) − f (e r )] .
The behavior of f around e 0 , e 1 depends on the isotypic component. We assume r ≥ 2, and leave it to the reader to verify the cases r = 0, 1. Every form in Ω −− must vanish on the middle edge e 0 : for the first two, since f (e 0 ) = (τ h f ) (e 0 ) = f (τ h e 0 ) = f (e 0 ) = −f (e 0 ) ,
Spectral radius and random walk 3 INFINITE COMPLEXES
Spectral radius and random walk
The spectral radius of an operator T is ρ (T ) = max {|λ| | λ ∈ Spec T }. If T is a self-adjoint operator on a Hilbert space then ρ (T ) = T . In this section we observe the transition operator A = A (X, p) acting on Ω d−1 L 2 , and relate it to the asymptotic behavior of the expectation process on X. Under additional conditions, this can be translated to a result on the spectral gap of the complex. For infinite graphs, (A) and (A ) are the same and are equivalent to amenability, and (T) (for any p) and (T ) are equivalent to transience. These definitions suggests many questions, some of which are presented in the next section. The next proposition points out some observations regarding them. Let us also define the property: (2) (A ) + (S) ⇒ (A). 
