Computer vision algorithms with pixel-wise labeling tasks, such as semantic segmentation and salient object detection, have gone through a significant accuracy increase with the incorporation of deep learning. Deep segmentation methods slightly modify and fine-tune pre-trained networks that have hundreds of millions of parameters. In this work, we question the need of having such memory demanding networks for a reasonable performance in salient object segmentation. To this end, we propose a way to learn a memory-efficient network from scratch by training it only on salient object detection datasets. Our method encodes images to gridized superpixels that preserve both the object boundaries and the connectivity rules of regular pixels. This representation allows us to use convolutional neural networks that operate on regular grids. By using these encoded images, we train a memory-efficient network using only 0.048% of the number of parameters that a majority of other deep salient object detection networks have. Our method shows comparable accuracy with the state-of-the-art deep salient object detection methods and provides a much more memory-efficient alternative to them. Due to its easy deployment and small size, such a network is preferable for applications in memory limited IoT devices.
I. INTRODUCTION
Convolutional Neural Networks (CNNs) are learning machines that are extensively used by top performing methods in image classification [1] , [2] , [3] , [4] . By the introduction of Fully Convolutional Neural Networks (FCNNs) [5] , these structures have also proven to constitute the state of the art in pixel-wise classification tasks such as semantic image segmentation and salient object detection. A typical FCNN relies on a pre-trained CNN that is used for image classification and fine-tunes the CNN's parameters for segmentation task, often adding or replacing some layers. These pre-trained CNNs usually contain a very large number of parameters, e.g. 138 million for VGG-16 [2] . Such large networks require a lot of memory, which makes them challenging to deploy on limited memory devices such as IoT devices. There have been some efforts to reduce memory requirement of a CNN via pruning [44] or quantizing [45] the weights of the network, however these approaches are post-processing operations on large networks trained on millions of images. For some segmentation tasks such as salient object detection, one might question the need for using such a high capacity network in the first place. It can be argued that, for some tasks such as salient object detection, one can achieve reasonable performance by using a much smaller network. In this paper, we propose a way to overcome the requirement of a big pre-trained network. We achieve this by encoding input images via gridized superpixels [15] . This allows us to use very low resolution images that accurately encode object edges. By using these images, we show that it is possible to train a memory-efficient FCNN with comparable performance with state of the art, see Fig. 1 . The contributions of our work are listed as follows:
• Our proposed network has less than 67k parameters (about 0.048% of VGG-based salient object detection methods). • Our proposed network does not require a pre-trained model and can be trained from scratch by existing pixelwise classification datasets. • We show that the performance of our method is comparable with state of the art segmentation networks in salient object detection task.
The rest of the paper is organized as follows. In Section II, the related work is discussed, in Section III, the proposed method is described, in IV, the experimental results are analyzed. Finally, Section V concludes the paper and suggests topics for future research.
II. RELATED WORK

A. Superpixel Gridization
Superpixel gridization produces over-segmentations that form a regular pixel-like lattice which best preserves the object edges in an image. There is a small number of studies in this topic which we review shortly next. The method in [17] relies on a boundary cost map which is an inverted edge detection result. Incrementally horizontal and vertical stripes are added to the image where no horizontal and vertical stripes intersect more than once and no two horizontal (or vertical) stripes intersect with each other. In each step the optimal stripe is found by minimizing the boundary cost that the stripe passes through by a min-cut based optimization algorithm.
An extended version of [17] was proposed in [18] where the authors use an alternating optimization strategy. The method finds globally optimal solutions to the horizontal and vertical components of the lattice via using a multi-label Markov Random Field, as opposed to the greedy optimization strategy adopted in [17] . In [16] , a generic approach is proposed to optimally regularize superpixels extracted by any algorithm. The approach is based on placing dummy nodes between superpixels to satisfy the regularity criterion.
Finally, the method proposed in [15] , starts with regular lattice seeds and relocates the seeds -in a search space defined by the initialization-to the locally maximal boundary response. The relocated seeds are considered as superpixel junctions. Next, for each junction pair a path was found that maximize the edge strength on the path. These paths form a superpixel boundary map which results in a regular superpixel grid.
B. Salient Object Detection
A salient object is generally defined as the object that visually stands out from the rest of the image, thus is more appealing to the human eye [19] .
Unsupervised salient object detection methods rely mostly on following saliency assumptions: 1) A salient object has high local or global contrast [20] , [21] , 2) The boundary of an image is less likely to contain a salient object [22] , [23] , 3) The salient object is more likely to be large [23] , 4) Regions of similar feature maps have similar saliency [24] .
Prior to deep learning, supervised approaches to salient object detection focused on following tracks: 1) Learning a dense labeling of each region as salient or not [25] , [26] , 2) Learning to rank salient object proposals [27] , 3) Learning region affinities for [28] end to end salient object segmentation.
Deep learning based approaches to salient object detection either train a network to learn to classify each region in an image separately [29] , [30] , [31] , or employ FCNNs to learn a dense pixel-wise labeling for salient object detection [32] , [33] . FCNN based models utilize pre-trained networks on other tasks, and employ special tricks to preserve the accurate edges in segmentation results. Next, we propose an FCNN that does not need a pre-trained network, has much fewer parameters than other methods, and is comparable in performance to the state-of-the-art. 
III. PROPOSED METHOD
A. Data Preparation
We use the superpixel extraction method in [15] to abstract an input image I with a small number of homogeneous image regions (superpixels). Thanks to the special property of the method in [15] , the extracted superpixels form a grid. We encode each superpixel with its mean color, thus we end up with a new image X with low dimensions as follows:
In Eq. 1, c indicates a channel of an image, i and j are indices of X and I images respectively, s i is a set of pixels of I covered in superpixel i, and |.| is cardinality operation. We will use this image X as input to an FCNN. For training purposes, we also form a low resolution version of the ground truth label image G via encoding the mean of the 0 (not salient) and 1 (salient) values in the regions indicated by superpixels similar to the process in Eq. 1. In order to have binary values in the low dimensional ground truth Y , we simply threshold the above image by 0.5. Note that it is equivalent to selecting the most common value within a superpixel. It should be noted that, one can reconstruct an approximation of I and G from X and Y respectively as follows:
In Fig. 2 , we illustrate original (I), encoded (X) and reconstructed (Ĩ) images with corresponding ground truths. The encoded image is the input that will be supplied to the FCNN with the encoded ground truth as its label for training. As we observe from Fig. 2 , even though the superpixel extraction is constrained by the grid structure, it is able to reconstruct the image well by preserving the object edges. 
B. Network Architecture
We use a 28-layers deep convolutional network with residual blocks [4] . In particular, the network has a convolutional (conv) layer with rectified linear unit [41] (relu) activation, 13 residual blocks followed by a batch normalization [42] (bnorm) , relu and conv layer and sigmoid activation. Each residual block consists of a bnorm-relu-conv-bnorm-relu-conv structure. The input of a residual block is short-connected to its output. We use same number of filters in each layer. The entire network is illustrated in Fig. 3 . The network's inputs and corresponding ground truths are obtained by the procedure described in the previous subsection. Note that the convolutions are utilized with zero padding and stride 1, so that the input shape is preserved for each convolutional layer. Moreover, there are no pooling layers in the network architecture in order to avoid any resolution loss. This is possible because the input resolution is already low and we can use a constant number of convolutional filters throughout the network, whereas prior art networks need to reduce the resolution in order to increase the number of filters. The receptive field of our network is around 30x30 which is enough to cover the entire input size for an abstraction of an image with 900 superpixels if the abstraction forms a square grid. Typically the aspect ratio of the superpixel representation varies with the image aspect ratio, however we find the above receptive field enough to accurately detect the salient objects.
C. Training and Testing
The parameters of the network are optimized in order to minimize the binary cross entropy loss between the output of the network and the ground truth, by treating the sigmoid 
IV. EXPERIMENTAL RESULTS
A. Datasets and Evaluation Metrics
We conducted evaluations on widely used salient object detection datasets. MSRA10K [34] includes 10000 images that exhibit a simple case with one salient object and clear background, HKU-IS [30] includes 4447 images with slightly challenging cases, ECSSD [37] includes 1000 relatively complex images , PASCALS [38] contains 850 images adopted from PASCAL VOC segmentation dataset, and SOD [39] contains 300 images from BSD300 [40] segmentation dataset. We use two most widely used evaluation metrics, mean absolute error (MAE) and F-measure. For a saliency map S and a binary ground truth GT , MAE is defined as follows:
Precision-recall curves are extracted via thresholding the saliency map S at several values τ and plotting the precision and recall values which are calculated as follows:
The F-measure is used to obtain a global evaluation of the precision recall curve and is obtained as follows.
It is widely adopted in salient object detection literature to chose β 2 to be 0.3 and use an adaptive thresholding where τ equals twice the mean saliency in saliency map. [19] . 
B. Implementation
Our network is based on the publicly available Keras with Theano backend. Network parameters are initialized by Xavier's method [43] . We use Nesterov Adam optimizer with an initial learning rate of µ = 0.002. We utilize a number of superpixel granularities for augmenting the input data. In particular, we use {900, 925, 950, 975, 1000} number of superpixels. Therefore, we have 5 different encoded image for each original image. This is only done for training and validation data for data augmentation. During test stage, we stick to 950 superpixels ,simply because it is the median of the above set, for evaluation. Unlike other methods, our network is trained from scratch, hence it seems like it needs more data to be trained on compared to the state-of-the-art. However, when considering the total amount of data (the actual training data plus eventually pre-training data), our algorithm actually needs less data. We use largest datasets DUT-OMRON, HKU-IS and MSRA10K datasets for training and SOD for validation. Further data augmentation is employed via randomly flipping the input and labels in horizontal direction. We use a batch size of 20. The network was run for 5 million iterations and the model that gives the best validation set accuracy was selected. We evaluate 2 different variants of the network: one with 16 filters at each layer and one with 32. We call the methods GRIDS16 and GRIDS32 respectively. The networks that GRIDS16 and GRIDS32 use have 67k and 248k parameters respectively.
C. Comparison with State-of-the-art
We compare our approach with 4 unsupervised methods: RC [20] , CHM [26] , DSR [22] , EQCUT [23] , and 8 supervised methods: DRFI [25] , MC [29] , ELD [31] , MDF [30] , RFCN [32] , DHS [35] , DCL [33] and DSS [36] . In Table I , we share results for ECSSD and PASCALS datasets as these are the only datasets used for testing in all methods. The ordering of the methods is made according to ascending F β measure.
As one can observe from Table I , both variants of our method GRIDS achieve better F β measure and MAE than that of all unsupervised methods and three supervised methods: Other methods that outperform our method are all deep learning based algorithms and use more than 138 million parameters -VGG-16 models with additional layers/connections. Yet, our models GRIDS16 and GRIDS32 only use around 67 and 248 thousand parameters respectively, which corresponds to respectively 0.048% and 0.18% of other methods and still achieve a comparable accuracy with the state of the art. In Table II , we provide the number of parameters of each deep learning based method, their run-time speeds and the GPUs that they are implemented on. It should be noted here that the run-times are directly borrowed from original papers, which is the reason we also share the GPU type that they have used.
Our method is the one with least memory requirement, yet it comes with a speed reduction compared to fastest networks DHS and DSS. The 0.5 seconds run-time indicated in Table II in parentheses, corresponds to the superpixel extraction time with the method of [15] which is the main speed bottleneck of the proposed method. The rest of the method (which is the part after + sign in Table II ) is the inference time of the neural network, which is actually faster than the inference time of the state-of-the-art. It is important to note here that, the main property we provide with our algorithm is the memoryefficiency and we do not aim to achieve the fastest method.
D. Analysis and Variants
In this section, we investigate the impact of several factors to our method's performance. First, we evaluate the performance robustness to different superpixel granularities. We report the test performance when employing 900, 950 and 1000 number of superpixels in Table III . The experiments are made with GRIDS32 model. It can be observed that the resolution change in this interval has an insignificant impact on our method's performance and does not alter the ranking in Table I .
Next, we have tried to improve the performance via combination of segmentation results from all resolutions via majority voting. Experiments are made with GRIDS32 model. It can be observed from Table IV that multi-resolution approach (GRIDSM) results into a notable performance improvement in both MAE and F β measure. The rank of GRIDSM is the same with GRIDS for MAE, but it beats one more deep learning method (ELD) in F β measure in Table I . One might argue that a natural baseline related to our network is the model resulting from the following training steps: (a) plain downsampling of the datasets, (b) training a network on the downsampled images and ground truths (c) upsampling results to evaluate the performance. This would highlight the performance upgrade of dimension reduction and later reconstruction with gridized superpixel encoding compared to plain downsampling and upsampling. To make this comparison, we train a network with exactly the same structure as described in the text, only this time we train the network with downsampled images and ground truths. Ground truths were again binarized via thresholding with 0.5. Augmentation with scale was performed by defining downsampled dimensions to result into around 900, 925, 950, 975 and 1000 number of pixels while preserving the aspect ratio. During test time we have utilized only the 950 granularity. Bicubic downsampling and upsampling is used. Experiments are made with GRIDS32 model. The comparison in Table V clearly indicates the improvement of superpixel gridization encoding scheme over plain downsampling. Especially the improvement in F β measure is dramatic: up to a 13% relative improvement.
As we have previously mentioned, since our method is trained from scratch we obviously need more training data. That is why we use largest datasets DUT-OMRON, HKU-IS and MSRA10K for training. We would like to emphasize here that the majority of other works use only MSRA10K for training and validation purposes for fine-tuning the pre-trained network they use. For transfer learning, fine-tuning with little number of data is known to give satisfactory results. Since our network is trained from scratch, such small data is not enough to train a network that gives satisfactory generalization. Moreover, we do not possess the advantage of starting with a pre-trained network on millions of images for object detection 
E. A Note on Network Compression
Since the motivation of the work is mainly memory reduction of deep neural networks, one can immediately notice a relation to the recently popular topic of neural network compression. In this work, we have not made further experiments on this particular topic. However, we wish to shed light on a possible argument. One can argue that the application of neural network compression on the state-of-the-art neural networks may make the requirement of our proposed method obsolete. We present two counter-arguments showing that this is not the case. First, the application of a neural network compression method is also beneficial to our proposed method and it would even reduce our required parameters more, which would make the proposed method even more desirable. Second, even if we do not employ neural network compression to our method and apply it only to the state-of-the-art VGG-19 based salient object detection methods, even the best neural network compression method [46] can reduce the parameters of VGG-19 to 4.4 million, which is still much higher than our method's all variants.
V. CONCLUSION AND FUTURE WORK
We have presented a deep and memory-efficient method for salient object segmentation operating on encoded images with gridized superpixels. With the boundary preserving gridized superpixel encoding, we also do not suffer from blurry object boundaries. Moreover, the network does not employ any pooling layer, thus further resolution loss is prevented. This also eliminates the need of tricks such as additional connections and layers to atone for the resolution loss. We have shown that our method can outperform some deep learning based methods and shows comparable accuracy with others while having only 0.048% of their parameters. With only 430 KB memory, the network is extremely easy to deploy to any device. This especially makes the method preferable considering applications in memory-limited IoT devices. The presented framework can be applied to any pixel-wise labeling task such as semantic segmentation. This will be the main topic that we will work on in the future improvements of this work.
