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Numerous roadside safety systems are configured with reinforced concrete 
materials, such as bridge railings, median barriers, and roadside parapets. These 
protective barrier systems are intended to safely contain and redirect errant vehicles as 
well as prevent impacts into hazardous fixed objects or other geometric features. The 
analysis and design of these structures may involve impact simulation with finite element 
software, like LS-DYNA, which includes multiple concrete material models. For such 
investigations, limited guidance is available for selecting preferred concrete material 
models and determining appropriate values for specific parameters. This Phase I study 
investigated the viability and performance of existing concrete material models to 
simulate unreinforced components subjected to common loading conditions, such as 
compression, tension, shear, and bending. For this study, five material models were 
evaluated – CSCM, K&C, RHT, Winfrith, and CDPM. 
Initially, single-element simulations were conducted in order to gain a basic 
understanding of material model performance. Next, small components with multiple 
elements were simulated to evaluate different loading conditions. Physical test data was 
obtained from several external experimental testing programs with unreinforced concrete 
in three basic load cases - compression, tension, and shear. Following the initial 
investigation on unreinforced concrete components, it was found that two out of the five 
 
 
 
concrete material models (CSCM and K&C) provided adequate simulation results when 
compared to the experimental test results. Among the other three models, the RHT model 
provided overestimation of peak forces, the Winfrith model performed poorly in tension 
and shear, and the plastic solver of the CDPM prevented simulations from completing. 
Both the CSCM and K&C concrete material models were further investigated and 
compared to internal component tests. 
Additional component simulations were completed to validate models against 
new experimental tests under four basic load cases - compression, tension, shear, and 
flexure. For the compression scenario, seven tests were completed on standard 4-in. 
diameter x 8 in. (102-mm diameter x 203-mm) cylinders. For the tension scenario, six 4-
in. x 3-in. x 12-in. long (102-mm x 76-mm x 305-mm long) dog-bone specimens were 
loaded in direct tension. For the flexure and shear scenario, six four-point bend tests were 
completed on 6-in. x 6-in. (152-mm x 152-mm) beam specimens. For the follow-on 
simulation effort and noted specimen geometries, the CSCM and K&C models showed 
promise in predicting peak forces and damage patterns for loading conditions using 
element sizes of ¼-in. (6.4-mm), ½-in. (13-mm), and ½-in. (13-mm) for compression, 
tension, and shear/flexure, respectively. The default parameters for both material models 
provided a reasonable comparison of results between experimental and simulated tests. 
Further investigation is recommended for the five selected concrete material models 
when used in combination with steel reinforcement. 
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 INTRODUCTION CHAPTER 1
 
1.1 Background 
Currently, concrete modeling with finite element analysis software is used in 
many applications. Specifically in roadside safety applications, it is important to be able 
to analyze and design reinforced concrete structures (e.g., concrete barriers mounted on 
bridge decks or road slabs) to withstand design limit conditions, contain and redirect 
impacting vehicles, and anticipate damage. Concrete modeling in roadside safety 
applications can include the study of portable temporary concrete barriers as well as solid 
median barriers, among others. 
Past modeling practices within the roadside safety community have often assigned 
a rigid definition that does not allow for the analysis of stresses and strains throughout the 
part for prediction of concrete fracture. Over the last several decades, the use of concrete 
material models has become prevalent as opposed to the use of a rigid definition. 
However, research is still needed to select appropriate concrete material models for both 
plain and reinforced applications under various load scenarios. Concrete is a 
heterogeneous material and requires advanced modeling to predict the onset of cracking. 
Using accurate properties in concrete material models in lieu of rigid definition will allow 
for improved analysis and design methods that incorporate stress, deformation, and 
cracking. 
There are numerous concrete material models for studying and investigating 
impact loading with available finite element analysis software, such as LS-DYNA, 
ANSYS, and Abaqus. However, some of these concrete material models have not been 
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extensively used in roadside safety applications. As such, a multi-phase investigation and 
evaluation was desired to help guide selection and use for plain and reinforced concrete 
applications. This analysis would include single element and component test simulations, 
which have been previously completed for some concrete material models. However, a 
full comparative analysis has not been performed for single element, component, and 
system simulations, which include static and dynamic investigations, plain and reinforced 
concrete, multiple failure modes, and numerous concrete material models. Upon 
completion of a multi-phase study, enhanced guidance for selecting concrete material 
models for use in a particular modeling effort will be provided. Further, the study may 
identify needs for creating a blueprint for a new concrete material model. The end result 
is to develop improved guidance and/or methodologies for the analysis of concrete 
structures within the roadside safety community. 
1.2 Research Objectives 
The objective of this Phase I study was to investigate and evaluate several current 
concrete material models that are available in LS-DYNA and determine their accuracy in 
predicting failure modes for plain concrete in different loading conditions. This material 
model investigation was performed by comparing simulated tests to physical tests 
performed by other researchers as well as those performed in the Midwest Roadside 
Safety Facility (MwRSF) at the University of Nebraska-Lincoln structures laboratory. 
Single-element and component-level simulations were completed to understand model 
behavior and provide guidance for the Phase II study. 
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1.3 Research Scope 
To fully understand the topic of concrete fracture, an initial background study was 
completed. This literature review included concrete constitutive modeling, applicable 
ASTM standards, previous laboratory testing, limited LS-DYNA concrete modeling 
efforts in roadside safety and other applications, and studies focused on fracture energy 
and strain rate effects. A thorough literature review was also completed on five material 
models that were specifically investigated in this research study. Single-element 
simulations were completed using these five material models and three different loading 
cases: compression; tension; and shear. The performance of the selected concrete material 
models was explored by changing parameters within each model.  
Following this study and using knowledge gained from the single-element 
investigation, one experiment that was found in the literature was selected for continued 
investigation with each of the three major load cases. Each test setup was replicated in 
LS-DYNA, and the material properties from the testing were implemented directly into 
the pertinent material model. Initial simulations were run for each test scenario and from 
there, material model parameters were changed in order to investigate their effect on 
behavior as well as to improve simulation results to correlate with the physical test results 
obtained from the literature. 
The final component of this research report was an internal testing program. 
Concrete was batched, cast in molds, and tested using MTS testing equipment. Cylinder, 
dogbone, and beam specimens were created to examine compression, tension, and 
flexure/shear load cases, respectively. The physical test setups were again replicated in 
LS-DYNA, and simulations were completed. Material model parameters were varied to 
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find a good correlation with physical tests. The test curves were again compared to the 
simulation curves. Conclusions and recommendations were provided about each material 
model. 
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 LITERATURE REVIEW CHAPTER 2
 
2.1 Concrete Fracture 
Concrete is a heterogeneous material, which makes the prediction of failure 
extremely challenging. Since concrete is often made of different parts (i.e., coarse 
aggregate, sand, cement, and water) and is not uniform, different failure behaviors can 
occur under the same loading conditions. Its mechanical behavior is therefore non-linear 
in all loading conditions. The mechanical behavior can be affected by properties such as 
water to cement ratio, shape and size of aggregate, and type of cement [1]. The majority 
of failure occurs at the cement-aggregate interface. The cement does not expand under 
increased loading, but it does contribute to the non-linear response. Given that the 
aggregate is a granular material, it can contribute to the dilation behavior and can 
undergo extensive plastic flow [2]. If the bond between the aggregate and cement is 
broken, the behavior of the material changes significantly. As such, the load resistance 
and stiffness of the material will decrease drastically as the concrete continues to exhibit 
damage. 
The cement-aggregate interface is the focus of concrete fracture analysis. Plain 
concrete is known to be weak in tension, and these tension forces cause failure locally. 
The predominant failure in concrete is generally accepted to be due to tension alone or 
tension in combination with shear forces [3]. These tensile stresses appear near the 
aggregate and eventually cause longitudinal cracking, as shown in Figure 1. Mortar 
cracks may also occur in the material, but this region is not considered the weak point of 
the material. 
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Figure 1. Longitudinal Cracks in Concrete due to Applied Load [3] 
At a microscopic level, the path along which the cracking occurs is based largely 
on the size of the aggregate in the concrete. In normal strength concrete, the cracks will 
propagate around the aggregate, but in high strength concrete, the cracks usually extend 
through the individual aggregate particles [4]. 
There are two major phases of concrete fracture. The first major stage is the 
appearance of narrow areas of increased strain and deformation, known as microcracks. 
After microcracks begin to form, they link together and form macrocracks, the second 
major stage of failure. When a crack opens, the material begins to soften and lose 
strength at that location. If load is released or reversed and the crack is able to close, 
hardening will occur. These cracks typically lead to a brittle state, with the degree of 
brittleness being influenced by compressive stresses, unconfined concrete strength, 
volumetric expansion, and concrete softening [5]. Softening is a major focus of concrete 
failure, which can be defined as load resistant capacity after peak and localized strain [6]. 
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Although these descriptions of failure are generic for all loading cases, there are 
differences in concrete behavior is different for compression and tension. In both load 
cases, the material exhibits strain-softening behavior when concrete is loaded beyond 
peak. The local deformations that occur under both loading conditions make prediction of 
stress-strain behavior very difficult. The unrecoverable deformation, in the form of open 
cracks, is what leads to plasticity in the material and eventual failure. This plasticity and 
softening behavior is more pronounced in compression than tension [7]. Damage, in the 
form of cracking, will typically occur at higher strains for compression than it will for 
tension, largely due to the difference in strength and stiffness degradation. When tension 
stresses are present in concrete, the likelihood of cracks opening is increased, which will 
lead to lower peak capacities and stresses. The compressive stresses generally arrest 
cracks that are formed by tensile stresses. 
Compression and tension are two major loading cases that have been investigated 
in laboratory testing for concrete. Concrete is significantly stronger in compression than 
tension, and this behavior has been widely studied for over 100 years. Unfortunately, 
there is no ASTM standard for uniaxial tension testing for concrete. The uniaxial 
compression cylinder test (ASTM C39) is a very common laboratory test for determining 
the strength of plain concrete. When concrete fractures in uniaxial compression, the 
strains are transmitted by the Poisson effect and are perpendicular to the direction of 
loading [8]. 
2.1.1 Compression 
In compression loading, three major stages can be observed for continuously 
loaded concrete. The first stage of loading occurs when the applied load on the concrete 
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ranges from 0 to 30% of the maximum compressive stress of the given concrete type [1]. 
During this loading stage, the behavior of the concrete is elastic. The stress-strain curve 
of the material will essentially be linear during this stage of loading, following Hooke’s 
Law. The modulus of elasticity during this stage is constant due to the linear-elastic 
behavior. Before the load begins to increase significantly, cracks are uniformly 
distributed, and a limited damage zone begins to form around each crack. The cracks 
present at this stage may be microcracks that were initially in the material before loading 
or cracks that have begun to form under initial loading. Regardless of their origin, the 
microcracks are present at this stage and will eventually grow in the next loading stage. 
This first stage is quasi-brittle, and there is no realistic expectation of failure under 
compression load. 
The second stage of compressive loading occurs when the stress reaches 30 to 
75% of the peak compressive stress [1]. At this stage, bonds begin to break between the 
cement and aggregate, and some of the microcracks that began to form in the previous 
loading stage grow. Near the end of this loading stage, these microcracks will bridge and 
eventually become macrocracks in the final loading stage. Although cracks are forming, 
the propagation is stable in this loading stage, and instability will only start to occur when 
stresses are closer to 75% of peak compressive stress. The non-linear response of 
concrete starts to show near the end of this stage. The larger cracks that are forming 
during this stage are parallel to the axis of loading [2]. The bond cracks begin to develop 
and will eventually lead to catastrophic failure for normal strength concrete. The larger 
cracks form as microcracks and propagate and join up along the shortest path, not 
necessarily the path of least resistance. 
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The final loading stage is 75% of the peak compressive stress and beyond, 
including post-peak softening behavior [1]. The mortar starts to crack and crush and the 
cement-aggregate interface slips. The failure occurs when bond cracks join and form a 
fracture zone. The failure cracks will continue to open up parallel to the loading direction, 
often resulting in failure planes forming at approximately 45 degree angles. A 
combination of crack opening and crack sliding at the micro-level causes further crack 
opening [9]. The stiffness degradation continues as the damage increases post-peak. The 
non-linearity becomes the most evident at this loading stage. In general, the stress-strain 
curve begins to bend sharply until the peak stress is reached, after being linear before this 
point [10]. The behavior drastically decreases after this point as softening is occurring. 
The volume dilation increases significantly at the tail end of this stage before softening 
begins. Dilation refers to the expansion of the concrete at the lateral pressure increases. 
Softening is a phenomenon that initiates after the peak compressive stress of 
concrete is reached. The stress-strain response after peak depends on many external 
factors, such as test equipment, test procedure, sample dimensions, and stiffness of the 
machine [11]. These factors all indicate that softening is difficult to precisely quantify. It 
is known that the Poisson’s ratio increases beyond the elastic value and the inelastic 
behavior of concrete is fully exposed. Specifically, the Poisson’s ratio generally remains 
constant up to a stress level of 80%, at which point the ratio increases suddenly due to 
dilation [10], as the transverse strain is increasing faster than the longitudinal strain. With 
dependence on specimen geometry, the size effect generally controls over material 
properties for softening.  
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2.1.2 Tension 
Concrete behavior in uniaxial tension is similar to uniaxial compression in some 
regards, but there are differences in the behavior that need to be noted. Tensile strength is 
generally assumed to be an order of magnitude lower than the compressive strength [10], 
but the compressive strength has also been defined as 10 to 20 times as large as the 
tensile strength [1]. The modulus of elasticity in tension is similar to that observed for 
compression loading. This results in stress-strain curves for tension loading being similar 
to compression loading. The limit of elasticity remains valid to about 60 to 80 percent of 
the ultimate tensile strength [11]. Strain localization also occurs for this load case. 
The low tensile strength is due to reduced strength of the cement-aggregate 
interface, defined as the weak link in concrete. The unstable crack propagation phase 
occurs much sooner in tension than in compression, and the tension failure process is 
much more brittle than observed for concrete loaded in compression. The sequence of 
cracking therefore occurs more rapidly, with the cracks forming perpendicular to the 
loading when the tensile capacity is exceeded.  
The stages of concrete behavior under tension loading are somewhat similar to 
those of compression. In the first stage, the applied loads range between 0 to 30% of peak 
tensile stress [1]. At this point, the concrete has linear behavior and behaves elastically. 
For the second stage, the applied load ranges between 30 to 80% of peak tensile stress 
when the cracks begin to initiate and propagate but are generally isolated and not 
spreading. As the load increases, some microcracking starts to reduce the stiffness of the 
material. The microcracks remain unchanged with a stress less than 80% of peak stress. 
The final stage is above 80% peak tensile stress when the cracks propagate to form large 
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cracks and flaws begin to link. Strain localization only appears after the 80% mark is 
reached. Major cracks continue to grow until failure is reached. Softening is much less of 
a factor in concrete subjected to tension loading. 
Concrete fracture is heterogeneous and not centered at a discrete point, but instead 
the fracture is distributed over a “zone” that has substantial size. The concept of a fracture 
process zone (FPZ) can be used to describe the micro level concrete behavior under load. 
The size of the fracture process zone may be as large as the whole cross section or as 
small as a single cement-aggregate interface. Within this zone, strains are increasing 
while the remainder of the concrete area outside the zone unloads; since, stress is 
concentrated at the crack. Typically in high strength concrete, which is more brittle than 
normal strength concrete, the fracture process zone is smaller than observed in normal 
strength concrete [12]. The material inside the fracture zone behaves inelastically and 
softens, but the material outside behaves linear-elastically and remains undamaged. The 
non-linear behavior inside the fracture process zone is characterized by two parameters: 
the effective length of the fracture process zone and the fracture energy, 𝐺𝐹 [12]. Both of 
these parameters are size-dependent and indicate that the size effect is present in 
concrete. The second of the two determinants, fracture energy, will be discussed later. 
Ultimately, microcracking is the failure mechanism for concrete through the 
formation of a web which eventually becomes macrocracks, which damages the concrete 
beyond its limit. Prior to any load being placed on a concrete specimen, microcracks can 
already be present, caused by shrinkage and thermal expansion in the cement paste [1]. 
These early-age microcracks are pre-existing and a contributing factor in the low tensile 
strength of concrete. These cracks before loading have also been attributed to the 
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following material properties: aggregate/cement stiffness ratio; type of cement-aggregate 
bond; and percentage of voids in the sample [3]. Before the larger cracks can even form 
under load, pre-existing damage is typically invisible. 
Once load is applied on the concrete, additional microcracks form as the bond 
cracks between cement and aggregate. Microcracks can also be present separately in the 
cement and aggregate. These types of microcracks form due to loss of cohesion between 
the mortar and aggregate, frictional slip at the interface between the cement and 
aggregate, and crushing of the cement [1]. These cracks grow in the fracture process zone 
and contribute to the inelasticity of the material. These cracks eventually join with each 
other and ultimately cause the failure of the material.  
There are three commonly accepted modes of concrete failure: Modes I; II; and 
III. Mode I refers to failure under tension load where the stresses are perpendicular to the 
crack surface, while Modes II and III are characterized by shear failure caused by stresses 
acting in the same plane as the crack surface [13]. Mode I is the most common and is 
easy to achieve through laboratory testing. It is described by the relationship between the 
normal stress at the crack and the opening of the crack. A crack is characteristic of Mode 
I when the crack opening dominates over crack sliding [9]. If the opposite were true, the 
cracks would propagate perpendicular to the direction of loading. 
Different levels of confinement can also change the failure patterns of concrete. It 
is generally assumed that as confinement increases, so does the strength and ductility of 
concrete. Adding pressure in a third direction will affect the behavior of the cement-
aggregate interface, and the pores within the concrete since dilation is delayed. When 
high levels of confinement are present, the cracks develop through the aggregate, the 
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pores collapse, and the failure mode transforms from brittle to ductile [5]. Softening will 
still be present in low confinement levels, but once the confinement increases past a 
certain level the softening will cease to exist and hardening will occur post-peak. 
2.2 Concrete Constitutive Modeling 
For many years, concrete behavior has been modeled by researchers. The general 
consensus is that concrete is very difficult to model due to the complicated fracture 
process and heterogeneity of the material. It is commonly used as a structural material, 
but there is much to be learned about its behavior under loading. In the first attempts to 
simulate concrete, many of the constitutive models were simple, phenomenological and 
not based directly on engineering mechanics. Along these lines, simple models were 
developed for the different components of concrete, such as cement and aggregate. Once 
these individual models acted together, the complex behavior of concrete could be 
simulated. In these models, the concrete is generally assumed to be linear, and the 
microstructure of the material is not considered. This selection prevents the onset of 
microcracking from ever occurring; therefore, the prediction of fracture is not possible.  
Concrete becomes especially difficult to model when different loading conditions 
are applied to the material. A model should be able to accurately depict the behavior of 
concrete over a broad range of applications and be able to replicate results of 
experimental tests. However, this depiction is quite challenging to achieve, due to various 
effects such as anisotropic elastic degradation, nonassociated plastic flow, and unstable 
post-failure behavior [2]. One of the main goals of concrete modeling is to better 
understand and predict crack formation, propagation, and specimen fracture under 
common applied loading conditions. From there, complexity can be added to account for 
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specific loading cases or experimental setups. Concrete responds differently under 
different conditions, such as compression and tension loading; therefore, special 
treatment is required.  
Most of the concrete material models currently in place are based on two major 
theories: damage mechanics and elastoplasticity. In general, these two theories are 
coupled together using various equations within the material model, because the 
progressive failure of the material depends heavily on its mechanics. Important 
considerations for developing a constitutive model include evolution of failure surface, 
representing material damage under basic loading conditions, incorporating softening, 
dilatation of the material, and representation of shear response [7]. Many of the models 
described herein consider these major emphases. 
Over the years, many researchers have made varying contributions to the area of 
concrete constitutive modeling, such as creating entire models or just a specific failure 
surface. Many of the modeling feats were created for a specific purpose, such as high 
loading rates or high temperature loading. These models are useful, and portions of these 
specific models are applicable to concrete modeling as a whole. Some common theories 
include: plasticity; continuum damage mechanics; fracture mechanics; elastic-damage; 
and combined plasticity and damage mechanics [14]. These theories have led to many 
different types of models, including empirical, linear and non-linear elastic, plasticity 
based, fracturing and damage mechanics, and macro/micro mechanics. All of these 
models are described in detail below. 
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2.2.1 Empirical and Elastic Models 
The first two types of models are the simplest forms. Empirical models are based 
solely on experimental data and rely on curve fitting to develop constitutive laws. This 
type of model is used infrequently when modeling concrete. The next type of model is 
elastic, both linear and non-linear. There are many models that seek to model concrete 
solely on an elasticity basis. Despite the fact that concrete has non-linear plastic behavior 
post-peak, an elastic approach is simpler. The development of parameters and equations 
can be very complex, and elasticity makes this process simpler. An elastic assumption 
makes the material model more generalized, but constitutive equations are very limited. 
Specifically, using only elastic behavior results in models being limited to path-
independent reversible processes [15]. Cracks can be assumed to occur in certain areas of 
the material, but the crack formulation cannot be modeled using only elasticity. 
2.2.2 Linear-Elastic Models 
Some of the equations used in elastic concrete models rely on Hooke’s Law and a 
constant Poisson’s ratio to make many calculations. The concrete is treated as linear 
elastic until the ultimate strength is reached, and then failure occurs. Given that the 
failure stress for concrete in tension is generally low, a linear-elastic model is well suited. 
Elastic models are inadequate in complex loading conditions and when excessive, non-
linear behavior is encountered. The major flaw in this type of material model is that the 
specimen will return to its original shape; since plastic deformations cannot occur. 
Linear-elastic models are simply not robust enough to capture the mechanical behavior of 
concrete at high loading rates.  
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2.2.3 Non-linear-Elastic Models 
Some non-linear behavior can be modeled using the basic elastic approach. There 
are two major approaches for non-linear modeling: secant and tangential formulations 
[11]. The secant formulation is based on total stress-strain and the tangential on 
incremental stress-strain. The secant method is more common, and it is an extension of 
the linear-elastic model, meaning it is load dependent. This type of formulation is 
generally only used with monotonically-loaded concrete samples. 
Some failure criterion can be added for elastic models. The ultimate strength 
surface is utilized in this instance. For these models, failure can only be defined as the 
ultimate load capacity of concrete, representing the boundary of the work-hardening 
region [11]. Many different yield and failure surfaces can be implemented, with failure 
criteria ranging from models with one parameter to those with five or more.  
2.2.4 Plasticity Models  
An improvement over the elasticity models is adding plasticity to the constitutive 
model. Hooke’s law and elastic behavior are still present in these models, but plastic 
behavior is added in the form of failure criteria and softening laws. The addition of 
plasticity also allows for microcracks to form and be unrecoverable. The components of a 
plasticity model are: an initial yielding surface defining the stress level at which plastic 
deformation begins; a hardening rule defining the yield surface evolution; and a flow rule 
which gives an incremental plastic stress-strain relation [11]. A flow rule is used to 
determine the amount of plastic deformation in concrete. In this model, the total strain is 
the sum of the individual elastic and plastic strains. 
 17 
 
2.2.5 Plasticity and Damage Mechanics Models 
Plasticity alone cannot model the microcracking phenomenon. Stiffness 
degradation, or softening, can only be modeled by combining plasticity and damage 
mechanics by using both a damage and plasticity surface [8]. This degradation is a very 
difficult process, which has been accomplished in different ways by various researchers. 
Nguyen looked at modeling these two surfaces coincidentally to allow consistency in the 
constitutive equations and efficiency [1]. Surfaces can be separated as well, one defined 
by the flow rule and the other defined by fracturing theory. The flow rule is the necessary 
kinematic assumption postulated for plastic deformation or plastic flow, giving the ratio 
or relative magnitudes of the components of the plastic strain tensor [11]. The rules 
essentially determine the direction of plastic flow.  
Compared to the elastic models, the unique aspect of this group of models is the 
plasticity yield surface. This surface typically includes pressure sensitivity, load-path 
sensitivity, non-associated flow rule, and hardening/softening work [11]. If a point lies 
within the elastic region of the yield surface, no plastic strains will develop. Inelastic 
volume change will take place in the form of contraction at the beginning of yield. 
However, continual plastic deformation will occur once the point moves to the boundary 
with the plastic strain region. This non-linear volume change is exactly what occurs in the 
concrete material once 75 to 90% of ultimate stress is reached [11]. Then, dilation will 
occur, and the shape of the yield surface will change.  
2.2.6 Varying-Level Models 
The next set of constitutive models is the varying levels of models: macroscopic; 
mesomechanic; and microplane. The macroscopic model looks at the material in a wider 
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scope. Due to its scope, a major disadvantage of this type of model is that some of the 
behavior at the mesoscopic or microscopic level cannot be displayed. Macroscopic 
models generally include features such as a non-regular array of particles representing the 
largest aggregates, a homogeneous matrix of cement and some small aggregates, and 
interfaces between the cement and aggregate [11]. The mesomechanic model provides 
analysis in between macro and micro levels and is able to better demonstrate behavior. 
Finally, the microplane models use aspects of the macroscopic model to represent the 
mechanics of the microstructure. These models typically use vectors, despite it still being 
very complex and computationally robust. These models interact and allow for analysis 
and different levels. 
2.2.7 Single- and Double-Parameter Models 
Another set of models consist of varying numbers of parameters. The single-
parameter models are the simplest and are used for pressure-independent materials. These 
models use the von Mises or Tresca type failure surface. Typically, these models are not 
accurate enough for concrete due to the use of only one parameter. Further, only 
compression loading conditions are considered.  
Some examples of two parameter models are the Drucker-Prager and Mohr-
Coulomb failure surfaces. These failure surfaces will be discussed in more detail 
following the damage models. These two parameter models with straight lines in the 
surfaces are inadequate for concrete failure surfaces, especially in high compression 
regions [11]. More refined models with three or more parameters provide better 
validation for experimental testing.  
 19 
 
2.2.8 Continuum Damage Mechanics Models 
A major set of models are the continuum damage mechanics models, primarily 
used for tension loading. In these models, the softening is modeled by defining the 
relationship between stresses and effective strain [11]. However, it has been proven that 
continuum damage mechanics is inadequate for predicting softening. A simplified 
method is to set the tensile strength of concrete equal to the elastic limit, but this selection 
does not solve the issue with softening. The issue comes with strain localization in the 
fracture process zone, but mesh dependency exists because the zone is very narrow. 
Strain localization results from heterogeneous deformation, commonly exhibited as a 
narrow band of high strain. This local damage is represented using internal damage 
variables. Three types of continuum damage mechanics and fracturing models are 
cohesive crack models, softening continuum models with partial regularization, and 
softening continuum models with full regularization. 
2.2.9 Damage Models 
Other damage models that have been created by researchers, include smeared 
crack, fixed crack, multiple fixed crack, and rotating crack models [1]. Many different 
models have been created for special circumstances, such as for high temperature loading 
resulting in spalling [16], fully-graded aggregate mass concrete [17], and simple beam 
cracking [18]. A damage model can be tailored to a specific experimental setup or 
loading condition and must be used with caution. Typically, damage models are not 
accurate with concrete loaded both in compression and tension. 
The smeared crack model is a generic method of modeling cracks in concrete. The 
smeared crack method is more appropriate when overall behavior is of concern; it is 
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similar to a macroscopic model. For the term “smeared crack approach” stiffness is lost at 
an element, the element remains in position, and it loses the ability to carry any load. 
Therefore, the crack is not displayed explicitly in the material. As a result, mesh size is 
very important, and the damage is highly mesh-dependent.  
There are two major surfaces that are used in most constitutive models: the yield 
and failure surfaces. One example yield surface corresponds to the Haigh-Westergaard 
stress space. In this surface, the stress tensor has six independent components [11]. This 
type of yield surface is very common in plasticity-based models and also used in 
conjunction with failure surfaces. The yield stress is a function of this Haigh-Westergaard 
stress space. Other examples of yield surfaces are the Tresca and von Mises yield criteria. 
These are extremely common for metals but can also be used for a pressure-independent 
material, such as concrete. A tensile cutoff is added to these criteria to allow for the 
pressure-independence of concrete. The yield surface is a constantly adapting surface 
based on the change in stress. Once stress increases, the yield surface responds 
accordingly, and elastic and plastic deformations occur. A new yield surface is often 
created after plastic deformation begins. The surface will continue to inflate until the 
failure surface is reached. The yield surface can take many different shapes, with the 
teardrop being a common shape [19]. A cap surface is often added to the yield surface in 
order to cap the open shape of the yield surface and more accurately reflect the behavior 
of concrete. 
Failure surfaces are a major part of the constitutive modeling process. Concrete 
can be described by a failure surface with curved meridians [11]. This surface changes in 
shape similar to the yield surface but generally transforms from a triangular shape to a 
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bulged shape as compressive forces increase. Different failure criteria exist as well, 
ranging from one parameter to more than five parameters. The two most common failure 
surfaces are the Mohr-Coulomb and the Drucker-Prager. A third common surface is the 
William-Warnke failure surface. There are various other surfaces, which are typically 
specialized for a specific geometry or loading condition. 
The Mohr-Coulomb surface is a modified version of the Tresca criterion. Its basic 
assumption is that the maximum shear stress is the only decisive measure of failure, and 
this shear stress is a function of the normal stress [7]. The criterion has a discontinuity in 
the surface which makes it only a moderate fit for the response of concrete, as observed 
in experimental testing. The Drucker-Prager surface is a modified version of the von 
Mises criterion, and its shape is a circular cone. The behavior of the failure surface is 
defined by the hardening rule, and it generally is used for multi-axial loading [7]. The 
Drucker-Prager criterion is known to overestimate the compressive or tensile strength of 
concrete. 
2.3 Special Considerations 
2.3.1 Mesh Independence 
Mesh independence is a feat that many modelers have attempted to accomplish 
when it comes to modeling any material. It is especially useful when attempting to model 
concrete using finite element analysis. It does become very challenging because strain 
localization is present in the material, which must be considered when mesh sizes are 
both small and large. One study was able to determine that the characteristic length is 
found to be about 0.2 in. (5 mm) for concrete [20]. In this study, the strain localization 
was captured by a continuous approach and macrocracks by a discontinuous one. 
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Mesh independence is highly desired as mesh size can affect crack propagation in 
concrete modeling. In regions where the fracture is expected to occur, the mesh size 
needs to be very fine to capture the failure behavior. But if there is no indication of where 
failure will occur, the entire mesh would need to be extremely fine. Making this mesh 
size more fine will also affect the size of the fracture process zone. The strain localization 
is the reason for the mesh sensitivity during softening and homogenization has been used 
to remove this sensitivity [6]. Softening behavior can be shown in a mesh independent 
model, but the true heterogeneity of concrete is lost with large elements. 
2.3.2 Nonlocal Modeling 
Nonlocal modeling has also been used to investigate concrete failure patterns. In 
nonlocal modeling, the focus is on the relationship between the internal length of the 
model and the width of the fracture process zone [21]. The unique aspect of the nonlocal 
model is that it includes a spatial relation (i.e., scale) in the constitutive equations, which 
does not appear in other models that have been covered. The model parameters are the 
controlling factor in the interaction of material points [21]. They add complexity to the 
model, but it does allow for automatic calibration of the parameters. Nonlocal modeling 
has not been as popular for concrete materials due to its complexity. 
2.3.3 Dynamic Loading Conditions 
Real world, dynamic laboratory testing of concrete is less common than static 
testing because there are not many experimental tests that involve such high loading 
rates. Concrete is often dynamically loaded in the real world but given the lack of 
laboratory testing, there are not many models that have been created to support it. One 
such study did investigate the dynamic behavior of concrete by modifying the William-
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Warnke surface [22]. Another constitutive model has been created to accommodate 
dynamic loading, specifically impact and impulse loading [10]. Microcracks in the model 
are tracked using a continuum damage parameter and the constitutive equations are based 
on a strain energy function. Neither of these models has been validated with robust 
experimental data. 
2.4 FEA Concrete Modeling Codes 
LS-DYNA is a non-linear, 3D finite element analysis software that includes 
concrete material models, is robust, has dynamic capabilities, and has the ability to 
perform numerous calculations with the constitutive equations. LS-DYNA has been used 
in the roadside safety community for modeling impacts events into concrete roadside 
safety systems, such as barriers and bridge rails. However, other programs, such as 
Abaqus, do have some use when it comes to modeling concrete fracture. Abaqus is a 
finite element analysis software for a variety of industrial engineering applications. 
Abaqus has been used to simulate a wide variety of different loading conditions 
and specimens. One study looked at creating a user-defined material model (UMAT) in 
Abaqus based on a specific constitutive model [14]. Creating a UMAT means that all 
material behavior is defined by code written by the researcher. Double-edge notched 
specimens using a coupled plasticity damage model were simulated with one UMAT. 
Another UMAT, based on a microplane model, was created to simulate mixed-mode 
fracture [13]. 
Most of the concrete models in Abaqus are plasticity models and based on 
incremental theory, where the total strain is made up of the elastic and plastic strains. 
These models usually have the following characteristics: a yield surface; flow rule; and 
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hardening/softening behavior [11]. There are two major concrete material models 
available in Abaqus: the Concrete Damaged Plasticity Model and the Brittle Cracking 
Model.  
The Concrete Damaged Plasticity Model is intended for cyclic loading or 
dynamic loading. The model features cracking in tension and crushing in compression, 
with different yield strengths and stiffness degradations in each of the two loading 
conditions. In the model, elastic behavior is followed until the failure stress is reached, 
after which point microcracks are represented macroscopically with softening and strain 
localization [11]. Its behavior is also sensitive to the strain rate of the model. The 
following tests are needed to generate all required parameters for this model: uniaxial 
compression; uniaxial tension; biaxial failure; and triaxial test [23]. Elements in this 
model cannot be deleted, because no failure criterion exists in the model, one of the 
major drawbacks of this particular model. Excessive dilation may occur due to the lack of 
element deletion, but dilation can be avoided by using adaptive meshing techniques. 
The second model available in Abaqus is the Brittle Cracking Model. This model 
was created mostly to be used with tension loading. Its major strength is displaying 
tensile cracking in the concrete. The model’s major drawback is that it is linear elastic, 
thus there is no plasticity and has little application in other loading conditions besides 
tension. It is most accurate when brittle behavior dominates so that the linear elastic 
assumption for compression is adequate [24]. It does have element deletion capability 
using a brittle failure criterion, which is very useful to avoid excessive dilation. 
Two other software programs have been utilized and their results have been 
limitedly published. The first analysis program is Co.Dri which focuses on the 
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mechanical modeling of concrete and produces interactive graphics [11]. It was used by 
researchers in conjunction with Abaqus to simulate the behavior of plain concrete. The 
second is Atena, a commercial software package that was used to model unnotched and 
notched specimens simulated in three point bend tests [25]. 
2.5 Standard Concrete Component Testing Methods 
There are several standards for laboratory testing of concrete samples. Three of 
these standards have been selected for the basis of in-house component testing portion of 
this research study. The standard for compression testing of concrete, ASTM C39 [26], is 
very common and is directly applicable to the in-house testing program. There is no 
standard for direct tension testing of concrete. There is a standard for splitting test for 
tension strength, but this standard was not desirable for this research effort. Instead, a 
different ASTM standard, ASTM D2936 [27], was adapted for use for the direct tension 
testing. Similar to tension, there is no directly applicable standard for shear testing of 
concrete. The test method for flexural strength of concrete, ASTM C78 [28], was adapted 
for use in the flexure and shear component testing program. 
2.5.1 Compression 
The standard concrete compression test, ASTM C39, consists of loading cylinders 
in compression. Cylinders should be sawed or ground to meet tolerances on its ends if 
they are not plane. The specimens must be capped, with all cylinder diameters within 2% 
of each other. Common cylinder sizes use 4-in. (102-mm) or 6-in. (152-mm) diameters 
and lengths of 8 in. (203 mm) or 12 in. (305 mm), respectively. The test method requires 
a loading rate of 35 ± 7 psi/s (0.25 ± 0.05 MPa/s) during the second half of the loading 
phase. A higher loading rate is allowed through the initial portion of the test, but the 
 26 
 
specimen must be loaded continuously throughout the test. Load must remain on the 
specimen until the resistance has dropped below 95% of the peak load. The C39 standard 
also has equations used for calculations as well as a schematic for different types of 
common failures. This test provides a compressive strength of concrete. Additional 
results require advanced instrumentation. 
2.5.2 Tension 
The test method for direct tensile strength, ASTM D2936, is specifically for rock 
core specimens. Cylinder are tested with the ends of the rock core sample are cut and the 
ends cemented to metal caps, using no more than a 
1
/16-in. (1.5-mm) layer of cement. No 
special care is needed to smooth or plane the ends of the specimens and the water content 
of the sample should be monitored and remain at appropriate levels for the testing 
conditions. It is necessary to ensure that the caps are aligned with the axis of the 
specimen. The tensile load must be applied continuously throughout the test, at a constant 
rate that would result in a failure in not less than five and not greater than 15 minutes. 
This test provides a tensile strength of concrete. 
2.5.3 Flexure 
ASTM C78 is used to obtain flexural strength of concrete. A four-point bending 
apparatus is used in conjunction with a test machine in order to obtain the correct loading 
pattern. The loads must be applied perpendicular to the specimen, and the supports must 
be wider than the specimen. An example schematic of the loading apparatus from the 
standard is shown in Figure 2. The testing specimen is a rectangular beam with a cross-
section of 4 in. x 4 in. (102 mm x 102 mm) or 6 in. x 6 in. (152 mm x 152 mm). The 
unsupported span is three times greater than the height of the beam, and the beam length 
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is the unsupported span length plus 1 in. (25 mm) of overhang on both ends. A 
continuous load rate is applied until rupture occurs. 
 
Figure 2. Four-Point Bending Test Loading Apparatus [28] 
2.6 Relevant Laboratory Testing of Plain Concrete 
Aside from the ASTM standard-based testing for compression, tension, and shear, 
researchers have developed alternative test methods for concrete. Currently, no standard 
test methods exist for evaluating concrete in direct tension and direct shear. Direct shear 
testing is often very difficult to achieve, although one study will be highlighted and 
discussed later. Tension testing has been performed by many researchers and has proved 
to be quite difficult. Some of the following test methods involve specimens with fiber 
reinforcement instead of plain concrete, but the purpose is the evaluation of the test 
method and specimen geometry. A literature review of direct tension methods was 
completed to develop a test method for the in-house laboratory testing to follow. 
Zhang, et al. loaded a 4.3-in. (109-mm) cylinder in direct tension and monitored 
the damage level within the cylinder using Coda Wave Interferometry (CWI), a non-
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destructive testing analysis method [29]. The specimens were fitted with two rings that 
were attached to the concrete cylinders using three screws. The rings were then used to 
fasten the specimen to the frame on one end and glued to the frame on the other end. 
Three LVDT units were used to track small displacements in the cylinders and then strain 
was calculated. The test setup is shown in Figure 3. Sensors on the cylinder face captured 
velocity and were used in the CWI analysis method. An initial compressive force was 
applied to the specimen in order to improve the cohesion with the glued end. This method 
was unique, and worked well, but it would require the gluing of concrete directly to the 
test frame. 
 
Figure 3. Test Setup for Study by Zhang, et al. [29] 
An additional study was conducted on cylinders by Kim and Taha to observe the 
behavior of concrete cylinders in direct tension [30]. A 4-in. (102-mm) cylinder was 
attached to double steel plates on each end with epoxy to create a uniform loading area on 
the cylinder, as shown in Figure 4. Eight bolts connected the two plates together which 
were attached to the load frame. The tension load was applied through ball bearings to 
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allow for free rotation and reduce bending or torsional stresses. The specimen geometry 
was not ideal, because the fracture location is difficult to predict in a constant cross-
section. One benefit of this test method was that secondary stresses that come as a result 
of uneven loading were avoided, which is often seen in gripping or epoxy methods. 
 
Figure 4. Test Setup for Study by Kim and Taha [30] 
Yan and Lin investigated the dynamic properties of concrete specimens in direct 
tension [31]. A displacement-controlled MTS machine loaded the dogbone-shaped 
specimens in direct tension, as shown in Figure 5. Strain gauges measured strain, and two 
pairs of LVDTs measured the displacement once cracks started to form. The dogbone 
shape was preferred, because it provided an indication of where failure would likely 
occur and allowed for a better estimate of placement for instrumentation. Both ends of 
the specimens were attached to steel plates using epoxy, and the plates were then fixed to 
the heads of the testing machine using bolts. Different strain rates were tested, and the 
conclusion was that the fracture surfaces were created through the cement-aggregate 
interfaces instead of around them. 
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Figure 5. Test Setup for Study by Yan and Lin [31] 
Most of the test methods in this literature review follow one of two basic methods 
for affixing the specimen to the testing machine: epoxy or grips. This testing looked at 
gripping flat concrete plates using wedge grips [32]. Gluing was intentionally avoided, 
because it can cause localized stresses if it is not applied correctly. However, grips may 
induce bending stresses in the plate specimen. In order to prevent localized and bending 
stresses, free rotation was allowed at the top of the specimen along with tapered 
aluminum plates that were placed along each end of the specimen on both sides, as shown 
in Figure 6. The researchers found that the grip plates had reduced levels of localized 
stress in the specimen, relative to levels that would be present with an epoxy application 
or nothing in place. Specifically, the stress at the grip plate was within 20% of the stress 
at the center of the specimen with the plates and 60% without the plates [32]. Although 
this method requires extra attention to ensure additional stresses did not occur, the 
gripping setup worked adequately. 
 31 
 
 
Figure 6. Test Setup for Study by Graybeal and Baby [32] 
A study on high performance fiber reinforced concrete was completed in order to 
define rate-dependent tensile behavior of the material [33]. Fiber reinforcement matrices 
were placed throughout the specimen and additional reinforcement, steel wire mesh, was 
added to the ends of the specimens. This mesh was a safeguard to prevent failure of the 
specimen outside of the gauge length. The 21 in. (533 mm) long  dogbone specimens 
were loaded near their 5 in. x 1 in. (127 mm x 25 mm) ends and pulled in tension, as 
shown in Figure 7. LVDTs were not used in this testing program because they could not 
adequately capture data for a 0.7 in./s (18 mm/s) loading rate. Instead, markers were 
attached to the specimen at different locations to track displacements using high-speed 
video cameras. The necessary extra reinforcement and the location of load application 
indicates this method is less reliable. 
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Figure 7. Test Setup for Study by Kim, El-Tawil, and Naaman [33] 
Zhen-hai and Xiu-qin predicted the ascending and descending portions of the 
stress-strain curves using experimental testing [34]. Dogbone-shaped specimens were 
placed in a stiff frame and loaded in direct tension using a custom jig. Transducers 
captured data for load and deformation during the test. Strain gauges measured strain in 
the longitudinal and transverse directions. The loading jig had steel plates, a beam on the 
top and bottom, and bars on the sides of the specimen as shown in Figure 8. The 
specimen itself was epoxied to the steel plate which was connected to the load frame. 
Cracks were monitored closely using the naked eye. 
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Figure 8. Test Setup for Study by Zhen-hai and Xiu-qin [34] 
2.7 Fracture Energy 
Fracture energy principles are used to determine behavior of the material after 
peak stress is reached. Fracture energy levels can be measured by completing certain 
laboratory testing and can be implemented in most constitutive models. Fracture energy 
is important to replicate softening. Fracture energy is defined as the average energy 
required for the creation of a stress-free unit fracture surface and represents a global 
evaluation of fracture toughness [35]. It is typically measured as the area under the stress-
deformation test curve after peak strength is achieved. It has also been defined as the 
average dissipated energy per unit crack surface area [12] or the energy required to break 
a notched three point bend specimen into two pieces [36]. The fracture energy is assumed 
to be constant throughout the cross section of the material. 
Experimental testing can determine fracture energy values. The stress-
deformation curve after peak is determined from indirect tension tests or three point bend 
tests. It can also be calculated from the energy required for a crack to grow into a 
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complete separation in the bend test. Determining fracture energy from a direct tension 
test can be difficult because there is no standardized test. Other test methods, such as 
edge-notched tensile specimens and eccentric compression specimens, have shown to 
return similar fracture energies as the bend tests [37]. Other attempted test methods 
include shear testing and punching slab strength. A stiff, closed-loop test machine with 
displacement control is important to obtain proper values. 
Experimental testing is not exact and is not a perfect depiction of fracture energy 
levels. There have been some disagreements regarding its exact measurement. It is widely 
accepted that the area under the stress-deformation plot after peak is used, some studies 
have included the full area under the stress-deformation curve [38]. Fracture energies can 
be affected by external sources, such as loading rate and testing frame stiffness [35]. 
Overestimations of the fracture energy can occur from errors in measurement and 
difficulties that come with measuring small deflections during the test. 
Fracture energies can also be calculated using a variety of different models. The 
three major models are the size effect model (SEM), the two-parameter model (TPM), 
and the work-of-fracture model (WFM) [35]. The fracture energy values calculated from 
these models are used to calibrate other numerical models. Technically, the initial energy 
is found from the SEM and TPM, while the total fracture energy uses WFM. According 
to an analysis of all models, the fracture energy values were found to be level or larger 
than values calculated based on theoretical equations [39].  
The SEM focuses on the size effect phenomenon by accounting for specimens of 
different geometries. It includes the energy concept, equivalent elastic crack model, and 
two size-independent fracture parameters [40]. The model calculates the fracture energy 
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using the strength of specimens with similar geometrical proportions but with different 
sizes. This relationship is used in combination with the size effect law and the energy of 
interest is the area under the initial crack-stress opening curve [39].  
For the TPM, stress and crack displacement are the focal point. Specifically, 
fracture of concrete is characterized by critical stress intensity factor and the critical crack 
tip opening displacement [39]. This displacement can be measure by loading notched 
specimens and gathering data near the notch. The two parameters referred to in the name 
of the model are the two size-independent fracture parameters that are used in the model. 
The WFM allows for the simplest testing procedure and is the most commonly 
used method. Using this method, the total fracture energy is defined as the ratio between 
the total energy and the concrete fracture area [41]. This method requires a notched three-
point beam test, and the method assumes that the fracture energy is affected by the 
specimen size, but it is not of critical importance. The fracture energy values calculated 
from this model are higher on average than for the other two models. 
This size effect discussed refers to the difference in fracture energy when the 
concrete properties are the same but the geometry is different. A function called the 
characteristic length can also be used to develop a relation between the fracture energy 
and the specimen geometry. The size effect has been hard to determine, given its effect 
has only been mild and there are no clear trends that have been discovered. Fracture 
energy must be accurate for all specimen lengths, as the definition of the concept 
specifies an infinitely large specimen. 
Many different studies have been completed regarding the size effect of concrete 
and the associated fracture energy, with varying results. The assumption of a constant 
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fracture energy and crack surface area will result in larger crack density when the length 
of specimen is shorter. One study found that the stiffness, strength, and local fracture 
energy had little influence on the specimen height [42]. The peak was not any more 
influenced than the compressive strength when size effect was considered. Another study 
indicated that the dependence of the fracture energy on the size of the specimen is 
attributable to rate effects and slight variations in loading rate between tests [43]. Both of 
these studies showed that structure size does not have a significant effect on the 
calculated fracture energy. 
However, other studies have shown that the size effect is at least of some concern 
when calculating fracture energy values. In one study, a four times larger beam resulted 
in a 35 percent increase in fracture energy for lower strength concrete and a 59 percent 
increase for higher strength concrete [35]. These results show that higher strength 
concrete will exhibit higher size effects, but the increase is only moderate. It is hard to 
determine what an acceptable increase would be, but the instance in this test only seems 
moderate. Other studies have indicated that fracture energy depends on specimen size and 
geometry and confirmed that it increases with increases in size [39]. An increase should 
be expected; since, the fracture process zone will be larger for larger specimens, and the 
size effect will be more obvious when plasticity is reached. 
There are three major properties that affect the fracture energy of concrete: 
aggregate size; compressive strength; and load rate. Aggregate size has the most drastic 
effect on fracture energy. In general, higher fracture energy values were found for larger 
aggregate size for normal strength concrete than smaller aggregate size [35]. The fracture 
energy only increased slightly when the volume fraction of aggregate was increased in a 
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specimen. Specifically, when the aggregate size was doubled from 0.3 in. (8 mm) to 0.6 
in. (16 mm), the fracture energy increased by 25 percent [35]. The larger aggregate size 
also resulted in rougher fracture surfaces, which may be another indication of why 
fracture energy values were higher. A 4.2 times increase in aggregate size was required to 
reach 100 percent increase in fracture energy [35]. The use of rounded aggregate resulted 
in higher fracture energies than specimens with angular aggregate [39]. In addition to size 
and shape, a stronger aggregate will also increase the fracture energy. 
Concrete compressive strength is another material property that has an effect on 
the fracture energy of a given specimen. Based on the relationship of stronger aggregates 
and higher levels of fracture energy, it should be expected that increased compressive 
strength will result in increased fracture energy. One such study confirmed this trend; 
fracture energy was 35 percent higher in high strength concrete than that for normal 
concrete [38]. There also were increases in the fracture energy when curing time was 
increased to 28 days, which coincidentally resulted in higher strength. As the 
compressive strength increased, the energy stored in the material at peak strength 
increased, while the ability of the material to dissipate energy remained constant, 
resulting in more brittle failure [44]. The fracture toughness of concrete increases as well, 
but not at the same rate as the fracture energy-compressive strength relation. 
There is also a direct relationship between the loading rate and the fracture energy 
of concrete. Fracture energy only increases slightly under quasi-static loading conditions 
but increases drastically when dynamically loaded [4]. Some possible explanations for 
this behavior include inertia and geometry of the specimen. Also, the fracture process 
zone extends at a greater rate when the loading rate increases. Specifically, the fracture 
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energy increased by approximately 50 percent when the loading rate was increased, up 
until about 0.04 in./s (1 mm/s), at which point the fracture energy increased more rapidly 
[4]. 
Notched specimens are very common when determining fracture energy through 
experimental testing. The crack mouth opening displacement (CMOD) can be directly 
used to calculate fracture energy [38]. CMOD measures require a lot of precision, 
because small deflection measurements are being taken at an area where damage is 
occurring. There may be deviations in the CMOD values, because the crack path is not 
necessarily a straight line and the CMOD is not measured directly at the crack opening, 
but nearby [38]. This study found that the CMOD could in fact be used as a replacement 
for standard displacement. Based on these findings, it is assumed that the energy 
dissipated at the crack is the same as the fracture energy. The use of CMOD may be more 
difficult when determining when to cut off data for the curve. 
In order for a parameter to be considered a material property, that parameter must 
not change when adjustments are made to the geometry of a structure. The material 
property must also have repeatability and be consistent across multiple tests. Based on the 
results of the studies mentioned, it appears that fracture energy is size-independent. 
Therefore, it can be considered a material property of concrete. This independence relies 
on controlled experimental tests. The size effect law does have an effect on fracture 
energy, but it is not enough of an effect to warrant fracture energy not being considered a 
material property of concrete. 
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2.8 Strain Rate Effects 
When concrete is loaded at high strain rates, the concrete strength typically 
increases. At these high strain rates, the concrete has increased opposition to imposed 
stresses and therefore becomes stronger. Strain rate effects on concrete are generally 
accepted to be higher in tension than in compression [45]. Strain rate effects are 
important both in modeling and design. Concrete fracture mainly depends on loading 
type, loading velocity, and moisture level, making it a rate-dependent material [20]. Most 
of all, the rate dependence of concrete is due to microcracking and the rate at which it 
occurs. 
The increase in strength can be explained by the following phenomenon: increase 
in strength is due to both material strain rate effect and inertial confinement effect [46]. 
When high strain rates are present, an increase in strength occurs due to inertial resistance 
of the material as it cracks; two changes come as a result [47]. The specimen will be 
forced to crack through greater resistance paths in the cement-aggregate interface, 
because there is not enough time to find a weaker path. The cracks are therefore sporadic 
and do not link up as smoothly as under normal strain rates, meaning more cracking will 
be needed for failure to occur. 
The term given to represent the strain rate effect is the dynamic increase factor 
(DIF). This DIF gives the increase factor by which the concrete strength is multiplied for 
a given strain rate. It is defined as the ratio of the dynamic strength to the quasi-static 
strength in compression [48]. The DIF is based on a semi-log or log-log scale. The DIF 
increases by 50% when the strain rate varies from 10
-5
 to 10
1
 s
-1
, with a sharp rise in DIF 
values coming when a 10
2
 s
-1
 strain rate occurs [48]. An increase of 80% was seen when 
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the strain rate increased from static at 10
-6
  s
-1
 to 10 s
-1
 [22]. The DIF can be implemented 
directly in constitutive modeling. 
The concept of DIF and strain rate effects can be confirmed by many different test 
methods. Some of these include Split-Hopkinson bar, drop-hammer, servo-hydraulic 
loading, and explosive tests [48]. Lateral confinement can be added in certain tests, 
further enhancing the compressive strength of concrete. Some uncertainties are associated 
with testing and validating DIFs. Uncertainties arise from DIF results coming from 
different testing techniques and the specimen size effect [48] and the increased 
magnitudes in strength being a result of concrete quality, aggregate, age, curing and 
moisture conditions, instead of strain rate effects [22]. These are all valid concerns, but 
DIFs have been proven realistic. 
The test data coming from various researchers solidifies the use of DIFs in 
constitutive modeling. Transition points between low strain rate sensitivity and high 
strain rate sensitivity have been reported at a range of 63.1 s
-1
 [48] to 200 s
-1 
[46]. Strain 
rate effects not only increase the strength of concrete but also the stiffness, while the 
brittleness decreases. In one study, the DIF values were found to be 1.33, 1.24, and 1.17 
for strain rates of 3 s
-1
, 0.3 s
-1
, and 0.1 s
-1
, respectively
 
[22]. Several studies have shown 
that smaller strain rates tended to under-predict the DIF, while larger strain rates over-
predicted the DIF value, for both compression and tension. 
Strain rate effects can be added to constitutive concrete models or material 
models, but they must be validated to ensure they are working properly. Some 
researchers have assumed the DIF to be the rate effect and thus incorrectly predicted the 
value used in simulations and numerical models. With an incorrect value, this typically 
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led to the overprediction of concrete strength [48]. Dynamic strength enhancement relates 
to lateral confinement and not strain rate effects.  
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 LS-DYNA CONCRETE MATERIAL MODELS CHAPTER 3
 
3.1 Introduction 
There are many concrete material models available in LS-DYNA version 7.1.1. In 
order to select a small group of models for analysis, selection criteria were developed to 
identify qualifying models. Ideally, a preferred model would have minimal material 
input, rate-dependent behavior, and the ability to track concrete damage. Minimal 
material input typically includes automatic parameter generation, which makes the model 
more user-friendly. Rate-dependent behavior was important in order to account for rate 
effects that would occur in dynamic loading conditions. Rate-dependent behavior would 
not be necessary for quasi-static component tests, but it would be important in more 
dynamic impact analyses. Damage tracking was another benefit that would be desired. 
This feature should highlight the behavior of concrete in all load cases as well as 
accumulate damage under different loading conditions. 
With these criteria in mind, selections were made from the list of available 
concrete material models in LS-DYNA, as shown in Table 1. After consideration of all 
the models available and their capabilities, five models were chosen for further analysis: 
CSCM; K&C; RHT; Winfrith; and CDPM. Only the CSCM, K&C, and RHT models had 
minimal input, rate dependency, and damage tracking, with the other two models having 
minimal input and rate dependency, but not damage tracking. Background research on 
these models was performed before any simulations were attempted. The material model 
input cards for each model are found in Appendix A. 
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Table 1. LS-DYNA Concrete Material Model Evaluation 
 
 
3.2 CSCM Model 
The CSCM model was developed by APTEK, Inc. in the 1990s and was intended 
to be used for roadside safety analyses [49]. It is a continuous surface cap model, as 
shown in Figure 9. There are two different input versions of the material model, one of 
which allows for parameter generation based on a limited number of inputs. The other 
input version requires specific data of all material model parameters. The parameter 
generation option (*MAT_CSCM_CONCRETE) only requires data for the concrete 
compressive strength and maximum aggregate size, which makes this material model 
much more user-friendly. 
There is a smooth and continuous intersection between the shear surface of the 
model and the hardening cap, as shown in Figure 9. The model combines the shear 
surface and hardening cap using a multiplicative formulation, which allows for the 
continuous and smooth intersection. The shear surface is plotted as shear strength versus 
pressure. The cap is specifically used to model plastic volume change, and its motion 
determines the shape of the pressure-volumetric strain curves. Without the presence of a 
MATERIAL MODEL MAT_ID MINIMAL INPUT RATE DEPENDENT DAMAGE TRACKING
Soil and Foam Model *MAT_005 No No No
Psuedo-Tensor *MAT_016 Yes No No
Oriented Crack *MAT_017 No No No
Geological Cap *MAT_025 No No No
Concrete Damage *MAT_072 Yes Yes No
Concrete Damage Rel3 (K&C) *MAT_072R3 Yes Yes Yes
Brittle Damage *MAT_096 No No No
Soil Concrete *MAT_078 No No No
Winfrith Concrete *MAT_084 Yes Yes No
Johnson Holmquist Concrete *MAT_111 No Yes No
Schwer Murray Cap *MAT_145 No No Yes
CSCM Concrete *MAT_159 Yes Yes Yes
RHT *MAT_272 Yes Yes Yes
Concrete Damage Plastic Model (CDPM) *MAT_273 Yes Yes No
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cap, the model would be perfectly plastic. Since the cap simulates plastic volume change, 
it will expand to simulate plastic volume compaction and contract to simulate plastic 
volume expansion. The specific motion of the cap is determined by the hardening rule 
[50]: 
Equation 1.   𝜀𝑣
𝑝
= 𝑊(1 − exp−𝐷1(𝑋−𝑋0)−𝐷2(𝑋−𝑋0)
2
 ) 
where 𝜀𝑣
𝑝
 is the plastic volumetric strain, W is the maximum plastic volumetric strain, 𝑋0 
is the initial location of the cap, X is the current position of the cap, and 𝐷1 and 𝐷2 are 
model input parameters.  
 
Figure 9. Failure Surface and Cap Shape of CSCM Model [51] 
The yield surface of the model uses three different stress invariants, making it an 
isotropic model. The yield stresses are defined by this three-dimensional yield surface. 
Formulations in previous concrete material models only used two stress invariants. The 
strength of concrete, 𝐹𝑓(𝐽1) is modeled by the shear surface [50]: 
Equation 2.    𝐹𝑓(𝐽1) = 𝛼 − 𝜆 exp
−𝛽𝐽1 +𝜃𝐽1  
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where 𝛼, 𝛽, 𝜆, and 𝜃 are curve fit parameters from triaxial compression tests on plain 
concrete cylinders and 𝐽1 is the first invariant of the stress tensor. Many of the other 
constitutive equations used in the material model can be obtained in the Comite europeen 
du beton (CEB) model code [52]. 
The CSCM model also has the ability to track damage as it accumulates in the 
simulation. The damage is a rather simple formulation and accounts for both strain 
softening and modulus reduction and is rather simple [50]: 
Equation 3.       𝜎𝑑 = (1 − 𝐷)𝜎𝑣𝑝  
where 𝜎𝑑 is the damage tensor, D is the damage parameter and 𝜎𝑣𝑝 is a stress tensor, 
updated using a viscoplastic algorithm. The CSCM model handles damage using a strain-
based energy approach, such that when the energy exceeds a predetermined threshold, 
damage will start to accumulate. One of the major benefits of this model is that brittle and 
ductile damage are considered separately. Brittle damage will accumulate in the model 
when the pressure is tensile, and ductile damage accumulates when the pressure is 
compressive. 
Damage initiates at peak strength on the shear surface and can range from 0 to 1 
for no damage to complete damage, respectively. The maximum increment that the 
damage parameter can increase in one time step is 0.1, which helps to avoid excessive 
damage. As the damage parameter reaches 1, an element loses all strength and stiffness, 
and the element will erode. Due to this erosion, dilation will not occur. The ERODE 
parameter can also be used in order to determine when erosion will occur. When the 
default value of 1.0 is used, an element erodes when 𝐷 > 0.99 and the maximum 
principal strain is greater than a user-supplied input value. 
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The CSCM model uses fracture energy in order to regulate mesh size sensitivity, 
thus the concrete material model will maintain constant fracture energy regardless of 
element size. The CSCM model was developed specifically for a mesh size of 0.79-1.0 
in. (20-25 mm). However, this mesh size is not required in order to use the model. For 
this particular model, the fracture energy, 𝐺𝑓, is defined as the area under the stress-
displacement curve after peak strength is reached. The fracture energy is calculated based 
on the compressive, tensile, and shear fracture energy values. Two different equations are 
used for the calculation of the fracture energy, depending on if the pressure is 
compressive or tensile. 
The CSCM model, like all five models under consideration, is rate dependent. 
The strength of the concrete material increases with increasing strain rate. Rate effects are 
used on the surfaces of the model and applied to the fracture energy. A modified Duvaut-
Lions formulation is applied to the yield surface [53]. Viscoplastic rate effects are used in 
the model. At each time step, the viscoplastic algorithm sets the viscoplastic stress with 
rate effects, 𝜎𝑣𝑝. The interpolation is made between the elastic trial stress, 𝜎𝑇, and the 
stress without rate effects, 𝜎𝑝 [50]: 
Equation 4.    𝜎𝑣𝑝 = (1 − 𝛾)𝜎𝑇 + 𝛾𝜎𝑝  
where =
Δ𝑡/𝜂
1+Δ𝑡/𝜂
 , 𝜂 is the effective fluidity coefficient, and Δ𝑡 is the time step. Due to the 
model predicting high rate effects at dynamic strain rates, an overstress limit is in place to 
ensure that the rate effects do not reach substantial levels.  
3.3 Concrete Damage (K&C) Model 
The Concrete Damage Models, also referred to as the Karagozian & Case (K&C) 
model, was designed to be used to analyze buried, steel-reinforced concrete structures 
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subjected to impulsive loadings [50]. This initial model, *MAT_072, is similar to the 
Pseudo-TENSOR model, *MAT_016. Improvements have been made to form the most 
current version, Release III, *MAT_072R3. Currently, the model has parameter 
generation capability, and is not mesh dependent. For the K&C model, only the 
unconfined concrete compression strength of the concrete and its density are required in 
order to use the model. Among the many Release III improvements was a change to the 
input format of the material model, which made it reliable for use in blast and impact 
analyses. 
The K&C model is a three-invariant model which uses three shear failure surfaces 
and includes damage contours and strain rate effects. It uses an equation-of-state to detail 
the relationship between pressure and volumetric strain. This equation can either be 
provided by the user or automatically generated. The three independent strength surfaces 
are the yield surface, limit surface, and residual surface. The initial yield surface either 
hardens to reach the limit surface or softens to reach the residual surface. Any of the 
surfaces can be formulated as [49]: 
Equation 5.    𝐹𝑖(𝑝) = 𝑎0𝑖 +
𝑝
𝑎1𝑖+𝑎2𝑖𝑝
 
where 𝐹𝑖(𝑝) is the surface definition, the a parameters are calibrated from test data, and p 
is pressure. The failure surface is interpolated between the maximum strength surface and 
either the yield strength surface or the residual strength surface using the following 
equation [49]: 
Equation 6. 𝐹(𝐼1, 𝐽2, 𝐽3) = {
𝑟(𝐽3) [𝜂(𝜆) (𝐹𝑚(𝑝) − 𝐹𝑦(𝑝)) + 𝐹𝑦(𝑝)]      𝜆 ≤ 𝜆𝑚𝑎𝑥
𝑟(𝐽3)[𝜂(𝜆)(𝐹𝑚(𝑝) − 𝐹𝑟(𝑝)) + 𝐹𝑟(𝑝)]        𝜆 > 𝜆𝑚𝑎𝑥
} 
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where 𝜆 is the modified effective plastic strain or the internal damage parameter, 𝜆𝑚𝑎𝑥 is 
the maximum modified effective plastic strain, 𝜂 is a user-defined damage function, 𝐹𝑚, 
𝐹𝑦, and 𝐹𝑟 are the surfaces, p is pressure, and 𝑟(𝐽3) is a scale factor in the form of the 
Willam-Warnke equation. The Willam-Warnke function is used to describe the cross-
section of the surface. The failure surface starts at the yield surface. As the 𝜆 parameter 
increases to 𝜆𝑚𝑎𝑥 , it reaches the maximum strength surface. 
Damage is also a feature of the K&C model, although damage is different in 
tension and compression. Once the yield surface is first reached, the stress state will 
change based on the following [53]: 
Equation 7.    Δ𝜎 = 𝜂(Δ𝜎𝑚 − Δ𝜎𝑦) + Δ𝜎𝑦 
where 𝜂 is a user-defined damage function indicating the location of the current yield 
surface relative to the limit surface, Δ𝜎𝑚 is the limit surface, and Δ𝜎𝑦 is the yield surface. 
Damage initially starts at zero and will increase to unity, at which point softening will 
start to occur. The damage, 𝜂, will decrease during softening and can be used to 
interpolate between the limit and residual surfaces [53]: 
Equation 8.    Δ𝜎 = 𝜂(Δ𝜎𝑚 − Δ𝜎𝑟) + Δ𝜎𝑟 
where Δ𝜎𝑟is the residual surface. The effective plastic strain parameter will initially be 
zero when damage is zero, but it will increase during softening as the damage parameter 
decreases. Dilation will occur in this material model because the model is not capable of 
erosion. 
The K&C model is also rate-dependent and uses a strain-rate enhancement factor 
to scale the strength surface and fracture energy when dynamic load rates are present. 
This factor is also called the dynamic increase factor (DIF), which varies based on the 
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strain rate. Separate DIF values are calculated for tension and compression load cases. 
Rate effects account for both moisture in the initial stages of loading and inertia effects at 
high load rates. The DIF is multiplied by the strength surface in order to create a new 
limit surface at the same stress level. DIF values can be calculated from literature for 
compression [52]: 
Equation 9.   𝐷𝐼𝐹 = {
(𝜀?̇?/𝜀?̇?𝑜)
1.026𝛼      𝑓𝑜𝑟 |𝜀?̇?| ≤ 30 𝑠
−1
𝛾𝑐(𝜀?̇?/𝜀?̇?𝑜)
1/3     𝑓𝑜𝑟 |𝜀?̇?| > 30 𝑠
−1
} 
and tension [54]: 
Equation 10.   𝐷𝐼𝐹 = {
(𝜀?̇?/𝜀?̇?𝑜)
𝛿          𝑓𝑜𝑟 |𝜀?̇?| ≤ 1 𝑠
−1
𝛽𝑡(𝜀?̇?/𝜀?̇?𝑜)
1/3     𝑓𝑜𝑟 |𝜀?̇?| ≤ 1 𝑠
−1 
} 
where 𝜀?̇? and 𝜀?̇? are the strain rates, 𝜀?̇?𝑜 = −30 ∗ 10
−6 𝑠−1, 𝜀?̇?𝑜 = 10
−6 𝑠−1, 𝛼 =
1
5+9(𝑓𝑐
′/1450 𝑝𝑠𝑖)
, 𝛿 =
1
1+8(𝑓𝑐
′/1450 𝑝𝑠𝑖)
, log 𝛾𝑐 = 6.156𝛼 − 2, log 𝛽𝑡 = 6𝛿 − 2, and 𝑓𝑐
′ is the 
compressive strength of concrete. DIF values should be calculated for a variety of strain 
rates ranging between 3 ∗ 10−6 𝑠−1 and 300 𝑠−1 to generate a table of strain rate vs. DIF 
values for use in the material model. 
3.4 RHT Model 
The RHT model uses damage mechanics and was originally created as a macro-
model to analyze fracture of rock under impulsive and impact conditions. The model has 
automatic generation for parameters and only requires the input of the concrete 
compressive strength. The model has a default value of 5,076 psi (35 MPa) for the 
compressive strength concrete and interpolates between that value and the maximum 
value of 20,305 psi (140 MPa) in order to calculate other material parameters. 
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Similar to the CSCM and K&C models, the RHT model uses three strength 
surfaces in the material model: the initial elastic yield surface; the failure surface; and the 
residual friction surface [55], graphically shown in Figure 10. 
 
Figure 10. Plot of Three Failure Surfaces for RHT Model [55] 
The model is in an elastic state until the initial yield surface is reached, at which 
point plastic strains begin to develop. The strength surfaces, 𝐹(𝐼1), are expressed as 
follows [53]: 
Equation 11.    𝐹(𝐼1) =
𝑎1
√3
[
𝐼1
3
− 𝑟𝑓𝑝𝑠𝑝𝑎𝑙𝑙]
𝑎2
 
where 𝑎1 and 𝑎2 are the initial slope of the failure surface and pressure dependence of 
failure surface, respectively, 𝐼1 is the first stress tensor, 𝑝𝑠𝑝𝑎𝑙𝑙  is the spall strength, and 𝑟𝑓 
is the rate factor, defined as [53]: 
Equation 12.  𝑟𝑓 = {
(𝜀̇/𝜀0̇)
𝛼      ∶    𝑝 > 𝑓𝑐
′, 𝑤𝑖𝑡ℎ 𝜀0̇ = 30 ∗ 10
−6 𝑠−1
(𝜀̇/𝜀0̇)
𝛽   ∶    𝑝 < 𝑓𝑐
′, 𝑤𝑖𝑡ℎ 𝜀0̇ = 3 ∗ 10
−6 𝑠−1
} 
where 𝛼 and 𝛽 are material constants and 𝑝 is pressure. The RHT model is unique in that 
it has an elliptical cap function, 𝐹𝑐𝑎𝑝, that closes when high pressure is present, as shown 
in Figure 11. 
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Figure 11. Elliptical Cap Function at High Pressure 
Damage tracking is also a capability of this model. When the failure surface is 
reached, damage starts to evolve as plastic strain increases. The failure surface is 
interpolated between the limit and residual surfaces and shifted from the initial surface to 
a damage surface. The damage factor 𝐷 is used to determine the location of the surface 
and is defined as [53]: 
Equation 13.     𝐷 = ∑
Δ𝜀𝑝
𝜀𝑓
 
where Δ𝜀𝑝 is the accumulated plastic strain and 𝜀𝑓 is the failure strain, defined as [53]: 
Equation 14.    𝜀𝑓 = 𝐷1 (
𝑝
𝑓𝑐
′ −
𝑝𝑠𝑝𝑎𝑙𝑙
𝑓𝑐
′ )
𝐷2
 
where 𝐷1 and 𝐷2 are user input material constants and 𝑓𝑐
′ is the concrete compressive 
strength. A failure strain can also be set by the user and be used to delete elements once a 
threshold is reached. Dilation will not occur in this material model. 
Rate effects are also in place in the RHT model for tension loading. They include 
a DIF factor obtained from the CEB-FIB model code [52]: 
Equation 15.   𝐷𝐼𝐹 = {
(𝜀̇/𝜀?̇?)
1.016𝛿𝑠      𝑓𝑜𝑟 𝜀̇ ≤ 30 𝑠−1
𝛽𝑠(𝜀̇/𝜀?̇?)
1/3       𝑓𝑜𝑟 𝜀̇  > 30 𝑠−1
} 
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where 𝜀̇ is the strain rate between 10−6 to 160 𝑠−1, 𝜀?̇? = 3 ∗ 10
−6 𝑠−1, 𝛿𝑠 =
1
10+6𝑓𝑐
′/1450 𝑝𝑠𝑖
, and 𝛽𝑠 = 10
7.112𝛿𝑠−2.33. Rate effects are only applied for tension loading 
as the majority of the damage, such as cracking and spalling, occurs during tension loads. 
The fracture energy is scaled, similar to the K&C model. 
3.5 Winfrith Model 
The Winfrith model was developed in the 1980s, and the initial focus was on 
reinforced concrete structures that experience impact loadings [49]. The model includes 
an option to place smeared reinforcement directly in the material model, something not 
offered by any of the other four models. It is a basic plasticity model that uses three stress 
invariants, which are mainly called upon when triaxial compression and extension are 
loading conditions [56]. It also includes strain softening for concrete in tension and 
supports mesh regularization using either cracking opening width or fracture energy. 
Strain rate effects can either be included or omitted in the material input.  
The Winfrith model requires slightly more input than other material models and 
only has a limited automatic generation capability. Although there are more inputs, most 
of the values can be solved using known empirical equations. The model is based on the 
four parameter model that was developed by Ottosen [57]: 
Equation 16.    𝑌(𝐼1, 𝐽2, 𝐽3) = 𝑎𝐽2 + 𝜆√𝐽2 + 𝑏𝐼1 − 1 
where 𝜆 = {
𝑘1 cos [
1
3
𝑐𝑜𝑠−1(𝑘2 𝑐𝑜𝑠(3𝜃))]                cos (3𝜃) ≥ 0
𝑘1 cos [
𝜋
3
−
1
3
𝑐𝑜𝑠−1(−𝑘2 𝑐𝑜𝑠(3𝜃))]      cos (3𝜃) ≤ 0
}, cos(3𝜃) =
3√3
2
𝐽3
𝐽2
3/2, 
and the four parameters (a, b, 𝑘1, and 𝑘2) are functions of the ratio of tensile strength to 
compression strength and are determined from a variety of tests, including: uniaxial 
compression, uniaxial tension, biaxial compression, and triaxial compression. 
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The Winfrith model also has a cap in the model, often called a “flat cap”. Its name 
comes from the linear strain-based relationship between pressure and volume. The model 
allows for the input of a user-defined volumetric strain vs. pressure curve in order to 
define this behavior. The input can also be omitted, and the model will generate a 
pressure-volume relationship based on other inputs. Although the predefined, automatic 
option is preferred, the model allows up to eight pairs of data to be used. The model does 
not have element erosion, but is not capable of dilation. 
The strain rate enhancement factors in the Winfrith model are based on 
recommendations made in the CEB-FIB code, similar to those used for the K&C model. 
These rates can either be turned on or off in the Winfrith model. Low strain-rate factors 
are those for which the strain rate (?̇?) is less than 30 s-1, while high strain rate factors are 
those for strain rates greater than 30 s
-1
 [56]. The Winfrith model does not use a modified 
factor for tension as used in the K&C model. Instead, it uses the original equations in the 
CEB-FIB model code. These factors are applied directly to the surface of the model. A 
factor can also be applied to the specified Young’s modulus, 𝐸𝐸 , and the enhancement 
factor is the average of the tensile (?̇?0𝑇) and compressive (?̇?0𝐶) rate enhancements [56]: 
Equation 17.    𝐸𝐸 = 0.5 [(
?̇?
?̇?0𝑇
)
0.016
+ (
?̇?
?̇?0𝐶
)
0.026
] 
3.6 CDPM Model 
The CDPM model is a damage plastic concrete model that is used in dynamic 
loading simulations [58]. The focus of the material model is to accurately depict failure 
of the concrete structure when dynamic loading conditions are present. The CDPM model 
is based on effective stress plasticity and the damage aspect of the model is based on both 
plastic and elastic strain measurements [50]. The required input for the model is 
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significantly more complicated than the previous four material models. Other models 
have an automatic generation capability, while the CDPM model relies on default values. 
These default values are taken from experimental testing and may not be applicable for 
every loading condition or type of concrete. If the default values are not satisfactory, 
constitutive equations for calculating the parameters are provided, although these are 
quite complicated. 
The shape of the yield surface in the CDPM model is based on two separate 
hardening laws, as shown in Figure 12. This yield surface is described by the Haigh-
Westergaard coordinates, which are based on the volumetric effective stress, the norm of 
the deviatoric effective stress, and the Lode angle [50]. A hardening variable is controlled 
by the hardening laws and is used to control the size and shape of the yield surface and 
overall elastic portion of the model. The hardening variable will increase as the structure 
is loaded and has a maximum of 1, at which point the yield surface will become the 
failure surface. 
 
Figure 12. Evolution of Yield Surface During Hardening [58] 
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Damage in the model, based on an isotropic scalar formulation, begins to form 
when a threshold value for stress is surpassed. The damage portion of the model is based 
on plastic strain and uses a damage loading function, the damage law, and is influenced 
by the loading and unloading conditions [58]. Softening is controlled by the input 
parameters of the model. The damage is linked directly to the changes in the plastic 
strain, which is unlike some concrete material models where damage is based on total 
strain and represents pure damage. Damage can be shown in the output of the model for 
either tension or compression as the model has separate damage functions for each. There 
is no erosion capability for this model. 
Since concrete is a rate-dependent material, strain-rate effects are considered in 
this model. The strain-rate enhancement factors in the CDPM model have some 
resemblance to formulations from the CEB-FIB model code that have also been seen in 
the K&C and Winfrith models. When the loading rate is increased, the tensile and 
compressive strengths are likewise increased due to these factors, with greater increase in 
tension than compression. The rate dependency is included in the model by scaling both 
the equivalent strain rate and the inelastic strain. For tension [50]: 
Equation 18.  𝛼𝑟𝑡 =
{
 
 
 
 
1 𝑓𝑜𝑟 𝜀?̇?𝑎𝑥 < 30 ∗ 10
−6 𝑠−1 
(
?̇?𝑚𝑎𝑥
?̇?𝑡0
)
𝛿𝑡
𝑓𝑜𝑟 30 ∗ 10−6 < 𝜀?̇?𝑎𝑥 < 1 𝑠
−1
𝛽𝑡 (
?̇?𝑚𝑎𝑥
?̇?𝑡0
)
1
3
𝑓𝑜𝑟 𝜀?̇?𝑎𝑥 > 1 𝑠
−1
}
 
 
 
 
 
where 𝛼𝑟𝑡 is the tensile rate parameter, 𝜀?̇?𝑎𝑥 is the maximum strain rate, 𝛿𝑡 =
1
1+8𝑓𝑐/𝑓𝑐0
, 
𝛽𝑡 = 𝑒
6𝛿𝑡−2, and 𝜀?̇?0 = 1 ∗ 10
−6 𝑠−1. For compression [50]: 
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Equation 19.  𝛼𝑟𝑐 =
{
 
 
 
 
1 𝑓𝑜𝑟 |𝜀?̇?𝑖𝑛| < 30 ∗ 10
−6 𝑠−1 
(
|?̇?𝑚𝑖𝑛|
?̇?𝑐0
)
1.026𝛿𝑡
𝑓𝑜𝑟 30 ∗ 10−6 < |𝜀?̇?𝑖𝑛| < 1 𝑠
−1
𝛽𝑐 (
|?̇?𝑚𝑖𝑛|
?̇?𝑐0
)
1
3
𝑓𝑜𝑟 |𝜀?̇?𝑖𝑛| > 30 𝑠
−1
}
 
 
 
 
 
where 𝛼𝑟𝑐 is the compressive rate parameter, 𝜀?̇?𝑖𝑛 is the minimum strain rate, 𝛿𝑐 =
1
5+9𝑓𝑐/𝑓𝑐0
, 𝛽𝑡 = 𝑒
6.156𝛿𝑐−2, and 𝜀?̇?0 = 30 ∗ 10
−6 𝑠−1. The 𝑓𝑐0 parameter for both tension 
and compression is a default value of 10. 
3.7 Concrete Model Use in Practice 
With an understanding of the background of each of the models and their basic 
equations, it is also important to understand how these five LS-DYNA material models 
have been previously used by researchers. All of the material models have been used to 
varying degrees for concrete research, development, and testing efforts. A review of these 
efforts can provide insight for this study by understanding the prior successes and failures 
to validate the models. This review will be helpful as initial expectations can be obtained 
regarding the use of models. 
The CSCM model was created by APTEK, Inc., where one of its creators, Dr. 
Yvonne Murray performed a theory and evaluation study of the model [51] to investigate 
its capabilities. In this study, a wide variety of simulations were completed, including 
single element, drop tower test, and bogie vehicle impact test simulations. The 
simulations used various loading conditions, including compression, tension, and shear. 
The single element and simple component simulation results were compared to expected 
values and damage patterns based on theoretical knowledge. It was found that the model 
was performing well, and the peaks and damage contours were consistent with expected 
results, as shown in Figure 13.  
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Figure 13. Damage Contours of Cylinders Simulated by APTEK [51] 
In the drop tower simulations, the failure and response modes of the over-
reinforced beams and under-reinforced beams were replicated. Additionally in the over-
reinforced beam tests, an accelerometer was attached to the beams, and the velocity and 
displacement histories taken from physical tests matched those observed in the 
simulations fairly well. Displacement history comparisons were also made between 
results obtained from both low- and high-velocity bogie vehicle impact tests and 
representative simulations. Some differences were observed between the test and 
simulation curves after the rebound phase of the beam, in which the vehicle rebounded 
more during the simulation than observed in the test. In all, the material model was 
successfully used to simulate basic testing, and the simulation and test results matched 
well. 
Another study by Abu-Odeh further investigated the use of the CSCM model for 
dynamic impact loading scenarios on roadside safety barriers [59]. For this study, two 
variations of the T4 reinforced concrete bridge railing were impacted with a pendulum in 
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both physical tests and simulations. The velocity-time and damage histories were 
compared between tests and simulations. Steel reinforcement was added to the concrete 
beams using the *CONSTRAINED_LAGRANGE_IN_SOLID option in LS-DYNA. The 
velocity-time histories were found to have reasonable agreement, although they were 
certainly not exact. The damage profile was found to be somewhat consistent, and 
elements were deleted where cracking occurred on the physical test beams, as shown in 
Figure 14. 
 
Figure 14. Damage in Parapet Simulation after Impact Loading [59] 
A major conclusion was that the simulations provided a good benchmark for 
evaluating strength, sensitivity, and usability of the concrete material model. The study 
indicated that the material model may be a viable option for future use, but this test was 
very controlled compared to many loading conditions observed in full-scale crash tests on 
barrier systems. However, the model did perform well under design variations, as there 
were different damage contours for the two different T4 bridge rails that were simulated. 
Although this simulation effort was focused on reinforced concrete specimens and not 
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plain concrete specimens, the results were still deemed useful for the evaluation of the 
CSCM model. 
The K&C model has also been analyzed by various researchers for different types 
of simulations. Schwer performed a study [60] on ‘standard’ concrete where theoretical 
calculations were compared with LS-DYNA simulation results when using the K&C 
model. The study specifically investigated the default, automatic generation capability of 
the K&C model and its ability to match physical test data. The single-element simulations 
were validated with uniaxial strain, compression, and tensile test data. For the uniaxial 
tension tests, the simulated stress-strain curve was slightly higher than the physical test 
curves, but it was within a reasonable range, as shown in Figure 15. The material model 
compared very well with the test data when only the most minimal information was 
inputted into the model. The study suggested that if more precise laboratory data was 
available, it could be used to refine the default parameters to better match true test data. 
With more precise data, the material model could provide even more accurate results. 
 
Figure 15. Comparison of Axial Stress vs. Axial Strain Data for K&C Simulations [60] 
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A more complete evaluation of the K&C material model was performed by the 
company who created the model, Karagozian & Case [61]. Simulation results were 
compared with physical tests for various scenarios, such as blast on reinforced concrete 
specimens, triaxial compression and uniaxial tension tests, beam tests, and aircraft impact 
tests. Many of the model parameters were also evaluated using a variety of component 
tests. In many cases, the concrete material model was able to capture the behavior of 
plain and reinforced concrete under complicated geometries and loading conditions. 
Despite the general success of the model, recommended improvements to the model 
include: a load-unload-reload methodology, addition of non-isotropic cracking, and 
addressing uncertainties related to the shear-dilatancy parameter. In terms of 
regularization features, several recommendations were made, including: resolve the lack 
of objectivity associated with tensile softening; provide a study for selection of B1 
parameter; improved regularization with differing element sizes; and remove the 
influence of aggregate size on model parameters and softening. Although 
recommendations were suggested in this study, it is important to understand that the 
model still provided accurate results. 
For the RHT model, Borrvall and Riedel completed a study to analyze this 
material model under blast conditions [55]. A model was constructed to resemble a 
reinforced concrete plate that was subjected to a blast detonation approximately 3.9 in. 
(100 mm) away from the plate. Only 0.1% of the total area of the part was reinforcement, 
so the beam was mostly plain concrete. The major points of comparison were the damage 
contour of the beam and pressure-time history of the center of the concrete block, as 
shown in Figure 16.  
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Figure 16. Experimental and Simulation Damage Contours for RHT Model [55] 
For the damage comparison, the model performed well, and the damage profile of 
the simulated beam was similar to the damaged test beam. For the pressure-time history, 
the peak pressure of the test was not reached by the simulation, but it was still within an 
acceptable range. The study concluded that the compression behavior of the RHT 
material model was adequate, but there were some shortcomings related to tension 
softening. These shortcomings limited the ability of the model to correctly map spalling 
and other damage; because, tensile properties are directly related to the correct prediction 
of damage. Other recommendations for the model included a more general strain rate 
treatment. 
For the Winfrith model, Schwer conducted a study [56] to test single elements and 
basic components under various loading conditions. These results were analyzed, and 
conclusions were made. However, the material model was not verified against 
experimental data. Unit cubes and non-uniformly meshed cylinders were tested under the 
following loading conditions: hydrostatic compression; unconfined compression; and 
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uniaxial tension. The major results that were analyzed included pressure vs. volume 
strain, stress vs. strain, displacement vs. time, and strain vs. time. The ability for the 
model to display crack planes and carry compression load after tension failure was also 
evaluated. The compression and tension failure strengths were confirmed in this study. 
The crack planes were developed in the simulations, but there was no strain softening 
after the compression damage started to accumulate. Although the crack planes did 
appear, they did not appear in all elements indicating mesh sensitivity; they were also 
inconsistent between simulations with similar loading conditions. The study also 
recommended additional investigation into strain softening regularization, as some issues 
were apparent in the non-uniformly meshed cylinders. 
Although reinforced concrete is not a part of this specific concrete fracture study, 
the Winfrith model is unique in that it allows for the placement of reinforcement directly 
in the material model input. For this reason, further investigation of this particular 
material model was completed. For the Winfrith model, Schwer conducted a study to 
investigate the use of smeared reinforcement in concrete modeling [62]. The purpose of 
this study was to investigate the performance of reinforced concrete slabs under severe 
blast loading. A maximum pressure of 49.3 psi (0.3 MPa) and a maximum impulse of 
1,015 psi-ms (7.0 MPa-ms) were applied to the specimens, and the center displacement 
was plotted against time. In an initial simulation and comparison with a physical test 
curve, the simulated displacements were much higher than the physical test results. 
Additional simulations were performed with mesh refinement in order to create a much 
better match. The refined mesh size did improve the simulation results, decreasing the 
center displacement values. However, they still over-predicted the experimental results.  
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Since the CDPM model was released in May 2014 for use with LS-DYNA, no 
published studies have been completed using the material model at this time. Some initial 
numerical simulations have been completed, but none include finite element simulation. 
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 SINGLE ELEMENT SIMULATION CHAPTER 4
 
4.1 Introduction 
The five selected concrete materials were simulated with single element models 
under simple loading conditions: compression, tension, and shear. Single-element 
simulations have short run times and are helpful to better understand material model 
behavior at their most basic level. LS-DYNA version 7.1.1 finite element software was 
used to complete the single element simulations. Each model had time units in 
milliseconds (ms), length in millimeters (mm), mass in kilograms (kg), force in 
kilonewtons (kN), stress in gigapascals (GPa), and energy in kilojoules (kJ). Once results 
were obtained from the simulations, they were compared between different material 
models. 
Five solid single elements were run in the same simulation, each representing one 
of the five material models. Each element was 25 mm x 25 mm x 25 mm (1.0 in. x 1.0 in. 
x 1.0 in.) and each designated with a different color: red (CSCM), blue (K&C), green 
(RHT), yellow (Winfrith), and brown (CDPM), as shown in Figure 17. 
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Figure 17. Single Element Model Overview 
The five different material models had the same basic inputs, as shown in Table 2. 
Each model had different input requirements, but these default inputs were used for each 
of the five different material models. Optional material card inputs were not changed at 
this stage in order to isolate the basic material model behavior. Further experimentation 
with variation of the material model inputs was completed during later simulations of 
concrete component tests. The automatic generation capabilities were used for the CSCM 
and K&C models, requiring significantly less inputs. At this stage of the simulation 
investigation, strain rate effects were turned off for all simulations. Two different solid 
element formulations (elform) were used in the single element tests: elform 1 and elform 
2. Elform 1 is a single-point integration element, while elform 2 is a fully-integrated 
element. 
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Table 2. Material Card Inputs 
 
 
4.2 Compression Simulations and Results 
For the compression load case, a prescribed velocity based on a smoothly varying 
displacement curve was applied in the negative z-direction to the top four nodes of the 
element. According to this prescribed curve, the elements deflected a total of 0.5 mm 
(0.02 in.) over the course of 30 ms. This deflection was specified in order to incite failure. 
The smooth curve also incorporated a 0.25 ms rise and fall time period in order for the 
load to ramp up and drop off. For the compression load case, two constraint conditions 
were applied to the elements using BOUNDARY_SPC. The baseline condition included 
a different set of constraints at each node, representing an unconfined element. The 
constraint condition represented a confined element. These specific constraints cases, as 
shown in Figure 18, have blue arrows representing the directions in which the nodes are 
free to translate. There were no rotational constraints on the nodes. 
Parameter Units Value
Density kg/mm
3
 (lb/in.
3
) 2.402E-06 (0.0868)
Compressive Strength GPa (psi) 0.035 (5076)
Tensile Strength GPa (psi) 0.00314 (455)
Maximum Aggregate Size mm (in.) 19 (0.75)
Poisson's Ratio - 0.19
Young's Modulus GPa (psi) 28 (4,061,057)
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  Baseline     Constraint 
Figure 18. Baseline (Unconfined) and Constraint (Confined) Conditions for Compression 
and Tension 
For all load cases, the following major results were evaluated: stress-strain 
relationships for true stresses and strains; true stress in the z-direction; change in volume 
at the peak stress; percent change in the total volume; force in the z-direction; the 
maximum damage value for the element; and whether or not the element failed and/or 
eroded. Failure is defined as the element no longer being able to transfer load and the 
damage threshold being reached, and erosion is defined as when the element is deleted 
from the simulation. These results, as well as simulation images at the beginning and end 
of the run at 30 ms, were presented compression load and the two constraint conditions. 
In order to affirm that the simulation was behaving as expected the maximum stresses 
were compared with the input value for concrete compressive stress. Additionally, failure 
should occur due to the displacement in the simulation. 
4.2.1 Baseline Condition (Unconfined) 
For the compression load case, the simulation images at the beginning and end of 
the simulation (30 ms) are shown in Figure 19 for elform 2 with the baseline 
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(unconfined) condition. Due to the compression loading, the single elements expanded in 
both x- and y-directions, with the K&C element showing excessive amounts of 
expansion. The CSCM element deleted at 3.5 ms. The elements in the elform 1 
simulation behaved similarly, without the element deletion for the CSCM element. 
 
0 ms 
 
30 ms – elform 1 
 
30 ms – elform 2 
Figure 19. Simulation Images for Baseline Condition, Compression  
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The results for the baseline condition of the compression loading case were 
consistent between element types, as shown in Table 3. The tabulated values shown for 
Z-stress, Z-force, and damage were the maximums for the simulation. The maximum 
change in volume was taken at the peak stress and not at the end of the simulation as the 
elements continued to expand after peak. Results were not included for the Winfrith 
model for elform 2 in all simulations; since, the Winfrith model is not compatible with 
this element type. The maximum stresses for the CSCM, K&C, Winfrith, and CDPM 
models were similar and near the compressive strength input for the models, 0.035 GPa 
(5,076 psi).  
The volume changes were all small and decreasing, aside from the CDPM model 
which increased in volume at the peak stress time. All volume values varied for the 
different element types. The sign of the volume change was misleading, because the 
value was taken at the peak force (i.e., at the beginning of the simulation). At this point, 
there was a slight decrease in the volume before it started to increase and continued to do 
so through the end of the simulation.  
The maximum damage threshold for the CSCM and K&C models were 0.99 and 
2.0, respectively. After this threshold, the elements no longer resisted deformations and 
did not transfer load. As shown in Figure 19, the CSCM element eroded with elform 2, 
but it did not erode with elform 1. This behavior is opposite of the tabular results, because 
the maximum damage is higher for elform 1 at 0.981, while the elform 2 simulation only 
reaches 0.202. The lower damage threshold seen in the elform 2 simulation was due to 
the high confining pressure provided by the constraint condition. The K&C element 
failed but did not erode, because the material model does not have the erosion capability. 
 70 
 
Table 3. Results for Compression Loading, Baseline Condition 
 
 
The curves for the true stress-true strain relationship were fairly similar between 
elforms 1 and 2, as shown in Figure 20. The curves were identical for the K&C model 
and nearly matched for the RHT and CDPM models. There were, however, notable 
differences in the CSCM curves for the different element formulations. The CSCM curve 
for elform 2 did reach the same peak stress of 0.0358 GPa (5192 psi) as the elform 1 
curve, but it quickly dropped off and the element eroded. The CSCM curve for elform 1 
decreased to nearly zero by the end of the simulation, but it did not erode. The failure and 
time to fail the element were the only major difference in the CSCM curves between 
element types. 
All curves, except for the RHT model, peaked at similar stress, corresponding to 
the maximum concrete compressive stress value of 0.035 GPa (5076 psi) from Table 2. 
The CSCM and K&C models peaked at 0.0358 GPa (5192 psi) and 0.0351 GPa (5091 
psi), respectively, and started to decline, indicating the elements reached failure. The 
K&C curve fell off quickly, while the CSCM curve carried on longer for elform 2, and 
subsequently eroded. The CSCM model failed and eroded at 15 ms, and the K&C model 
ELFORM 1 Z-Stress (True) ΔVolume at Peak Volume % Diff. Force (Z-Force) Damage Failure, Erosion?
GPa mm
3 % kN - -
CSCM 0.0359 -8.8 -0.056 22.49 0.981 N/N
K&C 0.0351 -4.3 -0.028 21.96 2.000 Y/N
RHT 0.0480 -8.5 -0.054 30.07 × N/N
Winfrith 0.0354 -12.2 -0.078 22.53 × N/N
CDPM 0.0357 16.2 0.104 22.67 × N/N
ELFORM 2 Z-Stress (True) ΔVolume at Peak Volume % Diff. Force (Z-Force) Damage Failure, Erosion?
GPa mm
3 % kN - -
CSCM 0.0358 -12.6 -0.080 22.42 0.202 Y/Y
K&C 0.0351 -5.3 -0.034 21.95 2.000 Y/N
RHT 0.0480 -8.5 -0.054 30.07 × N/N
Winfrith × × × × × ×
CDPM 0.0351 -3.1 -0.020 22.30 × N/N
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failed at approximately 6 ms. After reaching peak stresses of 0.0354 GPa (5134 psi) and 
0.0357 GPa (5178 psi), respectively, the Winfrith and CDPM models exhibited plasticity 
and remained at a constant stress. After reaching its peak of 0.048 GPa (6962 psi), RHT 
model stresses decreased until reaching approximately 0.015 mm/mm strain and then 
continued at a constant stress of approximately 0.0217 GPa (3147 psi). 
 
Figure 20. True Stress-Strain Plot for Compression Loading, Baseline Condition 
4.2.2 Constraint Condition (Confined) 
The constraint condition provided very different results, because the element was 
unable to expand in the x- and y-directions, as shown in Figure 21. The elements only 
displaced in the z-direction. No elements failed or eroded in this simulation. The 
confinement of the element resulted in significantly larger stresses due to the inability of 
the element to expand in the x- and y-directions. 
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0 ms 
 
30 ms – elform 1 
 
30 ms – elform 2 
Figure 21. Simulation Images for Constraint Condition, Compression (elform 2) 
The results for the constraint condition, as shown in Table 4, were consistent 
between element types, as found for the baseline condition. Volume change was not 
tabulated for the constraint condition as nodes only had free motion in the z-direction. 
Therefore, the cross-sectional area of the elements did not change in the xy-plane. The 
maximum stresses were larger and more varied than observed for the baseline condition. 
 73 
 
Specifically, the maximum stresses were an order of magnitude higher than the 0.035 
GPa input value. The forces were also significantly higher than those observed for the 
baseline condition. Damage values were zero for the CSCM model, and the 0.298 
maximum value for the K&C model was well below the damage threshold. Even when 
the simulation time was extended, the damage values remained the same. With such high 
forces and stresses, it was surprising that none of the elements failed or eroded. The only 
discrepancy between element types for stress was with the CDPM model.  
Table 4. Results for Compression Loading, Constraint Condition 
 
 
The curves for elforms 1 and 2 within a specific material model were identical for 
the CSCM, K&C, and RHT models, as shown in Figure 22. There was a slight difference 
in the elform 1 and 2 curves for the CDPM material model; however, it was very small 
and did not affect the results of the simulation.  
None of the curves reached a distinct peak or yield point as observed during the 
baseline condition investigation. Instead, they continually increased throughout the 
ELFORM 1 Z-Stress (True) Force (Z-Force) Damage Failure, Erosion?
GPa kN - -
CSCM 0.278 173.75 × N/N
K&C 0.224 140.06 0.298 N/N
RHT 0.312 194.73 × N/N
Winfrith 0.159 99.13 × N/N
CDPM 0.204 127.92 × N/N
ELFORM 2 Z-Stress (True) Force (Z-Force) Damage Failure, Erosion?
GPa kN - -
CSCM 0.278 173.75 × N/N
K&C 0.224 140.06 0.298 N/N
RHT 0.312 194.73 × N/N
Winfrith × × × ×
CDPM 0.201 125.83 × N/N
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simulation, and their maximum stresses were at the end of the simulation. The curves 
were mostly linear, but all had different slopes. All five curves followed the same general 
path through 0.005 mm/mm strain but started to divert from there. The RHT model 
recorded the largest stresses. 
 
Figure 22. True Stress-Strain Plot for Compression Loading, Constraint Condition 
All material models experienced unrealistic, high forces. Therefore, 
overconstraining solid concrete elements is not recommended as none of the material 
models were realistic. 
4.3 Tension Simulations and Results 
For the tension load case, a prescribed velocity was applied in the positive z-
direction at the top four nodes, using the same displacement curve as with the 
compression load case in order to incite failure. The same element types and constraint 
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conditions were used as well. The parameters that were compared were also the same as 
used for the compression load case. It was expected that the true stress in the elements 
should match the input tensile strength of the concrete and the elements should fail. 
4.3.1 Baseline Condition (Unconfined) 
For the tension load case, the elform 2 simulation images at the beginning and 
after 30 ms of the simulation are shown in Figure 23. Due to the tensile loading, the 
single elements contracted in both x- and y-directions, with less volume change than the 
compression load case. In the elform 2 simulation, the CSCM element eroded at 8.0 ms, 
and the CDPM element eroded at 30.0 ms. In the elform 1 simulation with baseline 
condition, the CSCM element eroded at 8.0 ms.
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0 ms 
 
30 ms – elform 1 
 
30 ms – elform 2 
Figure 23. Simulation Images for Baseline Condition, Tension (elform 2) 
The results for the baseline condition, as shown in Table 5, varied between 
element types. During this simulation, the plastic solver did not immediately converge for 
the CDPM model. Therefore, the CDPM values in Table 5 were carefully considered due 
to this warning in the simulation. The maximum stresses for the K&C and CDPM models 
were similar and near the expected tensile strength, 0.00314 GPa (455 psi). The expected 
tensile strength was found assuming a range from 9 to 15% of the compressive strength 
[63]. The maximum tensile stress for the CSCM model was near this limit, while the 
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RHT and Winfrith model results were much larger. The RHT model had the largest 
change in volume, and all models had small volume decreases. The decrease in volume 
was expected for the tension load case. The CSCM elements in both simulations eroded 
due to the elements reaching the damage threshold. 
Table 5. Results for Tension Loading, Baseline Condition 
 
 
The true stress-true strain curves for the CSCM and K&C models were identical 
between element formulations, as shown in Figure 24. The RHT curves were fairly 
similar, with both element types having “noisy” data instead of a smooth curve. The 
elform 1 simulation for the RHT model had more “noise” at the beginning of the 
simulation than observed for the elform 2 curve. Aside from that, there were minor 
differences in the RHT curve. There were significant differences in the CDPM curve. The 
curves were identical through the first 5 ms, but differed from that point forward. The 
elform 1 CDPM element failed at 22.6 ms, while the elform 2 CDPM element failed at 
11.7 ms. The values between element types were nearly identical for all five material 
models. 
ELFORM 1 Z-Stress (True) ΔVolume at Peak Volume % Diff. Force (Z-Force) Damage Failure, Erosion?
GPa mm
3 % kN - -
CSCM 0.00273 -2.2 -0.014 1.72 0.990 Y/Y
K&C 0.00314 -3.3 -0.021 1.97 1.986 Y/N
RHT 0.00490 -5.4 -0.034 3.08 × Y/N
Winfrith 0.00525 -3.9 -0.025 3.39 × Y/N
CDPM 0.00314 -2.7 -0.017 1.96 × Y/N
ELFORM 2 Z-Stress (True) ΔVolume at Peak Volume % Diff. Force (Z-Force) Damage Failure, Erosion?
GPa mm
3 % kN - -
CSCM 0.00273 -2.2 -0.014 1.71 0.990 Y/Y
K&C 0.00314 -3.3 -0.021 1.97 1.983 Y/N
RHT 0.00491 -5.4 -0.034 3.07 × Y/N
Winfrith × × × × × ×
CDPM 0.00314 -2.7 -0.017 1.96 × Y/Y
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Similar to the compression baseline condition, the CSCM, K&C, and CDPM 
curves all peaked around 0.00314 GPa (455 psi). The RHT curve peaked at a higher 
value, 0.00490 GPa (711 psi), than those three models, also similar to the compression 
baseline condition. However, the Winfrith curve peaked at a higher stress value than the 
other four models, at 0.00525 GPa (761 psi). For these loading and constraint conditions, 
all five models failed before the end of the simulation. Despite the CSCM model failing 
for both element types, it only eroded in the elform 1 simulation. The CDPM model for 
elform 2 eroded at 23.0 ms, yet the curve was no longer transferring load at 11.7 ms; 
erosion was inconsistent with failure. Based on the comparisons between the input tensile 
stress and the simulation stresses, the forces were realistic. 
 
Figure 24. True Stress-Strain Plot for Tension Loading, Baseline Condition 
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4.3.2 Constraint Condition (Confined) 
The constraint condition provided similar nodal displacements to those observed 
for the compression constraint condition, where the elements only displaced in the z-
direction. The CSCM elements eroded in both simulations, as observed in the baseline 
condition. 
During this simulation, the CDPM model’s plastic solver did not immediately 
converge for elform 1 and never converged for elform 2. Therefore, the elform 2 
simulation was re-run without the CDPM model. The CDPM values were considered for 
elform 1 and were not included for elform 2, as shown in Table 6. The stresses for the 
K&C and CDPM models were closest to the 0.00314 GPa (455 psi) expected value for all 
models. The CSCM value was slightly lower than the input, and the RHT and Winfrith 
values were higher than the input. The damage value for the CSCM model was 0.990, the 
highest value recorded among all simulations, yet the element did not erode during the 
simulation. The values for elform 1 and elform 2 were identical for stress, force, and 
damage. Both element types also had the same failure and erosion trends. 
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Table 6. Results for Tension Loading, Constraint Condition 
 
 
In terms of the two element types for the constraint condition, there were no 
differences in the curves for the tension loading condition, as shown in Figure 25. This 
finding was somewhat expected due to the matching results provided in Table 6.  
Similar to the tension baseline condition, the Winfrith model had the highest peak 
stress at 0.00634 GPa (916 psi). The RHT model had the next highest peak stress at 
0.00419 GPa (608 psi), but it was not as high as the baseline condition of 0.00490 GPa 
(711 psi). The CSCM, K&C, and CDPM curves continued to peak near the same true 
stress of 0.00314 GPa (455 psi). The plastic portion of the Winfrith curve started 
immediately after reaching its peak, and the model did not fail. The other four models did 
fail; however, the CDPM model failed at the very end of the simulation. The CSCM 
model failed near zero at 10.2 ms, but it never eroded, a trend that has been seen in 
previous simulations. Similar to the baseline condition, there were simulation stresses 
that were near the input tensile stress, thus those forces were realistic. 
ELFORM 1 Z-Stress (True) Force (Z-Force) Damage Failure, Erosion?
GPa kN - -
CSCM 0.00277 1.73 0.990 Y/Y
K&C 0.00314 1.97 1.994 Y/N
RHT 0.00419 2.63 × Y/N
Winfrith 0.00634 4.09 × N/N
CDPM 0.00315 1.97 × Y/N
ELFORM 2 Z-Stress (True) Force (Z-Force) Damage Failure, Erosion?
GPa kN - -
CSCM 0.00277 1.73 0.990 Y/Y
K&C 0.00314 1.97 1.994 Y/N
RHT 0.00419 2.63 × Y/N
Winfrith × × × ×
CDPM × × × ×
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Figure 25. True Stress-Strain Plot for Tension Loading, Constraint Condition 
4.4 Shear Simulations and Results 
A shear load was applied at two of the top nodes at a 45 degree angle, directed in 
the x- and z-directions. The same prescribed velocity as the compression loading, using 
the same smooth curve method, was used for the shear loading case, resulting in a 
displacement of 0.5 mm (0.02 in.). It was again expected that the elements would fail. 
This case required a unique set of constraints due to the different loading and element 
behavior. Development of the pure shear loading was not straight forward; therefore, 
many constraint iterations were attempted. In the final case, all nodes were free to move, 
except for the two nodes opposite the load on the bottom of the element, as shown in 
Figure 26. The orange arrows in this rendering indicate the direction of the applied 
velocity. This constraint condition will allowed the element to deflect in a way that most 
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accurately represented pure shear. The stress values in the simulations were expected to 
match the shear strength input for concrete, 0.0063 GPa (914 psi), based on a known ratio 
of approximately 18% [63] of the compressive strength. Element failure was expected as 
well. 
 
Figure 26. Angled Constraint Conditions for Shear 
For the shear load case, the following major results were analyzed: stress-strain 
relationships for true stresses and strains; peak true shear stress; change in volume at the 
peak stress; percent difference in the volume change; the sum of the constraint forces in 
the x- or z-direction; the maximum damage value for the element; and whether or not the 
element failed or eroded. The shear strength was expected to be approximately 18% of 
the compressive strength, or 0.0063 GPa (914 psi) [18]. 
For the shear load case, the elform 2 simulation images at the beginning and after 
30 ms of the simulation are shown in Figure 27 for the angled condition. Due to the 
general lack of constraints, the single elements expanded in all three directions. The 
CSCM element eroded in the elform 1 and elform 2 simulations at 10.9 ms. 
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0 ms 
 
30 ms – elform 1 
 
30 ms – elform 2 
Figure 27. Simulation Images for Angled Condition, Shear (elform 2) 
During this simulation, the CDPM model’s plastic solver did not immediately 
converge for elform 1 and never converged for elform 2. Therefore, the CDPM element 
was omitted from further elform 2 simulations. The CDPM results were considered for 
elform 1 and were not included for elform 2, as shown in Table 7. None of the maximum 
stresses for the five models were near the expected shear strength for concrete, 0.0063 
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GPa (914 psi). The closest stress was 0.00265 GPa (384 psi), as obtained from the 
Winfrith model. The volume changes were small, with the RHT model having the highest 
changes at 0.126% and 0.295% for the elform 1 and elform 2 simulations, respectively. 
The damage value for the CSCM element, 0.990, was lower than previous damage values 
for this model that did not erode. However, the CSCM elements eroded for both 
simulations. 
Table 7. Results for Shear Loading, Angled Condition 
 
 
The CSCM and K&C true stress-true strain curves were identical for both element 
types, as shown in Figure 28. The only differences between the element types came in the 
RHT model. The curves were similar through 0.005 mm/mm strain, but then they 
diverged. The stress for the elform 1 element decreased until the end of the simulation 
and then failed. Conversely, the elform 2 curve quickly dropped off after its peak stress 
of 0.0025 GPa (363 psi) and failed at approximately 18 ms. The data for this model was 
“noisy”, as has been noted during the previous simulations. 
Following the trend seen in previous simulations, the CSCM, K&C, and CDPM 
models all peaked near the same stress of 0.00157 GPa (228 psi). The RHT model had a 
ELFORM 1 ZX-Stress (True) ΔVolume at Peak Volume % Diff. Constraint Forces Damage Failure, Erosion?
GPa mm
3 % kN - -
CSCM 0.00137 1.5 0.010 0.86 0.990 Y/Y
K&C 0.00158 2.7 0.017 0.98 1.970 Y/N
RHT 0.00247 19.7 0.126 1.24 × Y/N
Winfrith 0.00265 1.1 0.007 1.67 × Y/N
CDPM 0.00157 0.5 0.003 0.98 × Y/N
ELFORM 2 ZX-Stress (True) ΔVolume at Peak Volume % Diff. Constraint Forces Damage Failure, Erosion?
GPa mm
3 % kN - -
CSCM 0.00137 1.2 0.008 0.86 0.990 Y/Y
K&C 0.00157 3.0 0.019 0.98 1.971 Y/N
RHT 0.00250 46.1 0.295 1.29 × Y/N
Winfrith × × × × × ×
CDPM × × × × × ×
 85 
 
slightly higher peak stress of 0.00247 GPa (358 psi), and the Winfrith model had the 
highest peak stress of 0.00265 GPa (384 psi). All models failed during the simulation, at 
varying times. The RHT and CDPM models slowly lost the ability to transfer load and 
failed near the end of the simulation. The peak stresses were much lower than the 
expected values and therefore the forces were also low. 
 
Figure 28. True Stress-Strain Plot for Shear Loading, Angled Condition 
4.5 Discussion of Results 
Single-element simulations were completed on five concrete material models for 
the different loading, constraint, and element type conditions. For the compression and 
tension loading conditions, there were two different constraint conditions and two 
different element types. For the shear loading condition, there was only one constraint 
condition and two different element types. Varying run times were present for the 
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simulations which were run on the UNL supercomputer, Tusker, Opetron 6272 2.1 GHz 
processors on 1 CPU, as shown in Table 8. The simulations with the higher run times 
were those in which the CDPM plastic solver did not converge. Note that tracking the run 
time was more helpful when larger-scale models were later evaluated. 
Table 8. Simulation Run Times 
 
 
4.5.1 CSCM Model 
The CSCM model constantly provided results near the expected values. The 
maximum stresses were generally near the expected values for the compression and 
tension loading cases. The elements failed in most of the simulations shortly after the 
peak was reached. The significant issue with the model was the erosion capability. For 
the tension and shear simulations, the damage value was near the threshold limit (1.0) and 
sometimes eroded at 0.990, but not always. It did, however, erode at lower damage 
values (0.990). This finding revealed an undesirable trend for an otherwise efficient 
material model. This result was further examined during the component testing efforts.  
Loading Constraints Element Type Run Time (MM:SS)
elform 1 00:11
elform 2 00:12
elform 1 00:11
elform 2 00:13
elform 1 07:10
elform 2 180:14
elform 1 00:35
elform 2 00:14
elform 1 06:02
elform 2 00:13
Shear Angled
Baseline
Constraint
Compression
Tension
Baseline
Constraint
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4.5.2 K&C Model 
The K&C model performed the best in the compression and tension loading cases. 
The maximum stresses were similar with the model inputs, especially for the tension case 
when it was an exact match. Aside from the compression constraint case, the K&C 
element failed for each simulation. Although this material model does not have erosion 
capability, the elements did not transfer load shortly after the peak stress was reached. 
The only oddity with the model was observed with the excessive expansion that occurred 
in the compression load case with elform 2. The element continued to expand, even after 
the element had failed. This behavior should be addressed with an erosion capability. 
4.5.3 RHT Model 
The RHT model had consistent problems throughout all simulations. For 
compression, the RHT stresses and forces were much higher than the expected stress of 
0.035 GPa (5076 psi). For tension, the RHT stresses of 0.00490 GPa (711 psi) were much 
higher than the expected stress of 0.00314 GPa (455 psi). The most obvious issue with 
this model came with the general shape of the stress-strain curves. For the tension and 
shear load cases, the curves had a lot of “noise” in the data, causing the curve to oscillate 
back and forth. In addition, significant energy occurred after the peak stress was reached, 
which was not expected for a brittle material, such as concrete. The noise in the stress-
strain curve was an issue that was further evaluated during the component testing effort. 
4.5.4 Winfrith Model 
Although it did not fail, the Winfrith model performed well in the baseline 
compression case, and the maximum stress nearly matched the input stress for the model. 
For tension, the Winfrith stress of 0.00525 GPa (761 psi) was much higher than the 
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expected stress of 0.00314 GPa (455 psi). The Winfrith model was specifically tailored 
for compression, and the model did not perform well in tension. In addition, the model 
only worked for elform 1, which may become an issue in a larger component or full-scale 
system model if a different element type were needed. This evidence indicates that the 
Winfrith model may not be sufficiently robust and accurate enough for plain, 
unreinforced-concrete applications. 
4.5.5 CDPM Model 
The CDPM model nearly reached the target stresses of 0.035 GPa (5076 psi) and 
0.00314 GPa (455 psi) for compression and tension but not for shear. Failure of the 
CDPM elements generally occurred at the end of the simulation and in a gradual manner. 
However, the CDPM model had problems like stability and convergence of the model. 
The simulations with the larger run times in Table 8 had problems with convergence of 
the plastic solver within LS-DYNA. This finding only occurred for the CDPM elements; 
therefore, those results should be carefully considered. The constrained tension and shear 
simulations were unable to complete due to the plastic solver not converging. For these 
simulations, results for the CDPM model were not obtained. This problem was seen in 
both tension and shear loading for both element types and all constraint cases. This issue 
incited a lack of confidence in this model to provide adequate results while using 
reasonable CPU time. This trend was further explored when component test simulations 
were completed. 
4.5.6 Summary 
The single-element simulations were helpful for understanding concrete behavior 
in five material models at the most basic level. The models were tested with a variety of 
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loading cases, constraint conditions, and element types. The compression and tension 
simulations were successful in that the CSCM, K&C and CDPM models provided 
maximum stresses that matched the input values of the simulation. However, the shear 
case was not perfected and may not provide results representative of the pure shear case. 
The results and trends of the compression and tension simulations were helpful in 
evaluating the effectiveness for the material models to simulate concrete behavior. This 
information was essential, but additional simulations were deemed necessary in order to 
further understand and investigate concrete behavior with the five material models. 
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 COMPRESSION SIMULATIONS ON EXTERNAL COMPONENT CHAPTER 5
TESTS 
 
5.1 Introduction 
In addition to the single-element simulations, component simulations were 
completed in order to further evaluate the concrete material models. The first loading 
case for the component simulations was compression. To validate the performance of 
each of the five material models, external test data was desired while an internal 
component testing program had yet to be completed. Specifically, a search was 
performed to locate tests involving a concrete cylinder loaded in compression where 
adequate stress and strain data was acquired and reported. The cylinder was loaded until 
10% of peak load was reached. A stress-strain test curve was obtained from a study by 
Lee and Willam [42] that focused on the pre- and post-peak response phenomena when 
concrete cylinders were loaded, unloaded, and reloaded in uniaxial compression, as 
shown in Figure 29. The area under the physical test curve was 7.00 x 10
-2
 k/in. (1.23 x 
10
-2 
kN/mm). 
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Figure 29. Compression Stress-Strain Test Results [42] 
The study included three different test specimen sizes, and a 5.4-in. (137-mm) 
height and 3.0-in. (76-mm) diameter cylinder was used for simulation effort. The 
maximum aggregate size of the cylinders was ⅜ in. (9.5 mm), and the concrete had a 
compressive strength of 4.5 ksi (30.7 MPa). The cylinders were loaded using a fixed 
loading plate at a deformation rate of 1.7 x 10
-5
 in./s (4.2 x 10
-4
 mm/s) with rubber pads 
placed between the cylinder and loading plates. The axial force was measured with a load 
cell, and engineering axial stress was calculated using the force and original cross-
sectional area. In the experiment, axial strains were taken from readings of two axial 
LVDTs. 
5.2 Simulation Data Evaluation Process 
A displacement rate analysis was completed for each of the five material models 
to determine the simulation loading rate. The test displacement rate was much slower 
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008
E
n
.g
. 
A
x
ia
l 
S
tr
es
s 
(k
si
)
Axial Strain (in./in.)
Eng. Axial Stress vs. Axial Strain
TEST
 92 
 
than recommended for use in explicit LS-DYNA analyses. A linear displacement 
function was assumed. Potential displacement rates ranged from 4.5 in./s (114.3 mm/s) to 
4.5 x 10
-3
 in./s (0.11 mm/s), and the goal was to find convergence in the stress-strain 
curves. Once convergence was reached, this displacement rate would be considered 
optimum. For all material models, the convergence was found to be 5,000 ms. 
The intent of the cylinder simulations was to compare the simulation results from 
each of the five material models to the acquired test results obtained from the external 
source. The cylinders in the model had a 5.4-in. (137-mm) height and 3.0-in. (76-mm) 
diameter. A *RIGIDWALL_PLANAR was in place under the cylinders and fixed. A 
*RIGIDWALL_GEOMETRIC was displaced in the z-axis down onto the tops of the 
cylinders. The displacement rate was increased linearly until the end of the simulation. 
Cross-sections were placed through the center of the cylinders in order to measure forces 
for use in computing stresses. An overview of the model is shown in Figure 30. 
 
Figure 30. Overview of External Compression Simulation 
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Variations were made to the model as well as to the default material inputs in 
order to find a combination that best matched the published test curve, as shown in Figure 
29. Multiple cylinders were used in the same simulation to directly compare variations in 
the model and material input parameters. The model variations included: mesh size; 
friction between the loading plate and the cylinder; and element type. Three different 
mesh sizes were evaluated: ¾-in. (19-mm); ⅜-in. (9.5-mm); and 3/16–in. (4.8-mm). 
Although each of the three sizes was different, they all had the same mesh pattern (i.e., 
the outer diameter was configured with 12 linear chord segments rather than a different 
chord for each outer element), as shown in Figure 31. The friction variations included: no 
friction between the rigid wall and cylinder; a friction coefficient of 0.105; and the 
cylinder fully fixed to the rigid wall. The 0.105 friction coefficient corresponded to an 
average test value which involved rubber pads between loading plates and a cylinder 
[64]. Two different element types were considered: elform 1 (a single-point integration 
element) and elform 2 (a fully-integrated element). Additionally, if unreasonable 
hourglass energy was present, attempts were made to control it by changing the default 
hourglass control to types 4, 5, and 6 using *HOURGLASS. 
 
Figure 31. Mesh Sizes for Compression Cylinders 
Material input parameter variations were different for each material model, as 
shown in Table 9. For the CSCM model, variations included compressive, tensile, and 
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shear fracture energies (Gfc, Gft, and Gfs), ERODE, repow, and recov. Fracture energy is 
defined in the CSCM User’s Manual [51] as the area under the stress-displacement curve 
after peak strength. The first step in evaluating the fracture energy parameter was to 
review the ratios between the compressive, tensile, and shear fracture energies. Ratios 
between the shear and tensile fracture energies (Gfs/Gft) and compressive and tensile 
fracture energies (Gfc/Gft) were suggested by Murray [51]: 
𝐺𝑓𝑠
𝐺𝑓𝑡
 =  0.5 and 
𝐺𝑓𝑐
𝐺𝑓𝑡
 =  50. The 
default ratio for the material model is 
𝐺𝑓𝑠
𝐺𝑓𝑡
 = 1 and 
𝐺𝑓𝑐
𝐺𝑓𝑡
 =  100. The ERODE parameter 
defines deformation of the element when both the damage threshold of 0.99 and the 
maximum principal strains are exceeded. For these simulations, the ERODE parameter 
was varied between 1.0 and 1.1. The next parameter that was varied was repow, the 
power for the equation defining fracture energy with rate effects. For these simulations, 
the repow parameter was varied between 0 and 1. Finally, the recov parameter, which 
defines the recovery modulus in compression, was evaluated. This parameter was varied 
between 0 and 1, as well as 10 and 11. When set between 0 and 1, the recovery was based 
on the sign of the pressure invariant only. When set between 10 and 11, recovery was 
based on the sign of the pressure invariant and volumetric strain.  
For the K&C model, the compressive damage scaling factor, B1, and rate effects 
using the LCRATE parameter were changed. The compressive damage scaling factor is a 
basic parameter of the material model that adjusts for element size and its default value is 
1.6. The parameter was varied among three different ranges: 0-1; 1-2; and 2-3. The 
second material input parameter that was investigated included strain rate effects using 
the LCRATE parameter. The model can either have strain rate effects turned on or off. 
When the strain rate effects are turned on in the K&C model, an associated dynamic 
 95 
 
increase factor (DIF) is used, which is based on the strain rate of the model. A set of 
strain rate vs. enhancement factor values are inputted into the K&C material model as a 
load curve. 
For the RHT model, the relative shear strength and relative tensile strength 
parameters could be varied, but were not for any simulations. Potential variations for the 
Winfrith model included changes to the fe parameter representing fracture energy and 
crack width as well as the pressure vs. volume relationship. 
Finally, parameters that could be changed in the CDPM included the hardening 
parameter and the tensile strength threshold value. However, varying these parameters 
resulted in errors in the simulations and therefore the only variations made in these 
material model simulations were the element type, friction, and mesh size. 
Table 9. Material Model Input Changes for Simulation 
 
 
Once the different variations were made to the model and material input 
parameters, the simulation results were compared to the external physical test data. 
Parameter Inputs Parameter Inputs Parameter Inputs Parameter Inputs Parameter Inputs 
0.5Gft 0.0 0.00
Gft 0.2 0.01
50 Gft 0.4 0.10
100 Gft 0.6 0.025
1.000 0.8 0.050
1.025 1.0 0.075
1.050 1.2 0.25
1.075 1.4 0.50
1.100 1.6 0.75
0.0 1.8
0.5 2.0
1.0 2.2
0.0 2.4
0.5 2.6
1.0 2.8
10.0 3.0
10.5 rate effects off
11.0 for 31 MPa concrete
for 45.4 MPa concrete
Winfrith CDPM
N/A N/A
fe (fracture energy)
CSCM
LCRATE
K&C RHT
B1 (comp. 
damage scale 
factor)
Gfs
Gfc
ERODE
repow
recov
 96 
 
Trends in the stress-strain curves and damage profiles were also tracked. The stress-strain 
curves were compared between the simulations and physical test. Engineering stress from 
the simulation was computed from the cross-section force divided by the original cross-
sectional area. The axial strain was found as the axial displacement divided by the height 
of the cylinder. The simulated stress and strain results were plotted along against the 
physical test results. The second evaluation of the material models involved the 
animation of the compressed cylinder, including element deletion pattern (only available 
in CSCM model) and cylinder damage profile (only available in the CSCM and K&C 
models). 
5.3 CSCM Model – Simulation Results  
All simulations using the CSCM model required 2 to 3 hours to complete. The 
initial simulations with the CSCM model varied element type, friction, and mesh. Later, 
material input variations included the ERODE, repow, and recov parameters. 
5.3.1 Element Type 
Two element types, elform 1 and 2, were evaluated with a friction of 0.105 and a 
⅜-in. (9.5-mm) mesh size. For this effort, a significant difference in performance was 
observed between the two element types. Although no major hourglass energy were 
observed with either element type, low internal energy levels occurred in the elform 2 
cylinder. The modulus of elasticity for both the simulation and test matched well through 
the majority of the elastic range, but started to diverge near peak stress. The stress-strain 
curves differed by element formulation, as shown in Figure 32. The peak strengths for 
both element types were only slightly higher than observed in the test, but it occurred at a 
lower strain than observed in the test. Once the peak strength was reached for the elform 
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1 simulation, the stress continued at nearly the same level over the course of the 
simulation. The elform 2 simulation had immediate softening after reaching peak stress, 
but it had a more rapid softening than observed in the test.  
 
Figure 32. Compression Stress-Strain for Elform Simulation, CSCM Model  
In the animation of the simulation, the elform 2 cylinder sheared at approximately 
a 45-degree angle near peak stress and broke into two major pieces, as shown in Figure 
33. The cylinder fractured despite the highest damage value in the model only reached 
0.77, far below the 1.0 threshold. This irregularity indicates the damage formulation was 
not accurate for elform 2 using the selected input parameters and model configuration. It 
was determined that elform 1 would be the best element type for this material model, 
because it provided a more stable behavior despite not having softening. Additionally, 
this material model was primarily developed for used with elform 1, as recommended in 
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the material model user’s manual [65]. Elform 1 was used for the remainder of the 
simulations. 
                                 
elform 1 
 
elform 2 
Figure 33. Compression Fracture Pattern of Element Type Cylinders, CSCM Model 
5.3.2 Rigid Wall-Cylinder Friction 
For the friction simulation effort, hourglass energies were minimal, and there was 
a slight difference between the modulus of elasticity observed in the test and simulations. 
The ‘no friction’ and ‘0.105 friction’ between the rigid wall and cylinder cases were very 
similar and closely matched the elform 1 stress-strain results shown in Figure 32. The 
 99 
 
‘fully-fixed friction’ case resulted in a slightly higher peak strength and a slightly lower 
stress during softening as compared to the other two friction cases. The ‘fully fixed 
friction’ condition was ruled out, because it was deemed unrealistic since cylinder testing 
allows for some movement at the compression interfaces. Since there should be some 
friction between the cylinder and loading plates, the ‘no friction’ case was ruled out. No 
elements deleted in this simulation effort, but the elements did appear to become unstable 
during softening, as shown in Figure 34. This behavior was not only limited to the CSCM 
material model. The highest damage values were discovered in the ‘fully fixed friction’ 
cylinder. There were also differences in the physical deformation behavior. The ‘0.105 
friction’ value was used moving forward. 
 
Figure 34. Compression Damage Pattern for Friction Simulation, CSCM Model 
5.3.3 Mesh  
The simulation effort also investigated the use of ¾-in. (19-mm), ⅜-in. (9.5-mm), 
and 
3
/16-in. (4.8-mm) mesh sizes, as shown in Figure 31. Smaller mesh sizes were not 
investigated due to concerns for excessive simulation run times and being impractical for 
use in modeling large concrete structure subjected to impact loading. In the mesh 
simulation study, there were no hourglass issues, although the modulus of elasticity 
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observed in the simulations, 2531 ksi (17.4 GPa) was greater than in the test modulus, 
2171 ksi (15.0 GPa). Each of the three mesh sizes revealed different stress-strain 
behavior, which is odd given the fracture energy should remain constant regardless of 
mesh size. For the 
3
/16-in. (4.8-mm) mesh, the stress peaked at 4.55 ksi (31.7 MPa) and 
continued at the same level until the end of the simulation, as shown in Figure 35. There 
was a slight decrease in stress after peak was reached with the ⅜-in. (9.5-mm) mesh, 
similar to the stress-strain behavior using elform 1 in the element type simulation effort. 
The “jump” in stress for both the ¾-in. (19-mm) and ⅜-in. (9.5-mm) mesh sizes was 
unique to this simulation effort and did not appear in other simulations. 
 
Figure 35. Compression Stress-Strain Plot for Mesh Simulation, CSCM Model  
The stress-strain behavior for a ¾-in. (19-mm) mesh size had the most softening among 
the three different mesh sizes. The stress in this cylinder decreased from 4.6 ksi (31.7 
MPa) to 2.9 ksi (20 MPa) by the end of the simulation at 5000 ms. The compressed 
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cylinder animation revealed high damage with the ¾-in. (19-mm) mesh, as shown in 
Figure 36. It was determined that the 
3
/16-in. (4.8-mm) mesh size was deemed to be too 
fine and resulted in a run time of 8.5 hours, as compared to the previous run times of 2 to 
3 hours. The ¾-in. (19-mm) mesh was too coarse; the effect of two elements failing 
resulted in a significantly different stress-strain curve and damage profile. Therefore, the 
⅜-in. (9.5-mm) mesh was selected as optimum for all CSCM simulations using the 
current input parameters and model configuration. 
 
Figure 36. Compression Damage Contours for Mesh Simulation (¾-in. [19-mm] mesh), 
CSCM Model 
5.3.4 ERODE, repow, and recov 
After completion of the initial simulations which investigated element type, 
friction, and mesh size, changes were made to the material input parameters in order to 
track trends and attempt to better match the simulation and physical test results. The first 
three changes were made to the ERODE, repow, and recov parameters. 
Ultimately, there was not much difference in simulation results when the ERODE, 
repow, and recov values were varied as shown in Figure 37 for the ERODE parameter. 
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The repow and recov had similar results. As observed in some initial simulations, there 
was not much softening after the peak stress of 4.6 ksi (31.7 MPa) was reached. 
 
Figure 37. Compression Stress-Strain for ERODE Simulation, CSCM Model 
5.3.5 Fracture Energy 
The shear-tensile fracture energy and compressive-tensile fracture energy were 
simulated separately, as a combination of the two ratios, and using the default case. More 
softening occurred when Gfc = 50Gft, as shown in Figure 38. This finding may have 
occurred as the major loading condition was compression, and the shear and tension 
fracture energies appeared to be unaffected. Although some softening occurred, 
additional softening may occur with a change in the fracture energies. 
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Figure 38. Compression Stress-Strain for Fracture Energy Simulation, CSCM Model 
The compressive fracture energy, 𝐺𝑓𝑐, was arbitrarily decreased from the default 
value [3.27 x 10
-2
 k/in. (5.73 x 10
-3
 kN/mm)] with the hope of producing more post-peak 
softening. The compressive fracture energy was decreased iteratively from 3.27 x 10
-2
 
k/in. (5.73 x 10
-3
 kN/mm) to 5.56 x 10
-3
 k/in. (9.74 x 10
-4 
kN/mm), as shown in Figure 39. 
The behavior in the stress-strain curves confirms that as the compressive fracture energy 
is lowered, the softening will initiate at lower strains. These fracture energies were 
arbitrary choices and were not calculated using the fracture energy definition. The area 
under the physical test curve, 7.00 x 10
-2
 k/in. (1.23 x 10
-2 
kN/mm), was larger than the 
arbitrary values that were simulated. Therefore, the test had less softening, which was 
confirmed in the simulations. Therefore, the default fracture energy values were deemed 
unreliable and provided a poor estimation of softening behavior.  
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Figure 39. Compression Stress-Strain for Decreased Fracture Energy Simulation, CSCM 
Model  
5.3.6 Hourglass Controls 
Despite the positive influence of decreasing the compressive fracture energies, 
hourglass energies increased when the compressive fracture energy was altered. In an 
attempt to decrease hourglass energy, different hourglass control types were evaluated, 
specifically types 4, 5, and 6. Hourglass control types 4 and 5 are stiffness formulations 
for solids, while type 6 is an assumed strain stiffness formulation. These specific controls 
were chosen because they are stiffness controls for solids. The goal was to decrease 
hourglass energies without significantly affecting the stress-strain behavior and failure 
patterns. All hourglass control types nearly eliminated the high hourglass energies, but 
they did affect the stress-strain results. The simulation peak stresses were now at 4.5 ksi 
(31.0 MPa) which is above the physical test result, due to the elimination of hourglass 
energy. However, there was limited differences between the stress-strain behavior for the 
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three hourglass control types. Some minute differences in cylinder failure patterns were 
observed with different hourglass control types. 
5.3.7 Final Selection 
Since there was not much variability between the hourglass control types, future 
simulations with the CSCM model used hourglass control type 6 (HG6), which was 
commonly used in the CSCM Evaluation Manual [66]. Due to the hourglass control 
increasing the stress-strain results, new fracture energy values were needed. An iterative 
process was again used to determine the optimum fracture energies. Multiple iterations 
were completed before the best compressive fracture energy, 𝐺𝑓𝑐, was found, 4.48 x 10
-3
 
k/in. (7.85 x 10
-4
 kN/mm). As shown in Figure 40, the stress-strain behavior with these 
fracture energies was very close to the physical test result. The modulus of elasticity for 
the simulation and test curves did not match, as observed in previous simulations. 
 
Figure 40. Compression Stress-Strain for HG6 Fracture Energy Simulation, CSCM 
Model  
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In the damage profiles, the 45-degree shear plane across the cylinder, as shown in 
Figure 41, evolved throughout the simulation run. Near the end of the simulation at 5000 
ms, the cylinder eroded completely, which was not expected based on the damage profile 
of the cylinder. 
 
Figure 41. Compression Damage Profiles for Final Combination, CSCM Model 
5.3.8 Model Instabilities 
The first of the two major model instabilities was excessive element deletion, as 
shown in Figure 42. This deletion tendency occurred between compressive fracture 
energies of 5.34 x 10
-3
 k/in. (9.35 x 10
-4
 kN/mm) and 3.05 x 10
-3
 k/in. (5.35 x 10
-4
 
kN/mm). Concrete cylinders simulated with compressive fracture energies outside of this 
range remained stable. Excessive deletion did not occur prior to using hourglass energy 
controls with decreased fracture energies. Instabilities sometimes occurred even when the 
stress-strain behavior matched well. Thus, these fracture energies provided a good 
representation for the validation effort. The cylinders did not delete when certain 
parameters were used in conjunction with the new fracture energy values. These 
parameters included an ERODE value of 1.0 and recov values of 1.0, 10.0, 10.5, and 
11.0. 
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Figure 42. Compression Part Deletion with HG6 Fracture Energy Simulation, CSCM 
Model 
The second instability occurred when parameters such as ERODE, repow, and 
recov changed within the material input deck. It was noted in previous simulations that 
cylinders with the same material properties were not producing identical stress-strain 
curves, as would be expected. To investigate this finding, simulations were set up with 
multiple cylinders having the exact same material properties in the same model for 
ERODE, repow, and recov. In the fringe plots at time 900 ms depicted in Figure 43, all 
five cylinders had the same ERODE value, 1.0, yet different damage profiles. They did 
have the same 45 degree shear planes. The stress-strain curves also did not match, 
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although the curves were the same until near the end of the simulation at 5000 ms. This 
behavior was important to note and was re-evaluated when a larger model was simulated 
using this material model. 
 
Figure 43. Compression Damage Profiles for ERODE Simulation, CSCM Model 
In order to try to resolve these instability issues, a new mesh was created for the 
cylinders. The outside edges of the cylinders were smoothed slightly to eliminate 
potential stress concentrations that may develop at sharp corners in the original mesh 
pattern. This new mesh pattern was used in additional fracture energy simulation 
iterations as well as in a new mesh simulation effort. The new mesh did not show any 
significant differences in the stress-strain behavior and animations of the simulations. 
Therefore, the previous mesh pattern was maintained and considered acceptable. 
5.4 K&C Model – Simulation Results 
The initial simulations with the K&C model included element type, friction, and 
mesh size investigations. None of these simulations had major hourglass energy issues 
that required additional attention. Additional material input parameters were evaluated, 
including the compressive damage scaling factor and strain rate effects using the 
LCRATE parameter. 
ERODE = 1.0 ERODE = 1.0 ERODE = 1.0 ERODE = 1.0 ERODE = 1.0 
 109 
 
5.4.1 Element Type 
When the two different element types were investigated, differences in model 
performance was observed. Both element types had similar behavior through peak stress 
of 4.4 ksi (30.3 MPa), but after peak stress was reached, the stress-strain behavior with 
elform 1 curve softened more than observed with elform 2, as shown in Figure 44. This 
trend was contrary to the element type behavior found with the CSCM model. The peak 
strength in both simulations matched well with the physical test result of 4.5 ksi (31.0 
MPa). The modulus of elasticity for each of the two simulations was 2676 ksi (18.5 GPa), 
but it was greater than the modulus of elasticity of 2171 ksi (15.0 GPa) observed in the 
physical test. There was not much softening observed for elform 2 as the stress at the end 
of the simulation was approximately 3.5 ksi (24.1 MPa). 
 
Figure 44. Compression Stress-Strain for Elform Simulation, K&C Model  
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In terms of animation, there was no significant deformation in the cylinders, with some 
deformation occurring near the top of the cylinder. Although the stress-strain behavior 
did drop to zero for the elform 1 simulation, the cylinder did not delete; since element 
deletion is not a capability in this material model. Due to the presence of softening, 
elform 1 was preferred. 
5.4.2 Rigid Wall-Cylinder Friction 
In the friction simulation, the modulus of elasticity for the physical test was 2171 
ksi (15.0 GPa) and in the simulations was 2692 ksi (18.6 GPa) did not match well in the 
elastic region. When examining at the stress-strain results, the ‘no friction’ and ‘0.105 
friction’ cases were nearly the same, with only a minor difference when the force 
dropped to zero, as shown in Figure 45. The ‘fully-fixed friction’ cylinder had the highest 
stresses among the three friction cases. Additionally, the peak strength of the ‘fully-fixed 
friction’ cylinder was 4.7 ksi (32.4 MPa), which was higher than observed in the other 
simulations and the physical test. For this reason, the 0.105 friction case was preferred. 
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Figure 45. Compression Stress-Strain for Friction Simulation, K&C Model 
In the animation of the cylinders, the ‘no friction’ and ‘0.105 friction’ cylinders had 
deformations near the top of the cylinders. The ‘fully-fixed friction’ cylinder revealed 
that most of its deformation occurred near the middle of the cylinder. 
5.4.3 Mesh 
In the mesh-size simulations, the same difference in the modulus of elasticity was 
observed between the simulation and physical test results. In the stress-strain curves, all 
mesh sizes behaved in a similar way and were similar to the ‘0.105 friction’ case shown 
in Figure 45. The peak strengths of 4.4 ksi (30.3 MPa) were near the physical test peak 
stress of 4.5 ksi (31.0 MPa) and the simulated stress dropped rapidly to zero after some 
softening had occurred, as seen in Figure 46. 
 
Figure 46. Compression Stress-Strain for Mesh Simulation, K&C Model 
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Since there were no noticeable differences in the stress-strain curves, the cylinder 
animation was the deciding factor. The 
3
/16-in. (4.8-mm) mesh size resulted in larger 
deflection than the other mesh sizes. At the end of the simulation, bulging occurred at the 
top and bottom of the cylinder to the point when the cylinder had an hourglass shape. 
Coincidentally, hourglass energy was 143% of the internal energy in the finest mesh at 
failure, potentially ruling it out as a mesh size for this material model. The ¾-in. (19-mm) 
mesh again had too few elements through the cross-section to show exact deformations, 
so the ⅜-in. (9.5-mm) mesh was preferred at this time. 
5.4.4 Compressive Damage Scaling Factor 
After the initial simulations were complete, two material input parameters were 
investigated to better understand their effect on simulation results. The first parameter 
was the compressive damage scaling factor, B1. The default value for this parameter is 
1.6. A range of 1.0 to 2.0 was analyzed for this parameter, as shown in Figure 47. None 
of the simulated stress-strain curves matched the physical test result very well, but they 
all had peak stresses near the physical test peak stress. As the B1 value increased, the 
slope of the softening region became more flat and softened at higher strains. 
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Figure 47. Compression Stress-Strain for B1 Simulation, K&C Model  
In the animation of the cylinders, the B1 = 1.0 cylinder slid outside the plane of loading 
during the course of the simulation, as shown in Figure 48. The 1.2 and 1.4 cylinders slid 
as well and had the largest deformation near the top of the cylinder. All cylinders 
experienced bulging near their tops. Based on the stress-strain and physical behavior of 
the simulated cylinders, the default compressive damage scaling factor of 1.6 was 
preferred. Ranges from 0.0 to 1.0 and 2.0 to 3.0 were also simulated, but these parameter 
values had poor stress-strain and physical behavior. 
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Figure 48. Compression Behavior of Cylinders in B1 Simulation, K&C Model 
5.4.5 Strain Rate Effects 
A default set of strain rates and DIFs was provided in the LS-DYNA User’s 
Manual [50] for a 6,585 psi (45.4 MPa) concrete compressive strength. These default 
values were then used to verify that the equations used to compute the compression [52] 
and tension [54] DIFs were correct. In this material model, tension strain rates are 
negative and compression strain rates are positive. Once this verification was completed, 
DIF values were computed for the test compression strength, 4,450 psi (31.0 MPa), as 
shown in Table 10. The strain rate for the simulation was 1.7 x 10
-6
 ms
-1
, as listed in the 
table. 
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Table 10. DIF Factors for K&C Model - 6,585 psi (45.4 MPa) and 4,450 psi (31.0 MPa) 
Concrete 
 
 
A default set of values for 6,585 psi (45.4 MPa) concrete was used as a point of 
comparison to ensure correct DIF values were being calculated for the 4,450 psi (31.0 
MPa) concrete. Once a set of values was developed for the test compression strength, a 
simulation was completed with the default 6,585 psi (45.4 MPa) concrete, strain rate 
effects turned off with 4,450 psi (31.0 MPa) concrete, and the 4,450 psi (31.0 MPa) 
concrete. In this initial simulation, the compression portion (i.e., positive strain rates) of 
the curve was defined using the LCRATE parameter. The calculated DIF was 1.09 and 
the test DIF was 1.13, as shown in Table 10 for the 1.7 x 10
-6
 ms
-1
 strain rate. Based on 
the stress-strain curves in Figure 49, the peak stresses were magnified for the 6,585 psi 
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(45.4 MPa) and 4,450 psi (31.0 MPa) concrete by 1.15 and 1.35, respectively. Since there 
were significant differences between the calculated DIF and the enhancement seen in 
Figure 49, the strain rate effects were not behaving as expected. Also, the DIFs affected 
the stress-strain behavior too much, because the peak stresses for both the 6,585 psi (45.4 
MPa) and 4,450 psi (31.0 MPa) concrete were too large. Based on Figure 49, the best 
results were obtained with a compressive strength of 4,450 psi (31.0 MPa) and with the 
strain rate effects were off. 
 
Figure 49. Compression Stress-Strain for LCRATE Simulation, K&C Model  
In order to further understand strain rate effects, additional simulation iterations 
were completed. In another iteration, the strain rate enhancement factors from Table 10 
were all set to 1.0, while using the compression side only and both the compression and 
tension sides of the strain rate factors. This investigation should have resulted in 
simulations with the 4,450 psi (31.0 MPa) concrete matching the behavior with rate 
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effects turned off. With inclusion of the tension-side strain rate factors, different results 
occurred as the stresses were larger than with the rate effects turned off and compression-
only rate effects, as shown in Figure 50. Specifically, there was an 8% increase in peak 
stress when the tension-side rate effects were added. This effect was not well understood 
as tension should not occur in the model. 
 
Figure 50. Compression Stress-Strain for 1.0 LCRATE Simulation, K&C Model  
The final iteration examined using the full compression and tension strain-rate 
factors for the strain rate vs. enhancement relationship for both the 6,585 psi (45.4 MPa) 
and 4,450 psi (31.0 MPa) concrete cylinders. The results, as shown in Figure 51, matched 
well with the first iteration in Figure 49. This finding was strange when considering that 
the addition of the tension side of the strain rate factors resulted in a stress increase 
shown in Figure 50. However, a match of stress-strain between the compression only and 
compression and tension was desired. Although the strain rate effects defined to be turned 
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off for this simulation based on their accurate match of the physical test results, it was 
important to understand their effect for future simulations. 
 
Figure 51. Compression Stress-Strain Plot for Full LCRATE Simulation, K&C Model 
5.5 RHT Model – Simulation Results 
The initial simulations for the RHT model included an analysis of element type, 
friction, and mesh size. No variations to material input parameter were made due to the 
poor performance observed in the initial simulations and excessive CPU time. 
5.5.1 Element Type 
When element types elform 1 and elform 2 were evaluated, the CPU time required 
to complete the simulations was 19 hours, which is much longer than observed with the 
other material models that were simulated up to this point. This result was especially 
concerning; since, this model contained a relatively low number of elements when 
compared to potential simulations on large-scale structures. There were no hourglass 
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energy issues with this particular simulation effort using the RHT material model. The 
modulus of elasticity observed in the physical test was 2171 ksi (15.0 GPa) and was 3002 
ksi (20.7 GPa) in simulations. Also of note, there was a bend in the elastic portion of the 
curve, which created two different moduli before peak. The stress-strain curves for 
elform 1 and elform 2 were above the physical test curve, with peak strengths of 
approximately 5.0 ksi (34.5 MPa), as shown in Figure 52. The stress-strain behavior with 
elform 1 and elform 2 were nearly identical, thus indicating that the element type did not 
matter for this material model and selected model configuration. Softening occurred with 
both element types, but the softening was too gradual and did not match well with the 
physical test result. Elform 1 was used for the mesh and friction simulations. 
 
Figure 52. Compression Stress-Strain for Elform Simulation, RHT Model  
In the animation of the simulation, typical cylinder deflection and bulging near its top 
occurred. 
0.0
1.0
2.0
3.0
4.0
5.0
6.0
0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008
E
n
g
. 
A
x
ia
l 
S
tr
es
s 
(k
si
)
Axial Strain (in./in.)
Eng. Axial Stress vs. Axial Strain
elform1 elform2 TEST
 120 
 
5.5.2 Friction 
For the friction simulation investigation, the required CPU time for the 
simulations exceeded 9 hours for three cylinders. The hourglass energies were noticeable, 
but they were not high enough to be of concern, as much as 14.5% for the finest mesh at 
failure. The moduli of elasticity observed in the physical test and simulations did not 
match and had a similar bend in the elastic region as before. As shown in Figure 53, the 
stress-strain behavior had the same general shape as observed in the element type 
investigation, with a peak stress of 5.0 ksi (34.5 MPa) in the simulations, and the entire 
simulated stress-strain curve above the physical test stress. In this simulation, the ‘fully-
fixed friction’ cylinder did not have as high of a peak stress as no friction and 0.105 
friction and had slightly higher stresses as the softening occurred. Cylinder deformation 
was similar to the elform simulations. 
 
Figure 53. Compression Stress-Strain for Friction Simulation, RHT Model  
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5.5.3 Mesh 
For the mesh-size simulations, the three-cylinder model required more than 36 
hours to complete. There were energy issues with the finest mesh size in the simulation, 
as the hourglass energy was very large and the internal energies were negative, as shown 
in Figure 54. There were no hourglass issues with the two coarser mesh sizes. 
 
Figure 54. Compression Hourglass Energy for Mesh Simulation, RHT Model 
The initial moduli of elasticity were not the same in the physical test and simulations, as 
before. The stress-strain behavior for this simulation was nearly identical to that observed 
with the elform simulations shown in Figure 52. There were some minute differences in 
the stress-strain curves for each mesh size, but the differences were inconsequential. The 
deflections in the animation were similar to those observed in the element type and mesh 
simulations. Due to the excessive run times in all three simulations, further investigation 
was not pursued into changing material input parameters. 
5.6 Winfrith Model – Simulation Results 
The first simulations with the Winfrith model included the basic model changes 
for mesh and friction. This material model only allows for the use of elform 1; therefore, 
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an element type simulation effort was not completed. An investigation of hourglass 
energy controls, strain rate effects, and fracture energy was completed. 
5.6.1 Friction 
In the friction simulation effort, there were significant hourglass energy levels in 
all three friction types, as shown in Figure 55. The hourglass energy for the ‘no friction’ 
case was an order of magnitude larger than any other energy. Hourglass energy control 
measures needed to be investigated, at least for the friction simulation. 
 
Figure 55. Compression Hourglass Energy for Friction Simulation, Winfrith Model 
The stress-strain behavior for all friction values were quite different than observed 
in the test curve. This particular model does not have an element deletion capability. 
After the peak stress was reached, the stress dropped to zero. The peak stresses were 
much higher in the simulations than observed in the physical test, reaching as high as 5.0 
ksi (34.5 MPa) for the fully-fixed friction cylinder and slightly lower for the other two 
cylinders, as shown in Figure 56. Stress-strain for the no friction and fully-fixed cases did 
not soften after peak stress was reached at low strain before deleting. 
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Figure 56. Compression Stress-Strain for Friction Simulation, Winfrith Model  
Before the end of the simulation, all three cylinders completely deleted. This material 
model does not have the ability to delete elements, thus the entire part deleting indicated 
the material model erred out. In the animation, the fully-fixed cylinder was last to delete, 
but it did so right after the other two cylinders. 
5.6.2 Mesh 
In the mesh simulation effort, only 1000 ms of the 5000 ms were completed when 
the simulations ended. In these simulations, the internal energies curves dropped below 
zero near the end of the simulation at 875 ms and at the same point. The hourglass 
energies rapidly increased and became greater than internal energies. Prior to this energy 
reversal, the hourglass energies were zero, as shown in Figure 57. This trend did not 
show up in the friction simulation, highlighting some of the inconsistencies of this 
material model. 
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Figure 57. Compression Hourglass Energy for Mesh Simulation, Winfrith Model 
The stress-strain behavior followed the same general tendencies as those observed in the 
friction simulations shown in Figure 56. The peak stresses were higher than observed in 
the physical test and the stresses dropped off immediately after peak was reached. Not 
much could be gathered from the animations; since, only 1000 ms completed in the 
model. It was not possible to determine if any of the cylinders deleted during the course 
of the animation. 
5.6.3 Hourglass Energy 
In order to alleviate some of the high hourglass energies seen in the friction and 
mesh simulations for this material model, different hourglass controls were tested. 
Hourglass control types 4, 5, and 6 were tested using *HOURGLASS, all with qm = 
0.05. Although type 6 had been used reliably for the CSCM model, it did not alleviate the 
hourglass issues for the Winfrith model. In the friction simulation with type 6, hourglass 
energies were still present and in some cases extreme. In the mesh simulation with type 6, 
only 11 of the 22 plot states were completed. In the animation of the mesh simulation, 
there was dilation of the cylinders in addition to high hourglass energy levels, as shown 
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in Figure 58. Hourglass control type 5 performed better than type 6, but there were still 
high hourglass energies in the friction and mesh simulations, specifically in the fully-
fixed friction cylinder and the finest mesh cylinder. 
 
Figure 58. Compression Dilation of Cylinders for Mesh Simulation, Winfrith Model 
Hourglass control type 4 proved to be the best hourglass control type. It did not 
alter the shape of the stress-strain curves and reduced hourglass energy levels to more 
acceptable levels, as shown in Figure 59 for the friction and mesh simulations, 
respectively. All plot states were completed, and all three cylinders deleted completely, 
indicating an error. The hourglass energies were 27% of the internal energy, and this 
issue was checked when rate effects were turned off. 
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Figure 59. Compression Hourglass Energy with HG4, Winfrith Model 
5.6.4 Strain Rate Effects 
Turning the rate effects off by setting rate = 1 made a significant difference in the 
results. Not only did it reduce the hourglass energies in the friction simulation, but the 
peak strength also decreased to 4.3 ksi (29.7 MPa) to match the physical test result of 4.5 
ksi (31.0 MPa) more closely, as seen in Figure 60. All three cylinders in the friction 
simulation still deleted before the end of the simulation, and the stresses dropped right to 
zero after peak was reached, which is expected with no compression softening capability 
in this model.  
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Figure 60. Compression Stress-Strain with Rate Effects Off, Winfrith Model  
5.6.5 Fracture Energy 
Since there were no major differences between the varied friction and mesh 
values, changes in the material input parameters were made assuming a 0.105 friction 
value and a ⅜-in. (9.5-mm) mesh as used in other models. Since the pressure vs. volume 
relation was automatically generated by the model, the only material input parameter that 
was investigated was the fracture energy (fe) value. These simulations were completed 
with the rate effects off using rate = 1 and hourglass control type 4 in place. Three 
different simulation iterations were completed with three different fe used in each 
iteration: (1) 0, 0.1, and 0.01; (2) 0.025, 0.050, and 0.075; and (3) 0.25, 0.50, and 0.75. 
The stress-strain results for the first iteration are shown in Figure 61. The third iteration 
produced high hourglass energies that were 17% of the internal energy; therefore, those 
values were not considered. The stress-strain behavior for the remaining six fe values 
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were all similar. Therefore, the final conclusion for the fe parameter was to use fe = 0 as 
the input. 
 
Figure 61. Compression Stress-Strain for Fracture Energy Simulation, Winfrith Model  
5.7 CDPM Model – Simulation Results 
For the element type and friction simulations, only 750 ms out of 5000 ms 
completed in 24 hours of CPU time, which is excessive for 5544 elements. This 
simulation time is too CPU-expensive to be considered an effective material model for 
the cylinder compression simulations. In addition, the plastic solver did not converge for 
one element in the mesh simulation; therefore, only 500 ms out of 5000 ms completed. 
There was also an error in the Jacobian matrix slot in the simulation. Due to the 
complications with the basic model, changes to the material input parameters were not 
considered. 
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5.8 Discussion 
Based on the results of all simulations with the five different material models, 
there was not one material model that was completely flawless. Two of the models (RHT 
and CDPM) were not realistic for use because of excessive run times for simple models. 
The other three material models (CSCM, K&C, and Winfrith) provided adequate results 
and were not as CPU expensive. Excessive hourglass energies that occurred could be 
controlled using various hourglass controls. None of the moduli of elasticity in the 
simulations matched the physical test results. Since many of the simulations had similar 
moduli of elasticity, the strain values in the physical test may not have been gathered 
accurately. The simulated stress-strain results only matched well in the CSCM model, as 
changes were made to the material input to develop a good match. Finally, the animation 
of the cylinders was most accurate for the CSCM model, as elements were deleted and 
the damage profile was very clear and realistic.  
Overall, the CSCM model performed the best out of the five. It provided accurate 
stress-strain behavior once an arbitrary compressive fracture energy was found to match 
the physical test results. Although this fracture energy did not match the calculated value 
using the material model’s default equations, it created softening in the curve. 
Specifically, as the fracture energy decreased, more softening occurred. Hourglass 
control type 6 did well to eliminate most hourglass energy for this model. Although it 
was difficult to confirm whether or not the observed element erosion and the damage 
profile were similar to the physical test results, they appeared realistic based on 
theoretical damage patterns. The ability to display damage values and erode elements was 
a major advantage of this model and set it apart from the other material models that were 
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evaluated. The ability to change multiple parameters that directly affected the stress-
strain results was especially helpful. However, a change in mesh size should not result in 
different behavior because the fracture energy should remain constant despite element 
size. It was assumed in all remaining simulations that the mesh sensitivity characteristic 
of the model was not performing as expected. 
The K&C model performed moderately well, with lesser correlation than CSCM 
between the simulated and physical test stress-strain results. The major drawback of this 
model was the inability for elements to erode, but erosion can be added separately if 
needed. Also, the strain rate effects appeared to not work as defined. The stress-strain 
results did not match well with the test results, because the softening behavior in the 
simulations was more severe. The simulation results had a very steep slope after the peak 
stress was reached. The K&C model would require additional investigation into 
compression softening behavior in order to make the model more accurate. In addition, it 
also would have been helpful to have element deletion capability in this model, so as to 
better depict progressive cylinder damage. This effect could have been accomplished by 
using a damage function that calculates damage for compression and tension separately, 
instead of together. The damage threshold is 2.0 instead of 1.0 for this reason. 
The Winfrith model performed well in terms of matching the peak strength of the 
physical test. The model does not have compression softening capability, so the softening 
in the test was not replicated in the simulations. The only parameter that could have been 
changed was a fracture energy parameter, but varying it did not result in much difference 
in stress-strain. This model also did not have element deletion capability, yet cylinder 
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deleted due to error in the simulation. With the limited capabilities of the Winfrith model, 
it still performed reasonably well. 
As mentioned previously, the RHT and CDPM models were ruled unacceptable 
for the compression loading case, because excessive simulation run time was required for 
the models. In the case of the RHT model, simulations required as long as 36 hours to 
complete. For the CDPM model, only 500 ms of 5000 ms were completed in 24 hours, 
and none of the models completed within 60 hours of run time. It was difficult to have 
confidence in a material model that required long run times to simulate small models with 
5544 elements, especially when the goal is to simulate large-scale structures subjected to 
impact loading and that may have 10 to 1,000 times as many elements. 
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 TENSION SIMULATIONS ON EXTERNAL COMPONENT TESTS CHAPTER 6
 
6.1 Introduction 
The second loading case for the component simulations was tension. External data 
was acquired to investigate the material models further. Many different test specimen 
shapes were considered for direct tension. In the end, a flat concrete plate was chosen. 
Gopalaratnam determined the axial stress-displacement for a flat concrete plate in direct 
tension and focused on the softening response [67]. In the study, a 3-in. x ¾-in. x 12-in. 
(76-mm x 19-mm x 305-mm) flat plate specimen was gripped by the testing apparatus 
using aluminum and steel wedges at both ends of the specimen. The wedges were 
attached to a universal joint, which was connected directly to the testing apparatus. The 
maximum aggregate size in the specimens was ⅜ in. (10 mm), and the concrete had a 
compressive strength of 6,364 psi (43.9 MPa). The tensile strength of concrete was found 
to be 565 psi (3.9 MPa), as shown in Figure 62. The specimens were loaded using a 
tension-compression load cell at a monotonically increasing strain at a rate of 1 μ-strain/s 
and did fracture. The axial force was measured with this load cell and engineering axial 
stress was calculated based on this force divided by the original cross-sectional area. The 
strain data was measured by two LVDTs placed within the gauge length. Some 
specimens in the study were notched, but an unnotched specimen was chosen for the 
simulation effort, and only the 3¼-in. (83-mm) gauge length was simulated as opposed to 
the entire part. 
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Figure 62. Tension Stress-Deformation Test Results [67] 
6.2 Simulation Data Evaluation Process 
As with the compression study, an initial loading rate analysis was completed for 
each of the five models given that the displacement rate of the test was disadvantageous 
for use in explicit LS-DYNA analyses. Potential displacement rates ranged from 0.55 
in./s (14 mm/s) to 1.1 x 10
-4
 in./s (2.8 x 10
-3
 mm/s). The goal was to find convergence in 
the stress-strain behavior at a reasonable displacement rate. Convergence was reached for 
all material models at 500 ms for a rate of 0.011 in./s (0.28 mm/s), and this time was 
considered optimum. 
The intent of the plate simulations was to compare the simulation results from 
each of the five material models to the acquired test results obtained from the external 
source. The plate in the model was 3 in. x ¾ in. x 12 in. (76 mm x 19 mm x 305 mm). A 
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allow for movement in the z-axis. A *BOUNDARY_SPC definition was given to the 
bottom nodes in order to hold them in place. The displacement rate was increased linearly 
until the end of the simulation. Cross-sections were placed through the center of the 
plates in order to measure forces for use in computing stresses. An overview of the model 
is shown in Figure 63. 
 
Figure 63. Overview of External Tension Simulation 
Variations were again made to the model and default material input parameters in 
order to find a combination that best matched the physical test results. Basic model 
changes included different mesh sizes and two different element types, as was evaluated 
for compression. Individual mesh sizes of ¾ in. (19 mm), ⅜ in. (10 mm), and 3/16 in. (5 
mm) were evaluated with each material model in order to determine the optimal mesh 
size. Element types 1 and 2 were checked as well for the CSCM, K&C, RHT, and CDPM 
material models. The Winfrith model is not compatible with element type 2, so an 
element type simulation was not completed for this material model. Hourglass energy 
control types with *HOURGLASS were used for all material models in the initial 
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simulations due to high hourglass energies, relative to the internal energy. Additional 
simulations were completed to vary some of the material model input parameters. For the 
CSCM model, the following material model input parameters were evaluated: fracture 
energy; ERODE; recov; and repow. For the K&C model, the compressive damage scaling 
factor and strain rate effects were evaluated. No material model input parameters were 
evaluated for the other three models. 
Once these simulations were completed, the simulation results were compared to 
the external physical test data, as shown in Figure 62 [67]. The stress-deformation results 
were compared between the simulations and test. Engineering stress from the simulation 
was computed as the cross-section force divided by the original cross-sectional area. The 
simulated stress and deformations were plotted along with the physical test results. The 
damage profile of the specimens was also considered when evaluating model 
performance, where applicable. 
6.3 CSCM Model – Simulation Results 
The initial simulations for the CSCM model included variations in element type 
and mesh size. Based on the high hourglass energies in the initial compression models, 
different hourglass energy controls were applied. Hourglass energy control type 7 was 
found to be incompatible with this material model. After testing HG4, HG5, and HG9 
and not getting enough of a reduction, HG6 was found to decrease the hourglass energies 
and it was used going forward. The mesh size and element type simulation investigations 
were followed by these material input variations: ERODE; repow; and recov. 
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6.3.1 Element Type 
For both element types, the peak stress was 435 psi (3.0 MPa) which was lower 
than the physical test peak stress of 565 psi (3.9 MPa), as shown in Figure 64. The initial 
mesh size was ¾ in. (19 mm). The difference in the two responses was in post-peak 
behaviors with the stress higher in elform 2 versus elform 1 during the softening. The 
modulus of elasticity was 4147 ksi (28.6 GPa) in the simulation and 4710 ksi (32.5 GPa) 
in the physical test. The simulated softening behavior did not match well with the 
physical test results. In the test, a peak stress was reached, the stress decreased 
immediately and then gradually decreased through the rest of the test. For the 
simulations, stresses gradually decreased after peak through the end of the simulation. 
 
Figure 64. Tension Stress-Deformation for Elform Simulation, CSCM Model  
Damage for both parts formed in bands near the bottom of each specimen. The 
damage resulted in element deletion patterns, as shown in Figure 65. The elform 1 part 
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(red) had a clean break near the bottom of the part, which would be expected given it is 
the gauge length of the specimen. Damage started to form in the same location on the 
elform 2 specimen (blue), but elements were deleted along the edge of the part, and the 
deletion pattern was atypical for a uniaxial tension test. Elform 1 was used in the 
following simulations. 
 
Elform 2 
Figure 65. Tension Fracture Pattern of Specimens, CSCM Model 
6.3.2 Mesh 
A mesh simulation effort was then carried out for the three initial mesh sizes. 
Results similar to those obtained for the element type simulation effort were found, the 
modulus of elasticity and peak stress values for the simulations were lower than observed 
in the test, as shown in Figure 66. The softening behavior was similar for the ¾-in. (19-
mm) and ⅜-in. (10-mm) mesh sizes. However, the 3/16-in. (5-mm) mesh resulted in a 
Elform 1 
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similar peak, but it remained constant longer before softening. This behavior was not 
seen in previous simulations; therefore, an additional mesh size was evaluated, 
3
/32 in. (2 
mm). The plates failed near the middle of the part, as was seen in the previous elform 1 
simulation. 
 
Figure 66. Tension Stress-Deformation for Mesh Simulation, CSCM Model  
Additional concerns arose when this finer mesh simulation was completed. As 
shown in Figure 67, neither the 
3
/16-in. (5-mm) or 
3
/32-in. (3-mm) mesh curves repeated 
the behavior shown in Figure 66. This problem with consistency between simulations 
was previously seen with this material model in the compression simulation investigation. 
In this additional simulation, the same trends regarding peak stress, modulus, and 
softening behavior were occurring. The peak stress of 0.44 ksi (3.0 MPa) and modulus of 
elasticity of 4190 ksi (28.9 GPa) were less than those observed in the physical test, and 
the post-peak behavior did not match the test results. More simulations were run with 
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three parts having the exact dimensions and properties for the  ⅜-in. (10-mm) and 3/16-in. 
(5-mm) mesh sizes, but different stress-deformation results occurred. Despite all the 
issues surrounding this mesh simulation, the 
3
/16-in. (5-mm) mesh size was used going 
forward. 
 
Figure 67. Tension Stress-Deformation for Additional Mesh Simulation, CSCM Model  
6.3.3 Fracture Energy 
Different fracture energies were evaluated for Gft in order to determine if a 
revised fracture energy would result in a better match between the simulations and 
physical test. The other fracture energy inputs, Gfc and Gfs, were changed based on the Gft 
value. The tensile default value was found by running an initial simulation with automatic 
parameter generation in place. In the simulation results, the tensile fracture energy, Gft, 
was calculated as 4.23 x 10
-4
 k/in. (7.41 x 10
-5
 kN/mm), but it returned a peak stress of 
0.44 ksi (3.0 MPa). Iterative simulations indicated that the ideal value for Gft was 
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between 3.09 x 10
-4
 k/in. (5.41 x 10
-5
 kN/mm) and 2.33 x 10
-4
 k/in. (4.08 x 10
-5
 kN/mm). 
Simulations with fractures energies within this range as well as the calculated fracture 
energy are shown in Figure 68. Element did erode near the cross-section of the parts. The 
simulation trends did not seem logical as the highest fracture energy resulted in the 
second highest stresses during softening. It was expected that as the fracture energy 
decreased, so would stress. Fracture occurred near the center of the specimen for the 
largest of the fracture energies. 
 
Figure 68. Tension Stress-Deformation for Fracture Energy Simulation, CSCM Model  
6.3.4 ERODE, recov, and repow 
After the initial simulations were completed for element type and mesh size, 
changes were made to the material input parameters, specifically ERODE, repow, and 
recov. The parameters were varied in the same way used for the compression simulations. 
Ultimately, there was not much difference between the ERODE, repow, and recov results 
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when values were varied. Since peak stress and softening did not change, it was assumed 
that these parameters were not affecting stress-strain behavior. There were no distinct 
trends in the stress-deformation behavior and element deletion did not occur for all 
parameter values. It was determined that the default values for each of the input 
parameters would be adequate. 
6.4 K&C Model – Simulation Results 
The initial simulations for the K&C model included variations in element type 
and mesh size. Based on the high hourglass energies observed in the initial models, 
different hourglass energy controls were attempted. Hourglass energy control type 9 was 
found to be incompatible with the material model. After testing the remaining control 
types, HG4 was found to decrease the hourglass energies the most and was used going 
forward. The mesh size and element type investigations were followed by variations in 
the material input parameters for the compressive damage scaling factor and the strain 
rate effects. 
6.4.1 Element Type 
For the element type simulations, the results for elform 1 and elform 2 were 
nearly identical. The peak stress of 0.51 ksi (3.5 MPa) was similar to the peak stress of 
0.57 ksi (3.9 MPa) in the physical test, as shown in Figure 69. The modulus of elasticity 
for the simulations was 4206 ksi (29.0 GPa) which was slightly lower than 4710 ksi (32.5 
GPa) observed in the physical test. The stress-deformation behavior largely was linear 
nearly to peak. Little softening occurred after peak in this simulation, and the stress 
dropped to zero, which represented failure of the specimens. The use of different element 
types resulted in damage accumulations in two different areas of the part. The elform 1 
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part had damage occurring in a band near the top of the part, and the elform 2 part had a 
similar band near the bottom of the part, as shown in Figure 70. This finding was the only 
difference between the element types. However, elform 1 was chosen due to its use with 
this material model in other simulations. 
 
Figure 69. Tension Stress-Deformation for Element Type, K&C Model  
 
Figure 70. Tension Damage Contours for Element Type Simulation, K&C Model 
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6.4.2 Mesh 
Two different mesh investigations were completed to determine if a closer match 
could be made between the simulation and test results. In the initial simulation, the finest 
mesh size of  
3
/16 in. (5 mm) was explored, and it resulted in peak stresses at slightly 
higher deformations than observed in the physical test. As mesh size decreased, the 
deformation closer matched the test results. An additional simulation was completed to 
evaluate a 
3
/32-in. (2-mm) mesh size, as shown in Figure 71. Although the associated peak 
deformation was decreasing with smaller meshes, the peak stress decreased between the 
3
/16-in. (5-mm) and 
3
/32-in. (2-mm) mesh sizes. No softening occurred in the simulations, 
a trend that was also seen in the element type simulations. Damage accrued near the top 
of the specimens. Due to these results, the 
3
/16-in. (5-mm) mesh was used for the other 
material model input parameter simulations. 
 
Figure 71. Tension Stress-Deformation for Refined Mesh, K&C Model  
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6.4.3 Compressive Damage Scaling Factor 
The first of the two material model input parameter investigations involved the 
compressive damage scaling factor. Three different parameter ranges were explored: 0-1; 
1-2; and 2-3. The model default value is 1.6. There was not much difference in simulation 
results for any of the compressive damage scaling factor values, as shown in Figure 72. 
Peak stresses were similar, most occurring at the same deformation. They all had the 
same general trends seen previously. The modulus of elasticity was lower than observed 
in the physical test. The plot shown in Figure 72 is for the 1-2 range, but the remaining 
two simulations yielded similar results. Damage accrued near the top of the specimen for 
all simulated parameter values Due to the limited differences, the default value was used 
going forward. 
 
Figure 72. Tension Stress-Deformation for Compressive Damage Scaling Factor, K&C 
Model  
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6.4.4 Strain Rate Effects 
The other material input parameter was the strain rate effects using the LCRATE 
parameter. The model can either have strain rate effects turned on or off. Dynamic 
increase factors were again calculated for both the default set, using a 6,585 psi (45.4 
MPa) concrete compressive strength and a 6,367 psi (43.9 MPa) concrete compressive 
strength (physical test). These strengths and DIF values are shown in Table 11. The strain 
rate for the simulation was 2.2 x 10
-7
 1/ms and theoretical enhancement values were 1.16 
for both types of concrete. 
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Table 11. DIF Values for K&C Model – (a) 6,585  psi (45.4 MPa) and (b) 6,367 psi (43.9 
MPa)  
    
         (a)     (b) 
An initial simulation was completed to examine both concrete strengths with 
strain rate effects turned on, which were then compared to results with strain rate effects 
turned off using the 6,367 psi (43.9 MPa) strength. When strain rates effects were turned 
on, the stresses were enhanced by 36.3 and 41.3 percent, more than the 1.16 factor, as 
shown in Figure 73. This finding indicates that the strain rate effects were not working as 
defined, a trend that was seen in the simulations for the compression testing effort. 
Strain Rate Enhancement
1/ms -
-3.0E-01 9.69
-1.0E-01 6.72
-3.0E-02 4.50
-1.0E-02 3.12
-3.0E-03 2.09
-1.0E-03 1.46
-1.0E-04 1.37
-1.0E-05 1.28
-1.0E-06 1.21
-2.2E-07 1.16
-1.0E-07 1.13
-1.0E-08 1.06
0.0E+00 1.00
3.0E-08 1.00
1.0E-07 1.03
2.2E-07 1.05
1.0E-06 1.08
1.0E-05 1.14
1.0E-04 1.20
1.0E-03 1.26
3.0E-03 1.29
1.0E-02 1.33
3.0E-02 1.36
1.0E-01 2.03
3.0E-01 2.93
Strain Rate Enhancement
1/ms -
-3.0E-01 9.81
-1.0E-01 6.80
-3.0E-02 4.55
-1.0E-02 3.16
-3.0E-03 2.11
-1.0E-03 1.47
-1.0E-04 1.38
-1.0E-05 1.30
-1.0E-06 1.21
-2.2E-07 1.16
-1.0E-07 1.14
-1.0E-08 1.07
0.0E+00 1.00
3.0E-08 1.00
1.0E-07 1.03
2.2E-07 1.05
1.0E-06 1.08
1.0E-05 1.14
1.0E-04 1.21
1.0E-03 1.27
3.0E-03 1.30
1.0E-02 1.34
3.0E-02 1.38
1.0E-01 2.05
3.0E-01 2.96
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Figure 73. Tension Stress-Deformation for Base Strain Rate Effects, K&C Model  
Additional investigations were completed to analyze the strain rate effects, similar 
to what was performed for the compression testing effort. When the rate effects were set 
to 1.0, they matched the ‘strain rate effects off’ behavior exactly. A comparison of strain 
rate effects on stress-deformation behavior was also completed, as shown in Figure 74. 
The 1.0 x 10
-5
 1/ms and 1.0 x 10
-6
 1/ms
 
strain
 
rates should result in enhancements of 28 
and 21 percent, respectively. Instead, these two strain rates resulted in enhancements of 
67.7 percent and 42.1 percent, respectively. This finding indicates that the simulation 
strain rate was not the problem, but there is an issue with how the strain rate effects are 
treated as a whole.  
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Figure 74 Tension Stress-Deformation for Varying Strain Rates, K&C Model  
6.5 RHT Model – Simulation Results 
The initial simulations for the RHT model included variations in element type and 
mesh size. Different hourglass energy control types were evaluated to limit initial 
hourglass energies, but HG6, HG7, and HG9 were found to be incompatible with this 
material model. After testing the remaining control types, HG5 was found to decrease the 
hourglass energies more than the other attempts and was used going forward. No material 
model input parameters were investigated. 
6.5.1 Element Type 
Similar to the compression testing effort, the simulation and test results did not 
match well. The simulation stress-deformation behavior have much higher stresses, and 
the average simulated peak stress, 0.7 ksi (4.8 MPa), was much higher than the physical 
test peak stress of 0.6 ksi (4.1 MPa), as shown in Figure 75. Softening did not occur 
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immediately after peak, as it did in the physical test. Instead, a nearly constant stress was 
maintained for a significant deformation before finally falling off near the end of the 
simulation. The modulus of elasticity was 6061 ksi (41.8 GPa) in the simulation, which 
was larger than the test result of 4710 ksi (32.5 GPa). There was also a bend in the elastic 
response that resulted in two distinct slopes through the pre-peak region. Overall, the 
simulated responses were identical through most of the simulation, with no noticeable 
differences in the damage accumulation. Elform 1 was chosen moving forward due to its 
softening occurring earlier and its use in previous simulations with this material model. 
Damage accrued near the bottom of the specimens. 
 
Figure 75. Tension Stress-Deformation for Element Type, RHT Model  
6.5.2 Mesh 
The mesh size simulations had some similar trends that were discovered in the 
element type simulations. The simulated stress-deformation behavior had a higher peak 
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stress of 0.7 ksi (4.8 GPa) in the simulations than observed in the physical test at 4710 ksi 
(32.5 GPa), with softening occurring after a constant stress was maintained. The modulus 
of elasticity was 6054 ksi (41.7 GPa) and two distinct slopes were formed in the pre-peak 
region. The following mesh sizes were evaluated: ¾ in. (19 mm); ⅜ in. (10 mm); 3/16 in. 
(5 mm); and 
3
/32 in. (2 mm). Since softening was occurring at large deformations and a 
trend was showing that finer meshes began softening at lower deformation values, a 
3
/32-
in. (2-mm) mesh size was investigated. This mesh size did soften the behavior earlier 
than observed in the other mesh sizes, but it still resulted in deformations greater than the 
test, as shown in Figure 76. 
 
Figure 76. Tension Stress-Deformation for Finer Mesh, RHT Model  
6.6 Winfrith Model – Simulation Results 
The simulations using the Winfrith model did not complete in the tension 
simulations, using both the default hourglass energy control or different types of 
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hourglass control. There were nodes with out-of-range velocities in the simulation that 
caused termination errors before finishing. Less than 2500 ms of 10,000 ms were 
completed for each of the simulations that were attempted. Based on this performance, no 
results could be obtained using this material model in tension. Therefore, the Winfrith 
model in tension was unstable and no conclusions could be made about input parameters.  
6.7 CDPM Model – Simulation Results 
As with the previous set of simulations for the compression load case, the CDPM 
model failed to complete any simulations due to errors. In fact and in all simulations, less 
than 1000 ms of 10,000 ms were completed in 24 hours of computing time. There are 
bigger issues with this material model, and it cannot be trusted to provide useful results 
for this study. 
6.8 Discussion 
After completing the tension simulations, it was clear that issues remain with all 
of the material models. Some of the same issues seen in the compression simulation 
investigation were repeated, while new problems arose for other material models. This 
finding reiterates the fact that no model is flawless, but there are parts of each model that 
are useful. In the compression simulations, the modulus of elasticity was generally higher 
than the observed in test for the CSCM and K&C models. However, these models 
underestimated the modulus of elasticity in the tension simulations. In the RHT 
simulations, the modulus of elasticity was higher than observed in the physical test in 
compression and tension. An increase in percent error for the tensile stresses may have 
occurred as some of the material models assume tension strength as a specific percentage 
of the concrete compressive strength. If the assumed compression to tension strength 
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ratio was not replicated in the physical test, the peak stresses between the simulation and 
test results will likely not match, which may have occurred with the CSCM and RHT 
models. Specifically, these models generate a tensile strength. The CSCM and K&C peak 
stresses were lower than the physical test result, with the RHT peak stress significantly 
higher.  
The issue with the plastic solver for the CDPM model continued, and no results 
were obtained from this model. The Winfrith model experienced a new issue as there 
were nodes with out-of-range velocities, not allowing results to be obtained. The model 
erred out before completion, and no data could be extracted from the simulation. Finer 
mesh sizes and different hourglass controls were attempted, but these changes still did not 
solve the issue of nodes with out-of-range velocities. The geometry of the part was not 
complicated, thus making the presence of nodes with out-of-range velocities even 
stranger. 
The CSCM model did not perform as well in the tension load case as it did in the 
compression load case. The simulation peak stresses of 0.44 ksi (3.0 MPa) were below 
the physical test peaks stresses of 0.57 ksi (3.9 MPa); the simulation modulus of elasticity 
of 4197 ksi (28.9 GPa) was below the physical test modulus of 4710 ksi (32.5 GPa). 
There was an issue with the results being repeatable between simulations. The stress-
deformation behavior with the 
3
/16-in. (5-mm) mesh size in the initial simulations did not 
match the results obtained in the secondary, refined mesh size simulation effort and is 
quite concerning. This problem was seen in the compression simulations, but with using 
the additional material model input parameters such as ERODE, repow, and recov. The 
stress-deformation behavior of the curves was less of a match in tension, as there was a 
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gradual decrease in stress after peak instead of an initial drop-off in stress followed by a 
gradual decline. 
The K&C performed the best of the five models in the tension simulations. The 
peak stresses of 0.51 ksi (3.5 MPa) were much closer to the physical test peak of 0.57 ksi 
(3.9 MPa), likely due to the fact that the tensile strength was inputted directly into the 
material input deck. The post-peak softening behavior in the physical test was not 
replicated in the K&C simulations. Instead, the simulated stresses dropped immediately 
to zero after peak was reached. Although this finding is probably a more realistic 
expectation for a tension failure, it is a result of the model having inadequate softening 
capability. This behavior was also demonstrated in the compression simulations. Further 
strain rate effects did not behave as defined. Additional investigations were performed to 
determine the exact problem in both tension and compression simulations. 
Finally, the RHT model overestimated both the modulus of elasticity and the peak 
stress. The simulation peak stresses of 0.70 ksi (4.8 MPa) were larger than the physical 
test peaks stresses of 0.57 ksi (3.9 MPa); the simulation modulus of elasticity of 6055 ksi 
(41.8 GPa) was larger than the physical test modulus of 4710 ksi (32.5 GPa). This 
behavior was seen in the compression simulation efforts and continued in the tension load 
case. This behavior needs to be monitored in the shear simulations to determine if this 
model is adequate for future simulations. No changes to the material model input 
parameters can be made; since, there are none available, and automatic parameter 
generation was relied upon. 
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 SHEAR SIMULATIONS ON EXTERNAL COMPONENT TESTS CHAPTER 7
 
7.1 Introduction 
The third and final loading case for the initial simulation investigation was shear. 
External component testing data was acquired for use in the validation of the five selected 
material models. Shear testing of unreinforced concrete is not very common, and limited 
research studies were available for use in this study. One particular study by Wong 
involved a rectangular specimen placed in a shear box [68], as shown in Figure 77.  
 
Figure 77. Shear Box Testing Specimen [68] 
A shear stress versus horizontal displacement was prepared from the study 
information and used for comparison with future simulation results, as shown in Figure 
78. Specifically, a 5.5-in. x 5.5-in. x 11.8-in. (140-mm x 140-mm x 300-mm) specimen 
was placed within a shear box, separated into two halves. Each half of the metal shear 
box was 7.9-in. x 7.9-in. x 5.5-in. (200-mm x 200-mm x 140-mm) with a thickness of ⅞ 
in. (20 mm). Grout was used to fill the space between the specimen edge and the inside of 
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the metal box. The maximum aggregate size of the specimens was assumed to be ⅜ in. 
(10 mm) since it was unknown, and the concrete had a compressive strength of 5,802 psi 
(40.0 MPa). In this study, the specimens were loaded using an MTS Direct Shear Test 
System in which normal (vertical) load and shear forces were applied. In the following 
simulations, a normal force of 0.87 ksi (6.0 MPa) was applied. The shearing force was 
applied to the specimen based on a rate of 0.002 in./min (0.05 mm/min). 
 
Figure 78. Shear Stress-Deformation Test Results [68] 
Despite the completion of the three experimental tests and a novel testing 
approach, the shear tests may not have had accurate data. As shown in Figure 78, the 
peak stress in the experiment occurred at a horizontal displacement of 0.07 in. (1.8 mm), 
which is much higher than for the compression and tension experimental tests previously 
evaluated. These peak deformations were 0.01 in. (0.3 mm) and 0.0004 in. (0.01 mm), 
respectively. Based on the relationship between the three load cases, it would be expected 
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that the shear peak deformation be nearer to that of the tension test. The discrepancy may 
have either come from improper documentation of test data or compliance within the 
testing equipment. Therefore, only the peak stress values will be used when comparing 
the simulation curves to the test curves. Since the softening behavior of the model was 
not considered, material model input changes were simulated, but only peak stress values 
were compared. 
7.2 Simulation Data Evaluation Process 
An initial loading rate analysis was completed with the LS-DYNA software for 
each of the five models. Potential displacement rates ranged from 15.8 in./s (400 mm/s) 
to 0.02 in./s (0.4 mm/s), and the goal was to find convergence in the stress-strain 
behavior at a reasonable displacement rate. Convergence was reached for all material 
models at 0.32 in./s (8 mm/s), which was considered optimum. 
The intent of the shear simulations was to compare the simulation results from 
each of the five material models to the acquired test results obtained from the external 
source. The concrete section in the model was 5.5 in. x 5.5 in. x 12 in. (140 mm x 140 
mm x 305 mm). A layer of grout, given an elastic definition was placed between the 
concrete specimen and the steel box components. A rigid definition was assigned to the 
shear box pieces. A *RIGIDWALL_PLANAR was placed below the shear box and 
concrete components. The top sections of the shear box were assigned a 
*BOUNDARY_PRESCRIBED_MOTION definition in the x-direction. The 
displacement rate was increased linearly until the end of the simulation. A 
*LOAD_NODE definition was assigned to the top nodes of the setup in order to 
simulation the normal force on the specimen. Cross-sections were placed through the 
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center of the concrete specimens in order to measure forces for use in computing stresses. 
An overview of the model is shown in Figure 79. 
 
Figure 79. Overview of External Shear Simulation 
Two material model parameters were investigated, different mesh sizes and two 
element types. Individual mesh sizes of ⅜ in. (10 mm) and 3/16 in. (5 mm) were explored 
for each material model in order to determine the optimal mesh size. Element types 
elform 1 and elform 2 were examined for the CSCM, K&C, RHT, and CDPM material 
models. The Winfrith model is not compatible with elform 2, so an element type 
simulation was not completed. Hourglass energy control types were used as needed, 
specifically when the hourglass energies were larger than 20% of the internal energy. 
Once these simulations completed, the results were compared to the test results 
[68]. Stress-deformation results were used to validate the simulation findings. 
Engineering stress from the simulation was computed as the cross-section force divided 
by the original cross-sectional area. The simulation stresses and deformations were 
plotted against the physical test results. Again, the peak stress was primarily used for the 
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validation effort; since, softening was not considered due to perceived inaccuracies in the 
deformation measurements. 
7.3 CSCM Model – Simulation Results 
The initial simulations for the CSCM model included variations in element type 
and mesh size. In this effort, no hourglass energy issues occurred. Thus, the mesh size 
and element type investigations were performed followed by simulations with the 
ERODE, repow, and recov parameters. 
7.3.1 Element Type 
The simulated stress-deformation behavior had limited similarities to the physical 
test result. For the two simulations, only minor differences were observed between the 
elform 1 and elform 2 element types, largely after peak stress was reached, as shown in 
Figure 80. The peak stress observed with elform 2 was lower. The average peak stress for 
the two was 2.2 ksi (15.2 MPa), which is higher than the physical test peak stress of 1.7 
ksi (11.7 MPa). A significant number of elements deleted through the cross section of the 
elform 2 part as compared to the elform 1 part, as shown in Figure 81. However, there 
still was some element deletion in the elform 1 part. Based on its previous performance, 
elform 1 was used moving forward. A ⅜-in. (10 mm) mesh size was used for this initial 
simulation.  
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Figure 80. Shear Stress-Deformation for Element Type Simulation, CSCM Model 
 
Figure 81. Shear Damage Contours for Element Type Simulation, CSCM Model 
7.3.2 Mesh 
Two mesh sizes were investigated: a ⅜-in. (10-mm) and 3/16-in. (5-mm) mesh size 
for all simulated parts. Failure was not achieved for either mesh size. Significant 
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differences were found in the stress deformation results, as shown in Figure 82. The finer 
mesh size had a peak stress of 3.1 ksi (21.4 MPa), a drop, and then a secondary peak of 
2.5 ksi (17.2 MPa) after initial softening occurred. The coarser mesh size had a peak 
stress of 2.3 ksi (15.9 MPa) and then gradual softening. The finer mesh size resulted in 
less element deletion as compared to the coarser mesh size, as shown in Figure 83. Due to 
its stress-deformation behavior, the coarser mesh size was deemed the better option going 
forward. 
 
Figure 82. Shear Stress-Deformation for Mesh Simulation, CSCM Model  
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Figure 83. Shear Damage Contours for Mesh Simulation, CSCM Model 
7.3.3 ERODE, recov, and repow 
After the initial simulations for element type and mesh size were completed, 
changes were made to the ERODE, repow, and recov input parameters. These parameters 
were varied in the same manner as used in previous simulations. Ultimately, there was 
not much difference in results when the ERODE, repow, and recov values were varied. 
The average peak stresses for all simulations using three inputs were 2.3 ksi (15.9 MPa). 
The largest difference in simulation results occurred with the repow parameter. Although 
small, noticeable gaps occurred in the stress-deformation behavior for this parameter, 
which decreased as repow was decreased. However, it was determined that the default 
values for each of the inputs would be adequate. 
7.4 K&C Model – Simulation Results 
The initial simulations for the K&C model included variations in element type 
and mesh size. There were no hourglass energy concerns for the shear simulation effort. 
The mesh size and element type investigation were followed by material input parameter 
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variations for the compressive damage scaling factor. Strain rate effects were examined 
in previous simulations, but it was not considered for shear loading. Only strain rate 
effects are included in the material model for compression and tension. 
7.4.1 Element Type 
The peak stresses for this material model were much closer to the physical test 
results than those observed in the CSCM simulations. Failure occurred for elform 2, but 
not elform 1. As shown in Figure 84, the average peak stress was 1.6 ksi (11.0 MPa), as 
compared to 1.7 ksi (11.7 MPa) for the physical test peak stress. The same general 
behavior was seen in the simulations as a peak stress was reached with some steep 
decline in stress, followed by a more gradual decrease. It seems as though the general 
shape and trend of the simulated stress-deformation behavior would be similar to the 
physical test results had the deformation scale been shifted to the left for physical testing 
only. The elform 2 part deleted before the end of the simulation due to shooting nodes in 
the specimen portion of the part. Therefore, elform 1 was considered for use in future 
simulations. Elform 1 also had a peak stress closer to the physical test, so it was preferred 
anyway. 
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Figure 84. Shear Stress-Deformation for Element Type, K&C Model 
7.4.2 Mesh 
Similar to the CSCM simulation effort, shear stresses increased significantly 
when a finer mesh size was used. The K&C model reached a peak stress of 3.3 ksi (22.8 
MPa), as shown in Figure 85. The coarser ⅜-in. (10-mm) mesh size had a more accurate 
peak stress and was used going forward. 
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Figure 85. Shear Stress-Deformation for Mesh Simulation, K&C Model  
7.4.3 Compressive Damage Scaling Factor 
Similar to previous simulations, there were three ranges of values for the 
compressive damage scaling factor: 1 to 2; 0 to 1; and 2 to 3, split up in increments of 
0.2, with the default being 1.6. For the 1 to 2 range, as the compressive damage scaling 
factor decreased, the peak stresses decreased as well. The peak stress for this range of 1 
to 2 was 1.5 ksi (10.3 MPa) to 1.6 ksi (11.0 MPa). For the 0 to 1 range, the peak stress 
varied from 1.2 ksi (8.3 MPa) to 1.6 ksi (11.0 MPa). For the 2 to 3 range, the peak stress 
varied from 1.6 ksi (11.0 MPa) to 1.7 ksi (11.7 MPa). The deformation and damage also 
decreased with a decreasing compressive damage scaling factor. 
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7.5 RHT Model – Simulation Results  
The initial simulations for the RHT model included variations in element type and 
mesh size. No material model input parameters were investigated. No hourglass issues 
were encountered in these two simulation investigations. 
7.5.1 Element Type 
There was not much difference in results between the two element types used in 
this simulation in terms of peak stress and general behavior. Neither element type 
resulted in failure. As shown in Figure 86, the stress for elform 2 was 1.8 ksi (12.4 MPa), 
which was slightly higher than the physical test peak stress of 1.7 ksi (11.7 MPa). Both 
element types had similar trends in deflection behavior, as shown in Figure 87. The 
internal energy did decrease for the elform 2 part halfway through the simulation and 
continued to do so through the end of the simulation. Thus, elform 1 was used going 
forward. 
 
Figure 86. Shear Stress-Deformation for Element Type, RHT Model  
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Figure 87. Shear Damage Contours for Element Type Simulation, RHT Model 
7.5.2 Mesh 
As seen with previous mesh size investigations under shear loading, larger 
stresses occurred for the finer 
3
/16-in. (5-mm) mesh, reaching 3.1 ksi (21.4 MPa), as 
shown in Figure 88. The ⅜-in. (10-mm) mesh had a peak stress of 1.7 ksi (11.7 MPa). 
Higher damage was observed in the finer mesh model, which extended to a larger area of 
the part. This damage also resulted in more element warping as deletion is not a feature 
of the model. Similar to previous mesh size investigations, the internal energy was also 
higher for the finer mesh. Thus, the ⅜-in. (10-mm) mesh was preferred. 
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Figure 88. Shear Stress-Deformation for Mesh Simulation, RHT Model  
7.6 Winfrith Model – Simulation Results 
An initial attempt at a mesh size investigation using the Winfrith material model 
erred out before completing, after only 75 ms out of 500 ms. It was thought that this may 
be due to hourglass energy issues with the simulation, thus the full complement of 
hourglass control types were evaluated. HG4 was the only hourglass control type for 
which a simulation completed 500 ms. However, hourglass energies were 18% of the 
internal energies, as shown in Figure 89. Although control of the hourglass energy was 
attempted, no solution could be found. Similar to the tension loading case, no useable 
results were obtained with this material model and this loading case, although the peak 
stress comparisons were reasonable, as shown in Figure 90. 
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Figure 89. Shear Hourglass Energy Plots with HG4, Winfrith Model 
 
Figure 90. Shear Stress-Deformation for Mesh Simulation, Winfrith Model 
7.7 CDPM Model – Simulation Results 
As with previous simulations, the CDPM model failed to complete any 
simulations. In all simulations, 50 ms or less were completed in a 24 hour span. There are 
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bigger issues with this material model, and it cannot be trusted to provide useful results 
for this study. 
7.8 Discussion 
Three material models (CSCM, K&C, and RHT) adequately predicted the 
physical test peak stress during the shear simulations. The simulated stress-deformation 
behavior did not match, and there was uncertainty about the deformation values in the 
physical testing results. If the test results were accurate, then none of the models were 
able to represent shear deformation behavior. There were some outliers in the mesh size 
simulations as a finer mesh size resulted in significantly higher stresses. The K&C and 
RHT models provided the closest match to the physical test peak stress, with the CSCM 
model peak stress higher than observed in the physical test. The RHT model performed 
best in this load case, as it had previously been unreliable for both compression and 
tension load cases 
The other two material models, Winfrith and CDPM, had issues running and 
could not provide any useful results. The plastic solver caused problems for the CDPM 
model. For the Winfrith model, initial models were erring out before completion, so 
hourglass energy controls were attempted. Only one of those control types resulted in a 
completed simulation; however, hourglass energies were higher than desired. 
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 RECOMMENDATIONS FOR FURTHER ANALYSIS CHAPTER 8
 
8.1 Selection of Material Models 
Previously, two LS-DYNA simulation efforts were performed – one on single-
element modeling and another directed toward component modeling of external 
laboratory tests. From these efforts, it was clear that further investigation was required, so 
more test data with different test setups was deemed necessary to further evaluate the 
selected material models. Furthermore, in-house testing would allow for more accurate 
and specialized data collection using similar load cases to those simulated in past 
analyses. In order to create a more efficient simulation plan after the in-house testing, the 
material models were reviewed to determine if all five models would be included in the 
continued simulation investigations. 
The CSCM model performed consistently well during the single element and 
external component simulations. For the compression and tension single element 
simulations, the peak stresses were similar to expected values, although not the closest 
among all five models. In the external component simulations, the CSCM model 
performed well across all three load cases. Within the compression simulations, the 
CSCM model performed better than the other four models. The CSCM model predicted 
peak stresses with 1.1% of the physical test. Despite these benefits, it was discovered in 
the external component simulations that the model does have some issues regarding 
selected input parameters. Namely, identical simulations did not produce repeatable 
results. Simulations were run with the exact same loading, geometry, and material 
properties for all parts in the model, yet the results were often different. Some 
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randomness in results should be expected, but the propensity for occurrence was 
concerning. Despite these issues, the model does have some benefits that others do not, 
including the ability to erode elements directly in the model and its softening behavior. 
Although there were some inconsistencies in the model, it generally provided good 
results and had unique features. 
The K&C model also performed well across all simulations. In the single element 
modeling, it provided the closest matches for peak stresses for the compression and 
tension loading cases. The material model performed poorly in shear. In the external 
component simulations, it also performed well, having the closest match for peak stresses 
between the simulation and physical test results for the tension and shear load cases. In 
all component simulations, there was not much softening after peak stress, especially in 
the tension simulations. This finding is a drawback of the material model, as no material 
model input parameters were found to affect softening. Additionally, there is no element 
deletion capability; this makes it difficult to show when specific elements fail, unless the 
damage profile is carefully monitored. Finally, the strain rate effects were not found to 
work as expected, oftentimes overestimating the dynamic increase factor that should be 
used for a specific strain rate. Despite some of these shortcomings, the material model 
handled all three load cases reasonably well both in single element and component testing 
simulations. 
The RHT model was inconsistent throughout all simulations. In the single element 
simulations, the RHT model always overpredicted stresses by approximately 56% and the 
response or behavior was different than observed with the other material models. The 
trend continued in the external component simulations as the material model over-
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predicted the peak stresses for both compression and tension by approximately 14%. Its 
results were seen as an outlier in those simulations as they greatly differed from physical 
test data. However, the RHT model accurately predicted peak strength in the shear 
component simulations. Despite this finding, the RHT model still did not perform well in 
the single element shear simulations or for the other two load cases. The material model 
has some benefits, such as damage tracking, but its inability to perform well for basic 
behaviors is concerning. 
The Winfrith model was inadequate across most load cases in the single element 
and external component simulations. The material model performed well in the 
compression load case, but it failed to provide any useable results in the tension and shear 
load cases for the external component simulations. Specifically in the external component 
simulation effort for tension, the material model erred out due to out-of-range velocities 
in the simulation. This finding is a major concern when considering its use in future 
applications. In addition to its initial poor performance, the material model lacks some of 
the key capabilities that are preferred, such as element deletion and damage tracking. 
Finally, the CDPM model performed poorly across all simulations. Results were 
obtained in the single element simulations but not for the external component simulations 
due to excessive run times. In the single element simulations, the model predicted peak 
stresses near the expected value for all load cases, but not as close as predicted for some 
of the other models. For the shear single element simulations, the plastic solver within the 
material model did not converge which resulted in incomplete simulations or long run 
times. This problem continued in the external component simulations, except no results 
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were obtained for any of the three load cases. This instability in the material model 
indicates its inability to be used for component-level simulations.  
After comparing and evaluating all material models, it was determined that the 
CSCM and K&C models would be further investigated during the internal component 
testing phase. 
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 COMPONENT TESTING CONDITIONS – INTERNAL CHAPTER 9
 
9.1 Purpose 
Additional, in-house component testing was performed to acquire specific and 
robust data to furthering knowledge regarding concrete fracture as well as support the 
investigation and validation of five concrete material models. Four different loading tests 
were performed and later simulated, including compression, tension, flexure, and shear. 
This in-house testing helped to ensure that more robust data was available using 
advanced instrumentation as compared to data obtained in the literature and used in the 
three external analyses. Additionally, high-speed video and high-resolution photographs 
were used to document the tests and support validation efforts. 
9.2 Scope 
For the internal testing program, 19 total tests were completed across three 
different load cases. Seven concrete cylinder compression tests were completed along 
with six direct tension tests and six four-point bending tests to investigate flexure and 
shear. The major data that was acquired from these tests included applied force, 
component displacement, and strain. The damage patterns were documented and 
evaluated using test video and photographs.  
9.3 Concrete Test Specimens – Preparation 
A major part of the testing plan was selecting specimen types for the testing for 
each load case. The external studies provided a mix of ASTM standard component testing 
and unique component testing. For the compression load case, 4-in. (102-mm) diameter x 
8-in. (203-mm) long concrete cylinders were selected using molds that were readily 
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available and applicable to ASTM C39. For the tension specimens, a dogbone-shape 
geometry was chosen. The dogbone tensile specimens measured 4 in. x 4 in. (102 mm x 
102 mm) square on the ends and were 12 in. (305 mm) long. The specimen necked to a 4-
in. x 3-in. (102-mm x 76-mm) cross-section in the critical region. This specimen type was 
commonly used in steel tension testing as the necked geometry allows for easier 
prediction of the failure region. This specimen type has also been used in various 
concrete testing programs by other researchers. Molds for this specimen geometry were 
custom fabricated; since, there is no standard tension dogbone-shaped specimen for 
concrete. For the flexure and shear load cases, four-point beam bending tests were 
performed on rectangular 6-in. x 6-in. x 22-in. (152-mm x 152-mm x 559-mm) concrete 
beams. Molds for these beams were commercially produced and conformed to ASTM 
C78 standard. Since all component test specimens were to be fabricated from the same 
concrete batch, 23 different molds were ordered: 11 cylinder molds; 6 tension specimen 
molds; and 6 beam specimen molds. The tension, flexure, and shear specimen molds are 
shown in Figure 91. 
 
Figure 91. Metal Molds for Tension, Flexure, and Shear Concrete Specimens  
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Once the specimen geometries were configured and the molds were acquired, the 
concrete mix was selected. Based on the capacity of the two MTS load test frames that 
were available, the design compression strength of the concrete was selected as 6,000 psi 
(41.4 MPa) with an absolute maximum strength of 7,500 psi (51.7 MPa). With the 
assistance of Concrete Industries Inc. in Lincoln, Nebraska, a 6,000 psi (41.4 MPa) 
nominal mix design was created using the proportions shown in Table 12. Air 
entrainment was not used in the mix design, and the maximum size for the fine aggregate 
was ⅜ in. (10 mm). In order to get enough concrete for the full complement of test 
specimens, the required batch size was 5.0 ft
3
 (0.14 m
3
).  
Table 12. Concrete Mix Proportions for Internal Testing Program  
 
 
The concrete was batched at the general lab testing facility at Concrete Industries 
Inc. using a 9 ft
3
 (0.25 m
3
) circulating mixer, as shown in Figure 92. The mixing was 
completed outdoors with the assistance of MwRSF technicians. The molds were 
assembled with form oil placed on the inside of the molds to allow for easier specimen 
Cementitious Materials SSD
Unit 
Weight 
(lb/ft3)
Weight
(lb)
Volume
(ft3)
ASTM C150 Portland Cement Type 3.15 196.6 130.6 0.66
Aggregates
Fine Aggregate (Sand) 2.62 163.5 551.1 3.37
Water
Batched Water 1.00 62.4 48.9 0.78
Air
3.5% Air Content (non-entrained) - - - 0.18
Actual 
Batched 
Proportions
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separation after the concrete cured. Once the concrete was mixed, it was placed into the 
concrete molds. Tamping rods were used to consolidate the concrete, and hammers were 
used to vibrate the concrete to ensure that the molds were properly filled.  
    
Figure 92. Concrete Mixing for Internal Testing Program  
Once the molds were filled, they were squared off on the top and moved to the 
moisture curing room at the general test lab. The specimens remained in the molds, and 
plastic sheeting was placed over them to lock-in some of the internal moisture, as shown 
in Figure 93. Following an initial curing period of 96 hours, the specimens were removed 
from the molds and placed on the curing racks in the moisture room. The moisture room 
was a vital resource, because it allowed for uniform curing of the specimens under 
conditions explained in the ASTM C39 standard. The specimens were removed from the 
moisture curing room 28 days after fabrication. 
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Figure 93. Specimens in Moisture Curing Room  
9.4 Cylinder Compression Testing 
The concrete cylinder compression tests were designed to match ASTM C39 [26]. 
The cylinders had a diameter of 4 in. (102 mm) and a height of 8 in. (203 mm), as shown 
in Figure 94. 
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Figure 94. Cylinder Specimens for Test Nos. CFC-1 through CFC-7 
The testing was completed using the MTS Criterion Model 64.106 machine, 
which has a load capacity of 220 kips (1,000 kN). In the tests, a concrete cylinder was 
capped using steel caps with rubber pads. The cylinder was placed between the upper and 
lower loading plates of the testing apparatus. The bottom plate was fixed, and the upper 
loading plate compressed the cylinder at a uniform loading rate. The machine loaded each 
cylinder at a displacement rate equal to a rate of 35 psi/s (0.25 MPa/s), per the ASTM 
standard. A higher rate (10x) was used in the first half of the load application in order to 
reach a suitable pressure in a reasonable amount of time. The pressure was continually 
applied to the cylinder until softening and failure occurred. The test was stopped once the 
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peak load was reduced to 5% of peak. The testing matrix for the cylinder testing is shown 
in Table 13. 
Table 13. Cylinder Testing Matrix for Test Nos. CFC-1 through CFC-7 
 
 
The major data points that were taken from these tests were force, strain, and 
displacement. A circumferential gauge was used to capture cylinder dilation as it was 
compressed. The load cell on the testing machine was used to capture force data. The 
laser extensometer was also used to capture small displacements and compute strain. 
9.5 Dogbone Tension Testing 
There is no ASTM standard for direct tension testing of concrete specimens, but a 
similar test exists for rock core specimens, ASTM D2936 [27]. The tension test method 
for the internal testing program was based on this standard as well as other published 
experiments within the literature. The dogbone tensile specimens measured 4 in. x 4 in. 
(102 mm x 102 mm) square on the ends and were 12 in. (305 mm) long. The specimen 
necked to a 4-in. x 3-in. (102-mm x 76-mm) cross-section in the middle region. 
Dimensions for the specimens are shown in Figure 95. 
Load Case # of Tests Test Designation ASTM Standard Nominal Dimensions
CFC-1
CFC-2
CFC-3
CFC-4
CFC-5
CFC-6
CFC-7
7Compression ASTM C39 4" x 8"
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Figure 95. Dogbone Specimens for Test Nos. CFT-1 through CFT-6 
The testing was conducted using the MTS Landmark Servohydraulic Test System. 
This testing apparatus has a load capacity of 22 kips (100 kN). Prior to testing, a test jig 
was designed to accommodate the direct tension testing, as shown in Figures 96 through 
99. There are two different components to the test jig, the permanent and temporary parts. 
The permanent portion makes use of steel plate and shackles to connect to the testing 
apparatus on one end and the temporary part of the jig on the other end. The jig is gripped 
using the wedge grips (part no. GF647002) that were previously attached to the machine. 
The hydraulic wedges gripped the ½-in. (13-mm) thick top plate and ensured that the 
specimen was aligned correctly. Two ⅝-in. (16-mm) shackles were used in opposite 
orientations in order to allow for rotational freedom in two directions. The temporary 
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bracket assembly was connected to the specimen using an epoxy adhesive layer having a 
required minimum bond strength of 1,000 psi (6.9 MPa). The specimen was roughed with 
a wire brush before a thin layer of Hilti HIT-RE epoxy was placed between the bracket 
assembly and the end of the specimen. 
 183 
 
 
Figure 96. Direct Tension Test Jig, System Setup 
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Figure 97. Direct Tension Test Jig, Permanent Jig Components 
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Figure 98. Direct Tension Test Jig, Temporary Jig Components 
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Figure 99. Direct Tension Test Jib, Bill of Materials
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The specimen was connected to the temporary bracket assembly using the epoxy 
adhesive. After the epoxy adhesive had cured and reached its bond strength, the bracket 
assembly was connected to the permanent portion of test jig and gripped by the testing 
apparatus. Hydraulic pressure was applied to the grips to assure that the specimen was 
properly aligned in the testing machine. In conformance with the ASTM standard, the 
actuator moved at a constant displacement rate so that the specimen would fail 
somewhere within a time range of 5 to 15 minutes. According to this standard, the failure 
should occur near the capped ends, but with the dogbone geometry, it should occur in the 
necked region.  
The testing matrix for the tension tests is shown in Table 14. As with the 
compression tests, the desired data output was force, strain, and displacement. A laser 
extensometer was used across the necked region of the specimen. This technology 
tracked displacement of reflective tape, which could in turn be used to calculate axial 
strain between prescribed points (i.e., gauge length). The load cell on the testing 
apparatus captured the force readings. 
Table 14. Dogbone Testing Matrix for Test Nos. CFT-1 through CFT-6 
 
 
Load Case # of Tests Test Designation ASTM Standard Nominal Dimensions
CFT-1
CFT-2
CFT-3
CFT-4
CFT-5
CFT-6
Tension 6
Modified                      
ASTM D2936
4" x 4" x 12" (End)                                        
4" x 3" x 12" (Neck)
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9.6 Beam Flexure and Shear Testing 
The flexure and shear tests were partially designed to match ASTM C78 for four-
point bending tests, except that the support span would be decreased over the test series 
in order to investigate flexure and shear failure modes. The test specimens were 6-in. x 6-
in. x 22-in. (152-mm x 152-mm x 559-mm) concrete beams, as shown in Figure 100. 
 
Figure 100. Beam Specimens for Test Nos. CFS-1 through CFS-6 
The testing was performed  on the MTS Criterion Model 64.106 machine, which 
has a load capacity of 220 kips (1,000 kN). The Series 60 (StH) Bend Fixture System was 
attached to the testing apparatus, and the beam was placed on the lower flexural fixture, 
model no. F-JZH305A1. In order to investigate the transition between failure 
modes/locations, a deviation from the ASTM standard was made to the support span. The 
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standard specifies that the bottom supports be placed at a distance 3𝑑 away from each 
other, where d is a beam depth of 6 in. (152 mm). For an unreinforced beam and an 18-in. 
(457-mm) span, the failure plane would likely occur near the vertical centerline of the 
beam between upper rollers due to flexure, and no shear failure would occur. For 
subsequent tests, the lower supports were moved closer to each other in order to obtain a 
different mode near the supports, such as tension or shear failure versus flexural failure. 
Note that the span distance could only range from 9 in. (229 mm) to 18 in. (457 mm) due 
to the configuration and limits of the lower flexural fixture. 
The major data that was acquired from these beam tests included force, strain, and 
displacement. Strain gauges, both linear and 0-45-90 degree rosettes, were used to 
capture surface strains on the concrete beams. String potentiometers were used to track 
vertical displacement of the beam at its midspan and upper roller loading points. The load 
cell on the machine was used to capture force data. The testing matrix for the beam 
testing program is shown in Table 15. 
Table 15. Beam Testing Matrix for Test Nos. CFS-1 through CFS-6 
 
 
9.7 Additional Instrumentation 
A MTS Series LX 500 Laser Extensometer was used to track displacements 
during the compression and tension tests. This laser extensometer has a resolution of 
Load Case # of Tests Test Designation ASTM Standard Nominal Dimensions
CFS-1
CFS-2
CFS-3
CFS-4
CFS-5
CFS-6
Flexure and 
Shear
6
Modified                     
ASTM C78
6" x 6" x 22"
 190 
 
0.0001 in. (0.001 mm) with measurements updated 100 times per second. For tests nos. 
CFC-1 through CFC-7, the laser was placed 15 in. (381 mm) away from the front face of 
the cylinders. Two pieces of reflective tape were placed between 1.1 to 1.6 in. (28 to 41 
mm) apart on the specimen. A 5-in. (127-mm) full-scale range was used for the laser, and 
the measurements were averaged over 8 scans. For test nos. CFT-1 through CFT-6, the 
laser was placed 12 in. (305 mm) away from the specimen. A 4-in. (102-mm) spacing 
was used between the two pieces of reflective tape, a 5-in. (127-mm) full-scale range was 
used with the laser, and 512 scans were averaged. 
A circumferential gauge was used on all compression tests. This gauge is made up 
of two components, a mechanical extensometer and a chain attachment kit. The chain 
was wrapped around each of the cylinders, and both ends of the chain were attached to 
the arms of the extensometer. The circumferential gauge was removed when the load 
reached 75% of its expected peak to protect the extensometer from damage when the 
specimen failed. The gauge readings were used to calculate the change in area of the 
cross-sectional area as well as circumferential strain. The extensometer model and serial 
numbers were 632.12E-20 and 10421161, respectively. The extensometer had a 1-in. (25-
mm) gauge length and a ½-in. (13-mm) travel length. It had a 6-V excitation voltage and 
a 250-ohm resistance. 
An additional mechanical extensometer, model no. 634.25E-24, was used on test 
no. CFT-5 in order to measure axial displacements. In prior tension tests, there were 
inconsistencies with the laser extensometer due to minute changes in displacement. The 
serial number for the mechanical extensometer was 10416009B, and it had a 2-in. (51-
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mm) gauge length and 1-in. (25-mm) travel length. The extensometer had a 6-V 
excitation voltage and a 350-ohm resistance. 
One GoPro digital video camera was used to document each compression and 
tension test. A second GoPro camera was used for beam testing. The GoPro video 
cameras had a frame rate of 120 frames per second and were placed laterally from the test 
specimens. The high-speed videos were edited using ImageExpress MotionPlus software 
and RedLake MotionScope software. A Nikon EOS 30D digital still camera was also 
used to document pre- and post-test conditions for all tests. Typical placement of the 
GoPro digital video camera was near the laser extensometer for compression and tension 
tests, as shown in Figure 101. For the beam flexure and shear tests, one GoPro was 
placed on either side of the beam and perpendicular to the linear strain gauges. 
 
 
 
Figure 101. Typical GoPro Digital Video Camera Setup 
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In the beam testing program, strain was an important data point for the tests. The 
specifications for all instrumentation used in the beam tests are provided in Appendix B. 
To capture the strains, different types of gauges were used. Two types of strain gauges 
were purchased from HBM, Inc. Linear strain gauges had a longer measuring grid to 
capture normal strains between the upper rollers. One linear gauge was placed on the top 
of the beam, one placed on the bottom, and three placed on the front face of the beam at 
specified heights. Rosette strain gauges were used to capture strains near the horizontal 
centerline of the beam and between the load and support points. The rosettes were 
configured with three separate gauges at a 0-45-90 degree orientation. Four rosette 
gauges were placed at the horizontal centerline of the beam, two on the front side of the 
front and two on the back side. All gauges were 120 ohm resistance, required a 2-V 
excitation, and had 2 wires. A gain of 1,000 was used on test no. CFS-1, but a gain of 
2,500 was used on test nos.  CFS-2 through CFS-6. Data was sampled at a rate of 10 Hz, 
and the gauges were zeroed prior to testing. All gauges were attached to the concrete 
beams using protocol, specified by the manufacturer. 
The third type of instrumentation included miniature string potentiometers to 
capture vertical beam deflection. These devices were from Firstmark Inc. and had a 
maximum stretch of 1.5 in. (38 mm). Three of these devices were placed under the beam 
with one at the center midspan and two directly under the load points. In test no. CFS-6, 
the outer two string potentiometers were removed due to clearance issues. The string pots 
required an excitation of 5 V and a gain of 1 was used. These devices sampled data at 10 
Hz. They were not zeroed prior to testing, but instead the voltage difference was 
calculated. Two bent washers were adhered to the bottom of the beam at the midspan and 
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3 in. (76 mm) on either side of the midspan. A cotter pin was placed between the pair of 
washers and the loop of the string surrounded the cotter pin. The string potentiometers 
were stretched at the beginning of the test, and the strings were intended to decrease in 
length as the beam displaced downward. 
A layout of the strain gauges and string potentiometers is shown in Figure 102. 
The linear strain gauges are labeled D to H, the rosette gauges are labeled 1 to 4, with A, 
B, and C components, and the string potentiometers are labeled A to C. 
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Figure 102. Instrumentation Layout 
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The specific locations of the rosettes are outlined in Table 16. The x and y distances are 
the distances from the edges of the beam. The y distance was constant at the horizontal 
centerline of the beam, 3 in. (76 mm). An example schematic of the loading apparatus 
from the standard is shown in Figure 2. 
Table 16. Rosette Locations for Beam Tests 
 
 
The strain and string potentiometer data was captured on a data acquisition system 
separate from the MTS testing machine and the MTS controller. This additional system 
was used to increase the available channels as the MTS machine and control system 
provided 8 total channels. Based on the instrumentation needs described above, 20 data 
channels were required and supported by two separate Vishay racks with 10 channels on 
each rack. These Vishay units served as the signal conditioners as well as voltage sources 
for the different instrumentation. A trigger pulse was set up to be recorded on the Vishay 
and MTS data acquisition systems in order to sync the data and recorded on different 
systems to the same time scale. All linear and rosette strain gauges were balanced and 
zeroed using the Vishay signal conditioners for each data channel which had its own 
input voltage and gain settings. The Vishay system setup is shown in Figure 103. The 
units allowed for voltage and gain settings to be changed directly with knobs on the front 
Test No. Rosette No. x y
CFS-1 1-4 5.0" 3.0"
CFS-2 1-4 6.5" 3.0"
CFS-3 1-4 7.0" 3.0"
CFS-4 1-4 6.75" 3.0"
CFS-5 1-4 7.0" 3.0"
CFS-6 1-4 7.25" 3.0"
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of the unit. Additionally, a voltmeter could be used to check the voltage in the channel 
and ensure it was zeroed before testing began. 
 
Figure 103. Data Acquisition Setup for Beam Testing 
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 COMPRESSION TESTING (CFC-1 THROUGH CFC-7) CHAPTER 10
 
Seven tests were completed for the compression load case using the test apparatus 
and setup that were described previously. The cylinders were placed between two fixed 
plates, with the actuator moving up to load each specimen in compression. All test setups 
were identical for test nos. CFC-1 through CFC-7. The pre-test photographs are shown in 
Figure 104, which are representative of all compression tests. 
Test no. CFC-1 was run at a displacement rate of 0.001 in./s (0.0254 mm/s). 
However, this displacement rate resulted in a higher pressure rate than was allowed by 
the ASTM standard. All other compression tests were run at a displacement rate of 
0.0005 in./s (0.0127 mm/s). The main data acquired from the tests were force, 
displacement, and time. Engineering stress was then calculated based on the original 
cross-sectional area of each part, and stress versus strain histories were developed. Strain 
was calculated using laser extensometer and circumferential gauge displacement 
readings. The laser data was used to calculate axial strain, and the circumferential gauge 
was used to calculate increase in area and true stress. The results of the engineering axial 
stress are reported in this chapter, and the true axial stress results are shown in Appendix 
C. The circumferential gauge was removed at approximately 75% of peak load; therefore, 
true stress readings were not taken through failure.  
Eleven total compression cylinders were cast using the same concrete batch. Two 
practice tests were completed in order to become more familiar with the strain 
measurement devices. These tests showed an average concrete compressive strength of 
9.3 ksi (64.1 MPa), much higher than the design strength. In order to confirm these 
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numbers, two additional cylinders were sent to an external testing lab for additional 
testing. After the practice test compressive strengths were confirmed with the external 
testing, seven additional tests were completed for the compression load case, and their 
results are reported herein. 
 
Figure 104. Pre-Test Photographs, Test Nos. CFC-1 through CFC-7 
10.1 Test No. CFC-1 
As the MTS Criterion machine loaded the cylinder in compression during test no. 
CFC-1, the specimen crushed, thus breaking into three major pieces. A diagonal shear 
crack formed in the upper right of the specimen and propagated to the center of the 
cylinder. A vertical crack propagated from the center of the cylinder down to the bottom 
edge. A peak load of 115.7 kip (515 kN) occurred as the specimen broke. A summary of 
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pre- and post-test measurements is shown in Table 17. The stress versus strain plot is 
shown in Figure 105, and post-test photographs are shown in Figure 106.  
Table 17. Test Data Sheet, Test No. CFC-1 
 
 
 
Figure 105. Stress-Strain History, Test No. CFC-1 
Test ID:
Diameter (Top): in.
Diameter (Bottom): in.
Average Diameter: in.
Cross-Sectional Area: in.
2
Laser Gauge Length (caliper): in.
Laser Gauge Length (laser): in.
Peak Load: kips
Peak Engineering Stress: ksi
115.7
9.16
4.034
3.987
4.0105
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CFC-1
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Figure 106. Post-Test Photographs, Test No. CFC-1 
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10.2 Test No. CFC-2 
As the MTS Criterion machine loaded the cylinder in compression during test no. 
CFC-2, the specimen crushed with significant shearing on the right side of the cylinder. 
Smaller vertical cracks propagated from the bottom of the cylinder toward the middle of 
the cylinder. A peak load of 113.9 kip (507 kN) occurred as the specimen broke. A 
summary of pre- and post-test measurements is shown in Table 18. The stress versus 
strain plot is shown in Figure 107, and post-test photographs are shown in Figure 108.  
Table 18. Test Data Sheet, Test No. CFC-2 
 
 
Test ID:
Diameter (Top): in.
Diameter (Bottom): in.
Average Diameter: in.
Cross-Sectional Area: in.
2
Laser Gauge Length (caliper): in.
Laser Gauge Length (laser): in.
Peak Load: kips
Peak Engineering Stress: ksi
1.169
1.1680
113.86
8.93
CFC-2
4.088
3.971
4.0295
12.752
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Figure 107. Stress-Strain History, Test No. CFC-2
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Figure 108. Post-Test Photographs, Test No. CFC-2 
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10.3 Test No. CFC-3 
As the MTS Criterion machine loaded the cylinder in compression during test no. 
CFC-3, the specimen crushed with the left side of the cylinder shearing off. Diagonal 
damage paths were seen from the top and bottom edges of the cylinder on the left side. A 
peak load of 116.8 kip (520 kN) occurred as the specimen broke. A summary of pre- and 
post-test measurements is shown in Table 19. The stress versus strain plot is shown in 
Figure 109, and post-test photographs are shown in Figure 110.  
Table 19. Test Data Sheet, Test No. CFC-3 
 
 
Test ID:
Diameter (Top): in.
Diameter (Bottom): in.
Average Diameter: in.
Cross-Sectional Area: in.
2
Laser Gauge Length (caliper): in.
Laser Gauge Length (laser): in.
Peak Load: kips
Peak Engineering Stress: ksi
1.247
1.2315
116.83
9.23
CFC-3
4.032
3.997
4.0145
12.658
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Figure 109. Stress-Strain History, Test No. CFC-3 
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Figure 110. Post-Test Photographs, Test No. CFC-3 
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10.4 Test No. CFC-4 
As the MTS Criterion machine loaded the cylinder in compression during test no. 
CFC-4, the specimen crushed with a portion of the right side being sheared off. The 
remainder of the cylinder was undamaged, and there were no visible cracks. A peak load 
of 113.6 kip (505 kN) occurred as the specimen broke. A summary of pre- and post-test 
measurements is shown in Table 20. The stress versus strain plot is shown in Figure 111, 
and post-test photographs are shown in Figure 112.  
Table 20. Test Data Sheet, Test No. CFC-4 
 
 
Test ID:
Diameter (Top): in.
Diameter (Bottom): in.
Average Diameter: in.
Cross-Sectional Area: in.
2
Laser Gauge Length (caliper): in.
Laser Gauge Length (laser): in.
Peak Load: kips
Peak Engineering Stress: ksi
1.169
1.1558
113.55
8.96
CFC-4
4.070
3.965
4.0175
12.677
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Figure 111. Stress-Strain History, Test No. CFC-4 
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Figure 112. Post-Test Photographs, Test No. CFC-4 
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10.5 Test No. CFC-5 
As the MTS Criterion machine loaded the cylinder in compression during test no. 
CFC-5, the specimen crushed with shearing occurring across the entire front side of the 
cylinder. Diagonal cracks were the cause of this damage. A peak load of 115.6 kip (514 
kN) occurred as the specimen broke. A summary of pre- and post-test measurements is 
shown in Table 21. The stress versus strain plot is shown in Figure 113, and post-test 
photographs are shown in Figure 114. 
Table 21. Test Data Sheet, Test No. CFC-5 
 
 
Test ID:
Diameter (Top): in.
Diameter (Bottom): in.
Average Diameter: in.
Cross-Sectional Area: in.
2
Laser Gauge Length (caliper): in.
Laser Gauge Length (laser): in.
Peak Load: kips
Peak Engineering Stress: ksi
1.358
1.3552
115.64
9.12
CFC-5
4.075
3.985
4.0300
12.756
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Figure 113. Stress-Strain History, Test No. CFC-5 
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Figure 114. Post-Test Photographs, Test No. CFC-5 
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10.6 Test No. CFC-6 
As the MTS Criterion machine loaded the cylinder in compression during test no. 
CFC-6, the specimen crushed, losing most of its volume. A significant amount of 
shearing damage occurred on the back side of the cylinder. A peak load of 110.3 kip (491 
kN) occurred as the specimen broke. A summary of pre- and post-test measurements is 
shown in Table 22. The stress versus strain plot is shown in Figure 115, and post-test 
photographs are shown in Figure 116. 
Table 22. Test Data Sheet, Test No. CFC-6 
 
 
Test ID:
Diameter (Top): in.
Diameter (Bottom): in.
Average Diameter: in.
Cross-Sectional Area: in.
2
Laser Gauge Length (caliper): in.
Laser Gauge Length (laser): in.
Peak Load: kips
Peak Engineering Stress: ksi
1.203
1.2001
110.25
8.80
CFC-6
3.999
3.987
3.9930
12.522
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Figure 115. Stress-Strain History, Test No. CFC-6 
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Figure 116. Post-Test Photographs, Test No. CFC-6 
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10.7 Test No. CFC-7 
As the MTS Criterion machine loaded the cylinder in compression during test no. 
CFC-7, the specimen crushed with significant deformation occurring. A majority of the 
right side of the cylinder was sheared away. A peak load of 115.4 kip (513 kN) occurred 
as the specimen broke. A summary of pre- and post-test measurements is shown in Table 
23. The stress versus strain plot is shown in Figure 117, and post-test photographs are 
shown in Figure 118.  
Table 23. Test Data Sheet, Test No. CFC-7 
 
 
Test ID:
Diameter (Top): in.
Diameter (Bottom): in.
Average Diameter: in.
Cross-Sectional Area: in.
2
Laser Gauge Length (caliper): in.
Laser Gauge Length (laser): in.
Peak Load: kips
Peak Engineering Stress: ksi
1.186
1.1835
115.43
9.27
CFC-7
3.983
3.982
3.9825
12.457
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Figure 117. Stress-Strain History, Test No. CFC-7 
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Figure 118. Post-Test Photographs, Test No. CFC-7 
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10.8 Discussion 
Seven static cylinder component tests were performed for the compression load 
case. As shown in Figure 119, the stress-strain behavior is similar for all tests. There is an 
excessive amount of noise in the curves due to the resolution of the laser extensometer. 
The resolution became an issue because such small deformations were measured. Test 
nos. CFC-2 and CFC-3 were outliers as the fracture occurred at higher strain values, 
although the peak stress values were not different from the other five tests. The average 
peak stress for the seven tests was 9.1 ksi (62.7 MPa), and the average failure strain was 
0.0025. There was shearing behavior in all of the cylinder tests. 
Based on the fact that a 6.0 ksi (41.4 MPa) mix design was batched, it is alarming 
that the average test strength of the cylinders was so high. This strength was confirmed 
via external testing on two cylinders from the same batch, as summarized in Table 24. It 
is common for actual concrete batches to have a higher strength than the design strength, 
but this degree of difference was unexpected. Nonetheless, the research study was 
continued with the tension and shear/flexure testing segments. 
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Figure 119. Stress-Strain Histories, Test Nos. CFC-1 through CFC-7 
Table 24. Summary of Peak Engineering Stress for Test Nos. CFC-1 through CFC-7 
 
 
The moduli of elasticity were calculated for all seven tests as well. The results are 
shown in Table 25. The average modulus of elasticity was 3,768 ksi (26.0 GPa). 
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Table 25. Summary of Moduli of Elasticity for Test Nos. CFC-1 through CFC-7 
 
Test No. E
- ksi
CFC-1 4,235
CFC-2 2,476
CFC-3 2,859
CFC-4 4,242
CFC-5 3,695
CFC-6 4,064
CFC-7 4,804
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 TENSION TESTING (CFT-1 THROUGH CFT-6) CHAPTER 11
 
Six tests were completed for the tension load case using the test apparatus and 
setup that were described previously. The top portion of the rigging was fixed, and the 
actuator moved the lower rigging components, and the specimen. Test setups were 
identical for test nos. CFT-1 through CFT-6. Example pre-test photographs are shown in 
Figure 120. Additional protection was added to the test setup to prevent the fractured test 
specimen from contacting the controls on the front of the machine and the hydraulic lines 
on the back of the machine. 
All tension tests were run at a displacement rate of 0.0001 in./s (0.00254 mm/s). 
A 0.001 in./s (0.0254 mm/s) displacement rate was applied in the beginning of the test to 
remove some of the slack in the rigging. The test continued to run at this elevated 
displacement rate until a load of 100 lb (0.4 kN) was reached, at which point the test ran 
at the slower load rate. The main data taken from the tests were force and time. 
Engineering stress was then calculated based on the original cross-sectional area of each 
part and stress versus time histories were developed.  
Laser extensometer data was used to estimate tensile strain. The laser gauge 
lengths were taken before the tests began. However, there were issues with the resolution 
and accuracy of the extensometer and the data was not considered. These problems again 
were due to the small deformations that were attempted to be captured. These 
deformations were even smaller than those of the compression tests. 
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Figure 120. Pre-Test Photographs, Test Nos. CFT-1 through CFT-6 
 224 
 
11.1 Test No. CFT-1 
As the MTS Landmark machine loaded the specimen in tension during test no. 
CFT-1, the specimen fractured 2.6 in. (66 mm) from the bottom of the specimen, which 
was outside of the 4-in. (102-mm) gauge length. A peak load of 4.2 kip (18.7 kN) 
occurred at fracture. A summary of pre- and post-test measurements is shown in Table 
26. The stress versus time plot is shown in Figure 121, and post-test photographs are 
shown in Figure 122.  
Table 26. Test Data Sheet, Test No. CFT-1 
 
Test ID:
Width (critical): in.
Thickness (critical): in.
Cross-Sectional Area: in.
2
Laser Gauge Length (caliper): in.
Laser Gauge Length (laser): in.
Peak Load: kips
Peak Engineering Stress: ksi
4.045
4.0460
4.235
0.342
CFT-1
3.033
4.080
12.37
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Figure 121. Stress-Time History, Test No. CFT-1
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Figure 122. Post-Test Photographs, Test No. CFT-1 
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11.2 Test No. CFT-2 
As the MTS Landmark machine loaded the specimen in tension during test no. 
CFT-2, the specimen fractured 5.1 in. (130 mm) from the bottom of the specimen, which 
was inside the 4-in. (102-mm) gauge length. A peak load of 4.4 kip (19.6 kN) occurred at 
fracture. A summary of pre- and post-test measurements is shown in Table 27. The stress 
versus time plot is shown in Figure 123, and post-test photographs are shown in Figure 
124.  
Table 27. Test Data Sheet, Test No. CFT-2 
 
Test ID:
Width (critical): in.
Thickness (critical): in.
Cross-Sectional Area: in.
2
Laser Gauge Length (caliper): in.
Laser Gauge Length (laser): in.
Peak Load: kips
Peak Engineering Stress: ksi
4.445
0.355
3.945
3.9404
CFT-2
3.078
4.072
12.53
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Figure 123. Stress-Time History, Test No. CFT-2 
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Figure 124. Post-Test Photographs, Test No. CFT-2 
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11.3 Test No. CFT-3 
As the MTS Landmark machine loaded the specimen in tension during test no. 
CFT-3, the specimen fractured 2.8 in. (71 mm) from the bottom of the specimen, which 
was outside the 4-in. (102-mm) gauge length. A peak load of 4.4 kip (19.6 kN) occurred 
at fracture. A summary of pre- and post-test measurements is shown in Table 28. The 
stress versus time plot is shown in Figure 125, and post-test photographs are shown in 
Figure 126. 
Table 28. Test Data Sheet, Test No. CFT-3 
 
Test ID:
Width (critical): in.
Thickness (critical): in.
Cross-Sectional Area: in.
2
Laser Gauge Length (caliper): in.
Laser Gauge Length (laser): in.
Peak Load: kips
Peak Engineering Stress: ksi
4.389
0.364
3.998
3.9877
CFT-3
2.995
4.022
12.05
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Figure 125. Stress-Time History, Test No. CFT-3 
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Figure 126. Post-Test Photographs, Test No. CFT-3 
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11.4 Test No. CFT-4 
As the MTS Landmark machine loaded the specimen in tension during test no. 
CFT-4, the specimen fractured 4.9 in. (124 mm) from the top of the specimen, which was 
inside the 4-in. (102-mm) gauge length. A peak load of 4.8 kip (21.4 kN) occurred at 
fracture. A summary of pre- and post-test measurements is shown in Table 29. The stress 
versus time plot is shown in Figure 127, and post-test photographs are shown in Figure 
128.  
Table 29. Test Data Sheet, Test No. CFT-4 
 
Test ID:
Width (critical): in.
Thickness (critical): in.
Cross-Sectional Area: in.
2
Laser Gauge Length (caliper): in.
Laser Gauge Length (laser): in.
Peak Load: kips
Peak Engineering Stress: ksi
4.846
0.407
4.027
4.0266
CFT-4
2.969
4.010
11.91
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Figure 127. Stress-Time History, Test No. CFT-4 
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Figure 128. Post-Test Photographs, Test No. CFT-4 
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11.5 Test No. CFT-5 
A revised test setup was used for test no. CFT-5. It was believed that the part was 
rotating slightly during testing, which contributed to poor laser extensometer readings. A 
mechanical extensometer was also used during this test, however the readings were also 
poor. The shackles were removed from the top loading point and the top plate was placed 
directly into the grips. The bottom loading point and the orientation of the specimen were 
rotated 90 degrees relative to other tests. As the MTS Landmark machine loaded the 
specimen in tension during test no. CFT-5, the specimen broke 2.3 in. (58 mm) from the 
top of the specimen, which was outside the 4-in. (102-mm) gauge length. A peak load of 
4.3 kip (19.1 kN) occurred at fracture. A summary of pre- and post-test measurements is 
shown in Table 30. The stress versus time plot is shown in Figure 129, and post-test 
photographs are shown in Figure 130.  
Table 30. Test Data Sheet, Test No. CFT-5 
 
Test ID:
Width (critical): in.
Thickness (critical): in.
Cross-Sectional Area: in.
2
Laser Gauge Length (caliper): in.
Laser Gauge Length (laser): in.
Peak Load: kips
Peak Engineering Stress: ksi
4.257
0.343
3.983
4.0071
CFT-5
3.049
4.068
12.403
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Figure 129. Stress-Time History, Test No. CFT-5 
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Figure 130. Post-Test Photographs, Test No. CFT-5 
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11.6 Test No. CFT-6 
As the MTS Landmark machine loaded the specimen in tension during test no. 
CFT-6, the specimen broke 2.7 in. (69 mm) from the top of the specimen, which was 
outside the 4-in. (102-mm) gauge length. A peak load of 4.7 kip (20.9 kN) occurred at 
fracture. A summary of pre- and post-test measurements is shown in Table 31. The stress 
versus time plot is shown in Figure 131, and post-test photographs are shown in Figure 
132.  
Table 31. Test Data Sheet, Test No. CFT-6 
 
Test ID:
Width (critical): in.
Thickness (critical): in.
Cross-Sectional Area: in.
2
Laser Gauge Length (caliper): in.
Laser Gauge Length (laser): in.
Peak Load: kips
Peak Engineering Stress: ksi
4.681
0.370
3.956
3.9500
CFT-6
3.095
4.091
12.66
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Figure 131. Stress-Time History, Test No. CFT-6 
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Figure 132. Post-Test Photographs, Test No. CFT-6 
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11.7 Discussion 
Six static component tests were performed in the tension load case round of 
testing. Stress vs. time histories were plotted for all samples as shown in Figure 133. The 
epoxy layer did not debond in any of the tension tests and the peaks in the stress-time 
histories for all tests were similar. The average peak stress for the six tests was 0.36 ksi 
(2.5 MPa). Test no. CFT-5 differed from the other tests as the fracture occurred much 
sooner than the other tests, but the stress value was not significantly lower than the other 
tests. Also, the specimens all fractured in the narrowed regions of the specimens, as 
shown in Figure 134. Two of the specimens fractured within the 4-in. (102-mm) gauge 
length, and the other four fractured near the edge of the narrowed regions. The location of 
failure, specifically a majority of the specimens failing near the narrowed region, may 
indicate that the geometry affected the failure pattern.  
 
Figure 133. Stress-Time Histories, Test No. CFT-1 through CFT-6 
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Figure 134. Post-Test Photographs, Test Nos. CFT-1 through CFT-6 
The average tensile strength was approximately 4.0% of the compressive strength. 
Typically a value of between 8 and 12 percent of the compressive strength is observed, 
and considered acceptable. Although the proportionate ratio of tensile to compression 
strengths is low, some studies have indicated that an acceptable range is as low as 5-10% 
[1].  
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Cubic segments of varied length from the narrower region of each dogbone were 
cut from the fractured specimens and were tested in compression to confirm the 
compression values from the compression testing segment. A summary of those results is 
shown in Table 32.  
Table 32. Summary of Dogbone Compression Tests 
 
 
The highest stress that was achieved was 8.7 ksi (60.0 MPa), which is lower than 
the average from the compression cylinder tests. There were also significantly lower peak 
stress values, which may be explained by the difficulty encountered with testing a 
rectangular geometry in compression. The tests may have failed at lower peak loads 
because there was spalling along the edge of the prisms and excess pressure was placed 
on the specimen by the round rubber pads that were used as caps. The may have also 
failed early due to microcracks formed in tension tests. The size differential between the 
dogbones and rubber caps caused significant issues. These caps were removed for the 
final three tests. The 8.7 ksi (60.0 MPa) test indicated that the concrete batch was higher 
than the design stress. It does confirm the high compression strength seen in test nos. 
CFC-1 through CFC-7. 
Test No. Peak Load Peak Stress
- kip ksi
CFT-1 20.5 1.7
CFT-2 64.2 7.0
CFT-3 22.6 1.9
CFT-4 103.7 8.7
CFT-5 84.4 6.8
CFT-6 81.6 6.4
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 BEAM TESTING – FLEXURE AND SHEAR (CFS-1 CHAPTER 12
THROUGH CFS-6) 
 
12.1 Introduction 
Six beam bending tests were completed for the final portion of the physical 
testing program. The MTS Criterion machine was used to perform 4-point bending tests 
in accordance with ASTM C78 [28]. The top load apparatus (i.e., rollers) were 
configured with a constant spacing of 6 in. (152 mm) for all six tests. The test setups 
varied from test-to-test where the span length between lower support points changed. The 
varied span length allowed for investigation of both flexural and shear failure modes as 
well as a determination of the span length where the beam transitioned from flexure 
failure to shear failure. Tested span lengths ranged from 9 in. (229 mm) to 18 in. (457 
mm).  
Each test was conducted at a constant displacement rate throughout the event. 
Test nos. CFS-1 through CFS-3, and CFS-5 through CFS-6 were run at a displacement 
rate of 0.0003 in./s (0.00762 mm/s). A 0.0001 in./s (0.00254 mm/s) displacement rate 
was used in test no. CFS-4. The load was applied to each beam as the actuator base 
moved upward, and the top rollers provided resistance and loaded the beam. The top 
rollers remained stationary throughout each test. Each beam was centered on the support 
span rollers in both the longitudinal and transverse directions. A trigger was used to 
establish consistent event start times in the electronic test data; since, two different data 
acquisition systems were used. 
Horizontal strain gauges, rosette strain gauges, and string potentiometers were 
used to instrument test specimens. Force from a load cell and actuator data were also 
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acquired within the internal MTS control system. The force data was extracted in order to 
better align the data. Thus, the load vs. time plots were trimmed, start at 300 lb (1.3 kN), 
and correspond to time zero for all six tests. Strain was measured directly from the 
processed horizontal and rosette gauge data. Vertical displacement was acquired using 
string potentiometers. Engineering stress was calculated based on the original cross-
sectional area of each beam, and stress versus time histories were developed. 
12.2 Test Data Evaluation Process 
For all tests, the electronic test data was processed, analyzed, and evaluated to 
determine its adequacy. First, beam displacements were measured with the string 
potentiometers and compared with raw actuator displacements as well as theoretical 
displacements based on beams bending subjected to four-point bending and 
symmetrically placed, as provided in the AISC Steel Construction Manual [69] and 
shown in Equation 20: 
Equation 20.    Δ𝑚𝑎𝑥 =
𝑃𝑎
24𝐸𝐶𝐹𝐶𝐼
(3𝑙2 − 4𝑎2)  
where P is one of the two point loads on the beam, or half of the total load (2P), a is the 
distance from the load to the support of the beam, 𝐸𝐶𝐹𝐶  is the average Young’s modulus 
from the internal compression testing or 3768 ksi (26.0 GPa), I is the moment of inertia 
of the section, and l is the beam length.  
The typical four-point bending setup is shown in Figure 135. 
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Figure 135. Four-Point Bending Test Setup 
A modification proposed by Roylance [70] was also used to adjust theoretical 
beam displacements to include shear effects, as shown in Equation 21 below: 
Equation 21. 𝛿(𝑥) =
𝑃(𝐿−𝑎)
6𝐿𝐸𝐶𝐹𝐶𝐼
[
𝐿
𝐿−𝑎
(𝑥 − 𝑎)3 − 𝑥3 + (𝐿2 − (𝐿 − 𝑎)2)𝑥] +
𝑃𝑎
6𝐿𝐸𝐶𝐹𝐶𝐼
[
𝐿
𝑎
(𝑥 −
(𝐿 − 𝑎))
3
− 𝑥3 + (𝐿2 − 𝑎2)𝑥] 
where P is the point load, L is the beam length, a is the distance from the load to the 
support of the beam, I is the moment of inertia of the section, and x is the location where 
the displacement is being measured. 
The horizontal strain gauge measurements (5 gauges at midsection) were 
subjected to simple checks to verify that results made physical sense. Test results for all 
five strain gauges were cross-plotted. Based on gauge placement on the beam from top to 
bottom, strain readings should demonstrate compression (negative) on top and tension 
(positive) on bottom, with reasonable strain variations between the side-mounted gauges. 
However, the exact strain distribution is unknown, and the beam fracture behavior may 
change as the span length is decreased.  
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For the flexural failure case, test no. CFS-1 with an 18-in. (457 mm) span, normal 
strains may likely vary linearly from top to bottom. For this special case, strains at the 
beam’s centerline or neutral axis should be zero. The strain readings at end of test would 
likely be linearly distributed across all five gauges based on their placement. Note that 
the lower side gauge, E, and upper side gauge, G, were placed ¾ in. (19 mm) from 
bottom and top surfaces of the beam, respectively. Thus, the strain at failure for these side 
gauges should be somewhat close to, but less than, strains in gauges D (bottom) and H 
(top) for the test with an 18-in. (457-mm) span. 
The second check used the horizontal strain gauge measurements for the flexural 
and shear failure cases to calculate the maximum normal stresses at the outer fibers 
between roller positions. Equation 22 is used to calculate bending stress based on a 
normal strain at the outer fibers – negative strain on top of beam and positive strain on 
bottom of beam: 
Equation 22.     𝜎𝑥,𝑚𝑎𝑥 = 𝜀𝑥𝐸𝐶𝐹𝐶  
where 𝜎𝑥,𝑚𝑎𝑥 is the maximum normal stress from strain gauge, 𝜀𝑥 is the maximum 
normal strain, and 𝐸𝐶𝐹𝐶  is the average Young’s modulus from the internal compression 
testing. 
These maximum normal stresses were compared to the bending stresses obtained 
using the maximum force reading obtained from the MTS control system and load cell, 
which was calculated with the elastic bending equation provided below as Equation 23.  
Equation 23.    𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔,𝑚𝑎𝑥 =
𝑀𝑐
𝐼
=
𝑃𝑎𝑐
𝐼
 
where 𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔,𝑚𝑎𝑥  is the maximum normal stress from MTS, M is the moment caused 
by the loading condition (the point load or half of the total load applied multiplied by a, 
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the distance from the load to the support of the beam), c is the maximum distance away 
from the neutral axis, and I is the moment of inertia of the section. If the bending stress is 
desired for another location, then c is replaced with y, where y is the vertical offset away 
from neutral axis. For the flexural failure case, the two bending stress calculations were 
compared to verify the horizontal strain gauge data. 
The rosette strain gauge readings were processed, analyzed, and evaluated for 
principal strains, maximum shearing strain, principal stresses, maximum shearing stress, 
principal strain angle, and maximum shearing strain angle. The method proposed in 
ASTM E1561 [71] was followed to calculate principal strains and principal stresses as 
well as maximum shear strains and maximum shearing stresses. The principal strains, 𝜀1 
and 𝜀2 were calculated based on factors, C and R. The variable C is defined as the 
average of two strains in the rosette using Equation 24: 
Equation 24.     𝐶 =
𝜀𝑎+𝜀𝑐
2
 
where 𝜀𝑎 is the strain in the horizontal leg of the rosette (for gauges 1 and 3 and the 
opposite for gauges 2 and 4) and 𝜀𝑐 is the strain in the vertical leg of the rosette (for 
gauges 1 and 3 and the opposite for gauges 2 and 4). The variable R is defined by 
Equation 25: 
Equation 25.    𝑅 = √(𝜀𝑎 − 𝐶)2 + (𝜀𝑏 − 𝐶)2 
where 𝜀𝑏 is the strain in the diagonal leg of the rosette. The principal and maximum shear 
strains are defined by Equation 26 through Equation 28: 
Equation 26.     𝜀1 = 𝐶 + 𝑅 
Equation 27.     𝜀2 = 𝐶 − 𝑅 
Equation 28.     𝛾𝑚𝑎𝑥 = 2𝑅 
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where 𝜀1 is the compressive principal strain, 𝜀2 is the tensile principal strain, and 𝛾𝑚𝑎𝑥  is 
the maximum shear strain. The principal strains can be used to calculate the principal 
stresses using Equation 29 and Equation 30 [72]: 
Equation 29.    𝜎1 =
𝐸𝐶𝐹𝐶
(1−𝜈2)
(𝜀1 + 𝜈𝜀2) 
Equation 30.    𝜎2 =
𝐸𝐶𝐹𝐶
(1−𝜈2)
(𝜀2 + 𝜈𝜀1) 
where 𝜎1 is the maximum principal stress, 𝜎2 is the minimum principal stress, 𝐸𝐶𝐹𝐶  is the 
average Young’s modulus from the internal compression testing, and 𝜈 is Poisson’s ratio. 
An assumed Poisson’s ratio, 𝜈, of 0.19 was used for all calculations involving principal 
stresses and strains from the rosette data. This selection coincides with the value that was 
used in all five material models as part of the previous simulation efforts. From there, the 
maximum shearing stress, 𝜏𝑚𝑎𝑥, was calculated using Equation 31: 
Equation 31.    𝜏𝑚𝑎𝑥 =
𝜎1−𝜎2
2
 (in-plane) 
Alternatively, the maximum shearing stress could be calculated by Equation 32: 
Equation 32.    𝜏𝑚𝑎𝑥 = 𝛾𝑚𝑎𝑥𝐺 (in-plane) 
where G is the shear modulus or modulus of rigidity equal to 
𝐸
2(1+𝜈)
, and 𝛾𝑚𝑎𝑥  is the 
maximum shear strain determined with the rosette data. The shear modulus, G,  was 
calculated as 1583 ksi (10.9 GPa). 
A principal stress and maximum shear stress was calculated at each time step 
during the loading event. The maximum shearing stress at failure was later compared to 
the calculated theoretical value, which is based on transverse loading on beams and 
discussed below. 
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The principal angles are used to provide an orientation for the direction in which 
the principal strains and stresses are acting. They are calculated using Equation 33 and 
Equation 34 for rosette gauges 1 and 3 on the left side of a face and adjusted by 90 
degrees for rosette gauges 2 and 4 on the right side of a face [73]: 
Equation 33.    𝜃1𝑝 =
1
2
tan−1 (
2𝜀𝑏−𝜀𝑎−𝜀𝑐
𝜀𝑎−𝜀𝑐
) 
Equation 34.    𝜃2𝑝 = 𝜃1𝑝 ± 90
𝑜 
These angles were plotted when acceptable rosette data was available. The maximum 
shearing plane was also determined using Equation 35 [73]: 
Equation 35.    𝜃1𝑠,2𝑠 = 𝜃1𝑝 ± 45
𝑜 
The theoretical maximum shear stress was also calculated based on peak load cell 
data acquired at failure. The modified maximum shear stress, 𝜏𝑚𝑎𝑥 can be found with 
Equation 36, as proposed by Timoshenko [74]: 
Equation 36.    𝜏𝑚𝑎𝑥 =
3
2
(𝑉)𝐴(1.126) 
where 𝜏𝑚𝑎𝑥 is the maximum shear stress, V is the vertical shear force taken as P from 
Figure 135, A is the area of the beam, and the magnification factor of 1.126 accounts for 
the beam shape having a square cross section. 
A rosette strain gauge was considered to provide reasonable results when the 
maximum shear stress determined from the rosette gauge test data was similar to the 
theoretical value. This finding would somewhat be expected for the assumed flexure 
failure scenario, test no. CFS-1. The secondary verification for the rosette strain gauges 
was to review the principal stresses and determine whether any tensile stresses existed. If 
a principal stress in tension exceeded the maximum tension failure stress obtained from 
test nos. CFT-1 through CFT-6, or 407.0 psi (2.8 MPa), by 50% or more (conservative 
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selection), then the strain rosette data may be flagged for further investigation as it may 
possibly be returning erroneous data. Rosettes with non-operating channels on individual 
legs of the strain gauge were also not considered in the full-strain field analysis. A layout 
of the strain gauges and string potentiometers is shown Chapter 9, Figure 102. 
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12.3 Test No. CFS-1 [Support Span – 18 in. (457 mm)] 
For test no. CFS-1, a span length of 18 in. (457 mm) was used, which was the 
largest span that could be accommodated by the test apparatus. As previously noted, a 
flexural beam failure was expected to occur with this configuration. The test setup is 
shown in Figure 136. 
 
Figure 136. Test Setup for Test No. CFS-1 [18-in. (457-mm) Span] 
As the MTS Criterion testing machine loaded the specimen during test no. CFS-1, 
the specimen failed in flexure due to excessive tensile stresses at the bottom surface and 
between the upper roller locations. Specifically, the vertical fracture plane occurred 
approximately 3 in. (76 mm) away from the centerline of the beam or near an upper 
roller. A peak load of 5.8 kip (25.8 kN) was measured when the specimen fractured. 
Thus, each upper roller was assumed to transfer a peak load equal to 2.9 kip (12.9 kN) to 
the top of the beam, thus resulting in a reaction at both lower supports equal to 2.9 kip 
(12.9 kN). The load versus time plot is shown in Figure 137, and post-test photographs 
are shown in Figure 138 and Figure 139. 
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All horizontal strain gauges that were placed at the vertical centerline of the beam 
appeared to perform in an acceptable manner during test no. CFS-1. In addition, no 
horizontal strain gauges between rollers broke as the flexural failure occurred away from 
the vertical centerline of the beam. The strain readings revealed maximum negative 
(compression) and maximum positive (tension) normal strains of -7.64 x 10
-5
 in./in. (top) 
and 7.97 x 10
-5
 in./in. (bottom), respectively, as shown in Table 33 and Figure 140. 
Horizontal normal strains appeared to be very similar in the top and bottom halves of the 
beam, almost creating a mirrored image and an indication of a linear strain distribution. 
As depicted in Figure 141, normal strains were plotted in the direction of the horizontal 
beam axis for each vertical gauge position [0 in. (beam centerline), ± 2¼ in. (57 mm) 
(upper and lower side gauges), and ± 3 in. (76 mm) (top and bottom gauges). From this 
comparison, it is also apparent that normal strains were linearly distributed on the 
transverse plane (i.e., y-z plane). Finally, the middle strain gauge revealed strains which 
largely oscillated around zero for the duration of the test. Overall, the horizontal strain 
gauge data was deemed reasonable. 
 
Figure 137. Load vs. Time, Test No. CFS-1 [18-in. (457-mm) Span]
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Figure 138. Post-Test Damage, Test No. CFS-1 [18-in. (457-mm) Span]
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Figure 139. Additional Post-Test Damage, Test No. CFS-1 [18-in. (457-mm) Span] 
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Table 33. Normal Strain and Stress Distribution for Horizontal Gauges, Test No. CFS-1 
 
 
Once the normal strains were processed, analyzed, and reviewed, an estimate was 
made to determine the maximum normal stress, 𝜎𝑥,𝑚𝑎𝑥, based on measured strains using 
Equation 22. The normal stress distribution was also estimated using strain readings at 
the upper and lower side positions. The maximum normal stress for each strain gauge is 
shown in Table 33, while the normal stress for four gauges as a function of time is 
provided in Figure 142 and Figure 143. An estimate was also made to determine the 
maximum normal stress, 𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔,𝑚𝑎𝑥, using the MTS load data and Equation 23. The 
maximum normal stress based on MTS load data and elastic bending is depicted in Table 
33 for the top and bottom surfaces. Further, the normal stress corresponding to the other 
gauge locations was also calculated with MTS load data and provided in Table 33. The 
normal stress as a function of time and using MTS load data is shown graphically in 
Figure 142 and Figure 143. When comparing the normal stresses using the two methods, 
it is apparent that similar trends were predicted during the test duration. The estimated 
normal stress based on MTS load data exceeded the prediction using the strain readings 
for the outer four gauges. The maximum midspan normal stress was ± 482.9 psi (3.3 
MPa) for the MTS load data and calculated moments, while the maximum midspan 
Gauge 
Designation 
and 
Location
Normal 
Strain, εx, 
@ Failure 
in./in.
Estimated 
Maximum Normal 
Stress (Eq. 22)      
psi
Estimated 
Maximum Normal 
Stress (Eq. 23)     
psi
D (bottom) 7.97E-05 384.0 482.9
E 5.38E-05 259.0 362.1
F (middle) 2.95E-06 14.2 0.0
G -6.12E-05 -294.5 -362.1
H (top) -7.64E-05 -368.0 -482.9
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normal stresses were +384.0 psi/-368.0 psi (+2.6 MPa/-2.5 MPa) using the strain data. 
For the noted assumptions and acquired data, the estimated normal stresses seemed to be 
mostly reasonable, although closer stress predictions were desired.  
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Figure 140. Normal Strains for Top, Side, and Bottom Gauges, Test No. CFS-1 [18-in. 
(457-mm) Span] 
 
Figure 141. Vertical Distance versus Normal Strain, Test No. CFS-1 [18-in. (457-mm) 
Span]  
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Figure 142. Estimated Midspan Normal Stresses from Bottom Strain Gauges and MTS 
Load Data, Test No. CFS-1 [18-in. (457-mm) Span] 
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Figure 143. Estimated Midspan Normal Stresses from Top Strain Gauges and MTS Load 
Data, Test No. CFS-1 [18-in. (457-mm) Span] 
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Four rosette strain gauges were attached to the front and back faces of the beam 
near the horizontal centerline and midway between the upper roller and lower support. In 
addition, no rosette strain gauges between the lower support and upper roller broke as the 
flexural failure occurred away from the rosette strain gauges. Measured strains are 
provided in Figure 144 and Figure 145 for each rosette and each individual gauge, if 
acquired. Some rosette strain gauges appeared to perform in an acceptable manner during 
test no. CFS-1. However, some gauges provided data that may raise questions upon first 
glance. Based on symmetric loading and the 18-in. (457-mm) beam span, the strains 
would be expected to be very similar across all rosettes. However, this outcome did not 
appear to always be the case.  
First, rosette no. 1 (left-front position facing front) provided nearly zero strain for 
all three gauges (A – horizontal, B – diagonal, and C – vertical). Note that the A-gauge 
was aligned with the positive horizontal beam axis at its geometric centerline. Second, 
rosette no. 2 (right-front position facing front) provided nearly zero strain for two gauges 
(C – horizontal and A – vertical). Note that the C-gauge was aligned with the negative 
horizontal axis. Further, the diagonal gauge provided negative compressive strain along 
the 135 degree plane rotated away from the positive x or horizontal beam axis on front 
face. Third, rosette no. 3 (left-back position facing back) provided data for only two 
gauges (A – horizontal and B – diagonal). Note that the A-gauge was aligned with the 
positive horizontal beam axis at its geometric centerline for the back face. The A-gauge 
(horizontal) provided nearly zero strain, while the B-gauge (diagonal) provided negative 
compressive strain along the 45-degree plane rotated away from the positive x or 
horizontal beam axis on back face. Finally, rosette no. 4 (right-back position facing back) 
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provided nearly zero strain for two gauges (C – horizontal and A – vertical). Note that the 
C-gauge was aligned with the negative horizontal axis. Further, the diagonal gauge 
provided negative compressive strain along the 135 degree plane rotated away from the 
positive x or horizontal beam axis on back face. 
The vertical and horizontal strains, gauges A and C, should be near zero for this 
beam configuration with 18-in. (457-mm) span, as the horizontal gage was placed along 
the neutral axis of the beam. All A and C gauges were near zero. Data for gauge 3C was 
not obtained due to a problematic Vishay channel that was later replaced. Therefore, a 
full-strain field analysis was not completed for rosette no. 3. As such, a rosette strain 
gauge analysis using gauge 2A through 2C was expected to yield favorable results. With 
strain rosettes 1 and 4, some questions arose regarding validity of data. To start, all strain 
readings for gauge 1 were zero, which was not expected, especially for diagonal gauge 
1B. Next, gauge 4B produced a very high compression strain as compared to gauges 2B 
and 3B. Thus, less confidence existed with results produced with gauges 1 and 4. The 
maximum strain readings are provided in Table 34, and strain versus time is shown 
graphically in Figure 144 and Figure 145. 
Maximum principal and maximum shear strains are summarized in Table 34 for 
gauges 2 and 4 rosettes which had all three gauges acquire data that was deemed 
reasonable. Values ranged from 4.04 x 10
-5
 in./in. to 8.64 x 10
-5
 in./in. for the maximum 
principal strain, 𝜀1. Values for the minimum principal strain, 𝜀2, ranged from -2.70 x 10
-6
 
in./in. to -8.94 x 10
-5
 in./in. The highest maximum shear strain for test no. CFS-1 was 
1.76 x 10
-4
 in./in. Subsequently, Equation 32 and Equation 36 were used to compute the 
theoretical maximum shear stress and maximum shear strain of 135.9 psi (0.9 MPa) and 
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6.72 x 10
-5
 in./in., respectively. Rosette no. 2 provided a very good match, while gauge 4 
did not provide a very good match. The maximum and minimum principal strains and 
shear strain from rosette nos. 2 and 4 are shown in Figure 146. 
Principal angles are summarized in Figure 147 for rosette gauges 2 and 4. Based 
on the orientation described previously, it would be expected that gauges 2 and 4 would 
return a principal angle 𝜃𝑝1 near 135 degrees. This finding was confirmed based on the 
plot, as the principal angles for gauges 2 and 4 are shown as a constant value between 
130 and 140 degrees. The second principal angle, 𝜃𝑝2, was then near 45 degrees, as the 
values were constant between 40 and 50 degrees. Based on these angles, the associated 
shear angles would be 180 and 90 degrees, which would be anticipated based on a simple 
shear stress block located at the centerline of the beam, or neutral axis for this case. 
Maximum principal stresses are summarized in Table 34 for rosettes that had all 
three gauges acquire data that was deemed reasonable. These values were calculated 
using Equation 30. Values ranged from 138.9 psi (1.0 MPa) to 271.2 psi (1.9 MPa) for 
the maximum principal stress, 𝜎1. Subsequently, these values were compared to the 
known maximum tensile strength from CFT testing, 407.0 psi (2.8 MPa). 
Based on the analysis provided above, it appears that only rosette nos. 2 and 4 
were providing reliable data for full-strain field analysis. Rosette no. 1 had a very low 
maximum shear stress, and the strain in the diagonal gauge was nearly zero. Rosette no. 3 
could not be analyzed because of the missing data for gauge C, although the other two 
channels (A and B) revealed reasonable data. However the remaining two gauges can be 
used for front/back comparison with Rosette no. 2. 
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The final piece of instrumentation was the string potentiometers. Following 
testing, questions arose regarding the accuracy of the resulting displacement data after 
comparison to displacements determined with Equation 20 and Equation 21, as well as 
the actuator movement over the same period. The theoretical equations tended to provide 
lower displacements than measured, while the actuator displacement data was generally 
higher than measured with the string potentiometer. It was somewhat difficult to 
determine which string potentiometers had results that may have inaccuracies due to 
instrumentation placement, data resolution, etc. could be trusted. As such, the 
displacement data and results are not included in this section. String potentiometer and 
actuator data are found in Appendix D. 
  
266 
` 
 
 
 
Figure 144. Extracted Strain Plots for Rosette Strain Gauges 1 and 2, Test No. CFS-1 
[18-in. (457-mm) Span] 
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Figure 145. Extracted Strain Plots for Rosette Strain Gauges 3 and 4, Test No. CFS-1 
[18-in. (457-mm) Span] 
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Figure 146. Principal Strains for Test No. CFS-1 [18-in. (457-mm) Span] 
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Figure 147. Principal Angles for Test No. CFS-1 [18-in. (457-mm) Span] 
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12.4 Test No. CFS-2 [Support Span – 12 in. (305 mm)] 
For test no. CFS-2, a span length of 12 in. (305 mm) was used. It was uncertain 
whether a flexural or shear failure would occur with this configuration. The test setup is 
shown in Figure 148. 
 
Figure 148. Test Setup for Test No. CFS-2 [12-in. (305-mm) Span] 
As the MTS Criterion testing machine loaded the specimen during test no. CFS-2, 
the specimen failed in flexure due to excessive tensile stresses at the midspan of the 
bottom surface. Specifically, the vertical fracture plane occurred approximately 0.5 in. 
(13 mm) away from the centerline of the beam. A peak load of 14.3 kip (63.6 kN) was 
measured when the specimen fractured. Thus, each upper roller was assumed to transfer a 
peak load equal to 7.2 kip (32.0 kN) to the top of the beam, thus resulting in a reaction at 
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both lower supports equal to 7.2 kip (32.0 kN). The load versus time plot is shown in 
Figure 149, and post-test photographs are shown in Figure 150 and Figure 151. 
All horizontal strain gauges that were placed at the vertical centerline of the beam 
appeared to have acquired data during test no. CFS-2. In addition, all horizontal strain 
gauges between rollers broke as the flexural failure occurred at the vertical centerline of 
the beam. The strain readings revealed maximum negative (compression) and maximum 
positive (tension) normal strains of -6.52 x 10
-5
 in./in. (top) and 1.35 x 10
-4
 in./in. 
(bottom), respectively, as shown in Table 35 and Figure 152. Horizontal normal strains 
appeared to be larger in the bottom half of the beam, creating a non-linear strain 
distribution. In addition, the strains at gauges D and E were nearly equal. As depicted in 
Figure 153, normal strains were plotted in the direction of the horizontal beam axis for 
each vertical gauge position [0 in. (beam centerline), ± 2¼ in. (57 mm) (upper and lower 
side gauges), and ± 3 in. (76 mm) (top and bottom gauges). Finally, the middle strain 
gauge revealed strains which largely oscillated around zero for the duration of the test. 
Based on the measured difference between the top and bottom gauges, the horizontal 
strain readings raised some concerns. 
 
Figure 149. Load vs. Time, Test No. CFS-2 [12-in. (305-mm) Span]
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Figure 150. Post-Test Damage, Test No. CFS-2 [12-in. (305-mm) Span]
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Figure 151. Additional Post-Test Damage, Test No. CFS-2 [12-in. (305-mm) Span] 
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Table 35. Normal Strain and Stress Distribution for Horizontal Gauges, Test No. CFS-2 
 
 
Once the normal strains were processed, analyzed, and reviewed, an estimate was 
made to determine the maximum normal stress, 𝜎𝑥,𝑚𝑎𝑥, based on measured strains using 
Equation 22. The normal stress distribution was also estimated using strain readings at 
the upper and lower side positions. The maximum normal stress for each strain gauge is 
shown in Table 35, while the normal stress for four gauges as a function of time is 
provided in Figure 154 and Figure 155. An estimate was also made to determine the 
maximum normal stress, 𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔,𝑚𝑎𝑥, using the MTS load data and Equation 23. The 
maximum normal stress based on MTS load data and elastic bending is depicted in Table 
35 for the top and bottom surfaces. Further, the normal stress corresponding to the other 
gauge locations was also calculated with MTS load data and provided in Table 35. The 
normal stress as a function of time and using MTS load data is shown graphically in 
Figure 154 and Figure 155. When comparing the normal stresses using the two methods, 
it is apparent that similar trends were not predicted during the test duration. The 
estimated normal stress based on MTS load data exceeded the prediction using the strain 
readings for the bottom two gauges but not for the top two gauges. The maximum 
midspan normal stress was ± 595.6 psi (4.1 MPa) for the MTS load data and calculated 
Gauge 
Designation 
and 
Location
Normal 
Strain, εx, 
@ Failure 
in./in.
Estimated 
Maximum Normal 
Stress (Eq. 22)      
psi
Estimated 
Maximum Normal 
Stress (Eq. 23)     
psi
D (bottom) 1.35E-04 649.3 595.6
E 1.32E-04 636.9 446.7
F (middle) 8.60E-07 4.1 0.0
G -5.68E-05 -273.7 -446.7
H (top) -6.52E-05 -314.0 -595.6
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moments, while the maximum midspan normal stresses were +649.3 psi/-314.0 psi (+4.5 
MPa/-2.2 MPa) using the strain data. More investigation is needed to explore these 
differences, including any assumptions and limitations.  
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Figure 152. Normal Strains for Top, Side, and Bottom Gauges, Test No. CFS-2 [12-in. 
(305-mm) Span] 
 
Figure 153. Vertical Distance versus Normal Strain, Test No. CFS-2 [12-in. (305-mm) 
Span]  
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Figure 154. Estimated Midspan Normal Stresses from Bottom Strain Gauges and MTS 
Load Data, Test No. CFS-2 [12-in. (305-mm) Span] 
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Figure 155. Estimated Midspan Normal Stresses from Top Strain Gauges and MTS Load 
Data, Test No. CFS-2 [12-in. (305-mm) Span] 
-800
-600
-400
-200
0
200
400
600
800
0 20 40 60 80 100 120
S
tr
es
s 
(p
si
)
Time (sec)
Stress Comparison, Gauge G
Gauge Data MTS Data
CFS-2
-800
-600
-400
-200
0
200
400
600
800
0 20 40 60 80 100 120
S
tr
es
s 
(p
si
)
Time (sec)
Stress Comparison, Gauge H
Gauge Data MTS Data
CFS-2
 280 
 
Four rosette strain gauges were attached to the front and back faces of the beam 
18 degrees counterclockwise (1 and 3) and 18 degrees clockwise (2 and 4) from the 
horizontal centerline due to installation error. Note that the axis in this test was different 
from all other flexure and shear tests. In addition, no rosette strain gauges between the 
lower support and upper roller broke as the flexural failure occurred away from the 
rosette strain gauges. Measured strains are provided in Figure 156 and Figure 157 for 
each rosette and each individual gauge, if acquired. Some rosette strain gauges appeared 
to perform in an acceptable manner during test no. CFS-2. However, some gauges 
provided data that may raise questions upon first glance. Based on symmetric loading, the 
strains may initially be expected to be very similar across all rosettes. However, this 
outcome did not appear to always be the case. 
First, rosette no. 1 (left-front position facing front) provided nearly zero strain for 
only one gauge (A – 18 degrees counterclockwise from the horizontal axis). Note that the 
A-gauge was aligned 18 degrees counterclockwise from the positive horizontal beam axis 
at its geometric centerline. The remaining two gauges, B (diagonal) and C (18 degrees 
counterclockwise from the vertical beam axis), provided negative compressive strain. 
Second, rosette no. 2 (right-front position facing front) provided data for only two gauges 
(C – 18 degrees clockwise from the negative horizontal axis and A – 18 degrees 
clockwise from the positive vertical axis). Note that the C-gauge was aligned 18 degrees 
clockwise from the negative horizontal axis. Further, the rotated-vertical gauge provided 
negative compressive strain along the 117 degree plane rotated away from the adjusted 
positive x or 18 degrees counterclockwise from the horizontal beam axis on front face. 
Third, rosette no. 3 (left-back position facing back) provided data for only two gauges (A 
 281 
 
– 18 degrees counterclockwise from the horizontal beam axis and B – diagonal). Note 
that the A-gauge was aligned 18 degrees counterclockwise from the positive horizontal 
beam axis at its geometric centerline for the back face. The B-gauge (diagonal) provided 
nearly zero strain, while the A-gauge (18 degrees counterclockwise from the horizontal 
beam axis) provided negative compressive strain along the 63 degree plane rotated away 
from the adjusted positive x or 18 degrees counterclockwise from the horizontal beam 
axis on back face. Finally, rosette no. 4 (right-back position facing back) provided nearly 
zero strain for two gauges (C – 18 degrees counterclockwise from the horizontal beam 
axis and B – diagonal). Note that the C-gauge was aligned 18 degrees counterclockwise 
from the negative horizontal axis. Further, the vertical gauge , A, provided negative 
compressive strain along the 153 degree plane rotated away from the adjusted positive x 
or 18 degrees counterclockwise from the horizontal beam axis on back face. 
Even with the rotation of the rosette axes, none of the B gauges should provide 
failure strains for this beam configuration with the 12-in. (305-mm) span. However, some 
of the gauges were near zero. Gauges 3B and 4B produced nearly zero strain. Data for 
gauges 2B and 3C was not obtained due to a problematic Vishay channel that was later 
replaced. Therefore, a full-strain field analysis was not completed for rosette nos. 2, 3, 
and 4. The maximum strain readings are provided in Table 36, and strain versus time is 
shown graphically in Figure 156 and Figure 157. 
Based on the analysis provided above, it appears that only rosette no. 1 was 
providing reliable data for full-strain field analysis. Rosette nos. 2, 3, and 4 could not be 
analyzed for full-strain field due to missing and/or inaccurate data for gauges B and/or C. 
Rosette no. 4 also had zero strains in selected gauges. 
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Maximum principal and maximum shear strains are summarized in Table 36 for 
rosette gauge 1 which had all three gauges acquire data. The value of 9.06 x 10
-5
 in./in. 
was found for the maximum principal strain, 𝜀1. The value for the minimum principal 
strain, 𝜀2, -1.32 x 10
-4 
in./in. The maximum shear strain for test no. CFS-2 was 2.22 x 10
-4
 
in./in. Subsequently, Equation 32 and Equation 36 were used to compute the theoretical 
maximum shear stress and maximum shear strain of 335.3 psi (2.3 MPa) and 1.66 x 10
-4
 
in./in., respectively. 
Principal angles are summarized in Figure 158 for rosettes that had all three 
gauges acquire and return adequate data. Based on the orientation described previously, it 
would be expected that gauge 1 would return a principal angle 𝜃𝑝1 slightly larger than 45 
degrees due to support changes. Based on the plot, the principal angle for gauge 1 is 
shown as a constant value near 50 degrees. The second principal angle, 𝜃𝑝2, was near 140 
degrees. Based on these angles, the associated shear angles would be 95 and 5 degrees. 
Maximum principal stresses are summarized in Table 36 for rosettes that had all 
three gauges acquire data. These values were calculated using Equation 30. The value 
was 256.3 psi (1.8 MPa) for the maximum principal stress, 𝜎1. Subsequently, the value 
was compared to the known maximum tensile strength from CFT testing, 407.0 psi (2.8 
MPa). 
The final piece of instrumentation was the string potentiometers. Similar to test 
no. CFS-1, questions arose regarding the accuracy of the resulting displacement data after 
comparison to displacements determined with Equation 20 and Equation 21, as well as 
the actuator movement over the same period. The theoretical equations tended to provide 
lower displacements than measured, while the actuator displacement data was generally 
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higher than measured with the string potentiometer. It was somewhat difficult to 
determine which string potentiometers had results that may have inaccuracies due to 
instrumentation placement, data resolution, etc. could be trusted. As such, the 
displacement data and results are not included in this section. String potentiometer and 
actuator data are found in Appendix D. 
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Figure 156. Extracted Strain Plots for Rosette Strain Gauges 1 and 2, Test No. CFS-2 
[12-in. (305-mm) Span] 
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Figure 157. Extracted Strain Plots for Rosette Strain Gauges 3 and 4, Test No. CFS-2 
[12-in. (305-mm) Span] 
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Figure 158. Principal Strains and Angles for Test No. CFS-2 [12-in. (305-mm) Span] 
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12.5 Test No. CFS-3 [Support Span – 10 in. (254 mm)] 
For test no. CFS-3, a span length of 10 in. (254 mm) was used. A shear failure 
was more likely to occur with this configuration. The test setup is shown in Figure 159. 
 
Figure 159. Test Setup for Test No. CFS-3 [10-in. (254-mm) Span] 
As the MTS Criterion testing machine loaded the specimen during test no. CFS-3, 
the specimen failed in shear due to a diagonal crack between the upper and lower roller 
locations. Specifically, the diagonal fracture plane occurred on the left-front side of the 
beam. A peak load of 16.9 kip (75.2 kN) was measured when the specimen fractured. 
Thus, each upper roller was assumed to transfer a peak load equal to 8.5 kip (37.8 kN) to 
the top of the beam, thus resulting in a reaction at both lower supports equal to 8.5 kip 
(37.8 kN). The load versus time plot is shown in Figure 160, and post-test photographs 
are shown in Figure 161 and Figure 162. 
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All horizontal strain gauges that were placed at the vertical midpoint of the beam 
appeared to have acquired data during test no. CFS-3. In addition, none of the horizontal 
strain gauges between rollers broke as the shear failure occurred diagonally between the 
upper and lower rollers on the front, left side of the beam. The strain readings revealed 
maximum negative (compression) and maximum positive (tension) normal strains of -
3.70 x 10
-5
 in./in. (top) and 8.55 x 10
-5
 in./in. (bottom), respectively, as shown in Table 37 
and Figure 163. The strains at gauges G and H were nearly equal. As depicted in Figure 
164, normal strains were plotted in the direction of the horizontal beam axis for each 
vertical gauge position [0 in. (beam centerline), ± 2¼ in. (57 mm) (upper and lower side 
gauges), and ± 3 in. (76 mm) (top and bottom gauges). Finally, the middle strain gauge 
revealed strains which oscillated around zero for a portion of the test but ultimately rose 
to -1.15 x 10
-5
 in./in. by the end of the physical test. Based on the measured difference 
between the top and bottom gauges, the horizontal strain readings raised some concerns. 
 
Figure 160. Load vs. Time, Test No. CFS-3 [10-in. (254-mm) Span]
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Figure 161. Post-Test Damage, Test No. CFS-3 [10-in. (254-mm) Span]
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Figure 162. Additional Post-Test Damage, Test No. CFS-3 [10-in. (254-mm) Span] 
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Table 37. Normal Strain and Stress Distribution for Horizontal Gauges, Test No. CFS-3 
 
 
Once the normal strains were processed, analyzed, and reviewed, an estimate was 
made to determine the maximum normal stress, 𝜎𝑥,𝑚𝑎𝑥, based on measured strains using 
Equation 22. The normal stress distribution was also estimated using strain readings at 
the upper and lower side positions. The maximum normal stress for each strain gauge is 
shown in Table 37, while the normal stress for four gauges as a function of time is 
provided in Figure 165 and Figure 166. An estimate was also made to determine the 
maximum normal stress, 𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔,𝑚𝑎𝑥, using the MTS load data and Equation 23. The 
maximum normal stress based on MTS load data and elastic bending is depicted in Table 
37 for the top and bottom surfaces. Further, the normal stress corresponding to the other 
gauge locations was also calculated with MTS load data and provided in Table 37. The 
normal stress as a function of time and using MTS load data is shown graphically in 
Figure 165 and Figure 166. When comparing the normal stresses using the two methods, 
it is apparent that similar trends were not predicted during the test duration. The 
estimated normal stress based on MTS load data exceeded the prediction using the strain 
readings for the top and bottom gauges. The maximum midspan normal stress was ± 
Gauge 
Designation 
and 
Location
Normal 
Strain, εx, 
@ Failure 
in./in.
Estimated 
Maximum Normal 
Stress (Eq. 22)      
psi
Estimated 
Maximum Normal 
Stress (Eq. 23)     
psi
D (bottom) 8.55E-05 411.9 468.8
E 4.06E-05 195.4 351.6
F (middle) -1.15E-05 -55.4 0.0
G -3.26E-05 -156.9 -351.6
H (top) -3.70E-05 -178.3 -468.8
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468.8 psi (2.1 MPa) for the MTS load data and calculated moments, while the maximum 
midspan normal stresses were +411.9 psi/-178.3 psi (+1.8 MPa/-0.8 MPa) using the strain 
data. More investigation is needed to explore these differences, including any 
assumptions and limitations.  
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Figure 163. Normal Strains for Top, Side, and Bottom Gauges, Test No. CFS-3 [10-in. 
(254-mm) Span] 
 
Figure 164. Vertical Distance versus Normal Strain, Test No. CFS-3 [10-in. (254-mm) 
Span]  
-0.0001
-0.00005
0
0.00005
0.0001
0 20 40 60 80 100 120 140 160 180
S
tr
ai
n
 (
in
./
in
.)
Time (sec)
Strain Comparison, All Gauges
Gauge D Gauge E Gauge F Gauge G Gauge H
CFS-3
-3
-2
-1
0
1
2
3
-1.00E-04 -5.00E-05 0.00E+00 5.00E-05 1.00E-04
V
er
ti
ca
l 
D
is
ta
n
c
e 
to
 N
A
 (
in
.)
Normal Strain (in./in.)
Strain Distribution along Axis - CFS-3
 295 
 
E
rro
r! R
eferen
ce so
u
rce n
o
t fo
u
n
d
. 
M
w
R
S
F
 R
ep
o
rt N
o
. E
rro
r! 
eferen
ce so
u
rce n
o
t fo
u
n
d
. 
 
 
 
Figure 165. Estimated Midspan Normal Stresses from Bottom Strain Gauges and MTS 
Load Data, Test No. CFS-3 [10-in. (254-mm) Span] 
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Figure 166. Estimated Midspan Normal Stresses from Top Strain Gauges and MTS Load 
Data, Test No. CFS-3 [10-in. (254-mm) Span] 
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Four rosette strain gauges were attached to the front and back faces of the beam 
near the horizontal centerline and midway between the upper roller and lower support. In 
addition, two rosette strain gauges (left-front position facing front and right-back position 
facing back) between the lower support and upper roller broke as the shear failure 
occurred directly along the path of the rosette strain gauges. Measured strains are 
provided in Figure 167 and Figure 168 for each rosette and each individual gauge, if 
acquired. Rosette gauge 1 appeared to perform in an acceptable manner during test no. 
CFS-3. However, the three remaining gauges provided data that may raise questions upon 
first glance. Based on symmetric loading, the strains would be expected to be very similar 
across all rosettes. However, this outcome did not appear to always be the case.  
First, rosette no. 1 (left-front position facing front) provided negative compressive 
strain for two gauges (B – diagonal and C – vertical), but positive tensile strain for the 
third gauge (A – horizontal). Note that the A-gauge was aligned with the positive 
horizontal beam axis at its geometric centerline. Second, rosette no. 2 (right-front 
position facing front) provided nearly zero strain for one gauge (B – diagonal). Note that 
the C-gauge was aligned with the negative horizontal axis. Further, both the horizontal 
and vertical gauges provided positive tensile and negative compressive strains, 
respectively. Third, rosette no. 3 (left-back position facing back) provided nearly zero 
strain for all three gauges (A – horizontal, B – diagonal, and C – vertical). Note that the 
A-gauge was aligned with the positive horizontal beam axis at its geometric centerline for 
the back face. Finally, rosette no. 4 (right-back position facing back) provided positive 
tensile strain for two gauges (A – vertical and B – diagonal) and negative compressive 
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strain for the third gauge (C – horizontal). Note that the C-gauge was aligned with the 
negative horizontal axis. 
All strains, gauges A through C, would likely be non-zero for this beam 
configuration with 10-in. (254-mm) span. However, some gauges did have zero strain 
throughout. Following a review for all four rosette gauges, it was apparent that none of 
the gauges had very similar strain readings for the acquired data channels. The horizontal 
gauges for rosette nos. 1, 2, and 4 provided a positive tensile strain, while the vertical 
gauges provided a negative compression. The diagonal gauge (B) provided negative 
compressive strain at rosette no. 1 and positive tensile strain at rosette no. 4. The strains 
in 3A, 3B, and 3C were close to zero strain throughout the event, which was unexpected 
for this scenario. With strain rosette no. 3, some questions arose regarding the validity of 
data. Thus, less confidence existed with results produced with gauge 3. The maximum 
strain readings are provided in Table 38, and strain versus time is shown graphically in 
Figure 167 and Figure 168. 
Based on the analysis provided above, it appears that only rosette no. 1 was 
providing reliable data for full-strain field analysis. Rosette no. 2 had a diagonal gauge 
with zero strain. Rosette no. 3 had zero strains for all three gauges. Rosette no. 4 had 
positive strain in diagonal gauge B. 
Maximum principal and maximum shear strains are summarized in Table 38 for 
rosette no. 1. The value for the maximum principal strain, 𝜀1 for gauge 1 was 1.17 x 10
-4
 
in./in. The value for the minimum principal strain, 𝜀2 for gauge 1 was -1.57 x 10
-4
 in./in. 
The highest maximum shear strain for test no. CFS-3 was 2.74 x 10
-4
 in./in. 
Subsequently, Equation 32 and Equation 36 were used to compute the theoretical 
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maximum shear stress and maximum shear strain of 351.6 psi (1.6 MPa) and 1.74 x 10
-4
 
in./in., respectively. A plot of the maximum and minimum principal strain and shear 
strain from rosette no. 1 is shown in Figure 169. 
Principal angles are summarized in Figure 169 for rosettes that had all three 
gauges acquire and return adequate data. Based on the plot, the principal angle for gauge 
1 ranges between 60 and 70 degrees. The principal angle for gauge 1 was confirmed as 
this value was expected to be between 0 and 90 degrees. The second principal angle, 𝜃𝑝2, 
was then near 155 degrees for gauge 1. Based on these angles, the associated shear angles 
would be 110 and 20 degrees for gauge 1. 
Maximum principal stresses are summarized in Table 38 for all rosettes that had 
all three gauges acquire and return adequate data. These values were calculated using 
Equation 30. The value 342.8 psi (2.4 MPa) for the maximum principal stress, 𝜎1 was 
slightly larger than the known maximum tensile strength from CFT testing, 407.0 psi (2.8 
MPa). 
The final piece of instrumentation was the string potentiometers. Similar to prior 
tests, questions arose regarding the accuracy of the resulting displacement data after 
comparison to displacements determined with Equation 20 and Equation 21, as well as 
the actuator movement over the same period. The theoretical equations tended to provide 
lower displacements than measured, while the actuator displacement data was generally 
higher than measured with the string potentiometer. It was somewhat difficult to 
determine which string potentiometers had results that may have inaccuracies due to 
instrumentation placement, data resolution, etc. could be trusted. As such, the 
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displacement data and results are not included in this section. String potentiometer and 
actuator data are found in Appendix D. 
  
301 
` 
 
 
 
Figure 167. Extracted Strain Plots for Rosette Strain Gauges 1 and 2, Test No. CFS-3 
[10-in. (254-mm) Span] 
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Figure 168. Extracted Strain Plots for Rosette Strain Gauges 3 and 4, Test No. CFS-3 
[10-in. (254-mm) Span] 
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Figure 169. Principal Strains and Angles for Test No. CFS-3 [10-in. (254-mm) Span] 
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12.6 Test No. CFS-4 [Support Span – 11 in. (279 mm)] 
For test no. CFC-4, a span length of 11 in. (279 mm) was used. The failure mode 
for this configuration was unknown. The test setup is shown in Figure 170. 
 
Figure 170. Test Setup for Test No. CFS-4 [11-in. (279-mm) Span] 
As the MTS Criterion testing machine loaded the specimen during test no. CFS-4, 
the specimen failed in flexure due to excessive tensile stresses at the bottom surface and 
between the upper roller locations. The failure plane was not perfectly vertical, somewhat 
different than the failure planes in tests nos. CFS-1 and CFS-2. The vertical fracture plane 
occurred 0.5 in. (13 mm) left of the vertical centerline of the beam. A peak load of 16.9 
kip (75.2 kN) was measured when the specimen fractured. Thus, each upper roller was 
assumed to transfer a peak load equal to 8.5 kip (37.8 kN) to the top of the beam, thus 
resulting in a reaction at both lower supports equal to 8.5 kip (37.8 kN). The load versus 
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time plot is shown in Figure 171, and post-test photographs are shown in Figure 172 and 
Figure 173. 
All horizontal strain gauges that were placed at the vertical centerline of the beam 
appeared to have acquired data during test no. CFS-4. In addition, all of the horizontal 
strain gauges between rollers broke as the curved failure pattern occurred between the 
upper rollers. The strain readings revealed maximum negative (compression) and 
maximum positive (tension) normal strains of -1.06 x 10
-4
 in./in. (top) and 2.51 x 10
-4
 
in./in. (bottom), respectively, as shown in Table 39 and Figure 174. Horizontal normal 
strain at the bottom of the beam appeared to be very large, creating a non-linear strain 
distribution. In addition, the strains at gauges G and H were nearly equal. As depicted in 
Figure 175, normal strains were plotted in the direction of the horizontal beam axis for 
each vertical gauge position [0 in. (beam centerline), ± 2¼ in. (57 mm) (upper and lower 
side gauges), and ± 3 in. (76 mm) (top and bottom gauges). Finally, the middle strain 
gauge revealed strains which largely oscillated around zero for the duration of the test. 
Based on the measured difference between the top and bottom gauges, the horizontal 
strain readings raised some concerns. 
 
Figure 171. Load vs. Time, Test No. CFS-4 [11-in. (279-mm) Span]
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Figure 172. Post-Test Damage, Test No. CFS-4 [11-in. (279-mm) Span]
 308 
 
 
 
 
Figure 173. Additional Post-Test Damage, Test No. CFS-4 [11-in. (279-mm) Span] 
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Table 39. Normal Strain and Stress Distribution for Horizontal Gauges, Test No. CFS-4 
 
 
Once the normal strains were processed, analyzed, and reviewed, an estimate was 
made to determine the maximum normal stress, 𝜎𝑥,𝑚𝑎𝑥, based on measured strains using 
Equation 22. The normal stress distribution was also estimated using strain readings at 
the upper and lower side positions. The maximum normal stress for each strain gauge is 
shown in Table 39, while the normal stress for four gauges as a function of time is 
provided in Figure 176 and Figure 177. An estimate was also made to determine the 
maximum normal stress, 𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔,𝑚𝑎𝑥, using the MTS load data and Equation 23. The 
maximum normal stress based on MTS load data and elastic bending is depicted in Table 
39 for the top and bottom surfaces. Further, the normal stress corresponding to the other 
gauge locations was also calculated with MTS load data and provided in Table 39. The 
normal stress as a function of time and using MTS load data is shown graphically in 
Figure 176 and Figure 177. When comparing the normal stresses using the two methods, 
it is apparent that similar trends were not predicted during the test duration. The 
estimated normal stress based on MTS load data exceeded the prediction using the strain 
readings for the top gauge but not the bottom gauge. The maximum midspan normal 
Gauge 
Designation 
and 
Location
Normal 
Strain, εx, 
@ Failure 
in./in.
Estimated 
Maximum Normal 
Stress (Eq. 22)      
psi
Estimated 
Maximum Normal 
Stress (Eq. 23)     
psi
D (bottom) 2.51E-04 1210.9 587.4
E 7.95E-05 382.9 440.5
F (middle) -3.08E-06 -14.8 0.0
G -9.56E-05 -460.5 -440.5
H (top) -1.06E-04 -510.9 -587.4
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stress was ± 587.4 psi (4.1 MPa) for the MTS load data and calculated moments, while 
the maximum midspan normal stresses were +1210.9 psi/-510.9 psi (+8.3 MPa/-3.5 MPa) 
using the strain data. More investigation is needed to explore these differences, including 
any assumptions and limitations. 
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Figure 174. Normal Strains for Top, Side, and Bottom Gauges, Test No. CFS-4 [11-in. 
(279-mm) Span] 
 
Figure 175. Vertical Distance versus Normal Strain, Test No. CFS-4 [11-in. (279-mm) 
Span]  
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Figure 176. Estimated Midspan Normal Stresses from Bottom Strain Gauges and MTS 
Load Data, Test No. CFS-4 [11-in. (279-mm) Span] 
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Figure 177. Estimated Midspan Normal Stresses from Top Strain Gauges and MTS Load 
Data, Test No. CFS-4 [11-in. (279-mm) Span] 
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Four rosette strain gauges were attached to the front and back faces of the beam 
near the horizontal centerline and midway between the upper roller and lower support. 
None of the rosette gauges broke as the curved failure pattern occurred between the upper 
rollers. Measured strains are provided in Figure 178 and Figure 179 for each rosette and 
each individual gauge, if acquired. Some rosette strain gauges appeared to perform in an 
acceptable manner during test no. CFS-4. However, some gauges provided data that may 
raise questions upon first glance. Based on symmetric loading, the strains would be 
expected to be very similar across all rosettes. However, this outcome did not appear to 
always be the case.  
First, rosette no. 1 (left-front position facing front) provided negative compressive 
strain for two gauges (B – diagonal and C – vertical), but positive tensile strain for the 
third gauge (A – horizontal). Note that the A-gauge was aligned with the positive 
horizontal beam axis at its geometric centerline. Second, rosette no. 2 (right-front 
position facing front) provided nearly zero strain for one gauge (B – diagonal). Note that 
the C-gauge was aligned with the negative horizontal axis. Further, both the horizontal 
and vertical gauges provided positive tensile and negative compressive strains, 
respectively, along the 135 degree plane rotated away from the positive x or horizontal 
beam axis on front face. Third, rosette no. 3 (left-back position facing back) provided 
nearly zero strain for two gauges (A – horizontal and C – vertical). Note that the A-gauge 
was aligned with the positive horizontal beam axis at its geometric centerline for the back 
face. Finally, rosette no. 4 (right-back position facing back) provided nearly zero strain 
for all gauges (A – vertical, B – diagonal, and C – horizontal). Note that the C-gauge was 
aligned with the negative horizontal axis. 
 315 
 
All strains, gauges A through C, would likely be non-zero for this beam 
configuration with 11-in. (279-mm) span. However, some gauges did have zero strain 
throughout. Following a review for all four rosette gauges, it was apparent that none of 
the strain gauges had similar strain readings for the acquired data channels. First, the 
horizontal gauges for rosette nos. 1 and 2 provided a positive tensile strain, while the 
vertical gauges provided a negative compression. The diagonal gauge (B) provided 
negative compressive strain at rosette nos. 1 and 3 and zero strain at rosette nos. 2 and 4. 
Thus, less confidence existed with results produced with gauge 2 and 4. Second, the 
strains in 4A, 4B, and 4C were close to zero strain throughout the event, which was 
unexpected for this scenario and raise questions regarding the validity of the data. The 
maximum strain readings are provided in Table 40, and strain versus time is shown 
graphically in Figure 178 and Figure 179. Plots with an alternative scale, as shown in 
Figure 180, indicated that there were strains near zero. 
Maximum principal and maximum shear strains are summarized in Table 40 for 
rosette gauges 1 and 3 which had all three gauges acquire and return adequate data. 
Values ranged from 6.35 x 10
-5
 in./in. to 2.57 x 10
-4
 in./in. for the maximum principal 
strain, 𝜀1. Values for the minimum principal strain, 𝜀2, ranged from -9.38 x 10
-5
 in./in. to 
-3.98 x 10
-4
 in./in. The highest maximum shear strain for test no. CFS-4 was 6.54 x 10
-4
 
in./in. Subsequently, Equation 32 and Equation 36 were used to compute the theoretical 
maximum shear stress and maximum shear strain of 352.4 psi (2.4 MPa) and 1.74 x 10
-4
 
in./in., respectively. A plot of the maximum and minimum principal strain and shear 
strain from rosette nos. 1 and 3 is shown in Figure 181. 
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Principal angles are summarized in Figure 182 for rosette nos. 1 through 3. Based 
on the plot, the principal angles for gauge 1 ranged between 60 and 70 degrees and the 
principal angles for gauge 3 ranged between 40 and 50 degrees. Results from gauges 1 
and 3 would be expected to be similar, between 0 and 90 degrees. The second principal 
angle, 𝜃𝑝2, was then near 150 degrees for gauge 1 and 140 degrees for gauge 3. Based on 
these angles, the associated shear angles would be 105 and 15 degrees for gauge 1 and 95 
and 5 degrees for gauge 3. 
Maximum principal stresses are summarized in Table 40 for all rosettes that had 
all three gauges acquire and return adequate data. These values were calculated using 
Equation 30. Values ranged from 179.9 psi (1.2 MPa) to 711.0 psi (4.9 MPa) for the 
maximum principal stress, 𝜎1. Subsequently, these values were compared to the known 
maximum tensile strength from CFT testing, 407.0 psi (2.8 MPa). 
Based on the analysis provided above, it appears that only rosette no. 3 provided 
reliable data for full-strain field analysis. Rosette no. 1 had a maximum principal stress 
that exceeded the known maximum tensile strength from CFT testing. Rosette no. 2 had a 
gauge with zero strain and the principal angle was 90 degrees from the expected value. 
Rosette no. 4 had zero strains for all three gauges and its principal angle was not constant. 
The final piece of instrumentation was the string potentiometers. As in previous 
tests, questions arose regarding the accuracy of the resulting displacement data after 
comparison to displacements determined with Equation 20 and Equation 21, as well as 
the actuator movement over the same period. The theoretical equations tended to provide 
lower displacements than measured, while the actuator displacement data was generally 
higher than measured with the string potentiometer. It was somewhat difficult to 
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determine with string potentiometers which results may have inaccuracies due to 
instrumentation placement, data resolution, etc. could be trusted. As such, the 
displacement data and results are not included in this section. String potentiometer and 
actuator data are found in Appendix D. 
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Figure 178. Extracted Strain Plots for Rosette Strain Gauges 1 and 2, Test No. CFS-4 
[10-in. (254-mm) Span] 
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Figure 179. Extracted Strain Plots for Rosette Strain Gauges 3 and 4, Test No. CFS-4 
[11-in. (279-mm) Span] 
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Figure 180. Extracted Strain Plots for Rosette Strain Gauges 3 and 4 with Alternative 
Scale, Test No. CFS-4 [11-in. (279-mm) Span] 
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Figure 181. Principal Strains for Gauges 1 and 3, Test No. CFS-4 [10-in. (254-mm) Span] 
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Figure 182. Principal Angles for Test No. CFS-4 [11-in. (279-mm) Span]
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12.7 Test No. CFS-5 [Support Span – 10 in. (254 mm)] 
For test no. CFS-5, a span length of 10 in. (254 mm) was repeated. A shear failure 
was expected to occur with this configuration. The test setup is shown in Figure 183. 
 
Figure 183. Test Setup for Test No. CFS-5 [10-in. (254-mm) Span] 
As the MTS Criterion testing machine loaded the specimen during test no. CFS-5, 
the specimen failed in flexure due to excessive tensile stresses at the bottom surface and 
between the upper roller locations. Specifically, the vertical fracture plane occurred 1.0 
in. (25 mm) right of the vertical centerline of the beam. A peak load of 19.0 kip (84.5 kN) 
was measured when the specimen fractured. Thus, each upper roller was assumed to 
transfer a peak load equal to 9.5 kip (42.3 kN) to the top of the beam, thus resulting in a 
reaction at both lower supports equal to 9.5 kip (42.3 kN). The load versus time plot is 
shown in Figure 184, and post-test photographs are shown in Figure 185 and Figure 186. 
 325 
 
E
rro
r! R
eferen
ce so
u
rce n
o
t fo
u
n
d
. 
M
w
R
S
F
 R
ep
o
rt N
o
. E
rro
r! 
eferen
ce so
u
rce n
o
t fo
u
n
d
. 
All horizontal strain gauges that were placed at the vertical centerline of the beam 
appeared to have acquired data during test no. CFS-5. In addition, one of the horizontal 
strain gauges between rollers broke as the flexural failure occurred near the vertical 
centerline of the beam. The strain readings revealed maximum negative (compression) 
and maximum positive (tension) normal strains of -5.46 x 10
-5
 in./in. (top) and 1.07 x 10
-4
 
in./in. (bottom), respectively, as shown in Table 41 and Figure 187. Horizontal normal 
strain at the top of the beam appeared to be very small, creating a non-linear strain 
distribution. In addition, the strain at gauge G was larger than the strain at gauge H. As 
depicted in Figure 188, normal strains were plotted in the direction of the horizontal 
beam axis for each vertical gauge position [0 in. (beam centerline), ± 2¼ in. (57 mm) 
(upper and lower side gauges), and ± 3 in. (76 mm) (top and bottom gauges). Finally, the 
middle strain gauge revealed strains which that were larger than zero for the duration of 
the test, reaching a maximum of -1.61 x 10
-5
 in./in. Based on the measured difference 
between the top and bottom gauges, the horizontal strain readings raised some concerns. 
 
Figure 184. Load vs. Time, Test No. CFS-5 [10-in. (254-mm) Span]
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Figure 185. Post-Test Damage, Test No. CFS-5 [10-in. (254-mm) Span]
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Figure 186. Additional Post-Test Damage, Test No. CFS-5 [10-in. (254-mm) Span] 
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Table 41. Normal Strain and Stress Distribution for Horizontal Gauges, Test No. CFS-5 
 
 
Once the normal strains were processed, analyzed, and reviewed, an estimate was 
made to determine the maximum normal stress, 𝜎𝑥,𝑚𝑎𝑥, based on measured strains using 
Equation 22. The normal stress distribution was also estimated using strain readings at 
the upper and lower side positions. The maximum normal stress for each strain gauge is 
shown in Table 41, while the normal stress for four gauges as a function of time is 
provided in Figure 189 and Figure 190. An estimate was also made to determine the 
maximum normal stress, 𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔,𝑚𝑎𝑥, using the MTS load data and Equation 23. The 
maximum normal stress based on MTS load data and elastic bending is depicted in Table 
41 for the top and bottom surfaces. Further, the normal stress corresponding to the other 
gauge locations was also calculated with MTS load data and provided in Table 41. The 
normal stress as a function of time and using MTS load data is shown graphically in 
Figure 189 and Figure 190. When comparing the normal stresses using the two methods, 
it is apparent that similar trends were not predicted during the test duration. The 
estimated normal stress based on MTS load data exceeded the prediction using the strain 
readings for the top and bottom gauges. The maximum midspan normal stress was ± 
526.5 psi (3.6 MPa) for the MTS load data and calculated moments, while the maximum 
Gauge 
Designation 
and 
Location
Normal 
Strain, εx, 
@ Failure 
in./in.
Estimated 
Maximum Normal 
Stress (Eq. 22)      
psi
Estimated 
Maximum Normal 
Stress (Eq. 23)     
psi
D (bottom) 1.07E-04 515.6 526.5
E 7.33E-05 353.2 394.9
F (middle) -1.61E-05 -77.7 0.0
G -5.46E-05 -262.8 -394.9
H (top) -4.04E-05 -194.4 -526.5
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midspan normal stresses were +515.6 psi/-262.8 psi (+3.6 MPa/-1.8 MPa) using the strain 
data. More investigation is needed to explore these differences, including any 
assumptions and limitations. 
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Figure 187. Normal Strains for Top, Side, and Bottom Gauges, Test No. CFS-5 [10-in. 
(254-mm) Span] 
 
Figure 188. Vertical Distance versus Normal Strain, Test No. CFS-5 [10-in. (254-mm) 
Span]  
-0.00015
-0.0001
-0.00005
0
0.00005
0.0001
0.00015
0 20 40 60 80 100 120 140
S
tr
ai
n
 (
in
./
in
.)
Time (sec)
Strain Comparison, All Gauges
Gauge D Gauge E Gauge F Gauge G Gauge H
CFS-5
-3
-2
-1
0
1
2
3
-1.50E-04 -1.00E-04 -5.00E-05 0.00E+00 5.00E-05 1.00E-04 1.50E-04
V
er
ti
ca
l 
D
is
ta
n
ce
 t
o
 N
A
 (
in
.)
Normal Strain (in./in.)
Strain Distribution along Axis - CFS-5
 331 
 
E
rro
r! R
eferen
ce so
u
rce n
o
t fo
u
n
d
. 
M
w
R
S
F
 R
ep
o
rt N
o
. E
rro
r! 
eferen
ce so
u
rce n
o
t fo
u
n
d
. 
 
 
 
Figure 189. Estimated Midspan Normal Stresses from Bottom Strain Gauges and MTS 
Load Data, Test No. CFS-5 [10-in. (254-mm) Span] 
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Figure 190. Estimated Midspan Normal Stresses from Top Strain Gauges and MTS Load 
Data, Test No. CFS-5 [10-in. (254-mm) Span] 
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Four rosette strain gauges were attached to the front and back faces of the beam 
near the horizontal centerline and midway between the upper roller and lower support. 
None of the rosette gauges broke as the flexural failure occurred near the vertical 
centerline of the beam. Measured strains are provided in Figure 191 and Figure 192 for 
each rosette and each individual gauge, if acquired. Some rosette strain gauges appeared 
to perform in an acceptable manner during test no. CFS-5. However, some gauges have 
provided data that may raise questions upon first glance. Based on symmetric loading, the 
strains would be expected to be very similar across all rosettes. However, this outcome 
did not appear to always be the case.  
First, rosette no. 1 (left-front position facing front) provided negative compressive 
strain for two gauges (B – diagonal and C – vertical), but positive tensile strain for the 
third gauge (A – horizontal). Note that the A-gauge was aligned with the positive 
horizontal beam axis at its geometric centerline. Second, rosette no. 2 (right-front 
position facing front) provided negative compressive strain for two gauges (A – vertical 
and B – diagonal), but positive tensile strain for the third gauge (C – horizontal). Note 
that the C-gauge was aligned with the negative horizontal axis. Third, rosette no. 3 (left-
back position facing back) provided nearly zero strain for one gauge (B – diagonal). 
Further, both the horizontal (A) and vertical (C) gauges provided positive tensile and 
negative compressive strains, respectively. Note that the A-gauge was aligned with the 
positive horizontal beam axis at its geometric centerline for the back face. Finally, rosette 
no. 4 (right-back position facing back) provided negative compressive strain for two 
gauges (A – vertical and B – diagonal) and positive tensile strain for the third gauge (C – 
horizontal). Note that the C-gauge was aligned with the negative horizontal axis. 
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All strains, gauges A through C, would likely be non-zero for this beam 
configuration with 10-in. (254-mm) span. However, one gauge, 3B, did have zero strain 
throughout. Following a review for all four rosette gauges, it was apparent that none of 
the strain gauges had similar strain readings for the acquired data channels. First, the 
horizontal gauges for all rosettes provided a positive tensile strain, while the vertical 
gauges provided negative compression strain. The diagonal gauge (B) provided negative 
compressive strain at rosette no. 1, 2, and 4 and zero strain at rosette no. 3. Thus, less 
confidence existed with results produced with gauge 3. The maximum strain readings are 
provided in Table 42, and strain versus time is shown graphically in Figure 191 and 
Figure 192. 
Maximum principal and maximum shear strains are summarized in Table 42 for 
rosette gauges 2 and 4. Values ranged from 5.29 x 10
-5
 in./in. to 8.63 x 10
-5
 in./in. for the 
maximum principal strain, 𝜀1. Values for the minimum principal strain, 𝜀2, ranged from -
8.84 x 10
-5
 in./in. to -1.56 x 10
-4
 in./in. The highest maximum shear strain for test no. 
CFS-5 was 2.42 x 10
-4
 in./in. Subsequently, Equation 32 and Equation 36 were used to 
compute the theoretical maximum shear stress and maximum shear strain of 394.9 psi 
(2.7 MPa) and 1.95 x 10
-4
 in./in., respectively. All rosettes provided a good match of 
strain. A plot of the maximum and minimum principal strain and shear strain from rosette 
gauges 2 and 4 are shown in Figure 193. 
Principal angles are summarized in Figure 194 for rosette nos. 2 and 4. Based on 
the plot, the first principal angle for gauge 2 ranged between 110 and 120 degrees and the 
principal angle for gauge 4 ranged between 110 and 120 degrees. The principal angles for 
gauge 2 and 4 were confirmed as these values were expected to be between 90 and 180 
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degrees. The second principal angle, 𝜃𝑝2, was then near 20 degrees for gauge 2 and 25 
degrees for gauge 4. Based on these angles, the associated shear angles would be 155 and 
65 degrees for gauge 2 and 160 and 70 degrees for gauge 4. 
Maximum principal stresses are summarized in Table 42 for rosette gauges 2 and 
4. These values were calculated using Equation 30. Values ranged from 141.0 psi (1.0 
MPa) to 226.9 psi (1.6 MPa) for the maximum principal stress, 𝜎1. Subsequently, these 
values were compared to the known maximum tensile strength from tension testing, 
407.0 psi (2.8 MPa). 
Based on the analysis provided above, it appears that only rosette nos. 2 and 4 
provided reliable data for full-strain field analysis. Rosette no. 1 had bad data for the 
principal angle. The principal angle in rosette no. 3 was 90 degrees from the expected 
value.  
The final piece of instrumentation was the string potentiometers. As in previous 
tests, questions arose regarding the accuracy of the resulting displacement data after 
comparison to displacements determined with Equation 20 and Equation 21, as well as 
the actuator movement over the same period. The theoretical equations tended to provide 
lower displacements than measured, while the actuator displacement data was generally 
higher than measured with the string potentiometer. It was somewhat difficult to 
determine which string potentiometers had results that may have inaccuracies due to 
instrumentation placement, data resolution, etc. could be trusted. As such, the 
displacement data and results are not included in this section. String potentiometer and 
actuator data are found in Appendix D. 
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Figure 191. Extracted Strain Plots for Rosette Strain Gauges 1 and 2, Test No. CFS-5 
[10-in. (254-mm) Span] 
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Figure 192. Extracted Strain Plots for Rosette Strain Gauges 3 and 4, Test No. CFS-5 
[10-in. (254-mm) Span] 
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Figure 193. Principal Strains for Gauges 2 and 4, Test No. CFS-5 [10-in. (254-mm) Span] 
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Figure 194. Principal Angles for Test No. CFS-5 [10-in. (254-mm) Span] 
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12.8 Test No. CFS-6 [Support Span – 9 in. (229 mm)] 
For test no. CFS-6, a span length of 9 in. (229 mm) was used. A shear failure was 
expected to occur with this configuration. The test setup is shown in Figure 195. 
 
Figure 195. Test Setup for Test No. CFS-6 [9-in. (229-mm) Span] 
As the MTS Criterion testing machine loaded the specimen during test no. CFS-6, 
the specimen failed in shear due to a diagonal crack between the upper and lower roller 
locations. Specifically, the diagonal fracture plane occurred on the left-front side of the 
beam. A peak load of 39.8 kip (177.0 kN) was measured when the specimen fractured. 
Thus, each upper roller was assumed to transfer a peak load equal to 19.9 kip (88.5 kN) 
to the top of the beam, thus resulting in a reaction at both lower supports equal to 19.9 kip 
(88.5 kN). The load versus time plot is shown in Figure 196, and post-test photographs 
are shown in Figure 197 and Figure 198. 
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All horizontal strain gauges that were placed at the vertical centerline of the beam 
appeared to have acquired data during test no. CFS-6. In addition, one of the horizontal 
strain gauges between rollers broke as the shear failure occurred near the vertical 
centerline of the beam. The strain readings revealed maximum negative (compression) 
and maximum positive (tension) normal strains of -7.75 x 10
-5
 in./in. (top) and 1.02 x 10
-3
 
in./in. (bottom), respectively, as shown in Table 43 and Figure 199. Horizontal normal 
strain at the bottom of the beam appeared to be very large, creating a non-linear strain 
distribution. In addition, the strain at gauge G was larger than the strain at gauge H. As 
depicted in Figure 200, normal strains were plotted in the direction of the horizontal 
beam axis for each vertical gauge position [0 in. (beam centerline), ± 2¼ in. (57 mm) 
(upper and lower side gauges), and ± 3 in. (76 mm) (top and bottom gauges). Finally, the 
middle strain gauge revealed strains which that were larger than zero for the duration of 
the test, reaching a maximum of 1.51 x 10
-4
 in./in. Based on the measured difference 
between the top and bottom gauges, the horizontal strain readings raised some concerns. 
 
Figure 196. Load vs. Time, Test No. CFS-6 [9-in. (229-mm) Span]
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Figure 197. Post-Test Damage, Test No. CFS-6 [9-in. (229-mm) Span]
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Figure 198. Additional Post-Test Damage, Test No. CFS-6 [9-in. (229-mm) Span] 
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Table 43. Normal Strain and Stress Distribution for Horizontal Gauges, Test No. CFS-6 
 
 
Once the normal strains were processed, analyzed, and reviewed, an estimate was 
made to determine the maximum normal stress, 𝜎𝑥,𝑚𝑎𝑥, based on measured strains using 
Equation 22. The normal stress distribution was also estimated using strain readings at 
the upper and lower side positions. The maximum normal stress for each strain gauge is 
shown in Table 43, while the normal stress for four gauges as a function of time is 
provided in Figure 201 and Figure 202. An estimate was also made to determine the 
maximum normal stress, 𝜎𝑏𝑒𝑛𝑑𝑖𝑛𝑔,𝑚𝑎𝑥, using the MTS load data and Equation 23. The 
maximum normal stress based on MTS load data and elastic bending is depicted in Table 
41 for the top and bottom surfaces. Further, the normal stress corresponding to the other 
gauge locations was also calculated with MTS load data and provided in Table 43. The 
normal stress as a function of time and using MTS load data is shown graphically in 
Figure 201 and Figure 202. When comparing the normal stresses using the two methods, 
it is apparent that similar trends were not predicted during the test duration. The 
estimated normal stress based on MTS load data exceeded the prediction using the strain 
readings for the top gauge but not the bottom gauge. The maximum midspan normal 
stress was ± 828.6 psi (5.7 MPa) for the MTS load data and calculated moments, while 
Gauge 
Designation 
and 
Location
Normal 
Strain, εx, 
@ Failure 
in./in.
Estimated 
Maximum Normal 
Stress (Eq. 22)      
psi
Estimated 
Maximum Normal 
Stress (Eq. 23)     
psi
D (bottom) 8.52E-04 4100.7 828.6
E 1.02E-03 4910.8 621.4
F (middle) 1.51E-04 727.9 0.0
G -9.19E-05 -442.6 -621.4
H (top) -7.75E-05 -373.5 -828.6
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the maximum midspan normal stresses were +4910.8 psi/-442.6 psi (+33.9 MPa/-3.1 
MPa) using the strain data. More investigation is needed to explore these differences, 
including any assumptions and limitations. 
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Figure 199. Normal Strains for Top, Side, and Bottom Gauges, Test No. CFS-6 [9-in. 
(229-mm) Span] 
 
Figure 200. Vertical Distance versus Normal Strain, Test No. CFS-6 [9-in. (229-mm) 
Span]  
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Figure 201. Estimated Midspan Normal Stresses from Bottom Strain Gauges and MTS 
Load Data, Test No. CFS-6 [9-in. (229-mm) Span] 
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Figure 202. Estimated Midspan Normal Stresses from Top Strain Gauges and MTS Load 
Data, Test No. CFS-6 [9-in. (229-mm) Span] 
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Four rosette strain gauges were attached to the front and back faces of the beam 
near the horizontal centerline and midway between the upper roller and lower support. 
None of the rosette gauges broke as the shear failure occurred near the vertical centerline 
of the beam. Measured strains are provided in Figure 203 and Figure 204 for each rosette 
and each individual gauge, if acquired. Some rosette strain gauges appeared to perform in 
an acceptable manner during test no. CFS-6. However, some gauges have provided data 
that may raise questions upon first glance. Based on symmetric loading, the strains would 
be expected to be very similar across all rosettes. However, this outcome did not appear 
to always be the case.  
First, rosette no. 1 (left-front position facing front) provided negative compressive 
strain for two gauges (B – diagonal and C – vertical), but positive tensile strain for the 
third gauge (A – horizontal). Note that the A-gauge was aligned with the positive 
horizontal beam axis at its geometric centerline. Second, rosette no. 2 (right-front 
position facing front) provided negative compressive strain for gauge A (vertical), but 
positive tensile strain for gauge C (horizontal). Note that the C-gauge was aligned with 
the negative horizontal axis. The diagonal gauge, gauge B, provided zero strain 
throughout. Third, rosette no. 3 (left-back position facing back) provided positive tensile 
strain for one gauge (A – horizontal) and negative compressive strain for the other two 
gauges. Note that the A-gauge was aligned with the positive horizontal beam axis at its 
geometric centerline for the back face. Finally, rosette no. 4 (right-back position facing 
back) provided negative compressive strain for two gauges (A – vertical and B – 
diagonal) and positive tensile strain for the third gauge (C – horizontal). Note that the C-
gauge was aligned with the negative horizontal axis. 
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All strains, gauges A through C, would likely be non-zero for this beam 
configuration with 9-in. (229-mm) span. However, one gauge, 2B, did have zero strain 
throughout. Following a review for all four rosette gauges, it was apparent that gauges 1 
and 4 had similar strain readings for the acquired data channels. First, the horizontal 
gauges for all rosettes provided a positive tensile strain while the vertical gauges 
provided negative compression strain. The diagonal gauge (B) provided negative 
compressive strain at rosette no. 1, 3, and 4 and zero strain at rosette no. 2. Thus, less 
confidence existed with results produced with gauges 1, 2, and 3. The maximum strain 
readings are provided in Table 44, and strain versus time is shown graphically in Figure 
203 and Figure 204. 
Maximum principal and maximum shear strains are summarized in Table 44 for 
rosette gauge 4. The value of 9.16 x 10
-5
 in./in. was found for the maximum principal 
strain, 𝜀1. The value for the minimum principal strain, 𝜀2, -1.51 x 10
-4 
in./in. The 
maximum shear strain for test no. CFS-6 was 2.43 x 10
-4
 in./in. Subsequently, Equation 
32 and Equation 36 were used to compute the theoretical maximum shear stress and 
maximum shear strain of 828.6 psi (5.7 MPa) and 4.09 x 10
-4
 in./in., respectively. 
Principal angles are summarized in Figure 205 for rosette no. 4. Based on the plot, 
the first principal angle for gauge 4 ranged between 100 and 110 degrees. Due to 
orientation and the angle should be between 90 and 180 degrees. The second principal 
angle, 𝜃𝑝2, was then near 15 degrees for gauge 4. Based on these angles, the associated 
shear angles would be 150 and 60 degrees for gauge 4, which confirms what would be 
anticipated based on a simple shear stress block located at the centerline of the beam, or 
neutral axis for this case. 
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Maximum principal stresses are summarized in Table 44 for rosette no. 4. These 
values were calculated using Equation 30. The value was 247.0 psi (1.7 MPa) for the 
maximum principal stress, 𝜎1. Subsequently, the value was compared to the known 
maximum tensile strength from tension testing, 407.0 psi (2.8 MPa). 
The final piece of instrumentation was the string potentiometers. As in previous 
testing, questions arose regarding the accuracy of the resulting displacement data after 
comparison to displacements determined with Equation 20 and Equation 21, as well as 
the actuator movement over the same period. The theoretical equations tended to provide 
lower displacements than measured, while the actuator displacement data was generally 
higher than measured with the string potentiometer. It was somewhat difficult to 
determine which string potentiometers had results that may have inaccuracies due to 
instrumentation placement, data resolution, etc. could be trusted. As such, the 
displacement data and results are not included in this section. String potentiometer and 
actuator data are found in Appendix D. 
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Figure 203. Extracted Strain Plots for Rosette Strain Gauges 1 and 2, Test No. CFS-6 [9-
in. (229-mm) Span] 
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Figure 204. Extracted Strain Plots for Rosette Strain Gauges 3 and 4, Test No. CFS-6 [9-
in. (229-mm) Span] 
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Figure 205. Principal Strains and Angles for Test No. CFS-6 [9-in. (229-mm) Span] 
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12.9 Discussion 
Based on the results from all six tests, it is evident that more investigation is 
required in order to explore difference and oddities that came up over the course of the 
beam testing program. Concerns were raised with the data for both the horizontal and 
rosette strain gauges. Additionally, no reliable data was believed to be obtained from the 
string potentiometers in any of the tests. In the horizontal gauges, there was non-linear 
stress distribution among the five gauges, as shown in Figure 206. For the rosette strain 
gauges, some channels provided zero strain when strain would be expected. Strain 
rosettes occasionally provided principal stresses that were significantly higher than the 
tensile strength of the concrete. Based on the uncertainties in the data, it was difficult to 
draw significant conclusions about the tests results in terms of strains, stresses and 
displacements. 
 
Figure 206. Vertical Distance versus Normal Strain, All CFS Tests 
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The peak loads for the tests varied, as would be expected for different testing 
setups. The peak load for test no. CFS-1 was much lower than the other five tests, at 5.8 
kip (25.8 kN), and the peak load for test no. CFS-6 was much higher, at 39.8 kip (177.0 
kN). The remaining four tests had peak loads between 14.3 kip (63.6 kN) and 19.0 kip 
(84.5 kN), as shown in Figure 207. Test no. CFS-4 was run at a different displacement 
rate, which explains why it failed much later on in the test than the other five tests. 
However, the observed failure mode of the beams was interesting. Test no. CFS-1 
started with the longest support span of 18 in. (457 mm), which was decreased in future 
tests. The first shear failure occurred when using a 10-in. (254-mm) support span (test no. 
CFS-3). When this specific support span was tested a second time (test no. CFS-5), a 
flexural failure occurred. This finding may signify that the 10-in. (254-mm) support span 
was close to the transition point between flexural and shear failure or that variability in 
material properties contributed to different behavior. The 9-in. (229-mm) support span 
provided a shear failure, and all support spans larger than 10 in. (254 mm) provided a 
flexural failure. This information will be used for comparison when LS-DYNA 
simulations are conducted on similar beam specimens and lengths. 
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Figure 207. Shear Load-Time Histories, All CFS Tests 
A comparison was also completed for the principal angles for the rosette gauges, 
as shown in Table 45. As the lower support span decreases, the principal angles for 
rosette nos. 1 and 3 should increase as the angle between supports also increases. The 
principal angles for rosette nos. 2 and 4 should have the opposite trend and decrease as 
the supports moved inward. Although some rosettes did not provide reliable data, other 
rosettes did provide reasonable results that followed the expected trend. 
Table 45. Summary of Principal Angles, All CFS Tests 
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 SIMULATION OF INTERNAL CONCRETE CYLINDER CHAPTER 13
TESTS 
 
13.1 Introduction 
Three sets of simulations were completed in order to validate all tests that were 
performed during the CFC, CFT, and CFS testing programs. The first simulation effort on 
the internal component tests involved compression simulations of cylinders. For this 
effort, only the CSCM and K&C material models were evaluated due to previous model 
performance in the single element and first round of component simulations.  
The intent of the cylinder simulations was to compare the simulation results from 
each of the five material models to the acquired test results from test nos. CFC-1 through 
CFC-7. The cylinders in the model had an 8-in. (203-mm) height and 4-in. (102-mm) 
diameter. A *RIGIDWALL_PLANAR was in place under the cylinders and fixed. A 
*RIGIDWALL_GEOMETRIC was displaced in the z-axis down onto the tops of the 
cylinders. The displacement rate was increased linearly until the end of the simulation. 
Cross-sections were placed through the center of the cylinders in order to measure forces 
for use in computing stresses. An overview of the model is shown in Figure 208. 
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Figure 208. Overview of Internal Compression Simulation 
Once in-house testing was completed, the aggregate size, compression and tensile 
strengths, etc., were defined in the material decks for the two models in an attempt to 
precisely replicate the concrete material properties. For all internal testing simulations 
these values included a Poisson’s ratio of 0.19, a density of 150 lb/ft3 (2.4 x 10-6 
kg/mm
3
), a maximum aggregate size of ⅜ in. (10 mm), a compressive strength of 9.1 ksi 
(62.7 MPa), and a tensile strength of 0.36 ksi (2.5 MPa). Since all of the cylinders were 
within a small tolerance for diameter and length, simulation of the 4-in. dia x 8-in. tall 
(102-mm dia. x 203-mm tall) cylinder configuration was completed to represent all seven 
tests. 
13.2 Simulation Data Evaluation Process 
A displacement rate analysis was completed for each of the two material models 
to determine an appropriate simulation displacement rate. The test displacement rate of 
0.0005 in./s (0.013 mm/s) could not be used in the simulation effort due to it being 
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disadvantageous for use in an explicit LS-DYNA analyses. A linear displacement 
function was assumed. Potential displacement rates ranged from 2.7 in./s (69.7 mm/s) to 
0.27 in./s (6.97 mm/s), and the goal was to find convergence in the stress-strain 
behaviors. Once convergence was reached, this rate would be considered the optimum. 
For both material models, this rate was found to be 0.27 in./s (6.97 mm/s) for a total of 
1000 ms. 
The intent of the cylinder simulations was to compare simulation results for each 
of the two material models to the physical results obtained from the internal testing 
program. Variations were made to the configuration as well as the default material input 
parameters in order to find a combination that best matched the physical test results. No 
additional parameters were tested, unlike the previous rounds of component simulations.  
Multiple cylinders were used in the same simulation to directly compare 
variations in the model and material input parameters. There was no friction between the 
cylinder and loading plates and elform1 was used throughout, based on previous 
simulation results. The mesh size was changed in the model, and some parameter 
evaluations were repeated: ERODE, recov, and repow for the CSCM model and the 
compressive damage scaling factor, B1, for the K&C model. Three different mesh sizes 
were investigated: ½ in. (13 mm), ¼ in. (6.3 mm), and ⅛ in. (3.2 mm). These mesh sizes 
resulted in element totals of 768, 6144, and 49,920, respectively. The development of 
finer meshes also resulted in smoother edges around the circumference of the cylinder, as 
shown in Figure 209. This change was an improvement from the last round of 
simulations. No friction or element type variation simulations were completed as those 
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model variations were previously deemed ineffective, and the models were relatively 
insensitive to these parameters. 
 
Figure 209. Mesh Sizes for Compression Cylinders 
After variations were made to the model and material inputs, the simulation 
results were compared to the laboratory testing results, as shown in Figure 210. This 
physical test behavior was generated by taking the average peak stress and failure strain 
for the seven cylinder tests and developing a linear relationship between those 
coordinates and the origin. This process eliminated the noise in the test results, as seen in 
Figure 119. This process was required to address the noise in the strain data as well as the 
various peak stresses, which would have made it difficult to average the data. An 
assumed linear relationship was deemed appropriate as all of the tests demonstrated linear 
stress-strain behavior in the elastic region. Due to the poor quality of simulated 
deformation data, the stress-time histories were also compared with the average peak 
stresses obtained from the experimental tests. The simulated stress was calculated using 
cross-sectional force divided by the cross-sectional area of the cylinder. The simulated 
stresses and calculated simulation strains were plotted along with the physical test 
behavior. The simulation strain was calculated by dividing the displacement of selected 
nodes by the original length of the specimen. The second comparison for the material 
models included the animation of cylinder compression and crush for qualitative analysis. 
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This evaluation included both the element deletion pattern for the CSCM model as well 
as the damage profile of the cylinder for both models. 
 
Figure 210. Compression Test Stress-Strain Behavior, Compression (Average of 7 Tests) 
13.3 CSCM Model – Simulation Results 
The parameters (ERODE, recov, and repow) were varied within the LS-DYNA 
simulations involving the CSCM model, which required between 1 to 2 hours to 
complete. Various mesh sizes were also simulated, which ran for over 6 hours. The 
following investigations were completed for the CSCM model: mesh size; ERODE; 
repow; and recov. No hourglass energy issues were encountered with any of the 
simulations involving cylinder compression with this material model. 
13.3.1 Mesh 
Three different mesh sizes were simulated side-by-side in the same model. Based 
on the animation of the loading event, the elements in the coarse mesh (½-in. [13-mm]) 
were too large, and the mesh erosion resulted in a large portion of the cylinder being 
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deleted, as shown in Figure 211. With so few elements through the cross-section and 
along the specimen height, the model was unable to predict adequate microcracking.  
The peak strengths for all three mesh sizes were similar and slightly over-
predicted the average peak stress for the physical testing series. Based on the plot in 
Figure 212, it is clear that the nodes that were chosen to track displacements for use in the 
strain calculation did not show a linear deformation pattern. However, other nodes 
selected on the cylinder yielded similar results. The element deletion pattern for all 
cylinders caused this inaccurate stress-strain behavior for all simulated nodes. The moduli 
of elasticity were different between the simulation and test results, as was seen in 
previous simulations; the modulus of elasticity in the simulation was 7248 ksi (50.0 GPa) 
and in the experimental test was 3586 ksi (24.7 GPa). 
 
                                                 ⅛ in.                   ¼ in.                   ½ in. 
Figure 211. Compression Damage Contours for Mesh-Size Simulation, CSCM Model 
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Figure 212. Compression Stress-Strain Behavior for Mesh-Size Variation, CSCM Model  
The inability to accurately track displacements made it impossible to compare 
stress-strain plots. A direct stress-time comparison could not be made; since, the 
simulation and physical tests were not on the same time scale. Instead, the peak stress of 
the experimental tests as compared to the peak stress in the simulations, as shown in 
Figure 213. All peak strengths were similar for the three mesh sizes, but the softening 
behaviors were significantly different. The ⅛-in. (3-mm) mesh size did not soften until 
500 ms, more than twice as long as the time to soften for the ½-in. (13-mm) mesh. Due to 
the coarseness of the ½-in. (13-mm) mesh size, the deletion behavior was not adequate. 
The ⅛-in. (3-mm) mesh size, however, had the closest peak load. Due to the finest mesh 
having delayed softening combined with the coarse mesh being too large, the ¼-in. (6.4-
mm) mesh was determined to perform the best and was selected for further analysis. 
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Figure 213. Compression Stress-Time Behavior for Mesh Size Variation, CSCM Model 
13.3.2 ERODE, recov, and repow 
These input parameters were grouped together for simulation analyses, because 
similar trends were found to those demonstrated in previous simulations. The ERODE 
parameter was varied between 1.00, 1.05, and 1.10, and the recov and repow parameters 
were both analyzed at 0.0, 0.5, and 1.0. Adjustments in these parameters generally did not 
affect the simulated stress-strain or stress-time behaviors. The peak stresses were nearly 
the same regardless of the ERODE, recov, or repow value, as specifically shown in 
Figure 214 for the three parameters. The only observed difference was the location of 
significant damage, as some values concentrated damage at the top of the cylinder and 
other values caused the majority of damage at the bottom of the cylinder. It was 
determined that the default values would be used: 1.00 for ERODE; 0.0 for recov; and 1.0 
for repow. 
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A follow-up study was then completed for these three parameters as well to 
confirm a trend that was seen in the previous simulation effort. Three cylinders with 
identical meshes, as well as ERODE, recov, and repow parameters, were simulated in 
compression to evaluate repeatability. Despite all three cylinders having the same 
ERODE parameter for the damage contours shown in Figure 215, the crack locations 
varied widely. This finding indicated that this material model did not provide repeatable 
results. Note that all cylinders showed different animated behavior, thus indicating 
randomness in the failure behavior and/or significant instabilities in the material model. 
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Figure 214. Compression Stress-Time Behavior for ERODE, recov, and repow 
Variations, CSCM Model  
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Figure 215. Compression Damage Contours for ERODE Simulation, CSCM Model 
13.4 K&C Model – Simulation Results 
The mesh-size simulation investigation with the K&C model required over 4 
hours for runs to complete. The same B1 parameters investigated previously (0.0-1.0; 1.0-
2.0; and 2.0-3.0) were again examined in these simulations. When an attempt was made 
to run simulations using different B1 parameters, the 1.0-2.0 and 2.0-3.0 ranged 
simulations were terminated in error. This outcome resulted in an incomplete analysis; 
therefore, it was determined that the default value, 1.6, was still adequate for further 
simulations. An analysis of the strain rate effects was not completed due to not providing 
accurate rate effects as defined. The DIF value was found to overestimate the increase in 
strength; therefore, the strain rate effects were turned off for this round of simulation. 
Adding element deletion capability using *MAT_ADD_EROSION into the model was 
considered. However, no realistic method was found, and this change would only display 
deletion in the animation of the simulation and not affect the forces and energies. No 
major hourglass energy issues were encountered with any of the simulations for 
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compression using this material model, although some hourglass energy (less than 5% of 
internal energy) was present. 
13.4.1 Mesh 
The simulated cylinder load cases resulted in damage throughout the cylinder, 
with more damage concentrated near the top of the cylinder for all three mesh sizes, 
where the damage reached the 2.0 maximum. There was a large amount of dilation in the 
elements near the top of all cylinders, as shown in Figure 216, but that dilation was 
expected based on the inability for this material model to delete elements. Unreasonable 
deformations were clearly experienced, and the damage contours are not reliable. 
Diagonal shear cracks were not present during this simulation. 
 
Figure 216. Compression Damage Contours for Mesh-Size Simulation, K&C Model 
The stress-time cylinder behavior was very similar amongst the three mesh sizes. 
The simulation results with the ½-in. (12.7-mm) and ¼-in. (6.4 mm) mesh sizes 
overlapped each other, whereas the results with the ⅛-in. (3.2-mm) mesh size returned to 
zero faster, as shown in Figure 217. The peak stresses for the three mesh sizes almost 
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matched perfectly with the averaged peak stress of 9.0 ksi (62.1 MPa) representing the 
physical tests of 9.1  ksi (62.7 MPa). The hourglass energy for the finest mesh (⅛-in. [3-
mm]) was 4% of the internal energy and was minutely higher than observed for the other 
two mesh sizes, which was the only true differentiation between the three mesh sizes. 
Due to limited differences between the three mesh sizes, all were equivalent. This finding 
indicated that the mesh size selections did not significantly affect model performance for 
this particular component configuration. 
 
Figure 217. Compression Stress-Time Behavior for Mesh-Size Simulation, K&C Model  
13.5 Discussion 
In the compression simulations, both models matched the peak strength 
reasonably well as compared to the experimental testing. The CSCM model 
overestimated peak stress (by 10%), while the K&C model provided nearly an identical 
peak stress. The animation of the failures for both models were less impressive, but still 
demonstrated that the specimen was failing. There were even some diagonal failure 
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planes predicted by the CSCM model that agreed with the failure patterns in test nos. 
CFC-1 through CFC-7. Animations did not reveal actual damage appearance, but 
numerical performance was still acceptable. 
There was less post-peak retention of strength in the K&C model, which was 
consistent with previous simulations. It was still concerning that some parameter 
adjustments in the CSCM model did not cause much varied behavior. Parameter changes 
did not have a noticeable effect, but modeling cylinders with identical parameters within 
the same model set did provide inconsistent results. This finding indicates that the 
material model results are not very repeatable, likely indicating a fair amount of 
randomness in the coding of the constitutive equations. Input parameter evaluations were 
not completed for the K&C model; since, the simulations with the compressive damage 
scaling factor simulations were terminating with errors, and the strain rate effects were 
ignored based on prior knowledge. 
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 SIMULATION OF INTERNAL CONCRETE DOGBONE CHAPTER 14
TESTS 
 
14.1 Introduction 
The second set of simulations corresponded to the CFT tension testing program. 
Again, only the CSCM and K&C models were evaluated. The setup of test nos. CFT-1 
through CFT-6 was easily replicated in the simulations. A dogbone-shaped specimen was 
created in the pre-processing software (LS-PrePost) using the dimensions of the specimen 
mold. One simulation geometry was deemed sufficient, because each sample had 
approximately the same dimensions. The aggregate size, concrete compression and 
tensile strengths, etc., were implemented into the two models to represent the specimen 
material properties. 
The intent of the dogbone simulations was to compare the simulation results from 
each of the five material models to the acquired test results from test nos. CFT-1 through 
CFT-6. The dogbone in the model had a 4-in. x 4-in. (102-mm x 102-mm) end cross-
section and a 3-in. x 4-in. (76-mm x 102-mm) critical cross-section along its 12-in. (305-
mm) length. A *BOUNDARY_PRESCRIBED_MOTION was applied to the bottom 
nodes of the dogbone to allow for movement in the z-axis. A *BOUNDARY_SPC 
definition was given to the top nodes in order to hold them in place. The displacement 
rate was increased linearly until the end of the simulation. Cross-sections were placed 
through the center of the dogbones in order to measure forces for use in computing 
stresses. An overview of the model is shown in Figure 218. 
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Figure 218. Overview of Internal Tension Simulation 
14.2 Simulation Data Evaluation Process 
A displacement rate analysis was completed for each of the two material models 
to determine an appropriate simulation displacement rate. The test displacement rate of 
0.0001 in./s (0.0025 mm/s) could not be used in the simulation, since it was 
disadvantageous for use in explicit LS-DYNA analyses. A linear displacement function 
was assumed. Potential displacement rates ranged from 0.95 in./s (24.1 mm/s) to 9.5 x 10
-
3
 in./s (0.24 mm/s), and the goal was to find convergence in the stress-strain behaviors. 
Once convergence was reached, this rate would be considered optimum. For both 
material models, this rate was found to be 0.019 in./s (0.48 mm/s) for a total simulation 
time of 5000 ms. 
The intent of the dogbone simulations was to compare the simulation results for 
each of the two material models to the peak stresses from the internal testing program. 
The stress-strain behavior could not be directly compared due to difficulties associated 
with recording strain with the laser extensometer. Variations were made to the model 
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configuration as well as the default material input parameters in order to find a 
combination that best matched the physical test peak stresses. No additional parameters 
were investigated, unlike the previous round of tension simulations.  
Multiple dogbone specimens were used in the same simulation to directly 
compare variations in the model and material input parameters. The mesh size was 
changed in the model, and some parameter evaluations were repeated: ERODE; recov; 
and repow for the CSCM model as well as the compressive damage scaling factor, B1,. 
for the K&C model. Two different mesh sizes were tested: ½-in. (13-mm) and ¼-in. (6.3-
mm), as shown in Figure 219. A finer band of mesh was used where the part began to 
narrow to ensure the curved portion was modeled accurately. 
 
Figure 219. Mesh Sizes for Tension Dogbones 
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Once the different variations were made to the model and material input 
parameters, the simulated stress-strain results were compared to the physical test peak 
stress of 0.36 ksi (2.5 MPa). A stress-time or force-time relation could not be displayed, 
because the physical test and simulation were on different time scales. The second 
comparison for material models involved the dogbone animations, including element 
deletion pattern for the CSCM model and damage profile for both models. 
14.3 CSCM Model – Simulation Results 
Several parameters were varied within LS-DYNA simulations involving the 
CSCM model, which required between 1 to 2 hours each to complete. The mesh-size 
variations were also simulated and ran for over 3 hours. The following parameter 
investigations were completed for this model: mesh; ERODE; repow; and recov. 
Hourglass energy issues were addressed after the initial simulations were completed. 
An initial simulation was completed using the default hourglass energy. There 
were high hourglass energies in the model, so an effort was made to control these 
energies using hourglass control types 3 through 9. It was determined that hourglass 
control type HG4 using *HOURGLASS was the best control method for this specific 
model. It was used for the remaining simulations.  
14.3.1 Mesh 
Two different mesh sizes were compared for the CSCM model: ½-in. (12.7-mm) 
and ¼-in. (6.4-mm). High hourglass energies that could not be controlled were 
encountered with the ⅛-in. (3.2-mm) mesh size, therefore it was not considered. In the 
specimen animations, two major bands of damage formed on the parts near both locations 
where the parts began to neck, as shown in Figure 220. The higher damage occurred near 
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the top of the dogbone for the finer mesh, and lower damage occurred near the bottom of 
the dogbone for the more coarse mesh. The parts eventually fractured at these locations. 
 
Figure 220. Tension Damage Contours of Mesh-Size Simulation, CSCM Model 
When comparing the stress-strain behaviors from the simulations with the 
experimental testing peak stress, both mesh sizes resulted in a peak stress of 0.43 ksi (2.7 
MPa) over-estimated the physical test peak stress of 0.36 ksi (2.5 MPa), as shown in 
Figure 221. The only difference between the two mesh sizes was the post-peak response. 
Again, the major comparison between the simulation and laboratory test results for 
tension was the peak stress. Since both mesh sizes had nearly the same peak stress, 
another indicator was used to evaluate mesh size. The softening behavior with the coarser 
mesh (½ in. [12.7-mm]) occurred more quickly, with the curve falling off faster. This 
behavior was somewhat preferred in tension, as there was little to no softening expected. 
Softening behavior was difficult to compare without any physical test strain results, but 
knowing little softening was expected, the mesh size with the least softening would be 
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preferred. Therefore, the ½-in. (13-mm) mesh was used in the remainder of the 
simulations. 
 
Figure 221. Tension Stress-Strain Behavior for Mesh-Size Variation, CSCM Model  
14.3.2 ERODE, recov, and repow 
Parameters were evaluated to determine model sensitivity. Again, the default 
values were found to be the best for the ERODE, recov, and repow parameters. The 
following values were checked for ERODE: 1.00; 1.05; and 1.10. The following values 
were investigated for both recov and repow: 0.0; 0.5; and 1.0. There was some varied 
behavior for parameter changes in the tension simulations as shown in Figure 222. 
In the ERODE simulation effort, the 1.10 value was associated with high 
hourglass energies for this part, and it did not fail. Its stress-strain behavior was different 
from the other two values that were tested. The best performance was associated with the 
1.00 value was again preferred for ERODE. The only observed difference with the recov 
parameter was the location of failure, either at the top or bottom necking region on the 
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part. For the repow parameter of 0.5, the entire part deleted mid-way through the 
simulation and resulted in high hourglass energies. Additionally, the stress-strain 
behavior for this parameter was far different than observed for the other parameters. 
Therefore the default parameters were recommended for the three parameters. For all 
parameters, the peak stress was overestimated, as was the case in previous simulations. 
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Figure 222. Tension Stress-Strain Behavior for ERODE, recov, and repow Variations, 
CSCM Model 
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14.4 K&C Model – Simulation Results 
The compressive damage scaling factor, B1, was varied for the tension load case. 
A mesh-size comparison was also completed for this material model evaluation. The 
strain rate effects were again not considered; as they did not behave as defined in prior 
simulations. Hourglass energy issues were addressed after an initial simulation effort was 
completed.  
14.4.1 Mesh 
The initial simulation effort resulted in high hourglass energies, thus additional 
hourglass energy control methods were implemented. The same hourglass control types 
were tested for this material model, and it was determined that the same control type, 
HG4, worked best for this simulation due to its ability to limit the hourglass energies. 
This hourglass control was implemented for all remaining simulations. 
In the simulation animations, there were again two major damage bands where the 
part necked down to the slimmer cross-section. Unlike the CSCM model, there were 
intermediate areas of damage accumulation between these two bands, as shown in Figure 
223. The damage accumulated at higher levels near the top of the part and failure likely 
would have occurred at this location if a feature of the material model. On the surface of 
the part, the damage parameter only reached 1.4, but elements within the part reached the 
2.0 failure threshold. 
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Figure 223. Tension Damage Contours for Mesh-Size Simulation, K&C Model 
The stress-strain behavior for the K&C model was improved relative to that 
observed for the CSCM model. The peak stresses were of 0.34 ksi (2.3 MPa) and 0.30 ksi 
(2.1 MPa) slightly underestimated for the ½ in. (12.7 mm) and ¼ in. (6.4 mm) mesh 
sizes, respectively, as shown in Figure 224. The coarser mesh was closer to the physical 
test peak stress of 0.36 ksi (2.5 MPa). There was little softening after peak stress was 
reached. This behavior was preferred and expected for the tension load case as a more 
brittle failure was believed to be more likely to occur. Again with a limited study and no 
point of comparison, the conclusions on softening were based on the expectation that no 
softening should be occurring. The coarser mesh, ½ in. (12.7 mm), was preferred as it 
more accurately predicted peak stress.  
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Figure 224. Tension Stress-Strain Behavior for Mesh-Size Simulation, K&C Model  
14.4.2 Compressive Damage Scaling Factor 
Three different ranges of the compressive damage scaling factor were simulated 
with the coarser mesh. The following values for B1 were simulated across three separate 
models: 0.0, 0.6, and 1.0; 1.0, 1.6, and 2.0; and 2.0, 2.6, and 3.0. There were minimal 
differences in simulation results for these ranges, both in the stress-strain behavior and 
the damage profiles, as shown in Figure 225 for the 1.0 to 2.0 range. This behavior was 
true for all the ranges tested. Therefore, it was assumed that the default value of 1.6 was 
acceptable. 
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45
0.0000 0.0002 0.0004 0.0006 0.0008 0.0010 0.0012 0.0014 0.0016 0.0018 0.0020
S
tr
es
s 
(k
si
)
Strain (in./in.)
Stress-Strain Histories
0.5 in. 0.25 in. TEST
 385 
 
E
rro
r! R
eferen
ce so
u
rce n
o
t fo
u
n
d
. 
M
w
R
S
F
 R
ep
o
rt N
o
. E
rro
r! 
eferen
ce so
u
rce n
o
t fo
u
n
d
. 
 
 
 
Figure 225. Tension Stress-Strain Behavior and Damage Contours for B1 Simulation, 
K&C Model  
14.5 Discussion 
In the tension simulations, the results reasonably represented the experimental 
testing results for both CSCM and K&C models, as based on limited comparison. The 
major comparison was the peak stress of the physical tests versus that of the simulations. 
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For both material models, the prediction of peak stress was reasonable and within 19.4% 
overestimated and 6.2% underestimated for the CSCM and K&C models, respectively. 
Both material models revealed the same basic damage trends. Much of the damage was 
centered around the transition regions in the specimens or between the square ends and 
necked center cross-section. In the experimental dogbone tests, this damage was often 
located in this area. The K&C model had significantly less post-peak behavior as the 
tensile stresses dropped quickly to zero, while there was more softening in the CSCM 
model. Therefore, both models performed reasonably well in the tension load case and 
predicted the experimental data accurately. For tension modeling of unreinforced 
concrete, a ½-in. (13-mm) mesh was recommended with the default parameters. 
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 SIMULATIONS OF INTERNAL CONCRETE BEAM TESTS CHAPTER 15
 
15.1 Introduction 
The final set of simulations correspond to the CFS beam testing program. Only 
the CSCM and K&C material models were evaluated; since, they performed the best out 
of the material models previously considered. The setup for test nos. CFS-1 through CFS-
6 was replicated in the simulations. A 6 in. x 6 in. x 22 in. (152 mm x 152 mm x 559 mm) 
unreinforced concrete beam was created using the LS PrePost software. Each test 
specimen was approximately the same shape and size. Thus, there was no need to exactly 
replicate each beam geometry. The aggregate size, concrete compression and tensile 
strengths, etc., were implemented as parameters into the two material models to represent 
the specimen material properties. 
To simulate the experimental conditions, rollers were meshed with shell elements 
and placed at both the load points and the support points, as shown in Figure 226 for the 
coarsest mesh in the 9-in. (229-mm) support span simulation. Both sets of rollers were 
rigid and finely meshed to minimize contact issues. A 
*BOUNDARY_PRESCRIBED_MOTION was applied to the bottom rollers to allow for 
movement in the z-axis. A *BOUNDARY_SPC definition was given to the top rollers in 
order to hold them in place. The displacement rate was increased linearly until the end of 
the simulation. Cross-sections were placed through the center of the beams and rigid 
contact forces were acquired to determine peak forces. Six physical load tests were used 
to evaluate five span lengths. Thus, bending simulations were performed on spans of 9, 
10, 11, 12, and 18 in. (229, 254, 279, 305, and 457 mm). 
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Figure 226. Overview of Internal Flexure and Shear Simulation 
15.2 Simulation Data Evaluation Process 
A displacement rate of 0.17 in./s (4.3 mm/s) was used for all simulations. The 
actual test displacement rate of 0.0003 in./s (0.0076 mm/s) could not be used in the 
simulation, because it was disadvantageous for use in explicit LS-DYNA analyses.  
The experimental test data was used to evaluate simulation results from each of 
the two material models. Vertical cross-sections were placed in the model to record cross-
sectional forces and displacements at the middle of the beam, the two fixed upper 
supports, and the two lower load locations. Contact forces were also recorded at the top 
and bottom supports. The failure pattern and location were also compared between 
simulation and physical test results. Force and strain curves were not over-plotted with 
test data, because the simulation and experimental tests were on different time scales. 
Material property parameters were fixed based on results from previous tests 
associated with each material model. Non-default hourglass controls were used to limit 
non-physical hourglass distortions. Higher levels of hourglass energy were tolerated for 
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these models due to the complexity of the loading conditions. Hourglass energies were 
controlled using HG control type 6 for both material models. Additionally, repow was set 
to 0.5 for the CSCM model, as this parameter change lowered hourglass energies. 
An alternate study was completed with varied parameters for the CSCM model 
recommended in a joint study by TTI and MwRSF [51] to attempt to further decrease 
hourglass energies. The results of this study are displayed in Appendix E. 
The first models were evaluated with three mesh variations to investigate 
sensitivity to element size. Note that no material model variations were made during this 
round of simulations. Three different mesh sizes were initially investigated: ½ in. (13 
mm), ¼ in. (6 mm), and ⅛ in. (3 mm). All three mesh sizes were compared throughout 
the beam simulations, since they yielded similar results.  
15.3 CSCM Model Investigation and Evaluation 
A simulation investigation for each of the five support spans was completed for 
the CSCM material model.  
15.3.1 9-in. (229-mm) Support Span 
The first support span distance correlated with test no. CFS-6, which was 9 in. 
(229 mm). In the experimental testing, this setup resulted in shear failure. Therefore, this 
failure was expected to be replicated in the simulations. This behavior was achieved for 
the ½-in. (13-mm) mesh, as the failure occurred along a diagonal plane on each end of 
the beam between the upper and lower supports, as shown in Figure 227 for time equal to 
130 ms. However, flexural failure occurred in the ¼-in. (6-mm) and ⅛-in. (3-mm) 
meshes. 
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Simulation results indicated a peak load of 43.9 kip (195 kN) occurred when 
summing forces at rollers was near the peak load of 39.8 kip (177 kN) observed in test 
no. CFS-6 for the ½-in. (13-mm) mesh only, as shown in Figure 228. However, the ¼-in. 
(6-mm) and ⅛-in. (3-mm) mesh sizes had higher peak loads, at 50.0 kip (222.4 kN) and 
56.5 kip (251.3 kN), respectively. Given the complex loading, it appears that the CSCM 
model accurately predicted the maximum force for the 9-in. (229-mm) support span in 
only the ½-in. (12.7-mm) mesh size. 
The energy plots showed similar trends. The hourglass energy was limited, but it 
was up to 17% of the internal energy for the ¼ in. (6 mm) mesh size. These hourglass 
energies are tolerated due to the complex load case and are shown in Figure 229. Based 
on the force and energy comparison for the three mesh sizes, the simulated behavior with 
the ½-in. (13-mm) mesh provided the best comparison to the experimental testing results 
using the selected parameters, especially in terms of peak load and failure pattern. This 
peak load was over-estimated by 10.3 percent. 
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½ in. (13 mm) 
 
¼ in. (6 mm) 
 
⅛ in. (3 mm) 
 
Figure 227. Damage Pattern for 9-in. (229-mm) Span at 130 ms, CSCM Model 
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Figure 228. Force Comparison for 9-in. (229-mm) Span, CSCM Model 
 
Figure 229. Energy Comparison for 9-in. (229-mm) Span, CSCM Model 
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15.3.2 10-in. (254-mm) Support Span 
The 10-in. (254-mm) support span distance correlated with test nos. CFS-3 and 
CFS-5. In the experimental testing, this setup resulted in shear failure in test no. CFS-3 
and flexural failure in test no. CFS-5. Therefore, no particular failure was expected in the 
simulations. All of the mesh sizes failed in a vertical plane at varying locations between 
the roller supports, as shown in Figure 230 for time equal to 100 ms. Therefore, the 
simulations resulted in a flexural failure for the 10-in. (254-mm) support span. 
Simulation results indicated a peak load of 36.7 kip (163 kN) occurred when 
summing forces at rollers was near the average peak load of 18.0 kip (80 kN) observed in 
test nos. CFS-3 and CFS-5 for the ½-in. (13-mm) mesh only, as shown in Figure 231. 
However, the ¼-in. (6-mm) and ⅛-in. (3-mm) mesh sizes had higher peak loads, at 41.7 
kip (186 kN) and 43.5 kip (194 kN), respectively. The simulated behavior for the ½-in. 
(13-mm) mesh provided the closest prediction for peak load to the physical test, although 
no mesh seemed to accurately predict peak load. 
The energy plots showed similar trends. The hourglass energy was limited, but it 
was up to 22% of the internal energy for the ½-in. (12.7-mm) mesh size. These hourglass 
energies are tolerated and are shown in Figure 232. Based on the force and energy 
comparison for the three mesh sizes, the simulated behavior with the ½-in. (13-mm) mesh 
appeared to provide the closest comparison to the experimental testing results in terms for 
peak load. However, no mesh size provided peak forces that were very close to the 
physical test results using the selected parameters. The smallest error for simulated peak 
load was observed with the ½-in. (13-mm) mesh at 117.2 percent. Again, all three mesh 
sizes predicted a flexural failure. 
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½ in. (13 mm) 
 
¼ in. (6 mm)
 
⅛ in. (3 mm) 
 
Figure 230. Damage Pattern for 10-in. (254-mm) Span at 100 ms, CSCM Model 
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Figure 231. Force Comparison for 10-in. (254-mm) Span, CSCM Model 
 
Figure 232. Energy Comparison for 10-in. (254-mm) Span, CSCM Model 
0.0
5.0
10.0
15.0
20.0
25.0
30.0
35.0
40.0
45.0
50.0
0 30 60 90 120 150
F
o
rc
e 
(k
ip
)
Time (ms)
Roller Contact Force - 10 in. Span
½-in. mesh ¼-in. mesh ⅛-in. mesh CFS-3 CFS-5
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0 30 60 90 120 150
E
n
er
g
y
 (
k
ip
-i
n
.)
Time (ms)
Internal, Hourglass Energies - 10 in. Span
½-in. mesh IE ¼-in. mesh IE ⅛-in. mesh IE
½-in. mesh HG ¼-in. mesh HG ⅛-in. mesh HG
 396 
 
E
rro
r! R
eferen
ce so
u
rce n
o
t fo
u
n
d
. 
M
w
R
S
F
 R
ep
o
rt N
o
. E
rro
r! 
eferen
ce so
u
rce n
o
t fo
u
n
d
. 
15.3.3 11-in. (279-mm) Support Span 
The 11-in. (279-mm) support span distance correlated with test no. CFS-4. In the 
experimental testing, this setup resulted in flexural failure. Therefore, this failure was 
expected to be replicated in the simulations. This behavior was achieved for all three 
mesh-size models which failed in a vertical plane at some distance away from the 
centerline of the beam, as shown in Figure 233 for time equal to 100 ms. There was some 
damage accruing near the bottom rollers, but no further indications of shear failure 
occurred for the 11-in. (279-mm) support span. 
Simulation results indicated a peak load of 30.2 kip (134 kN) occurred when 
summing forces at rollers was near the peak load of 16.9 kip (75 kN) observed in test no. 
CFS-4 for the ½-in. (13-mm) mesh only, as shown in Figure 234. However, the ¼-in. (6-
mm) and ⅛-in. (3-mm) mesh sizes had higher peak loads, at 34.6 kip (154 kN) for both 
mesh sizes. The simulated behavior for the ½-in. (13-mm) mesh provided the closest 
prediction for peak load to the physical test, although no mesh seemed to accurately 
predict peak load. 
The energy plots showed similar trends. The hourglass energy was limited, but it 
was up to 14% of the internal energy for the ½-in. (12.7-mm) mesh size. These hourglass 
energies are tolerated and are shown in Figure 235. Based on the force and energy 
comparison for the three mesh sizes, the simulated behavior with the ½-in. (13-mm) mesh 
appeared to provide the closest comparison to the experimental testing results in terms of 
peak load. However, no mesh size provided peak forces that were very close to the 
physical test results using the selected parameters. The smallest error for simulated peak 
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load was observed with the ½-in. (13-mm) mesh at 78.7 percent. Again, all three mesh 
sizes predicted a flexural failure. 
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½ in. (13 mm) 
  
¼ in. (6 mm)
 
⅛ in. (3 mm) 
 
Figure 233. Damage Pattern for 11-in. (279-mm) Span at 100 ms, CSCM Model 
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Figure 234. Force Comparison for 11-in. (279-mm) Span, CSCM Model 
 
Figure 235. Energy Comparison for 11-in. (279-mm) Span, CSCM Model 
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15.3.4 12-in. (305-mm) Support Span 
The 12-in. (305-mm) support span distance correlated with test no. CFS-2. In the 
experimental testing, this setup resulted in flexural failure. Therefore, this failure was 
expected to be replicated in the simulations. This behavior was achieved for all three 
mesh-size models which failed in a vertical plane at some distance away from the 
centerline of the beam, as shown in Figure 236 for time equal to 100 ms. There was some 
damage accruing near the bottom rollers, but no further indications of shear failure 
occurred for the 12-in. (305-mm) support span. 
Simulation results indicated a peak load of 25.2 kip (112 kN) occurred when 
summing forces at rollers was near the peak load of 14.3 kip (64 kN) observed in test no. 
CFS-2 for the ½-in. (13-mm) mesh only, as shown in Figure 237. However, the ¼-in. (6-
mm) and ⅛-in. (3-mm) mesh sizes had higher peak loads, at 26.9 kip (120 kN) and 28.1 
kip (125 kN), respectively. The simulated behavior for the ½-in. (13-mm) mesh provided 
the closest prediction for peak load to the physical test, although no mesh seemed to 
accurately predict peak load. 
The energy plots showed similar trends. The hourglass energy was negligible, as 
shown in Figure 238. Based on the force and energy comparison for the three mesh sizes, 
the simulated behavior with the ½-in. (13-mm) mesh appeared to provide the closest 
comparison to the experimental testing results in terms of peak load. However, no mesh 
size provided peak forces that were very close to the physical test results using the 
selected parameters. The smallest error for simulated peak load was observed with the ½-
in. (13-mm) mesh at 76.2 percent. Again, all three mesh sizes predicated a flexural 
failure. 
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½ in. (13 mm) 
 
¼ in. (6 mm)
 
⅛ in. (3 mm) 
 
Figure 236. Damage Pattern for 12-in. (305-mm) Span at 100 ms, CSCM Model 
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Figure 237. Force Comparison for 12-in. (305-mm) Span, CSCM Model 
 
Figure 238. Energy Comparison for 12-in. (305-mm) Span, CSCM Model 
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15.3.5 18-in. (457-mm) Support Span 
The 18-in. (457-mm) support span distance correlated with test no. CFS-1. In the 
experimental testing, this setup resulted in flexural failure. Therefore, this failure was 
expected to be replicated in the simulations. This behavior was achieved for all three 
mesh-size models which failed in a vertical plane at some distance away from the 
centerline of the beam, as shown in Figure 239 for time equal to 100 ms. Element 
deletion only occurred in the model using a ½-in. (13-mm) mesh. There was no damage 
accruing near the bottom rollers, nor indications of shear damage for the 18-in. (457-mm) 
support span. 
Simulation results indicated a peak load of 11.9 kip (53 kN) occurred when 
summing forces at rollers was near the peak load of 5.8 kip (26 kN) observed in test no. 
CFS-2 for the ½-in. (13-mm) mesh only, as shown in Figure 237. However, the ¼-in. (6-
mm) and ⅛-in. (3-mm) mesh sizes had higher peak loads, at `12.5 kip (56 kN) and 12.8 
kip (57 kN), respectively. The simulated behavior for the ½-in. (13-mm) mesh provided 
the closest prediction for peak load to the physical test, although no mesh seemed to 
accurately predict peak load. 
The energy plots showed similar trends. The hourglass energy was negligible, as 
shown in Figure 241. Based on the force and energy comparison for the three mesh sizes, 
the simulated behavior with the ½-in. (13-mm) mesh appeared to provide the closest 
comparison to the experimental testing results in terms of peak load. However, no mesh 
size provided peak forces that were very close to the physical test results using the 
selected parameters. The smallest error for simulated peak load was observed with the ½-
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in. (13-mm) mesh at 103.4 percent. Again, all three mesh sizes predicted a more 
traditional flexural failure. 
  
½ in. (13 mm) 
  
¼ in. (6 mm)
 
⅛ in. (3 mm) 
 
Figure 239. Damage Pattern for 18-in. (457-mm) Span at 100 ms, CSCM Model 
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Figure 240. Force Comparison for 18-in. (457-mm) Span, CSCM Model 
 
Figure 241. Energy Comparison for 18-in. (457-mm) Span, CSCM Model 
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15.4 K&C Model Investigation and Evaluation 
An evaluation for each of the five support spans was completed for the K&C 
material model. All three mesh sizes were evaluated using hourglass control type 6. All 
material parameters were the default parameters. This determination was made based on 
knowledge gained from other simulations with this material model. Force and strain 
curves were not over-plotted with test data, because the simulation and experimental tests 
were on different time scales. 
15.4.1 9-in. (229-mm) Support Span 
The first support span distance correlated with test no. CFS-6, which was 9 in. 
(229 mm). In the experimental testing, this setup resulted in shear failure. Therefore, this 
failure was expected to be replicated in the simulations. This behavior was achieved for 
all three mesh sizes, as the failure occurred were along a diagonal plane between the 
upper and lower supports, as shown in Figure 242 for the time equal to 50 ms. 
Simulation results indicated a peak load of 19.6 kip (87 kN) occurred when 
summing forces at rollers was near the peak load of 39.8 kip (177 kN) observed in test 
no. CFS-6 for the ¼-in. (6-mm) mesh only, as shown in Figure 243. However, the ½-in. 
(13-mm) and ⅛-in. (3-mm) mesh sizes had lower peak loads, at 19.3 kip (89 kN) and 
17.1 kip (76 kN), respectively. The simulated behavior for the ¼-in. (6-mm) mesh 
provided the closest prediction for peak load to the physical test, although no mesh 
seemed to accurately predict peak load. 
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Figure 242. Damage Pattern for 9-in. (229-mm) Span at 50 ms, K&C Model 
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Figure 243. Force Comparison for 9-in. (229-mm) Span, K&C Model 
The energy plots showed similar trends. The hourglass energy was limited, but it 
was up to 29% of the internal energy for the ⅛-in. (3-mm) mesh size. These hourglass 
energies are tolerated and are shown in Figure 244. Based on the force and energy 
comparison for the three mesh sizes, the simulated behavior with the ¼-in. (6-mm) mesh 
provided the closest comparison to the experimental testing results using the selected 
parameters. However, all three meshes poorly predicted peak force. The smallest error for 
simulated peak load was observed with the ¼-in. (6-mm) mesh at 50.8 percent. But, all 
three mesh sizes accurately predicted shear failure. 
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Figure 244. Energy Comparison for 9-in. (229-mm) Span, K&C Model 
15.4.2 10-in. (254-mm) Support Span 
The 10-in. (254-mm) support span distance correlated with test nos. CFS-3 and 
CFS-5. In the experimental testing, this setup resulted in shear failure in test no. CFS-3 
and flexural failure in test no. CFS-5. Therefore, no particular failure was expected in the 
simulations. All of the mesh sizes failed in a diagonal plane between the upper and lower 
rollers, as shown in Figure 245 for the time equal to 50 ms. Therefore, the simulations 
resulted in a shear failure for the 10-in. (254-mm) support span. 
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Figure 245. Damage Pattern for 10-in. (254-mm) Span at 50 ms, K&C Model 
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Simulation results indicated a peak load of 18.0 kip (80 kN) occurred when 
summing forces at rollers was exactly that of the average peak load of 18.0 kip (80 kN) 
observed in test nos. CFS-3 and CFS-5 for the ½-in. (13-mm) and ¼-in. (6-mm) mesh 
sizes, as shown in Figure 246. However, the ⅛-in. (3-mm) mesh size had a lower peak 
load, at 16.3 kip (73 kN). Given the complex loading, it appears that the K&C model 
accurately predicted the maximum force for all three mesh sizes. 
 
Figure 246. Force Comparison for 10-in. (254-mm) Span, K&C Model 
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load, computed using the average peak load of test nos. CFS-3 and CFS-5, was observed 
with the ½-in. (13-mm) mesh and ¼-in. (6-mm) meshes at 0.6 percent. Again, all three 
mesh sizes predicted shear failure. 
 
Figure 247. Energy Comparison for 10-in. (254-mm) Span, K&C Model 
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The 11-in. (279-mm) support span distance correlated with test no. CFS-4. In the 
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expected to be replicated in the simulations. This behavior was achieved for the ½-in. 
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support span. The fringe or damage level for the shear failure was much more distinct 
with the ⅛-in. (3-mm) mesh than observed for the other two meshes. 
 
½ in. (13 mm) 
 
¼ in. (6 mm) 
 
⅛ in. (3 mm) 
 
Figure 248. Damage Pattern for 11-in. (279-mm) Span at 50 ms, K&C Model 
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Simulation results indicated a peak load of 16.9 kip (75 kN) occurred when 
summing forces at rollers was exactly that of the peak load of 16.9 kip (75 kN) observed 
in test no. CFS-4 for the ½-in. (13-mm) mesh size, as shown in Figure 249. However, the 
¼-in. (6-mm) and ⅛-in. (3-mm) mesh sizes had lower peak loads, at 16.4 kip (73 kN) and 
15.7 kip (70 kN), respectively. Given the complex loading, it appears that the K&C 
model accurately predicted the maximum force for all three mesh sizes. 
 
Figure 249. Force Comparison for 11-in. (279-mm) Span, K&C Model 
The energy plots showed similar trends. The hourglass energy was limited, but it 
was up to 30% of the internal energy for the ½-in. (13-mm) mesh size at failure. These 
hourglass energies are tolerated and are shown in Figure 250. The highest hourglass 
energies occurred after the peak force was reached. Based on the force and energy 
comparison for all three mesh sizes, the simulated behavior with the ½-in. (13-mm) 
mesh-size model arguably provided the best comparison to the experimental testing 
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results for peak load, damage, and energy evaluation, using the selected parameters. The 
smallest error for simulated peak load was observed with the ½-in. (13-mm) mesh at 0.0 
percent. Two mesh sizes, ½ in. (13 mm) and ¼ (6 mm), predicted flexural failure, while 
the smallest mesh size, ⅛ in. (3 mm) predicted shear failure. 
 
Figure 250. Energy Comparison for 11-in. (279-mm) Span, K&C Model 
15.4.4 12-in. (305-mm) Support Span 
The 12-in. (305-mm) support span distance correlated with test no. CFS-2. In the 
experimental testing, this setup resulted in flexural failure. Therefore, this failure was 
expected to be replicated in the simulations. This behavior was achieved for all three 
mesh sizes which failed in a vertical plane at some distance away from the centerline of 
the beam, as shown in Figure 251 for the time equal to 50 ms. There was some damage 
accruing along the diagonal plane between the upper and lower rollers, but the flexural 
damage was the most prominent damage for the 12-in. (305-mm) support span. 
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½ in. (13 mm) 
 
¼ in. (6 mm) 
 
⅛ in. (3 mm) 
 
Figure 251. Damage Pattern for 12-in. (305-mm) Span at 50 ms, K&C Model 
Simulation results indicated a peak load of 14.0 kip (62 kN) occurred when 
summing forces at rollers was exactly that of the peak load of 14.3 kip (64 kN) observed 
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in test no. CFS-2 for the ½-in. (13-mm) mesh size, as shown in Figure 252. However, the 
¼-in. (6-mm) and ⅛-in. (3-mm) mesh sizes had lower peak loads, at 13.4 kip (60 kN) for 
both mesh sizes. Given the complex loading, it appears that the K&C model accurately 
predicted the maximum force for all three mesh sizes. 
 
Figure 252. Force Comparison for 12-in. (305-mm) Span, K&C Model 
The energy plots showed similar trends. The hourglass energy was limited, but it 
was up to 25% of the internal energy for the ⅛-in. (3-mm) mesh size at failure. These 
hourglass energies are tolerated and are shown in Figure 253. The high hourglass 
energies occurred after the peak stress was reached. Based on the force and energy 
comparison for all three mesh sizes, the simulated behavior with the ½-in. (13-mm) 
mesh-size arguably provided the better overall comparison to the experimental testing 
results for peak load, damage, and energy evaluation using the selected parameters. The 
smallest error for simulated peak load was observed with the ½-in. (13-mm) mesh at 2.1 
0.0
2.0
4.0
6.0
8.0
10.0
12.0
14.0
16.0
0 10 20 30 40 50 60 70 80 90 100
F
o
rc
e 
(k
ip
)
Time (ms)
Roller Contact Force - 12 in. Span
½-in. mesh ¼-in. mesh ⅛-in. mesh CFS-2
 418 
 
percent. Again, all three mesh sizes predicted flexural failure, although some shear 
behavior was observed as well. 
 
Figure 253. Energy Comparison for 12-in. (305-mm) Span, K&C Model 
15.4.5 18-in. (457-mm) Support Span 
The 18-in. (457-mm) support span distance correlated with test no. CFS-1. In the 
experimental testing, this setup resulted in flexural failure. Therefore, this failure was 
expected to be replicated in the simulations. This behavior was achieved for all three 
mesh-size models which failed in a vertical plane at some distance away from the 
centerline of the beam, as shown in Figure 254 for the time equal to 50 ms. There was 
minor damage accruing near the bottom rollers, and no further indications of shear 
damage occurred for the 18-in. (457-mm) support span. 
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½ in. (13 mm) 
 
¼ in. (6 mm) 
 
⅛ in. (3 mm) 
 
Figure 254. Damage Pattern for 18-in. (457-mm) Span at 50 ms, K&C Model 
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Simulation results indicated a peak load of 6.7 kip (30 kN) occurred when 
summing forces at rollers was exactly that of the peak load of 5.8 kip (26 kN) observed in 
test no. CFS-1 for the ⅛-in. (3-mm) mesh size, as shown in Figure 255. However, the ½-
in. (13-mm) and ¼-in. (6-mm) mesh sizes had higher peak loads, at 7.1 kip (32 kN) and 
6.8 kip (30 kN), respectively. Given the complex loading, it appears that the K&C model 
accurately predicted the maximum force for all three mesh sizes. 
 
Figure 255. Force Comparison for 18-in. (457-mm) Span, K&C Model 
The energy plots showed similar trends. The hourglass energy was limited, but it 
was up to 16% of the internal energy for the ⅛-in. (3-mm) mesh size at failure. These 
hourglass energies are tolerated and are shown in Figure 256. The high hourglass 
energies occurred after peak load was reached. Based on the force and energy comparison 
for all three mesh sizes, the simulated behavior with the ⅛-in. (3-mm) mesh-size model 
appeared to provide the better comparison to the experimental testing results for peak 
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load, damage, and energy evaluation, using the selected parameters. However, the other 
two mesh sizes also provided very reasonable results. The smallest error for simulated 
peak load was observed with the ⅛-in. (3-mm) mesh at 15.5 percent. Again, all three 
mesh sizes predicted flexural failure. 
 
Figure 256. Energy Comparison for 18-in. (457-mm) Span, K&C Model 
15.5 Discussion 
The beam simulation effort investigated the capability of two selected material 
models to handle complex behaviors, including shear and flexural failures. All of the 
support spans from the experimental testing program were simulated using three different 
mesh sizes - ½ in. (13 mm), ¼ in. (6 mm), and ⅛ mm (3 mm). Moderate to high 
hourglass energies were observed throughout most simulations. The performance of both 
material models is summarized in Table 46. The ability to change failure modes while 
only changing the support span by 1 in. (25 mm) is considered a rather significant 
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achievement. Overall, it appeared that the ½-in. (13-mm) mesh size performed better for 
the CSCM model, although peak load was only closely predicted in one out of the five 
load cases. The ½-in. (13-mm), ¼-in. (6-mm), and ⅛-in. (3-mm) mesh sizes all 
performed reasonably well for the K&C model, with the ½-in. (13-mm) mesh size 
showing improved performance. 
Table 46. Summary of CSCM and K&C Material Model Behavior 
 
 
For the CSCM model, only the 9-in. (229-mm) support span did not result in the 
correct failure mode for all three mesh sizes. In this simulation, the ¼-in. (6-mm) and ⅛-
in. (3-mm) mesh sizes both showed flexural failure when shear failure was expected. The 
force-time curve for each of the two mesh sizes failed after all other simulations, at 130 
ms. For simulations on the 10-in. (254-mm) support span, all three mesh sizes 
demonstrated flexural failure. In the experimental testing, this span was considered the 
transition point, as one test failed in shear and the other test failed in flexure. Overall, the 
½-in. ¼-in. ⅛-in. ½-in. ¼-in. ⅛-in. ½-in. ¼-in. ⅛-in.
9 in. Shear Flexure Flexure 43.9 50.0 56.5 10.3 25.6 42.0
10 in. Flexure Flexure Flexure 36.7 41.7 43.5 105.0 133.0 143.0
11 in. Flexure Flexure Flexure 30.2 34.6 34.6 78.7 104.7 104.7
12 in. Flexure Flexure Flexure 25.2 26.9 28.1 76.2 88.1 96.5
18 in. Flexure Flexure Flexure 11.9 12.5 12.8 105.2 115.5 120.7
9 in. Shear Shear Shear 19.3 19.6 17.1 51.5 50.8 57.0
10 in. Shear Shear Shear 18.0 18.0 16.3 0.6 0.6 8.9
11 in. Flexure Flexure Shear 16.9 16.4 15.7 0.0 3.0 7.1
12 in. Flexure Flexure Flexure 14.0 13.4 13.4 2.1 6.3 6.3
18 in. Flexure Flexure Flexure 7.1 6.8 6.7 22.4 17.2 15.5
 - Smallest percent error
Peak Load (kip) Percent Error (%)
CSCM
K&C
Support Span
Failure ModeMaterial 
Model
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physical behavior observed with the CSCM model often  matched the behavior observed 
in the experimental testing program. 
Despite those comparisons, the CSCM material model simulations generally 
resulted in peak loads that were much larger than observed in the experimental testing. In 
many instances, the simulated peak load was twice that observed in the experimental 
testing program, with errors as high as 143.0 percent. The only support span that resulted 
in a close prediction for peak load was at 9 in. (229 mm), or as low as 10.3 percent error.  
The K&C material model also largely predicted physical behavior correctly. The 
only instance when the correct failure mechanism was not well predicted was for the ⅛-
in. (3-mm) mesh size with the 11-in. (279-mm) support span. The simulation resulted in a 
shear failure when a flexure failure was expected. For the 10-in. (254-mm) support span, 
which was considered the transition point, simulations with the K&C material model 
failed in shear. Even though element erosion did not exist for the material model, the 
damage profile for the beams still matched the experimental tests very well. 
Unlike the CSCM model, the K&C model accurately predicted peak loads for 
four out of the five support spans. In fact, the simulated peak load was nearly identical to 
experimental test result in three out of the five simulations, 10-in. (254-mm) through 12-
in. (305-mm) spans. The simulated peak load was within 15.5 percent for the 18-in. (457-
mm) support span. However, the 9-in. (229-mm) support span resulted in simulated peak 
loads that reached 57.0 percent error. It is interesting to note that the 9-in. (229-mm) span 
was the only case that was correctly predicted for the CSCM material model. Overall, the 
K&C material model mostly predicted both physical and computational behavior 
observed in the experimental testing program. Further investigation into hourglass 
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controls is necessary in order to limit hourglass energies and use the model more 
confidently. 
It was expected that this load case would be more difficult to replicate with 
simulation. The ability for both material models to transition between shear and flexural 
failure by changing the support span by just 1 in. (25 mm) was somewhat significant. 
This observation was a positive sign that these material models can possibly 
accommodate varied loading conditions that are commonly observed in many 
engineering applications, including roadside safety structures. It is rare that compression, 
tension, or shear act independently on a component. These material models show some 
promise in positively representing physical behavior under load. However, further 
investigation of the material models is deemed necessary when steel reinforcement is 
added. 
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 SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS CHAPTER 16
 
16.1 Summary and Conclusions 
The objective of this study was to investigate and evaluate several current 
concrete material models that are available in LS-DYNA. Over the course of many 
rounds of simulations, the models’ adequacies were analyzed. Different loading 
conditions and failure modes were used for plain concrete simulations and testing 
different material model input parameters. Data from experimental testing performed by 
other researchers as well as those performed in the MwRSF structures laboratory was 
compared to that of corresponding simulations. Single-element and component-level 
simulations were completed to understand model behavior and provide guidance for 
future study. 
Due to the heterogeneity of concrete, material failure was very challenging to 
predict. The mechanical behavior of concrete can be affected by many different 
properties. Concrete behavior will also vary based on the loading condition. Constitutive 
models have been developed to help predict this behavior. Many different mathematical 
models exist, including linear-elastic, plastic, and continuum damage models. Each 
model has its own unique definitions and special considerations. These mathematical 
models have been used to create material models for use in FEA concrete modeling to 
create material models. These FEA concrete material models can be verified by 
comparing simulation results with experimental results obtained from standard concrete 
laboratory tests. 
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For this study, the FEA software that was used to generate the simulations was 
LS-DYNA. In this program, there are many available concrete material models. Five 
material models were selected for this investigative effort due to minimal material input, 
rate-dependent behavior, or the ability to track concrete damage, including: CSCM; 
K&C; RHT; Winfrith; and CDPM. Only the CSCM model had the ability to delete 
elements. These material models were used over the course of three different rounds of 
simulations: single-element models; simulation of external component testing; and 
simulation of internal component testing. 
During the single-element simulations on unreinforced concrete in Chapter 4, 
three basic load cases were considered: compression; tension; and shear. These 
simulations were helpful in understanding the basic behavior of the material models using 
simple geometry and loading. Two different constraint conditions were also included to 
represent both unconfined and confined elements for compression and tension. The 
default material model inputs were used for all single-element simulations. The following 
major results were evaluated: stress-strain relationships for true stresses and strains; true 
stress in the z-direction; change in volume at the peak stress; change in the total volume; 
force in the z-direction; the maximum damage value for the element; and whether or not 
the element failed and/or eroded. Varying results were found for each of the loading 
cases and each of the material models. The compression and tension simulations were 
successful in that some of the models provided maximum stresses that matched the input 
values of the simulation. However, the shear case was not perfected and may not provide 
results representative of the pure shear case. This information was used going forward for 
the external component testing simulations. 
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Despite the knowledge gained, component modeling of external laboratory tests 
was deemed necessary. In Chapters 5 through 7, three major laboratory setups were 
replicated in simulation, and results of the physical test and simulation were compared. In 
Chapter 5, the first loading case, compression, was covered. A stress-strain test curve was 
obtained from a study [42] that focused on the pre- and post-peak response phenomena 
when concrete cylinders were loaded, unloaded, and reloaded in uniaxial compression. A 
component cylinder was created in LS PrePost and run in LS-DYNA using the five 
different material models. The stress-strain behavior of the simulation was then compared 
to that of the experimental test. Variations were made to the model and input deck in 
order to fully understand the models’ performance. Two element types (elform 1 and 
elform 2) were simulated, along with three mesh sizes: ¾ in. (19 mm); ⅜ in. (10 mm); 
and 
3
/16 in. (5 mm). Changing the fracture energy value in the CSCM model affected the 
softening behavior of the model. In the K&C model, it was found that the strain rate 
enhancement factors were not working properly and were overpredicting the peak 
stresses. A few parameters were varied in the Winfrith model, but their effect was 
inconclusive as changing input parameters did not affect the stress-strain behavior. It was 
determined that none of the models were perfect, but three of the models (CSCM, K&C, 
and Winfrith) performed adequately. Excessive simulation run time was required for the 
RHT and CDPM models, making them undesirable. Specifically, there was an issue with 
the plastic solver in the CDPM model that prevented it from completing simulations. 
Elform 1 and a ⅜-in. (10-mm) mesh size were recommended. Overall, the CSCM model 
provided the most similar behavior to the experimental compression test. 
 428 
 
The second loading case, covered in Chapter 6, was tension. An axial stress-
displacement plot was used from this study for comparison with the simulation results 
[67]. A concrete flat plate specimen was created in LS PrePost and loaded in direct 
tension. Similar adjustments were made to the model and input decks for each of the 
material models. Two element types (elform 1 and elform 2) were simulated, along with 
three mesh sizes: ¾ in. (19 mm); ⅜ in. (10 mm); and 3/16 in. (5 mm). The stress-
deformation behavior of the simulation was then compared to the experimental testing. 
Some of the same issues from the compression simulations were found again. In the 
CSCM simulations, it was found that the results were not repeatable. Multiple 
simulations with identical input parameters for ERODE, recov, and repow were not 
providing the same stress-deformation behavior. The same issues with the strain rate 
effects of the K&C model arose in the tension simulations. The predictions of the RHT 
model again overpredicted the peak stress from the experimental testing. There were 
shooting nodes in the Winfrith model, and the plastic solver in the CDPM model was 
again an issue. Elform 1 and the 
3
/16-in. (5-mm) mesh size were recommended for this 
study. Only the CSCM and K&C material models performed adequately for tension, with 
the K&C model performing better. 
In Chapter 7, the final load case, shear, was simulated. Shear testing of 
unreinforced concrete is not very common, and limited research studies were available 
for use in this study. One particular study involved a rectangular specimen placed in a 
shear box [68]. A more complex model was created in LS PrePost to create the shear box, 
and the top and bottom portions of the box were displaced horizontally to imitate shear 
loading. The stress-deformation behavior of the simulations was compared against that 
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obtained in the experimental testing program. It was determined that inadequate 
deformation data was present; therefore, limited analysis was conducted on the five 
material models besides peak stresses. Two element types (elform 1 and elform 2) were 
simulated, along with three mesh sizes: ¾ in. (19 mm); ⅜ in. (10 mm); and 3/16 in. (5 
mm). The same issues with the ERODE, recov, and repow parameters in the CSCM 
model again surfaced during these simulations. In the K&C model, it was found that as 
the compressive damage scaling factor decreased, the peak stresses decreased as well. No 
other input parameters were investigated for the RHT, Winfrith, or CDPM models. 
Elform 1 and the ⅜-in. (10-mm) mesh size were preferred. The CSCM, K&C, and RHT 
models performed better than others in this load case, with the K&C model performing 
best overall. 
In Chapter 8, three (RHT, Winfrith, and CDPM) of the five material models were 
eliminated from consideration after the simulation effort performed on external 
laboratory component tests. These models had poor performance in both the single-
element and external-component testing simulation phases. The RHT was inconsistent 
throughout the investigation. It generally over-predicted peak stresses, and its stress-
strain or stress-displacement behavior greatly differed from physical test data. The 
Winfrith model performed well in the compression load case, but it failed to provide any 
useable data in the tension and shear simulations. There were, in fact, situations in which 
the Winfrith model did not provide any results and erred out. Finally, the CDPM model 
performed poorly in the single-element simulations and did not perform well in the 
external component simulations. The plastic solver of the model was prohibiting 
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simulations from completing, indicating its inability to be used for simulations involving 
more than one element. 
The two concrete models that were considered for all simulations were the CSCM 
and K&C models. The CSCM model performed consistently in the first two rounds of 
simulation. The peak stresses were similar to the peak stresses in the single-element 
models and performed the best in all compression simulations. The model also has 
capabilities, such as automatic parameter generation and element erosion, which are 
highly desired. Despite its sterling performance and these benefits, it was discovered in 
the external component test simulations that the model was not always repeatable and 
mesh results did not conform to expectations. When input parameters were identical and 
multiple simulations were run, the results were often different. Randomness was expected 
in concrete itself due to its heterogeneous and variability in testing, but this behavioral 
tendency was concerning in numerical simulations. Different simulation results were also 
obtained when the mesh size was varied, which should not have been the case. Despite 
these facts, the CSCM model generally provided fair results and was used in the internal 
component testing simulations. 
The K&C model also performed consistently through the first two rounds of 
simulation. In the single-element modeling, this material model provided the closest 
matches for peak stresses in the compression and tension load cases. The model also 
performed similarly well in the external component simulations, oftentimes better than 
the CSCM model. However, minimal softening occurred in this model. Additionally, the 
lack of an element deletion capability for the material model makes failure planes and 
material damage slightly more difficult to show. The strain rate effects in the model also 
 431 
 
were not working properly, typically overestimating the calculated dynamic increase 
factor. Despite these shortcomings, the K&C model performed reasonably well in the 
first two rounds of simulation. 
The final stage of simulations involved replicating in-house experimental testing. 
Compression, tension, and flexure/shear loading tests were developed, and specimens 
were cast to be used in these physical tests. The MTS equipment in the MwRSF 
laboratory was used to complete all physical testing. These machines provided force, 
time, and displacement readings. Additional instrumentation was used to track strain in 
four-point beam bending tests. In Chapter 10, concrete cylinders were tested in 
compression, resulting in an average compressive strength of 9.1 ksi (62.7 MPa) among 
the seven tests. In Chapter 11, concrete dogbone specimens were tested in tension, 
resulting in an average tensile strength of 0.36 ksi (2.5 MPa) among the six tests. 
In Chapter 11, concrete beam specimens were tested in four-point bend tests. The 
span supports on the bottom face of the beam were varied in order to cause shear or 
flexure failure patterns. In the beam testing program, two (9 and 10 in. [229 and 254 
mm]) of the six test span lengths resulted in shear failure. Four (10, 11, 12, and 18 in. 
[254, 279, 305, and 457 mm]) of the six test span lengths resulted in flexural failure. 
After five different support spans were tested, it was determined that the 10-in. (254-mm) 
support span was likely the transition point between shear and flexural failure modes. The 
ability to demonstrate a likely transition point was an impressive achievement, and the 
goal was to identify this transition in the associated simulations. 
In Chapter 13, two material models were created to replicate the geometry and 
material properties from the seven in-house compression tests. A cylinder was created in 
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LS-DYNA and loaded in pure compression. Input parameters were only varied for the 
CSCM model, only to confirm that the repeatability issues with the ERODE, recov, and 
repow parameters were still occurring. Adjustments in these parameters generally did not 
affect the simulated stress-strain or stress-time behaviors. In the in-house compression 
and tension simulations, the default input parameters were used for both material models. 
In the compression simulations, the CSCM model overestimated the peak stress and 
showed some diagonal failure planes that were present in the experimental testing. The 
K&C material model, however, had a nearly identical match with the physical test peak 
stress. There was little post-peak behavior with this load case, which was consistent with 
previous simulations. Overall, both material models performed reasonably well under 
compression. 
In Chapter 14, the dogbone specimen geometry and material properties were 
replicated in LS-DYNA simulations and loaded in direct tension. The peak stress was 
overestimated by the CSCM model, and there was more softening in the model than 
would be expected for direct tension. Fewer parameter variations were made to the model 
based on previous knowledge gained, but the repeatability issue discovered in the single-
element and external-component test simulations was again present. For the K&C model, 
the peak stress was slightly underestimated. There was again little softening behavior in 
the material model, but this observation was expected for a direct tension test. Both 
material models also performed adequately for this load case. 
In Chapter 15, four-point bend specimens were simulated at different support 
spans for the CFS testing program. Both models resulted in high hourglass energies, 
despite efforts to limit it. A repow input parameter of 0.5 decreased some of the hourglass 
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energies in the CSCM model, making it the only non-default parameter used for either 
material model. The CSCM model generally overpredicted the peak load, with error as 
high as 143.0 percent. The correct failure pattern was predicted in all but one of the 
simulations, the 9-in. (229-mm) support span. In the simulation, the ¼-in. (6-mm) and ⅛-
in. (3-mm) mesh sizes resulted in flexural failure, when shear failure was seen in the 
experimental testing program. Despite the adequate behavior in predicting physical 
behavior, the peak load predictions were expected to be closer. The K&C model, 
however, showed adequate physical behavior, as well as excellent peak load predictions 
for four of the five simulations. The simulated peak load was nearly identical to 
experimental test result in three out of the five simulations, with the largest error at 57.0 
percent amongst all simulations. The error in peak load predictions for span lengths of 10 
in. (254 mm), 11 in. (279 mm), and 12 in. (305 mm) were 0.6%, 0.0%, and 2.1%, 
respectively. Both models adequately showed the transition between flexural and shear 
failure, with CSCM predicted shear failure at a 10-in. (254-mm) span, and K&C 
predicting flexure at a 10-in. (254-mm) span.  
16.2 Recommendations 
It was clear that the CSCM and K&C material models performed adequately in 
some cases and inadequately in other cases. There are obvious benefits to both that allow 
for a reasonable prediction of concrete fracture. Again, this process is difficult because of 
the typically unpredictable nature of concrete. When considering an improved model, 
there are parts of each model that should be considered. The CSCM model has the major 
benefits of element erosion, automatic parameter generation, and simple damage 
tracking. Although the model does have the capability of adjusting specific model input 
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parameters, these parameters are neither reliable nor repeatable. Due to the mesh 
sensitivity feature of the model, a change in mesh size should not result in different 
behavior because the fracture energy should remain constant despite element size, yet this 
occurred. Additionally, more studies should be performed using the CSCM model in 
complex loading conditions, similar to the four-point bending tests. 
The K&C model has its own benefits, such as automatic parameter generation and 
the ability for the user to input the tensile strength directly and damage tracking. 
However, it is not flawless either. Despite its accuracy in predicting peak stresses and 
showing better performance in the four-point bending simulations, the model has some 
deficiencies. The damage in the material model is handled separately for compression 
and tension. It would be preferred for damage to be shown as an average of the two 
independent damage values. The damage parameters are thus at maximum when damage 
levels reach 2.0. Additionally, more investigation should be conducted into strain rate 
effects and why those are overpredicting concrete strength. Throughout all simulations in 
this study, strain rate effects were turned off. This selection may become more of an issue 
under dynamic loading conditions. The biggest drawback of the model is its inability to 
erode elements. This fact oftentimes caused excessive dilation in the specimen and may 
lead the user to believe that more deformation is occurring than should be expected. 
It is clear from this investigation that there is still work to be performed in the 
area of concrete modeling using LS-DYNA software. There are many different ways to 
model concrete for roadside safety applications, but it appears that the specialized 
concrete models could benefit from enhancement that would allow for improved 
prediction of material failure. There are parts of the analyzed models that can be used 
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going forward, but improvements definitely are required. If these improvements are 
made, concrete modeling could be more accurate and allow for progress in roadside 
safety design using finite element simulation. 
Specifically for this study, more effort could be focused on complex loading 
conditions. The success of modeling flexural and shear failure in the beam simulations 
was an impressive accomplishment. Yet, much is still to be learned about how these 
material models perform when combined loading is occurring, as it often occurs in 
roadside safety applications. Thus, additional work, such as multi-axial and dynamic 
loading, is recommended to continue this Phase I study. 
More effort should also be invested in properly instrumenting test specimens. In 
the tension testing, strain data could not be gathered due to the inadequacy for the laser 
extensometer at such low strain resolution. Having this strain data would have allowed 
for better comparisons with simulated data. In the beam testing, a more accurate or 
reliable method for obtaining displacement and strain readings would have provided 
better results for verification. Improved data in the string potentiometers would have been 
especially helpful when trying to understand beam displacements. Due to this lack of 
accurate and reliable data, more physical test data is required for enhanced comparisons 
for these two cases.  
More work needs to be completed for the beam testing and associated 
simulations. There were issues with accurately predicting peak loads for both models. 
The hourglass energies in the two material models were moderate to high, and significant 
efforts to decrease hourglass energies fell short. These material models need to be refined 
in order to perform better across many loading conditions. 
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Finally, more focus can be placed on the material models themselves. Limited 
model input parameters were investigated due to limited published information regarding 
alternative input parameters. Additionally, the ranges for the input parameters were 
chosen based on other researcher recommendations and closeness to the default value. An 
expanded investigation into all material model input parameters would be helpful. Issues, 
such as the strain rate effects not working for the K&C model and some of the CSCM 
model parameters not showing repeatable behavior, could also be addressed. These 
changes would drastically improve upon the work that was completed in this research 
study. 
Once more clarity is provided with unreinforced concrete, investigation of 
reinforced concrete should occur; since, it is common in roadside safety structures. 
Material models would need to be re-evaluated to determine if they are compatible with 
internal reinforcement and/or to determine how reinforcement would be added. At this 
time, additional material models could be considered as well. A full understanding of 
how unreinforced concrete behaves with LS-DYNA material models would create a basis 
for the reinforced concrete study. 
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Appendix A. Material Model Card Inputs
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Figure A-1. Material Model Input Card for CSCM Model 
 
Figure A-2. Material Model Input Card for K&C Model 
 
Figure A-3. Material Model Input Card for RHT Model 
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Figure A-4. Material Model Input Card for Winfrith Model 
 
Figure A-5. Material Model Input Card for CDPM Model 
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Appendix B. Instrumentation Specification Sheets
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Figure B-1. Specifications for Linear Strain Gauges 
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Figure B-2. Specifications for Rosette Strain Gauges 
 450 
 
 
Figure B-3. Specification for String Potentiometer, ID #43445 
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Figure B-4. Specification for String Potentiometer, ID #43446 
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Figure B-5. Specification for String Potentiometer, ID #43447 
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Appendix C. True Axial Stress-Engineering Axial Strain for Test Nos. CFC-1 
through CFC-7 
 454 
 
 
Figure C-1. Stress-Strain History, Test No. CFC-1 
 
Figure C-2. Stress-Strain History, Test No. CFC-2 
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Figure C-3. Stress-Strain History, Test No. CFC-3 
 
Figure C-4. Stress-Strain History, Test No. CFC-4 
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Figure C-5. Stress-Strain History, Test No. CFC-5 
 
Figure C-6. Stress-Strain History, Test No. CFC-6 
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Figure C-7. Stress-Strain History, Test No. CFC-7 
0.0
1.0
2.0
3.0
4.0
5.0
6.0
7.0
8.0
9.0
10.0
0.000 0.001 0.001 0.002 0.002 0.003
T
ru
e 
A
x
ia
l 
S
tr
es
s 
(k
si
)
Eng. Axial Strain (in./in.)
True Axial Stress - Eng. Axial Strain
CFC-7
 458 
 
Appendix D. String Potentiometer Data for CFS Testing
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Figure D-1. String Potentiometer Summary for Gauge A, Test No. CFS-1 
Test Information:
Test No: CFS-1
Date: 5/8/2015
String Potentiometer Information: Results:
String Pot No.: 489 Max. Displacement: -0.007 in.
Calibration Factor: 0.326 mV/V/in. Time of Max. Displacement: 51.9 sec
Input Voltage (excitation): 5.008 Volts Event Duration: 52.2 sec
Gain: 1 Final Displacement: -0.007 in.
Sample Rate: 10 Hz
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Figure D-2. String Potentiometer Summary for Gauge B, Test No. CFS-1 
Test Information:
Test No: CFS-1
Date: 5/8/2015
String Potentiometer Information: Results:
String Pot No.: 490 Max. Displacement: -0.008 in.
Calibration Factor: 0.327 mV/V/in. Time of Max. Displacement: 52.2 sec
Input Voltage (excitation): 5.011 Volts Event Duration: 52.2 sec
Gain: 1 Final Displacement: -0.008 in.
Sample Rate: 10 Hz
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Figure D-3. String Potentiometer Summary for Gauge C, Test No. CFS-1 
Test Information:
Test No: CFS-1
Date: 5/8/2015
String Potentiometer Information: Results:
String Pot No.: 491 Max. Displacement: -0.009 in.
Calibration Factor: 0.327 mV/V/in. Time of Max. Displacement: 52 sec
Input Voltage (excitation): 5.007 Volts Event Duration: 52.2 sec
Gain: 1 Final Displacement: -0.009 in.
Sample Rate: 10 Hz
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Figure D-4. String Potentiometer Summary for Gauge A, Test No. CFS-2 
Test Information:
Test No: CFS-2
Date: 5/11/2015
String Potentiometer Information: Results:
String Pot No.: 489 Max. Displacement: -0.006 in.
Calibration Factor: 0.326 mV/V/in. Time of Max. Displacement: 97.1 sec
Input Voltage (excitation): 5.008 Volts Event Duration: 102.4 sec
Gain: 1 Final Displacement: -0.005 in.
Sample Rate: 10 Hz
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Figure D-5. String Potentiometer Summary for Gauge B, Test No. CFS-2 
Test Information:
Test No: CFS-2
Date: 5/11/2015
String Potentiometer Information: Results:
String Pot No.: 490 Max. Displacement: -0.008 in.
Calibration Factor: 0.327 mV/V/in. Time of Max. Displacement: 102.2 sec
Input Voltage (excitation): 5.012 Volts Event Duration: 102.4 sec
Gain: 1 Final Displacement: -0.008 in.
Sample Rate: 10 Hz
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Figure D-6. String Potentiometer Summary for Gauge C, Test No. CFS-2 
Test Information:
Test No: CFS-2
Date: 5/11/2015
String Potentiometer Information: Results:
String Pot No.: 491 Max. Displacement: -0.009 in.
Calibration Factor: 0.327 mV/V/in. Time of Max. Displacement: 100.9 sec
Input Voltage (excitation): 5.009 Volts Event Duration: 102.4 sec
Gain: 1 Final Displacement: -0.008 in.
Sample Rate: 10 Hz
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Figure D-7. String Potentiometer Summary for Gauge A, Test No. CFS-3 
Test Information:
Test No: CFS-3
Date: 5/11/2015
String Potentiometer Information: Results:
String Pot No.: 489 Max. Displacement: 0.006 in.
Calibration Factor: 0.326 mV/V/in. Time of Max. Displacement: 79.8 sec
Input Voltage (excitation): 5.009 Volts Event Duration: 153.7 sec
Gain: 1 Final Displacement: 0.001 in.
Sample Rate: 10 Hz
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Figure D-8. String Potentiometer Summary for Gauge B, Test No. CFS-3 
Test Information:
Test No: CFS-3
Date: 5/11/2015
String Potentiometer Information: Results:
String Pot No.: 490 Max. Displacement: 0.003 in.
Calibration Factor: 0.327 mV/V/in. Time of Max. Displacement: 62.3 sec
Input Voltage (excitation): 5.012 Volts Event Duration: 153.7 sec
Gain: 1 Final Displacement: -0.001 in.
Sample Rate: 10 Hz
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Figure D-9. String Potentiometer Summary for Gauge C, Test No. CFS-3 
Test Information:
Test No: CFS-3
Date: 5/11/2015
String Potentiometer Information: Results:
String Pot No.: 491 Max. Displacement: -0.005 in.
Calibration Factor: 0.327 mV/V/in. Time of Max. Displacement: 153.7 sec
Input Voltage (excitation): 5.009 Volts Event Duration: 153.7 sec
Gain: 1 Final Displacement: -0.005 in.
Sample Rate: 10 Hz
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Figure D-10. String Potentiometer Summary for Gauge A, Test No. CFS-4 
Test Information:
Test No: CFS-4
Date: 5/12/2015
String Potentiometer Information: Results:
String Pot No.: 489 Max. Displacement: 0.016 in.
Calibration Factor: 0.326 mV/V/in. Time of Max. Displacement: 29.9 sec
Input Voltage (excitation): 5 Volts Event Duration: 451.7 sec
Gain: 1 Final Displacement: -0.007 in.
Sample Rate: 10 Hz
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Figure D-11. String Potentiometer Summary for Gauge B, Test No. CFS-4 
Test Information:
Test No: CFS-4
Date: 5/12/2015
String Potentiometer Information: Results:
String Pot No.: 490 Max. Displacement: 0.011 in.
Calibration Factor: 0.327 mV/V/in. Time of Max. Displacement: 18.9 sec
Input Voltage (excitation): 5 Volts Event Duration: 451.7 sec
Gain: 1 Final Displacement: -0.010 in.
Sample Rate: 10 Hz
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Figure D-12. String Potentiometer Summary for Gauge C, Test No. CFS-4 
Test Information:
Test No: CFS-4
Date: 5/12/2015
String Potentiometer Information: Results:
String Pot No.: 491 Max. Displacement: -0.013 in.
Calibration Factor: 0.327 mV/V/in. Time of Max. Displacement: 451.5 sec
Input Voltage (excitation): 4.99 Volts Event Duration: 451.7 sec
Gain: 1 Final Displacement: -0.013 in.
Sample Rate: 10 Hz
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Figure D-13. String Potentiometer Summary for Gauge A, Test No. CFS-5 
Test Information:
Test No: CFS-5
Date: 5/13/2015
String Potentiometer Information: Results:
String Pot No.: 489 Max. Displacement: -0.011 in.
Calibration Factor: 0.326 mV/V/in. Time of Max. Displacement: 121.3 sec
Input Voltage (excitation): 5.008 Volts Event Duration: 121.3 sec
Gain: 1 Final Displacement: -0.011 in.
Sample Rate: 10 Hz
MIDWEST ROADSIDE SAFETY FACILITY
String Potentiometer Summary
-0.04
-0.035
-0.03
-0.025
-0.02
-0.015
-0.01
-0.005
0
0.005
0 20 40 60 80 100 120 140
O
ut
p
ut
 V
o
lt
ag
e 
(V
)
Time (sec)
Moving Average Voltage vs. Time - Extracted
-0.012
-0.01
-0.008
-0.006
-0.004
-0.002
0
0.002
0 20 40 60 80 100 120 140
D
is
p
la
ce
m
en
t (
in
.)
Time (sec)
Displacement vs. Time - Extracted
 472 
 
 
Figure D-14. String Potentiometer Summary for Gauge B, Test No. CFS-5 
Test Information:
Test No: CFS-5
Date: 5/13/2015
String Potentiometer Information: Results:
String Pot No.: 490 Max. Displacement: -0.013 in.
Calibration Factor: 0.327 mV/V/in. Time of Max. Displacement: 120.4 sec
Input Voltage (excitation): 5.01 Volts Event Duration: 121.3 sec
Gain: 1 Final Displacement: -0.013 in.
Sample Rate: 10 Hz
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Figure D-15. String Potentiometer Summary for Gauge C, Test No. CFS-5 
Test Information:
Test No: CFS-5
Date: 5/13/2015
String Potentiometer Information: Results:
String Pot No.: 491 Max. Displacement: -0.012 in.
Calibration Factor: 0.327 mV/V/in. Time of Max. Displacement: 121.3 sec
Input Voltage (excitation): 5.007 Volts Event Duration: 121.3 sec
Gain: 1 Final Displacement: -0.012 in.
Sample Rate: 10 Hz
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Figure D-16. String Potentiometer Summary for Gauge B, Test No. CFS-6 
Test Information:
Test No: CFS-6
Date: 5/13/2015
String Potentiometer Information: Results:
String Pot No.: 490 Max. Displacement: -0.013 in.
Calibration Factor: 0.327 mV/V/in. Time of Max. Displacement: 161.1 sec
Input Voltage (excitation): 5.01 Volts Event Duration: 162.9 sec
Gain: 1 Final Displacement: -0.012 in.
Sample Rate: 10 Hz
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Appendix E. Results from Alternate Beam Simulations for CSCM Model 
An alternate study was performed with input parameters recommended by a joint 
study by TTI and MwRSF. Fringe damage plots, force-time plots, and energy-time plots 
are included in this appendix. It was determined that this combination of input parameters 
did not yield an improvement over the results seen in Chapter 15. The parameters for this 
alternate study included: recov = 1.0; ERODE = 1.10; repow = 0.5; and Gfs/Gft = 0.5. 
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½ in. (13 mm) 
 
¼ in. (6 mm) 
 
⅛ in. (3 mm) 
 
Figure E-1. Damage Pattern for 9-in. (229-mm) Span at 140 ms, CSCM Model 
(Alternate) 
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Figure E-2. Force Comparison for 9-in. (229-mm) Span, CSCM Model (Alternate) 
 
Figure E-3. Energy Comparison for 9-in. (229-mm) Span, CSCM Model (Alternate) 
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½ in. (13 mm) 
 
¼ in. (6 mm) 
 
⅛ in. (3 mm) 
 
Figure E-4. Damage Pattern for 10-in. (254-mm) Span at 120 ms, CSCM Model 
(Alternate) 
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Figure E-5. Force Comparison for 10-in. (254-mm) Span, CSCM Model (Alternate) 
 
Figure E-6. Energy Comparison for 10-in. (254-mm) Span, CSCM Model (Alternate) 
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½ in. (13 mm) 
 
¼ in. (6 mm) 
 
⅛ in. (3 mm) 
 
Figure E-7. Damage Pattern for 11-in. (279-mm) Span at 100 ms, CSCM Model 
(Alternate) 
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Figure E-8. Force Comparison for 11-in. (279-mm) Span, CSCM Model (Alternate) 
 
Figure E-9. Energy Comparison for 11-in. (279-mm) Span, CSCM Model (Alternate) 
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½ in. (13 mm) 
 
¼ in. (6 mm) 
 
⅛ in. (3 mm) 
 
Figure E-10. Damage Pattern for 12-in. (305-mm) Span at 100 ms, CSCM Model 
(Alternate) 
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Figure E-11. Force Comparison for 12-in. (305-mm) Span, CSCM Model (Alternate) 
 
Figure E-12. Energy Comparison for 12-in. (305-mm) Span, CSCM Model (Alternate) 
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½ in. (13 mm) 
 
¼ in. (6 mm) 
 
⅛ in. (3 mm) 
 
Figure E-13. Damage Pattern for 18-in. (457-mm) Span at 100 ms, CSCM Model 
(Alternate) 
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Figure E-14. Force Comparison for 18-in. (457-mm) Span, CSCM Model (Alternate) 
 
Figure E-15. Energy Comparison for 18-in. (457-mm) Span, CSCM Model (Alternate) 
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