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I. INTRODUCTION 
Consider a dynamic stochastic system which at times t = 0, 1, **a is obser- 
ved to be in one of L + 1 states 0, ***, L. After each observation the system is 
“controlled” by making one of K decisions d,, -a-, dK. Let (Y,}, t = 0, 1, se., 
denote the sequence of observed states and {A,}, t = 0, 1, *.a, the sequence 
of decisions. We shall assume that 
fv,,, = j I yo, A,, .‘.> Y, = i, A, = dk) = q&), 
t = 0, 1, “‘; i, j = 0, ... L; k = 1, ‘.., K, 
where the qii(k)‘s are nonnegative numbers satisfying 
Thus, given any rule R for making the successive decisions, the sequence 
{Y,}, t = 0, 1, a*., is a stochastic process possessing a finite state space 
0, a.*, L with its probability measure dependent upon the way the rule brings 
into play the conditional probabilities qij(k). In particular, if the rule R is 
of the form 
P(d, = d, / Y,,, do, ..., Y, = i) = DiL, t = 0, 1, “‘; i = 0, ..., L, 
where 
Di, = 1, i = 0, -., L, 
k=l 
* Work sponsored by the Office of Naval Research. 
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then {Y,} is a finite state Markov chain with stationary transition probabili- 
ties 
P, = g1 akqim, i = 0, .**, L; j = 0, ..-, L. (1) 
Let C denote the class of all possible rules, C’, the above class of rules, 
and c”, the finite subclass of C’ for which the Dik’s are either 0 or 1. 
Blackwell [l] has referred to the rules of C” as stable rules. Thus C’ is the 
class of randomized stable rules. However, we shall apply the term stable 
rule to any rule in C’. 
For every R E C and any initial state i we consider the vectors 
n,(i) = f 5 (P(Y, = 0 [ Y, = i), “‘, P(Y, = L ( Y, = i), T = 1, 2, . . . 
t=o 
Let G&i) denote the set of limit points of the sequence 
Wdi)lp T = 1, 2, ..a; G = RLJc So0 GR(I’) 
and 
L 
G’ = Rye, igo GR(i)- 
The result of this paper is the 
THEOREM. If the Markov chain corresponding to R is irreducible for ewery 
R E c”, then G = G’. 
This result is of interest in problems concerned with the determination 
of optimal rules. For if a rule is evaluated and judged to be feasible in terms 
of the limit points of {17,(i)}, then consideration can be confined to the stable 
rules to which methods of functional equations, linear programming, and 
Markov chain theory (see Bellman [2,3], Derman [4, 51, Howard [6], 
Manne [7]) are applicable. 
II. PROOF OF THEOREM 
Let {aii(k)} (i,i = 0, *em, L; k = 1, se*, K) be finite numbers and 
w(k t) = $ a&) f'(Y,+, = j I Y,, A,, -, Yt=i,A,=d,) 
j=o 
L 
= 2 a&) qdk), 
i-o 
k = 1, .I’, K; t = 0, 1, ‘... 
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Further, for each rule R E C and initial state i, let 
W(t)=~~m,(h,t)P(Y,=j,d,=d,jY,=i), t = 0, 1 . . . . 
f+l j=$ 
For convenience, R and i have been surpressed in the notation. This will be 
done whenever a simpler notation can be achieved without causing confusion. 
Consider 
T Jw 
Q i(R) = A$m sup 3s -F , i = 0, ..., L; R E C. 
We have previously proved (Theorem 1 of [5]) 
LEMMA 1. There exists a rule R,, E C” such that 
Q*(K) = @c Qi(R)v i = 0, ..., L. 
The method used in [5] to prove Lemma 1 consists in first considering 
Vi(R, a) = zzO &W(t), 0 < 01 < 1. The minimization of F’<(R) a) is amen- 
able to the functional equation approach of dynamic programming from which 
it is seen that a rule, dependent on (Y, in C” exists which minimizes V,(R, a) 
over C. The lemma is then proved by properly letting (Y -+ 1, employing an 
appropriate Abelian theorem [8, p. 1811 and a well-known limit theorem 
from Markov chain theory [9, p. 321. 
A set S of states of a Markov chain are said to belong to one class if for 
every ordered pair of states (i, j), i and j E S, there exists a positive integer t* 
such that p’t*;’ > 0, where p!t’ denotes the t-step transition probability from i 
to j. If all ;he states of a Mirkov chain belong to one class we shall refer to. 
the Markov chain as being irreducible, in keeping with the terminology used 
by Feller [lo, p. 3491. We have already remarked that when R E C’, the 
sequence {Y,}, t = 0, 1, *a*, is a Markov chain with stationary transition 
probabilities given by (I). When { YJ is irreducible, we shall refer to R as 
being irreducible. 
LEMMA 2. In order that R be irreducible for every R E C’, it is s@&ent 
that it be so for every R E c”. 
PROOF. Let R be any rule in C’. For each i let Diki be the smallest of the 
numbers Dil, *.-, DiK which are positive, and let d = min (Dik., *es, DLkJ 
Denote by R the rule in C” which assignsi)ik, = 1, i=O, **., L. Then letting 
PI and Pz be the matrix of transition probabilities associated with rules RandR 
respectively, it follows from (1) that PI 3 dP,. Since both matrices are non- 
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negative, it is easily seen that Pi > dtPi, t = 1,2, a-. From the definition of 
an irreducible Markov chain and the hypothesis that R is irreducible, it 
follows from the last inequality that R is irreducible. This proves the lemma. 
We have already defined GR(i), G, and G’. It is well-known from Markov 
chain theory [9, p. 321 that, if R E C’, GR( ‘) z consists of one point. Further, 
if R E c’ is irreducible, then & GR(i) consists of one point 17 = (n,,, -*, n,) 
where the nj’s positive numbers satisfying uniquely 
2 I&pjj = I& > 0, j = 0, -, L, 
i=O 
(2) 
2 IT, = 1 
GO 
LRMMA 3. If R is irreducible for every R E C’, then the set G’ is closed and 
convex. 
PROOF. For each R E c’, let X be the matrix of elements xik = Il,Dtk 
(i = 0, . . . . L; k = 1, a.., K). Then, since R is irreducible, 
Ili = fJ Xik > 0, 
k=l 
i = 0, *a., L, 
allowing Di, to be written in the form 
D,, = p- (i = 0, *se, L; k = 1, .+., IQ. 
Xik 
Let R* and R** be any two rules in C’ with corresponding matrices X* and 
X**. To prove convexity of G it must be shown that for any 0 < b < 1, 
there exists a rule R E C’ such that n = bl7* + (1 - b)IT**, where l7, fl* 
andn** satisfy (2) for the Markov chains associated with R, R*, and R**. 
On rewriting (2) in terms of X we have, for all R E C’, 
$2 xik qij(k) = 5 Sk 2 0, j = 0, **.y L, 
i-0 k=l k=l 
(3) 
L K 
Xik = 1. 
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Since X* and X** satisfy (3), it is clear that X = bX* + (1 - b) X** also 
satisfies (3). But then, 
(i = 0, -*a, L; it = 1, *I*, K) defines a rule R E C’ for which 
n = Ml* + (1 - b)IIT”“. 
This proves convexity. To prove that G is closed let {n(“)}, z, = 0, 1, *a*, be a 
sequence corresponding to the rules {R,), v = 0, .*a, such that 
lim 1T’“) = II. 0403 
It must be shown that Z7 E G’. Interchanging limits, it follows that Ii’ satis- 
fies (2). Since the set of possible matrices {Dilc} (; = 0, *I*, L; k = 1, *a*, K) 
is compact, we can assume that the sequence {R,} converges to R(say) E C’. 
However, because the pij’s are continuous functions of the D,,‘s and the 
solutions to (2) are unique, II must correspond to the rule R and, hence, 
IIEG’. 
Let C*, C’ C C* C C, be the class of rules R for which GR(i), for each i, 
consists of one point U(i) = (n,,, **a, 17,), say; i.e. 
1 * l&j =pfl+ ?; 
4 
P(Y, =jl Y, =i); i, j = 0, .-, L. 
t= 
Let 
LEMMA 4. If every R E C” is irreducible, then G* = G’. 
PROOF. Since C* 3 C’, G* 3 G’. To prove that G* C G’ suppose there 
is a R* E C* and an i such that GR*(i) consists of the one point 
z = (z,, -a-, zL) $ G’. 
By Lemma 3, G’ is closed and convex. It is a well-known property of convex 
sets (see, e.g., Karlin [l 1, p. 3971) that there then exists numbers cO, *.a, c, 
such that 
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To make use of Lemma 1, define 
aij(k) = cf (j = 0, ..s, L; k = 1, a--, K) 
so that 
w,(k, t) = ci (k = 1, **a, K; t = 0, 1, -). 
Then for every R E C*, Q,(R) = x2t0 cil7ij. However, by Lemma 1, there 
exists a rule R E C’ such that Qi(R) I QdR*); i.e., there exists a 
I7 = (I7,, .*-, I?,) E G’ such that EL c 17. < EL c x This is a contra- 
diction, proving the lemma. 
3”o3 3- j-0 3 3. 
LEMMA 5. If every R E C” is irreducible, then G* = G. 
PROOF. Let R be any rule in C - C* and i be arbitrary. The proof will 
consist in showing that to any point z = (zs, es*, zt) E GR(i), there exists a 
sequence {R,}, v = 1, *a+, of rules in C* such that the corresponding sequence 
of points (P’)(i)} of GR (‘) z converges to x. Once this is shown, it follows 
from Lemma 4 that therg is a sequence {R:) of rules in C’ with the same 
corresponding sequence {17rV) = 17’“) (i)). Since C’ is compact we can assume 
that {R:) converges to a rule R, E C’ C C* with corresponding 17 = z. 
Thus let Z’,, T,, **a be such that limV+oo l7, (i) = z. We construct the rule 
R, in the following way. Use rule R until t 2 TV; then use a rule R’ E C”, 
as if starting from t = 0, until state i is reached for the first time after T,,; 
then revert to rule R, as if starting from t = 0, for T, units of time; . . . etc. 
We shall refer to the reverting to the use of R as the beginning of a cycle. 
Thus the rule proceeds in cycles of using R for TV units of time and then 
using R’ until the process reaches state i for the first time; each time R or R’ 
is invoked it is as if the process were starting from t = 0. Let T,* denote the 
smallest positive integer t for which Y, = i given Y,, = j and R’ is the rule 
employed. Since, by hypothesis R’ is irreducible, K = msj,f (ET3.i) < 00. 
We now show that R, E C*. For let AI,, v = 1, +*a, denote the number of 
times the process enters state j during the vth cycle and let 7,, v = 1, *a*, 
denote the length of the vth cycle. Each is a sequence of independent and 
identically distributed random variables with finite expectations (because 
K < m); therefore, from the strong law of large numbers 
with probability 1. Let 
Zt=l, if Y, =j 
= 0, otherwise. 
} t =o, l;.., 
(4) 
SEQUENTIAL 
We have the inequalities 
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where VT is the number of cycles up to time T. From (4) and (5) we have 
with probability 1. But since (CT=, 2,)/T is bounded for all T, 
The above holds for all j, hence R, E C *. It is easily seen from the above 
that with rule R, 
%P(Yt =jj Y, =i) 
t=o - 
T, + K 
T!J 
~P(Y,=j\Y,=i)+K 
( t=o \ TV 3 





is the same for rules R and R,. Therefore, setting 
when R, is used, (i.e., ncV)(z) = (nji’,..., nji’)) we have from (6), on letting 
e,--+a, 
2 = &mnTv(i) 
= $nm17fv)(i) 
which was to be proved. 
Lemmas 4 and 5 together are a statement of the theorem. 
III. A COUNTEREXAMPLE 
The following counterexample shows that the condition that all R E C” 
be irreducible is a relevant condition. Suppose L = 1, K = 2, with poo( 1) = 0, 
401(l) = 1, QlO(l) = 0, !hlU) = 1, ala(2) = 1, 4OlP) = 0, q1ow = 09 
!711(2) = 1. 
From elementary Markov chain considerations it follows that G’ con- 
sists of the two vectors (0, 1) and (1,O). However, consider R E C* as fol- 
lows: make decision ds with probability e-(1/z)‘, if the system is in state 0 at 
time t: make either decision, if the system is in state 1. Then 
vt+1 = 0 1 Y. = 0) = exp [ - 5 (@I , t = 0, 1, a*. 
v=l 
from which we get 
m-v = mlo~ 17,l) 
= (e-1, 1 - e-l) $ G’; 
hence, the conclusion of the theorem does not hold. 
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