Regime switching processes have proved to be indispensable in the modeling of various phenomena, allowing model parameters that traditionally were considered to be constant to fluctuate in a Markovian manner in line with empirical findings. We study diffusion processes of Ornstein-Uhlenbeck type where the drift and diffusion coefficients a and b are functions of a Markov process with a stationary distribution π on a countable state space. Exact long time behavior is determined for the three regimes corresponding to the expected drift: Eπa(·) > 0, = 0, < 0, respectively. Alongside we provide exact time limit results for integrals of form 
Introduction
Models based on regime switching stochastic processes have received considerable attention for their applications in quantitative finance, actuarial science, economics, biology and ecology. In quantitative finance, volatility, interest rates and asset prices are subjects to risky market environments that fluctuate over different regimes in a Markovian manner. Understanding how critical parameters (that determine stability or instability of the process of interest) characterizing the "switching regimes" vary stochastically over time and affect the long time behavior of the overall process is essential for making short and long term predictions. Examples of such applications are [3] , [7] , [19] and [21] in the context of stochastic volatility modelling in financial market; [44] considering stochastic interest rate models with Markov switching; [27] , [31] and [40] studying long term behavior of stock returns and bond pricing. Similar to quantitative finance, regime switching stochastic processes are frequently used in actuarial science for solvency investigations, e.g. [1] , mortality modeling, e.g. [20] , and in the context of disability insurance, e.g. [14] .
Monographs containing both the theoretical foundations and applications of regime switching processes are [32] and [43] . Significant contributions to the theoretical foundation are [37] , [38] and [39] by Jinghai Shao. A common theme of these works is a stochastic dynamical system (Y t , X t ) t≥0 , where the process of interest Y := (Y t ) t≥0 is affected by the process X := (X t ) t≥0 that describes the dynamics of a switching environment. For a class of general diffusion processes Y the aforementioned works investigated necessary and sufficient conditions under which properties related to stability/instability such as geometric/polynomial ergodicity [37] , [38] , positive/null recurrence or transience [39] , explosivity, existence and uniqueness of moments of stationary distributions hold. In a similar context [6] (and references therein) addresses questions related with survival or extinction of competing species in Lotka-Volterra model influenced by switching parameters in terms of the underlying hidden Markov environment. A main theme is the analysis of persistence (see section 4 or Theorem 4.1 of [6] ) phrased in terms of so-called Lyapunov drift type criteria and similar concepts. In [12] a large class of general regime switching Markov processes are considered where a type of condition referred to as "geometric contractivity" ensures exponential stability of the overall process. In contrast to the general stability results described above, there are very few works giving exact characterizations of long time behaviors, which are inevitably model specific. In this paper, we analyze the long time behavior of processes of Ornstein-Uhlenbeck type and Cox-Ingersoll-Ross models in a regime switching context, and provide exact explicit characterizations. To our knowledge, such explicit characterizations have not appeared in the literature.
The initial object of study in this paper is an R-valued Ornstein-Uhlenbeck process in a Markovian environment, denoted by Y = (Y t ) t≥0 , defined as the solution to the SDE dY t = −a(X t )Y t dt + b(X t )dW t , Y 0 = y 0 ∈ R, (1.1)
where (W t ) t≥0 is standard Brownian motion which is independent of X := (X t ) t≥0 that represents the background environment. X is an S-valued, where S is a countable set, jump type process with rate functions λ ij : R → R + , (i, j) ∈ S 2 , satisfying
with notation λ ii (x) := − j =i∈S λ ij (x). The functions a, b : S → R are arbitrary (as long as a path-wise unique weak solution of (1.1) can be insured) denoting, respectively, the drift and the diffusion functions.
(X t , Y t ) t≥0 is a Markov process with respect to its natural filtration (F X,Y t ) t≥0 . Given "λ ij (x) is constant with respect to x", the process X is a continuous-time Markov chain, with respect to its natural filtration (F X t ) t≥0 , satisfying the hidden Markovian assumption:
X t ⊥ ⊥ Xs Y s for all t > s, (1.3) saying that for all t > s, X t is conditionally independent of Y s given X s .
For any arbitrary stochastic process X := (X t ) t≥0 , by ergodicity we mean that there exists a probability measure µ such that, regardless of X 0 , the distribution of X t converges weakly to µ as t → ∞. µ is called the limiting measure. If X is Markovian and irreducible in a countable state space S, the limiting measure µ is its unique invariant measure [34] .
Throughout the text we assume that the hidden Markov chain X is ergodic with stationary distribution π := {π j : j ∈ S}. The process Y is attractive or stable if E π a(·) > 0 holds, otherwise it is divergent if E π a(·) < 0 and null recurrent if E π a(·) = 0 (can be shown using the Lyapunov function construction ideas from [26] , [39] ). Under the stability assumption E π a(·) > 0, a trichotomy of possible tail bahaviors of the stationary distribution was established in [4] . Using Fourier analysis techniques, [45] provided precise results on ergodicity when |S| = 2. A key contribution of our paper is a precise result on ergodicity including an explicit representation for the stationary distribution when S is a countable state space, allowing computation of probabilities lim t→∞ P [Y t > y]. The result is generalized by generalizing the model (1.1) in different ways. Under the instability assumption E π a(·) ≤ 0 no stationary distribution exists and we determine how Y diverges by providing weak limits for the scaled fluctuations log |Yt| √ t which translates to the behavior of
In all long time results we describe how introducing a regime switching component leads to mixture type representations characterizing the long time behavior.
In parallel to the characterization of the long time behavior of the model (1.1) we provide the corresponding explicit characterization of the long time behavior of integrals of the type for the three regimes E π c > 0, = 0, < 0 corresponding to positive recurrence, null recurrence and transience.
Several previous works, e.g. [22] , [8] , [33] , [5] , [44] and [18] have studied exponential functionals of Lévy processes. For instance, in [22] the asymptotic behavior of integrals of the form t 0 e −Rs dP s as t → ∞ was explored, where P and R are independent Lévy processes and the property
P ,R is an independent copy of P, R , helps the analysis significantly. We derive exact limit results for integrals of the type (1.4), where X is a continuous time Markov chain on a countable state space. The asymptotic analysis requires quite different methods from those used for the corresponding analysis for exponential functionals of Lévy processes. Asymptotic analysis similar to the one presented in the current paper was done in [4] . Proposition 4.1 in [4] yields asymptotic bounds for (1.4), but not the exact asymptotic behavior that we present here.
The paper is organized as follows. Section 2 sets notation and presents basic model assumptions. In Section 3, exact long time characterizations for the stochastic process (1.1) and different generalizations are presented under assumptions corresponding to the stable regime of the aforementioned process (1.1). Section 4 presents long time characterizations corresponding to the unstable regime when no stationary distribution exists. Section 5 contains applications of the findings in Sections 3 and 4 to the CIR model, originally introduced as a model for interest rates, and to SIS models used in epidemiology. The proofs are found in Section 6.
Preliminaries and model assumptions
Whenever relevant, random elements appearing are assumed to be defined on a common probability space with probability measure P and expectation operator E. The following notations will be used in this article. R d will denote the d dimensional Euclidean space with the usual Euclidean norm | · |. The set of natural numbers is denoted by N. Cardinality of a finite set S is denoted by |S|. For any given sequence {a n } n≥1 define {a max n } n≥1 as the sequence of running maxima a max n := max 1≤k≤n a k .
For a Polish space S, let B(S) be its Borel σ-field and let P(S) denote the class of probability measures on S. P(S) is equipped with the topology of weak convergence. For x ∈ S, δ x ∈ P(S) denotes the Dirac measure that puts unit mass at x. The probability distribution of an S-valued random variable X will be denoted as L(X). X ∼ µ means that µ ∈ P(S) and µ = L(X). Convergence in distribution of an S-valued sequence (X n ) n≥1 to an S-valued random variable X will be written as
where w stands for weak convergence.
The transition kernels of a Markov process are defined as the maps P s,t : (S, B(S)) → [0, 1] such that for all t ≥ s ≥ 0, P s,t (·, A) is B(S)-measurable for each A ∈ B(S) and P s,t (i, ·) ∈ P(S) for each i ∈ S. The distribution of the Markov process is determined by the transition kernels P s,t together with the initial distribution ν 0 . The marginal distribution of the Markov process at time t is ν 0 P 0,t (·) = S P 0,t (x, ·)ν 0 (dx). We will consider only time-homogeneous Markov processes corresponding to transition kernels satisfying P s,t = P 0,t−s and use the notation P t := P 0,t . P t f (·) is the corresponding transition operator given by P t f (x) = S f (y)P t (x, dy) for functions f : (S, B(S)) → (R, B(R)). A time-homogeneous Markov process in a countable state space S is irreducible if for any i, j ∈ S, P t (i, j) := P t (i, {j}) > 0 for some t > 0. A time-homogeneous Markov process with transition kernels P t has a stationary distribution (or invariant law) µ ∈ P(S) if µP t = µ holds for all t > 0.
Consider a probability measure π on a countable set S such that π(A) = i∈A π i for any A ∈ B(S) and a set of probability measures {µ j : j ∈ S}. Then
is a random variable whose distribution is the mixture distribution j∈S π j µ j . For a given bivariate random variable (A, B), the following time series is referred to as a stochastic recurrence equation (in short SRE, also referred to as random coefficient AR(1))
for an arbitrary initial value Z 0 = z 0 ∈ R. Let log + |a| := log(max(|a|, 1)). If
then (Z n ) has a unique causal ergodic strictly stationary solution solving the following fixed-point equation in law:
3)
The condition P [Ax + B = x] < 1, for all x ∈ R, rules out degenerate solutions Z = x a.s. We refer to Corollary 2.1.2 and Theorem 2.1.3 in [9] for further details.
We denote by N(µ, σ 2 ) and Exp(λ), respectively, the Normal distribution with mean µ and variance σ 2 and the Exponential distribution with mean 1/λ > 0.
Throughout the rest of this paper we will assume the following:
Assumption 1 S is a countable set and the S-valued Markov process X := (X t ) t≥0 satisfies (1.2).
(a) For every (i, j) ∈ S 2 , the rate function λ ij (·) in (1.2) is constant with respect to its argument.
(b) X is ergodic and irreducible in S with the stationary distribution π := {π j : j ∈ S}.
Assumption 1(a) is referred to as the hidden Markovian environment assumption. It follows from Assumptions 1(b) that X is positive recurrent. Fix a state j ∈ S. Let τ j 0 be the first time instant X hits state j and stays there for T j 0 time. One can recursively define, for k ≥ 1, 
i.e. the number of times the chain X revisits the state j before time t. Positive recurrence of X implies that g j t a.s.
→ ∞ as t → ∞.
The stable regime
In this section we study long time behavior of the joint process (Y, X) := (Y t , X t ) t≥0 and processes defined in terms of certain functionals of (X t ) t≥0 under conditions ensuring that convergence in distribution holds as t → ∞. Together with Assumption 1, the following assumption ensures the existence of a stationary distribution for (Y, X):
Assumption 2 The S-valued process X and the functions a, b : S → R satisfy (a) a is integrable with respect to π, and E π a(·) > 0.
(b) For every j ∈ S, E log
Remark 3.1 Assumption 2 correspond, in the current setting, to the general condition (2.2) for existence of a stationary solution to the stochastic recurrence equation 
If Assumption 2(a) holds but not Assumption 2(b), then results similar to Theorem 1.1 of [10] hold. Notice that if sup j∈S |a(j)| < ∞ and E π b 2 (·) < ∞, then Assumption 2(b) follows immediately from Assumption 1(b) as a consequence of the inequalities log + |ab| ≤ log + |a| + log + |b| and log + |a| ≤ |a| for any a, b.
An explicit expression for the stationary distribution of the joint process (Y, X) is the following.
Theorem 1 Under Assumptions 1 and 2 the stationary distribution of the joint process (Y, X) can be expressed as a scale mixture of Gaussians of the following form
where
and
where 
for an arbitrary function c : S → R. The stationary distribution of (Y, X) can be determined under the assumptions of Theorem 1 and the additional assumption (ensured by E π |c(·)| < ∞):
The stationary distribution is given by
is the unique solution to
3) 
The characterization (3.3) follows along the lines of the proof of Theorem 1 by modifying the proof of Lemma 6.1 by determining the weak limit of
t s a(Xr)dr ds . 
Exact long time behavior can be determined from the expression
under the same assumptions as in Theorem 1 except that Assumption 2(b) is replaced by
The stationary distribution can be expressed as
where U ⊥ ⊥ (Z j ) j∈S and
The special case L = W corresponds to
Remark 3.4 Theorem 1 together with Mill's ratio inequalities yield tail bounds for the stationary distri-
Sharper versions of the Mill's ratio inequalities, see e.g. [17] , yield sharper bounds.
Remark 3.5 Moments for the stationary distribution of Y in (3.5) can be computed recursively using the representation for
and independence between Z j and (A j , B j ) gives
From the representation for the limit distribution follows that
Remark 3.6 Theorem 1 can be generalized by allowing Y to be a vector valued Ornstein Uhlenbeck process. In that case, when both drift and diffusion functions a(·), b(·) are matrix valued functions of hidden Markov process X, stability conditions will change in a nontrivial way which require careful analysis.
Theorem 1 and the methodology used for proving the theorem can be extended to general regime switching dynamics that is marginal of a Markov renewal process (also known as semi-Markov process), where in every regime j ∈ S the regime process spends a random time distributed as H j with finite mean that is not Exponentially distributed. Since a semi-Markov process is in general non-Markovian, instead of a stationary distribution one should use the similar notion of a limiting distribution for investigating exact long time behavior. Allowing H j to have infinite mean would make the analysis substantially more complicated.
In many applications integrals of the form
appear for functions c, d : S → R and X being a regime process satisfying Assumption 1. The following corollary addresses the long time behavior for F t under the stability regime E π c(·) > 0 and suitable integral property of d(·) in form of the following assumptions.
Assumption 3
The S-valued process X and the functions c, d : S → R satisfy (a) c is integrable with respect to π, and E π c(·) > 0.
The difference between Assumption 2 and Assumption 3 is that in the latter the function d can take negative values in contrast to only positive values for b 2 appearing in Assumption 2.
Corollary 1 Under Assumptions 1 and 3, F t in (3.7) satisfies
where U ⊥ ⊥ (V j ) j∈S and
Remark 3.7 The Goldie-Kesten theorem (Theorem 2.4.4 in [9] ) characterizes heavy-tailed behavior of the solution to the fixed-point equation
for all x ∈ R, and there exists ν > 0 such that
then there exists constants c + , c − with c + + c − > 0 such that
This result is applicable to the stationary distribution of Y in Theorem 1 if inf j∈S a(j) < 0. Let
then the left and right tails of the symmetric distribution of
are regularly varying with index ν * . The statement follows since V j is a stochastic affine transformation of V * j by random variables having finite moments of all orders, and since the standard normal distribution has finite moments of all orders. The indices ν j can be estimated from the sample paths of X through the empirical estimator
. Therefore, ν * may be estimated iteratively as the limit of
Another representation for the tail index inf j∈S ν j was presented in [4] , [35] (with a spectral analysis) for finite state space S, in terms of the spectral radius of a certain matrix.
Transient and null-recurrent regimes
In this section we study the long time behavior of the process Y = (Y t ) t≥0 and processes defined in terms of certain functionals of (X t ) t≥0 under conditions different from Assumption 2 and Assumption 3. In particular, it will be assumed that the stability condition E π a(·) > 0 in Assumption 2(a) does not hold and that instead E π a(·) ≤ 0. By choosing a suitable Lyapunov function as done in [39] it follows that E π a(·) < 0 and E π a(·) = 0 correspond to transience and null-recurrence, respectively, for the model (1.1).
It can be shown that if Assumption 1 holds and the stability condition E π a(·) > 0 in Assumption 2(a) is replaced by E π a(·) < 0, then the long-term behavior of Y will be determined by the first term in the representation
Consequently, the ergodic theorem gives
However it is not well known how scaled fluctuation
behave for the model (1.1) as t → ∞, and how the regime switching dynamics play a role in that limit. This is the motivation behind the results of the present section.
Assumption 4
The S-valued process X and the functions a, b : S → R satisfy (a) a is integrable with respect to π, and E π a(·) ≤ 0. (a) (Transient regime) If E π a(·) < 0, then
In Theorem 2(b), |N | appears in the weak limit because the left-hand side in (4.1) asymptotically behaves as a scaled mixture of maxima of partial sums of random walks for which the long time behavior was characterized by Erdös and Kac in [16] .
Remark 4.2 The result in Theorem 2(a) does not depend on the diffusion function b. In fact, the result holds for any stochastic process (Y t ) t≥0 such that
An example is
for a Lévy process L together with an associated integrability condition.
For the exponential integral process (F t ) t≥0 in (3.7) results similar to Theorem 2 hold. Similar results are found in Theorem 2(a) and Theorem 3(a) of [29] .
Assumption 5 The S-valued process X and the functions c, d : S → R satisfy (a) c is integrable with respect to π, and E π c(·) ≤ 0.
(b) For every j ∈ S, σ (a) (Transient regime) If E π c(·) < 0, then
Corollary 2 can be proved by a minor modification of the proof of Theorem 2. The proof of Corollary 2 is therefore omitted.
Applications
The results presented in Sections 3 and 4 have applications in various contexts involving stochastic processes under hidden Markovian environments. We consider two specific applications: the Cox-IngersollRoss process originally introduced for modeling interest rates, and a classical SIS model considered in epidemiology.
The Cox-Ingersoll-Ross process
In [28] authors considered general Cox-Ingersoll-Ross (CIR) model and explored the criteria for different tail properties of the stationary distribution in terms of the hidden Markovian switching dynamics. Following we consider a specific parametrization of CIR process and express the explicit stationary distribution that one observes under hidden Markovian contexts for drift and diffusion coefficients.
Let a, b : S → R with a = 0 be arbitrary functions, let n ∈ N such that n ≥ 2 and define
Consider the CIR process (R t ) t≥0 defined as the solution to the stochastic differential equation
In [13] the CIR model was introduced as a interest rate model where κ, θ, ξ are positive constants and Feller proved that 2κθ ≥ ξ 2 ensures that the CIR process is non-negative with probability 1 (which holds automatically for the above parametrization, regardless of the value of X t = x ∈ S since n ≥ 2). We present long time results for the CIR process defined above. (a) Suppose Assumptions 1 and 2 (E π κ(·) > 0 and integrability of ξ(·)) hold. Then
where V j is independent of U, N 1 , . . . , N n and L(V j ) is given in Theorem 1.
(b) Suppose Assumptions 1 and 4 hold. If E π κ(·) < 0, then
(
Remark 5.2 Proposition 5.1 cannot be easily extended to noninteger values n. However for noninteger n the solution to the CIR process can be written as a sum of squared OU processes and a squared Bessel process (Chapter 6 of [30] ). Therefore we would need to investigate long time behavior of Bessel processes under Markovian regime switching in detail in order to generalize Proposition 5.1.
The SIS model in epidemiology
We consider deterministic SIS epidemic models under Markov modulated environments similar to the one considered in [24] but with number of regimes |S| > 2 instead of just two states. Let α, β : S → R be functions denoting rate of infection and recovery, respectively. Consider a fixed population size n and subpopulation sizes I t and S t at time t ≥ 0, satisfying I t + S t = n, of infectious and susceptible individuals, respectively. The model is determined by the system of equations
where I t , S t may take arbitrary real values in [0, n]. If α, β were constants instead of functions then one would have, with γ := βn − α,
which would lead to lim
Notice that γ ≤ 0 is equivalent to R 0 ≤ 1, where R 0 is the reproduction number. For |S| = 2, results from [24] suggest (a) If E π γ(·) > 0, there is a persistence for the infected population size, i.e., in probability,
(b) If E π γ(·) = 0, simulation suggests that I t → 0 in probability, but no analytical results were provided.
(c) If E π γ(·) < 0, then I t → 0 exponentially fast, i.e lim sup t→∞ log It t ≤ E π γ(·), in probability.
The following proposition provides sharper asymptotic results.
Proposition 5.3 For the model described above and for a < b the following holds 
Proof of Theorem 1
Proof. We prove the statement in a number of steps. The marginal distribution of the regime process X in for S with initial distribution δ i , i ∈ S, is denoted
Let the transition kernels of the time-homogeneous Markov process (X t , Y t ) t≥0 be the maps P t : S × R × B S × R → [0, 1]. Then, for any (i, y 0 ) ∈ (S × R) and (I, A) ∈ B(S × R),
If we can show that there exists a µ ∞ ∈ P(S × R) such that
then as a consequence of the strong Feller property, satisfied trivially by (X, Y ), one can deduce that µ ∞ is the unique invariant measure. The strong Feller property ensures that one may interchange the order of limit and expectation in
We find µ ∞ using (6.3).
Lemma 6.1 below provides a representation of the second factor in the product in (6.2). The representation is expressed in terms of an (F X t ) t≥0 -adapted stochastic process (Q
t ) t≥0 . Fix two arbitrary states i, j ∈ S and suppose that X 0 = i. Recall that τ j 0 is the first time X hits state j and define τ 
Now we prove the main result by finding µ ∞ by computing the limit as t → ∞ for a term in the sum (6.2). Note that P ij (0, t) → π j as t → ∞ by the ergodicity Assumption 1(b). Using Lemma 6.1 it remains to show that
Let us summarize the steps. (6.6) follows if we show
The result above is observed by taking the limit as t → ∞ of the expression on the right hand side of (6.5). Set
and notice that, on {X 0 = i, X t = j},
Next we determine the weak limit, as t → ∞, of L (t − τ j g j t ), R t | X t = j and in particular show
) and R t are asymptotically independent, given X t = j. Take x ∈ (0, t) and set B t,x := {X makes no jump in (t − x, t]}. Then,
which further implies R t = R t−x . Using the above equality,
Since R t−x is F X t−x -measurable, the Markov property of X implies
Moreover,
We will show that
for any A := (A 1 , A 2 ) such that P [(0, X * j ) ∈ ∂A] = 0 with ∂A denoting the boundary of A, where X * j
This would imply that (t − τ j g j t
) and R t , given {X t = j}, are asymptotically independently, and the weak limit of (t − τ j g j t ) is Exp(−λ jj ). We will use the following lemma:
Lemma 6.2 Under Assumptions 1 and 2, R t in (6.8) satisfies
Exploiting the Markovian structure of X we will show that
We begin with the following lemma for a slightly more general process R in order to fit well also in subsequent proofs. In Section 6.5 we show that the R in the current context defined in (6.8) indeed satisfies conditions (6.14) of the following lemma.
Lemma 6.3
Consider an (F X t ) t≥0 -adapted process (R t ) t≥0 , and suppose there exist a random variable R ∞ and an increasing deterministic function t → ε(t) such that
Suppose further that
Remark 6.1 Note that for establishing weak convergence it is sufficient to restrict attention to continuity sets, i.e. here sets satisfying P [R ∞ ∈ ∂A] = 0. The part of (6.14) involving ε(t) resembles Anscombe's condition ( [25] , p. 16). As seen in the subsequent arguments using Lemma 6.3, the R t to which Lemma 6.3 is applied will be F X τ g j t measureable.
Using Lemma 6.2 we have shown (6.10) and in Subsection 6.5 it is verified that the conditions (6.14) are fulfilled. Using Lemma 6.2 in (6.9) together with the aforementioned argument prove that
where T j ∼ Exp(−λ jj ) is independent of X * j . This proves (6.7) and concludes the proof of Theorem 1.
Proof of Lemma 6.1
Proof. The process (Y t ) t≥0 in (1.1) has the representation
Note that on {X 0 = i, X t = j} := {ω ∈ Ω : X 0 (ω) = i, X t (ω) = j},
where the identity Φ(τ
We now consider the second term in (6.15) . Notice that by Ito isometry
, t], we may write Q
Expanding one term in the middle sum
Putting these estimates in (6.18) we have
Moreover, on {X 0 = i, X t = j},
Combining the above gives, on {X 0 = i, X t = j},
The assertion of Lemma 6.1 follows by combining (6.17) and (6.19).
Proof of Lemma 6.2
In following two subsections we prove Lemma 6.2 by first proving (6.11) and then
6.3.1 Proof of (6.11)
To simplify the notation we omit the superscript j in this subsection. Main technical difficulty here is to obtain a similar version of Vervaat's Theorem 1.5 in [42] but in a continuous time context driven by the renewal time g t . For n ≥ 1, define
Note that S n+1 = S n J 2 n+1 + K n+1 and therefore ( S n ) n≥1 is Markovian. For n ≥ 1, define
Note that S n+1 = S n + J 2 1 . . . J 2 n K n+1 and therefore (S n ) n≥1 is not Markovian but S n is a partial sum of the infinite sum
We will show that S gt
From uniqueness of the solution we will conclude that L(S ∞ ) = L(X * j ). We will prove (6.11) in the following steps.
• Step 1 : S gt d = S gt for any t > 0.
• Step 2 :
log Kg t+1 gt a.s.
→ 0 as t → ∞.
• Step 3 :
• Step 4 : L(S ∞ ) is the unique solution of (6.11).
Given steps 1-4, proof of (6.11) is completed as follows. Observe by step 1 L(S gt ) = L(S gt ); and
We will prove that the quantity in RHS of (6.21) converges to zero in probability as t → ∞. Then the assertionS gt d → S ∞ follows. The first term in the quantity in the expectation may be written as
By the renewal theorem, g t t a.s.
and by Assumption 2(a), as t → ∞,
Together with Step 2, we have therefore
→ 0 as t → ∞ follows. For the second term in the quantity in the expectation,
→ 0 as t → ∞ from which Slutsky's theorem gives
Given Steps 1-4 we have thus shown (6.11). It only remains to prove Steps 1-4.
• Step 1 : Notice that for each t > 0,
and that S τg t and S τg t are the result of applying the same function to the two above identically distributed random vectors. Hence, S gt d = S gt for any t > 0.
• Step 2 : We first show log Kn+1 n a.s → 0 as a consequence of Borel-Cantelli Lemma and E log K n < ∞. This is evident as E log K
a.s.
→ 0 as n → ∞.
Then from above step and g j t a.s.
→ ∞
Step 2 will follow by observing
• Step 3 : Observe that for any t > 0,
Notice that {g t = n} = {τ n ≤ t < τ n+1 } is σ{X s : 0 < s < τ n+1 }-measurable and independent of σ{X s : τ n+1 ≤ s}. For a sequence of measurable sets (A i ) i≥1 ,
proving (6.22) . A consequence of (6.22) is
We will prove that L(S ∞ ) is the unique solution to the distributional fixed point equation in (6.11). By step 1, L S gt = L S gt holds. To prove the uniqueness of L(S ∞ ) as the solution to (6.11) under Assumption 1, observe that
So S ∞ satisfies (6.11). Now from Lemma 1.4(a) (which applies since E log J < 0 under Assumption 1) and Vervaat's Theorem 1.5 in [42] (or Theorem 2.1 in [23] ) we conclude that the solution to (6.11) is unique and hence the assertion follows.
Remark 6.2 We acknowledge that Lemma 6.2 can be proved alternatively using Anscombe's theorem (page 16 of [25] ) for any sequence of stopping times g t → ∞, and R τn d → (0, X * j ). However, in order to conclude that R t d → (0, X * j ) one needs to verify Anscombe's conditions for (R τn ) n≥1 leading to arguments similar to steps 1-4 above which are similar to the arguments in the proof of Varvaat's Theorem 1.5 in [42] .
Proof of (6.20)
We begin by showing that log |J
denote the event that X visits the state j in k-th excursion from state i to itself (i.e in time interval
Since the upper bound is a geometric sum of random variables having finite expectation we have shown that log |J
is absolutely convergent due to Assumption 2. Hence, log |K
Note that
Applying the renewal theorem and law of large number in the renewal context gives, by Assumption 2(a),
Putting the pieces together yields the first statement of (6.20) . Analogous arguments proves the second statement of (6.20):
The proof of (6.20) is complete and therefore also the proof Lemma 6.2 is complete.
Proof of Lemma 6.3
Proof.
The main assertion will follow if we prove that, for any A whose boundary ∂A satisfies P R ∞ ∈ ∂A = 0,
(6.24)
Then, by Slutsky's theorem,
We prove (6.24) in the following two steps.
• Step 1:
• Step 2:
Step 1: Notice that
The second equality follows by observing R t−ε(t) is conditionally independent of X t given X t−ε(t) . The third equality follows as X is a time homogenous continuous time Markov chain. By ergodicity of X,
Step 1 is complete.
Step 2: Take any δ > 0 and define
where lim sup
The first term on the right-hand side in (6.25) satisfies
The assertion follows from Step 1 together with letting δ → 0.
6.5 Verification of R t in (6.8) satisfying (6.14) in Lemma 6.3
Proof. Note that for t > τ
. We will show the condition R t − R t−ε(t) P → 0 for an increasing function ε such that lim t→∞ ε(t) = ∞ and lim t→∞ ε(t)/t = 0. Note that from (6.8),
and the conclusion holds if we prove R
where by virtue of E log J j k < 0. The exponents in the first two factors are partial sums of a random walk with negative drift, since E log J j k < 0. Hence, the first factor goes to 1 and the second to 0 almost surely by the law of large numbers in the renewal setting:
t−ε(t) , applying arguments of Step 1 in Lemma 6.2 one has 6.6 Proof of Corollary 1 and the proposition in Remark 3.3
Proof. Notice that
On {X 0 = i, X t = j},
Now the assertion will follow by applying the same arguments as in the proof of Theorem 1. Similar arguments to those used to prove Lemma 6.2 show that F g 
Similarly for the added continuity factor on {X 0 = i, X t = j} one has 
Proof of Theorem 2(a)
We will let t → ∞ and determine the limit. On {X 0 = i, X t = j},
Therefore, on {X 0 = i, X t = j},
Since both log J (i,j) 0 and t − τ j g j t
are O P (1) the first factor in the product on the right-hand side goes to 1 in probability as t → ∞. Note that, by the ergodic theorem, E log J
and the second factor in the product on the right-hand side of (6.26) satisfies 27) where N ∼ N(0, 1), by applying the central limit theorem for the renewal reward process (when the reward is log J j l for the l-th interval I j l ) (see Theorem 2.2.5 of [41] ) together with the continuous mapping theorem using the map x → e x .
We now consider the conditional distribution of | Y t | appearing in the product Φ(0, t)
where N ∼ N(0, 1), N ⊥ ⊥ X and
Applying similar arguments as those in Step 4 in the proof of Lemma 6.2, using E log 1
we find that
In the transient regime, log
so Φ(0, t) diverges exponentially as t → ∞, and since
is O P (1), applying similar arguments as those proving (6.13) shows that
Since P (J j 1 ) −1 = 0 = 0, applying Theorem 1.3 of [2] shows that the distribution of S * is absolutely continuous. From (6.28) follows that log | Y t | √ t P → 0 as t → ∞ which implies, using Lemma 6.3, that
Combining (6.27 ) and the consequence of (6.28) gives
Therefore, using similar arguments as those used in Lemma 6.3, taking 
given the conditions of Lemma 6.3 hold for e M or M . That is, given that
for some increasing function ε(t) such that
The verification of these conditions is done in Subsection 6.7.1. Using (6.30) along with lim t→∞ P ij (0, t) = π j in the following display for any x ∈ R
the assertion of Theorem 2(a) follows by taking the limit of the above expression as t → ∞.
6.7.1 Verification that M t in (6.27) satisfies (6.14) of Lemma 6.3
All conditions hold trivially except (6.31) which is proved below.
t is a sequence of random variables with zero means. Note that it is sufficient to prove condition (6.14) for M t since
√ t and the second term in the right-hand side above is o P (1). Now observe
Using the asymptotic approximation
shows that
by the renewal version of the law of large numbers. By a similar argument
The verification is complete.
Consider the probability
Applying Slutsky's theorem through Lemma 6.3, by taking
t , R t := 0,
in the statement of the lemma in order to get rid of X t = j in the conditioning event on the right-hand side in (6.33), yields the following limit result
For given γ > 0, η > 0 one can choose a small δ η > 0 and a large n such that for all δ ≤ δ
η , as a consequence of (6.35),
0 ,
The second term in (6.37) can be shown to be smaller than η/4. This can be shown by first writing, with A 1 := {(x, y) : 0 ≤ y < ∞, −∞ < x < y}, 
and (M t ) t≥0 given by M t := For parts (b) and (c), notice that
Note that similar to (6.29), P (U 
where, for each t, U 
Proof of Proposition 5.3
Using that S t = n − I t and conditioning on the path of X, the dynamics of the infected population can be expressed as dI t dt = β(X t )(n − I t )I t − α(X t )I t .
Dividing each side by I The result now follows immediately after using Corollaries 1 and 2. For E π γ(·) > 0, Corollary 1 provides weak convergence for the second term while the first term goes to 0 as t → ∞. For E π γ(·) < 0, using Corollary 2(a) gives P I t ∈ e tEπγ(·)−b √ t , e tEπγ(·)−a √ t = P − log I t √ t + √ tE π γ(·) ∈ (a, b)
→ j∈S π j P N ∈ aσ j , bσ j as t → ∞.
For E π γ(·) = 0, using Corollary 2(b) gives
t , e −a √ t = P − log I t √ t ∈ (a, b) → j∈S π j P |N | ∈ (aσ j , bσ j ) as t → ∞.
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