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Abstract—The distribution segment of the power system is
of great importance in the smart grid (SG). The deployment of
Information and Communication Technologies (ICTs) to support
conventional grid will solve legacy problems that used to prevent
implementation of smart services such as smart metering, De-
mand Side Management (DSM) or the integration of Distributed
Energy Resources (DERs) within the SG. In this contribution,
GRACO, a new geographic routing algorithm is proposed to sup-
port exploitation of SG full potential. We demonstrate, through
simulations, the effectiveness of GRACO in terms of scalability,
peer-to-peer routing, end-to-end delay and delivery rate.
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I. INTRODUCTION
The Smart Grid (SG) is the expansion of the traditional
electrical grid with the integration of Distributed Energy Re-
sources (DERs) and Information and Communication Tech-
nologies (ICTs), to better meet the increasing energy demand
and environmental regulations.
The communication infrastructure is one of the key elements
to enable smart grid applications. SG communication network
(SGCN) is divided into 3 networks based on the coverage range
and data rate: Customer premises area network or Home Area
Network (HAN), Neighborhood Area Networks (NAN) and
Wide Area Network (WAN).
NAN ensures communication in the distribution grid. It is
composed of Advanced Metering Infrastructure (AMI) and
Field area network (FAN). The AMI provides a two way smart
meter-utility communication in order to collect, measure, and
analyze energy consumption data for grid management, outage
notification, and billing purposes [1]. Moreover, the smart
meter could be used as a HAN gateway in order to implement
Demand-side management (DSM). DSM is a service that aims
to ensure stability on the electricity grid. In fact, instead of
adding more expensive generation to the system, DSM tries to
balance electricity supply and demand in real time. It consists
of a set of programs and activities designed to allow and
encourage consumer to modify their electricity usage habits
in order to reduce their consumption during peak periods.
DSM comprise demand response (DR) programs and energy
efficiency and conservation programs [2]. DR, called also load
shifting, consists of transferring customer load during period
of high demand to off-peak periods. Energy conservation
programs encourage customers to give up some energy use in
return for saving money, for example, turning up the thermostat
a few degrees in summer to reduce air conditioning. On the
other hand, Energy efficiency programs, such as replacing
old electrical device with a more energy efficient one, allow
customers to use less energy while receiving the same level of
end-service and comfort.
On the other hand, the FAN ensures communication between
field area devices and the control center. It enables a set
of applications in the distribution level such as advanced
Distribution Automation (DA). DA allows utilities to remotely
monitor and control assets in its distribution network through
automated decision-making, providing more effective fault
detection and power restoration [1]. Besides, FAN enables one
of the most important promises of the SG. Namely, better and
more uniform integration of DERs into the grid, in particular
renewable energy sources for a sustainable energy system with
less environmental problems, more diversified energy resources
and enhanced energy efficiency [1].
In this paper, the NAN is modeled as large scale network
composed of a big number of wireless nodes (meters, sensors,
field area devices, gateway). The routing protocol is a key
factor for the performance of the SGCN. [3] reviews routing
protocols for the SG NAN. Geographic routing and RPL
emerge as the most promising candidates for routing traffic
within the SG NAN. [4] compared RPL and GPSR for the case
of NAN cluster with a unique aggregation point and 1000 smart
meters with uniform random placement and a node density of
2000 nodes/km2. They concluded better performance of the
RPL in terms of delivery rate and end to end delay for packets
sent from the smart meters to the DAP. They also showed that
smart meters far from the DAP are responsible for delivery
rate deterioration for the GPSR.
In this contribution, we are interested in more general peer
to peer traffic routing scheme. We propose a new geographic
routing protocol that ameliorates GPSR for communication in
SG NAN.
In the remainder of the paper, we start in section II by
providing arguments for peer to peer communications in SG
NAN. Than, in section III we overview RPL routing and
show that it’s not suitable for peer to peer communications.
The GRACO algorithm is presented in section IV. Section
V presents simulation results for different NAN densities and
finally Section VI concludes the paper.
II. COMMUNICATION SCHEMES FOR NAN
There are essentially three schemes for data traffic
in a communication network: Point-to-Multipoint (P2MP),
Multipoint-to-Point (MP2P) and Peer-To-Peer (P2P). In P2MP
and MP2P networks, the communication is based on a mas-
ter/slave relationship, in fact, in P2MP, one source node can
transmit packets to many nodes, and in MP2P, one destination
node can receive information transmitted by many nodes. In
the P2P scheme, it is not necessary that all the nodes be
connected to the central node. Every device in the network
is able to directly communicate with any other device without
a need to pass by a central control.
(a) MP2P (b) P2MP
(c) P2P
Fig. 1: communication schemes
P2P networking has been investigated by the research commu-
nity as a viable and effective approach to ensure scalability,
self-organization and resiliency to the telecommunication in-
frastructure of SGs [5]. Many concepts related to SG can use
any of the aforementioned traffic schemes. This is the case for
the AMI where a great number of smart meters communicate
with the an aggregation point within the distribution station to
receive power reading signals (P2MP) and send their power
readings (MP2P). However, some concepts, such as DERs
integration, require P2P communication. In fact, large scale
integration of DERs can’t be performed through conventional
centralized control, it requires innovative distributed or agent
based control strategies. In distributed controlled SG, the
agents are intelligent electronic devices (IED), distributed all
over the electric grid, and each is responsible for the control
or measuring of a specific physical system. Typically, these
IEDs are sensor nodes with some processing and memory
capacity that are interconnected via an heterogeneous P2P
communication network with stringent delay requirements on
message delivery. On the other hand, the power grid is a
delay-sensitive system, it has strict delay requirements since
a delayed message can cause potential system failures. For
example, a fault event message need to be delivered within a
delay as low as 3 ms, in order to isolate the affected segment,
otherwise the whole system will be damaged. [6]
Hence, due to its high-reliability and time-critical require-
ments, P2P communication scheme is a suitable networking
solution for SG applications. In such system, devices will
communicate with each other without a central monitoring
using P2P scheme. A forwarded data packet will use a shorter
path than the one used in a central control based topology.
Besides, flooding one central node with huge traffic will
increase significantly transmission delay and may also affect
the reliability of the network. For these reasons, the P2P
communication in distributed control systems is expected to
reduce the transmission delay.




III. ROUTING PROTOCOL FOR LOW POWER AND LOSSY
NETWORKS (RPL)
RPL [7] is a routing protocol for Low power and Lossy
Networks (LLNs) designed by the IETF Routing Over Low
power and Lossy networks (ROLL) Working Group.
The basic idea behind the RPL consists in constructing Di-
rection Oriented Directed Acyclic Graphs (DODAG). These
are are tree like structures with a root and one or many leafs,
and in which a path is built for every leaf node to reach a
unique root node. Each node is assigned a rank depending on
an objective function and starting with the lowest rank at the
root. The simplest objective function would use the number of
hops between a node and its root. The DODAG construction
starts by assigning rank 1 to the root. Than any node with
direct connection to the root is assigned rank 2. Than any
node that can see only rank 2 nodes is assigned rank 3, and so
on. Communications are directed from highest rank to lowest
one.
A root starts the DODAG creation by sending DIO (DAG
Information Object packet). A DIO message contains informa-
tion about the DODAG such as the DAGID used to identify
the DAG, rank information and the objective function.
When a node receives a DIO message and decides to join
the DODAG, it should add the DIO sender to its parent list,
compute its own rank, associated with this specific parent
node using the corresponding objective function. And, finally
broadcast the DIO message with the updated rank information.
If a node loses connectivity, it sends out a DAG Information
Solicitation (DIS) message and the neighboring nodes that hear
it will respond with a DIO message announcing they are a part
of a DODAG.
Using the constructed DODAG, each client node will be able
to forward any upward traffic through its parent as the next-
hop node.
To create downward routes from the root to a leaf node, the
leaf node should issue a control message called Destination
Advertisement Object (DAO). A DAO packet includes the rank
information used by nodes to determine how far away is the
destination. The DAO message will be forwarded to the root
using the upward path indicated by the DODAG, and all the
intermediate nodes record the reverse path information from
the DAO message, after that, a complete downward path is
established from the root to the leaf node.
The RPL instance defines DODAG networks that build their
trees using the same objective function.
The RPL is optimized for P2MP and P2MP communication
schemes [8]. For that reason, it was proposed as a routing
solution for AMI networks [9][10] where traffic is limited from
meters to a concentrator, and from a concentrator to meters.
RPL does not provide an optimized P2P traffic support [10].
When a node sends a packet to another node, the packet
uses upward route until arriving to a common ancestor at
which point it is forwarded in the downward direction to
the destination. For these reasons, RPL is not suitable for
P2P NAN. In the next session, we will propose the use of
geographic routing for P2P NAN.
IV. GEOGRAPHIC GREEDY ROUTING WITH ACO BASED
RECOVERY (GRACO)
A. Geographic routing for large scale P2P NAN
Geographic routing (GR) is a class of routing approaches
that exploit geographic position in routing decision in stead of
topological information. It has been widely used in ad-hoc and
wireless sensor networks for its diverse advantages. In fact, GR
is a localized routing scheme since packet forwarding decision
is achieved by using only information about the position
of nodes in the vicinity and the position of the destination
node, which minimizes significantly communication overhead.
Hence, no additional information has to be stored neither on
the nodes on the path, nor in the message which makes GR
a memory-less and scalable routing [11]. Besides, GR is also
distributed, every node performs the same algorithm [11].
As previously discussed, the deployment of a wireless com-
munication network for the NAN faces many challenges. First
of all, NAN is supposed to support different applications and
multiple traffic flows, the communication network should then
manage a huge amount of data, thus, the routing solution
should deliver the data packets with the minimum overhead
possible so it does not affect the network performances. As
NAN is a large scale network with highly dynamic topology
due to the often expansions to cover larger areas and addi-
tional endpoints, it needs a scalable routing solution. Besides,
the communication scheme for NAN should be resilient to
outdoors harsh communication environment and instability of
wireless links. For these reasons, the simplicity, localized and
distributed operation and the low overhead, memory-less and
scalability features makes GR a very good candidate for NAN.
Some research papers investigated in the application of geo-
graphic routing for AMI networks. Perimeter Stateless Routing
(GPSR) [12] was proposed in this context. [13] studies of the
feasability and the performance of GPSR in NAN scenarios. It
was proved that GPSR can support different NAN services in
terms of latency and reliability. The authors of [4] compared
the performances of GPSR to RPL in the case of NAN
network. The simulation results proved that RPL outperforms
GPSR in terms of transmission reliability and delay.
B. Overview of GRACO
Geographic GReedy routing with ACO recovery strategy
(GRACO) [14] combines a modified greedy forwarding and a
recovery strategy based on swarm intelligence. In the begin-
ning, GRACO makes the routing decision using geographic
greedy forwarding strategy [11]. As the simplest form of
geographic routing, greedy geographic routing inherits all
its advantages. Using 1-hop location information, the source
and each intermediate node select its closest neighbor to the
destination as the next-hop node, thus packets are greedily
forwarded in order to decrease their distance to the destination
until arriving to the destination.
Geographic greedy forwarding mechanism suffers from the
void problem, whenever a packet arrives to a node that can’t
find a closer node than itself to the destination, it can’t
progress and the node is a stuck node. For that reason, greedy
forwarding is usually coupled with a recovery strategy. Indeed,
when routing process gets stuck at an intermediate node, it will
launch a recovery strategy. In this context, GRACO proposes
an ACO based strategy to recover from the void problem.
During recovery, two types of ant like packets are used: Fants
to search for a path around the void and Bants to mark the paths
found for later use. The Fants will be guided to the direction
of the destination using zone concept. Once a Fant arrives to
a node closer to the destination than the stuck node, a Bant is
sent to mark the path found by dropping pheromone trails. The
dropped pheromone trails will guide next data packets sent to
the same destination. A data packet sent to a given destination
will be forwarded using pheromone trails for this destination
if exist, otherwise, the next hop is selected using plain greedy
forwarding strategy. Thus, the first mode is a modified greedy
routing that accounts for the pheromone trails. Simulations
proved that GRACO avoids holes and produces near optimal
paths. The performance of GRACO was compared to the
greedy-face-greedy (GFG) routing algorithm [15]. Simulations
results presented in [14], show that GRACO outperforms GFG
in term of end-to-end delay, data delivery cost and hop count.
Besides, GRACO provides a high data delivery rate.
V. SIMULATIONS AND RESULTS
The performance of GRACO is measured using the WS-
NET simulator [16].
We generate random topologies with different densities. We
evaluate the algorithm according to end-to-end delay, delivery
rate and hop count. The simulation results of GRACO are
given with 95% confidence intervals. In order to simulate the
scalability of the protocol, we run simulations on a network
with increasing density. We choose to incrementally add nodes
to the network in order to simulate the evolution of the NAN
from early stages where just a few customers are enrolled
in the network and the nodes are sparse across the selected
region to more advanced stages with denser aggregation of
nodes representing a more extended version of the NAN.
(a) (b)
(c) (d)
Fig. 3: Stages of NAN extension within an urban region
To vary the nodes degree, we vary their range from 25m to 50m
by steps of 5m. Each combination of topology and algorithm is




MAC layer idealmac and 802.15.4
Interferences none
Density 10, 15, 20, 25, 30, 40
TABLE I: Simulation parameters
In order to measure the impact of void zones on the algo-
rithm performances, we choose a set of random sources and
destinations where there is, necessary, a void to be handled in
the routing process. One data packet is sent between a pair of
source and destination each 10s.
The performance of the routing protocol is measured in terms
of the average route length, the end-to-end delay and the data
delivery ratio. Table I summarizes the simulation parameters.
The simulation results show that the more the network is dense
the better performs the proposed routing protocol.
The route length is the number of hops a data message needs
to go from the source to destination. As the density of the
network is increased, shorter paths are found. Specifically, as
plotted in figure 4, the average route length drops from 59 hops
at network density 10 down to 11.94 hops at network density
40 for an ideal mac layer, and from 37 hops at network density































































Fig. 5: end-to-end delay
Figure 5 shows the end-to-end delay varying with the network
density. The end-to-end delay is the time interval between a
given source sends a packet and the destination receives it. For
an idal mac layer, the average end-to-end delay reduces from
0.781 ms at a network density 10 to 0.163 ms at a network
density 40, and for 802.15.4 mac layer, it reduces from 93,183
ms at a network density 10 to 1,049 ms at a network density
40.
The delivery ratio is the ratio of data packets successfully
received by their destinations to all data packets sent by the
sources. The data delivery rate is also improved when in-
creasing network density. In fact, figure 6 shows that GRACO
provides a 100% delivery rate with an ideal mac, however,
for 802.15.4 mac, a high reliability of packet transmission is

























Fig. 6: Data delivery rate
VI. CONCLUSION
In the paper, we proposed the use of geographic rout-
ing for NAN communication. The proposed routing protocol
GRACO is an ACO aided geographic greedy forwarding that
ensures P2P communication. Simulation results demonstrate
that GRACO is scalable. Indeed, end-to-end delay, path length
and delivery rate are improved with increasing network density
or NAN size. This is consistent with the constant expansion of
the network and the increasing need for larger communication
traffic. The performance of GRACO shows that it is suitable
for NAN communication. Delivery rate and end-to-end delay
are within the NAN communication requirements.
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