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TRANSPORT EXPONENTS OF STURMIAN HAMILTONIANS
DAVID DAMANIK, ANTON GORODETSKI, QING-HUI LIU, AND YAN-HUI QU
Abstract. We consider discrete Schro¨dinger operators with Sturmian poten-
tials and study the transport exponents associated with them. Under suitable
assumptions on the frequency, we establish upper and lower bounds for the
upper transport exponents. As an application of these bounds, we identify the
large coupling asymptotics of the upper transport exponents for frequencies
of constant type. We also bound the large coupling asymptotics uniformly
from above for Lebesgue-typical frequency. A particular consequence of these
results is that for most frequencies of constant type, transport is faster than
for Lebesgue almost every frequency. We also show quasi-ballistic transport
for all coupling constants, generic frequencies, and suitable phases.
1. Introduction
In this paper we study discrete Schro¨dinger operators
[Hλ,α,ωψ](n) = ψ(n+ 1) + ψ(n− 1) + λχ[1−α,1)(nα+ ω mod 1)ψ(n)
in ℓ2(Z), where λ > 0 is the coupling constant, α ∈ (0, 1) \Q is the frequency, and
ω ∈ [0, 1) is the phase. These operators are popular models of one-dimensional
quasicrystals and have been studied since the 1980’s; see, for example, [1, 2, 3, 6, 7]
and references therein. The special case α =
√
5−1
2 gives rise to the Fibonacci
Hamiltonian, which is the most heavily studied case within this class of operators.
By the minimality of irrational rotations of the circle and strong operator conver-
gence it follows that the spectrum of Hλ,α,ω is independent of ω and may therefore
be denoted by Σλ,α. The spectrum does, however, depend on λ and α. It is known
from [2] that Σλ,α is a Cantor set of zero Lebesgue measure. The zero-measure
property implies that all spectral measures are purely singular. On the other hand,
the absence of eigenvalues was shown in [12] for all allowed parameters. As a
consequence, the operators Hλ,α,ω have purely singular continuous spectrum.
Therefore, the RAGE Theorem (see, e.g., [34, Theorem XI.115]) suggests that
when studying the Schro¨dinger time evolution for this Schro¨dinger operator, that
is, e−itHλ,α,ωψ for some initial state ψ ∈ ℓ2(Z), one should consider time-averaged
quantities. For simplicity, let us consider initial states of the form δn, n ∈ Z. Since
a translation in space simply results in an adjustment of the phase, we may without
loss of generality focus on the particular case ψ = δ0. The time-averaged spreading
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of e−itHλ,α,ωδ0 is usually captured on a power-law scale as follows; compare, for
example, [20, 25]. For p > 0, consider the p-th moment of the position operator,
〈|X |p〉(t) =
∑
n∈Z
|n|p|〈e−itHλ,α,ωδ0, δn〉|2
We average in time as follows. If f(t) is a function of t > 0 and T > 0 is given, we
denote the time-averaged function at T by 〈f〉(T ):
〈f〉(T ) = 2
T
∫ ∞
0
e−2t/T f(t) dt.
Then, the corresponding upper and lower transport exponents β˜+(p) and β˜−(p) are
given, respectively, by
β˜+(p) = lim sup
T→∞
log〈〈|X |p〉〉(T )
p logT
,
β˜−(p) = lim inf
T→∞
log〈〈|X |p〉〉(T )
p logT
.
The transport exponents β˜±(p) belong to [0, 1] and are non-decreasing in p (see,
e.g., [20]), and hence the following limits exist:
α˜±ℓ = limp→0
β˜±(p),
α˜±u = limp→∞
β˜±(p).
Sometimes it is not necessary to take time-averages, even in the purely singular
continuous situation. Thus, one considers the following analogues of the quantities
above,
β+(p) = lim sup
t→∞
log〈|X |p〉(t)
p log t
,
β−(p) = lim inf
t→∞
log〈|X |p〉(t)
p log t
,
α±ℓ = limp→0
β±(p),
α±u = limp→∞
β±(p).
Ballistic transport corresponds to transport exponents being equal to one, diffu-
sive transport corresponds to the value 12 , and vanishing transport exponents corre-
spond to (some weak form of) dynamical localization. In all other cases, transport
is called anomalous.
One-dimensional quasicrystals have long been expected to give rise to anomalous
behavior. Many papers have been devoted to a study of the transport properties
of the Fibonacci Hamiltonian. For example, it is known that all the time-averaged
transport exponents defined above are strictly positive for all λ > 0, ω ∈ T; see
[12]. On the other hand, upper bounds for all the transport exponents were shown
in [18] for λ > 8. The exact large coupling asymptotics of α˜±u were identified in
[19], where it was shown that
(1) lim
λ→∞
α˜±u · logλ = 2 log
1 +
√
5
2
,
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uniformly in ω ∈ T. In particular, the Fibonacci Hamiltonian indeed gives rise
to anomalous transport for sufficiently large coupling. The behavior in the weak
coupling regime was studied in [9], where it was shown that there is a constant
c > 0 such that for λ > 0 sufficiently small, we have
1− cλ2 ≤ α˜±u ≤ 1,
uniformly in ω ∈ T.
In this paper we will study the behavior of the transport exponents for more
general frequencies α. The main motivation for this is that bounding transport
exponents is a highly non-trivial task, especially when they take fractional values,
and very little was known beyond the Fibonacci case. The family of Sturmian
Hamiltonians is the natural next step up in generality and it is of interest to ex-
plore in which generality fractional transport exponents occur within this class and
whether the exponents (or at least their asymptotics in the regime of large or small
coupling) can be identified exactly.
Given a frequency α ∈ (0, 1) \Q, consider its continued fraction expansion
α =
1
a1 +
1
a2 +
1
a3 + · · ·
=: [a1, a2, a3, . . .]
with uniquely determined ak ∈ Z+ = {1, 2, 3, . . .}. The k-th continued fraction
approximant of α is given by pkqk , where
p−1 = 1, p0 = 0, pk+1 = ak+1pk + pk−1, k ≥ 0,
q−1 = 0, q0 = 1, qk+1 = ak+1qk + qk−1, k ≥ 0.
We say that α is of constant (resp., bounded) type if the sequence {ak} is con-
stant (resp., bounded). Moreover, α is said to have bounded density if the sequence
of Cesa`ro averages { 1n
∑n
k=1 ak} is bounded. Each of these classes of α’s has zero
Lebesgue measure. For frequencies of bounded density and any coupling and phase,
it was shown in [12] that all time-averaged transport exponents are strictly posi-
tive. The lower bounds obtained in [12], while establishing strict positivity, are not
expected to be sharp.
In this paper we establish both upper and lower bounds for the transport ex-
ponents under suitable assumptions on the parameters. These bounds are very
likely sharp in many cases (this fact has been verified in the Fibonacci case and
this verification should work in a similar way for more general frequencies). The
detailed estimates can be found in Proposition 4.8, but the formulation of this re-
sult requires several definitions that will be given later. Here in the introduction
we focus on some particular consequences that are easy to state.
Our first result provides an upper bound for all time-averaged transport expo-
nents in the large-coupling regime that is uniform in the frequency on a set of full
measure.
Theorem 1.1. For Lebesgue almost every α, and uniformly in ω, we have
lim sup
λ→∞
α˜+u · logλ ≤
π2
12 log 1+
√
5
2
.
4 D. DAMANIK, A. GORODETSKI, Q.-H. LIU, AND Y.-H. QU
Theorem 1.1 at first glance looks like merely a slight improvement over [29,
Corollary 1] (which implies that lim supλ→∞ α˜
+
u ·logλ ≤ π
2
6 log 2 ), but it gives a bound
that appears to be a good candidate for a sharp bound (or even exact asymptotics).
Moreover, as we will discuss below, the proofs in [29] have several gaps, so that most
of the main results of [29], including [29, Corollary 1], are actually not completely
proved there. For some of the results there it is even doubtful whether they are
true as stated.
Thus, recognizing that the way we prove Theorem 1.1 suggests that the asymp-
totics obtained there may very well be optimal, we would like to formulate the
following question.
Question 1.2. Is the bound given by Theorem 1.1 sharp? Or, even stronger, is it
true that for Lebesgue almost every α, we have limλ→∞ α˜+u · logλ = π
2
12 log 1+
√
5
2
?
Our next result identifies the precise large coupling asymptotics of the time-
averaged upper transport exponents for frequencies of constant type.
Theorem 1.3. Let α = [m,m,m, . . .], m ≥ 1 be an irrational number of constant
type. Then for every λ > 4, α˜+u = α˜
−
u , the common value is independent of ω, and
lim
λ→∞
α˜±u · logλ =
{
2 log m+
√
m2+4
2 = 2 log
1+
√
5
2 if m = 1,
log m+
√
m2+4
2 if m 6= 1.
Remark 1.4. (a) The case m = 1 corresponds to the Fibonacci Hamiltonian, and
as pointed out above, for that case Theorem 1.3 is not new. Namely, in that case
the identity α˜+u = α˜
−
u is contained in [11, Theorem 1.2], and the asymptotics for
λ→∞ were established in [18, 19]. For m ≥ 2, the result is new.
(b) As we will explain in Section 5, the proof of Theorem 1.3 extends to fre-
quencies whose continued fraction expansion is eventually periodic. In this case,
an exact asymptotic statement as above holds, and the limit can in principle be
calculated.
(c) Theorem 1.3 complements the results obtained recently by Liu, Qu, Wen
[27], Munger [31], and Qu [32] who considered general Sturmian Hamiltonians and
studied the large coupling asymptotics of other interesting quantities associated
with these operators, namely the Hausdorff and box counting dimension of the
spectrum, the Hausdorff dimension of the density of states measure, and the optimal
Ho¨lder exponent of the integrated density of states.
Remark 1.5. It is also interesting to compare Theorem 1.1 and Theorem 1.3. For
m ≥ 6, we have log m+
√
m2+4
2 >
π2
12 log 1+
√
5
2
. Therefore, for m ≥ 6 and sufficiently
large coupling, the corresponding transport exponent is larger than the transport
exponents corresponding to Lebesque almost every frequency. This is in some sense
surprising as heuristic arguments may suggest that transport for a frequency of
constant type should not be faster than transport for a frequency with unbounded
continued fraction coefficients. This, however, is one of the mysteries of Sturmian
Hamiltonians. It remains unclear in which way large continued fraction coefficients
influence dimensional and transport properties, but the pair of results above is a
first step toward clarifying this.
Finally, we also have a statement about the time-averaged lower transport ex-
ponent which holds for generic frequencies.
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Theorem 1.6. For every λ > 0, there exists a dense Gδ set G ⊂ (0, 1) such that
for every α ∈ G, there exists ω such that for the operator Hλ,α,ω, we have α˜+ℓ = 1.
Remark 1.7. (a) Both β˜+(p) and β+(p) are non-decreasing in p and take values
in [0, 1] [20]. Moreover, we have the general bounds β˜+(p) ≤ β+(p) for every p > 0;
see (the proof of) [15, Lemma 7.2]. In particular, for the operator Hλ,α,ω found in
the theorem, we have α˜+ℓ = α
+
ℓ = α˜
+
u = α
+
u = 1.
(b) Theorem 6 in [29], which is the basis for the assertion in [29, Theorem 2],
claims that there exists α such that for every λ > 20, we have α˜+u = 1 for the
operator Hλ,α,0. What we add here is the extension throughout the entire range of
moments p > 0 and couplings λ > 0, the consideration of both time-averaged and
non-time-averaged quantities, and the genericity of the set of frequencies for which
such a statement can be shown. Moreover, and more importantly, there is a mistake
in the proof of [29, Theorem 6]. The author only forces periodic approximation on
a half-line, while the argument needs periodic approximation in both directions.
This necessitates the adjustments of the phase, and hence it is actually not clear
whether the result as claimed in [29] even holds.
(c) While the overall argument is inspired by a construction of Last in [25], we
also borrow some ideas from the work [16] on quasi-ballistic transport for generic
limit-periodic operators. However, there is a significant difference between our case
and smooth quasi-periodic cases covered by Last’s argument and limit-periodic
cases studied in [16]. In our case the phase dependence is delicate due to the
discontinuity of the sampling function. In particular, care must be taken in the
construction of the phase for which one has the desired dynamical lower bounds,
and the set of phases one obtains in this way is significantly smaller than in the
other two scenarios. We don’t attempt to optimize this and only generate one phase
that works. Moreover our construction is more involved due to these difficulties.
2. The Structure and Coding of the Spectrum
We describe the structure of the spectrum Σ = Σλ,α for some fixed λ and
α ∈ (0, 1) \ Q. We will see that Σ has a natural covering structure which can
be associated with a natural coding.
Let k ≥ 1 and z ∈ C, the transfer matrix Mk(z) for zero phase over qk sites is
defined by
Mk(z) := TqkTqk−1 · · ·T1,
where
Tj =
[
z − λχ[1−α,1)(jα mod 1) −1
1 0
]
.
By convention we take
M−1(z) =
[
1 −λ
0 1
]
, M0(z) =
[
z −1
1 0
]
.
For k ≥ 0, p ≥ −1, let t(k,p)(z) = tr(Mk−1(z)Mpk(z)) and
σ(k,p) = {z ∈ R : |t(k,p)(z)| ≤ 2},
where trM stands for the trace of the matrix M .
With these notations, we collect some known facts (see [21, 27, 28, 33]) that will
be used later.
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(A) Renormalization relation. For any k ≥ 0,
Mk+1(z) =Mk−1(z)(Mk(z))ak+1 ,
so, t(k+1,0) = t(k−1,ak), t(k,−1) = t(k−1,ak−1). We also have the recursive
relations
(2) t(k,p+1) = t(k+1,0)t(k,p) − t(k,p−1)
for the traces.
(B) Structure of σ(k,p)(k ≥ 0, p ≥ −1). For λ > 0, σ(k,p) is made of deg t(k,p)
disjoint closed intervals.
(C) Invariant. Defining Λ(x, y, z) = x2 + y2 + z2 − xyz − 4, we have
(3) Λ(t(k+1,0), t(k,p), t(k,p−1)) = λ
2.
Thus for any k ∈ N, p ≥ 0 and λ > 4,
(4) σ(k+1,0) ∩ σ(k,p) ∩ σ(k,p−1) = ∅.
(D) Covering property. For any k ≥ 0, p ≥ −1,
(5) σ(k,p+1) ⊂ σ(k+1,0) ∪ σ(k,p),
then
(σ(k+2,0) ∪ σ(k+1,0)) ⊂ (σ(k+1,0) ∪ σ(k,0)).
Moreover,
Σ =
⋂
k≥0
(σ(k+1,0) ∪ σ(k,0)).
The intervals of σ(k,p) will be called the bands. When we discuss only one of
these bands, it is often denoted as B(k,p). Property (B) also implies t(k,p)(z) is
monotone on B(k,p), and
t(k,p)(B(k,p)) = [−2, 2].
We call t(k,p) the generating polynomial of B(k,p).
{σ(k+1,0) ∪ σ(k,0) : k ≥ 0} form a covering of Σ. However there are some repeti-
tions between σ(k,0)∪σ(k−1,0) and σ(k+1,0)∪σ(k,0). It is possible to choose coverings
of Σ elaborately such that we can get rid of these repetitions, and this is described
as follows:
Definition 2.1. For λ > 4, k ≥ 0, we define three types of bands as follows:
(k, I)-type band: a band of σ(k,1) contained in a band of σ(k,0);
(k, II)-type band: a band of σ(k+1,0) contained in a band of σ(k,−1);
(k, III)-type band: a band of σ(k+1,0) contained in a band of σ(k,0).
By property (B), (4), and (5), all three kinds of types of bands are well defined,
and we call these bands spectral generating bands of order k. Note that for order 0,
there is only one (0, I)-type band σ(0,1) = [λ−2, λ+2] (the corresponding generating
polynomial is t(0,1) = z − λ), and only one (0, III)-type band σ(1,0) = [−2, 2] (the
corresponding generating polynomial is t(1,0) = z). They are contained in σ(0,0) =
(−∞,∞) with corresponding generating polynomial t(0,0) ≡ 2. For convenience, we
call σ(0,0) the spectral generating band of order −1.
For any k ≥ −1, denote by Gk the set of all spectral generating bands of order
k. Then the intervals in Gk are disjoint. Moreover,
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• (σ(k+2,0) ∪ σ(k+1,0)) ⊂
⋃
B∈Gk B ⊂ (σ(k+1,0) ∪ σ(k,0)), thus
(6) Σ =
⋂
k≥0
⋃
B∈Gk
B;
• any (k, I)-type band contains only one band in Gk+1, which is of (k+1, II)-
type;
• any (k, II)-type band contains 2ak+1 +1 bands in Gk+1, ak+1 + 1 of which
are of (k + 1, I)-type and ak+1 of which are of (k + 1, III)-type;
• any (k, III)-type band contains 2ak+1−1 bands in Gk+1, ak+1 of which are
of (k + 1, I)-type and ak+1 − 1 of which are of (k + 1, III)-type.
Thus {Gk}k≥0 forms a natural covering of the spectrum Σ. unique real number in
[0, 1] satisfies by
In the following we will give a coding for Σ. Let
E := {(I, II), (II, I), (II, III), (III, I), (III, III)}
be the admissible edges. To simplify the notation, we write
e12 = (I, II), e21 = (II, I), e23 = (II, III), e31 = (III, I), e33 = (III, III).
For each n ∈ N, define
τe(n) =


1 e = e12
n+ 1 e = e21
n e = e23
n e = e31
n− 1 e = e33.
Then define
En = {(e, τe(n), l) : e ∈ E , 1 ≤ l ≤ τe(n)}
E∗n = {(e, τe(n), l) ∈ En : e 6= e21, e23}.
For any w = (e, τe(n), l) ∈ En, we use the notation ew := e.
For any n, n′ ∈ N and any (e, τe(n), l) ∈ En and (e′, τ ′e(n′), l′) ∈ En′ , we say
(e, τe(n), l)(e
′, τ ′e(n
′), l′) is admissible if the end point of e is the initial point of e′.
We denote it by (e, τe(n), l)→ (e′, τ ′e(n′), l′).
Define
Ω = {ω ∈ E∗a1 ×
∞∏
m=2
Eam : ω = ω1ω2 · · · s.t. ωm → ωm+1 for all m ≥ 1}.
Define Ω1 = E∗a1 and for k ≥ 2, define
Ωk = {w ∈ E∗a1 ×
k∏
m=2
Eam : w = w1 · · ·wk s.t. wm → wm+1 for all 1 ≤ m < k}.
Define finally Ω∗ =
⋃
k≥1 Ωk.
Given any w ∈ Ωk, 1 ≤ m < k, we write w = u ∗ v or w = uv, where u =
w1 · · ·wm, v = wm+1 · · ·wk.
Given any w ∈ Ωk, define Bw inductively as follows: Let BI = [λ − 2, λ+ 2] be
the unique (0, I)-type band in G0 and let BIII = [−2, 2] be the unique (0, III)-type
band in G0.
Let w ∈ Ω1 be given. If w = (e12, 1, 1), then define Bw to be the unique (1, II)-
type band contained in BI . If w = (e31, τe31 (a1), l), then define Bw to be the unique
8 D. DAMANIK, A. GORODETSKI, Q.-H. LIU, AND Y.-H. QU
l-th (1, I)-type band contained in BIII . If w = (e33, τe33 (a1), l), then define Bw to
be the unique l-th (1, III)-type band contained in BIII , where we order the bands
of the same type from left to right.
Suppose Bw has been defined for any w ∈ Ωk−1. Given w ∈ Ωk and write
w = w′ ∗ (e, τe(ak), l). Then w′ ∈ Ωk−1. If e = (T, T ′), define Bw to be the unique
l-th (k, T ′)-type band inside Bw′ .
With these notations we can rewrite (6) as
Σ =
⋂
k≥0
⋃
w∈Ωk
Bw.
Given w ∈ Ωk, we say w has length k and denote by |w| = k. If Bw is of (k, T )
type, sometimes we also say simply that Bw has type T . We will write hw for the
generating polynomial of Bw. Moreover, given a band B, we will also write tB for
its generating polynomial, that is, if B = Bw, then tB = hw.
3. The Length of the Longest Band at a Given Level
The following lemma is [27, Lemma 3.6] (see also [21, Proposition 3.3]).
Lemma 3.1. Assume λ ≥ 20. Assume w ∈ Ωk, wu ∈ Ωk+1 with u = (e, p, l).
Let hw, hwu be the generating polynomials of Bw, Bwu, respectively. Then for any
z ∈ Bwu, if e 6= e12,
(7)
λ− 8
3
(p+ 1) csc2
lπ
p+ 1
≤
∣∣∣∣h′wu(z)h′w(z)
∣∣∣∣ ≤ (λ+ 5)(p+ 1) csc2 lπp+ 1 ,
if e = e12, then p = 1, we have
(8)
(
2(λ− 8)
3
)ak+1−1
≤
∣∣∣∣h′wu(z)h′w(z)
∣∣∣∣ ≤ (2(λ+ 5))ak+1−1 .
We remark that here p = τe(ak+1).
The above lemma has the following consequence:
Lemma 3.2. Assume λ ≥ 20. Write t1 = (λ − 8)/3 and t2 = 3(λ + 5). Then for
any w = w1 · · ·wk ∈ Ωk with wi = (ei, τei(ai), li), we have
(9)∏
ei=e12
1
tai−12
·
∏
ei 6=e12
1
t2ai
·
∏
ei 6=e12
sin2
liπ
τei(ai) + 1
≤ |Bw| ≤ 4
∏
ei=e12
1
tai−11
·
∏
ei 6=e12
1
t1ai
.
Proof. Given w ∈ Ωk. Consider the initial ladder (Bi)ki=0 with B0 the unique
band in G0 containing Bw and Bk = Bw. Let (Bˆi)mi=0 be the related modified
ladder (cf. [21]) and (hˆi)
m
i=0, (pi)
m−1
i=0 and (li)
m−1
i=0 be the corresponding generating
polynomials, type sequence and index sequence. Since hˆm(Bˆm) = [−2, 2], there
exists z0 ∈ Bˆm such that |hˆ′m(z0)||Bˆm| = 4. Notice also that |hˆ′0| ≡ 1 (see the
explanation after Definition 2.1), then by Proposition 6.3 of [27], the definition of
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modified ladder and (44) of [27]
|Bw| = |Bˆm| = 4 |hˆ
′
0(z0)|
|hˆ′m(z0)|
≤ 4
m−1∏
i=0
3 sin2 liπτei (ai)+1
(λ− 8)(τei(ai) + 1)
≤ 4
∏
ej=e12
1
(2t1)aj−1
·
∏
ej 6=e12
1
(τej (aj) + 1)t1
≤ 4
∏
ej=e12
1
t
aj−1
1
·
∏
ej 6=e12
1
ajt1
.
Similarly, by using the fact that τe(n) + 1 ≤ 3n, we have
|Bw| ≥ 4
m−1∏
i=0
sin2 liπpi+1
(λ+ 5)(τei(ai) + 1)
= 4
∏
ej=e12
1
(2(λ+ 5))aj−1
·
∏
ej 6=e12
sin2
ljπ
τej (aj)+1
(τej (aj) + 1)(λ+ 5)
≥
∏
ej=e12
1
t
aj−1
2
·
∏
ej 6=e12
1
ajt2
·
∏
ej 6=e12
sin2
ljπ
τej (aj) + 1
.

Write
δk = (a1 · · · ak)1/k.
For any w ∈ Ωk, define
|w|∗ := #{1 ≤ i ≤ k : ei = e12 and ai = 1}.
We have the following corollary.
Corollary 3.3. Assume λ ≥ 20. Write t1 = (λ − 8)/3 and t2 = 3(λ + 5). Then
for any w = w1 · · ·wk ∈ Ωk with wi = (ei, τei(ai), li), we have
(10) |Bw| ≤ 48kδ−kk λ|w|∗−k.
If moreover we take li = 1 when ai = 1, 2 and li = ⌊(τei(ai) + 1)/2⌋ when ai ≥ 3,
then
(11) |Bw| ≥ 8−kδ−kk λ−k
∏
ei=e12
ai
tai−22
.
Proof. First, by (9) we have
|Bw| ≤ 4
∏
ei=e12
1
tai−11
·
∏
ei 6=e12
1
t1ai
= 4
∏
ei=e12
ai
tai−21
·
n∏
i=1
1
t1ai
.
Notice that
ai
tai−21


= t1 ai = 1
= 2 ai = 2
≤ 2 ai ≥ 3
.
Since λ ≥ 20, we have λ/6 ≤ t1 ≤ λ. Consequently we get
|Bw| ≤ 48kδ−kk λ|w|∗−k.
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In the following we take li = 1 for ai = 1, 2 and li = ⌊(τei(ai) + 1)/2⌋ for ai ≥ 3.
Then it is easy to show that π/4 ≤ liπ/(τei(ai) + 1) ≤ π/2. By (9),
|Bw| ≥ 2−k
∏
ei=e12
1
tai−12
·
∏
ei 6=e12
1
t2ai
= 2−k
∏
ei=e12
ai
tai−22
·
k∏
i=1
1
t2ai
.
Since λ ≥ 20 we have t2 ≤ 4λ, thus we conclude that
|Bw| ≥ 8−kδ−kk λ−k
∏
ei=e12
ai
tai−22
.

We have the following estimates for the maximal length of the bands of order k.
Proposition 3.4. Consider the integer sequence a1 · · · ak. It may be divided by 1’s
into several segments that do not contain 1’s, that is, we can write
a1 · · · ak = A11m1A21m2A3 · · ·As1msAs+1,
where for any i = 1, · · · , s + 1, Ai = amam+1 · · ·am+l for some m > 0, l ≥ 0,
aj > 1 for any m ≤ j ≤ m + l, and mi ≥ 1. Note that if a1 = 1, then A1 = ∅.
Assume |Bwˆ| = max{|Bw| : w ∈ Ωn}, then
(12) 8−k · δ−kk · λ−k+
∑s
j=1⌊(mj+1)/2⌋ ≤ |Bwˆ| ≤ 48k · δ−kk · λ−k+
∑s
j=1⌊(mj+1)/2⌋.
Proof. Given any w ∈ Ωn, let us show that
(13) |w|∗ ≤
s∑
j=1
⌊
mj + 1
2
⌋
.
Indeed by the definition of admissibility we know that e12e12 is not admissible.
Thus for each block 1mj = am+1 · · · am+mj ,
#{m+ 1 ≤ j ≤ m+mj : ej = e12} ≤
⌊
mj + 1
2
⌋
.
Consequently (13) holds.
Now by (10) we get
|Bw| ≤ 48k · δ−kk · λ−k+
∑s
j=1⌊(mj+1)/2⌋.
In particular, this inequality holds for Bwˆ. Thus we get the second inequality of
(12).
Next we will construct a special w˜ ∈ Ωn. Write |Aj | = nj and τm =
∑m
j=1(nj +
mj). At first we define ej, j = 1, · · · , τs + ns+1 by induction.
For j = 1, · · · , τ1, we discuss four cases:
Case 1: n1 = 0 and m1 is odd. Define
e1 · · · em1 = e12(e21e12)(m1−1)/2.
Case 2: n1 = 0 and m1 is even. Define
e1 · · · em1 = e31e12(e21e12)m1/2−1.
Case 3: n1 > 0 and m1 is odd. Define
e1 · · · en1 · en1+1 · · · en1+m1 = en1−133 e31 · e12(e21e12)(m1−1)/2.
Case 4: n1 > 0 and m1 is even. Define
e1 · · · en1 · en1+1 · · · en1+m1 = en133 · e31e12(e21e12)m1/2−1.
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Assume ej is already defined for j ≤ τi−1. Now define ej , j = τi−1+1, · · · , τi as
follows.
Case 1: ni = 1 and mi is odd. Define
eτi−1+1 · · · eτi−1+ni · eτi−1+ni+1 · · · eτi = e21 · e12(e21e12)(m1−1)/2.
Case 2: ni ≥ 2 and mi is odd. Define
eτi−1+1 · · · eτi−1+ni · eτi−1+ni+1 · · · eτi = e23eni−233 e31 · e12(e21e12)(m1−1)/2.
Case 3: mi is even. Define
eτi−1+1 · · · eτi−1+ni · eτi−1+ni+1 · · · eτi = e23eni−133 · e31e12(e21e12)mi/2−1.
Thus by induction we have defined ej for j = 1, · · · , τs. Finally, if ns+1 > 0, then
define
eτs+1 · · · eτ+ns+1 = e23ens+1−133 .
Now define w˜j = (ej , τej (aj), lj) such that
lj =
{
1 aj = 1, 2
⌊(τej (aj) + 1)/2⌋ aj ≥ 3.
Then for w˜ = w˜1 · · · w˜k, by construction it is seen that
|w˜|∗ =
s∑
j=1
⌊
mj + 1
2
⌋
.
Moreover ej = e12 only if aj = 1. Since t2 ≥ λ, by (11) we have
|Bw˜| ≥ 8−kδ−kk λ−kλ
∑s
j=1⌊(mj+1)/2⌋.
Since we have |Bwˆ| ≥ |Bw˜|, the first inequality of (12) holds. 
Example 3.5. 1) If aj ≥ 2, then the maximal length is about
(a1 · · · ak)−1λ−k.
2) If aj = 1, then the maximal length is about
λ−k/2.
3) If a2j = 1 and a2j+1 ≥ 2, then the maximal length is about
(a1 · · ·ak)−1λ−k/2.
4) If a1a2 · · · = 112112112 · · · , then the maximal length is about
(a1 · · · ak)−1λ−2k/3 ≃ 2−k/3λ−2k/3.
5) If a1a2 · · · = 111212111212111212 · · · , then the maximal length is about
(a1 · · · ak)−1λ−k/2 ≃ 2−k/3λ−k/2.
Remark 3.6. Notice that the examples above show that the asymptotics of the
the length of the longest band is not a function of the frequencies of the continued
fraction coefficients in general.
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4. The Connection Between the Longest Spectral Generating Bands
and the Upper Transport Exponent
For any k ≥ −1, let us write xk(z) = trMk(z) and yk(z) = tr[Mk−1(z)Mk(z)].
Notice that xk(z) = t(k+1,0)(z) and yk(z) = t(k,1)(z). The following lemma was
stated as [29, Lemma 2].
Lemma 4.1. Suppose δ ≥ 0 and z ∈ C. A necessary and sufficient condition for
{xk(z)}k≥−1 to be unbounded is that there exists k0 ≥ 0 such that
(14) |xk0−1(z)| ≤ 2 + δ, |xk0(z)| > 2 + δ, |yk0(z)| > 2 + δ.
In this case, this k0 is unique, and with
Gk = Gk−1 + akGk−2, G0 = G−1 = 1,
we have
|xk+1(z)| ≥ |yk(z)| ≥ (1 + δ)Gk−k0 + 1, for every k > k0.
Remark 4.2. Since this lemma is important in what follows, we need to comment
on it and its proof. While it was shown that the condition is sufficient in [29], it
wasn’t shown there that it is necessary. This part of the proof is simply missing
in [29]. Moreover, the following example shows that the condition is in fact not
necessary.
Consider λ = 3, any frequency α with a1 = 3 and a2 = 1, and z = 3. Then, one
computes that
x−1(z) = 2, x0(z) = 3, y0(z) = 0, x1(z) = 6, y1(z) = −16, x2(z) = −16.
Since z is real, [2, Proposition 4] applies and yields that starting at k = 0, the
super-exponential escape kicks in, no matter how the subsequent continued fraction
coefficients are chosen. In particular, we have |xk(z)| > 2 for every k ≥ 0. This
shows that, while {xk(z)}k≥−1 is unbounded, there exists no k0 ≥ 0 such that (14)
holds.
We modify Lemma 4.1 as follows.
Lemma 4.3. Let δ ≥ 0 and z ∈ C. Suppose that there exists k0 ≥ 0 such that
(15) |xk0(z)| > 2 + δ, |yk0(z)| > 2 + δ, |yk0(z)| > |xk0−1(z)|.
Let
(16) G
(k0)
0 = 1, G
(k0)
1 = ak0+1, G
(k0)
k+1 = ak0+k+1G
(k0)
k +G
(k0)
k−1, k ≥ 1,
Then, we have
(17) |xk0+k(z)| > (1 + δ)G
(k0)
k + 1, for every k ≥ 0.
Proof. By (15), we have (17) for k = 0. Instead of proving (17) for k ≥ 1, we prove
by induction the following inequalities for any k ≥ 1,
(18)
|xk0+k(z)| > (1 + δ)G
(k0)
k + 1
|yk0+k(z)| > (|xk0+k−1(z)| − 1)|xk0+k(z)|
|yk0+k(z)| > |xk0+k−1(z)|.
Note that since |xk0 (z)| > 2 + δ and a, b > 2 implies (a − 1)b > a, the second
inequality always implies the third inequality. We write them in this form in order
to apply the following claim.
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Claim. For any k ≥ 0, p ≥ 1, if
|t(k+1,0)(z)| > 2 + δ, |t(k,p)(z)| > 2 + δ, |t(k,p)(z)| > |t(k,p−1)|,
then
|t(k,p+1)(z)| > (|t(k+1,0)(z)| − 1)|t(k,p)(z)|.
The claim is a direct result of the recursion (2).
By the fact that for any k ≥ 0,
(19) t(k,ak+1)(z) = t(k+2,0)(z) = xk+1(z), t(k,ak+1+1)(z) = t(k+1,1)(z) = yk+1(z),
the condition (15) is equivalent to
|t(k0+1,0)(z)| > 2 + δ, |t(k0,1)(z)| > 2 + δ, |t(k0,1)(z)| > |t(k0,0)(z)|.
By our claim and induction, we have
(20)
|xk0+1(z)| > (|xk0(z)| − 1)ak0+1−1|yk0(z)| > (1 + δ)ak0+1 + 1
|yk0+1(z)| > (|xk0 (z)| − 1)|xk0+1(z)|
|yk0+1(z)| > |xk0(z)|.
This implies (18) for k = 1.
Suppose (18) hold for any n with 1 ≤ n ≤ k for some k ≥ 1. Then
|xk0+k+1(z)| = |t(k0+k,ak0+k+1)(z)|
> (|xk0+k(z)| − 1)ak0+k+1−1|yk0+k(z)|
> (|xk0+k(z)| − 1)ak0+k+1−1(|xk0+k−1(z)| − 1)|xk0+k(z)|
> (|xk0+k(z)| − 1)ak0+k+1(|xk0+k−1(z)| − 1) + 1
> (1 + δ)ak0+k+1G
(k0)
k +G
(k0)
k−1 + 1
= (1 + δ)G
(k0)
k+1 + 1,
where the first inequality is due to the Claim, (19) and induction, the second and
the third inequalities are by the induction hypothesis, for k > 1, the forth inequality
is because of the induction hypothesis, for k = 1, the forth inequality is because of
|xk0(z)| > 2 + δ.
And also by the claim and (19), we have
|yk0+k+1(z)| > (|xk0+k(z)| − 1)|xk0+k+1(z)|, |yk0+k+1(z)| > |xk0+k(z)|.
By induction, we get (18) and hence (17) for all k ≥ 1. 
Now we can give a necessary and sufficient criterion for {xk(z)}k≥−1 to be un-
bounded.
Lemma 4.4. Let δ ≥ 0.
(a) Given z ∈ C, a necessary and sufficient condition for {xk(z)}k≥−1 to be
unbounded is that there exists k0 ≥ 0 such that
(21) |xk0−1(z)| ≤ 2 + δ, |xk0 (z)| > 2 + δ, |xk0+1(z)| > 2 + δ.
(b) If there is a k0 such that (21) holds, then (21) holds for no other value of k0
and we have |xk(z)| ≥ (1 + δ)G
(k0)
k−k0 + 1, with G from (16), for k ≥ k0.
(c) There exists a constant Cλ,δ ∈ (0,∞) such that for every z ∈ C, the following
holds. If |xk1(z)| ≤ 2 + δ, then we have
(22) |xk(z)| ≤ Cλ,δ
for every k ∈ {0, . . . , k1}. In particular, if {xk(z)}k≥−1 is bounded, then we have
(22) for every k ≥ −1.
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Remark 4.5. This lemma is a version of [2, Proposition 4] for complex energies.
Note that [2, Proposition 4] is a statement for real energies and δ = 0. Indeed,
its proof in [2] makes crucial use of the fact that the energy z in question is real.
Given the method we use to estimate transport exponents, we absolutely do need
a version of this statement for energies that are not real. Our proof of Lemma 4.4
not only works for general complex energies z (and δ ≥ 0), it is also simpler than
the proof of [2, Proposition 4].
As pointed out in [2], a statement like [2, Proposition 4] or Lemma 4.4 is of fun-
damental importance in an analysis of Sturmian Hamiltonians that is based on the
trace map approach. In particular, such a result is necessary in many extensions of
results from the Fibonacci case to the Sturmian case, and the subsequent discussion
in this section is yet another instance of this.
Proof of Lemma 4.4. (a) We first show that the condition is sufficient. Suppose
that k0 satisfies (21). Then, equivalently,
|t(k0,0)(z)| ≤ 2 + δ, |t(k0+1,0)(z)| > 2 + δ, |t(k0,ak0+1)(z)| = |t(k0+2,0)(z)| > 2 + δ.
So in the sequence (t(k0,p)(z))
ak0+1
p=0 , there exists 0 < p ≤ ak0+1 such that
|t(k0,p−1)(z)| ≤ 2 + δ < |t(k0,p)(z)|.
By the claim in Lemma 4.3 and induction, we find
|t(k0,ak0+1)(z)| ≥ (t(k0+1,0(z)| − 1)ak0+1−p|t(k0,p)(z)||t(k0,ak0+1+1)(z)| > (t(k0+1,0(z)| − 1)|t(k0,ak0+1)(z)|.
Hence
|yk0+1(z)| = |t(k0,ak0+1+1)(z)| > 2 + δ, |yk0+1(z)| > |xk0(z)|.
Since we already have |xk0+1(z)| > 2+δ, by Lemma 4.3, {xk(z)}k≥−1 is unbounded.
We now show that the condition is necessary. Since x−1(z) = 2, the non-existence
of k0 such that (21) holds is equivalent to the non-existence of k0 such that
|xk0(z)| > 2 + δ, |xk0+1(z)| > 2 + δ.
Suppose there is no k0 such that (21) holds. Fix k > 0 and assume |xk(z)| > 2+δ.
Then,
|t(k,0)(z)| = |xk−1(z)| ≤ 2 + δ.
Moreover,
|t(k,1)(z)| = |yk(z)| ≤ 2 + δ,
for otherwise |yk(z)| > 2 + δ, together with |xk(z)| > 2 + δ and |xk−1(z)| ≤ 2 + δ,
then by (17),
|t(k,ak+1)(z)| = |xk+1(z)| > 2 + δ,
a contradiction again.
Since
Λ(xk−1(z), xk(z), yk(z)) = λ2,
the estimates above imply that |xk(z)| ≤ Cλ,δ for a suitable constant Cλ,δ ∈ (0,∞).
(b) This statement follows from the argument used in proving the sufficiency of
the condition in part (a) and (17).
(c) This statement follows from the argument used in proving the necessity of
the condition in part (a). 
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For δ ≥ 0, set
σδk = {z ∈ C : |xk(z)| ≤ 2 + δ}.
Similarly, we also consider a complexification of Gk by replacing 2 with 2+δ and the
real preimage with the complex preimage. Explicitly, for each B ∈ Gk, which is a
connected component of {z ∈ R : |tB(z)| ≤ 2} (i.e., tB is the generating polynomial
of B, which is either xk or yk), we pass to the set B
δ which is given by the connected
component of {z ∈ C : |tB(z)| ≤ 2 + δ} that contains B. Then, we consider⋃
B∈Gk
Bδ ⊂ C.
Lemma 4.6. For every λ > 4, there exists δ(λ) > 0 such that for every δ ∈
[0, δ(λ)), every k ≥ 0, we have the following statements.
(a) For every B ∈ Gk, Bδ contains a unique zero zB of its generating polynomial
tB.
(b) We have
(23) σδk ∪ σδk+1 ⊆
⋃
B∈Gk
Bδ ⊆ σδk−1 ∪ σδk.
Proof. The choice of δ(λ) needs to ensure that we still have σδ(k,p+1) ∩ σδ(k+1,0) ∩
σδ(k,p) = ∅ for all δ ∈ [0, δ(λ)), k ≥ 0, and p ≥ −1. By λ > 4 and the invariance
condition (3), such a choice is clearly possible.
(a) It is known that tB has a unique zero on each of its real components. This
persists when 2 is replaced by 2+ δ due to δ ∈ [0, δ(λ)) and our choice of δ(λ). The
maximummodulus principle then extends the statement to the complex component;
compare the proof of [18, Lemma 6].
(b) Recall that σk∪σk+1 ⊆
⋃
B∈Gk B ⊆ σk−1∪σk, so we need a complex version of
this statement. The complex version of the second inclusion holds by construction.
We prove the complex version of the first inclusion by mimicking the proof of the
inclusion in the real case.
To do this we need a formula that is analogous to (5), that is,
(24) σδ(k,p+1) ⊂ σδ(k+1,0) ∪ σδ(k,p).
Suppose this fails. Then, there is z such that |t(k,p+1)(z)| ≤ 2+δ, |t(k+1,0)(z)| > 2+δ
and |t(k,p)(z)| > 2 + δ. The recursion
tk,p−1(z) = t(k+1,0)(z)tk,p(z)− t(k,p+1)(z)
then implies |t(k,p−1)(z)| > 2 + δ. By an argument analogous to the one used
in the proof of Lemma 4.4, it then follows that |t(k,p+1)(z)| > 2 + δ, which is a
contradiction.
By definition of Gk, it contains all components in σ(k+1,0). So we only need to
consider components of σ(k+2,0). Suppose B(k+2,0) is a component of σ(k+2,0) which
is not contained in σ(k+1,0). By (5) and σ(k,p+1) ∩ σ(k+1,0) ∩ σ(k,p) = ∅, we obtain
B(k+2,0) = B(k,ak+1) ⊂ B(k,ak+1−1) ⊂ · · · ⊂ B(k,1).
So by (24) and σδ(k,p+1) ∩ σδ(k+1,0) ∩ σδ(k,p) = ∅, it follows that
Bδ(k+2,0) = B
δ
(k,ak+1)
⊂ Bδ(k,ak+1−1) ⊂ · · · ⊂ Bδ(k,1) ⊂ Bδ(k,0),
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where the last inclusion is due to
σδ(k+2,0) ∪ σδ(k+1,0) ⊂ σδ(k+1,0) ∪ σδ(k,0),
which is a consequence of Lemma 4.4. But this shows that Bδ(k+2,0) is contained in
Bδ(k,1), which in turn is of the form B
δ for some B ∈ Gk. 
Lemma 4.7. For every λ > 4, every δ ∈ [0, δ(λ)), and every bounded density
number α, there are constants C, ξ such that for every k, every B ∈ Gk, every
z ∈ Bδ, and every ω ∈ T, we have ‖M(n;λ, α, ω, z)‖ ≤ C|n|ξ for 1 ≤ |n| ≤ qk.
Proof. By Lemma 4.4 and (23), we have a uniform bound for |xk′ |, k′ = 0, . . . , k.
Using this observation, one can now mimic the proof of the power-law upper bound
from [23] (phase zero) and [14] (general phase) for the energy z and the sites n in
question. 
Let us define
r(B, δ) = sup{r > 0 : B(zB, r) ⊆ Bδ}, rk(δ) = max
B∈Gk
r(B, δ),
R(B, δ) = inf{R > 0 : B(zB, R) ⊇ Bδ}, Rk(δ) = max
B∈Gk
R(B, δ).
Proposition 4.8. Suppose λ > 4 and δ ∈ (0, δ(λ)/2).
(a) We have
(25)
1
Rk(δ)
≥ δ
2
(2 + δ)(2 + 2δ)2
min{|t′B(zB)| : B ∈ Gk}
and
(26)
1
rk(δ)
≤ (4 + 3δ)
2
(2 + δ)(2 + 2δ)2
min{|t′B(zB)| : B ∈ Gk}
for every k ≥ 0.
(b) If α is such that limk→∞ 1k log qk exists and is finite, then
(27) α˜+u ≤
limk→∞ 1k log qk
lim infk→∞ 1k log
1
Rk(δ)
If α is a bounded density number, then
(28) α˜+u ≥
lim infk→∞ 1k log qk
lim supk→∞
1
k log
1
rk(δ)
.
If α is of bounded type, then
(29) α˜−u ≥
lim infk→∞ 1k log qk
lim supk→∞
1
k log
1
rk(δ)
.
(c) If α is such that limk→∞ 1k log qk exists and is finite, then
(30) α˜+u ≤
limk→∞ 1k log qk
lim infk→∞ 1k logmin{|t′B(zB)| : B ∈ Gk}
.
If α is a bounded density number, then
α˜+u ≥
lim infk→∞ 1k log qk
lim supk→∞
1
k logmin{|t′B(zB)| : B ∈ Gk}
.
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If α is of bounded type, then
α˜−u ≥
lim infk→∞ 1k log qk
lim supk→∞
1
k logmin{|t′B(zB)| : B ∈ Gk}
.
In particular, suppose that α is of bounded type and the limits
lim
k→∞
1
k
log qk and lim
k→∞
1
k
logmin{|t′B(zB)| : B ∈ Gk}
exist. Then,
(31) α˜+u = α˜
−
u =
limk→∞ 1k log qk
limk→∞ 1k logmin{|t′B(zB)| : B ∈ Gk}
.
All statements in (b) and (c) above are uniform in the phase ω ∈ [0, 1).
Remark 4.9. By replacing the use of [18] in the proof with the method of [19],
one can obtain the same upper transport bounds for the non-time-averaged upper
transport exponent α+u . In particular, due to the trivial inequality α˜
+
u ≤ α+u , one
gets in (31) the chain of identities
α+u = α˜
+
u = α˜
−
u =
limk→∞ 1k log qk
limk→∞ 1k logmin{|t′B(zB)| : B ∈ Gk}
,
provided that the assumptions leading to (31) hold. assumption enters the proof is
when power-law upper bounds for transfer matrices are needed. This is completely
analogous to the result and proof in [12]. All other components of the proof work
for much more general frequencies. This renews the need for one to revisit the proof
of power-law upper bounds for transfer matrices (cf. [14, 23]) in order to determine
whether it extends to a larger class of frequencies.
Proof of Proposition 4.8. (a) Let λ > 4 and choose δ ∈ (0, δ(λ)/2). Fix k and
B ∈ Gk, and consider B2δ. Since B2δ contains exactly one zero of tB, it follows
from the maximum modulus principle and Rouche´’s Theorem that
tB : int(B
2δ)→ B(0, 2 + 2δ)
is univalent, and hence
t−1B : B(0, 2 + 2δ)→ int(B2δ)
is well-defined and univalent as well. Consequently, the following mapping is a
Schlicht function:
F : B(0, 1)→ C, F (z) = t
−1
B ((2 + 2δ)z)− zB
(2 + 2δ)[(t−1B )′(0)]
.
That is, F is a univalent function on B(0, 1) with F (0) = 0 and F ′(0) = 1.
The Koebe Distortion Theorem (see [4, Theorem 7.9]) implies that
(32)
|z|
(1 + |z|)2 ≤ |F (z)| ≤
|z|
(1 − |z|)2 for |z| < 1.
Evaluate the bound (32) on the circle |z| = 2+δ2+2δ . For such z, we obtain
(2 + δ)(2 + 2δ)
(4 + 3δ)2
≤ |F (z)| ≤ (2 + δ)(2 + 2δ)
δ2
.
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By definition of F this means that
|t−1B ((2 + 2δ)z)− zB| ≤
(2 + δ)(2 + 2δ)
δ2
(2 + 2δ)|(t−1B )′(0)|
and
|t−1B ((2 + 2δ)z)− zB| ≥
(2 + δ)(2 + 2δ)
(4 + 3δ)2
(2 + 2δ)|(t−1B )′(0)|
for all z with |z| = 2+δ2+2δ . In other words, if |z| = 2 + δ, then
(33) |t−1B (z)− zB| ≤
(2 + δ)(2 + 2δ)2
δ2
|(t−1B )′(0)|
and
(34) |t−1B (z)− zB| ≥
(2 + δ)(2 + 2δ)2
(4 + 3δ)2
|(t−1B )′(0)|.
Note that as z runs through the circle of radius 2+ δ around zero, the point t−1B (z)
runs through the entire boundary of Bδ. Thus, since |(t−1B )′(0)| = |t′B(zB)|−1, (33)
and (34) yield
B
(
zB,
(2 + δ)(2 + 2δ)2
(4 + 3δ)2
|t′B(zB)|−1
)
⊆ Bδ ⊆ B
(
zB,
(2 + δ)(2 + 2δ)2
δ2
|t′B(zB)|−1
)
.
In particular, it follows that
(2 + δ)(2 + 2δ)2
(4 + 3δ)2
|t′B(zB)|−1 ≤ r(B, δ) ≤ R(B, δ) ≤
(2 + δ)(2 + 2δ)2
δ2
|t′B(zB)|−1.
Thus,
δ2
(2 + δ)(2 + 2δ)2
|t′B(zB)| ≤
1
R(B, δ)
≤ 1
r(B, δ)
≤ (4 + 3δ)
2
(2 + δ)(2 + 2δ)2
|t′B(zB)|,
which in turn implies
δ2
(2 + δ)(2 + 2δ)2
(min{|t′B(zB)| : B ∈ Gk}) ≤
1
Rk(δ)
and
1
rk(δ)
≤ (4 + 3δ)
2
(2 + δ)(2 + 2δ)2
(min{|t′B(zB)| : B ∈ Gk}) .
This shows (25)–(26).
(b) The Parseval identity implies (see, e.g., [24, Lemma 3.2])
(35) 2π
∫ ∞
0
e−2t/T |〈δn, e−itHδ0〉|2 dt =
∫ ∞
−∞
∣∣〈δn, (H − E − iT )−1δ0〉∣∣2 dE,
and hence for the time averaged outside probabilities, defined by
(36) 〈P (N, ·)〉(T ) = 2
T
∫ ∞
0
e−2t/T
∑
|n|≥N
|〈δn, e−itHδ0〉|2 dt,
we have
(37) 〈P (N, ·)〉(T ) = 1
πT
∑
|n|≥N
∫ ∞
−∞
∣∣〈δn, (H − E − iT )−1δ0〉∣∣2 dE.
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The right-hand side of (37) may be studied by means of transfer matrices at complex
energies, which are defined as follows. For z ∈ C, n ∈ Z, we set
M(n;λ, α, ω, z) =
{
T (n;λ, α, ω, z) · · ·T (1;λ, α, ω, z) n ≥ 1,
T (n;λ, α, ω, z)−1 · · ·T (−1;λ, α, ω, z)−1 n ≤ −1,
where
T (ℓ;λ, α, ω, z) =
(
z − λχ[1−α,1)(ℓα+ ω mod 1) −1
1 0
)
.
By definition of Rk(δ), we have
Bδ ⊆ {z ∈ C : |Im z| ≤ Rk(δ)}
for every B ∈ Gk. If lim infk→∞ 1k log 1Rk(δ) = 0, then (27) holds trivially. Thus
let us consider the case where lim infk→∞ 1k log
1
Rk(δ)
> 0. Then, for ρ′ > 0 small
enough, we have
(38) s′ =
lim infk→∞ 1k log
1
Rk(δ)
lim supk→∞
1
k log qk
− ρ′ > 0.
(Should lim infk→∞ 1k log
1
Rk(δ)
be infinite, we can work with s′ arbitrarily large.)
From the definition of s′ it follows that for some suitable C′δ > 0, we have
Rk(δ) < C
′
δq
−s′
k ,
for every k ≥ 0. In particular, by (23) in Lemma 4.6, we have
(39) σδk ∪ σδk+1 ⊆ {z ∈ C : |Im z| < C′δq−s
′
k }.
For each ε = Im z > 0, one obtains lower bounds on |xk(E + iε)| which are
uniform for E ∈ [−K,K] ⊆ R. Namely, given ε > 0, choose k minimal with
the property C′δq
−s′
k−1 < ε. By (39), we infer that |xk−1(E + iε)| > 2 + δ and
|xk(E + iε)| > 2 + δ. Since |x−1(E + iε)| = 2 ≤ 2 + δ, the condition (21) holds for
some k0 ≤ k. Lemma 4.4 implies that |xk(z)| ≥ (1 + δ)G
(k0)
k−k0 + 1 for k ≥ k0. In
particular, for k′ ≥ k, we must have
|xk′ (E + iε)| ≥ (1 + δ)G
(k0)
k′−k .
Moreover, notice that G
(k0)
j always satisfies a uniform exponential (in j) lower
bound.
This motivates the following definitions. Fix some small δ > 0. For T > 1,
denote by k(T ) the unique integer with
qs
′
k(T )−2
C′δ
≤ T <
qs
′
k(T )−1
C′δ
and let
N(T ) = q
k(T )+⌊
√
k(T )⌋.
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Note that
lim sup
T→∞
logN(T )
logT
= lim sup
T→∞
log q
k(T )+⌊
√
k(T )⌋
logT
= lim sup
T→∞
log q
k(T )+⌊
√
k(T )⌋
k(T ) + ⌊√k(T )⌋
k(T ) + ⌊√k(T )⌋
logT
≤ lim sup
T→∞
log q
k(T )+⌊
√
k(T )⌋
k(T ) + ⌊√k(T )⌋
k(T ) + ⌊√k(T )⌋
s′ log qk(T )−2
=
1
s′
lim sup
T→∞
log q
k(T )+⌊
√
k(T )⌋
k(T ) + ⌊√k(T )⌋
k(T )− 2
log qk(T )−2
=
1
s′
,
since limk→∞ 1k log qk exists and is finite. Similarly, we see that
lim inf
T→∞
logN(T )
log T
≥ 1
s′
.
Thus, for every ν˜ > 0, there are constants Cν˜,1, Cν˜,2 > 0 such that
(40) Cν˜,1T
1
s′−ν˜ ≤ N(T ) ≤ Cν˜,2T 1s′+ν˜ .
It follows from [18, Theorem 7] and the argument above that1
〈P (N(T ), ·)〉(T ) . exp(−cN(T )) + T 3
∫ K
−K
(
max
3≤n≤N(T )
∥∥M (n;ω,E + iT )∥∥2
)−1
dE
. exp(−cN(T )) + T 3(1 + δ)−2G
(k0)
⌊
√
k(T )⌋ .(41)
(We can estimate the norm on the left half-line in a completely analogous way.)
From this bound, we see that 〈P (N(T ), ·)〉(T ) goes to zero faster than any inverse
power of T . Indeed, due to (40) this is clear for the first term (41), and for the
1This estimate obviously works for ω = 0 since then the trace and the norm are directly related.
For general ω, one can use the arguments developed in [5]. The central idea is that the trace of
words of length qk occurring in Sturmian sequences of slope α is the same for all but one word
and is given by xk. If the word in question is the “bad” one, we can simply shift by one to see a
good word, derive the estimate there and divide by C2, where C bounds the norm of a one-step
transfer matrix.
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second term in (41), we note that for any m > 0, we have
lim sup
T→∞
log
[
Tm(1 + δ)
−2G(k0)
⌊
√
k(T )⌋
]
≤ lim sup
T→∞
log
[
(N(T ))m˜(1 + δ)
−2G(k0)
⌊
√
k(T )⌋
]
≤ lim sup
T→∞
log
[
(q
k(T )+⌊
√
k(T )⌋)
m˜(1 + δ)
−2G(k0)
⌊
√
k(T )⌋
]
= lim sup
k→∞
log
[
(qk+⌊
√
k⌋)
m˜(1 + δ)
−2G(k0)⌊√k⌋
]
= lim sup
k→∞
[
m˜ log(qk+⌊√k⌋)− 2G(k0)⌊√k⌋ log(1 + δ)
]
≤ lim sup
k→∞
[
C1m˜(k + ⌊
√
k⌋)− C
√
k
2 log(1 + δ)
]
= −∞
for a suitable C2 > 1. Here we used (40), the existence and finiteness of
limk→∞ 1k log qk, and a trivial lower bound for G
(k0).
Therefore we can apply [18, Theorem 1] and obtain from (40) that
α˜+u ≤
1
s′
+ ν˜ =
(
lim infk→∞ 1k log
1
Rk(δ)
limk→∞ 1k log qk
− ρ′
)−1
+ ν˜.
Since we can take ρ′ > 0 and ν˜ > 0 arbitrarily small, (27) follows.
Let us now show (28) and (29). Assume first that α is a bounded density
number. Then, lim infk→∞ 1k log qk is finite. If lim supk→∞
1
k log
1
rk(δ)
is infinite,
there is nothing to prove, so let us consider the case where lim supk→∞
1
k log
1
rk(δ)
is finite.
Consider δ ∈ (0, δ(λ)), ε > 0, and a B ∈ Gk that serves as a maximizer in
rk(δ) = maxB∈Gk sup{r > 0 : B(zB, r) ⊆ Bδ}. Recall that zB is the unique zero of
tB in B
δ.
For ρ > 0 arbitrary, let
(42) s =
lim supk→∞
1
k log
1
rk(δ)
lim infk→∞ 1k log qk
+ ρ.
Clearly, s is strictly positive. By definition of s, for suitably chosen Cδ > 0, we
have
(43) Cδq
s
k ≥
2
rk(δ)
for every k ≥ 0.
Take N = qk and consider T ≥ CδNs (which in turn implies T ≥ 2rk(δ) by
(43)). Due to the Parseval formula (35), we can bound the time-averaged outside
probabilities from below as follows,
(44)
〈P (N, ·)〉(T ) & 1
T
∫
R
(
max
{‖M(N ;λ, α, ω,E + iT )‖, ‖M(−N ;λ, α, ω,E + iT )‖})−2 dE.
See, for example, the proof of [17, Theorem 1] for an explicit derivation of (44)
from (35).
22 D. DAMANIK, A. GORODETSKI, Q.-H. LIU, AND Y.-H. QU
By Lemma 4.7 there are constants C, ξ such that for every k, every z ∈ Bδ, and
every ω ∈ T, we have
(45) ‖M(n;λ, α, ω, z)‖ ≤ C|n|ξ.
for 1 ≤ |n| ≤ qk.
To bound the integral from below, we integrate only over those E ∈ (zB −
rk(δ), zB + rk(δ)) for which E + i/T ∈ B(zB, rk(δ)) ⊂ Bδ. Since 1T ≤ rk(δ)2 , the
length of such an interval Ik is larger than crk(δ) for some suitable c > 0. For
E ∈ Ik, we have
‖M(N ;λ, α, ω,E + iε)‖ . N ξ . T ξs .
Therefore, (44) together with (45) gives
(46) 〈P (N, ·)〉(T ) & rk
T
T−
2ξ
s & T−2−
2ξ
s ,
where N = qk, T ≥ CδNs, for any k ≥ k0.
In particular, for Tk = Cδq
s
k, we obtain〈
P
(
1
C
1/s
δ
T
1
s
k , ·
)〉
(Tk) = 〈P (qk, ·)〉(Tk) & T−2−
2ξ
s
k ,
which implies that
β˜+(p) ≥ 1
s
− 2
p
(
1 +
ξ
s
)
and
α˜+u ≥
1
s
=
(
lim supk→∞
1
k log
1
rk(δ)
lim infk→∞ 1k log qk
+ ρ
)−1
.
Since ρ > 0 can be taken arbitrarily small, this proves (28).2
To prove (29), assume the stronger condition that α is of bounded type. Let us
take any sufficiently large T and choose k maximal with Cδq
s
k ≤ T . Then,
Cδq
s
k ≤ T < Cδqsk+1 ≤ BsCδqsk,
where B is chosen so that qk+1 ≤ Bqk for every k. Such a B exists since α is of
bounded type.
It follows from (46) that〈
P
(
1
BC
1/s
δ
T
1
s , ·
)〉
(T ) ≥ 〈P (qk, ·)〉(T ) & T−2−
2ξ
s
for all sufficiently large T . It follows from the definition of β˜−(p) and α˜−u that
β˜−(p) ≥ 1
s
− 2
p
(
1 +
ξ
s
)
and
α˜−u ≥
1
s
=
(
lim supk→∞
1
k log
1
rk(δ)
lim infk→∞ 1k log qk
+ ρ
)−1
,
by (42). Since ρ > 0 can be taken arbitrarily small, this proves (29).
2The reader may be concerned about this lower bound assuming that it is possible for the
right-hand side to exceed 1, as it is known that α˜+u cannot exceed 1. However, there is no need
to worry as we must have limsupk→∞
1
k
log 1
rk(δ)
≥ lim infk→∞
1
k
log qk. This is simply because
of the number of connected components in question and the fact that their intersections with the
real line are all contained in a fixed (λ-dependent, but k-independent) compact subset of R.
TRANSPORT EXPONENTS OF STURMIAN HAMILTONIANS 23
(c) The estimates in this part follow immediately from the estimates in parts (a)
and (b). This concludes the proof. 
Remark 4.10. Let us comment on the results and proofs in [29]. Unfortunately,
there are several issues. We have already pointed out that [29, Lemma 2] is incorrect
as stated. Moreover, in the proofs of the main theorems of [29] there are several
mistakes and gaps. In the proof of [29, Theorem 1], [29, Lemma 2] is claimed to
be applicable on [29, p. 871]. However, the justification for this is not sufficient.
Indeed it does not follow from the arguments given there that (14) holds for some
k0. Next, there is a mistake in the chain of inequalities at the bottom of [29, p. 871].
The inequality goes in the wrong direction because one has the opposite of what is
needed due to the definition of γ(V ) on [29, p. 871]. This strongly calls into question
that the strategy of the proof can work under the assumption of [29, Theorem 1],
that is, when merely assuming that lim supk→∞
1
k log qk is finite. For these reasons,
neither is [29, Theorem 1] completely proved in [29], nor is it at all clear that [29,
Theorem 1] is correct as stated. Finally, as we will point out in the last section,
the proof of [29, Theorem 2] is flawed as well and it is also not at all clear whether
[29, Theorem 2] is correct as stated.
5. Asymptotics of Transport Exponents for Sturmian Potentials of
Constant Type
In this section we prove Theorem 1.3. The theorem will follow quickly from
Propositions 3.4 and 4.8.
Proof of Theorem 1.3. The statement is a quantitative version of (31). Indeed,
m+
√
m2+4
2 is the larger eigenvalue of the matrix
(
m 1
1 0
)
, hence
(47) lim
k→∞
1
k
log qk = log
m+
√
m2 + 4
2
.
The limit limk→∞ 1k logmin{|t′B(zB)| : B ∈ Gk} does exist (and in fact can be
described in terms of the multipliers of the periodic points of the trace map that
corresponds to this potential). For the case of Fibonacci Hamiltonian, this was
proven in [11, Proposition 3.7], but the proof for the case m 6= 1 is a verbatim
repetition. Moreover, there is a direct connection between min{|t′B(zB)| : B ∈ Gk}
and the size of the maximal band |Bmax,k|:
Proposition 5.1 (Corollary 3.2 from [27]). Let λ ≥ 20 and α be irrational. Then
there exists a constant ξ = 4 exp(180λ) > 1 such that for any spectral generating
band B with generating polynomial tB,
ξ−1 ≤ |t′B(E)| · |B| ≤ ξ, ∀E ∈ B.
This implies that
(48) lim
k→∞
1
k
logmin{|t′B(zB)| : B ∈ Gk} = − lim
k→∞
1
k
log |Bmax,k|.
24 D. DAMANIK, A. GORODETSKI, Q.-H. LIU, AND Y.-H. QU
Therefore, we can use Proposition 3.4 to estimate limk→∞ 1k logmin{|t′B(zB)| :
B ∈ Gk}. We have
− log 8− logm+

−1 + 1
k
s∑
j=1
⌊
mj + 1
2
⌋ logλ ≤ 1
k
log |Bmax,k|
≤ log 48− logm+

−1 + 1
k
s∑
j=1
⌊
mj + 1
2
⌋ logλ.
In the case when m = 1 we have s = 1 and m1 = k, hence we get
(49)
−log 8+1
k
(⌊
k + 1
2
⌋
− 1
)
logλ ≤ 1
k
log |Bmax,k| ≤ log 48+ 1
k
(⌊
k + 1
2
⌋
− 1
)
logλ.
In the case when m > 1 we have s = 0, and hence
(50) − log 8− logm− logλ ≤ 1
k
log |Bmax,k| ≤ log 48− logm− logλ.
Now Theorem 1.3 follows from a combination of (31), (47), (48), (49), and (50). 
holds not only for Sturmian operators with frequencies of constant type, but
also for frequencies with periodic (or just eventually periodic) continued fraction
expansion. These operators can be studied using the trace map formalism [22, 30],
and the proof from [11] of the existence of the limit works without any changes.
The explicit asymptotics can also be calculated in each particular case. For ex-
ample, for α = [1, 2, 1, 2, 1, 2, . . .], we have limλ→∞ α˜±u · log λ = log(2 +
√
3). And
for α′ = [1, 1, 2, 2, 1, 1, 2, 2, 1, 1, 2, 2, . . .], we have limλ→∞ α˜±u · logλ = 13 log 15+
√
221
2 .
Notice that the frequencies of each coefficient in the continued fraction expansion
of α and α′ in these examples are the same, while the transport exponents are
different (for sufficiently large coupling). At the same time, (31) together with
Proposition 3.4 imply for irrational numbers of bounded type that if (31) holds,
then the corresponding asymptotics limλ→∞ α˜±u · logλ is a “tail property” of the
sequence of continued fraction coefficients. Notice that it is known that the Haus-
dorff dimension of the spectrum of Sturmian Hamiltonian is a “tail property” of
the sequence of continued fraction coefficients [10] (for sufficiently large coupling).
This motivates the following question.
Question 5.2. Is it true that the transport exponents of a Sturmian Hamiltonian
depend only on the “tail” of the continued fraction expansion of the corresponding
irrational number?
6. The Transport Exponent for a Lebesgue Typical Frequency
In this section we prove Theorem 1.1. We first discuss the asymptotic behavior
of the length of the longest spectral generating band.
Proposition 6.1. Denote by Bmax,k the largest band in Gk. For Lebesgue almost
every α ∈ R/Z, we have
lim
λ→∞
1
logλ
(
lim sup
k→∞
1
k
log |Bmax,k|
)
= lim
λ→∞
1
logλ
(
lim inf
k→∞
1
k
log |Bmax,k|
)
= − log
1+
√
5
2
log 2
.
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Proof. We apply Proposition 3.4. Note first that for Lebesgue almost every α,
limk→∞ 1k log δ
−k
k exists and is finite.
3 Since we are going to divide by logλ and
send λ→∞, we can concentrate on the third factor in
(51) 8−k · δ−kk · λ−k+
∑s
j=1⌊(mj+1)/2⌋ ≤ |Bmax,k| ≤ 48k · δ−kk · λ−k+
∑s
j=1⌊(mj+1)/2⌋,
which holds for λ ≥ 20; compare (12).
We have
s∑
j=1
⌊
mj + 1
2
⌋
=
∑
1≤j≤s
mj odd
mj + 1
2
+
∑
1≤j≤s
mj even
mj
2
=
∑
1≤j≤s
mj
2
+
1
2
#{1 ≤ j ≤ s : mj odd}.
Due to the ergodicity of the Gauss measure we have, in the notation from Propo-
sition 3.4, for Lebesgue almost every α,
lim
k→∞
1
2k
s∑
j=1
mj = lim
k→∞
1
2k
#{1’s in a1 . . . ak}
=
1
2
· 1
log 2
∫ 1
1/2
dx
1 + x
=
1
2 log 2
[
log 2− log 3
2
]
=
log 4/3
2 log 2
.
For x ∈ [0, 1], let [a1(x), a2(x), · · · ] be its continued fraction expansion, write
wn(x) = a1(x) · · · an(x). Define Fibonacci sequence as
F0 = 1, F1 = 1, Fk+1 = Fk + Fk−1 (k ≥ 1).
Write θk = Fk−1/Fk. By induction we can show that{
w2p−1(x) = 12p−1 if and only if x ∈ [θ2p, θ2p−1],
w2p(x) = 1
2p if and only if x ∈ [θ2p, θ2p+1].
Therefore, we have
∫
[0,1]
χ[1m](wm(x))
dx
1 + x
=
{
log
(1+θ2p−1)
(1+θ2p)
m = 2p− 1,
log
(1+θ2p+1)
(1+θ2p)
m = 2p.
Denote θ∞ = limp→∞ θp =
√
5−1
2 .
3Indeed, for Lebesgue almost every α, limk→∞ δk exists and is equal to the Khinchin constant
K0 = 2.685452001065306445309714835481795693820382293994462953051152345557218 . . .. We
are not using the specific value of the Khinchin constant here.
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Thus,
lim
k→∞
1
2k
#{1 ≤ j ≤ s : mj odd}
=
1
2 log 2
∫
[0,1]
∑
p≥1
∑
m≥2
∑
n≥2
χ[m12p−1n](w2p+1(x))
dx
1 + x
=
∑
p≥1
∑
m≥2
1
2 log 2
∫
[0,1]

∑
n≥1
χ[m12p−1n](w2p+1(x)) − χ[m12p](w2p+1(x))

 dx
1 + x
=
∑
p≥1
∑
m≥2
1
2 log 2
∫
[0,1]
(
χ[m12p−1](w2p(x))− χ[m12p](w2p+1(x))
) dx
1 + x
=
∑
p≥1
∑
m≥1
1
2 log 2
∫
[0,1]
(
χ[m12p−1](w2p(x))− χ[m12p](w2p+1(x))
) dx
1 + x
−
∑
p≥1
1
2 log 2
∫
[0,1]
(
χ[12p](w2p(x)) − χ[12p+1](w2p+1(x))
) dx
1 + x
=
∑
p≥1
1
2 log 2
∫
[0,1]
(
χ[12p−1](w2p−1(x)) − χ[12p](w2p(x))
) dx
1 + x
−
∑
p≥1
1
2 log 2
∫
[0,1]
(
χ[12p](w2p(x)) − χ[12p+1](w2p+1(x))
) dx
1 + x
=
∑
p≥1
1
2 log 2
∫
[0,1]
(
χ[12p−1](w2p−1(x)) − 2χ[12p](w2p(x)) + χ[12p+1](w2p+1(x))
) dx
1 + x
=
∑
p≥1
1
2 log 2
(
log
1 + θ2p−1
1 + θ2p
− 2 log 1 + θ2p+1
1 + θ2p
+ log
1 + θ2p+1
1 + θ2p+2
)
=
∑
p≥1
1
2 log 2
log
(1 + θ2p−1)(1 + θ2p)
(1 + θ2p+1)(1 + θ2p+2)
=
1
2 log 2
log
(1 + θ1)(1 + θ2)
(1 + θ∞)2
=− log
3+
√
5
6
2 log 2
,
where for the fifth equality we use the fact that the Gauss measure is invariant.
Therefore,
−1 + lim
k→∞
1
k
s∑
j=1
⌊
mj + 1
2
⌋
= −1 + lim
k→∞
1
2k
s∑
j=1
(mj +#{1 ≤ j ≤ s : mj odd})
= −1 + log 4/3
2 log 2
− log
3+
√
5
6
2 log 2
= − log
1+
√
5
2
log 2
,
and the proposition follows from this statement together with (51). 
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Proof of Theorem 1.1. By (30) we have
α˜+u ≤
limk→∞ 1k log qk
lim infk→∞ 1k logmin{|t′B(zB)| : B ∈ Gk}
for λ > 4, provided that α is such that limk→∞ 1k log qk exists and is finite.
Applying Proposition 5.1, we get
α˜+u ≤ −
limk→∞ 1k log qk
lim supk→∞
1
k log (|Bmax,k|)
for λ ≥ 20.
It is well known that for Lebesgue almost every irrational number α, one has
limk→∞ 1k log qk =
π2
12 log 2 . Therefore, as a consequence of (30) and Proposition 6.1,
the result follows. 
7. Quasi-Ballistic Transport for a Generic Set of Frequencies
In this section we prove Theorem 1.6. That is, for arbitrary coupling and for
frequencies α from a dense Gδ subset of (0, 1), we have quasi-ballistic transport in
the sense that all the transport exponents associated with sequences of time scales
are equal to one. The proof will be inspired by a construction of Last [25] in the
case of the almost Mathieu operator.
Proof of Theorem 1.6. Fix λ > 0. Given some rational number αr =
[a1(αr), . . . , aℓαr (αr)] in (0, 1), we consider the periodic operator Hλ,αr ,0. This
operator has ballistic transport due to the periodicity of its potential, and hence
operators with potentials that are sufficiently close to this potential on a suffi-
ciently large interval around the support of the initial state have similar transport
behavior, at least as long as the evolution is essentially confined (by the general
ballistic upper bound) to the interval on which the potentials are close. Since our
potentials take only two values, we will actually want to enforce coincidence on the
large intervals in question. By the hierarchical structures of Sturmian potentials,
if we consider an α ∈ (0, 1) with continued fraction coefficients {aj(α)} so that
aj(α) = aj(αr) for 1 ≤ j ≤ ℓαr and aℓαr+1(α) large, then, on the one hand, α and
αr are close and, on the other hand, the potential of Hλ,α,0 coincides with that of
Hλ,αr,0 on [1, qℓαr ] and, moreover, this block is repeated many (namely aℓαr+1(α))
times. Now we need to shift these aℓαr+1(α) blocks to the left so that they are
centered around the origin, since we are studying the evolution of δ0.
4 This can
be accomplished by choosing a suitable phase, that is, by considering the operator
Hλ,α,ω for a suitable ω ∈ R/Z.
The ideas above can be turned into a quantitative statement. Choose a sequence
{pm}m∈Z+ ⊂ (0, 1] such that each number 1/q, q ∈ Z+ appears in this sequence
infinitely many times. Then, a minor generalization of [25, Lemma 7.2] and some
ideas from the proof of [16, Lemma 4.2] yield the following: For everym ∈ Z+, there
exists S(m,αr) ∈ Z+, which can in addition be assumed to satisfy S(m,αr) ≥ m,
such that if aℓαr+1(α) ≥ S(m,αr), then for a suitable choice of ω ∈ R/Z, we have
that
(52) 〈〈|X |pmδ0 〉〉(Tm) >
T pmm
logTm
for some Tm ≥ m.
4This is the point missed in the proof of [29, Theorem 6].
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The operator implicit in this statement is Hλ,α,ω. In fact, a bit more can be
said, and this will become important shortly. The potential corresponding to αr is
qℓαr (αr)-periodic, and any Sturmian potential with frequency α whose continued
fraction coefficients coincide with those of αr up to index ℓαr have this periodic
block present, and actually repeated aℓαr+1(α) many times; see the papers [13, 14]
on partitions of Sturmian sequences for a detailed study of this structure. Last’s
argument from [25] derives (52) for all potentials that coincide with the periodic
reference potential on a sufficiently large interval around the origin. This shows
that if aℓαr+1(α) is large enough, a suitable shift forces coincidence on the needed
interval size. The point now is that in our iteration below of this argument, the
potential will not be changed anymore on this interval, and hence the estimate (52)
remains valid for all the subsequent modifications of the potential (which turns a
sequence of periodic potentials, corresponding to a sequence of rational αr’s into
an aperiodic limit sequence).
Set
U(m,αr) :=
{
α : aj(α) = aj(αr) for 1 ≤ j ≤ ℓαr , aℓαr+1(α) ≥ S(m,αr)
}
.
This is an open subset of (0, 1). Letting αr range over all rational numbers in (0, 1),
we obtain the open and dense set
⋃
αr
U(m,αr).
Thus, the set
G :=
⋂
m∈Z+
⋃
αr
U(m,αr)
is a dense Gδ set.
Consider α ∈ G. Then, for every m ∈ Z+, there exists a rational number
αr = αr(m) such that α ∈ U(m,αr). Consider the sequence αr = αr(m), m→∞,
such that α ∈ U(m,αr). In particular, we have aj(α) = aj(αr) for 1 ≤ j ≤ ℓαr(m).
There are two cases: either ℓαr(m) is bounded as m → ∞, or not. Since
aℓαr(m)+1(α) ≥ S(m,αr) ≥ m, the first case is impossible. Thus, ℓαr(m) is un-
bounded as m → ∞. But then, by the coincidence aj(α) = aj(αr) for 1 ≤ j ≤
ℓαr(m), the αr(m) can be ordered in such a way that we only add new continued
fraction coefficients in each step. Each time αr = [a1(αr), . . . , aℓαr (αr)] is extended
to αr′ = [a1(αr), . . . , aℓαr (αr), aℓαr+1(αr′), . . . , , aℓαr′ (αr
′)], we enlarge the period
and the new periodic potential coincides with the previous one on a large number
of the previous periods in both directions from the origin, so that the estimate (52)
holds, and will continue to hold if we modify the new periodic potential in a similar
way to one with an even larger period.
For the limit potential, which by construction belongs to the Sturmian subshift
contained in {0, λ}Z of slope α, we have the estimate (52) for every m. Since the
sequence {pm}m∈Z+ ⊂ (0, 1] contains each number 1/q, q ∈ Z+ infinitely many
times, it follows that β˜+(1/q) = 1 for every q ∈ Z+. By the fact that β˜+(p) is
non-decreasing in p it follows that, in fact, we have β˜+(p) = 1 for every p > 0. The
desired genericity statement follows. 
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