Interior point methods are widely used to solve linear programming problems. In this work, we present two accelerated primal affine scaling algorithms to achieve faster convergence for solving linear programming problems. For the first algorithm, we integrate nesterov's acceleration in the primal affine scaling method with an acceleration parameter 0 ≤ β < 1, which in turn generalizes the original primal affine scaling method (no acceleration, β = 0). We provide proof of convergence of the proposed algorithm considering long step size. We also prove the convergence of priaml-dual sequence without the degeneracy assumption given that α, β ∈ Q, Q = {(α, β)| 0 < α < 1, 0 ≤ β < 1 φ , α + β ≤ 2 3 }, where φ = 1.618... is the so called golden ratio. Then we introduce a second algorithm to further accelerate the convergence rate of the first variant by integrating a non-linear series transformation technique. Our numerical results show that the proposed algorithms outperform the original primal affine scaling method.
Introduction
The affine scaling (AFS) algorithm was introduced by Dikin [1] , which remained unnoticed to the Operations Research community until the seminal work of Karmarkar [2] . Karmarkar's work started a large amount of research in interior point methods (IPMs). Until then there are significant development done in the theory of interior point methods; several variants of AFS (modified ones compared to Dikin's method) have been studied over the years by researchers (see [3] , [4] ). We refer the books of Wright [5] , Ye [6] and Vanderbei [7] for a brief survey of these methods.
In spite of its simplicity, convergence analysis of AFS algorithms are difficult to analyze for a generalized degenerate setup. Dikin first published a convergence proof with a non-degeneracy assumption in 1974 [8] . Both Vanderbei et al. [9] and Barnes [4] gave a simpler proof in their global convergence analysis assuming primal and dual non-degeneracy. At first, Adler et al. [10] investigated the convergence of continuous trajectories of primal and dual AFS without imposing a non-degeneracy condition. Subsequently, assuming only dual non-degeneracy, Tsuchiya [11] showed that under the condition α < 1 8 , the long-step version of AFS converges globally. In an another work, Tsuchiya [12] showed that the dual non-degeneracy condition is not a necessary condition for the convergence as assumed in the previous work. In his work, Tsuchiya [12] introduced the idea of potential function, which is slightly different one used by Karmarkar [2] for the analysis of the local behavior of the AFS near the boundary of the feasible region. Finally, using the same potential function, Dikin [13] and Tsuchiya et al. [14] provided proof for the global convergence of degenerate LP problems with α < 1 2 and α ≤ 2 3 , respectively. Later, Hall et al. [15] showed that the sequence of dual estimates won't always converge for α > 2 3 . As a self-contained paper for a global convergence analysis for AFS, Monteiro et al. [16] and Saigal [17] provided two simple proofs for the long-step AFS algorithms of degenerate LP's. Besides, at first the chaotic analysis of AFS was addressed by Castillo et al. [18] . Bruin et al. [19] provided a proper chaotic explanation of the so called Dikin process by showing the similarity of it with the logistic family in terms of chaotic behavior. In their work, they showed why the AFS algorithms behaves differently when the step size is close to 2 3 , which in general complies with the chaotic behavior of interior point methods analyzed by several other researchers.
There has been a significant development in applying the affine scaling techniques to solve various types of optimization problems: semi definite programming [20] , nonlinear smooth programming [21] , linear convex programming [22] , support vector machine [23] , linear box constrained optimization [24] , nonlinear box constrained optimization [25] . Recently, Kannan et al. [26] applied the idea of AFS algorithm to generate a random walk to solve LP problems approximately.
In a seminal work, Nesterov [27] proposed an acceleration technique for the gradient descent that exhibits the worst-case convergence rate of O( 
. Since the inception of Nesterov's method; there has been a body of work done on the theoretical development of first-order accelerated methods, for a detailed discussion see [28] , [29] and [30] . Furthermore, an unified summary of all of the methods of Nesterov can be found in [31] . Recently, Su et al. [32] carried out a theoretical analysis on the methods of Nesterov and showed that it can be interpreted as a finite difference approximation of a second-order ordinary differential equation (ODE).
We have seen from the literature that nesterov's acceleration method is very successful to achieve faster convergence for gradient descent algorithm. However, to the best of our knowledge, this potential acceleration opportunity has not been yet explored to interior point methods (IPMs) to solve linear programming problems. To fill this gap, we have proposed two algorithms. In our first algorithm, we proposed to integrate nesterov's acceleration with the original AFS. We then provided a generalized proof of convergence of the proposed accelerated AFS under sufficient condition. To gain further acceleration, in our second algorithm, we propose to exploit the entry-wise shanks series transformation (SST) to the acceleration update of our first algorithm. We also carried out numerical experiments to show the effectiveness of our proposed algorithms.
The paper is organized as follows. In Section 2 we provide a preliminary idea of original AFS algorithm, then we describe our proposed two algorithms. In Section 3, we show the convergence of primal sequence for the two proposed algorithms. In section 4, we present convergence of the dual sequence under sufficient conditions for both algorithms. In section 5, we present numerical results to demonstrate the effectiveness of the proposed algorithms. Finally, in Section 6, we conclude the paper with future research direction.
Acceleration in AFS
Affine scaling method uses the simple idea of reformulation, instead of minimizing over whole interior, it generates a series of ellipsoids inside the interior of feasible region and moves accordingly. Consider the following standard LP and its dual,
Let P = {x | Ax = b, x ≥ 0} be the primal feasible set, then we call the interior of P as {x ∈ P | x > 0} and its elements as interior points. The basic idea of affine scaling method is that instead of minimizing over P , we solve a series of optimization problems over ellipsoids. Starting from an initial strictly feasible solution x 0 > 0, we form an ellipsoid S 0 centered at x 0 , which is contained in the interior of P . Then by minimizing c T x over all x ∈ S 0 , we find a new interior point x 1 and proceed in a similar way until stopping restrictions are satisfied. The affine scaling method can be easily formulated as the following problem: given a strictly feasible solution x ∈ R n , we need to find d such thatx = x + d for some α ∈ (0, 1) and it holdsx ∈ P, c Tx ≤ c T x. To integrate acceleration in the AFS, we have proposed the following two algorithms which are variant of original AFS algorithm:
1. Accelerated AFS algorithm-1 (AAFS-1) 2. Accelerated AFS algorithm-2 (AAFS-2) In AAFS-1, we proposed to use Nesterov's restarting strategy with the original AFS to gain faster convergence. To further facilitate the convergence process, we proposed to use entry-wise Shanks series transformation (SST) introduced by Shanks [33] to AAFS-1. This integrated algorithm is referred as AAFS-2 in this work. We explain details about these two algorithms below:
AAFS-1: We followed the nesterov's restarting strategy and introduced a generalized accelerated version of AFS in a way that it will give us the original AFS in the case of no acceleration. For doing so, we integrated an acceleration term from the original idea of Nesterov [27] . For the the first variant of accelerated AFS (AAFS-1), we considered two strict feasible points x, z, c T x < c T z instead of one point x to find a direction vector d ∈ R n such thatx = x + d +β(x − z) for some α, β ∈ (0, 1),β =
where β is the acceleration parameter. It allowed us to reformulate our problem as below:
The above problem is known as Ellipsoidal Approximating Problem (EAP), see [17] , [34] for more information. In the above formulation, if we take no acceleration (i.e β = 0) then this formulation is same as the original AFS. As shown in several works by Saigal [17] , Vanderbei et al. [9] and Dikin [1] , the solution d * of the EAP problem (2) satisfies the following lemma:
Lemma 1. Assume that the rows of A are linearly independent and c is not a linear combination of the rows of A. Let x, z be some positive vectors with Ax = Az = b. Then the optimal solution d * of (2) is given by
Furthermore,
Proof. We see that d * is the optimal solution of the EAP problem (2) (see [9] ). Now, since x, z satisfy the condition, Ax = Az = b, then we have Ax = Ax + Ad * +β(Ax − Az) = b, which shows Ax = b. Now for the last part, we have
This proves the above lemma. Here, we used the identity c T X 2 s = Xs 2 (see lemma 2).
For all k ≥ 0, we constructed the sequence z k using the following update with α, β ∈ (0, 1) and a strictly feasible point x 0 > 0 :
When the stopping criteria is not satisfied (k ≥ 1), x k+1 can be calculated using the following formula:
AAFS-2: In the AAFS-2, we integrate the SST with the AAFS-1 to gain further acceleration. Since the primal sequence generated by the AAFS-1 converges as i goes to infinity (i.e lim i→∞ x i = x * , see Section 3), it allows us to write the following equation:
We denote the entry-wise partial sum of the right hand side of above equation as C k,j as follows:
Our proposed AAFS-1 and AAFS-2 algorithm are summarized as below:
We see that C k,j + (x 0 ) j converges to (x * ) j as k goes to infinity for all j = 1, 2, .., n. This setup allows us to introduce the entry-wise SST to the sequence x k generated by the AAFS-1.
In AAFS-2 algorithm, we define (B(x k )) j for all k ≥ 0 and j = 1, 2..., n as follows:
As (x k ) j is approximated by (B(x k )) j for all j = 1, 2, .., n, we can modify the stopping criteria of AAFS-1 with e T B k s k .
Convergence of the primal sequence
In this section, we will provide proof of convergence for the primal sequence {x k } generated by the AAFS-1 and AAFS-2 algorithms discussed in Section 2.
Before proving the convergence, we will discuss some properties of sequences
k s k } generated by the AAFS-1 discussed in Section 2. These properties also hold for the original AFS. We will also describe some of the properties of the solution of the EAP problem (2) as par our formulation. The EAP problem (2) is similar to the one well studied in the literature, see [17] . Since the acceleration parameter doesn't effect the EAP problem, we will introduce some properties of EAP without providing proofs as most of the proofs are available in the literature (see [13] , [17] and [34] ).
We made the following assumptions before providing the proof of convergence of the primal sequence {x k } and the cost function sequence {c T x k }:
1. The linear program (1) has at least one interior point feasible solution
2. The objective function c T x is not constant over the feasible region of (1) 3. The matrix A has rank m
The Linear Program has an optimal solution
Remark. Here we didn't assume primal and dual non-degeneracy of the LP problem (1).
For step size selection, we considered three well-known function defined for a vector u as
; whereas the second and third terms are so-called l ∞ and l 2 norm, respectively. The 1st function is not a norm and not well defined as γ(u) is undefined for a nonpositive vector u ≤ 0. We can also easily show that the following relationship holds:
For the acceleration term, we considered only l ∞ and l 2 norm as the first function is undefined for some cases, since there is no guarantee that X −1
k (x k −x k−1 ) ≥ 0 will always hold for all k ≥ 1. For our analysis, we select long-step size and long acceleration parameter, i.e we redefine the update formula (3) for k ≥ 1 as follows:
Now by denoting
, we get the modified update formula as follows:
Let us assume lim k→∞ x k = x * , then define sequences {u k }, {γ k }, {r k }, {p k } as follows:
Theorem 6. The sequences {x k+1 }, {x k } generated by the AAFS-1 algorithm satisfy the following two identities for all k ≥ 0:
Proof. Taking inner product with c in both sides of (5) and using the definitions from (7), we can find the following relationship :
. . .
Now using the update formula (6), the definitions from (7) and equation (10), we find the following equation:
The above equation (11) proves part 1 of Theorem 6. Similarly using equation (6) and (7), we have
Then multiplying both sides of (12) by X −1 k and after simplification, we have for all j = 1, 2, ..., n
The above equations (11) and (13) proves part 1 and part 2 of Theorem 6, respectively.
Theorem 7. For α, β ∈ Q, starting from a strictly feasible point x 0 , the sequence x k+1 generated by the update formula (6) have the following three properties for all k ≥ 0:
Proof. Since the sequencev j = X 2 j sj γ(Xj sj ) solves the EAP problem (2) for all j ≥ 0, we have Av j = 0 for all j ≥ 0. As Ax 0 = b, using equation (12), we have
This proves part 1. For the second part, let us evaluate the upper bound of X −1
In particular, for all j = 1, 2, ..., n, we have,
; which implies x j k+1 > 0 for all j. Therefore, x k+1 > 0 for all k ≥ 0. Now equation (5) gives us
Lemma 8. For α, β ∈ Q, the sequences β k and γ k defined in (7) has the following properties:
1. There exists an L ≥ 1 such that
Proof. For the proof see appendix.
Theorem 9. The following statements holds for the AAFS-1 algorithm 1. The sequence of objective function values {c T x k } generated by the AAFS-1 update (6) strictly decreases and converge to a finite value.
Proof. As a consequence of Theorem 7 we know that the sequence {c T x k } is a decreasing sequence. For the part (1) of Theorem 9, we just need to show that the sequence {c T x k } is bounded. As par our assumption, x * is the optimal solution of the primal problem (P) in (1) . But this implies, (c
. This means that the sequence {c T x k } is bounded. Therefore by monotone convergence theorem we can say the sequence {c
For the second part notice that,
Now, by the properties of {c T x k } we can say, c
Combining these facts and equation (16),
This immediately gives us, X k s k → 0 as k → ∞. This proves second part of Theorem 9.
Remark. By virtue of Theorem 9 we can say that the complementary slackness condition holds in the limit as lim k→∞ (x k ) j (s k ) j = 0 for all j = 1, 2, 3, ..., n
Proof. For the proof see appendix. 
Proof. From lemma 8, we know that there exists a L ≥ 1 such that for all k ≥ L we have β k < 1. Letβ = max j≥k {β j }, then from the definition of G(k) for all k ≥ L we have,
This proves the lemma.
Theorem 12. The following statements holds for the AAFS-1 algorithm,
1. The sequence {x k } converges to a point x * , belongs to interior of the primal feasible region.
For all
, as a direct consequence of equation (15) and lemma 4 we have
Furthermore from lemma 8 we know that the sequence γ k converges to 0 as k → ∞, so we can assume that the sequence m k=1 γ k converges to some finite value G as m goes to infinity, i.e
Then from (19) we have,
This shows that {x k } is a Cauchy sequence, and therefore a convergence sequence (i.e every real Cauchy sequence is convergent). Now, for all 0 ≤ k ≤ l using equation (19) we have,
Now letting l → ∞ in (20) and defining G(k) = ∞ j=k γ j we have,
This is the required bound. On the last line we used lemma 11 and take N = x1−x0 γ1N .
Theorem 13. The sequence {B(x k )} generated by the AAFS-2 algorithm converges to the same point x * , belongs to interior of the primal feasible region.
Proof. Form Theorem 12 we know that the sequence {x k } generated by AAFS-1 converges to x * . Then using the construction (4) and the basic idea of shank transform we can immediately conclude that for all j = 1, 2, ..., n
Since this holds for all j = 1, 2, ..., n we can prove lim k→∞ B(x k ) = x * . The last part of Theorem 13 follows from the definition as (B(x k )) j > 0 for all k ≥ 1 and j = 1, 2, ..., n.
With lim k→∞ x k = x * , let us define sets N, B as
We will prove an important property of the sequence {x k } which is subsequently holds for original AFS algorithm, we will show that it holds for AAFS-1 too with different constant. For the original AFS algorithm the theorem was proven by several authors in their work Saigal [17] and Tsuchiya et al. [34] .
Theorem 14.
There exists a δ > 0 and an R > 0 such that for each k ≥ 1
Proof. Choose R = M + N , then from (20) we have for all k,
and we have our first result of Theorem 14. similarly from (20)
} we have the remaining results of Theorem 14.
Theorem 15. If α, β ∈ Q, then following identities hold,
3. For all k ≥ 1,
Proof. From (14) for all j = 1, 2, ..., n, we have,
Simplifying (24) further for all k ≥ 1, j = 1, 2, ..., n we have
Then using (25) to the definition of maximum norm we have,
Therefore, we have
Thus we proved part (1) of Theorem 15. Part (2) of Theorem 16 is well studied in literature ( see [17] , [34] ). We can prove part (2) of this theorem easily as the sequence
generated by the AAFS-1 algorithm solves the EAP problem of (2). (i.e) There exists a L 2 such that for all k > L 2
For proving the last part, we will first determine a upper bound of
Then by definition of γ k for all k ≥ 1 we have
This proves the remaining parts of Theorem 15.
Proof. We will use Theorem 6 for proving this theorem. First let us define L = L 2 (part (2) of Theorem 16), then using the update formula (5) for all k ≥ L we have
We used the the fact that the sequence { X k s k }, is a decreasing sequence and converges to zero due to complementary slackness, i.e
Lemma 17. For α, β ∈ Q this holds
Proof. This is a direct consequence of the previous theorem since the sequence
Let us define sequences {u k }, {h k }, {v k } as
Lemma 18. It is a very well known lemma in the literature for AFS methods, see Theorem 13 in [17] , lemma 3.8 and 3.11 in [34] . The sequence {u k } has the following properties:
Proof. The proof is similar to the one for AFS method given by Saigal [17] , as the direction
generated by AAFS-1 algorithm also satisfies the ellipsoidal approximation algorithm defined in (2) . For a detailed proof see the work of Tsuchiya et al. [34] .
Theorem 19. The sequences {v k } and {h k } satisfies the following properties:
Proof. See the Appendix.
Convergence of the Dual sequence
In this section we will introduce a local version of potential function largely studied it the literature. For the convergence of dual sequence it is required to control the both step sizes α and β. For the general affine scaling method it was first shown by Tsuchiya et al. [34] that for the dual convergence we need to have α ≤ 2 3 , a simpler version of the proof given by Saigal [17] . Following the idea we prove that the dual sequence generated by AAFS-1 method converges if we have α, β ∈ Q. We see the original result of AFS can be found with the choice β = 0. At first, we will introduce the local potential function (defined in [12] ), For any x > 0 with c T x − c T x * > 0 and N = {j | (x * ) j = 0} with p = |N |, define
At first let us make the assumption that the sequence {c T x k } is bounded. In the next theorem we show that with α, β ∈ Q the dual sequence converges to the analytic center of the optimal face of dual polytope. As defined by Saigal [17] Theorem 22. If α, β ∈ Q, then there exist vectors x * , y * , s * such that the sequences {x k }, {y k }, {s k } generated by the AAFS-1 algorithm converges to x * , y * , s * respectively, i.e
where x * , y * , s * are the optimal solutions of the respective primal and dual problems, and they also satisfy the strict complementary slackness condition. Furthermore the dual pair (y * , s * ) converges to the analytic center of the optimal dual face and the primal solution x * converges to the relative interior of the optimal primal face.
Proof. Since log(1 − a) < −a, we can find an
Now we will analyze identity (38) for two cases based on the sign of θγ(
Using part (e) of lemma 18 and (38), for all k ≥ L 1 we have,
Then using the condition of case (2) 
As our choice of¯ > 0 was arbitrary, this is true for any¯ > 0. which implies for all k ≥ L 2 , we must have γ(w k,N ) − γ(v k,N ) > 0. Then from the definition (32) we have
As a simple consequence of the definition (32) and the condition α, β ∈ Q we have N ) for all j ∈ N , using lemma 5 and (43),
Now combining (38) and (44) and simplifying we have,
Using the lower bound in (42) we can easily find
where by virtue of definition and (41)ā,b > 0 are both finite constants. Now from Theorem 14 we see that
> −∞ and also we know from the previous theorem this holds
Thus s p k ,B converges to the analytic center for each subsequence, which in turn proves part (2) and (3) of Theorem 22. For proving the optimality we notice that as x * , y * , s * satisfies the primal and dual feasible respectively criteria and also satisfy the complementary slackness. Thus x * , y * , s * are the optimal solutions for the respective problems.
Remark. Notice that Theorem 22 is a generalization of the original AFS algorithm. For the original AFS algorithm β = 0 (without acceleration term), which gives us the condition α ≤ 2 3 , in fact this the bound obtained by the authors Saigal [17] and Tsuchiya et al. [34] for the original AFS algorithm.
Theorem 23. If α, β ∈ Q, then there exist vectors x * , y * , s * such that the sequences {B(x k )}, {y k }, {s k } generated by the AAFS-2 algorithm converges to x * , y * , s * respectively, i.e
Proof. Form Theorem 22 we know that the sequence {x k }, {y k }, {s k } generated by AAFS-1 converges to x * , y * , s * respectively. Then using the construction (4) and the basic idea of shank transform we can immediately conclude that for all j = 1, 2, ..., n and α, β ∈ Q
Since this holds for all j = 1, 2, ..., n we can prove lim k→∞ B(x k ) = x * . The last part follows as we didn't update the dual sequences at each iteration based on the sequence {B(x k )}.
Numerical Experiments
In this section, we verified the efficiency of the proposed variants of primal affine scaling algorithm presented in Section 2, through several numerical experiments. All the experiments were carried out in a Intel Xeon Processor E5-2670, with double processors each with 20 MB cache, 2.60 GHz, 8.00 GT/s Intel QPI and 64 GB memory. We have implemented the proposed algorithms in python version 2.7 in Windows 7 environment. For simplicity of exposition, we have considered two pairs of step sizes (α, β) = (0.4, 0.2) and (α, β) = (0.5, 0.1) respectively for our experimental setup. In all the instances, we have evaluated the performance with a long-step version of AAFS-1 and AAFS-2 with a duality gap tolerance of = 10 −8 . Table 1 and Table 2 provide the experiment results for the pairs (α, β) = (0.4, 0.2) and (α, β) = (0.5, 0.1), respectively. In these tables, we compared the performance of our proposed AAFS-1 and AAFS-2 with the original AFS on the basis of the numbers of iterations needed and the overall runtime. Our results showed that the proposed variant algorithms reduced the runtime significantly. Further more, the reduction of runtime increases as the size of the instance gets larger (see Figure 1 ). As shown in Figure 1 , we can conclude that AAFS-1 is faster than the original AFS irrespective of the size of the instances. Similarly, AAFS-2 further accelerates the convergence of AAFS-1 as both the number of iterations and runtime decrease for all the instances. This is due to the integration of SST with the acceleration process and it convergences much faster than the original AFS as it has a quadratic convergence rate. 
operations and the extra term B(x k ) in AAFS-2 requires only O(n 3 ) algebraic operations, both AAFS-1 and AAFS-2 require at most O(n 3 ) algebraic operations at each iterations. Therefore, we see that AAFS-1 and AAFS-2 are computationally cheap as they only involves at most O(n 3 ) extra algebraic operations at each iteration. Benefit gain by the proposed accelerating techniques offsets this additional computational effort. While the original AFS algorithm uses the current update to find the next update, our proposed algorithms use all the previous updates to find next update (see Theorem 1).
Conclusion
In this research, we have proposed two accelerated affine scaling methods for solving LP. Our first algorithm (AAFS-1) integrated Nesterov's acceleration technique with the affine scaling method. Here, we introduced an additional residual term to the extrapolation step and determined the acceleration parameter β adaptively. The proposed algorithm also generalizes the original AFS algorithm in the context of acceleration (i.e., the original AFS has no acceleration, β = 0). The second algorithm (AAFS-2) integrated shanks non-linear acceleration technique with the update of AAFS-1. Here, we introduced entrywise shanks series transformation to further accelerate the process of AAFS-1. Our numerical experiments demonstrate that the proposed algorithms outperform the original AFS method for all the considered instances. Furthermore, this work opens the door for the scope of using these types of acceleration in other interior point frameworks such as path following and potential reduction type of methods.
Appendix
Proof. of lemma 8: Let lim k→∞ x k = x * and N = {j | (x * ) j = 0}. Then we must have lim k→∞ (x k ) j = 0, j ∈ N . As we know, |β| < 1, there exists a M > 0 and L ≥ 1 such that for all k ≥ L, we have,
Thus for all j ∈ N and for all k ≥ L, we have
Since β ∈ Q, thus β < Proof. of lemma 10: From lemma 18, we know that the sequence {u k }, is bounded, that means there exists a M 1 > 0 such that for all k, we have u k ≤ M 1 . Now since, X k s k > 0, there exists a 2 > 0 such that for all k, this holds X k s k > 2 . Similarly as γ k → 0 as k → ∞, there exists a L 3 ≥ 1 such that for all k ≥ L 3 γ k < 2 Combining these facts, for all k ≥ L 3 , we have
Choose L 2 = max{M 1 , r 1 , r 2 , ..., r L3 }, then for all k we have r k ≤ max{r 1 , r 2 , ..., r L3 , r L3+1 , ...} ≤ max{M 1 , r 1 , r 2 , ..., r L3 } = L 2
Therefore for all k we have r k ≤ L 2 .
Proof. of Theorem 19: Part (a): We know from Theorem 16, there exist a L 1 ≥ 1 such that for all k ≥ L 1 ,
