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SCHWARTZ TYPE MODEL SELECTION FOR ERGODIC STOCHASTIC
DIFFERENTIAL EQUATION MODELS
SHOICHI EGUCHI AND YUMA UEHARA
Abstract. We study theoretical foundation of model comparison for ergodic stochastic differential
equation (SDE) models and an extension of the applicable scope of the conventional Bayesian information
criterion. Different from previous studies, we suppose that the candidate models are possibly misspecified
models, and we consider both Wiener and a pure-jump Le´vy noise driven SDE. Based on the asymptotic
behavior of the marginal quasi-log likelihood, the Schwarz type statistics and stepwise model selection
procedure are proposed. We also prove the model selection consistency of the proposed statistics with
respect to an optimal model. We conduct some numerical experiments and they support our theoretical
findings.
1. Introduction
We suppose that the data-generating process X is defined on the stochastic basis (Ω,F ,Ft, P ) and it
is the solution of the one-dimensional stochastic differential equation written as:
(1.1) dXt = A(Xt)dt+ C(Xt−)dZt,
where:
• The coefficients A and C are Lipschitz continuous.
• The driving noise Z is a standard Wiener process or pure-jump Le´vy process satisfying that for
any q > 0,
(1.2) E[Z1] = 0, E[Z
2
1 ] = 1, E[|Z1|q] <∞.
• The initial variable X0 is independent of Z, and
Ft = σ(X0) ∨ σ(Zs|s ≤ t)
As the observations from X, we consider the discrete but high-frequency samples (Xtnj )
n
j=0 with
tnj := jhn, Tn := nhn →∞, nh2n → 0.
For (Xtnj )
n
j=0, M1×M2 candidate models are supposed to be given. Here, for each m1 ∈ {1, . . . ,M1} and
m2 ∈ {1, . . . ,M2}, the candidate model Mm1,m2 is expressed as:
dXt = am2(Xt, αm2)dt+ cm1(Xt−, γm1)dZt,(1.3)
and the functional form of (cm1(·, ·), am2(·, ·)) is known except for the pγm1 and pαm2 -dimensional unknown
parameters γm1 and αm2 being elements of the bounded convex domains Θγm1 ⊂ Rpγm1 and Θαm2 ⊂
Rpαm2 . The main objective of this paper is to give a model selection procedure for extracting an “optimal”
model Mm?1 ,m?2 among M := {Mm1,m2 |m1 ∈ {1, . . . ,M1},m2 ∈ {1, . . . ,M2}} which reflects the feature
of X well.
For selecting an appropriate model from the data in hand quantitively, information criteria are one of
the most convenient and powerful tools, and have widely been used in many fields. Their origin dates
back to Akaike information criterion (AIC) introduced in [1, 2] which puts an importance on prediction,
and after that, various kinds of criteria have been produced up to the present, for their comprehensive
overview, see [4], [5], and [13]. Among them, this paper especially sheds light on Bayesian information
criterion (BIC) introduced by [17]. It is based on an approximation up to Op(1)-term of log-marginal
likelihood, and its original form is as follows:
(1.4) BICn = −2ln(θˆMLEn ) + p log n,
where ln, θˆ
MLE
n , and p stand for the log-likelihood function, maximum likelihood estimator, and dimension
of the parameter including the subject model. However, since the closed form of the transition density
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of X is unavailable in general, to conduct some feasible statistical analysis, we cannot rely on its genuine
likelihood; this implies that the conventional likelihood based (Bayesian) information criteria are unprac-
tical in our setting. Such a problem often occurs when discrete time observations are obtained from a
continuous time process, and to avoid it, the replacement of a genuine likelihood by some quasi-likelihood
is effective not only for estimating parameters included in a subject model but also for constructing
(quasi-)information criteria, for instance, see [18], [11], [8] (ergodic diffusion model), [21] (stochastic re-
gression model), and [9] (CARMA process). Especially, [8] used the Gaussian quasi-likelihood in place
of the genuine likelihood, and derived quasi-Bayesian information criterion (QBIC) under the conditions:
the driving noise is a standard Wiener process, and for each candidate model, there exist γm1,0 ∈ Θm1
and αm2,0 ∈ Θm2 satisfying cm1(x, γm1,0) ≡ C(x) and am2(x, αm2,0) ≡ A(x), respectively. Moreover, by
using the difference of the small time activity of the drift and diffusion terms, the paper also gave the
two-step QBIC which selects each term separately, and reduces the computational load. In the paper,
the model selection consistency of the QBIC is shown only for nested case. In such a case, by considering
the (largest) model which contains all candidate models, regularized methods can also be used in the
same purpose. Concerning the regularized method for SDE models, for example, see [6] and [15].
While when it comes to the estimation of the parameters γm1 and αm2 , the Gaussian quasi maximum
likelihood estimator (GQMLE) works well for a much broader situation: the driving noise is a standard
Wiener process or pure-jump Le´vy process with (1.2), and either or both of the drift and scale coefficients
are misspecified. For the technical account of the GQMLE for ergodic SDE models, see [24], [12], [19],
[20], [14], and [22]. These results naturally provides us an insight that the aforementioned QBIC is also
theoretically valid for the broader situation, and has the model selection consistency even if a non-nested
model is contained in candidate models. In this paper, we will show that the insight is true. More
specifically, we will give the QBIC building on the stochastic expansion of the log-marginal Gaussian
quasi-likelihood. Although the convergence rate of the GQMLE differs in the Le´vy driven or misspecified
case, the form is the same as the correctly specified diffusion case, that is, a unified model selection
criteria for ergodic SDE models is provided. We will also show the model selection consistency of the
QBIC.
The rest of this paper is as follows: Section 2 provides the notations and assumptions used throughout
this paper. In Section 3, the main result of this paper is given. Section 4 exhibits some numerical
experiments. The technical proofs of the main results are summarized in Appendix.
2. Notations and Assumptions
For notational convenience, we previously introduce some symbols used in the rest of this paper.
• For any vector x, x(j) represents j-th element of x, and we write x⊗2 = x>x where > denotes the
transpose operator.
• ∂x is referred to as a differential operator with respect to any variable x.
• xn . yn implies that there exists a positive constant C being independent of n satisfying xn ≤ Cyn
for all large enough n.
• For any set S, S¯ denotes its closure.
• We write Yj = Ytj and ∆jY := Yj − Yj−1 for any stochastic process (Yt)t∈R+ .
• For any matrix valued function f on R × Θ, we write fs(θ) = f(Xs, θ); especially we write
fj(θ) = f(Xj , θ).
• Ip represents the p-dimensional identity matrix.
• ν0 represents the Le´vy measure of Z.
• Pt(x, ·) denotes the transition probability of X.
• Given a function ρ : R→ R+ and a signed measure m on a one-dimensional Borel space, we write
||m||ρ = sup {|m(f)| : f is R-valued, m-measurable and satisfies |f | ≤ ρ} .
• A and A˜ stand for the infinitesimal generator and extended generator of X, respectively.
In the next section, we will first give the stochastic expansion of the log-marginal Gaussian quasi-
likelihood for the following model:
(2.1) dXt = a(Xt, α)dt+ c(Xt−, γ)dZt,
where similar to (1.3), the coefficients have the unknown pγ-dimensional parameter γ and pα-dimensional
parameter α. They are supposed to be elements of bounded convex domains Θγ and Θα, and for the
sake of convenience, we write θ = (γ, α) and Θγ × Θα := Θ. We also assume that either or both of
the drift and scale coefficients are possibly misspecified. Especially, we say that the model setting is
3semi-misspecified diffusion case when the driving noise is a standard Wiener process, the scale coefficient
is correctly specified and the drift coefficient is misspecified.
Below, we table the assumptions for our main result.
Assumption 2.1. Z is a standard Wiener process, or a pure-jump Le´vy process satisfying that: E[Z1] =
0, E[Z21 ] = 1, and E[|Z1|q] <∞ for all q > 0. Furthermore, the Blumenthal-Getoor index (BG-index) of
Z is smaller than 2, that is,
β := inf
γ
{
γ ≥ 0 :
∫
|z|≤1
|z|γν0(dz) <∞
}
< 2.
Assumption 2.2. (1) There exists a probability measure pi0 such that for every q > 0, we can find
constants a > 0 and Cq > 0 for which
(2.2) sup
t∈R+
exp(at)||Pt(x, ·)− pi0(·)||hq ≤ Cqhq(x),
for any x ∈ R where hq(x) := 1 + |x|q.
(2) For any q > 0, we have
(2.3) sup
t∈R+
E[|Xt|q] <∞.
Let pi1 and pi2 be the prior densities for γ and α, respectively.
Assumption 2.3. The prior densities pi1 and pi2 are continuous, and fullfil that
sup
γ∈Θγ
pi1(γ) ∨ sup
α∈Θα
pi2(α) <∞.
We define an optimal value θ? := (γ?, α?) of θ being chosen arbitrary from the sets argmax
γ∈Θ¯γ
G1(γ) and
argmax
α∈Θ¯α
G2(α) for R-valued functions G1(·) (resp. G2(·)) on Θγ (resp. Θα) defined by
G1(γ) := −
∫
R
(
log c2(x, γ) +
C2(x)
c2(x, γ)
)
pi0(dx),(2.4)
G2(α) := −
∫
R
c(x, γ?)−2(A(x)− a(x, α))2pi0(dx).(2.5)
From the expression of G1, γ? can be regarded as an element in Θγ minimizing the Stein’s loss; α? as
an element in Θα minimizing L2-loss. Recall that Θ = Θγ × Θα is supposed to be a bounded convex
domain. Then, we assume that:
Assumption 2.4. • θ? is unique and is in Θ.
• There exist positive constants χγ and χα such that for all (γ, α) ∈ Θ,
G1(γ)−G1(γ?) ≤ −χγ |γ − γ?|2,(2.6)
G2(α)−G2(α?) ≤ −χα|α− α?|2.(2.7)
Assumption 2.5. (1) The coefficients A and C are Lipschitz continuous and twice differentiable,
and their first and second derivatives are of at most polynomial growth.
(2) The drift coefficient a(·, α?) and scale coefficient c(·, γ?) are Lipschitz continuous, and c(x, γ) 6= 0
for every (x, γ).
(3) For each i ∈ {0, 1} and k ∈ {0, . . . , 5}, the following conditions hold:
• The coefficients a and c admit extension in C(R × Θ¯) and have the partial derivatives
(∂ix∂
k
αa, ∂
i
x∂
k
γc) possessing extension in C(R× Θ¯).
• There exists nonnegative constant C(i,k) satisfying
(2.8) sup
(x,α,γ)∈R×Θ¯α×Θ¯γ
1
1 + |x|C(i,k)
{|∂ix∂kαa(x, α)|+ |∂ix∂kγc(x, γ)|+ |c−1(x, γ)|} <∞.
Define the pγ × pγ-matrix Iγ and pα × pα-matrix Iα by:
Iγ = 4
∫
R
(∂γc(x, γ
?))⊗2
c4(x, γ?)
C2(x)pi0(dx)− 2
∫
R
∂⊗2γ c(x, γ
?)c(x, γ?)− (∂γc(x, γ?))⊗2
c4(x, γ?)
(C2(x)− c2(x, γ?))pi0(dx),
(2.9)
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Iα = 2
∫
R
(∂αa(x, α
?))⊗2
c2(x, γ?)
pi0(dx)− 2
∫
R
∂⊗2α a(x, α
?)
c2(x, γ?)
(A(x)− a(x, α?))pi0(dx).
(2.10)
In the correctly specified case, since under Assumption 2.4, we have
c(x, γ?) = C(x), a(x, α?) = A(x), pi0 − a.s.,
Iγ and Iα are reduced to
Iγ = 4
∫
R
(∂γc(x, γ
?))⊗2
c2(x, γ?)
pi0(dx),
Iα = 2
∫
R
(∂αa(x, α
?))⊗2
c2(x, γ?)
pi0(dx).
Assumption 2.6. Iγ and Iα are positive definite.
In the rest of this section, we give a brief overview of the stepwise Gaussian quasi-likelihood method
for (2.1), and introduce some theoretical results under Assumptions 2.1-2.6. We consider the following
stepwise Gaussian quasi-likelihood (GQL) functions G1,n and G2,n on Θγ and Θα:
G1,n(γ) = − 1
hn
n∑
j=1
{
hn log c
2
j−1(γ) +
(∆jX)
2
c2j−1(γ)
}
,(2.11)
G2,n(α) = −
n∑
j=1
(∆jX − hnaj−1(α))2
hnc2j−1(γˆn)
(2.12)
For such functions, we define the (stepwise) Gaussian quasi maximum likelihood estimator (GQMLE)
θˆn := (γˆn, αˆn) in the following manner:
γˆn ∈ argmax
γ∈Θ¯γ
G1,n(γ),
αˆn ∈ argmax
α∈Θ¯α
G2,n(α).
Remark 2.7. Different from the low frequently observed case, the stepwise type estimator exhibits the
same asymptotics as the joint type estimator defined as:
θ˜n ∈ argmax
θ∈Θ¯
− 1
hn
n∑
j=1
{
hn log c
2
j−1(γ) +
(∆jX − hnaj−1(α))2
c2j−1(γ)
} ,
while possessing the stability of optimization for calculating the estimator. This is because the small time
behavior is dominated by the scale term, and thus theoretically, hnaj−1(α) does not affect the estimation
of γ.
By making use of the estimates in the papers [24], [12], [19], [20], [14], and [22], the following as-
ymptotic results about θˆn can be obtained (or directly follows) under Assumption 2.1-2.6: let An :=
diag{anIpγ ,
√
TnIpα} where an =
√
n in the correctly specified or semi-misspecified diffusion case, and
otherwise, an =
√
Tn. Then we have
• Tail probability estimates: for any L > 0 and r > 0, there exists a positive constant CL such that
(2.13) sup
n∈N
P
(∣∣∣An(θˆn − θ?)∣∣∣ > r) ≤ CL
rL
.
• Asymptotic normality:
An(θˆn − θ?) L−→ N(0, I−1Σ(I−1)>),
where I =
( Iγ O
Iαγ Iα
)
with
Iαγ = 2
∫
R
∂αa(x, α
?)∂>γ c
−2(x, γ?)(a(x, α?)−A(x))pi0(dx),
and the form of Σ :=
(
Σγ Σαγ
Σ>αγ Σα
)
is given as follows:
5(1) Correctly specified diffusion case:
Σ = 2I = 2 diag{Iγ , Iα} =
(
8
∫
R
(∂γc(x,γ
?))⊗2
c2(x,γ?) pi0(dx) O
O 4
∫
R
(∂αa(x,α
?))⊗2
c2(x,γ?) pi0(dx)
)
,
hence the asymptotic variance can be simply written as
I−1Σ(I−1)> = 2I−1 =
(
1
2
∫
R
(∂γc(x,γ
?))⊗2
c2(x,γ?) pi0(dx) O
O
∫
R
(∂αa(x,α
?))⊗2
c2(x,γ?) pi0(dx)
)
.
(2) Semi-misspecified diffusion case:
Σγ = 8
∫
R
(∂γc(x, γ
?))⊗2
c2(x, γ?)
pi0(dx)
Σαγ = 0
Σα = 4
∫ [(
∂αa(x, α
?)
c2(x, γ?)
− ∂xf(x)
)
C(x)
]⊗2
pi0(dx)
where the function f is the solution of the following Poisson equation:
Af (j)(x) = ∂α(j)a(x, α
?)
c2(x, γ?)
(A(x)− a(x, α?)),
for j ∈ {1, . . . , pα}.
(3) Misspecified diffusion case:
Σγ = 4
∫
(∂xf1(x)C(x))
⊗2pi0(dx)
Σαγ = 4
∫ (
∂αa(x, α
?)
c2(x, γ?)
− ∂xf2(x)
)
C2(x)(∂xf1(x))
>pi0(dx)
Σα = 4
∫ [(
∂αa(x, α
?)
c2(x, γ?)
− ∂xf2(x)
)
C(x)
]⊗2
pi0(dx)
where the functions f1 and f2 are the solution of the following Poisson equations:
Af (j1)1 (x) =
∂γ(j1)c(x, γ
?)
c3(x, γ?)
(c2(x, γ?)− C2(x)),
Af (j2)2 (x) =
∂α(j2)a(x, α
?)
c2(x, γ?)
(A(x)− a(x, α?)),
for j1 ∈ {1, . . . , pγ} and j2 ∈ {1, . . . , pα}.
(4) Le´vy driven case (both correctly specified and misspecified case):
Σγ = 4
∫
R
∫
R
(
∂γc(x, γ
?)
c3(x, γ?)
C2(x)z2 + g1(x+ C(x)z)− g1(x)
)⊗2
pi0(dx)ν0(dz),
Σαγ = −4
∫
R
∫
R
(
∂γc(x, γ
?)
c3(x, γ?)
C2(x)z2 + g1(x+ C(x)z)− g1(x)
)
(
∂αa(x, α
?)
c2(x, γ?)
C(x)z + g2(x+ C(x)z)− g2(x)
)>
pi0(dx)ν0(dz),
Σα = 4
∫
R
∫
R
(
∂αa(x, α
?)
c2(x, γ?)
C(x)z + g2(x+ C(x)z)− g2(x)
)⊗2
pi0(dx)ν0(dz),
where the functions g1 and g2 are the solution of the following extended Poisson equations:
A˜g(j1)1 (x) = −
∂γ(j1)c(x, γ
?)
c3(x, γ?)
(c2(x, γ?)− C2(x)),
A˜g(j2)2 (x) = −
∂α(j2)a(x, α
?)
c2(x, γ?)
(A(x)− a(x, α?)),
for j1 ∈ {1, . . . , pγ} and j2 ∈ {1, . . . , pα} (In the correctly specified case, g1 and g2 are
identically 0).
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We note that in the (semi-)misspecified diffusion case, the asymptotic results on the stepwise GQMLE
is not verified. However, by taking the same route to [22, Theorem 3.1], we can easily show the tail
probability estimates. Concerning asymptotic normality, it can also be derived from the argument of
Remark 2.7.
Remark 2.8. The theory of Poisson equation and extended Poisson equation plays an important role
for dealing with the misspecification effect. The former equation corresponds the generator of diffusion
processes, and the latter one does the extended generator of Feller Markov processes. The existence and
regularity conditions for their solutions are discussed in [16], [23], and [22], and in the diffusion case, [19,
Remark 2.2] provides the explicit form of g1 and g2 under pγ = pα = 1.
3. Main results
Building on the stepwise Gaussian quasi-likelihood G1,n and G2,n, the next theorem gives the stochastic
expansion of the log-marginal quasi-likelihood which is the main result of this paper:
Theorem 3.1. If Assumptions 2.1-2.6 are satisfied for the statistical model (2.1), we have
log
(∫
Θγ
exp (G1,n(γ))pi1(γ)dγ
)
= G1,n(γˆn)− 1
2
pγ log n+ log pi1 (γ
?) +
pγ
2
log 2pi − 1
2
log det Iγ + op (1) ,
log
(∫
Θα
exp (G2,n(α))pi2(α)dα
)
= G2,n(αˆn)− 1
2
pα log Tn + log pi2(α
?) +
pα
2
log 2pi − 1
2
log det Iα + op(1).
In the present settings, although the scale estimator has the two kinds of convergence rates depending
on the model setups, Theorem 3.1 holds regardless of the convergence rate of the scale estimator. By
ignoring the Op(1) terms in each expansion, we define the two-step quasi-Bayesian information criteria
(QBIC) by
QBIC1,n = G1,n(γˆn)−
1
2
pγ log n,
QBIC2,n = G2,n(αˆn)−
1
2
pα log(Tn).
Next, we consider model selection consistency of the proposed information criteria. Suppose that
candidates for drift and scale coefficients are given as
c1(x, γ1), . . . , cM1(x, γM1),(3.1)
a1(x, α1), . . . , aM2(x, αM2),(3.2)
where γm1 ∈ Θγm1 ⊂ Rpγm1 for any m1 ≤ M1 and αm2 ∈ Θαm2 ⊂ Rpαm2 for any m2 ≤ M2. Then, each
candidate model Mm1,m2 is given by
dXt = am2(Xt, αm2)dt+ cm1(Xt−, γm1)dZt.
In each candidate model Mm1,m2 , the functions (2.11) and (2.4) are denoted by G(m1)1,n and G(m1)1 ,
respectively. The functions G
(m2|m1)
2,n and G
(m2|m1)
2 correspond to (2.12) and (2.5) with γm1 . Using the
QBIC, we propose the stepwise model selection as follows.
(i) We select the best scale coefficient cmˆ1,n among (3.1), where mˆ1,n satisfies {mˆ1,n} = argmaxm1 QBIC(m1)1,n
with
QBIC
(m1)
1,n = G
(m1)
1,n (γˆm1,n)− pγm1 log n,
γˆm1,n ∈ argmax
γm1∈Θ¯γm1
G(m1)1,n (γm1).
(ii) Under cmˆ1,n and γˆmˆ1,n,n, we select the best drift coefficient with index mˆ2,n such that {mˆ2,n} =
argmaxm2 QBIC
(m2|mˆ1,n)
2,n , where
QBIC
(m2)
2,n = G
(m2|mˆ1,n)
2,n (αˆm2,n)− pαm2 log(Tn),
αˆm2,n ∈ argmax
αm2∈Θ¯αm2
G(m2|mˆ1,n)2,n (αm2).
Through this procedure, we can obtain the model Mmˆ1,n,mˆ2,n as the final best model among the candi-
dates described by (3.1) and (3.2).
7The optimal value θ?m1,m2 = (α
?
m2 , γ
?
m1) of Mm1,m2 is defined in a similar manner as the previous
section. We assume that the model indexes m?1 and m
?
2 are uniquely given as follows:
{m?1} = argmin
m1∈M1
dim(Θγm1 ),
{m?2} = argmin
m2∈M2
dim(Θαm2 ),
whereM1 = argmax1≤m1≤M1 G
(m1)
1 (γ
?
m1) andM2 = argmax1≤m2≤M2 G
(m2|m?1)
2 (α
?
m2). Then, we say thatMm?1 ,m?2 is the optimal model. That is, the optimal model consists of the elements of optimal model sets
M1 andM2 which have the smallest dimension. The following theorem means that the proposed criteria
and model selection method have the model selection consistency.
Theorem 3.2. Suppose that Assumptions 2.1-2.6 hold for the all candidate models and that these exists
a Mm?1 ,m?2 is the optimal model. Let m1 ∈ {1, . . . ,M1}\{m?1} and m2 ∈ {1, . . . ,M2}\{m?2}. Then the
model selection consistency of the proposed QBIC hold in the following senses.
lim
n→∞P
(
QBIC
(m?1)
1,n −QBIC(m1)1,n > 0
)
= 1,
lim
n→∞P
(
QBIC
(m?2 |mˆ1,n)
2,n −QBIC(m2|mˆ1,n)2,n > 0
)
= 1.
Remark 3.3. We here consider the case where there are several optimal models. Then, we define the
optimal model index sets M?1 and M
?
2 by
M?1 = argmin
m1∈M1
dim(Θγm1 ),
M?2 = argmin
m2∈M2
dim(Θαm2 ),
respectively. Applying the proof of Theorem 3.2 for each elements of M?1 and M
?
2, we can show the model
selection consistency with respect to the optimal model sets.
4. Numerical experiments
In this section, we present simulation results to observe finite-sample performance of the proposed
QBIC. We use yuima package on R (see [3]) for generating data. In the examples below, all the Monte
Carlo trials are based on 1000 independent sample paths, and the simulations are done for (hn, Tn) =
(0.01, 10), (0.005, 10), (0.01, 50), and (0.005, 50) (hence in each case, n = 1000, 2000, 5000, and 10000).
We simulate the model selection frequencies by using proposed QBIC and compute the model weight
wm1,m2 ([4, Section 6.4.5]) defined by
wm1,m2 =
exp
{
− 1
2
(
QBIC
(m1)
1,n −QBIC(mˆ1,n)1,n
)}
M1∑
k=1
exp
{
− 1
2
(
QBIC
(k)
1,n −QBIC(mˆ1,n)1,n
)}
×
exp
{
− 1
2
(
QBIC
(m2|m1)
2,n −QBIC(mˆ2,n|m1)n
)}
M2∑
`=1
exp
{
− 1
2
(
QBIC
(`|m1)
2,n −QBIC(mˆ2,n|m1)2,n
)} × 100.
(4.1)
The model weight can be used to empirically quantify relative frequency (percentage) of the model
selection from a single data set. The model which has the highest wm1,m2 value is regarded as the most
probable model. From its definition (4.1), wm1,m2 satisfies the equation
∑M1
k=1
∑M2
`=1 wk,` = 100.
4.1. Ergodic diffusion model. Suppose that we have a sample Xn = (Xtj )
n
j=0 with tj = jhn from the
true model
dXt = −1
2
Xtdt+ dwt, t ∈ [0, Tn], X0 = 0,
where Tn = nhn, and w is a one-dimensional standard Wiener process. We consider the following scale
(Scale) and drift (Drift) coefficients:
Scale 1 :c1(x, γ1) = exp
{
γ1,1 + γ1,2x+ x
2
1 + x2
}
; Scale 2 :c2(x, γ2) = exp
{
γ2,1 + x+ γ2,3x
2
1 + x2
}
;
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Scale 3 :c3(x, γ3) = exp
{
1 + γ3,2x+ γ3,3x
2
1 + x2
}
; Scale 4 :c4(x, γ4) = exp
{
1 + γ4,2x
1 + x2
}
;
Scale 5 :c5(x, γ5) = exp
{
1 + γ5,3x
2
1 + x2
}
; Scale 6 :c6(x, γ6) = exp
{
γ6,2x+ x
2
1 + x2
}
;
Scale 7 :c7(x, γ7) = exp
{
x+ γ7,3x
2
1 + x2
}
,
and
Drift 1 : a1(x, α1) = −α1(x− 1); Drift 2 : a2(x, α2) = −α2x− 1; Drift 3 : a3(x, α3) = −α3.
Each candidate model is given by a combination of these diffusion and drift coefficients; for example, in
the case of Scale 1 and Drift 1, we consider the statistical model
dXt = −α1(Xt − 1)dt+ exp
{
γ1,1 + γ1,2Xt +X
2
t
1 +X2t
}
dwt.
In this example, although the candidate models do not include the true model, the optimal parameter
(γ?m1 , α
?
m2) and optimal model indices m
?
1 and m
?
2 can be obtained by the functions
G
(m1)
1 (γm1) = −
∫
R
{
log cm1(x, γm1)
2 +
1
cm1(x, γm1)
2
}
pi0(dx),
G
(m2|m?1)
2 (αm2) = −
∫
R
cm?1 (x, γ
?
m?1
)−2
{
−x
2
− am2(x, αm2)
}2
pi0(dx),
where pi0(dx) =
1√
2pi
exp(−x2/2)dx. The definition of the optimal model, Tables 1, and 2 provide that
the optimal model consists of Scale 1 and Drift 1.
Table 3 summarizes the comparison results of model selection frequency and the mean of wm1,m2 .
The indicator of the optimal model defined by Scale 1 and Drift 1 is given by w1,1. For all cases, the
optimal model is frequently selected, and the value of w1,1 is the highest. Also observed is that the
frequencies that the optimal model is selected and the value of w1,1 become higher as n increases. This
result demonstrates the model selection consistency of proposed QBIC.
4.2. Ergodic Le´vy driven SDE model. The sample data Xn = (Xtj )
n
j=0 with tj = jhn is obtained
from
dXt = −1
2
Xtdt+
1
1 +X2t−
dZt, t ∈ [0, Tn], X0 = 0,
where Tn = nhn, the driving noise process is the normal inverse Gaussian Le´vy process satisfying L(Zt) =
NIG(3, 0, 3t, 0). In this example, we consider the following candidate scale (Scale) and drift (Drift)
coefficients:
Scale 1 :c1(x, γ1) = γ1; Scale 2 :c2(x, γ2) = exp
{
1
2
(γ2,1 cosx+ γ2,2 sinx)
}
;
Scale 3 :c3(x, γ3) =
γ3
1 + x2
; Scale 4 :c4(x, γ4) =
1 + γ4x
2
1 + x2
,
and
Drift 1 : a1(x, α1) = −α1,1x− α1,2; Drift 2 : a2(x, α2) = −α2x; Drift 3 : a3(x, α3) = −α3.
Each candidate model is constructed in a similar manner as Section 4.1. Then, the true model consists of
Scale 3 and Drift 2 with (γ3, α2) = (1,− 12 ). Note that Scale 1, 2, and Drift 3 are misspecified coefficients.
From Table 4, we can show that the tendencies of model selection frequency and model weight are
analogous to Section 4.1.
5. Appendix
Proof of Theorem 3.1 Since in the correctly specified and semi-misspecified diffusion cases, Theorem
3.1 can be shown in a similar way as [8], we consider the cases where the rate of convergence for scale
estimator is
√
Tn. In the following, we also consider the zero-extended version of G1,n(γ) and pi1(γ) just
for the simplicity of the following discussion. Applying the change of variable, we have
log
(∫
Θγ
exp (G1,n(γ))pi1(γ)dγ
)
9= G1,n(γˆn)− pγ
2
log n+ log
(∫
Rp
exp
{
G1,n
(
γˆn +
t√
n
)
−G1,n(γˆn)
}
pi1
(
γˆn +
t√
n
)
dt
)
.
Below we show that
log
(∫
Rp
exp
{
G1,n
(
γˆn +
t√
n
)
−G1,n(γˆn)
}
pi1
(
γˆn +
t√
n
)
dt
)
= log pi1 (γ
?)+
pγ
2
log 2pi−1
2
log det Iγ+op(1).
For a fixed positive constant δ, we divide Rpγ into
D1,n :=
{
t ∈ Rpγ : |t| < δn 12
}
,
D2,n :=
{
t ∈ Rpγ : |t| ≥ δn 12
}
.
First we look at the integration on D1,n. Taylor’s expansion around γˆn gives
G1,n
(
γˆn +
t√
n
)
−G1,n(γˆn) = 1
2n
∂2γG1,n(γˆn)[t, t] +
1
6n
√
n
∫ 1
0
∂3γG1,n
(
γˆn +
t√
n
u
)
du[t, t, t].
Here, for any t ∈ D1,n, the second term of the right-hand-side is bounded by
δ
∣∣∣∣ 16n
∫ 1
0
∂3γG1,n
(
γˆn +
t√
n
u
)
du
∣∣∣∣ |t|2.
It follows from [10, THEOREM 2 (d)] and the estimates of the GQL and GQMLE given in the papers
[24], [12], [19], [20], [14], and [22] that for any subsequence {nj} ⊂ {n}, we can pick a subsubsequence
{nkj} ⊂ {nj} fulfilling that for any  ∈
(
0, 12
)
T n(γˆnkj − γ?)
a.s.−−→ 0,(5.1)
1
nkj
∂2γG1,nkj
(
γˆnkj
)
a.s.−−→ −Iγ ,(5.2)
1
nkj
∫ 1
0
∂3γG1,nkj
(
γˆnkj +
t√
nkj
u
)
du
a.s.−−→∃ G˜ <∞,(5.3)
sup
t∈R
∣∣∣∣∣pi1
(
γˆnkj +
t√
nkj
)
− pi1 (γ?)
∣∣∣∣∣ a.s.−−→ 0,(5.4)
sup
γ∈Θγ
∣∣∣∣ 1nkj Gnkj (γ)−G(γ)
∣∣∣∣ a.s.−−→ 0,(5.5) ∣∣∣∣∣G1
(
γˆnkj +
t√
nkj
)
−G1
(
γ? +
t√
nkj
)∣∣∣∣∣+ ∣∣∣G1(γˆnkj )−G1(γ?)∣∣∣ a.s.−−→ 0.(5.6)
We hereafter write the set E ⊂ Ω on which (5.1)-(5.6) hold. For simplicity, we write
Rnkj =
∣∣∣∣ 12nkj ∂2γG1,nkj
(
γˆnkj
)
+
1
2
Iγ
∣∣∣∣+ δ ∣∣∣∣ 16nkj
∫ 1
0
∂3γG1,nkj
(
γˆnkj + u
(
γ? − γˆnkj
))
du
∣∣∣∣ .
For any ω ∈ E and  > 0, (5.1)-(5.6) enable us to pick N(ω) ∈ N and small enough ζ(ω) > 0 satisfying
that for all nkj ≥ N(ω) and δ < ζ(ω), Rnkj (ω) ≤ . For any set A, we define the indicator function 1A(·)
by:
1A(t) =
{
1, t ∈ A,
0, otherwise.
Then, for all ′ > 0 and ω ∈ E, we can choose N(ω) ≤ N ′(ω) ∈ N such that for all nkj ≥ N(ω),∣∣∣∣∣exp
{
G1,nkj
(
γˆnkj +
t√
nkj
)
−G1,nkj
(
γˆnkj
)}
pi1
(
γˆnkj +
t√
nkj
)
− exp
(
−1
2
Iγ [t, t]
)
pi1 (γ
?)
∣∣∣∣∣1D1,nkj (t)
≤ exp
(
−1
2
Iγ [t, t]
)(
sup
t∈R
∣∣∣∣∣pi1
(
γˆnkj +
t√
nkj
)
− pi1 (γ?)
∣∣∣∣∣+ supγ∈Θγ pi1 (γ)
∣∣∣exp(|t|2Rnkj )− 1∣∣∣
)
≤ ′.
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From the positive definiteness of Iγ and above estimates, for all large enough nkj , we have
exp
{
G1,nkj
(
γˆnkj +
t√
nkj
)
−G1,nkj
(
γˆnkj
)}
pi1
(
γˆnkj +
t√
nkj
)
1D1,n(t) ≤ sup
γ∈Θγ
pi1(γ) exp
{
−1
4
Iγ [t, t]
}
,
almost surely, and the right-hand-side is integrable over Rpγ . Thus it follows from D1,n → Rpγ and the
dominated convergence theorem that
log
(∫
Rpγ
exp
{
G1,nkj
(
γˆnkj +
t√
nkj
)
−G1,nkj
(
γˆnkj
)}
pi1
(
γˆnkj +
t√
nkj
)
1D1,nkj
(t)dt
)
a.s.−−→ log
(∫
Rpγ
exp
(
−1
2
Iγ [t, t]
)
pi1 (γ
?) dt
)
= log pi1 (γ
?) +
pγ
2
log 2pi − 1
2
log det Iγ .
Now we move on to the evaluation on D2,n. Since
1
nkj
(
G1,nkj
(
γˆnkj +
t√
nkj
)
−G1,nkj (γˆnkj )
)
≤ 2 sup
γ∈Θγ
∣∣∣∣ 1nkj G1,nkj (γ)−G1(γ)
∣∣∣∣+G1
(
γ? +
t√
nkj
)
−G1(γ?)
+G1
(
γˆnkj +
t√
nkj
)
−G1
(
γ? +
t√
nkj
)
−G1(γˆnkj ) +G1(γ?),
on D2,n, the identifiability condition and the almost sure convergence of each ingredient imply that on
D2,n and for all large enough nkj , there exists a positive constant 
′′ satisfying
(5.7)
1
nkj
(
G1,nkj
(
γˆnkj +
t√
nkj
)
−G1,nkj
(
γˆnkj
))
< −′′,
almost surely. Thus we arrive at∫
Rpγ
exp
{
G1,nkj
(
γˆnkj +
t√
nkj
)
−G1,nkj
(
γˆnkj
)}
pi1
(
γˆnkj +
t√
nkj
)
1D2,nkj
(t)dt
≤ exp (−nkj ′′) ∫
Rpγ
pi1
(
γˆnkj +
t√
nkj
)
dt
a.s.−−→ 0.
Again applying the converse of [10, Theorem 2(d)], we get the convergence in probability, and in turn
the desired result. As for log
(∫
Θα
exp (G2,n(α))pi2(α)dα
)
, the proof is similar, thus we omit its details.
Proof of Theorem 3.2 For proof of Theorem 3.2, we consider the nested model selection case and
non-nested model selection case. The (non-)nested model means that the candidate models (do not)
include the optimal model. In a similar way as [7, Theorems 3.3] and [8, Theorems 5.5], we can prove
that Theorem 3.2 is established for the nested model. Below, we will deal with the non-nested model
selection case.
In the non-nested model selection case, because of the definition of the optimal model, we have
G
(m?1)
1 (γ
?
m?1
) > G
(m1)
1 (γ
?
m1) a.s. for every m1 6= m?1. Further, assumptions give the equations
1
n
G
(m1)
1,n (γˆm1,n) =
1
n
G
(m1)
1,n (γ
?
m1) + op(1) = G
(m1)
1 (γ
?
m1) + op(1),
1
n
G
(m?1)
1,n (γˆm?1 ,n) =
1
n
G
(m?1)
1,n (γ
?
m?1
) + op(1) = G
(m?1)
1 (γ
?
m?1
) + op(1).
Hence, for any m1 ∈ {1, . . . ,M1}\{m?1},
P
(
QBIC
(m?1)
1,n −QBIC(m1)1,n > 0
)
= P
{
1
n
(
G
(m?1)
1,n (γˆm?1 ,n)−G
(m1)
1,n (γˆm1,n)
)
>
(
pγm?1
− pγm1
) log n
n
}
= P
{
G
(m?1)
1 (γ
?
m?1
)−G(m1)1 (γ?m1) > op(1)
}
= P
{
G
(m?1)
1 (γ
?
m?1
)−G(m1)1 (γ?m1) > 0
}
+ o(1)
→ 1(5.8)
11
as n→∞. As with (5.8), we can show that for any m2 ∈ {1, . . . ,M2}\{m?2},
P
(
QBIC
(m?2 |m?1)
2,n −QBIC(m2|m
?
1)
2,n > 0
)
→ 1.(5.9)
From (5.8) and (5.9), we have
P
(
QBIC
(m?2 |mˆ1,n)
2,n −QBIC(m2|mˆ1,n)2,n > 0
)
= P
(
QBIC
(m?2 |mˆ1,n)
2,n −QBIC(m2|mˆ1,n)2,n > 0, mˆ1,n = m?1
)
+ P
(
QBIC
(m?2 |mˆ1,n)
2,n −QBIC(m2|mˆ1,n)2,n > 0, mˆ1,n 6= m?1
)
≤ P
(
QBIC
(m?2 |m?1)
2,n −QBIC(m2|m
?
1)
2,n > 0
)
+ P (mˆ1,n 6= m?1)
= P
(
QBIC
(m?2 |m?1)
2,n −QBIC(m2|m
?
1)
2,n > 0
)
+ P
(
QBIC
(m?1)
1,n < QBIC
(m?1)
1,n
)
→ 1 + 0 = 1.
The proof of Theorem 3.2 is complete.
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Table 1. The values of G
(m1)
1 (γ
?
m1) for each candidate diffusion coefficient.
Scale 1 Scale 2 Scale 3 Scale 4 Scale 5 Scale 6 Scale 7
G
(m1)
1 (γ
?
m1) -1.2089 -1.2822 -1.4833 -1.6225 -1.4833 -1.2602 -3.2860
Table 2. The values of G
(m2|m?1)
2 (α
?
m2) for each candidate drift coefficient.
Drift 1 Drift 2 Drift 3
G
(m2|m?1)
2 (α
?
m2) -0.0624 -0.8193 -0.0979
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Table 3. The mean of model weight wm1,m2 and model selection frequencies for various
situations. The optimal model consists of Scale 1 and Drift 1.
Tn hn Scale 1
∗ Scale 2 Scale 3 Scale 4 Scale 5 Scale 6 Scale 7
10 0.01 Drift 1∗ frequency 409 72 5 1 5 95 70
(n = 1000) weight 30.27 7.26 0.41 0.04 0.41 7.57 5.38
Drift 2 frequency 60 84 2 0 0 31 22
weight 5.94 6.67 0.13 0.01 0.02 2.64 1.98
Drift 3 frequency 125 5 0 0 0 3 11
weight 22.91 2.50 0.15 0.04 0.10 3.06 2.51
10 0.005 Drift 1∗ frequency 449 86 6 0 4 73 45
(n = 2000) weight 33.19 8.07 0.53 0.02 0.30 5.61 3.51
Drift 2 frequency 64 96 3 0 0 26 8
weight 6.61 7.65 0.19 0.00 0.01 1.95 0.89
Drift 3 frequency 129 4 1 0 0 2 4
weight 24.63 2.94 0.26 0.02 0.07 2.07 1.48
50 0.01 Drift 1∗ frequency 832 58 2 0 1 1 12
(n = 5000) weight 62.59 5.19 0.19 0.00 0.10 0.08 0.99
Drift 2 frequency 2 13 0 0 0 0 0
weight 0.29 1.12 0.00 0.00 0.00 0.00 0.04
Drift 3 frequency 79 0 0 0 0 0 0
weight 28.43 0.74 0.01 0.00 0.00 0.01 0.21
50 0.005 Drift 1∗ frequency 841 59 3 0 2 0 7
(n = 10000) weight 62.80 5.30 0.30 0.00 0.19 0.00 0.59
Drift 2 frequency 3 13 0 0 0 0 0
weight 0.31 1.15 0.00 0.00 0.00 0.00 0.00
Drift 3 frequency 72 0 0 0 0 0 0
weight 28.46 0.76 0.01 0.00 0.00 0.00 0.12
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Table 4. The mean of model weight wm1,m2 and model selection frequencies for various
situations. The true model consists of Scale 3 and Drift 2.
Tn hn Scale 1 Scale 2 Scale 3
∗ Scale 4
10 0.01 Drift 1 frequency 3 38 169 27
(n = 1000) weight 0.54 5.07 25.09 7.94
Drift 2∗ frequency 12 72 548 131
weight 0.91 5.55 39.94 13.28
Drift 3 frequency 0 0 0 0
weight 0.10 0.50 0.78 0.30
10 0.005 Drift 1 frequency 1 36 174 28
(n = 2000) weight 0.38 4.84 26.64 6.94
Drift 2∗ frequency 11 70 557 123
weight 0.81 5.29 42.01 11.51
Drift 3 frequency 0 0 0 0
weight 0.07 0.45 0.82 0.24
50 0.01 Drift 1 frequency 0 0 68 24
(n = 5000) weight 0.00 0.01 14.44 6.70
Drift 2∗ frequency 0 1 659 248
weight 0.00 0.09 54.09 24.66
Drift 3 frequency 0 0 0 0
weight 0.00 0.00 0.00 0.00
50 0.005 Drift 1 frequency 0 0 69 20
(n = 10000) weight 0.00 0.01 15.31 5.84
Drift 2∗ frequency 0 1 684 226
weight 0.00 0.09 57.41 21.35
Drift 3 frequency 0 0 0 0
weight 0.00 0.00 0.00 0.00
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