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We discuss the problem of learning fuzzy rules using Evolutionary Learning
techniques, such as Genetic Algorithms and Learning Classifier Systems.
We present ELF, a system able to evolve a population of fuzzy rules to obtain a
sub-optimal Fuzzy Logic Controller. ELF tackles some of the problems typical of
the Evolutionary Learning approach: competition and cooperation between fuzzy
rules, evolution of general fuzzy rules, imperfect reinforcement programs, fast
evolution for real-time applications, dynamic evolution of the focus of the search.
We also present some of the results obtained from the application of ELF to the
development of Fuzzy Logic Controllers for autonomous agents and for the
classical cart-pole problem.
INTRODUCTION
Genetic Algorithms (GAs)[13] and Learning Classifier Systems (LCS)[7][8]
emerged in the last years as powerful Evolutionary Learning (EL) techniques to
identify systems that optimize some cost function. The cost function provides a
reinforcement that guides the selection of the best elements of a population.
In this chapter, we discuss how it is possible to learn with EL algorithms a
population of fuzzy rules. We also discuss what are the main problems due to the
apparently conflicting properties that such an algorithm has to face: competion
among the members of the population and cooperation among the rules of the final
FLC.
Some of the most interesting features shown by Fuzzy Logic Controllers (FLC)
come from the interaction among the fuzzy rules that match a given state. Therefore,
cooperation among these fuzzy rules is desirable. On the other hand, EL algorithms
need to evaluate the contribution that single members of a population give to the
performance of the system. In other terms, they need competition among the members
of the population.
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2We focus in this chapter on efficient approaches that could be used also to learn
FLCs in real environments, where a lot of time is usually needed to acquire data and
perform actions, thus to evaluate the performance of the evolving FLC.
In this chapter, we present ELF (Evolutionary Learning for Fuzzy rules), an EL
system that faces efficiently some of these problems. We also show some
applications of ELF to conceptually interesting problems.
EVOLUTIONARY LEARNING AGORITHMS AND FUZZY SYSTEMS
Since 1989 [15], GAs have been adopted to identify sub-optimal FLCs
[20][18][16][19]. There have been also proposals to extend the LCS approach to
Fuzzy Classifier Systems [21][22][23]. Learning could be applied to at least 3
different aspects of an FLC: concept definition, state relevance, and the relationship
between state and action.
Concept definition
People tend to describe behaviors of systems in terms of interpretations of the
observed data. In an FLC, labels associated to the membership functions are used as
values for the rule variables. These labels are the terms on which the FLC operates,
and the membership functions ground each label on data, since they provide a mean
to translate numbers into interpretations. The problem of learning membership
functions with EL Algorithms has been addressed by many people (e.g.,
[20][18][16]. In some of these approaches the set of rules is defined a priori and the
GA is used to optimize the shape of the membership functions [14]. In this case the
GA tunes the FLC. The same can be said for those systems where fuzzy rules have a
specific set of membership functions each [18][21]. In other approaches, (e.g., [20])
rules are generated by combining all the possible values for the antecedents. In this
case, the GA also controls the number of rules, by generating or eliminating values
(i.e., membership functions) for the antecedents. In some of the approaches
belonging to this class, a GA is used only to modify the membership functions of
the antecedents, while the optimization of the consequent is left to another type of
algorithms (e.g. gradient algorithms)[20]. In other approaches belonging to this
same class the GA is also in charge of the selection and the optimization of the
consequents[18][19].
All the so-far proposed approaches in this area work on simulated environments,
since the time required to converge to a good solution is usually high (order of
hundreds of thousands control cycles).
A deeper insight on these approaches is outside the scope of this chapter, where
we focus on EL applied the other two aspects of a FLC.
State relevance
It is important to identify whether a state is relevant for a given behavior. For
instance, let us consider a simple behavior like Avoid_obstacle as part of a more
complex behavioral architecture for an autonomous agent. If the agent knows that it
should activate the Avoid_obstacle behavior only in proximity of an obstacle, it may
avoid to consider it elsewhere, thus obtaining a more efficient control. Moreover, if
the agent knows that it should learn this behavior only when it is near an obstacle,
it should avoid to waste its time to learn it elsewhere.
Learning the state relevance for an FLC corresponds to learning the relevant
configurations of the input values.
Usually, the approaches concerning Evolutionary Learning of FLCs consider that
the FLC covers all the input space (e.g., [22][18][10]). In an FLC, the number of
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product the number of possible values of each antecedent. For three variables with
the typical seven values each, we have 343 antecedent configurations. Since we have
to learn the correct consequents, we should multiply this value by the analogous
consequent values to have the dimension of the search space. Even in trivial cases,
the search space (and the corresponding learning time) may become prohibitive for
real world applications.
There are approaches that come to the elimination of the less used rules from the
population. This reduces the dimension of the final FLC. For instance, approaches
derived from LCS [23] usually adopt a tax mechanism. Rules are generated
randomly. The rules that match rare states pay more taxes than the reinforcement that
they receive when they fire. Therefore, after some time, they are eliminated from the
population. This procedure does not reduce significantly the learning time problem,
since the search space is not pruned, and time is spent to evaluate rules that will
disappear. On the other side, some rules may disappear from the FLC, although they
cover states visited a small number of times. This may generate  an FLC without
actions for those states.
In ELF, we take another approach. We consider only the rules that cover the states
that occur during the learning trial. Thus, if a state is never visited, the
corresponding rules are never generated. We consider only the visited search space.
Relationship between state and actions
Learning the relationship between state and actions means to understand what is
the best action to do in a given situation. This means to learn the structure of the
FLC. Finding the correct action for any given input involves the evaluation of
different combinations of fuzzy rules that propose different actions for the same
fuzzy state. Approaches derived from LCS, such as [23], usually learn this aspect of
a FLC. ELF is also on this track.
EVOLUTIONARY LEARNING OF FUZZY RULES: SOME PROBLEMS
In this section we focus on three main problems arising when applying
Evolutionary Learning techniques to fuzzy rules:
1. competition among rules is needed to evolve the population, while cooperation
(intended as contemporary triggering) is desired to achieve the typical features
of FLCs;
2. uneven reinforcement may interfere with evolution;
3. the evolution of general rules, that contain "don't care" symbols (or
"wildcards"), is desired, but interferes with the evolution of specialized rules.
The solutions we have adopted to solve these problems can also be extended to
similar problems arising with other EL Algorithms, in particular LCS [26][27].
Cooperation and competition
Usually, the action an FLC produces for the actuators does not depend on one rule
only, but on different rules, each one triggering to some degree. Each rule may
trigger together with different rules in different states. This may give rise to
evaluation problems. For example, rules R1 and R2 may both trigger in a state A,
whereas rules R1 and R3 may both trigger in another state B. The proposed action
for state A, (a composition of what is proposed by R1 and R2), may be judged as
"good", whereas the action proposed for state B may be judged as "bad". In this case
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the other rules that fire with it.
It seems natural to give rules a reinforcement proportional to that obtained by the
actions to which they have contributed. However, as discussed above, a given fuzzy
rule is not the only one responsible for the reinforcement it may obtain. Fuzzy rules
should cooperate to exploit the desired properties of an FLC, but some of them also
compete with each other for the best action to be proposed.
We call this problem the cooperation vs. competition problem.
A possible solution of this problem is to evolve a population of FLCs instead of
a population of rules (e.g., [22][18][10][19]). This is an approach similar to the
"Pitts" approach in LCS [13][7][8]. In this case, the action proposed by all the
FLCs belonging to the population is evaluated at each learning cycle. This approach
is not viable with real-world systems: during a learning cycle the algorithm would
need to evaluate a whole population of FLCs, each one of which should work for a
time sufficient to be evaluated. Moreover, in principle, each FLC should start from a
state generated randomly, to avoid undesired influence among competing FLCs.
Both these aspects clash with the need of learning in real-world environments.
If we analyze this problem more in detail, we see that the cooperating rules that
produce a robust FLC have different antecedents. Rules with the same antecedent
usually compete with each other, since they propose different actions for the same
state. Therefore, a possible solution to this problem is to have a population of rules
partitioned into sub-populations [2]. Each sub-population contains rules that have
the same antecedents, thus they match the same fuzzy state. Rules in a sub-
population compete with each other. Rules belonging to different sub-populations
cooperate to achieve robust behaviors. This is different both from what proposed by
people following the "Pitts" approach, and from people, such as Valenzuela-Rendòn
[23] that follow the alternative "Michigan" approach [13][7][8], where the
population consists of rules. The "Michigan" approach considers all the rules as
belonging to a unique population, so competing each other. This solution brings to
slower convergence, and larger search spaces.
The solution we are proposing with ELF creates local competition, thus reducing
the search space, with respect to both the "Pitts" and the "Michigan" approaches. It
is equivalent to the evaluation of different FLCs, for each of which we consider at
each time only the part that matches the current state. The best FLC will rise from
the composition of the best local solutions found. This is not a limitation, since any
local solution is found by taking into account the other local solutions that interact
with it, as will be explained below. The solution we are proposing is on the line of
the "niche GA" mentioned by [7][27].
Imperfect reinforcement programs
As in any EL approach, also in ELF the performance of the evolving system is
evaluated by a reinforcement program. This program may either implement a
mathematical reinforcement function (called also fitness function in the GA
community), or an algorithmic composition of reinforcement functions, one for each
distinguished situation. In some cases, the reinforcement program does not consider
the limitations on the possible behavior of the system in its environment. Therefore,
it is possible to judge an action as "bad" when the system cannot do anything better
than what it has done: this is the imperfect reinforcement program problem.
Let us discuss this problem with an example. Let us consider an autonomous agent
that should learn to follow a moving target. A possible reinforcement program gives
a reinforcement proportional to the component of the movement in direction of the
moving target. If the agent moves forward when the moving target is in front of it, it
receives the maximum reinforcement, whereas if it moves forward when the moving
target is behind it, it is punished. The best action the agent can take when the
5moving target is behind it, is to turn on itself. Since this needs some time, at the
beginning, the component of the movement in the target direction, will be negative,
and the state reached after one control step will be judged as "bad" by the





Figure 1 - The negative (black) reinforcement given to a good action
(left) and the positive (gray) reinforcement given to a non-optimal
action (right).
Without special attention to this situation, a reinforcement learning algorithm
could treat unfairly the rules that propose to turn with the maximum steering value
when the moving target is behind the agent. The algorithm considers them as “bad
rules”, and tries to eliminate them from the population. Unfortunately, these rules are
proposing the best action the agent could do.
The above reported reinforcement program comes naturally from a superficial
inquiry about the task. It may be argued that information about the agent's
performance is available at design time, therefore a better reinforcement program
could be defined before than starting the experiments. This is true only in part, at
least for three reasons: some features of the real agent may be different from what
expected (and may also vary during the agent's life), the cost of accurate modeling
of the agent and of the environment may be too high, the designer may decide to
have inaccurate, but simple reinforcement programs.
If the designer of the FLC had enough knowledge about the system to design a
perfect reinforcement program, probably he also could directly program the behavior,
without any need for learning. Unfortunately, this is not true for many real-world
environments. Moreover, the verification of the correctness of a reinforcement
program is still an open problem [3][9].
We have found support to this opinion about the difficulty to evaluate the
correctness of a reinforcement program in different experiments with autonomous
agents [2][3][5], and other fuzzy control applications, such as: the cart-pole
balancing [14][17], the spacecraft autonomous rendez-vous [15] and the truck
backing-up [17]. We have found that it is common to have critical states that are not
considered by reinforcement programs and that "naturally" arise to the designer's
mind.
The solution we have adopted in ELF to this problem consists in learning also
what is the best evaluation an agent could have in a given qualitative state This is
6a way to estimate the possible limitations of the agent. We distribute a reinforcement
to rules that belong to a sub-population by taking into account the limitations
observed in the so-far tested elements of the population.
Learning generalization
A general rule has "don't care" symbols (or "wildcards") in place of the values of
some of the variables in its antecedents. Since a "don't care" matches any value of a
variable, these rules may trigger in all the states described by the specific values of
the variables in the antecedent, and any value for the "don't cares". In other terms,
any specific value of the variables with "don't cares" is not relevant for the rule. For
instance, an agent that should follow a moving target, may consider irrelevant values
of the variable that describe the distance from an obstacle in front of it and that are
different from “close”. In other terms, the behavior is not affected by objects in front
of the agent, but not close to it.
The emergence of general rules is desirable, since this reduces the dimension of the
rule base, and improves efficiency both during learning and during the performance
of the system.
The problem with learning general fuzzy rules is that they trigger with a large
number of different rules in different states. Moreover, the reinforcement given to
general rules depends on the limitations of the agent in the different states the rules
match. In other terms, general rules compete with rules covering different states,
generating problems analogous to those described in previous sections.
ELF, A SOLUTION TO SOME PROBLEMS
In this section, we present ELF (Evolutionary Learning of Fuzzy rules), an
algorithm that learns a sub-optimal number of possibly general fuzzy rules, and
maximizes the reinforcement given by a possibly imperfect reinforcement program.
ELF gives reinforcement either after a given number of control cycles, or when a
condition is verified (delayed reinforcement).
Due to its complexity, firstly we introduce informally its main features, then we
present the algorithm more in detail.
ELF: definitions and main features
ELF works on a population of fuzzy rules. We associate with each rule
information about how good it has been judged in its life (its strength), and how
much it contributed to past actions.
ELF modifies the fitness of a rule according to the results of the actions to which
it contributed. These results are judged by a reinforcement program that evaluates the
current state. This evaluation is then transformed into a reinforcement for the rules
that have contributed to reach the state, taking into account the learnt limitations of
the agent.
In ELF, the population of rules is partitioned into sub-populations, whose
members share the same values for the antecedent variables. Therefore, in each sub-
population we have rules with the same antecedents, and different consequents,
competing to propose the best consequent for the state qualitatively described by the
antecedent.
Since the rules are fuzzy, the same state may be matched by different antecedents.
All the sub-populations cooperate to produce the control action, while the members
of a sub-population compete with each other. The dimension of each sub-population
is dynamically adapted according to the current performance of the agent in the
corresponding state. At the beginning, the sub-populations can grow to exploit a
7large search space. As the performance of the agent improves in a state, the maximum
number of rules belonging to the sub-population that matches that state is decreased.
The goal is to obtain the minimum number of rules with a satisfactory performance.
When the system is in a state not sufficiently covered with by any rule, a cover
detector operator [25][12] generates a new rule, having the antecedent that best
matches the current state, and possibly containing some "don't cares". Therefore ELF
may either build a rule base from scratch, or work with an initial rule base. The
designer may also define constraints on the shape of the rules, and relationships
among the values of their antecedents.
We call a sequence of control cycles ending with a state evaluation an episode.
The user may decide whether episodes last for a given number of control cycles, or
end when a given state is reached. During an episode, only one rule per sub-
population (randomly selected among the rules of a matching sub-population) can
trigger. At the end of the episode, the reinforcement goes to the set of rules (one for
each involved sub-population) that cooperated during the episode. This is
equivalent to evaluating during each episode a different FLC (the set of triggering
rules) that covers the states visited during the episode. This solves efficiently the
cooperation vs. competition problem, since it focuses the search on the only rules
that match the state under consideration.
At the end of each episode, ELF evaluates the current state, and produces a
reinforcement. ELF distributes reinforcement to the rules that have triggered during
an episode, proportionally to a rule's contribution to the obtained result. ELF also
reinforces (with a discount factor defined by the designer) rules triggered during
past episodes. This contributes to evolve chains of rules, analogously to what
happens with Q-learning [24] and fuzzy Q-Learning [1][11]. The aspects of ELF
common to these approaches are discussed in [6].
ELF reinforces rules that belong to a sub-population considering some estimate of
the performance they may be expected to have. This solves the imperfect
reinforcement program problem, discussed above. ELF reinforces general rules
considering the estimate of the expected performance of the sub-population that
matches the state in which they triggered. This solves the learning generalization
problem.
Once distributed the reinforcement, ELF modifies the population possibly
eliminating or substituting the worst rules.
ELF works for a given number of episodes. Whenever a rule base is steady for a
given number of episodes and it is performing at a satisfactory level, ELF saves it
and forces a random mutation. This operation, similar to what it is done in GA and
LCS, helps to escape from local minima.
ELF: overview of the algorithm
In Figure 2 we give the pseudo-code of the high-level description of the algorithm










Figure 2 - The ELF algorithm
8ELF cycles on episodes. For each episode {2-7} it does four main activities:
action execution population update, evaluation  and reinforcement distribution. The
episode ends when either the agent has performed a given number of control cycles,
or a more general ending condition for the episode is verified.
At the end of its execution {8}, ELF selects the best, saved rulebase. If some of its
sub-populations have more than one rule, the rulebase corresponds to many potential
FLCs, one for each combination of the rules. ELF generates the final FLC, keeping
only the best rule for each sub-population, i.e., the one that has the best performance
together with all the cooperating rules.
Now, let us discuss in detail each of the four main activities cited above.
Action execution




Figure 3 - Pseudo-code of Action execution
ELF randomly selects {3.2} one rule for each sub-population that matches the
current state{3.1}. During an episode, ELF considers only the selected rules. These
rules are that part of a more general FLC that matches the current state. Thus, we
solve two problems. First, we consider each part of the FLC only when it matches a
state. In other terms, we evaluate (and eventually modify) only the part of the FLC
that is actually working. With respect to the approaches that work on populations of
FLCs, we act locally, thus reducing the possibility of destroying interesting local
solutions, when working on different solutions. The second problem solved, is the
above discussed co-operation vs. competition problem. We give the possibility of
proposing a control action to only one of the rules belonging to a sub-population.
Therefore, at the end of the episode we can evaluate the only rule of the sub-
population that contributed to the final state. This eliminates the problem of
distinguishing among actions proposed by different, competing rules. ELF will
evaluate the other competing rules (and the corresponding combinations) in other
episodes, as guaranteed by the random selection of rules belonging to a sub-
population. This also guarantees that ELF tries all the different combinations among
rules belonging to different sub-populations.
Having selected the triggering rules, ELF produces the control action by
combining the proposed actions and defuzzyfying them {3.3}.
Population update
This activity is done in different steps of the algorithm.
If there are no rules matching the current world description, ELF applies a cover
detector operator (Step 3.1., Figure 3), and generates a rule whose antecedent
matches the current state with the highest degree, in accordance with constraints
possibly defined by the designer. ELF selects randomly the consequents of the so-
generated rules. The cover detector is the only operator that introduces new sub-
populations: it generates only the antecedents matching some state that has occurred
during the learning session. We take the reasonable assumption that the system
visits all the relevant states during the learning sessions. We design these last to
match this requirement.
9The cover detector operator may also introduce, with a given probability, "don't
care" symbols in the antecedents. In this case, the new rule belongs virtually to all
the sub-populations compatible with the antecedent.
New rules may be added to a sub-population when there are "too few" rules in a
sub-population with respect to the optimal number of rules for a sub-population.
ELF computes this sub-optimal number of rules as a heuristic function of the
present sub-population performance, and of the maximum number of rules given by
the user.
After reinforcement distribution, ELF mutates with a certain probability some of
the consequents of the rules that have been enough tested, and that have a low
fitness. This means that we give to a rule the possibility of demonstrating its
fitness. After having contributed to enough actions, if its fitness tests out low we
substitute it with a rule proposing a different action. We need to try a rule some
times to average possible noise.
Given both the small dimension of the sub-populations, and the small number of
symbols in the rule consequents, in almost all the experiments we have decided to
use only a mutation operator, and not to consider the crossover operator, typical of
GA and LCS.
If a sub-population has "too many" rules, ELF deletes the worst of them from the
rule base. Again, the interpretation of "too many" depends on how good and how
large are both the sub-population and the whole population.
A last population update mechanism fires when the population does not change for
a user-defined number of episodes, and the performance is higher than a user-defined
value (Figure 2, step 7, expanded in Figure 4)
7.1.if steady(CurrentRulebase) and good(CurrentRulebase)
7.2.then {save(CurrentRulebase);
7.3. mutate(worst_rule(CurrentRulebase))}
Figure 4 - Pseudo-code of Step 7
ELF saves the population {7.2}, and mutates the worst rule to search for a better
solution {7.3}. Usually, this causes a more or less dramatic drop in performance, and
a re-assessment of the rules related to the mutated one. This mechanism is used to
escape from local minima.
Evaluation and Reinforcement Distribution
At the end of the episode, ELF evaluates the obtained state by applying a
reinforcement program.
The obtained reinforcement is filtered to consider that in some states the system
cannot obtain the maximum of the reinforcement as defined by the (imperfect)
reinforcement program. The reinforcement filter considers the average maximum and
average minimum reinforcements obtained by the sub-population, in order to
normalize the reinforcement to be distributed. The computation of this data is done
incrementally. When reinforcement is within a given percentage of the average
minimum (maximum), it contributes to its computation. We adopted the average
limits instead of absolute limits in order to reduce the effect of values coming from
exceptional conditions, that possibly arise from noisy environments or noisy sensor
data. The average limits give an estimate of the possible performance of the sub-
population. Therefore, the members of a sub-population can be evenly judged by the
reinforcement program, although this is imperfect, in the sense described above. In
the autonomous agent example we have presented there, all the rules that contribute
to propose actions when the moving target is behind the agent would receive a low
reinforcement with respect to the maximum that the reinforcement program could
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potentially give. The rules that contribute to propose to go ahead -- thus in the
direction opposite to the moving target -- will receive a very low reinforcement,
since that action is undesired. The rules contributing to turn (the "good" ones) will
receive a low reinforcement, but higher than what is given to the bad rules. Thus, the
good rules will survive, since they best cover the state with the moving target
behind the agent. Notice that in the above description we always refer to “rules that
contribute to the propose actions”, instead of “rules proposing actions”, since an
action, in an FLC, comes from the contribution of more than one rule, belonging to
different sub-populations.
The reinforcement filtering mechanism also solves the problem of evaluating
general rules that contain “don't care” symbols: general rules receive a reinforcement
proportional to their possibilities in each different state, according to the
performance computed for each corresponding sub-population.
Usually, a state is covered by more than one combination of antecedents. Therefore
it is considered by more than one sub-population.
The filtered reinforcement is distributed to the rules triggered during the episode,
proportionally to their contribution to the performed actions. The strength of a rule
(sr, in the formula below) is updated by the function:
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In other terms, the rule fitness is incremented by a quantity proportional to the
difference between the present reinforcement and the past fitness, multiplied by the
contribution of the rule to the actions performed in the current episode (currcr),
weighted by the parameter pastcr. The current contribution (currcr) is a number in
[0..1] that represents  how much the actions proposed by this rule have contributed























where rˆ  is the rule under examination, s is a state belonging to the set of states S
visited during an episode E, µs rˆ( )  is the degree of matching of rule r to the state s,
and R is the set of triggering rules. This is needed to take into account the nature of
the fuzzy inferential algorithm, for which a rule contributes to the global action
proportionally to its degree of matching with the current state. At each rule
activation, pastcr is updated adding the current contribution (currcr) to the old
value of pastcr, until a given maximum, named EnoughTested, is reached; a typical
value for EnoughTested is in the interval [10..20]. At that moment, pastcr becomes a
constant equal to EnoughTested. In other terms, the formula that updates the rule
strength changes during the rule life: it is a weighted average until the rule is tested
enough, then becoming similar to an ARMA formula, where the weight of each
increment is constant.
ELF may also reinforce rules triggered during past episodes. The designer may
state that there is some correlation (represented as a value in [0..1]) between an
episode and the previous ones. He or she may consider a state depends not only on
what happened during the current episode, but also on the actions done before. The
rules triggered in a past episode (e) modify their strength at time t, according to the
formula:
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 is computed with respect to the episode e when the rule under
examination did fire, and decay is a value given by:
decay correlationn=
where n is the number of episodes from episode e and the present one. This
mechanism tends to generate rules that bring the system through a chain of states.
In summary, ELF we considers three possible interactions among the rules:
• cooperation among rules that trigger at the same time, obtained by the fuzzy
inference engine;
• cooperation among rules triggering within the same episode, related to the
number of control cycles in an episode;
• cooperation among rules triggering in subsequent episodes, related to the
correlation  parameter.
 EXPERIMENTAL RESULTS
In this section, we present some experimental results obtained by ELF on a prey-
following task for an autonomous agent and on the cart-pole centering problem.
Experiment 1: chasing a moving target while avoiding a prohibited area
In this section we show some of the learning possibilities of ELF. Since this is
the first experiment we are presenting, we also give here some details about
methodological aspects [3], omitted in the following.
In this case, the desired behavior for the autonomous agent FAMOUSE consists of
following a moving target, as close as possible, while avoiding a prohibited area.
We report here about experiments done in simulation.
We have made these environmental assumptions:
• FAMOUSE can sense the relative direction of the moving target, the distance
from the center of the prohibited area, and its relative direction; the moving
target and the center of the prohibited area are marked by distinguishable
infrared beacons;
• FAMOUSE has two independent traction wheels on the same axis; the only
independent control variable is steering, since speed depends on it;
• the target moves randomly, and its speed changes randomly; its maximum
speed is at most ± 15% of the maximum FAMOUSE’s speed;
• the environment is a rectangular plane limited by walls, sensed by the target,
but not by FAMOUSE. The target avoids walls. When FAMOUSE touches a
wall, its movement is determined by its shape and by the direction of the
movement imposed on the actuators.
The rule antecedent  has three variables:
• distance from the target, having three possible values, represented by evenly
distributed, triangular membership functions (from now  on, we refer to this
configuration of membership functions as EDTMF);
• relative direction to the center of the prohibited area, having four possible
values, EDTMF ;
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• distance from the center of the prohibited area, 3 values: the central
membership function is triangular, centered on the value of the radius of the
area; the extreme membership functions are trapezoids.
The consequent of the rules is only one in this experiment, the steering. It has
seven values, represented by singletons evenly distributed in the interval              
[-180º..180º]. With these settings, the search space consists of 588 rules.
An example of the considered rules is
IF (dist_t IS medium) AND (dir_a IS front_left) AND (dist_a IS in)
THEN (steering IS right)
This rule states that if the distance from the target is medium, and the center of the
prohibited area is on the left part, but close to the front, and the agent is in the
prohibited area, it should turn right. This tends to bring the agent out from the area.
The reinforcement program we have defined gives a reinforcement proportional to:
• the movement in the direction of the target when FAMOUSE is out from the
prohibited area;
• the movement in the direction opposite to the center of the prohibited area,
when FAMOUSE is inside.
The reinforcement is always positive and ranges in [0..1,000]. In this experiment,
the episode length is fixed to 5, and the correlation between episodes is 0.8.
To evaluate the performance of the obtained FLCs, we have used three different
Performance Evaluation Programs (PEP): PEP-1 is the average reinforcement
given by the reinforcement program during a test session, PEP-2 is the number of
control cycles spent during the test session within a small neighborhood of the
moving target, and PEP-3 is the number of control cycles spent inside the
prohibited area.
As a first test, we have verified statistically some of the properties of the
experimental setting. We have done 12 learning sessions, each one composed of 12
trials lasting 15,000 control cycles and initialized with different random seeds, so
that the initial conditions and the moving target movements were different for each
trial. We have tested the learnt rule bases on sessions of 3,000 control cycles each.
We have answered these questions:
• Does it make sense to test each rule base on different initial conditions? The
analysis of variance gives a strong dependency (pª10-4) on the random seed for
all the PEP we have used: in these experiments the performance strongly
depends on the behavior of the moving target.
• Are our PEP and reinforcement program good indicators of the performance?
We have done a cross test, and we have obtained significant support for both
the hypotheses: the PEP on average give low reinforcements to randomly
generated rule bases and good reinforcements to the rule bases saved by ELF.
This also tell us that ELF learns.
These answers give us the possibility of comparing the results obtained with
different learning parameters and environmental states.
With the best settings for the learning parameters, the first rule base is usually
saved after around 3,000 control cycles, and by 15,000 cycles ELF has saved on
average 9 rule bases.
The results we have obtained when the introduction of “don’t cares” was inhibited
are in Table 1.
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Ave Max Min
# of rules 104.1 113 96
PEP-1 (%) 86.2 90 80.3
PEP-2 (%) 41.5 56.5 14.8
PEP-3 (%) 2.5 4.9 0.9
Table 1 - Results obtained learning the catch behavior for
FAMOUSE, without “don’t cares”
To give evidence about how all the defined PEPs (and the reinforcement program)
are imperfect and how they only give a qualitative, although objective, information
about the actual performance, we show in Figure 5 the first part of a trial with the
rule base that has obtained the worst PEP values. We represent the moving target as
a small, hatched circle, FAMOUSE as a black triangle pointing in the moving
direction, the area that FAMOUSE should avoid as a large gray area in the center of
the figure. The moving target track is solid black and the FAMOUSE track is gray.
You may see how FAMOUSE follows the light and abandons it only to avoid the
prohibited area. This behavior is qualitatively good, although the PEP value is only
75% of its best possible value.
Fig. 5 - One of the worst behaviors learnt for FAMOUSE
Forcing the production of general rules, the convergence of ELF is slower (first
rule base saved after 6,000 cycles), but the results (reported in Table 2) are
interesting and are statistically, significantly different from those of Table 1.
Ave Max Min
# of rules 21.58 26 19
PEP-1 (%) 88.8 91.8 85.2
PEP-2 (%) 49.5 57.7 41.8
PEP-3 (%) 8.8 22.5 2.7
Table 2 - Results obtained learning the specified behavior for
FAMOUSE, with at least one "don't" care per rule.
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Moreover, in about one tenth of the saved rule bases the position of “don’t care”
symbols makes it possible to distinguish between two rule bases corresponding to
the two basic behaviors: “avoid the prohibited area” and “chase the moving target”.
In other words, the resulting rule base contained rules to avoid the prohibited area,
which had a "don't care" as value for the variable corresponding to the "direction to
the moving target", and rules to chase the moving target, with a "don't care" for the
"direction from the center of the prohibited area". In the present version of ELF,
nothing encourages this type of self-partitioning of the rulebase: this phenomenon
appears naturally. It would be interesting to have components of the algorithm that
push to achieve desired features (such as self-partitioning) in the resulting FLC.
Example 2 - Cart-pole centering
This second example concerns a version of the standard cart-pole centering
problem. The goal is to block indefinitely a cart -pole system on the center of the
track, starting from a random initial position.
In this case, we have four antecedent variables (position and speed of the cart,
angular position and angular speed of the pole), and one consequent (the force
applied to the cart). For each of the antecedent variables we have three fuzzy values
(positive, null, negative), evenly distributed, the extreme trapezoidal. The
consequent has three values, corresponding to evenly distributed singletons. With
these settings, the search space consists of 243 rules, covering at most 81 fuzzy
states.
An example of the considered rules is:
IF (x IS ZE) AND (v IS ZE) AND (Θ IS ZE) AND (ω is ZE)
THEN (F IS ZE)
This is the equilibrium rule.
The dynamic model used to simulate this system takes into account also the
dynamic friction and the friction of the pivot.
The reinforcement program in this experiment gives a reinforcement proportional to
the errors w.r.t. the desired goal state, i.e.:
reinforcement x V= −( ) + −( ) + −( ) + −( )[ ]1 1 1 1
4
∆ ∆ ∆Θ ∆ω
In the experiment we report here, each episode had a fixed length of 3 control
cycles, and the correlation between episodes is 0.9.
In these conditions, ELF has obtained the results summarized in Table 3.
Ave Max Min
# of rules 92.5 109 83
PEP-1 (%) 93.0 98.7 85.5
PEP-2 (m) 0.023 0.018 0.035
PEP-3 (°) 0.03 0.05 0.02
Table 3 - Results obtained with the cart-pole
PEP-1 is the average performance obtained during a test trial, and computed as
weighted sum of reinforcement. PEP-2 is the largest stable oscillation around the
central point of the track obtained during a test trial. PEP-3 is the largest deviation
15
of the pole from the vertical position, once reached the stability. The first rulebase
has been saved in average after 2,500 control cycles.
Notice that ELF did not converge to a set of sub-populations having only one rule
each, in 15,000 control cycles. However, the optimal rules were always the best
evaluated in each of the saved rulebases.
Many other approaches tackled analogous problems.
Thrift [22] considers only the cart. He generates  with a "Pitts-like" approach a
sub-optimal set of 18 rules to bring the cart in the central position with null speed.
It takes more than 1.5 millions control cycles to evolve the correct rule base.
Moreover, it is not guaranteed that the goal state is maintained, as noticed in [10].
Feldman[10] faces the same problem with a Fuzzy Network, obtaining 10 rules in
about 800,000 control cycles. The rules have different weights, and contain "don't
cares".
Karr [14] faces the cart-pole balancing problem. He has a set of rules and
membership functions defined a priori, and his GA optimizes the membership
functions, by moving and extending or shrinking the base of the triangular
membership functions. In an undefined number of control cycles (32,000 times the
undefined cardinality of the population) it obtains "membership functions that
provided for much better control than those defined by the author", in a small
portion of the set of initial conditions.
CONCLUSION AND FUTURE WORK
In this paper, we have presented ELF, an EL algorithm that learns sets of Fuzzy
Rules.
ELF shows many interesting features [3]:
• it is robust with respect to the typical imprecision of the learning parameters ;
• it is robust with respect to some imperfect reinforcement programs;
• it can learn generalizations;
• it can accept a priori knowledge in terms of fuzzy rules and constraints on their
shape;
• it can be applied to a wide range of learning tasks, including delayed
reinforcement learning, constrained learning, incremental learning;
• it is efficient enough to make its application possible also on real time tasks.
We have tested ELF on real and simulated tasks for autonomous agents, and on
classical simulated tasks such as the cart-pole centering and the truck backing-up.
We have also adopted it to learn the coordination of sets of FLC to achieve complex
behaviors for autonomous agents [5].
The main limitation of ELF is that it does not optimize the membership functions.
These should be provided by the designer (or by another learning program). This is
not a problem in the applications where the membership functions correspond to
well-defined concepts, such as the steering area for an autonomous agent, or the limit
angle for a pole to be driven in the upright position. In other applications, the
designer may provide sub-optimal values coming from his or her experience. We are
also investigating the possibility to learn with ELF the structure of a FLC, and then
optimize the membership function with another learning algorithm [4], eventually
cycling in this double learning activity.
We are currently working in different directions. We are investigating the
possibilities of ELF in dynamic environments, where antecedents can match also
variables not belonging to the description of the current state. In this area, we are
studying [6] the relationships with Fuzzy Q-Learning [1][11] We are also studying
different combinations of parameters such as the episode length and correlation, in
order to learn FLCs when reinforcement is given only in a small number of states.
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