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Résumé 
La capacité du canal permet de caractériser les performances maximales d'un canal 
de transmission, le nombre maximal de bits susceptible d'être transmis par seconde. 
Pour un canal donné, l'UWB peut garantir un grand débit pour la transmission de 
données. 
Le canal de transmission UWB est généralement un canal à trajets multiples, sur-
tout pour les applications à l'intérieur. Aussi, la réponse de ce canal est sélective dans le 
domaine fréquentiel. Pour étudier la capacité de n'importe quel canal il faut d 'abord le 
caractériser et le modéliser. Dans notre recherche, on va se baser sur les mesures faites 
par Chehri et Fortier dans la mine CANMET à Val-d 'Or qui est située à 500 km au 
nord de Montréal, Canada. Ces mesures montrent que la distribution N akagami donne 
un bon ajustement pour l'amplitude du signal reçue à petit échelle. 
La formule classique de la capacité de Shannon est obtenue pour les canaux ayant 
des réponses fréquentielles plates. Cette formule ne s'applique pas directement dans 
notre modèle de canal. Pour utiliser la formule classique de la capacité de Shannon, 
nous devons d'abord diviser la bande de fréquences en un nombre très grand (théori-
quement infini) de petites bandes, considérées comme des sous-canaux à réponse plates 
dans le domaine fréquentiel. Ensuite, on peut appliquer une distribution optimale de 
puissance maximisant la capacité pour une puissance d 'émission totale limitée. Cette 
méthode est connue sous le nom de "waterfilling". 
Les travaux antérieurs sur l'évaluation de la capacité du canal UWB en externe (out-
door) n'ont pas tenu compte des évanouissements du canal, et en interne (indoor), le 
cas d'un milieu UWB minier n'a pas encore été abordé. Dans ce mémoire de maîtrise on 
s'est particulièrement intéressé au problème d'évaluation de la capacité du canal UWB 
minier. En utilisant la méthode "waterfilling" on a calculé la capacité d'un canal UWB 
minier d'une manière optimale en tenant compte des caractéristiques d'évanouissement 
du canal. Les résultats obtenus prouvent la pertinence de la méthode "waterfilling" dans 
ces type des canaux; cette méthode donne une amélioration importante de la capacité, 
d'un facteur entre 1.1 à 1.22 fois plus grand que la capacité uniforme lorsque le SNR < 
40 dB. Lorsque le SNR > 40 dB, la capacité optimale et la capacité uniforme convergent, 
et on remarque que les deux méthodes donnent les mêmes résultats lo rsque le ra pport 
signal sur bruit est grand (> 80 dB). 
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Abstract 
Capacity plays an important role in characterizing the maximum performance for 
channel transmission by providing the maximum number of bits that can be transmit-
ted per second. Furthermore, for a given channel, a large rate for data transmission can 
be guaranteed using UWB modulation. 
In fact, the UWB transmission channel is generally a multipath channel especially 
for indoor applications. Thus, the channel response is selective in the frequency do-
main. To be able to study the capacity of any channel, it should be characterized and 
modeled. In this research, we depend on the measures taken by Chehri and Fortier in 
the CANMET mine in Val-d'Or, located 500 km north of Montreal, Canada. These 
measurements show that the Nakagami distribution gives a good adjustment for the 
amplitude of the signal received at a small scale. 
Indeed, the classical formula for the Shannon capacity is used for flat channels. 
Thus, we can first divide the whole frequency band into many small bands, in which 
the sub-channel can be considered frequency-flat. After that, we can apply an optimal 
distribution of power to maximize the capacity of total transmission over limited power ; 
this method is known as 'waterfilling'. 
Previous works on the evaluation of UWB channel capacity considered the external 
( outdoor) case, however, they did not consider the fading channel. Also, the internal 
(indoor) studies did not discuss the case of the mining channel. In this thesis, we paid 
particular attention to the problem of evaluating the UWB channel in the mine. By 
using the 'waterfilling' method, we calculated the capacity of a UWB channel mining 
optimally, taking into account the characteristics of the fading channel. The results 
demonstrate the relevance of the "waterfilling" method in these types of channels. We 
show that, when the transmitted signal-to-noise ratio (SNR) is lower than 40 dB, using 
optimal power spectrum allocation at the transmitter side can increase transmission 
rate compared to the uniform power spectrum allocation scheme. Whereas, when the 
transmitted SNR is higher than 80 dB, the benefit of optimal power spectrum allocation 
is very limited. 
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Introduction 
1.1 Contexte et motivation de l'étude 
L'histoire des systèmes de communications sans fil remonte aux années 1880, quand 
Hertz démontra que les ondes électromagnétiques pouvaient se propager sans support 
matériel. En 1892, les travaux publiés par l'anglais Sir Williams Crookes prédirent la fai-
sabilité des communications télégraphiques à longues portées en se servant d'appareils 
réglables [41]. Par la suite, l'Italien Marconi [33] démontra et expérimenta la transmis-
sion des ondes radio longue portée. 
Jusqu'à la fin des années 1980, les systèmes de communication sans fil étaient quasi-
inexistants dans les mines souterraines. La difficulté réside dans le manque de technolo-
gies fiables ou le coût d'installation, parfois très élevé. La plupart des systèmes existants 
sont basés sur les communications analogiques câblées (câbles coaxiaux, câbles fuyants). 
Dans des situations d'urgences (une explosion, un incendie, une inondation ou autre), 
ces systèmes deviennent inefficaces. Cependant, les systèmes de communication sans fil 
ont intrinsèquement une meilleure probabilité de continuer de fonctionner durant ces 
situations périlleuses. 
La transmission par onde radio est la méthode la plus répandue en raison de sa 
plus large couverture géographique et son débit élevé. Pour cela, les systèmes de com-
munication sans fil sont en train de devenir des éléments primordiaux dans l'industrie 
minière moderne. Dans les galeries souterraines, ces systèmes peuvent être utilisés pour 
transmettre les informations nécessaires pour des applications telles que la surveillance, 
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le contrôle à distance, la gestion de production ou pour fournir un moyen de communi-
cation entre les mineurs. 
1.2 La technologie ultra large bande 
Il existe plusieurs technologies de transmission, se distinguant d'une part par les 
fréquences d'émission utilisée et d'autre part par le débit et la portée. Les systèmes 
de communication UWB (Ultra WideBand) apparaissent depuis une dizaine d 'années 
comme une solution prometteuse pour de nouveaux types de réseaux sans fil. Cette 
technologie est susceptible d'être utilisée aussi bien pour les réseaux à haut débit que 
pour les réseaux à faible débit. 
Au contraire de l'idée reçue, l'UWB est considéré comme une très vieille technologie. 
En fait, l'UWB a fait ses débuts dans les années 1890 grâce au système de transmis-
sion Spark-Gap de Marconi et Hertz [15] En d'autres termes, les premiers systèmes de 
communication sans fil ont vu le jour grâce à l'UWB. 
La notion de système UWB n'est toujours pas clairement définie pour les systèmes de 
télécommunications. La terminologie UWB vient de la communauté du radar et désigne 
au départ des formes d'onde sans porteuse (carrier-free) faites d'impulsions (impulses) 
de durée très courte ( < ns). Dans ce contexte, une définition communément admise est 
que ces signaux ont un rapport largeur de bande sur fréquence centrale, ou Fractional 
Bandwidth (FB), supérieur ou égal à 0.25 [28], [29]. 
Bj = 2. fmax- fmin fmax + fmin (1.1) 
Jusqu'à la fin des années 1970, l'ensemble des travaux de recherche a été particuliè-
rement soutenu par le domaine militaire qui voyait en l'UWB un fort potentiel pour les 
applications de type radar. Ce n'est qu'au début des années 80 que l'industrie associe 
UWB et nouvelles perspectives d'applications, tant dans le domaine des radars que celui 
des communications. 
Au cours des deux dernières décennies, la technologie UWB a été utilisée dans une 
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grande variété d'applications, notamment le radar [38], les systèmes d'imagerie radar, 
par exemple le radar à pénétration du sol (GPR) [36], les applications médicales [30], la 
communicatjon mjljtaire [39], les systèmes de loca}jsatjon [28], et enfin les systèmes de 
radiocommunication sans fil à courte portée, par exemple les réseaux personnels sans 
fil (WPAN) et les réseaux de capteurs. 
En 2002, la FCC (Federal Communicatjons Commission) a réglementé les systèmes 
UWB en allouant un spectre de fréquences s'étalent de 3.1 jusqu'à 10.6 GHz avec une 
lJmjte de densité spectrale de pwssance (DSP) égale a -41.3 dBm/MHz [34]. 
La figure 1.1 présente le positionnement de l'UWB par rapport aux princjpaux 
standards WLAN /WPAN en termes de débit et de portée maximale. Le tableau 1. 1 
[34] présente la réglementation de la FCC en 2002 ; il affiche la densüé spectrale en 
fonction de la bande de fréquences. 
1000 
802.15.4a (UWB bas-débit) 
4C 60 Il 100 Il 
Portée maximale (m} 
FIGURE 1.1 - Les principaux standards WLANjWPAN : débit et portée maximale. 
La capacité du canal est une jndication sur le débü maximal théorj que. Pour un 
canal donné, l'UWB peut garantir un grand débit pour la transmission de donnés. En 
fait, d'après Shannon, la capacité d'un canal de transmission peut être calculée selon 
l' équauon (1. 2) [40]. Selon cette équation, pour augmenter linéairement la capacité du 
3 
1.2. LA TECHNOLOGIE ULTRA LARGE BANDE 
Fréquence [GHz] En intérieur, ( dBm/MHz) En extérieur, (dBm/MHz) 
0.960-1.610 -75.3 -75.3 
1.610-1.990 -53.3 -63.3 
1.990-3.1 -51.3 -61.3 
3.1-10.6 -41.3 -41.3 
> 10.6 -51.3 -61.3 
Tableau 1.1 - La réglementation du système UWB à l'intérieur et à l'extérieur. 
canal, deux options sont possibles, soit augmenter linéairement la largeur de la bande, 
ou augmenter exponentiellement la puissance émise. Cependant la capacité du canal 
tend vers une valeur limite lorsque la largeur de bande tend vers l'infini. 
C = B.log2 (1 + ~) NoE 
p 




Cette capacité est exprimée bien sûr en bits/seconde, E est la largeur de bande du 
canal, P est la puissance du signal transmis et N0 est la densité de puissance du bruit. 
La capacité de Shannon représente le schéma optimiste de communication pratique, et 
sert également comme un repère permettant de comparer l'efficacité spectrale de tout 
les régimes pratiques de transmission. 
Un système UWB est connu par : 
- Résolution temporelle très fine : 
la courte durée d'impulsions permet une robustesse face aux évanouissements sur-
tout dans un environement à trajet multiple. 
- Court retard de transmission : 
typiquement le retard d'une transmission est très court avec un système de com-
munications UWB sans fil; il est de l'ordre de 0.1 à 1 ms. 
- Faible densité spectrale de puissance : 
les signaux UWB ont une faible densité spectrale de puissance, étant donné que 
la puissance du signal est repartie sur une grande largeur de bande. 
- Grande précision dans la localisation : 
l'UWB permet une grande précision dans la mesure des distances car la résolution 
est inversement proportionnelle à la durée de l'impulsion (UWB a une très b onne 
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résolution temporelle). Les systèmes UWB fournissent des informations sur la po-
sition de l'émetteur avec une précision de 3 à 30 cm. 
- Faible complexité : 
les systèmes UWB sont assez peu complexes parce qu'ils ne nécessitent pas l 'uti-
lisation d'un étage intermédiaire (fréquence porteuse) à l'entrée du récepteur. 
- Portées limitées : 
à cause de sa faible densité spectrale, la portée de l'UWB est limitée à quelques 
dizaines de mètres. 
1.3 Objectif et plan du mémoire 
Le canal de transmission est une entité physique qui exécute une opération sur le 
signal transmis, à parti d'un ensemble de règles bien définies pour produire un autre 
signal à la sortie du canal. La sortie est une variable aléatoire qui dépend de l'entrée 
du canal. Un canal peut être ainsi caractérisé par une probabilité de transition entre 
l'entrée et la sortie définissant une probabilité conditionnelle de la sortie compte tenu 
de l'entrée. Pour le bon fonctionnement d'un système de communication, il est primor-
dial d'avoir une bonne connaissance du canal de propagation et de son interaction avec 
l'environnement. 
Dans la figure 1.2, on présente une photo d'un canal minier da ns lequel de nom-
breux obstacles sont présents. La rugosité des murs, les fils électriques, le système de 
ventilation, les flaques d'eaux par terre sont des obstacles qui perturbent le signal reçu 
en introduisant des trajets multiples et en produisant deux types de bruit : un bruit 
multiplicatif provoqué par la directivité de l'antenne, l'absorption, la réflexion, la dis-
persion, la diffraction, et un bruit additif dû au bruit thermique dans le récepteur. Les 
trajet multiples introduits par ces obstacles amènent une variation du signal à petite 
échelle. Ceci est connu sous le nom de "small scale fading" . 
Le but de notre travail consiste à étudier la capacité théorique du canal UWB minier . 
En fait, pour étudier la capacité de n'importe quel canal il faut d'abord le caractériser 
et le modéliser. Dans notre recherche, on va se baser sur les mesures fait e par Chehri et 
Fortier [12], [9], [11], [lü] dans la mine CANMET à Val-d'Or qui est située à 500 km au 
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F IGURE 1.2 Photo d 'une galerie minière. 
nord de Montréal, Canada (1]. Ces mesures montrent que la distribution de Nakagami 
donne un bon ajustement pour l'amplitude du signal reçu à petit échelle. Ainsi , ils ont 
mesuré le retard moyen et l'étalement t emporel en ns en prenant en considération les 
deux scénarios LOS et NLOS. On va se baser encore s ur la t héorie de l' infor mation 
établie par Claude Shannon qui représente le schéma optimal pour calculer la capacité 
théorique d'un canal de communication. 
Le mémoire est composé de six chapitres dont le contenu est co mme suit . Le premier 
chapitre est une introduction générale q ui définit le contexte et 1 'object if de travail ainsi 
que la motivation et l'organisation du m émoire. 
Dans le deuxième chapit re, on donne un bref aperçu sur la théorie de l' information 
et on rappelle l'expression de la capacité q ui permet de donner une bonne desc ription 
des performances du système. En effet, de nos jours, les systèmes de communications 
sont capables de transmettre leurs données à des débits de plus en plus proches de la 
capacité t héorique du canal de transmissio n. 
Le canal de transmission UWB est généralement un canal à trajets multiples no-
tamment pour les applicatio ns à l'intérieur [19]. Ainsi, la réponse du canal est sélective 
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dans le domaine fréquentiel. Le troisième chapitre décrit les principaux phénomènes qui 
caractérisent un canal de transmission dans le mine, à grande et à petite échelle, la 
relation entre l'affaiblissement et la fréquence et entre l'affaiblissement et la distance. 
On présente ainsi dans ce chapitre la distribution statistique de l'amplitude de signal 
transmis dans un canal à trajets multiples, le retard moyen et l'étalement temporel. 
La formule classique de la capacité de Shannon est obtenue pour les canaux ayant des 
réponses fréquentielles plates. Cette formule ne s'applique pas directement dans notre 
modèle de canal [20]. Pour utiliser la formule classique de la capacité de Shannon, nous 
devons d'abord diviser la bande de fréquences en un nombre très grand (théoriquement 
infini) de petites bandes, considérées comme des sous-canaux à réponse plates dans le 
domaine fréquentiel. Ensuite, on peut appliquer une distribution optimale de puissance 
pour calculer le maximum de capacité dans le cas où on a une limite de puissance à 
l'émission. Cette méthode est connu sous le nom de "waterfilling". Ensuite, on intègre 
la capacité sur les divers sous-canaux sur toute la bande passante. Dans le quatrième 
chapitre, on détermine une méthode analytique pour calculer la capacité théorique du 
canal UWB minier et on résoud les problèmes reliés à ce canal, en particulier la sélec-
tivité des fréquences et la limite de puissance. 
Le cinquième chapitre présente l'analyse des résultats obtenus par simulation sur 
MATLAB, en implémentant l'approche proposée. On commence par appliquer notre 
approche sur un canal Nakagami à l'intérieur, pour ensuite adapter cette approche sur 
le canal UWB minier. 
Finalement, le sixième chapitre constitue une conclusion générale du mémoire, où 
l'on dresse un bilan du travail réalisé et l'on propose des directives et des recomman-
dations pour des travaux futurs. 
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Chapitre 2 
Notions de la théorie de 
1' information 
2.1 Cadre et historique de la théorie de linforma-
tion 
Commençons par une première question fondamentale à quoi sert la théorie de 
l'information? 
La réponse à cette question est un groupe de questions : si l'on dispose d'une source 
de données, quelle est la quantité d'information au récepteur? Quel est l'effet des per-
turbations sur l'information? Quel est le taux de transmission maximal sans pertes 
d'information? Le but de la théorie de l'information est alors de répondre à ces ques-
tions pour étudier un système de télécommunications afin d'assurer avant de le mettre 
en place, que ce système va envoyer le maximum de données sans perturbation ou sans 
erreur. 
La théorie de l'information a été développée durant les années quarante par Claude 
Shannon [20], dans le but de maximiser la quantité d'information pouvant être trans-
mise par un canal de communication imparfait. Shannon voulait déterminer les limites 
théoriques de la compression de données (l'entropie) ainsi que le taux de transmission 
maximal du canal (la capacité du canal). Dans ce contexte Shannon permet d'établir, 
pour le canal soumis à un bruit additif gaussien blanc, la relation entre le débit d 'in-
2.1. CADREEJ: HISTORJQUEDE1A THÉORIEDE1INFORMATION 
formation, le rapport signal sur bruit, la bande du canal et la probabilité d 'erreur . 
Shannon a montré que l'on pouvait transmettre de l'information à. travers un canal 
bruité avec une probabilité d'erreur arbitrairement petite tant que l'on ne dép9.SSe pas 
la capacité du canal. C'est-à--dire que si le débit binaire de la source Db, exprimé en 
bits/s, vérifie Db < C, (20) où C désigne la capacité du canal, alors le système donne 
une probabilité d'erreur moyenne aussi faible que l'on veut. 
Toute chaîne de communication peut être divisée en trois parties : une source, un 
canal et un destinataire. La source est le mécanisme qui produit un message analogique 
comme le parole ou numérique comme un fichier texte. Le canal est le dispositif qui 
propage le message en le rendant incertain. E-nfin le destinataire a pour r.Sle de retrouver 










FIGURE 2.1 Diagramme fondamental de la communication : Paradigme de Shannon. 
Dans la figure 2.1, une source d 'information produit un message à. transmettre vers 
un récepteur. Cette transmission d'information p9.SSe par un milieu physique appelé 
le canal. Ce dernier peut être filaire (câble, fibre optique, etc.) ou sans fil (radio). Ce 
canal est le milieu des phénomènes de propagation et en m&me temps le centre des 
phénomènes de perturbation. Ainsi le message transmis subit une perturbation (bruit, 
atténuation, interférence, etc.), qui cause la réception d'un message bruité ou perturbé. 
Pour cette raison, le destinataire ne peut pas percevoir le message transmis autre qu'en 





Soit E l'un des événements pouvant survenir à la suite d'une expérience, le fait 
d'apprendre que E a effectivement eu lieu s'appelle surprise. Cette surprise est liée à la 
probabilité de E. Elle est d'autant plus élevée que la probabilité est faible. La surprise 
est formalisée par la fonction S(p), où p est une probabilité différente de O. La fonction 
S(p) est régie par les conditions suivantes [3] : 
- S(p) = 1 : il n'y a pas de surprise lorsqu'on apprend qu'un événement certain est 
effectivement arrivé. 
- S est une fonction strictement décroissante de p (si p < q, alors S(p) > S(q)). 
Plus un événement est improbable, plus grande sera la surprise. 
- S(pq) = S(p) + S(q). 
Soient deux événements indépendants E et F de probabilités p et q respectivement. 
Comme P(EF) = pq, la surprise correspondant à l'apparition simultanée de E et Fest 
S(pq). Une fonction vérifiant les trois conditions précédentes est la suivante [3] : 
(2.1) 
La surprise est mesuré en bits, "binary digits". Par exemple si l'on tire une carte 
d'un jeu de 52 cartes. Soit E l'événement suivant : la carte tirée est l'as de pique [3]. 
P(E) = 5~ 
S ( 5~) = -log2 ( 512 ) = log2 (52)= 5.7 bits (2.2) 
2.2.2 Entropie d'une variable aléatoire 
Considèrons une source d'information qui génère à chaque instant un message Xk 





où lXI = K est la taille de la source d'information discrète. On montre ci-après quelques 
exemples de sources d'information discrète [20]. 
- Source binaire : 
XK E {0, 1} ==? lXI = K = 2 (2.5) 
- Alphabet usuel français : 
XKE{a,b,c, ... ,x,y,z}=? lXI =K=26 (2.6) 
- Code US ASCII : 
XK E {(0000000), (0000001), ... , (1111111)} ==?lX I = K = 128 (2.7) 
La grandeur - log2 (Pk) mesure la surprise ou l'information propre associée à l'évé-
nement X = Xk. L'information propre moyenne crée lorsqu'on prend n'importe quelle 
valeur de X est [20] : 
K 
H(X) =- LPk log2 (Pk) (2.8) 
k=l 
Cette quantité est appelée entropie de la variable aléatoire X. La théorie de l'in-
formation considère H(X) comme l'information liée à l'observation de X, la surprise 
moyenne causée par X, ou l'incertitude liée à X. 
Soit l'exemple de la pièce : P(X = pile) = p, P(X =face) = 1 -p. L'entropie de 
cette source est donnée par [3] : 
2 
H(X) = - k'f
1 
P(xk) log2 P(xk) (2_9) 
H(X) = -[P(x1) log2 P(x1) + (1- P(x1 )) log2 (1- P(x1))] 
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FIGURE 2.2 - L 'entropie de l'exemple de la. pièce. 
Si X est un ensemble comprenant lXI = K événements, alors l'entropie est donnée 
par [20] : 
H (X) ::; log2 K 
avec égalités si et seulement si les événements sont équiprobables. 











F IGURE 2.3- Exemples de variables aléatoires conjointes : une source et un canal. 
Soient deux variables a léatoires discrètes X et Y : 
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X= {xt, ... ,xK} ==?lXI =K 
y= {yl,···,YJ} ==? IYI = J (2 .11) 
L'entropie conjointe de X et de Y (incertitude sur X et sur Y ) est la qua ntité 
d'information moyenne nécessaire pour spécifier leur deux valeurs [20] : 
K J 
H(XY) =- L L P(xk, YJ) log2 P(xk, YJ ) (2 .12) 
k=lj=l 
L'incertitude sur X étant donnée l'observation de Y est l'entropie conditionnelle de 
X, étant donnée Y [20] : 
K J 
H(XIY) =- L L P(xk, YJ) log2 P (xkiYJ ) (2.13) 
k=l j=l 
L'entropie conjointe de X et Y est égale à la somme de l'entropie d 'une des variables , 
et l'entropie conditionnelle de la seconde étant donnée la première [20] : 
H(XY) = - 2:= P(xi , YJ) log2 P(xi, YJ) k,j 
H(XY) = - 2:= P(xi , YJ) log2 P(YJixi)P(xi ) k,j 
H(XY) = - 2:= P(xi , YJ) log2 P(YJixi) - 2:= P (xi , YJ) log2 P(xi ) (2 .14) k,j k,j 
H(XY) = - 2:= P(xi , YJ) log2 P(YJixi) - 2:= P (xi ) log2 P(xi) k,j k,j 
H(XY) = H(X) + H(YIX) = H(Y) + H (XIY) 
2.3 Information mutuelle 
Considérons toujours les deux variables aléatoires X et Y t elles que X= { x1 , ... ,x K} 
et Y={y1 , ... ,YJ}. L'information mutuelle (ou information mutuelle moyenne) I (X;Y) 
entre X et Y représente la quantité d 'information que Y donne à propos de X et vice-
versa. L'information mutuelle I(X; Y) étant définie par [20] : 
(2 .15) 
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il s'ensuit que : 
I(X; Y)= I(Y; X) (2.16) 
La différence entre H(X) et H(X[Y), désignant l'incertitude sur X après l'observation 
de Y est égale à [20] : 
K K J 
H(X)- H(X[Y) = k'fl P(xk) log2 [P(;k)] - k'flj'fl P(xk,Yj) log2 [P(x~IYj )] 
H(X)- H(X[Y) = k~lj~l P(xk,Yj) {log2 [P(;k)] -log2 [P(x~]Yj) ]} (2.17) 
K J 
H(X)- H(X[Y) = k'f1j'f1 P(xk,Yj) log2 [P~C~~/)] 
Donc l'information mutuelle entre X et Y est donnée par [20] : 
H(X)- H(X[Y) = I(X; Y) (2.18) 
Noter que pour deux variables X et Y, l'information mutuelle I(X; Y) entre X et 
Y est plus grande ou égale à 0 [20] : 
I(X; Y) 2- 0 (2.19) 
Le diagramme de Venn à la figure 2.4, et résumé dans le tableau 2.1, illustre les 
relations entre l'information mutuelle et les entropies de X et Y : 
I(X; Y)= H(X)- H(X/Y) 
I(X; Y)= H(Y)- H(Y/X) 
I(X; Y)= H(X) + H(Y)- H(XY) 
I(X; Y)= I(Y; X) 
I(X; X)= H(X) 
Tableau 2.1 - Relation entre l'entropie et l'information mutuelle. 
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H(X.Y) H(Y JX) 
H(X) H(Y) 
FIGURE 2.4- Relation entre l'entropie et J'jnformation mutuelle. 
2.4 Entropie et information mutuelle différentielles 
2.4.1 Entropie différentielle d'une source continue 
On s'intéresse maintenant aux sources d'information continues ainsi qu'aux canaux 
continus. Soit une source d'information X de fonction de densité de probabilité f~(x), 
et de fonction de distri bu ti on F~ (x). L'entropie différentielle de X est définie par [20] : 
(2. 20) 
2.4.2 Entropie différentielle d'une source gaussienne 
Soit une source d'information X suivant une distribution gaussienne X r-+ N(;.tx = 
O,a;). Sa fonction de densité de probabilité f~(x) est f~(x)= b e-<~212(J';>. L'entropie 
y 21TIJo; 
différentielle de X est donnée par [20] : 
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h(X) =- _[ fx(x) ln fx(x)dx =- _[ fx(x) ln [ ~ e-(x2 / 2a;)] dx 
h(X) =- _[ fx(x) [ln~+ ln [e-(x2 / 2ai)]] dx 
h(X) =- J fx(x) [;;;-~ln [2m;;)J] dx 
-00 
h(X) =- _[ fx(x) [;;;] dx+ _[ fx(x)~ ln [27w;] dx (2 .21) 
00 00 
h(X) = 2!; j x2 fx(x)dx +~ln [27rŒ;] j fx(x )dx 
-00 - 00 
---..-
E[X2]=a~ 1 
h(X) = ~ + ~ln [27rŒ;] = ~ln e + ~ln [27rŒ;] 
h(X) =~ln (27reŒ;) w h(X) = ~ log2 (27reŒ;) [Shannons] 
L'entropie différentielle conditionnelle de X étant donné Y est donnée par : 
00 00 
h(X[Y) =- j j fxy(x, y) log2 fxy (x [y)dxdy (2.22) 
-oo - oo 
L'information mutuelle (différentielle) entre deux variables aléatoires continues X 
et Y est égale à [20] 
I(X; Y)= j j fxy(x, y) log2 [ f(~)(x, ~\] dxdy 
X Y 
!x fy Y 
xE yE 
(2.23) 
2.5 Capacité des canaux avec mémoire 
La capacité par symbole transmis d 'un canal avec mémoire est donnée par la li-
mite quand la longueur des séquences transmises, X = ( x1, ... , x N) et reçues, Y = 
(y1 , ... ,yN) tend vers l'infini, du maximum de l' information mutuelle I(X; Y) sur l'en-
semble (convexe) Sp(x) = Sp(x~, ,xN) de tous les vecteurs possibles ou mot sources [20] : 
1 1 
C= lim Nmaxi(X;Y) = lim N max I (x l, ... , xN;Yl , ···,YN) (2 .24) 
N--+oo Sp( x ) N--+oo Sp(x 1 , ... ,xN ) 
L'information mutuelle I (X; Y) entre les séquences transmises X et reçues Y, est 
la différence entre l'entropie du vecteur H(X) et son entropie conditionnelle H(X [Y ) 
étant donnée l'observation du vecteur Y : 
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I(X; Y)- H(X) - H(XIY) 
X= (X11 .. ,X,., .. X.v) 
Source d 'infollliation 
E= (E1, . . , En' '. EN) 
Séquence d'erreurs 
Canal bruité 
Y= (Y11 .. , ~~ .. 1-;v) 
Séquence reçue 
FIGU R.E 2.5 Can.aJ discret avec mémoire. 
(2.25) 
Dans la.. figure 2.5 [20], un ca..na..l binaire avec mémoire, la.. séquence E = ( E1, .. . , EN) 
représente la,. séquence d'erreurs produite par le canal bruité. L'information mutuelle 
I(X; Y) est donnée pa.r [20] : 
I(X; Y)= H(X) - H(XIY) = H(X) - H(XIX $ E) = H(X) - H(XIE) (2.26) 
L'incertitude sur le vecteur transmis X à la.. sortie du canal ne dépendant que de 
l'incertitude sur la séquence d'erreur E, l'information mutuelle I(X; Y) est égale à 
l'incertitude sur X moins l'incertitude sur la.. séquence d'erreur elle-m@me, E [20] : 
I(X; Y)= H(X) - H(E) (2. 27) 
où H(E) est l'entropie de la.. séquence d'erreur. La capacité pa..r symbole est alors: 
(2. 28) 
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2.5.1 Capacité du canal additif gaussien 
On considère le canal de la figure 2.5. Nous définissons la capac ité du cana l comme le 
maximum de l'information mutuelle entre l'entrée et la sortie sur toutes les distributions 
à l'entrée qui satisfont la contrainte de puissance [20] : 
C = max I(X, Y ) 
EX2:<;P 
On peut calculer l'information mutuelle comme suit [20] : 
I(X; Y)= h(Y)- h(Y[X) 
I(X; Y)= h(Y)- h(X + E[X) 
I(X; Y) = h(Y)- h(E[X) 
I(X; Y) = h(Y)- h(E) 
où E est indépendant de X. On sait que h(E) = ~ log2 (27rea~) , donc : 
(2 .29) 
(2.30) 
E(Y2 ) = E(X + E) 2 = EX2 + 2EXEE + EE2 = P + N 0 (2 .31) 
où N0 =a~, P = E(X2). L'entropie de Y est limitée par ~ log2 21re (P + N ). D'a près 
le théorème 9.6.5 dans [20], on obtient : 
I(X; Y) = h(Y)- h(E) 
I(X; Y) ~ ~ log2 21re (P + N)- ~ log2 21reN 
I (X; Y) = ~ log2 ( 1 + ~) 
(2.32) 
Supposons que le canal est utilisé dans l'intervalle [0, T] , la puissance pa r échantillons 
d · PT - P L . d b . ' h ·11 · No2B T - No ans ce cas est . 2BT - 2B. a vanance u rmt par ec ant1 on est . 2 2BT - 2 . 
La capacité par écha ntillons dans ce cas est [20] : 
1 ( ~) 1 ( p ) C = - log 1 + - = - log 1 + --
2 ~ 2 N0B bits par échantillons (2.33) 
où il y a 2B échantillons chaque second, la capacité du cana l par second est [20] : 
C = B log2 ( 1 + :.B) bits par seconde (2.34) 
où B est la largeur de bande du canal, P est la puissance du signa l transmis et N0 est 
la densité de puissance du bruit. 
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Chapitre 3 
Le canal de propagation UWB 
3.1 Introduction 
Le canal de transmission peut être modélisé comme une entité physique qui exécute 
une opération sur le signal transmis, à partir d'un ensemble des règles bien définies pour 
produire un autre signal appelé le signal à la sortie. Un canal de tra nsmission numérique 
est caractérisé par une probabilité de transition qui détermine la distribution condition-
nelle de la sortie compte tenu de l'entrée. Ainsi il assure le lien entre l'émetteur et le 
récepteur en permettant le transfert de l'information entre les deux. Pour cela, le canal 
de transmission joue un rôle majeur dans un système de communication, car il est l'un 
des obstacles à la transmission fiable de l'information. L'étude de la propagation des 
signaux se fait généralement à partir de la modélisation du canal de propagation. 
Avant d 'évaluer la capacité théorique du canal UWB m1mer, une connaissance à 
priori du canal de propagation s'avère indispensable. Heureusement, il y a déjà des 
travaux sur le phénomène de propagation UWB dans une mine souterraine [12], [9], 
[11], [1 0]. Ces travaux s 'intéressent plus particulièrement à la caractérisation et à la 
modélisation statistique du canal de propagation UWB. Pour caractériser un canal de 
propagation, deux approches sont couramment choisies : la mesure ou la simulation. 
L'intérêt des simulations réside dans leur rapidité de mise en oeuvre. Cependant, tout 
modèle nécessite d'être validé par des mesures physiques pour démontrer sa pertinence. 
3.2. PROPAGATION EN ESPACE LIBRE 
3.2 Propagation en espace libre 
La propagation en espace libre représente le cas le plus idéal où le système de 
transmission est situé dans un environnement exempt de toute obstruction telles que 
l'absorption, la réfraction ou la diffraction. La figure 3.1 présente un exemple de pro-
pagation en espace libre. Une zone de Fresnel est le volume d'espace enfermé par un 
ellipsoïde dont les deux antennes forment les foyers. Un lien radio aura la première zone 
de Fresnel dégagée si il n'y a pas d'objet à l'intérieur capable de causer suffisa mment 
de diffraction [4]. 
FIGURE 3.1 -Exemple de propagation en espace libre. 
L'énergie arrivant au récepteur est uniquement une fonction de la distance, d(Tx -
Rx), parcourue par l'onde. En notant Ge le gain de l'antenne d 'émission et Pe la puis-
sance du signal émis, la densité de puissance W présente à une distance d est donnée 
par [37] : 
(3.1) 
La puissance du signal disponible aux bornes d'une antenne de réception Pr de gain 
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Gt est reliée à la densité de puissance W par la relation : 
(3.2) 
où Ar représente l'aire effective de l'antenne de réception, et À représente la longueur 
d'onde à la fréquence de travail. 
Les équations (3.1) et (3.2) conduisent à la formule de Friis, qui permet de calculer 
l'atténuation du signal en espace libre : 
___!___- G G _c_ P. ( )2 
Pt - t r 4n}d (3.3) 
où l'on a utilisé la relation entre la longueur d'onde À, la fréquence f et la vitesse de 
propagation c = f À. 
Noter que cette relation est valable lorsque la distance d est suffisamment grande 
pour que l'antenne de réception soit considérée dans le champ lointain de l'antenne 
d'émission [42]. 
Un récepteur se situe dans le champ lointain lorsque la distance d est supérieure à 
la distance de Fraunhofer d1 donnée par : 
D2 
dt=2T 
où D est la dimension de l'antenne d'emission. 
(3.4) 
On appelle affaiblissement en espace libre la différence (en dB) entre la puissance 
effective de transmission et la puissance reçue : 
Pr. ~ 10 log10 ( ~) • -10 log10 [ G,G, ( 1~d) '] (3.5) 
La propagation en espace libre est un cas théorique de référence. Dans des condi-
tions réelles de propagation, l'environnement du système de transmission interfère avec 
l'onde transmise selon différents mécanismes de propagation qui sont présentés dans le 
reste du chapitre. 
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3.3. VARIATIONS À PETITE ÉCHELLE 
3.3.1 La propagation par trajets multiples 
La propagation dans l'espace libre se produit sur une ligne directe comme la propa-
gation de la lumière en absence d'obstacles. Cependant, dans un environnement réel, la 
transmission d'un signal se fait généralement en empruntant, en plus d'un trajet direct, 
d'autres trajets de propagation. Le nombre de ces trajets est variable. Ces trajets sont 
caractérisés par différents effets suivant la nature de l'interaction entre l'onde et les 
éléments de l'environnement. 
Le signal reçu au niveau du récepteur suit une distribution statistique, résultant de la 
combinaison de tout les signaux reçus par les trajets multiples qui varient en amplitude, 
en phase et en temps. Ces signaux subissent un affaiblissement et arrivent au recepteur 
avec un retard lié à la longueur du trajet de propagation. Plus particulièrement, dans 
un milieu confiné (bâtiment ou mine par exemple), un trajet en visibilité directe (li ne 
of sight, LOS) n'est pas toujours disponible. Dans ce cas les trajets à visibilité indirecte 
(non line of sight, NLOS) permettent la communication radio. 
La figure 3.3 illustre le concept de propagation par trajets multiples, ainsi que les 
principaux phénomènes de propagation. 
- Réflexion par de grands obstacles : 
La réflexion de l'onde électromagnétique du signal se produit lorsqu'elle rencontre 
dans sa direction une surface lisse dont les dimensions sont grandes par rapport 
à la longueur d'onde du signal. 
- Dispersion par de petits obstacles : 
La dispersion de l'onde se produit lorsqu'elle rencontre dans sa direction un petit 
obstacle dont les dimensions sont petites par rapport à la longueur d'onde du 
signal. 
- La diffusion : 
La diffusion de l'onde se produit lorsqu'elle entre en collision avec une surface 
dont les dimensions sont de l'ordre de la longueur d 'onde du signal. Ce phéno-
mène engendre la diffusion de l'onde dans plusieurs directions. 
- La diffraction par les arêtes et bords des objets : 
La diffraction se produit lorsque l'onde électromagnétique heurte une arête d 'un 
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F IGURE 3.3 Principaux m écanismes de propagation à trajets multiples. 
corps volumineux dont les d imensions sont grandes par ra pport à la longueur 
d' oncle elu signal. Ce phénomène cause l'a ppari tion d 'ondes secondai res. L'énergie 
transmise par ces sources permet au &ignal de se propager clans les zones d'ombres. 
C'est ce qui explique l' arrivée d'ondes rad io a u niveau du récepteur en l'absence 
de visibili té di recte et en présence de perturbation causées par les autres types 
d' interactions. La diffract ion est une grande source de t rajets mutliples. 
Selon l' application envisagée, ces obstacles peuvent êt re considérés comme un avan-
tage ou un inconvénient . Par exemple, lorsque Fémetteur et le récepteur sont en vue 
direct e (LOS), la réflexion perturbe la lia ison. Cependant, dans le cas d u canal NLOS, 
la diffract ion et la d iffusion assurent la continuité de la li aison. 
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3.3.2 Dégradation principales de la propagation 
La figure 3.4 illustre le processus d'évanouissement du signal reçu à travers un canal 












Variation à petite échelle 
Processus d'évanouissement du signal 
Bruits 
additifs 
FIGURE 3.4 Dégradation principales de la propagation. 
Affaiblissement de parcours : 
Affaiblissement avec la distance parcourue (path loss) causé par la propagation 
sur une surface réflective comme la terre, les murs. 
Ombrage ou évanouissements lents (shadowing or slow fading) : 
À cause du relief, le signal est de forte intensité sur les hauteurs et de faible 
intensité dans la dépression causée par les grandes obstructions (bâtiments, mon-
tagnes). 
Évanouissements rapides (fast fading or multipath fading) : 
Ce phénomène est causé par la combinaison de la propagation à trajets multiples 
et le mouvement de l'usager (décalage Doppler) qui crée un distorsion de fré-
quence. 
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3.3.3 Le phénomène d'évanouissement 
Les systèmes de communication sans fil sont limités en performances et en capacité 
principalement à cause de deux facteurs liés au canal de transmission : le bruit et les 
effets de dispersion du canal de propagation, comme les évanouissements, conséquences 
de la propagation à trajets multiples. 
Le bruit additif, aussi appelé bruit thermique, est l 'un des problèmes les plus com-
munément rencontrés dans tous les canaux physiques de transmission. Il est généré par 
les composantes internes du système de communication. De plus, il est généralement 
modélisé par un bruit additif gaussien ayant une densité de puissance constante. 
Quel que soit le réseau de communication sans fil dans lequel l'utilisateur se trouve, 
les signaux émis sont sujets à des phénomènes de pertes de puissance et à des évanouis-
sements. Les évanouissements d'un canal multi-trajets sont classifiés en deux types : 
- Les évanouissements à grande échelle : 
Ils traduisent l'atténuation de la puissance du signal en fonction de la distance 
qui sépare l'émetteur du récepteur. 
- Les évanouissements à petite échelle : 
Ils traduisent le changement rapide de l'amplitude et de la phase du signal reçu 
causé par l'addition constructive ou destructive des interférences sur les différents 
trajets. 
La configuration spatiale du récepteur et de l'émetteur engendre des dispersions 
temporelles et fréquentielles. Ces dispersions sont déterminantes pour le canal de pro-
pagation. Elles définissent des paramètres d'exploitation du canal tels que la largeur 
de bande et le temps de cohérence. Ces paramètres sont essentiels au dimensionnement 
d'un système de radiocommunication. 
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3.3.4 La dispersion fréquentielle (Doppler spread) 
Les caractéristiques du canal changent avec le temps et la position pout les raisons 
suivants : les t1·ajets que suit le signal changent ent1·a.înant diffé1·entes variations du 
délai pout les différentes composantes du signal. Ainsi la phase du signal 1·eçu change 
en fonction du temps. 
A cause de la mobilité, chaque onde multivoie subit un décalage fréquentiel; ce 
décalage dans le domaine fréquentiel s'appelle le décalage Doppler. Il est proportionnel 
à. la vitesse de l'usager par rapport à. l'angle d'incidence de l'onde reçue et il peut prendre 
une valeut plus gr<1,nd ou plus petite que zéro suivant 13, direction du mouvement de 
Pusager par rapport à. Pantenne d'émission. Le décalage fréquentiel Doppler est donné 
par: 
f fi ~ Yefff~ D = Fm C 005 Cl' = _:;.;_t-.;....;.. c (3.6) 
où c désigne la célé1·ité de la lumièl."e1 a est l'angle ent1·e la dh·ection de déplacement 
de l'us3,ger et 13, direction de prop3,gation de l'onde émise, fm est 13, valeute maximale 







1 1 1 cohérence 
___....__,__......_ ....... ~ .____, 
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La figute 3.5 illust1·e l'élargissement spect1·al causé pat la mouvement de l'usage1· qui 
correspond au temps de cohérence dans le domaine temporel. Le temps de cohérence 
correspond dans le domaine temporel, à 13, dispersion de fréquence du canal dans le 
domaine fréquentiel. 
27 
-3.3, VARIATIONS À PETITE ÉCHELLE 
Si l'usager se déplace dans la direction de l'arrivée de l'onde, dans ce cas fv > 0, 
ce qui signifie que la fréquence reçue augmente [37], 
Si l'usager s'éloigne de la direction de l'arrivée de Fonde, dans ce cas fv < 0, ce 
qui signifie que la fréquence reçue diminue [37]. 
La dispersion temporelle (delay spread) 
La dispersion temporelle (delay spread) est un type de distorsion qui se produit 
lorsqu'un signal identique est reçu à la destination dans des instants différents et cor-
respond à la différence de temps entre les moments d'arrivée de la première composante 
multi-trajet et de la dernière. Noter que la dispersion temporelle correspond, dans le 
domaine temporel, à la bande de cohérence dans le domaine fréquentieL 
















La figure 3.6 nous aide à comprendre la notion de dispersion temporelle. La valeur 
RMS de la dispersion temporelle est donnée par [37] : 
'T''l"rns = vr2- (1')2 
r est la dispersion moyenne de retard temporel définie par [37] : 
E P(-rk)-rk 
,. = ...:..:k'----:=-:-~ 
E P(-rk) 
k 
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(3.9) 
3.3.6 Types d'évanouissements 
Le type d'évanouissement que subit le signal dépend de la nature du signal transmis 
par rapport aux caractéristiques du canal et de la vitesse du mobile, Les paramètres 
du signal sont la largeur de bande, Bs, et la durée d'un symbole, Ts, Les paramètres 
du canal sont la valeur RMS de la dispersion temporelle, le décalage Doppler et Tm qui 
désigne Pétalement temporel, représentant la durée qui sépare l'arrivée du premier trajet 
de l'arrivée du dernier trajet [26], La bande de cohérence du canal, noté Be, correspond 
à la gamme de fréquences sur laquelle les amplitudes des composantes fréquentielles du 
signal, fortement corrélées, subissent des atténuations semblables, En dehors de cette 
bande de fréquence, cependant, les distorsions du signal deviennent non négligeables, En 
général, la bande de cohérence d'un canal est du même ordre de grandeur que l'inverse 
de sa dispersion temporelle [26] : 
(3,10) 
Un canal de transmission a une réponse plate si l'enveloppe du signal reçu avec un 
certain retard varie en amplîtude mais que son spectre est préservé, Soit Bs la largeur 
de la bande du signal transmis, Tant que Bs < Be, toutes les composantes fréquentielles 
du signal subissent des atténuations semblables, Dans ce cas, le canal est dit non sélectif 
en fréquence, La figure 3, 7 explique ce cas, 
_s_(f)--+ B •·(t) 
lJ0 . Ts+r 
t=O Ts t t=0.01 ms 
S(f) H(f) R(f) 
-Ul-JJLJR-
FIGURE 3.7 Exemple d'un canal plat. 
Un canal de transmission a une réponse sélective en fréquence lorsqu'on retrouve à 
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la réception de multiples versions du signal a tténuées et retardées. Ainsi , le spectre du 
signal n 'est pas préservé et il est perturbé. C'est-à-dire que les composantes spectrales 
du signal ne sont pas affectées de la même manière par le canaL Pour éviter ce pr oblème, 
on essaie en prat ique de rendre la largeur de bande du signal très petite par rapport à 
la bande de cohérence du canaL La figure 3.8 explique ce cas. 
__ s_(f)_ ... B r (t) 
Ts+r 
~r- oL-- ---~~+L~~~ 
t 
_ffi_lÏl_ttL_ 
Fe F e Fe 
FIGUR E 3.8 - Exemple d'un canal séloctif en fréquence. 
La figure 3.9 illustre les types d'évanouissement que peut subir un signal dans un 
canal. Il y a quatre types d'évanouissements : deux dus à la dispersion temporelle 
(évanouissement s plats, évanouissement s sélectifs en fréquence) , et deux dus au décalage 
Doppler (évanouissement s lents et évan ouissements rapides). Quatre cas sont présents 
dans la figure 3.9 : 
- Be<< Be et Ts >> Trms : 
Si la bande occupée par le signal est inférieure à la bande de cohérence du canal, 
et la durée du symbole émis est largement supérieure à la dispersion temporelle, 
alors le spectre de signal reçu est corrélé. Ainsi, toutes les fréquences du spectre 
du signal subissent les mêmes am plifications ou atténnations . Dès lors, le canal 
est considéré comme non sélectif en fréquence et donc à évanouissements plats . 
- Bs >>Be et Ts << Tnn.s: 
Si la ba nde occupée par le signal est supérieure à la bande de cohérence du ca-
nal, et la durée du symbole émis est inférieure à la dispersion temporelle, alors le 
spect re du signal reçu est décorrélé. Lors d'un évanouissement dans la bande de 
cohérence, une partie du signal seulement sera pert ur bée. Le canal est dit sélectif 
en fréquence. 
- T8 << Tc et Bs >> décalage Doppler : 
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Évanouissements 
à petite échelle 




Évanouissements Évanouissements Évanouissements 
Be> Bs 
'T rms <Ts 
sélectifs en fréquence lents rapides 
Be< Bs 
rrms >Ts 
Décalage Doppler < Bs Décalage Doppler > Bs 
~>Th ~<Th 
FIGURE 3.9- Types d'évanouissements subis par le signal dans un canal. 
Si la durée du symbole émis est inférieure au temps de cohérence du signal, et 
la bande occupée par le signal est supérieure à la décalage de Doppler, alors le 
canal est dit à évanouissements lents. Le canal est alors non-sélectif en temps. La 
réponse impulsionnelle du canal reste constante sur plusieurs symboles consécutifs. 
- Ts > > Tc et Bs < < décalage Doppler : 
Si la durée du symbole émis est largement supérieure au temps de cohérence 
du signal, et la bande occupée par le signal est largement inférieure à la bande 
Doppler, alors le canal est dit à évanouissements rapides. Dans ces conditions, la 
réponse impulsionnelle du canal varie de façon significative pendant la durée d'un 
symbole. Le canal est alors sélectif en temps. 
3.3. 7 Distributions statistiques d'amplitude de signal reçu par 
un trajet multiple 
L'amplitude des évanouissements dans un environnement à trajets multiples peut 
suivre différentes distributions selon le domaine couvert par les mesures, la présence 
ou l'absence d'une composante forte et dominante, et quelques autres conditions. Les 
principales distributions candidates sont décrites ci-dessous. 
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- La distribution de Rayleigh 
Un modèle très employé pour les fluctuations rapides à petite échelle de l'ampli-
tude en l'absence d'une composante forte à la réception est l'évanouissement de 
Rayleigh avec une fonction de densité de probabilité donnée par : 
1 -(5 ) P (1) = -e 2" 1 > 0 
r (72 ' (3.11) 
où tJ est le paramètre de Rayleigh représentant la valeur la plus probable. La 
moyenne et la variance de cette distribution sont données par j 7r /2tJ et (2 -
7r /2)t72 , respectivement. La distribution de Rayleigh est largement utilisée pour 
décrire l'évanouissement par trajets multiples en raison de son explication théo-
rique élégante et ses vérifications expérimentales disponibles. 
- La distribution lognormale 
Cette distribution est souvent employée pour expliquer d es variations à moyenne 
échelle de l'amplitude des signaux dans un environnement d'évanouissement par 
trajets multiples. La fonction de densité de probabilité lognormale est donné par : 
l ( (ln r - 1') 2 ) 
P (1) = --e- 2" 2 1 > 0 
r ~ ' (3.12) 
où tJ est la variance de la distribution lognormale, tt est le paramètre de lognor-
male représentant la valeur la plus probable. La moyenne et la variance de cette 
distribution sont données par e1k+Œ2/ 2 et (e(J2 - l )e21k+Œ2 , respectivement. 
Avec cette distribution, log(1) est de distribution normale. En effet, en raison 
des réflexions multiples dans un environnement à trajets multiples, le phénomène 
d'évanouissement peut être caractérisé comme un processus multiplicatif. La mul-
tiplication de l'amplitude du signal provoque une distribution lognormale, de la 
même façon qu'un processus additif donne une distribution normale. 
- La distribution de Rice 
La distribution de Rice se produit quand un trajet puissant existe en plus des tra-
jets dispersés de puissance plus basse. Cette forte composante peut résulter d 'un 
trajet à visibilité directe ou d'un trajet qui subit beaucoup moins d'atténuation 
comparé aux autres composantes reçues. Quand une composante aussi dominante 
existe, le signal reçu peut être considéré comme la somme de deux signaux : un 
32 
3.3. VARIATIONS À PETITE ÉCHELLE 
signal de Rayleigh dispersé avec une amplitude et une phase aléatoires, et un si-
gnal dont l'amplitude et la phase sont déterministes, représentant le trajet fixe. 
Si ueia est le composant aléatoire, avec u suivant la loi de Rayleigh et a uni-
formément distribuée sur [0, 21r], et vei/3 est la composant e fixe (v et a ne sont 
pas aléatoires), alors le signal reçu 1ei8 est la somme de ces deux signaux et la 
fonction de densité de probabilité conjointe de 1 et () peut être exprimée par : 
( ) __ 1_ (-1
2 + v2 + 21vcos(B- j3)) Pr 1, () - 2 exp 2 , 27rŒ 2Œ 1 > 0, -?r :::; () - j3 :::; 1r 
(3.13) 
En outre, puisque la longueur du trajet fixe change souvent, j3 est lui-même une 
variable aléatoire uniformément distribuée sur [0, 21r]. Cette considération rend 1 
et () indépendantes, () ayant une distribution uniforme et 1 etant distribuée suivant 
la distribution de Rice dont la fonction de densité de probabilité s'écrit : 
1>0 (3.14) 
où I 0 désigne la fonction de Bessel modifiée de première espèce et d 'ordre 0, v est 
l'amplitude, ou l'enveloppe, de la composante forte et Œ2 est proportionnel à la 
puissance de la composante de Rayleigh. 
Dans la formule de la fonction de densité de probabilité de Rice, si v tend vers 
0, ou si v2 /2Œ2 < < 12 /2Œ2 , la composante forte est éliminée et la distribution 
de l'amplitude se réduit, comme prévu, à celle de Rayleigh. Par conséquent, la 
distribution de Ri ce englobe la distribution de Rayleigh comme un cas particulier. 
- La distribution de Nakagami 
Cette distribution englobe beaucoup d'autres distributions en tant que cas parti-
culiers. Pour décrire la distribution de Rayleigh, on a assumé que les amplitudes 
des signaux diffusés sont égales et que leurs phases sont aléatoires. Un modèle 
proposé par Nakagami est plus réaliste puisqu'il autorise également à l'amplitude 
de ces signaux d'être aléatoire. La fonction de densité de probabilité de Nakagami 
relative à 1 est donnée par : 
1 > 0 (3.15) 
où r est la fonction gamma, 0 = E[12], m = {E(12 )}2 jvar(12 ) est le facteur 
d'évanouissement, avec la contrainte m ~ 1/2. Nakagami est une distribution 
générale de l'évanouissement qui se réduit à la distribution de Rayleigh pour m 
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= 1 et à la distribution gaussienne unilatérale pour m = 1/2. Elle représente 
une bonne approximation de la distribution de Rice et s'approche da ns certa ines 
conditions de la distribution lognormale. 
3.4 Modélisation du canal de propagation 
Généralement, pour caractériser un canal de propagation, deux approches sont cou-
ramment choisies : la mesure ou la simulation. L'intérêt des simulations, à l'aide de 
logiciels du lancer de rayons par exemple, réside dans leur rapidité de mise en oeuvre. 
Cependant, tout modèle nécessite d'être validé par des mesures physiques pour démon-
trer sa pertinence. La conduite de campagnes de mesures est donc préalable à toute 
modélisation permettant ensuite des simulations précises . 
La caractérisation d'un canal peut se faire en étudiant sa réponse impulsionnelle. 
En considérant l'émetteur ou le récepteur en mouvement, l'expression de la réponse 
impulsionnelle h s'exprime comme : 
L 
h(t,T) = l.:azei(21rv1+81(t))J(T- Tz) (3.16) 
l=O 
où h(t, T) est la réponse impulsionnelle variable dans le temps, t du canal, T est le 
retard subi par le signal dans le canal. Dans cette expression, L correspond au nombre 
de trajets discernables par le récepteur. Le nombre de trajets discernables n'est pas 
obligatoirement égal au nombre de trajets réellement existant dans le canal. En effet, 
chacun des L signaux retardés résulte de la recombinaison de plusieurs trajets. Chaque 
trajet discernable peut ainsi être modélisé par une amplitude az et un déphasage Bz, 
associés au retard Tz. Le terme v1, désigne la fréquence de décalage Doppler, décalage 
provoqué par les déplacements relatifs de l'émetteur, du récepteur et des obstacles. 
Cette représentation de la réponse impulsionnelle du canal de propagation permet de 
lier les signaux reçus r(t) et émis s(t), selon l'expression suivante, où n(t) désigne le 
terme de bruit additif gaussien. 
r(t) = s(t) * h(t, T) + n(t) 
oo L 
= J 2:: a1ei(21rv1+81(t))J(T- Tz)s(t- T) + n(t) 
-oo 1=0 
oo L J 2:: azei(21rvlHh(t))s(t- T) + n(t) 
-oo l=O 
(3.17) 
Il est ainsi possible de définir la réponse impulsionnelle h(t, T) du canal dans l'espace 
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temps-retard. Cette réponse désigne la fonction d'étalement des retards [16]. D'autres 
relations permettent la caractérisation du canal. Ces relations sont les espaces fréquence-
temps, retard-Doppler et fréquence-Doppler et sont défuùes dans les expressions sui-
vantes [16] : 
00 
H(f, t) = J h( r , t)e-j'1.1rjr dr Fréquence - temps 
-oo 
00 
D( r, v) = J h( r , t)e-j'1.1rvtdt Retard - Doppler 
-oo 
00 00 
F(f, v) = J J h( r, t)e-j'2.7r(vt-r/T)drdt Fréquence- Doppler 
-00-00 
(3.18) 
Le diagramme défini dans [16] est appelé diagramme de Bello, (figure 3.10). Il permet 
d'établir une relation simple entre les fonctions introdrrites et la fonction de transfert. 
Chaque relation est reliée à. tme autre par J>opération de la transformée de Fourier 
directe ou inverse. La connaissance d'une de ces fonctions permet alors la connaissance 
totale du canal de propagation. 
,------·------------·---------------------------------------
. . 
: Transformé de Fourier:selon t 
h(r,t) 
t Transfonné de Pourier inverse selon f 
+ Transform~ de Pourîeriinverse selon v 
D(t, v) 1- - - --- - ·- - ·- + H({,t) 
i 
' Transformé de Pourier! selon t 
i 
•· 




f: fréquence v: Décalage Doppler 
• 
································-····-·················· 
FIGURE 3.10 Diagramme de Bello. 
Les paramètres de caractérisation du canal sont défuùs en étudiant les différentes 
représentation de la figure 3.10. En supposant que le canal est stationnaire en temps 
et en fréquence et que les trajets multiples sont d'amplitude et de phase décorrélées, 
la fonction d 'autocorrélation de la fonction de transfert du canal permet de défuùr les 
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fonctions de corrélation temporelle et fréquentielle. Ces précédentes hypothèses connues 
sous le nom WSSUS (Wide Sense Stationnary U ncorrelated Scattering) permettent de 
simplifier la caractérisation statistique du canal de propagation. 
3.5 Caractéristiques du canal UWB minier 
Heureusement, il y a des études sur le phénomène de propagation du signal UWB 
dans une mine souterraine [18]. Chehri a fait son étude on prenant en considération 
les deux scenarios LOS et NLOS, ainsi que les caractéristiques du cana l à grande et à 
petite échelle. 
Le but de Chehri était de calculer en détail les caractéristiques statistiques du canal 
UWB dans une mine. Les caractéristiques de la mine incluent la relation entre l'affai-
blissement et la fréquence, entre l'affaiblissement et la distance, ainsi que les paramètres 
du canal surtout à petit échelle comme la dispersion temporelle subie par les signaux 
reçus par trajets multiples. En outre, il a démontré que la distribution de Nakagami 
donne un bon ajustement pour les signaux reçus par trajets multiples. 
Chehri a fait ses mesures à une profondeur de 70 rn dans une zone d e largeur de 2.5 
à 3 rn et de hauteur de 3 rn dans le mine CANMET à Val-d 'Or à 500 km au nord de 
Montréal, Canada. Ces mesures ont été effectuées dans deux environnements . La figure 
3. 11 présente les deux environnements . La figure 3.11 (a) représente le cas de visibilite 
directe (LOS), la figure 3. 11 (b) représente le cas de visibilite indirect e (NLOS). 
Il existe plusieurs paramètres qui influent sur le statut du canal durant l'étude. L'ac-
tivité des travailleurs dans le mine cause la variation temporelle du canal, mais Chehri 
n'a pas étudié ce cas dans sa thèse; il a supposé que le cana l ét ait statique. 
Chehri [18] a mesuré la réponse fréquentielle du cana l à partir des données récu-
pérées dans un 'Vector Network Analyser' (VNA), un équipement très populaire de 
mesure pour les canaux UWB [19]. À chaque mesure, il a pris 120 échantillons et à 
chaque fois il a cherché la réponse fréquentielle pour chaque échantillon pour être le 
plus proche possible de la réalité du canal. 
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FIGURE 3.11 Les trois environnements de mesures. 
Puisqu>il était intéressé à une caractérisation efficace du canal, y compris l'effet de 
Pantenne, il a utilisé des antennes Electro-Metrics soigneusement choisies [5], Il a mis 
Pantenne d>émission sur une table de hauteur 1 mau dessus du soL L'antenne de récep-
tion a été mise à la même hauteur. Cette configuration assure une transmission point 
à point. 
Pour éviter les v-ariations temporelles dans le canal, il s'est assuré que les travailleurs 
ne se déplaçent pas entre les deux antennes [18]. 
Chehri [18] a pris on considération les deux scenarios dans ces mesures (LOS, NLOS), 
Dans le cas de visibilité directe (LOS), Pantenne d>émission reste fixe sur le table à 1 
m de hauteur, tandis que Pantenne du récepteur se déplace de 1 m jusqu>à 12 m avec 
un pas de 1 m. Dans le cas NLOS, il a fait les mêmes procédures que pour LOS, mais 
en raison de la difficulté de placer Pantenne de récepteur à courte portée à cause de 
topologie de la mine, il a commencé à 5 m jusqu>à 12 m et toujours avec un pas de 1 
m. 
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3.5.1 La dépendance entre l'affaiblissement et la fréquence et 
la distance. 
Dans le système UWB, l'atténuation totale se compose de l'atténuation due à la 
fréquence et celle due à la distance : 
(3.19) 
où d est la distance entre l'émetteur et le récepteur dans les deux cas LOS et NLOS. Il 
existe deux modèle pour décrire la relation entre l'affaiblissement et la fréquence [8] : 
(3.20) 
(3.21) 
Dans [18], l'auteur a utilisé les deux modèles pour la variation d'atténuation en 
fonction de la fréquence. Il a utilisé la méthode de Newton-Gauss pour évaluer 61 et 62 . 
Le moyenne de l'atténuation due à la distance est reliée à la distance initiale d0 et 
peut être modélisée sous la forme suivante : 
PL(d) =Plo+ 10nlog10 (:
0
) (3.22) 
où n est l'indice d'atténuation, Plo est l'affaiblissement de parcours à une distance d0 
< d et d est la distance de parcours. 
3.5.2 La distribution de l'amplitude d'un canal à trajets mul-
tiples 
Les effets du canal sans fil sur le signal à petit échelle sont généralement décrit par 
un filtre linéaire. Le signal reçu au récepteur est décrit par (3.16). Un certa in nombre 
d'études sur la propagation des signaux ultra large bande ont été réalisées en tenant 
compte des propriétés temporelles d'un canal et de la réponse spatio-tem porelle du 
canal. Dans [18], l'auteur suppose que l'antenne du récepteur est fixe et donc l'effet 
Doppler n'existe pas dans son modèle, c'est-a-dire v1 = 0 par comparaison avec (3.1 6). 
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La réponse impulsionnelle d'un canal à trajet multiples dans ce cas est : 
L 
h(t, T) = l.:..a1(t)b(t- T1(t ))ejBl(t ) (3.23) 
1=1 
où h(t, T) est la réponse impulsionnelle du canal au temps t, b est la fonction de Dirac, 
les paramètres du l-ème chemin al, /-tl et el sont l'amplitude, le retard ou le t emps d 'ar-
rivé des trajets multiples et la phase, respectivement. 
Dans [18], l'auteur a testé les distributions Nakagami, Gamma, Rayleigh et lognor-
male par la méthode de Kolmogorov-Smirnov pour savoir lesquelles donnent un bon 
ajustement pour le signal reçus par trajets multiples. 
D'après le tableau 3.1 [18] on peut voir que la distribution de Nakagami donne le 
meilleur résultat. 
Distributions LOS NLOS 
Nakagami (%) 89 81 
Gamma(%) 19 16 
Lognormal (%) 54 41 
Rayleigh (%) 83 76 
Tableau 3.1 - Comparaison des distributions statistiques de l'amplitude des trajets 
multiples. 
Dans la plupart des mesures qu'il a fait, Chehri trouve que la paramètre Nakagami 
m est égal à 1, ce qui correspond à une distribution de Rayleigh [18]. 
3.5.3 La Dispersion temporelle 
La valeur RMS de la dispersion temporelle est un paramètre important utilisé pour 
caractériser la dispersion temporelles dans le canal de propagation à trajets multiples 
(section 3.3.5). Ce paramètre est déjà estimés pour un canal UWB à l'intérieur [17], 
[14]. Les valeurs numériques dépendent de la taille et du type de bâtiment ainsi que de 
la présence ou non d'une voie à visibilité directe (LOS). 
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Le tableau 3.2 présente les résultats des mesures d e Chehri [18]. Le tableau donne 
des resultats concernant la valeur RMS de la dispersion temporelle en ns en prenant en 
considération les deux scenarios LOS et NLOS à deux puissance d'émission, 15 et 20 
dB. 
Valeur RMS de la dispersion temporelle 
LOS (15 dB) 11.8 
LOS (20 dB) 23.6 
NLOS (15 dB) 29.07 
NLOS (20 dB) 44.38 
Tableau 3.2- Retard moyen et valeur RMS de la dispersion temporelle en ns. 
3.5.4 Les réponses fréquentielle et temporelle 
La réponse fréquentielle du canal est calculée à partir des données récupérées dans 
le VNA sous la forme d'un vecteur complexe. La réponse t emporelle est obtenue comme 
la transformé inverse de Fourrier de la réponse fréquentielle. Il est possible de profiter 
d'une technique de fenêtrage pour améliorer la réponse t emporelle pour une application 
particulière. Les figures 3.12 et 3. 13 illustrent la réponse fréquentielle d ans les cas LOS 
et NLOS, respectivement, tandis que les figures 3.14 illustre la réponse temporelle dans 
les cas LOS et NLOS, respectivement. 
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FIGURE 3.13- Réponse fréquentielle dans le cas N LOS {18}. 
41 
3.5. CARACTÉRISTIQUES DU CANAL UWB MINIER 
10° 









0 200 400 600 BOO 1000 1200 1400 1600 1800 2000 
Temps 









0 200 400 600 800 1000 1200 1400 1600 1800 2000 
Temps 
FIGURE 3.14- Réponse temporelle dans les deux scénarios LOS et NLOS {18}. 
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Chapitre 4 
Capacité du canal UWB 
4.1 Introduction 
Nous avons vu précédemment que la première caractéristique des signaux UWB est 
la largeur de la bande qu'ils occupent, typiquement de l'ordre de 500 MHz à plusieurs 
GHz. La théorie de l'information nous apprend que moyennant l'utilisation d 'un code 
approprié, il est possible de transmettre des données à un taux d 'erreur binaire (TEB) 
inférieur à un seuil fixé arbitrairement bas, à condition que le débit de données soit 
inférieur à la capacité du canal de transmission. La capacité, C, du cana l est donc une 
indication du débit maximal qu'il est théoriquement possible d'obtenir sur ce cana l. La 
capacité d'un canal perturbé par du bruit blanc gaussien additif peut être calculée par 
la formule de Shannon [40] : 
p 
C = Blog2 (1 + - ) NoE ( 4.1) 
où C représente la capacité du canal (bit/s), B est la largeur de bande du canal (Hz), 
P est la puissance du signal et N0 est la densité de puissance du bruit . 
En prenant en compte un canal non idéal sujet à des évanouissements selectif aléa-
toire, nous pouvons introduire un gain h d'amplitude complexe, gaussienne et de puis-
sance égale à l'unité. La capacité ergodique (moyenne) prend alors la forme suivante 
[24] : 
P[h[ 2 
C = B.E[log2(1 + ---yr-)] bits/s/ Hz ( 4.2) 
où E représente l'espérance mathématique. 
4.2. CAPACITÉ D'UN CANAL À TRAJETS MULTIPLES AVEC UNE 
DISTRIBUTION NAKAGAMI 
Dans un contexte de demande croissante de systèmes de communications sans fil 
à très haut débit, les technologies radio travaillant sur de larges bandes de fréquences 
sont suceptible de fournir des débits adéquats. L'UWB, avec des bandes de fréquences 
allant jusqu'à plusieurs GHz, est plus adapté à l'augmentation de débit que les systèmes 
présentant de fortes contraintes sur la largeur de bande [25]. 
4.2 Capacité d'un canal à trajets multiples avec une 
distribution Nakagami 
À la connaissance de l'auteur, aucun travail sur l'étude de la capacité du canal UWB 
minier n'a été effectué. Tel que précédent au chapitre précédent, Chehri [18] a montré 
que le signal reçu par des trajets multiples suit une distribution de Nakagami. Dans 
ce contexte, on peut se baser sur des travaux précédents sur les canaux ayant une dis-
tribution Nakagami pour le calcul de la capacité. Dans [31 ], une étude de la capacité 
d'un canal Nakagami à trajets multiples (NMF : Nakagami multi-path fading) a été 
effectuée. Une solution a été obtenue pour la capacité de transmission d'un canal NMF 
(avec et sans diversité) et comparée à la capacité d'un canal gaussien. Les auteurs ont 
démontré aussi que la capacité d'un canal NMF est toujours plus petite que celle du 
canal gaussien. En outre, la capacité d'un canal NMF converge vers celle d'un canal 
gaussien si le paramètre d'évanouissement m de la distribution Nakagami tend vers 
l'infini. 
L'efficacité spectrale est un critère de base dans la conception des système de com-
munication sans fil du futur. Dans [31], les auteurs se sont concentrés sur l'efficacité 
spectrale définie comme le taux moyen de données transmises par unité de bande pas-
sante pour un taux d'erreur spécifique. Malheureusement, les liaisons radios sont sou-
mises à des évanouissements sévères par trajets multiples en raison de la combinaison 
aléatoire des composantes retardées, reflétées, dispersées et diffractées de signal. L'éva-
nouissement conduit à une dégradation importante du rapport signal sur bruit (SNR) 
résultant en un plus grand (TEB). 
L'adaptation de certains paramètres du signal transmis sur un canal à évanouisse-
ments conduit à une meilleure utilisation de la capacité du canal. 
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DISTRIBUTION NAKAGAMI 
La capacité de Shannon d'un canal définit sa limite théorique pour un taux maxi-
mal de transmission et à un TEB arbitrairement petit, sans aucun délai ou contraintes 
complexes. Par conséquent, la capacité de Shannon représente le schéma optimiste de 
communication pratique, et sert également comme un repère permettant de comparer 
l'efficacité spectrale de tous les régimes pratiques de transmission. 
Tel que mentionné plus haut, les auteurs de [31], ont considéré un système de com-
munication avec un canal subissant des trajets multiples où le rapport signal sur bruit, 
{,suit la distribution Nakagami (section 3.3.7). 
4.2.1 Capacité d'un canal à évanouissement plat 
Le système illustré dans [31] subit une contrainte de puissance moyenne à la trans-
mission. La capacité de canal dans ce cas est donnée par la formule suivante [13] : 
(4.3) 
où p1 (!) est la densité de probabilité de {, B désigne la largeur de bande du canal en 
Hz et /o est le seuil optimal de SNR. La transmission de donnée au dessous de /o est 
suspendue. /o satisfait l'équation suivante : 
00
( 1 1) j /o - ~ P1 (!)di = 1 
lü 
( 4.4) 
Avec une adaptation optimale du débit de données et avec une puissance constante 
à l'émission, la capacité du canal est donnée par [13] : 
00 
C = B j log2 (1 + !)P1 (!)d! (4.5) 
0 
où 1 est le rapport signal sur bruit, qui suit la distribution Nakagami. Cette équation a 
été déjà introduite par Lee [27], [23] comme la capacité moyenne d 'un canal à évanouis-
sement plat et a été obtenue en faisant la moyenne de la capacité d'un canal AWGN. 
45 
4.3. CAPACITÉ DU CANAL POUR UN SYSTÈME UWB 
4.3 Capacité du canal pour un système UWB 
La formule classique de Shannon représente le schéma optimale pour calculer la 
capacité théorique d'un canal plat sans inclure les effets du canal sur le signal (canal 
idéal). En pratique, le canal de transmission UWB est un canal à trajets multiples, 
notamment pour les applications à l'intérieur. Cette propriété rend l'évanouissement 
du canal sélectif dans le domaine fréquentiel. La formule classique de Shannon ne s'ap-
plique alors pas pour calculer la capacité de ce type de canal. 
Pour calculer la capacité théorique d'un canal, il faut tenir compte de l'évanouisse-
ment du canal et de la distribution statistique de l'enveloppe des signaux reçus dans le 
cas d'une propagation par trajets multiples. En étudiant quelques exemples de calcul 
de la capacité des canaux multi-trajets à évanouissement de Nakagami, on a remarqué 
qu'on part toujours de la capacité de Shannon pour un canal gaussien [43], [21], [31]. 
4.3.1 Modéle statistique pour un canal UWB à l'intérieur 
Dans [31], les chercheurs ne prennent pas en considération la sélectivité de la réponse 
fréquentielle du canal. Ils ont adaptés la capacité de Shannon sur le canal en supposant 
que ce dernier est statique. Notre problématique réside dans la nature sélective du canal 
UWB minier. Pour cela, on ne peut pas appliquer la formule classique de Shannon pour 
calculer la capacité de canal, car cette formule s'applique uniquement pour les canaux 
plats. 
L'approche qu'on va proposer sert à résoudre les problèmes reliés au canal UWB 
minier, soit la sélectivité de fréquence et la limite de puissance (faible rapport signal 
sur bruit). D'abord, on va évaluer la capacité théorique pour un canal UWB à l'inté-
rieur. Dans cette approche, on va créer la réponse du canal manuellement, puis on va 
distribuer la puissance de manière optimale sur tous les sous canaux afin de maximiser 
le taux binaire. 
Pour créer la réponse du canal, on va se baser sur le modèle statistique de propaga-
tion pour un canal UWB à l'intérieur illustré dans [19] : 
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L 
Y(t) = LazX(t- Tz) + N (t) (4.6) 
l=l 
où X(t) est le signal UWB transmis, Y(t) est le signal à la sortie du canal, L désigne 
le nombre de trajets reçus au récepteur et Tt désigne le retard subi par le l-ème trajet, 
a1 est l'amplitude du signal reçu par le l-ème trajet et N (t) c'est la bruit additif. 
On suppose que le retard subi par le premier trajet arrivant au récepteur est nul, 
T 1 = O. L'arrivée du premier trajet est considérée comme un point de référence. 
On suppose que Tz = (l-1)T pour des raisons de commodité à la fois d 'analyse et de 
traitement d'échantillonnage au niveau du récepteur [35] où T est la période d'échan-
tillonnage. 
La distribution de Nakagami modélise au mieux les variations des amplitudes à 
petite échelle à l' intérieur [32]. Noter que al = VtKl , où lit = sign(at) , peut prendre la 
valeur 1 ou -1 à cause de l'inversion du signal dû à la réflexion du signal et K 1 = [a1[ 
est la module de a1. La distribution statistique de K 1 suivant une loi de Na kagami est 
décrite par la formule suivante [21] : 
Sl X > 0 
m ::>: 1 (4.7) 
Sl X < 0 
où ol = E (ar)' m = 2.l E(af):l J. La densité de probabilité de Ill est d onnée par : VAR a 1 
1 1 Pvz(x) = 2b(x- 1) + 2b(x + 1) ( 4.8) 
La puissance du signal reçu diminue exponentiellement avec le retard. Pour cette 
raison 0 1 varie selon le critère suivant : 
(4.9) 
où r est une constante déterminée par le scenario de communication, r < 1. r prend 
des valeurs entre 0.93 et 0.97 et dans notre approche on va prendre r = O. 95 [21]. 
Les figures 4.1 , 4. 2, 4.3 , 4.4 et 4.5 illustrent la sortie et la réponse fréquentielle du 
canal entre 0 et B / 2 dans le cas où l'on suppose que l'on a 2, 7, 15, 50 et 100 trajet s. 
47 
4.3. CAPACITÉ DU CANAL POUR UN SYSTÈME UWB 
On a pris une bande passante égale à 1 (B = 1) dans les simulations, d 'où la période 
d'échantillonnage égale à 1, Tt = 1/ B. D'après l'hypothèse Tt = (l- 1)T, le retard entre 
deux trajets consécutifs est égal à 1. Par conséquent, le retard maximal dans le cas L 
= 50 est égal à 50. Ces figures montrent que lorsque le nombre de trajets augmente, la 
réponse fréquentielle du canal devient plus sélective. 
La sélectivité du canal et l'affaiblissement subi par le signal dans le canal influent 
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FIGURE 4.1 -La sortie et la réponse fréquentielle du canal p our L = 2. 
sur la capacité du canal en diminuant le rapport signal sur bruit. Comme nous l'avons 
vu, la capacité du canal est reliée logarithmiquement a u ra pport signa l sur bruit . La 
diminution de ce rapport implique la diminution de la capac ité du canal. 
Le grand nombre d'obstacles dans la mine, la rugosité des murs, les flaques d 'eau et 
les fils électriques contribuent à augmenter le nombre de trajets que suit le signal pour 
arriver au récepteur. Dans cette approche, on va évaluer la capacité du ca na l UWB à 
l'intérieur. Dans la deuxième étape, on va évaluer la capacité du cana l UWB m1mer 
pour finalement comparer les résultats dans les deux environnements. 
4.3.2 Algorithme de waterfilling 
Quand un canal de communication est endommagé pa r de graves évanouissements , 
ou par d e fortes interférences entre symboles, l'adapta tion du signa l de transmission 
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FIGURE 4.2 -La sortie et la réponse fréquentielle du canal p our L = 7. 
à l'état de canal peut généralement apporter une gra nde a mélioration à la vitesse de 
transmission. 
Le problème de trouver une stratégie d'adaptation optima le a bea ucoup été étudié 
dans le passé. Dans l'ouvrage écrit en 1968 par Gallage r [22] et aussi dans le livre éc rit 
en 1991 par Cover et Thomas [20], on démontre que l'algorithme du "waterfilling" (WF) , 
ou remplissage d'eau, permet de trouver une solution optimale au problème d'optimi-
sation sous contrainte de la puissance totale disponible. Da ns le cas d 'une distribution 
de puissance sur des porteuses gaussiennes parallèles et indépenda ntes , le WF est une 
technique d'affectation optimale de bits et de puissance . 
L'objectif du "waterfilling" est de distribuer la puissance t otale sur les canaux afin 
de maximiser la capacité du canal. On considère la figure 4. 6, où l'on a K sous-canaux 
gaussiens parallèles les uns aux autres. La sortie de chacun est la sommation d e l'entrée 
avec un bruit gaussien subi par chaque sous-canal. Par exemple, pour le canal k on a 
Yk = Xk + Nk , Nk ~ N(O, aü. On suppose aussi que le bruit da ns chaque cana l est 
indépendant d'un canal à l'autre et que l'on a une limite de puissance E ( ~ x;) <;_ P. 
J=l 
On a vu que selon la théorie de l'information (section 2. 5.1), la capacité d 'un canal 
gaussien est donné par [20] : 
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FIGURE 4.3- La sortie et la réponse fréquentielle du canal p our L = 15. 
1 p 
C = 2 log2 (1 + N) 
La capacité totale de K canaux Gaussien est donc donnée par [20] : 
pl 0 0 0 0 
0 p2 0 0 0 
0 0 p 3 0 0 
0 0 0 0 
0 0 0 0 PK 
( 4.10) 
(4.11) 
Le problème se limite à trouver l'allocation de puissance qui maximise la capacité 
du canal dans le cas où on a une limite de puissance 2:: Pj = P. Il s 'agit d 'un problème 
d'optimisation standard et peut être résolu en utilisant la t echnique des multiplicateurs 
de Lagrange [6] : 
La dérivée des deux cotés par rapport à Pj nous donne : 
~Pj~Nj +À= 0 
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FIGURE 4.4- La sortie et la réponse fréquentielle du canal p our L = 50. 
Comme la puissance doit être positive, on utilise la méthode de Kuhn-Tucker [7] 
pour que Pj demeure toujours positif : 
P · =(v- N·) J J + ( 4.14) 
La puissanse est choisie pour que : 
(4.15) 
où 
(X)+= { ~' Sl X> 0 
Sl X < 0 
( 4.16) 
et v est le paramètre seuil, 'water-level' ou niveau d 'eau et il désigne le maximum de 
puissance qu'on peut attribuer aux sous-canaux. Intuitivement, la puissance t otale dis-
ponible à l'émission peut être assimilée à une quantité de liquide qu 'il faut place r dans 
un réservoir dont la forme est déterminée par la puissance équivalente du bruit . 
La figure 4. 7 permet de comprendre le théoréme du 'waterfilling' . La couleur rouge 
désigne le bruit dans les canaux, la couleur bleu designe la puissance attribuée à chaque 
sous-canal. Par exemple, si on prend le troisième sous-canal, on remarque qu'on a une 
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FIGURE 4.5- La sortie et la réponse fréquentielle du canal pour L = 100. 
4.3.3 Algorithme pour calculer la capacité pour un canal UWB 
à l'intérieur 
Notre étude sur la capacité théorique du canal se base sur les travaux effectués en 
[18] et [21 ]. Ils supposent que la puissance du signal transmis est limitée comme suit : 
B 
2 




où B désigne la largeur de bande du signal transmis et Sx(f) désigne la fonction de 
densité spectrale de puissance du signal. Sx(f) peut être calculée en effectuant la trans-
formé de Fourier de la fonction d'auto-corrélation du signal : 
00 
Sx(f) = j E [X(t + T)X(t)] e-j21rjT dT (4.18) 
-oo 
On suppose que le paramètre de Nakagami m est constant pour tous les trajets. 
Ainsi, les amplitudes d'évanouissement a 1 , ... , aL sont supposées indépendantes les unes 
des autres et elles ont la même distribution statistique (Nakagami). Pour simplifier, 
on utilise A pour noter les amplitudes d'évanouissement reçus par les trajet multiples 
A= (a1, ... , aL). 
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FIGURE 4.6- Un exemple de canaux gaussien parallèles et indépendants. 
Comme nous l'avons vu, la formule classique de la capacité de Shannon est obtenue 
pour les canaux ayant une réponse en fréquences plate. Par conséquent, cette formule 
ne s'applique pas directement dans notre modèle de canal [18]. Pour utiliser la for-
mule classique de Shannon, nous pouvons d'abord diviser la bande de fréquences en un 
nombre infinie de petite:; bandes, dans lesquels le:; sous-canaux peuvent être considérés 
plats. Puis, on intégre la capacité du canal pour le:; sous-canaux sur toute la bande 
passante. Par l'utilisation de cette procédure, la capacité du canal conditionnelle est 
donnée par : 
B 
2 
max ( -~ log2 ( l + S.(f~(fl')) 
f S">(f)dj s S 
-.Il 
-2 
où H (!) est la réponse fréquentielle du canal et donnée par : 
[., 




Si l'information sur A et donc sur H(f) est disponible à l'émetteur, la méthode 
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FIGURE 4.7- Exemple de répartition de puissance dans le WF ; water-level =v. 
dans [21 ] peut être utilisée pour calculer la valeur optimale de la densité spectrale de 
puissance Sx(f) dans chaque sous-bande : 
(4.21) 
où () est une contante qui vérifie l'équation suivante : 
j ( () - l H~) l2 ) df = S 
/EF~n [-2E,J}] 
( 4.22) 
où S est le maximum de puissance disponible et Fe est la gamme des fréquences f t el 
que IH(f)l2 :S: e. La solution optimale Sx(f) ci-dessus est connue sous le nom de l'a lgo-
rithme de "waterfilling". 
Si l'information sur A et donc sur H(f) n'est pas disponible à l'émission, la méthode 
la plus simple pour calculer la capacité du canal est d'attribuer le maximum de puissance 
disponible sur toute la bande passante de façon uniforme. Par l'utilisation de cette 
procédure, la capacité de canal conditionnelle est donnée par : 
B 
GIA ~ llog ( 1+ SI~~; l}t ( 4.23) 
- 2 
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On définit p = Sj (BN0 ), le rapport du signal sur le bruit . En substituant H(f) 
dans l'équation précédente, la capacité dans le cas uniforme est donc donnée par [21] : 
La figure 4.8 illustre le diagramme bloc de l'algorithme complet pour calculer la 
capacité du canal UWB dans les cas de la présence ou de l'absence d'information sur 
le canal de propagation. Les étapes de calcul menant à ( 4.20) sont détaillées à l'annexe 
A. Les résultats obtenus sous MATLAB pour le calcul des différentes capacités sous 
MATLAB sont présentés et commentés au chapitre 5. 
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L 
Y(t) = L a 1 ..,Y(t- r) + N(t) 
1=1 
r 1 = (1-l)r, a 1 = v1K 1 , Q 1 = rQ 1_ 1 
L 
H(f) = L a,e-JVif(l-l)r 
l=l 
l 
Information sur A et H(f) existent? 
J Non 
B 
log :·1 ±a, cos(( 1 -l)u) r ... p[ ±a. !.in(( l-!)u) r: c 1..,= 1< 
1_ .-1 --1 ... 
Oui Waterfilling 
F;; î' [ 0, ~ 1 = [.J;I, ft2Jv (f~: ,f~~ J .. v (J,.l ,/,2] 
,- ,. " ( 1 ) L J {} - du = ;rp 
K=l L'x: H (u) 
En/eyez les canaut où 
- 1 Non - 1 B---<0 {} > 0 C) H(u) - • 
H(u)[off _h]= ~ H ( u) 
Oui 
c 1_4 = B ± LJteH (u) }tu 
Jr K=l U x: 
FIGURE 4.8- Algorithme pour calculer la capacité pour un canal mvB à l'intérieur. 
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Chapitre 5 
Résultats et analyse 
5.1 Introduction 
Dans ce chapitre, nous présentons les principaux résultats obtenus lors de nos simu-
lations. ON rappelle que l'objectif de ce mémoire est d'établir un modèle mathématique 
réaliste pour calculer la capacité du canal UWB minier. 
Le canal de transmission UWB est généralement un canal à trajets multiples, no-
tamment pour les applications intérieures. Ainsi, la réponse du canal est sélective dans 
le domaine fréquentiel. La formule classique de la capacité de Shannon est obtenue 
pour les canaux ayant des réponses fréquentielles plates . Cette formule ne s 'applique 
pas directement dans notre modèle de canal; pour cette raison, on va diviser la ba nde 
de fréquence en un nombre infini de petites bandes, considérées comme des sous-canaux 
à réponse fréquentielle plate. Ensuite on va appliquer la méthode de 'waterfilling' pour 
distribuer la puissance sur les sous-canaux par une manière optimale afin d 'obtenir la 
capacité maximale du canal. 
Dans les simulations, nous allons commencé par ét ablir les réponses en fréquences 
pour un canal UWB à l'intérieur dans le cas où on a une seule antenne à l'émetteur 
et une seule au récepteur (cas SISO) en tenant compte de l'effet des multi-trajets ainsi 
que de la distribution statistique du signal reçu au récepteur (Nakagami) . L'algorithme 
illustré dans la figure 4.8 et que nous avons détaillé dans le chapitre précédent, nous 
permet de créer la réponse fréquentielle d'un canal UWB Nakagami à l'intérieur . Les 
figures 4. 1, 4.2, 4.3 , 4.4 et 4.5 illustrent la sortie et la réponse fréquentielle du canal 
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entre 0 et B /2 (car le canal est symétrique) dans le cas où on suppose que on a L = 2, 
7, 15, 50 et 100 trajets. 
Dans une première étape, on suppose qu'on n'a pas d 'information à propos du canal, 
c'est-à-dire sur l'affaiblissement subit par le signal dans le canal, ainsi que sur la distri-
bution statistique du signal reçu au récepteur. Dans ce cas, on attribue une puissance 
constante (le maximum de puissance) d'une manière uniforme sur t oute la bande du 
canal afin de calculer la capacité du canal. 
L'information à propos du canal implémenté dans la chapitre précédent est dispo-
nible. Pour cette raison, on peut utiliser une méthode optimale pour calculer la capacité 
du canal. Dans la deuxième étape, on divise la bande passante en plusieurs sous-bandes, 
ensuite on attribue à chaque sous-canal la puissance convenable afin de maximiser la 
puissance dans les sous-canaux où le rapport signal sur bruit est faible. Dans ce contexte 
et dans le but de bénéficier du maximum de puissance, on n'a pas considéré les canaux 
qui ont un rapport SNR très faible dans le calcul de la capacité. 
5.2 Capacité du canal UWB à 1 'intérieur 
Comme il a été mentionné dans l'introduction, on suppose à la première étape qu 'on 
n'a pas d'informations concernant la réponse fréquentielle du canal. Pour cela, on cal-
cule la capacité du canal par la méthode uniforme (section 4.3.3). Dans cette simulation, 
on a pris la bande passante égale à 1, le paramètre d e Nakagami m = 4, le coefficient 
d'affaiblissement du signal r = 0.95. On considère que le retard subit par le premier 
trajet est égal à O. 
La figure 5.1 illustre les capacités uniformes du canal UWB dans le cas SISO à 
l'intérieur. Cette figure présente les capacités déterminées par la méthode uniforme 
pour L = 2, 7, 15, 50 et 100 trajets. D'après la figure 5.1, la capacité unifo rme est 
presque égale à 0 dans le cas où le SNR est faible et elle augmente logarithmiquement 
lorsque le SNR augmente, ce qui vérifie le théorème de Shannon. 
Dans la deuxième simulation, on utilise l'information à propos du canal discuté dans 
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FIGURE 5.1 - Capacités du canal par la méthode uniforme en bits/s. 
la section 4.3.1. Comme nous l'avons vu, la formule classique de la capacité de Shannon 
est obtenue pour les canaux plats. Par conséquent, cette approche ne s'applique pas 
directement dans notre modèle de canal [18]. Pour résoudre ce problème, on suit l'algo-
rithme illustré à la figure 4 .8. Dans la première étape, on divise la bande de fréquence 
en sous-bandes, pour lesquelles les sous-canaux peuvent être considérés comme plats. 
Les figures 5.2 et 5.3 illustrent la décomposition des réponses fréquentielles du canal 
dans les cas L = 2 et L = 50. 
Dans la deuxième étape, on distribue la puissance sur les sous-canaux d'une manière 
optimale afin de calculer la capacité du canal connaissant ses caractéristiques. Ensuite 
on ne considère pas les sous-canaux qui ont un rapport signal sur bruit très faible dans 
le calcul de capacité. Autrement dit, on n'envoie pas d'information sur les sous-canaux 
qui ont un SNR faible. Enfin, on intègre la capacité sur les divers sous-canaux sur t oute 
la bande passante. 
Dans cette simulation on a pris aussi une bande passante égal à 1, un paramètre 
de Nakagami m = 4, et un coefficient d'affaiblissement du signal r = 0.95. Aussi on 
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FIGURE 5.2- Décomposition du canal dans le cas L = 2. 
La figure 5.4 illustre les capacités optimales du canal UWB dans le cas SISO à 
l'intérieur, pour L = 2, 7, 15, 50, 100. D'après la figure 5.4, la capacités optimale donne 
une amélioration importante par rapport à la capacité uniforme, et elles augmentent 
logarithmiquement lorsque le SNR augmente, ce qui vérifie le théorème de Shannon. 
Pour démontrer la différence entre les méthodes optimale et uniforme, on divise les 
capacités uniformes par les capacités optimales pour L = 2, 7, 15, 50, 100. La figure 5.5 
illustre le rapport des capacités uniforme sur les capacités optimales. D'après la figure 
5.5, on remarque que lorsque le rapport du signal sur bruit est faible, < -20 dB, la 
capacité optimale est entre 1.45 et 1.65 plus grande que la capacité uniforme. Tandis 
que lorsque le rapport du signal sur bruit est grand, > 10 dB, on remarque que les deux 
méthodes donnent des résultats équivalents, et ce qui vérifie les résultats obtenues par 
les auteurs dans [21]. D'après ces résultats on remarque que la méthode "waterfilling" 
est efficace juste dans le cas où le SNR est faible. 
Comme nous l'avons vu, le canal UWB est un canal à trajets multiples surtout pour 
les applications à l'intérieur. Le canal UWB est caract érisée par de graves évanouis-
sements à l'intérieur ce qui rend la réponse fréquentielle du canal très sélective. Pour 
cette raison, la capacité du canal sélectif est faible en comparaison avec un autre canal 
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FIGURE 5.3- Décomposition du canal dans le cas L =50. 
moins sélectif. 
5.3 Capacité du canal UWB dans le mine 
Comme on a vu dans le chapitre 4, pour calculer la capacité de n 'importe quel canal, 
il faut d'abord caractériser et modéliser ce canal. Dans cette section, on va appliquer 
l'algorithme présenté dans le chapitre 4 pour évaluer la capacité du canal UWB dans 
la mine modélisée par Chehri [18]. 
Le signal UWB est caractérisé par une faible puissance à la transmission à cause 
de sa large bande passante. Le canal minier est aussi caractérisé par de graves éva-
nouissements et par de fortes interférences entre symboles. L'algorithme présenté dans 
le chapitre 4 [21] et vérifié par la simulation dans la section 5.2 représente la façon la 
plus convenable pour calculer la capacité du canal UWB minier. 
Après l'obtention des mêmes résultats que [21], on va adapter l'algorithme de Zheng 
et Kaiser [21], qui est bien détaillé dans la chapitre 4, avec les paramètre du canal 
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FIGURE 5.4 - Capacités du canal par la méthode optimale en bits/s. 
modélisé dans [18], qui sont la réponse fréquentielle du canal H(f), la distribution 
Nakagami du signal reçu au récepteur avec un paramètre m = 1, et la valeur RMS de 
la dispersion temporelle ( Trms). Comme nous avons vu précédemment dans la section 
3.3.6, la bande de cohérence d'un canal à l'intérieur est proportionnelle à l'inverse de 
la valeur RMS de la dispersion temporelle, [26] : 
(5.1) 
D'après le tableau 3.2, la valeur RMS de la dispersion temporelle dans le cas LOS 
et à 20 dB égale 23.6 ns, d'où la bande de cohérence de l'ordre de 8.474 MHz , c'est-a-
dire que le nombre minimum de sous-bandes est 354 (3 GHz/ 8.474MHz), si non on a 
un problème de sélectivité de fréquence. La bande de cohérence dans le cas NLOS et 
toujours à 20 dB égale 4.506 MHz, d'ou le nombre minimum de sous-bandes dans le cas 
NLOS de 665. Nous allons suivre les mêmes étapes mentionnées d ans la section 5.2 dans 
les simulations. Dans la première simulation, on supposé qu'on n'a pas d 'informations 
à propos de H(f), et dans ce cas on va attribuer une puissance constante sur toute la 
bande passante. 
La figure 5.6 illustre la capacité uniforme du canal UWB minier dans les deux scé-
narios LOS et NLOS. D'après la figure 5.6, on remarque que la capacité uniforme est 
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FIGURE 5.5- Rapport des capacités uniforme sur les capacités optimales. 
rithmiquement avec le rapport signal sur bruit, ce qui vérifie le théoreme de Shannon. 
On dispose maintenant de l'information sur le canal UWB minier obtenue par les 
mesures effectuées par Chehri dans la mine de CANMET à Val-d'Or [18]. Ensuite on va 
utiliser l'algorithme établi dans le chapitre 4 pour calculer la capacité du canal modélisé 
par Chehri. 
Dans la simulation suivante, on va diviser la bande passante en plusieurs sous-
bandes. Ensuite, on va attribuer à chaque sous-canal la puissance convenable afin d'op-
timiser la puissance dans les divers sous-canaux. 
Pour bénéficier du maximum de puissance, on ne va pas considérer les canaux qui 
ont un rapport IH(~)I 2 < 7J, où 7J est la constante de puissance à calculer par la méthode 
'waterfilling'. Le tableau 5.1 présente les valeurs de () dans les deux scénarios LOS et 
NLOS. 
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FIGURE 5.6- La capacité uniforme du canal UWB minier dans les deux scénarios LOS 
et NLOS en bits/s. 
La figure 5.7 illustre un exemple de décomposition d e la réponses fréquentielles du 
canal UWB minier entre 2 et 2.1 GHz et dans le cas LOS en sous-bandes. 
La figure 5.8 illustres les capacités optimales du canal UWB da ns le mine dans les 
deux scénarios LOS et NLOS. 
Pour démontrer la pertinence de la méthode optimale présenté dans le chapitre 4 
pour un canal UWB minier, on divise la capacité uniforme par la capacité optimale 
dans les deux scénarios LOS et NLOS. La figure 5.9 illustre le rapport de la capacité 
uniforme sur la capacité optimale dans les deux scénarios LOS et NLOS. 
La figure 5. 9 prouve la pertinence de la méthode optimale pour calculer la capacité 
du canal surtout pour un milieu confiné comme la mine. D'après la figure 5.9, on re-
marque que lorsque le rapport signal sur bruit est fa ible, < 40 dB, la méthode optimale 
donne une amélioration important de la capacité, laquelle d'un facteur entre 1.1 à 1.22 
fois plus grand que pour le cas uniforme. Lorsque le SNR > 40 dB, la capacité optimale 
et la capacité uniforme convergent, lorsque le rapport signal sur bruit est grand, > 80 
dB, on remarque que les deux méthodes donnent les mêmes résultats. 
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SNR LOS NLOS 
-30 2.1335 * 105 1.2573 * 106 
-20 2.1338 * 105 1.2573 * 106 
-10 2.1365 * 105 1.2576 * 106 
0 2.1635 * 105 1.2603 * 106 
10 2.3584 * 105 1.2873 * 106 
20 2.9190 * 105 1.4124 * 106 
30 4.2639 * 105 1.7605* 106 
40 6.9661 * 105 2.4920 * 106 
50 1.3903 * 106 4.2823 * 106 
60 3.6141 * 106 8.8738 * 106 
70 1.5219 * 107 2.6383 * 107 
80 1.0985 * 108 1.3209 * 108 
90 1.0145 * 109 1.0539 * 109 
100 1.0013 * 1010 1.0075 * 1010 
Tableau 5.1 - 7J dans les deux scénarios LOS et NLOS. 
Les tableaux 5.2 et 5.3 affichent les résultats numériques, obtenus à partir des simu-
lations des capacités uniforme et optimale du canal UWB minier modélisé par Chehri 
[18] pour les deux scénarios LOS et NLOS. D'après ces tableaux on remarque que les 
capacités uniforme et optimale dans le cas LOS sont plus grandes que celles dans le cas 
NLOS, ce qui est normal. 
Dans la simulation suivante, on va voir l'influence du nombre de sous-bandes sur la 
capacité optimale du canal. Dans un premier temps, on va utiliser tous les points de la 
réponse fréquentielle mesurée du canal, sont 6003 points. Ensuite, on va fa ire la même 
simulation mais lorsqu'on a 3000, 1000, 500, 100 et 20 sous-bandes. 
Les figures 5. 10 et 5.1 1 illustrent les rapports de la capacité optimale sur la capacité 
uniforme qui est constante (la même puissance est attribuée au canal sans decomposition 
de bande passante en plusieurs sous-bandes) lorsqu'on suppose qu'on a 6003, 3000, 
1000, 500, 100 et 20 sous-bandes, et dans les deux scénarios LOS et NLOS. D'a près les 
figures 5. 10 et 5.11 , on remarque que la capacité optimal est petite lorsque le nombre 
de sous-bandes est petit dans le cas où le rapport signal sur bruit est faible . La capacité 
dans le cas où le SNR faible est maximale lorsqu'on a utilisé tous les points de H(f) 
(6003 points). Par contre, cette capacité diminue lorsqu'on diminue le nombre de sous-
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FIGURE 5.7- Un exemple de décomposition de la réponse fréquentielles du canal UWB 
minier dans le cas LOS. 
bandes à 3000, 1000, 500 et diminue encore à 100 et 20 sous-bandes. Encore, une fois 
on démontre que dans les deux scénarios, les changements de nombre de sous-bandes 
n'influent pas beaucoup sur la capacité que dans le cas où le SNR est faible, < 40 dB. 
Lorsque le rapport du signal sur bruit est plus grand que 40 dB, la capacité optimale 
et la capacité uniforme convergent. 
5.4 Comparaison entre la capacité du canal UWB 
à 1 'intérieur et dans la mine 
Dans la simulation suivante, on suppose que le paramètre de nakagami m dans le 
canal à l'intérieur est égal a celle dans la mine, ainsi que la bande passante du canal 
UWB à l'intérieur est égale à celle dans la mine, soit 3 GHz. Le but de cette simula-
tion est de comparer les modèles de canaux dans la mine et à l' intérieur. On a fait la 
simulation pour un canal UWB à l'intérieur en supposant que le nombre de trajets est 
égal à 50 et à 100. 
Les figures 5. 12 et 5.13 illustrent les capacités uniforme et optimale pour le canal 
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FIGURE 5.8- La capacité optimale du canal UWB minier dans les deux scénarios LOS 
et NLOS en bits/s. 
UWB à l'intérieur et pour un canal UWB minier modélisé dans [18]. 
La figure 5.14 illustre le rapport de la capacité uniforme sur la capacité optimale 
pour le canal UWB à l'intérieur et dans la mine. 
La figure 5.14 démontre ce qui a été mentionné précédemment, soit que le canal 
UWB est caractérisé par de graves affaiblissements à cause des évanouissements causés 
par le très grand nombre de trajets multiples. Pour cette raison, la capacité dans un 
canal UWB minier est inferieure à celle du canal à l'intérieur. 
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FIGURE 5.9 - Rapport de la capacité uniforme sur la capacité optimale dans les deux 
scénarios LOS et NLOS. 
SNR Uniforme Optimale Cu nif/ Coptim 
-30 1.4435 * 1 Q+OOO 1.3107 * 10+001 1.1013 * 10-001 
-20 1.4435 * 1 o+001 1.3107 * 10+002 1.1014 * 10-001 
-10 1.4435 * 1 o+002 1.3104 * 10+003 1.1016 * 10-001 
0 1.4435 * 1 o+003 1.3078 * 10+004 1.103 7 * 10-001 
10 1.4435 * 1 o+004 1.2829 * 10+005 1.1252 * 10-001 
20 1.4434 * 10+005 1.1275 * 10+006 1.2802 * 10-001 
30 1.4428 * 10+006 8.2813 * 10+006 1.7422 * 10-001 
40 1.4361 * 10+007 5.4380 * 10+007 2.6409 * 10-001 
50 1.3760 * 1 o+oos 3.0586 * 10+008 4.4986 * 10-001 
60 1.0424 * 10+009 1.3870 * 10+009 7.5159 * 10-001 
70 4.361 o * 1 o+009 4.5966 * 10+009 9.487 4 * 10-001 
80 1.0090 * 10+010 1. 0146 * 10+010 9.9443 * 10-001 
90 1.6753 * 10+010 1.6758 * 10+010 9.9966 * 10-001 
100 2.3625 * 10+010 2.3623 * 10+010 1.0001 * 10+000 
Tableau 5.2 - Capacités uniforme et optimale du canal UWB minier dans le cas LOS 
en bits/s. 
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SNR Uniforme Optimale Cunif / Coptim 
-30 2.8581 * 10-001 2. 2 598 * 10+000 1.2647 * 10-001 
-20 2.8581 * 10+ooo 2. 2 598 * 10+001 1. 2 64 7 * 10-001 
-10 2.8581 * 10+001 2. 2 597 * 10+002 1. 2 648 * 10-001 
0 2.8581 * 10+002 2. 2 590 * 10+003 1.2652 * 10-001 
10 2.8581 * 10+003 2.2513 * 10+004 1.2695 * 10-001 
20 2.8581 * 10+004 2.1 787 * 10+005 1.3118 * 10-001 
30 2.8578 * 10+005 1. 9007 * 10+006 1. 5036 * 1 o-001 
40 2.8551 * 10+006 1.4416 * 10+007 1. 9805 * 1 o-001 
50 2.8289 * 10+007 9.3254 * 10+007 3.0336 * 10-001 
60 2.6100 * 10+008 4.9845 * 10+oo8 5.2362 * 10-001 
70 1.6996 * 10+009 2.0661 * 10+009 8.2261 * 10-001 
80 5.8254 * 10+009 5.9888 * 10+009 9. 7270 * 10-001 
90 1.1958 * 10+010 1.1 986 * 10+010 9.9762 * 10-001 
100 1.8724 * 10+010 1.8727 * 10+010 9.9984 * 10-001 
Tableau 5.3 - Capacités uniforme et optimale du canal UWB minier dans le cas NLOS 
en bits/s. 
-+-6003 sous-bandes 
0.8 ······· -+-3000 sous-bandes 
-+-1 000 sou s-b a nd es 
-20 20 40 
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FIGURE 5.10- Rapport de la capacité uniforme sur la capacité optimale dans le cas où 
on a 6003, 3000, 1000, 500, 100 et 20 sous-bandes dans le scénarios LOS. 
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0.9 _ - 6003 sous-bandes 
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FIGURE 5.11- Rapport de la capacité uniforme sur la capacité optimale dans le cas où 
on a 6003, 3000, 1000, 500, 100 et 20 sous-bandes dans le scénarios NLOS. 
------LOS 
- NLOS 
--- · · -+-à l'intérieur, L=50 -------- ---- ---- --- · 
-+-à l'intérieur, L=100 
-20 20 40 so 80 
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FIGURE 5.12 - Capacité uniforme pour le canal UWB à l'intérieur et pour un canal 
UWB minier. 
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FIGURE 5.13 - Capacité optimale pour le canal UWB à l'intérieur et pour un canal 
UWB minier. 
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FIGURE 5.14- Rapport de la capacité uniforme sur la capacité optimale pour le canal 





Ce travail de maîtrise a porté sur l'étude de la capacité d'un canal UWB minier . 
Ce sujet est la suite d'un travail de doctorat réalisée en partenariat avec l'entreprise 
CANMET à Val-d'Or. Ce doctorat portait sur la localisation d ans la mine, et la modé-
lisation du canal UWB minier 
Dans ce mémoire, nous avons présenté une étude dét aillée de la capacité d 'un canal 
UWB soumis à de graves évanouissements. L'adaptation du signal de transmission à 
l'état de ce canal peut généralement apporter une gra nde amélioration d e la vitesse de 
transmission. Le problème de trouver une stratégie optimale d'adaptation a été beau-
coup étudié dans le passé. Parmi les solutions proposées une méthode qui divise la 
bande passante en un nombre de sous-canaux parallèles , identiques et indépendantes 
les uns des autres a été adaptée dans ce travail. 
L'algorithme d'optimisation utilisant le "waterfilling" est tout simplement une refor-
mulation de la capacité du canal énoncée par C. E. Shannon, qui s 'exprime comme un 
problème de maximisation du débit total R (bits/s) sous une contrainte de puissance 
totale fixe. La solution de ce problème est obtenue en appliquant la méthode des mul-
tiplicateurs de Lagrange. 
La capacité déterminée par la méthode du "waterfilling" optimise la répartition de 
6.1. INTRODUCTION 
la puissance disponible en utilisant les sous-porteuses ayant le bruit le plus faible. Le 
paramètre seuil, "water-level" ou "niveau d'eau", 7J, permet de choisir les sous-porteuses 
utilisées. Notre objectif était d'aller plus loin pour développer ce problème en tenant 
compte des caractéristiques d'évanouissement du canal. 
Ce mémoire a été organisé de telle sorte qu'il présente en premier les outils et la 
théorie nécessaires pour la bonne compréhension de notre étude. Le chapitre 2 de ce 
mémoire a été consacré à la notion de la théorie de l'information. Nous avons présenté 
les principales notions de la théorie de information établie par Shannon qui représente 
le schéma optimal pour calculer la capacité théorique d 'un canal de communication. 
Avant d'évaluer la capacité du canal UWB m1mer, une connaissance à priori du 
canal de propagation s'avère indispensable. Pour cette raison, le chapitre 3 a abordé les 
différentes caractéristiques d'un canal de communication à l'extérieur dans un premier 
temps. Ensuite, les caractéristiques du canal de communication à l'intérieur ont été 
établies. À la fin, on a présenté le modèle établi par Chehri et Fortier [18] pour un canal 
UWB minier et leurs résultats de mesures, comme la réponse fréquentielle du canal et 
l'étalement temporel du signal. 
Le chapitre 4 a introduit des travaux déjà publiés sur le calcul de la capacité du 
canal à trajets multiples selon la distribution statistique de Nakagami. Ensuite, on a 
adapté une méthode analytique pour calculer la capacité du canal UWB dans la mine. 
Dans le chapitre 5, nous avons présenté les courbes de la capacité uniforme et opti-
male ainsi que le rapport entre les deux dans un canal UWB. Dans un premier temps, 
nous avons considéré un canal à l'intérieur avec 2, 7, 15, 50 et 100 trajets multiples. Les 
résultats illustrent que la méthode optimale donne un résultat supérieur à la méthode 
uniforme, ce qui est normal. 
Les résultats présentés dans le chapitre 5 sont les premiers sur la capacité du canal 
UWB minier. Ils démontrent ce qui a été mentionné dans le chapitre 3, soit que le canal 
UWB est caractérisé par de graves affaiblissements à cause des évanouissements causés 
par le très grand nombre de trajets multiples. Pour cette raison, la capacité dans un 
canal UWB minier est inferieure à celle du canal à l'intérieur même lorsqu'on utilise 
une méthode optimale comme le "waterfilling" pour calculer la capacité du canal par 
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rapport à un système à porteuse unique. 
6.2 Suggestions de travaux futurs 
Dans nos études, on n'a pas pris en considération la probabilité d 'erreur (TEB) 
au récepteur si on distribue la puissance sur un nombre bien précis de sous-canaux. 
On propose comme continuité à ce travail de considérer un nombre minimum de sous-
canaux avec une modulation OFDM afin d'augmenter la capacité du canal et diminuer 




7.1 Formule de "Waterfilling" pour un canal UWB. 
Les auteurs dans [21] supposent que : 
Fen l 0, + ~l = [fu, fd U [ht, fd U ....... U [fvt, fv2J (7.1) 
Par la symétrie de IH(f) 12 , nous pouvons voir que la contrainte de puissance dans 
(4.24) se réduit à: 
v !k2( No ) S El 0- III(f)l' df ~ 2 (7.2) 
On définit : 
(7.3) 
On applique la substitution u = 2nPT sur le coté gauche de ( 4.24) et avec T = 1/ B 
nous voyons que : 
27rfu 
v JE ( {) 1 ) S 27r E No - H(u) du= 2 BN0 = 1rp 
27rlli B 
(7.4) 
7.1. FORMULE DE "WATERFILLING" POUR UN CANAL UWB. 
On définit ukl = 27r(fkd B), uk2 = 21r(fk2/ B), K =1,2, ... ,v, et 7J = ()/No. Dans ce 
cas la contrainte de puissance est équivalente à : 
V Uk2 ( 1 ) L j 7J - fi u du = 7r p 
k=lukl ( ) 
(7.5) 
Noter que la solution de l'équation ci-dessus ne dépend que du rapport signal sur-
bruit indépendamment de la largeur de bande du canal. Il convient de souligner que 
ukl et uk2 satisfont la condition suivant : 
k=1,2, ... ,v (7.6) 
Une fois e, ukl, uk2, obtenues, la capacité peut être exprimé comme suit : 
_ v !k
2 
[ ( No ) IH(f)i2] GIA - 2 I: J log 1 + ()- IH(f) l2 -----y;ro df 
k=lfkl 
V Uk2 [ ] 
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