Neuron shape and connectivity affect function. Modern imaging methods have proven successful at extracting morphological information. One potential path to achieve analysis of this morphology is through graph theory. Encoding by graphs enables the use of high throughput informatic methods to extract and infer brain function. However, the application of graph-theoretic methods to neuronal morphology comes with certain challenges in term of complex subgraph matching and the difficulty in computing intermediate shapes in between two imaged temporal samples. Here we report a novel, efficacious graphtheoretic method that rises to the challenges. The morphology of a neuron, which consists of its overall size, global shape, local branch patterns, and cell-specific biophysical properties, can vary significantly with the cell's identity, location, as well as developmental and physiological state. Various algorithms have been developed to customize shape based statistical and graph related features for quantitative analysis of neuromorphology, followed by the classification of neuron cell types using the features. Unlike the classical feature extraction based methods from imaged or 3D reconstructed neurons, we propose a model based on the rooted path decomposition from the soma to the dendrites of a neuron and extract morphological features from each constituent path. We hypothesize that measuring the distance between two neurons can be realized by minimizing the cost of continuously morphing the set of all rooted paths of one neuron to another. To validate this claim, we first establish the correspondence of paths between two neurons using a modified Munkres algorithm. Next, an elastic deformation framework that employs the square root velocity function is established to perform the continuous morphing, which, as an added benefit, provides an effective visualization tool. We experimentally show the efficacy of NeuroPath2Path, NeuroP2P, over the state of the art.
Introduction
Neurons process information by transmitting electrical signals via complex circuitry. The functionality of each neuron depends on a set of intrinsic factors, such as morphology, ionic channel density, gene expression, including the extrinsic ones, such as connectivity to Tamal Batabyal tb2ea@virginia.edu other neurons (Brown et al. 2008; Ascoli et al. 2008) . In 1899, y Cajal (1972) , considered the founder of modern neuroscience, put forward his pioneering work on neuroanatomy with detailed, accurate, and meticulous illustrations, and posited that the shape and connectivity of a neuron influence its functionality. Inspired by this fundamental work, the study of neuromorphology primarily aims at analyzing and quantifying the complex shape and physiology of neurons in specific functional regions to identify relationships.
Neurons vary significantly in size, shape, and length across brain regions ( Fig. 1 ) and cell types (Fig. 2) . A major obstacle towards understanding the brain is the development of efficient techniques to encode these shapes. The anatomical and geometrical features of neurons of any cell-type, for example, pyramidal cells differ based on the regions in which the cells reside (Bielza et al. 2014 ; Fig. 1 Pyramidal neurons from a primary motor cortex, b secondary motor cortex, c prefrontal cortex, d somatosensory cortex, e primary visual cortex, and f secondary visual cortex of the mouse. The dendritic branches in yellow are apical dendrites, and in green are basal dendrites. The red square in each cell is the soma, used as the designated root node in our analysis. This figure provides a glimpse of region-based arborial differences among pyramidal cells. Cells differ in size and volume, which are scaled for visualization Brown et al. 2008) . Figure 1 shows regional variation in the structure and geometry of dendritic arbors of pyramidal cells (Romand et al. 2011) . It is observed that the number of branches, length, surface area, and volume of apical dendrites is 4 − 9 times larger for hippocampal than for cortical regions, whereas in terms of the same features of basal dendritic arbors, it is approximately 3 times (Brown et al. 2008) . Another source of variation stems from technical imprecision in measurements obtained while performing 3D reconstruction from image stacks using software tracing tools, e.g., Neurolucida (Glaser and Glaser 1990) . Such imprecision includes wide variations in the number of manually or semi-automatically traced 3D locations (approximately between 60 to 70,000), the number of ramified branches and bifurcations by different tracers, and potential deletion of dendritic spines that adversely affects the spatial registration of neurons. The skeletons of dendritic and axonal branches form a tree topology with a number of bifurcations. The bifurcations at successive stages constitute a series of effective and unambiguous signal processing modules, such as active and passive signal propagation, integration, filtering, attenuation, oscillation, and backpropagation London and Häusser 2005) .
From the soma to the dendritic terminals of a neuron, the diameter of the dendritic shaft tapers (Jan and Jan 2010; Wen and Chklovskii 2008) . The increased diameter of a dendritic shaft near the soma is tailored to faster signal propagation to the soma compared to the dendritic tuft, which helps generate action potentials in the soma. Several research works consider the branches in the proximity of soma are more important compared to the distant dendritic tuft and spines in the analysis of neuromorphology (Kanari et al. 2018; Cervantes et al. 2018; López-Cruz et al. 2011) . The length of dendritic branch segments shows similar behavior when propagating away from soma. For instance, the terminal segments are longer than the intermediate branch segments for basal dendrites in cortical pyramidal cells (Bielza et al. 2014) . These observations support the Bayesian philosophy which is geared towards the analysis of morphogenesis of neurons (López-Cruz et al. 2011) . Functions such as synaptic boosting (Migliore and Shepherd 2002) , co-adaptive local spiking (Gasparini et al. 2004) , and global spike amplification Williams (2004) suggest the use of other morphometrics to describe the structural aspects on the functions. For example, packing density of ramified branches and bifurcations of neuron potentially trigger intermittently coadaptive spiking.
The tree-type arbors of neurons and the availability of the inventory of digitally-traced 3D reconstructed neurons, Neuromorpho (Ascoli et al. 2007 ) provided significant Fig. 2 a A retinal ganglion cell from the inner plexiform layer of a 9 month-old adult mouse. The 3D reconstructed cell has 3938 3D locations, 50 bifurcations, 106 branches, 56 rooted paths, 255.52μm height, 4499.5μm diameter, 9061.14μm 3 volume, 18, 213.9μm 2 surface area. b A 3D reconstructed (traced by Neuromantic Myatt et al. 2012 ) pyramidal cell of an adult mouse having 24,868 3D locations, 95 bifurcations, 200 branches, 106 tips, 814.05μm height, 16341.8μm diameter, 12569μm 3 volume, 24, 825.9μm 2 surface area. c A hippocampal granule cell (in the dentate gyrus) of a 9 monthold mouse is traced using Neurolucida. The 3D reconstructed neuron contains 414 3D locations with 7 bifurcations, 15 branches, 14 rooted paths, 98.33μm height, 443.18μm diameter, 3107.27μm 3 volume, and 3255.33μm 2 surface area. d A Purkinje cell in cerebellar cortex of a 28 day-old mouse. The reconstruction is performed by Neurolucida, containing 3187 3D locations. The neuron has 391 bifurcations, 783 branches, 393 tips, 184.35μm height, 4366.24μm diameter, 12, 794 .7μm 3 volume, and 31, 574.8μm 2 surface area. e A motor cell in the spinal cord of a 10 day-old mouse, which is reconstructed with 5868 locations using Neurolucida tracer. The 3D traced neuron has 47 bifurcations, 103 branches, 58 tips, 415.6μm height, 784.158μm diameter, 4006.15μm 3 volume, and 11, 931.8μm 2 surface area. f A long-axon projection neuron from the thalamus of a 6 months old mouse -it is traced by Large Volume Viewer(LVV) (Murphy et al. 2014) with 2818 3D locations. The traced neuron has 169 bifurcations, 265 branches, 2731.69μm height, 55, 742.44μm 3 volume and 189979μm 2 surface area. The color code is the following: yellow=apical dendrites, green = basal dendrites, magenta = axons, red = cell body/soma/root. The quantified statistics on the number of bifurcations and tips or rooted paths that are mentioned above are extracted from dendritic arbors of each cell-type momentum in the last decade for the quantitative and qualitative assessment of neuroana-tomy via graph-based morphometrics. In Neuromorpho, the sequentially -aligned slices of microscopic images are registered and traced using software (Meijering 2010) , such as Neurolucida (Glaser and Glaser 1990) and Neuromantic (Myatt et al. 2012) , and the reconstructed images can then be processed through software, such as L-measure (Scorcioni et al. 2008) to extract an extensive list of morphological metrics. On one hand, there are several research works dedicated to analyze the neuromorphology of specific cell types, such as basal dendrites of cortical pyramidal cells (López-Cruz et al. 2011; Bielza et al. 2014) , GABAergic interneuron cells ) and others. These works account for region-specific variations in the physiology and anatomy of a neuron cell to establish the effect of certain functions on the structure. On the other hand, research efforts, such as blastneuron (Wan et al. 2015) , neurosol (Batabyal and Acton 2017) ,and TMD (Kanari et al. 2018) , attempt to extract model based features, which are catered to the need for automated classification of different neuronal cells. The motivation behind this avenue of research is that it is practically impossible to identify and categorize one trillion neuronal cells by adopting manual or even semi-automatic methods.
State-of-the-art methods (Wan et al. 2015; Batabyal et al. 2018b) for the classification of neurons can be broadly divided in two categories. Research in the f irst category, which is supervised in nature, enlists different feature extraction algorithms followed by suitable classifiers to achieve classification. The validation of the methods are typically performed by way of a series of statistical tests. However, the significant variation in the neuron skeletons precludes the selection of the optimal set of morphomet-rics as features. Adoption of feature transformations, such as principal component analysis (PCA) or kernel transformations, may improve the classification accuracy. Nevertheless, these transformations obscure the identity of discriminating features as the transformed space is formed by linear or nonlinear composition of extracted features. In addition, the classification accuracy of categorization does not provide insight into the physiological and structural differences between neurons.
The second category of current solutions incorporates unsupervised approaches and attempts to compute pairwise distances between neurons. Authors in Sarkar et al. (2013) used Fourier based shape descriptors to encode the global shape of a neuron, which however ignored the local features of the neuron arbor. Gillette et al. (2015b) performed a sequence alignment based algorithm (Gillette and Ascoli 2015a) for categorization by decomposing a neuron into a sequence of branches. The approach failed to consider geometric features. Blastneuron (Wan et al. 2015 ) adopted a mixed strategy. Using a supervised approach, the method first extracted 21 global morphological features and 13 moment invariant features to retrieve a set of targets that closely matches to each test neuron in terms of the anatomical structures. Each target is then RANSAC (random sample consensus) sampled (Fischler and Bolles 1981) and aligned optimally to the test neuron, which outputs a distance value. This unsupervised routine decides the output category of the test neuron based on the minimum distance criteria. The method involved initial pruning of branches and resampling of each neuron, which collectively alters the morphology statistics. Moreover, the retrieval accuracy of 233 projected neurons (PN) of Drosophila drops significantly to 39% as the number of potential candidates that are to be compared with the target increases. NeuroSoL (Batabyal and Acton 2017) offered a graph-theoretic method which is free from registration and resampling. In spite of its appealing graph-theoretic foundation, the matrix alignment routine is NP-hard in nature, thereby producing suboptimal results. The problem of comparing a pair of neuron topologies can also be regarded as a graph kernel based similarity measure problem (Vishwanathan et al. 2010 ). However, the rationale behind conventional graph kernels, such as the random walk kernel may be inconsistent with the morphological understanding of a neuron.
Instead of modeling a neuron as a generic graph, the neuron can be modeled as a specialized graph that contains a collection of rooted paths, where each path starts from the soma, called the root node, and ends up in a dendritic terminal. It is important to note that each path acts like an atomic neuron, as it contains the soma and a dendritic end to complete a circuit. In this context, it is convenient to consider problems such as synaptic plasticity as the evolution of a set of synapses over time along all the paths. During this evolution, there are birth, death and rearrangement of paths. Following the same logic, quantifying the problem of distinguishing two neurons can be equivalently mapped as finding the cost of evolving a set of circuits optimally from one neuron to the other.
Another relevant fact is that path based models (Basu et al. 2011; Batabyal and Acton 2018a; Kanari et al. 2018) integrate both global (overall shape based approach) and local (vertex or sampled location based approach) features of neuron topology. Topological morphology descriptor (TMD) (Kanari et al. 2018 ) aimed at solving the categorization problem, encoded the birth and death of path segments over time in a persistence diagram used as a barcode. The authors showed that TMD exhibits robustness to erroneous 3D sampling and ambiguous branching when the neuron is reconstructed using two different tracing tools. However, the conversion of a discrete 3D reconstructed neuron to the persistence image space is irreversible and many-to-one. Based on the distance used to mark and quantify the birth and death of a branch or component of the neuronal tree, a single persistence image may correspond to multiple neurons. In addition, an appropriate distance measure between persistence diagrams is still unavailable. The work in Path2Path (Basu et al. 2011) shows potential to address the neuron cell categorization problem and can be extended to several other related problems, such as synaptogenesis, degeneration of neurons due to neurological diseases, and synaptic plasticity which can be studied by inspecting the path statistics. The work described in this article is motivated by the framework of Path2Path.
What are Path2Path and its variants?
The main operation of Path2Path is based on finding the optimal correspondence between the paths of one neuron to that of the other using a proposed metric. It is an intuitive circuit-based approach that appeals to its electrical engineering inventors. In Path2Path, each sampled location on a path is endowed with 3D coordinate values and two topological features, concurrence and hierarchy. The concurrence value at each location denotes the number of paths from the soma to dendritic ends that visit that node. The hierarchy value at a location indicates the depth of the location from the soma in terms of the number of bifurcations between the point and the soma. The hierarchy value of a location counts the number of bifurcations one has to cross while traversing from the soma to that location. Using the 3D coordinates, concurrence, and hierarchy values of each location on a path, authors in Path2Path proposed an empirical metric that outputs a distance value between two paths. A path from a neuron corresponds to a path from another neuron if the distance between the paths is minimum over all the paths of the latter neuron. This approach has several drawbacks. The Path2Path algorithm is dependent on the number of sampled locations of each path and the registration. The selection of the metric is arbitrary in a sense that the metric is null when two paths have the same set of concurrence values but different locations and hierarchy values. Therefore, it does not qualify the axioms of a metric. In addition, the proposed distance measure uses the Euclidean distance between two paths as a part of the distance computation routine, which favors the pair if they are aligned in proximity after registration. The correspondence procedure is not a oneto-one mapping and often leads to the degenerate cases in which multiple paths from one neuron are matched to only one path in the second neuron. The correspondence problem worsens when the number of spatial samples in the two paths are unequal. One potential solution is to resample each path using a constant step (Wan et al. 2015) , but may, unfortunately, eliminate the importance of the locations, such as curvature of a rooted path prior to resampling.
ElasticP2P (Batabyal and Acton 2018a) attempted to address the previously mentioned problems. It introduced a mid-point based resampling routine as opposed to constantlength resampling. To ensure one-to-one correspondence between a pair of paths from two different neurons, the Munkres algorithm (Munkres 1957 ) is employed. Most importantly, elasticPath2Path envisaged the problem of distinguishing two neurons as a continuous deformation between the corresponding paths of the neurons. Such homeomorphism is computed by applying the square root velocity function (SRVF) (Srivastava et al. 2011) to the Euclidean coordinates of each sample on a path. The visual deformation of the corresponding paths has an enormous impact in the validation of the path based on customized features and the proposed distance measure. On the flip side, elasticPath2Path failed to address the problem where there is a significant difference in the number of paths between two neurons. As the correspondence is one-to-one, it asserts that elasticPath2Path performs subgraph matching. Both Path2Path and elasticPath2-Path did not consider important anatomical morphometrics, such as bifurcation angles and partition asymmetry.
Key aspects of NeuroPath2Path
1) The inception of NeuroPath2Path comes from the realization of neuromorphogenesis and the self-similar phenotype of neuronal arbor. Since its birth from the soma, a path of a neuron has an exploratory attribute to collect external resources by the minimal-lengthmaximal-routing (Sporns et al. 2005; Wen et al. 2009; Cuntz et al. 2012) strategy. Due to the parsimonious exploitation of intrinsic resources (ion density, ATP and other electrophysiological items), the path, which fails to procure external resources, retracts. The exploratory attribute of a path can be expressed by the concurrence values at each sample point of a path. More paths facilitate more exploration. As the path matures, it has a competitive attribute (Miina and Pukkala 2002; Genet et al. 2014; López-Cruz et al. 2011 ) with respect to the other paths in its neighborhood in order to form a synapse. To account for competition, we count the number of paths in the proximity of each sampled location on a path and assign a count to that location.
2) The fractal dimension (Puškaš et al. 2015; Brown et al. 2008 ) of a neuronal arbor is considered one of the key morphometrics because the fan-out branches of a neuron bear self-similarity. In Path2Path and elasticPath2Path, the notion of matching the paths ignores this important feature. We repeatedly use the Munkres algorithm to perform manyto-one matching in such a way that the repeated application replicates the self-similar behavior.
3) As path features, we consider the bifurcation angle, partition asymmetry, and fragmentation score to each 3D location on a path. It is shown that the distribution of bifurcation angles in the basal dendrites of cortical pyramidal cells follows a Von Mises distribution (Bielza et al. 2014 ). An experimental observation is that the mean bifurcation angle of branches ordered in a reversed fashion is discriminative for pyramidal cells in different cortical regions. However, the mean bifurcation angle of branches in a standard order remains similar for the pyramidal cells. We take the standard order of branches to discriminate different neuronal cell types and reverse order to distinguish region-based differences for the same cell type (in this work, pyramidal cells only). Partition asymmetry (Brown et al. 2008; Polavaram et al. 2014; Samsonovich and Ascoli 2006) is another visually-significant morphometric. We use the caulescence measure as defined in Brown et al. (2008) to account for tree asymmetry. 4) We provide visualization of the continuous deformation between a pair of neurons and enumerate the correspondences between the paths. In contrast, conventional methods perform feature customization and extraction, and the classification, under supervised or unsupervised settings, depends on the abstract feature space and the strength of the classifier. In those methods, the mapping between the space of 3D reconstructed neurons and the feature space is irreversible and abstract. Therefore, apart from the statistical quantification and analysis, it is ambiguous whether improved accuracy of the categorization stems from the trained classifier or the discriminating strength of the extracted features or both. NeuroP2P employs a naive classifier called K-nearest neighborhood classifier and focuses substantially on the extraction and modeling of features. In NeuroP2P, the classification problem is modeled as a variant of the transport problem. First, the correspondence of paths between a pair of neurons are decided in the feature space. Next, the correspondence is utilized to deform one neuron to the other. The distances computed between the paths and the deformation together justify the validity of the correspondence, facilitating the interpretation of morphological correspondences.
The following sections discuss the NeuroP2P algorithm. In order to smoothly convey the principle of NeuroP2P and the associated results to the reader, we withhold in-depth technical details in the main part of this paper and provide them in the Appendix.
Path Modeling of a Neuron
As mentioned in the introduction, a digitally-traced 3D sampled neuron can be modeled as a tree graph. Between any pair of 3D locations on the neuron, there is only one path. Using this tree model, we decompose the neuron into a collection of paths which are rooted at the cell body and ended in the terminals. On each path, we extract a set of structural features so that the morphology of the path can be described by the set of features. Comparing the morphological similarity of a pair of paths is equivalent to finding a function of the feature-wise distances between the paths in our model.
Using mathematical notation, let the graph of a neuron be represented by G = V, E, W , where V is the number of 3D locations as vertices and E is the set of edges connecting the vertices with the corresponding weights W (Harary 1969) . G is said to be simple if it does not contain multiple edges between any two vertices. A graph is called undirected if there is no preferred direction associated to an edge. A sequence of contiguous edges is called a path if no vertex and edge are repeated in that sequence. A path of length k has k number of edges or equivalently (k + 1) vertices. A sequence of contiguous edges is called a trail if no edge is repeated. If all the vertices except the start and the end of a trail are distinct, it is called a loop. A simple graph without a loop is termed as a tree. If the degree of each vertex is fixed, tree has the fastest growth by volume, hence smallest curvature (Lin and Yau 2010) . A graph is said to be single-connected if there exists at least one path between a pair of vertices. For a neuron, G is a simple, undirected, weighted, and single-connected tree.
A path can be considered as an open curve, f i (t), t ∈ [0, 1], as defined in differential geometry. The cardinality of the set of vertices, or, equivalently, the total number of 3D locations, is given by |V| = N. Here, there are n dendritic terminals, which implies that the total number of paths rooted at the soma is n. Let be the set containing all the paths f i , i ∈ {1, 2, .., n}, which is a linear subspace of the classical Wiener space. Each path is sampled with the number of samples as φ with the sampled path denoted byf i . We extract K features for each sample onf i , which can be compactly given by the feature matrix for f i as i ∈ R φ×K . Let be the ordered set containing the feature matrix for all the paths, = { 1 , 2 , ..., n }, where i corresponds to the i th pathf i . The path model of a neuron G can be mathematically represented as H = { , , μ}, where μ is a measure that we define in the next section. Note that we use the set of paths, , as an ordered set which has a one-to-one correspondence with the elements in . The standard branch order of a path, f i , is defined as the order in which the locations of bifurcation on a path are visited from the root to the end of the path. Similarly, the reverse branch order is defined when the direction of traversal is reversed. Whereas for intraclass comparison we follow the reverse order, we use the standard order for interclass comparison of neurons.
Proposed methodology
Our proposed method consists of four key sequential modules as depicted in Fig. 3 (page 5). The objectives of these modules are two-fold -classification of cell types (all modules) and visualization for interpretation (last module). In order to classify the cell types, we seek to define a meaningful, morphological distance between a pair of neurons. The method begins with assembling the paths (first module), then extracting features on the paths (second module), defining feature-wise distance between a pair of paths (third module), defining distance between the pair of paths by combining all the feature-wise distances (third module), eventually determining the correspondence between the paths of the pair of neurons and averaging the distances between the paths in the correspondence list (last module). We use K-NN classifier to classify the cell types. One useful aspect of our framework is that we can evaluate the results by using the correspondence list and visualize the deformation between a pair of neurons (last module).
• In the first module, centrally curated files of 3Dtraced neurons in SWC format (or equivalent formats) (Stockley et al. 1993 ) are read and then preprocessed to extract only the dendritic arbors, including the soma. Several preprocessing modules, such as rangewise calibration, bifurcation location determination, and synaptic tip identification are employed to aid in preparing the assembly of rooted (soma) paths. • In the second module, a set of features are extracted from each path, forming a feature descriptor ( i ) of the path. The set includes bifurcation angle, concurrence, hierarchy, divergence, segment length, tortuosity and partition asymmetry (shown in Fig. 4 , page 7). A rooted path of the neuron (at the center) is shown (pink) with the 3D locations and bifurcation points, and the corresponding concurrence and hierarchy values are noted on the left hand side of the figure. 18 paths are originated from the soma, indicating 18 synaptic terminals. The immediate bifurcation point has a concurrence value of 6, because, including the current path, there are a total of 6 paths that end up in 6 different terminals. Concurrence values of the rest of the 3D locations are computed accordingly. It can be observed that there are four concurrence values that are marked on the chosen path, {1, 2, 6, 18}. The hierarchy values are obtained by sorting the indices of these four values in reverse order, which in turn describe the depths of locations with respect to the root. On the right hand side, three morphometrics on the selected paths are demonstrated, which are tortuosity, divergence, and bifurcation angle. Quantification of the wrinkle or tangle of a segment (tortuosity) existing between either two consecutive bifurcation points, or a bifurcation point and a following terminal is performed by measuring the curve length s, and the Euclidean distance between the start and end locations, d. Neocortical pyramidal cells show pronounced wrinkles in their branches. Divergence of a location connotes competitive behavior. With a distance scale fixed beforehand, the number of branch segments that are in the immediate neighborhood of a location defines its divergence. Bifurcation angle is another important morphometric, which we measure by using the inner product between two vectors emanating from the bifurcation point. Wide bifurcation angles connote greater exploration of extracellular environment. More branches and smaller bifurcation angles, in general, lead to higher divergence. Neurons with higher divergence tend to have longer path lengths Whereas concurrence, hierarchy and partition asymmetry are topological features (Ley et al. 1986 ), the rest are geometrical. The list of the features with their morphological significance as well as numerical quantification is provided in Sections "Feature extraction on a path" and "Description of features". Although we restrict ourselves to this set of features only, other morphological features can be easily incorporated for fine-grained analysis.
It is worth mentioning that we do not extract a single numerical value of a feature from a path. Instead, the computation is performed at each bifurcation location on the path. This is explained in Fig. 5 , where, for example, considering the path on the left, features are extracted at each blue circle (bifurcation location).
Therefore, for a feature, let us consider tortuosity for instance, we compute at each location with blue circles, thus the entire path is an array of tortuosity values. When estimating how similar two paths are tortuosity-wise, we essentially find the distance between two arrays.
There are multiple reasons behind such bifurcation location-based computation. With such computation, local morphological details can be successfully captured and later used for distance computation. A more comprehensive feature summary, including average number of bifurcations per path, average tortuosity per path and total partition asymmetry per path may ignore such local structural patterns. On the other hand, extracting features from all the sampled locations on a path would fall victim to the stochasticity of neuronal arbors and might fail to capture important global details. Bifurcation location-based computation offers resilience to the sampling anomaly, a serious problem when two different persons trace the same neuron with different number of samples. As long as the bifurcation locations are traced properly, NeuroP2P is agnostic of such inconsistent sampling. In addition, the computation time is significantly improved by considering only bifurcation locations. The number of samples of a neuron typically ranges from 60 to 85000, posing a critical challenge to compare neurons, whereas the average range of bifurcations varies from 2 − 41 across cell types.
• The third module (Fig. 3) is built for finding the distance between a pair of paths. As mentioned in the previous module, for each path, we have the measurements of features (bifurcation angle, concurrence, hierarchy, partition asymmetry, divergence, tortuosity and segment length). Out of this set of features, we do not compute hierarchy-wise distance between the paths. Instead, we use the hierarchy values to define a decaying weight function. Experimental evidence in Bielza et al. (2014) suggests that the importance of bifurcation locations on a path decays as one travels the path from the soma to the dendritic terminal. To integrate this information into featurewise distance, we propose a weight function w (see Section "Path alignment and path distance measure" for detail) based on the hierarchy values, where w is defined for each bifurcation location on the path as shown in Fig. 5 .
Prior to the computation of a feature-wise distance between a pair of paths, we apply normalization of the feature values. Normalization poses a challenge in this context. Note that if values of a feature are normalized (within [0, 1]) individually and then considered for distance computation, this method does not clearly reflect the 'true' variation in the feature values on the paths. On the other hand, if we collect all possible values of that feature from The circle in RED represents the root node (soma); the blue (bifurcation) and orange (non-bifurcation) circles are the sampled nodes. The path on the left has 3 bifurcation nodes (hierarchy value=4), whereas the path on the right contains 5 bifurcation nodes (hierarchy value=6). Consider a feature f . its values are marked at the bifurcation nodes of each path. As the the path on the right has larger hierarchy, the decaying weights (Section "Feature extraction on a path") are computed on this path. Prior to computing the feature-wise distance between these two paths, the feature of the path on the left is appended with 0 either at the end (standard branch order) or at the beginning (reverse branch order) all the neurons in the training set and use the maximum and the minimum of the values for normalization, this procedure will adversely affect the neurons with significantly smaller values of that feature. We overcome this issue by following the 'normalization-per-pair' rule, where, for a pair of paths, the values of a feature are normalized using the values on the pair of paths only.
In general, two paths may have different numbers of bifurcation locations, denoting that they have different levels of hierarchy. One schematic example is shown in Fig. 5 . Let us take divergence as a feature in this context. According to the bifurcation location-based feature construction, we have 3 values of divergence on the left path and 5 on the right one. Ideally, we can not compute Euclidean distance between the two arrays of divergence values owing to the difference in their dimensions. So we append zeros either at the beginning (for intraclass comparison) or at the end (for interclass comparison) to make the length of the two arrays equal. We propose the divergence-wise distance between two paths as the weighted Euclidean distance between the two arrays, where the weight values, w are precomputed using the hierarchy values (see Eq. 4). In the example given in Fig. 5 , let the two paths are i and j . After the normalization and zero-append steps, the feature vectors are
( 1 )
The weighted Euclidean distance between f i and f j
The limitations and some issues of the assigning zero values to an array of feature values are also discussed in Section "Assessment, Limitations and Discussion" (Path alignment).
Once we have individual feature-wise distance between a pair of paths, we propose a technique to combine all the feature-wise distances to establish the final distance between paths, which is the objective of this module. Among the many ways to combine the distances, we construct an optimization equation (see Section "Weight determination" for details) to find the relative importance δ of each feature-wise distance.
Here, S is the total number of classes, N i is the total number of neurons in class i, M kl is the number of pairs of paths between neurons k and l. The first term encompasses interclass distances between paths, whereas the second one is for intraclass distances between paths. logδ is included to enforce positive entries of δ. The last regularizer is applied to make δ a probability distribution. Notice that the relative importance of each feature varies based on the composition of cell types that are considered in an experiment. Although we experiment with all the cell types taken together, we provide additional results showing importance values using different pairs of cell types in Tables 1 and 3. • With a distance between a pair of rooted paths in hand, the final module attempts to find the distance between a pair of neurons. Let us take an example of the two pyramidal neurons in Fig. 6 with 15 and 11 rooted paths each. In contrast to finding one-to-one correspondence, in which one would obtain a list of 11 pairs of structurally-matched paths, we aim at finding a many-to-one correspondence, where we obtain 15 pairs of paths. While the one−to−one philosophy (Batabyal and Acton 2018a) works fairly well in case of neurons with similar number of rooted paths, it dramatically fails in comparing cell types with large differences in their number of rooted paths, such as the case when comparing granule cells (∼ 6 − 10 rooted paths) with purkinje cells (∼ 300 rooted paths). In this context, the many − to − one approach essentially finds how many copies of a granule cell would morphologically approximate a purkinje cell, implying a measure to quantify a self-similar pattern.
In order to compute the many-to-one correspondence, we repeatedly apply the Munkres algorithm (see Section "Path assignment and self-similarity"). The number of repeats determines the self-similarity, which we call relative fractality index. In addition, we obtain the total cost between a pair of neurons, which is regarded as the distance between the two neurons. Next, each pair in the correspondence list is verified in terms of morphological features. A number of instances are found, where pairs of paths are not morphologically well-matched despite achieving high classification accuracy in the end. Later, we devise a heuristic to rectify the faulty pairs (see last paragraph of Section "Path assignment and self-similarity"). This integral part of NeuroP2P algorithm facilitates interpretation of the classification results, a utility that is not considered in majority of the existing solutions.
The many-to-one list of correspondence between a pair of neurons offers an additional utility, which is to visualize an approximation of intermediate stages of structural deformation between the pair. The structural deformation, Fig. 6 The figure depicts the evolution of 15 paths of one pyramidal neuron to 11 paths of another pyramidal neuron. Both the neurons are procured and curated from the neocortex (occipital, secondary visual and lateral visual) brain regions of 2 month-old mice. On the leftmost column, the top figure corresponds to the candidate neuron 1; the bottom figure is the target neuron 2. The evolution is represented in multiple arrays such that the ODD rows are read left-to-right and the EVEN rows are read right-to-left. The color associated with each path acts as a marker for the correspondence. At each intermediate step, the morphing of each path is calculated in the SRVF space (Srivastava et al. 2011 ) and then the path is projected back in the real 3D domain. In accordance with known properties of the SRVF, the SRVF takes care of the translation between paths. However for visual clarity, we intentionally allow the rotation of each path with respect to the root (soma) while the path advances towards merging with the target path. Prior to applying the SRVF, we reorganize the coordinates of each neuron in decreasing order of the ranges along the X, Y , and Z axes, implementing an in-place rotation of each neuron which is not arbitrary, is carried out using the sets of rooted paths in a sense that how one can efficiently rotate, bend, scale and twist one set of paths (first neuron) to become another set of paths (second neuron). During this process, the paths are allowed to either split or merge onto one another. We show several examples of such structural deformation between neurons. The detailed mechanism used to retrieve the intermediate deformations is provided in Section "Path morphing".
Datasets and Results
In this section, we present results with discussion regarding:
• the classification of pyramidal cells sampled from different brain regions (Dataset-1); • the classification of different cell types (Dataset-2); • deformable morphing between neurons (Figs. 6, 17 and 18); • finding correspondence between the rooted paths of a pair of neurons and its interpretation with many-to-one, one-to-one, and best-match mapping ( Table 2) ; • the computation of the relative fractality index (Dataset-1); • the assessment of relative importance of each feature (Tables 1 and 3) ; • the performance of NeuroP2P and sensitivity to the hyperparameters (Figs. 10, 14 and 16).
We validate NeuroP2P on two datasets that are collected from a centrally curated on-line repository of 3D reconstructed neurons, Neuromorpho.org (Ascoli et al. 2007 ). To demonstrate the strength of our approach, one dataset is compiled for intraclass analysis and another one for interclass analysis.
Dataset-1 (Intraclass)
This dataset contains 3D-traced neurons from 6 distinct regions of the mouse neocortex. The regions with their cortical locations are visual-1 or primary visual (occipital) (Blackman et al. 2014; D'Souza et al. 2016; Risher et al. 2014; Falkner et al. 2016; Gerfen et al. 2018; Murase et al. 2016; Morgenstern et al. 2016; Lee et al. 2017; Longordo et al. 2013; Vannini et al. 2016; Gao et al. 2015 (Ramos et al. 2008; Chen et al. 2009; Steger et al. 2013; Orner et al. 2014; Schierwagen et al. 2007; Alpár et al. 2003; Kimura and Murakami 2014; Gerfen et al. 2018 ), motor-1 or primary motor (frontal) (Gerfen et al. 2018; Economo et al. 2016; Urrego et al. 2015; Suter and Shepherd 2015) , and motor-2 or secondary motor (frontal) (Benavides-Piccione et al. 2005; Gerfen et al. 2018) .
We experiment with 62 neurons of motor-1, 68 neurons of motor-2, 21 neurons of prelimbic, 204 neurons of somato-1, 237 neurons of visual-1, and 30 visual-2 neurons with 622 neurons in total. The neurons vary widely in their morphological characteristics, such as the number of paths in each neuron. The histogram of paths corresponding to each category is shown in Fig. 7 . Fig. 7 The figure shows the distribution of paths in each pyramidal cell category from Dataset 1. By glancing at the distribution profiles, a set of inferences can be drawn. The distribution of paths in primary motor is fairly uniform. For neurons from the somatosensory cortex and primary visual cortex, the histogram is right-skewed, indicating a majority of neurons with the number of paths lying in the range [10, 40] . The probability distribution of somatosensory pyramidal neurons resembles a right-skewed gamma distribution, and that of primary visual neurons closely follows an exponential distribution. The profiles of secondary visual and prelimbic neurons are poorly understood due to scarcity of samples. Most importantly, their distributions are entirely overlapped (within [10, 40] ) in the region where the majority of primary visual and somatosensory neurons can be sampled. From the figure, it is evident that the number of paths alone is not sufficiently discriminative Next, we investigate the relative importance of each feature (mentioned in Section "Feature extraction on a path") in terms of δ when comparing a set of classes. For space constraint, we provide δ values separately for each pair of classes and all the classes taken together. The relative importance is listed in Fig. 8 by a pool of pie charts. (3) For the prelimbic class, divergence, tortuosity, and segment length appear to be the most important features. (4) δ of concurrence exhibits a bimodal behavior. The value is comparatively larger for cases, such as motor −1|motor −2, visual−1|visual−2, motor −2|visual−1, and motor −2|visual−2, whereas it is smaller for prelimbic|somato−1, motor − 2|prelimbic, prelimbic|visual − 2, prelimbic|visual − 1, and somato − 1|visual − 1 A set of class-specific inferences regarding the relative importance is enlisted in the figure description and the pie charts present a comprehensive view of feature strength. In practice, however, the values are required to report the distance between a pair of neurons. The values are reported in Table 1 .
It is useful to note that although there is significant variance in feature strength when all pairs are considered, the distribution approximates a uniform distribution when all classes are taken. This result endorses the selection of our features for all-class classification tasks. It is also important to mention that this framework can incorporate any set of path-specific features, not restricted to our selected features only.
In order to verify the consistency of the path correspondence obtained from the Munkres algorithm (provided in Section "Path assignment and self-similarity"), we statistically evaluate each pair of paths in the correspondence list using pyramidal neurons from two different regions (the somatosensory cortex and secondary visual cortex.) The neuron from the somatosensory cortex (neuron-2) has 28 rooted paths, while the other (neuron-1) has 11 rooted paths. Table 2 provides the exhaustive list of path correspondences, distances between corresponding paths, correspondences obtained by a competitive approach named ElasticPath2Path (Batabyal and Acton 2018a), and the best correspondences of the paths of neuron-2 with that of neuron-1. Notice that the best correspondence of a path f of neuron-2 is the path g of neuron-1, which yields minimum distance with f , whereas the Munkres algorithm works on the criteria where the sum of path distances (in our case 11 paths at a time) is minimized. For space constraint, we provide feature-specific importance weight for classification in case of pairwise classes and all classes separately
In Table 2 (page 14) , the two columns on the left enumerate the pair that consists of the path number of neuron-1 and that of neuron-2. A subset of paths of neuron-1 is repeated because neuron-2 (with 28) has more paths than neuron-1 (with 11). So from neuron-1 to neuron-2, the correspondence is a surjective mapping. This is in contrast with ElasticPath2Path, where the mapping is bijective and the algorithm outputs only 11 pairs in the correspondence list. The rest of the 28 − 11 = 17 paths are left unmatched, yielding a solution of the subgraph matching problem. The unmatched paths are marked with 'NA' in the fourth column.
The last column, tagged as the best match, identifies only {4, 5, 8, 9} path indices out of 11 paths of neuron-1. Nevertheless, this matching algorithm also elicits a potential solution for subgraph matching. There are certain extreme cases where all paths of one neuron are matched with only one path of the other neuron, posing degenerate solutions of the neuron matching problem. We mark the correspondences in yellow, where the results of our algorithm and best match coincide.
Recall that neuron-1 has 11 paths and neuron-2 contains 28 paths. Careful observation of the first column of the table suggests that the set of numbers {1, 2, ..., 11} is repeated twice in the serial order followed by 6 path indices which are {9, 4, 10, 8, 2, 5}. Here, the Munkres algorithm is applied thrice. Each time the Munkres algorithm outputs 11 pairs of paths for correspondence. Therefore, the first two passes encompass 11 * 2 = 22 pairs leaving 28 − 22 = 6 paths of neuron-2 unassigned. Before applying the third pass, the cost matrix D is cropped with a dimension R 11×6 .
The cropped cost matrix is then transposed (R 6×11 ), zeroappended (R 11×11 ) and subjected to the Munkres algorithm. The above observation also indicates that 2 self-similar copies of neuron-1 approximates neuron-2 in the sense of minimum path to path distance. Therefore, the relative fractal index of neuron-2 with respect to neuron-1 is 2 6 11 or 2.545.
The question is: can the arithmetic average (which is 0.92) of the 'Distance' column of Table 2 be regarded as the final distance between the neuron-1 and neuron-2? Unfortunately, it is not. The reason is explained in Section "Path assignment and self-similarity" and reiterated briefly in the following sentences. After computing the correspondences (column-1 and column-2), we identify the defective sets of pairs for which there are significant differences in the hierarchy levels. The larger the difference, the larger the number of zeros that are appended to each feature on the path, raising the chances of technical error in the final distance value. In the table, the defective pairs are emboldened with blue color. We delete these pairs and replace the correspondences of path indices 18 and 9 (neuron-2) with their best matches from neuron-1. Note that path indices 7 and 4 of neuron-1 have already been matched with other paths of neuron-2, which are 7 ←→ 28, 4 ←→ 11, and 4 ←→ 12. Therefore, those paths are not subjected to re-assignment. After inserting the best matches for the path indices 18 and 9 (which are 9 and 5 from neuron-1 respectively), the corresponding distance values are noted. This is described in the fourth routine, 'Reassignment' of algorithm 2. The final distance between the two neurons The correspondences between the paths of neuron-1 and neuron-2 are enlisted in the first two columns. The numbers in yellow indicate that the correspondence obtained by NeuroP2P matches with the candidates of best correspondence in the sense of minimum distance. The pairs in blue are subjected for further verification because of large differences in the hierarchy values (Routine 4 in Algorithm 2) turns out as 0.90 (rounded off). The competitive approach, ElasticP2P produces a distance value of 0.67, which implies that the two neurons are more similar. This is discordant with the fact that the two neurons are sampled from two different regions and have two distinct arbor types. This disagreement can be explained due to subgraph matching nature of ElasticP2P. Neuron-1 with 11 paths is wellmatched with a part of neuron-2. However, the remaining 17 paths of neuron-2 are structurally dissimilar with neuron-1. In this case, our method, NeuroPath2Path performs significantly better in distinguishing two neurons in terms of distance owing to its full-graph matching property.
Implications:
As mentioned in the introduction, the morphology of a neuron dictates its computation and influences its functionality. Therefore, in order to compare two neurons in terms of morphology, it makes sense to establish pairs of paths that are similar (not necessarily the same) in At each K, we perform 5 experiments for each of these methods and the associated scores are shown with the mean (colored square) and range of values terms of neuronal computation. We posit that the distance between a pair of paths has some correlation with the similarity of computations that the pair of paths perform. If carefully noticed, it can be observed from In summary, for the same cell type (in our case, both neurons belong to the pyramidal class), region based variation causes morphological dissimilarity among paths leading to computational differences. Before digging deeper on the concluding sentence of the last paragraph, it is to remind the readers that 1 ←→ 25, 1 ←→ 7, 2 ←→ 21, 3 ←→ 15 and others (except 7 ←→ 18 and 4 ←→ 9 [blue colored entries] ) have similar levels of hierarchy, which means that the pairs of paths have similar number of bifurcation locations. So the morphological dissimilarity can possibly be attributed to the variations in other features. Only the pairs 7 ←→ 18 and 4 ←→ 9 turn out to be the victims of algorithmic constraints imposed by the Munkres algorithm despite possessing significant differences in their hierarchy values.
Further investigation of Table 2 suggests that there is a set of paths in neuron-1, which is morphologically different from all the paths of the other neuron, whereas there also exists another set of paths that are morphologically similar. For example, the path index 1 of neuron-1 is markedly distant from the path indices 25 and 7 of neuron-2 by 1.0595 and 1.4997 respectively, and it does not appear in the Best match column. Therefore, it can be asserted that the path index 1 of neuron-1 may have different computational aspects. On the other hand, the path index 5 of neuron-1 appears to have morphological similarity with the 3 rd , 6 th and 22 nd paths of neuron-2. On an additional note, the first pass of Munkres algorithm, which corresponds to the first 11 rows of the 'Distance' column, outputs an average distance of 0.6760. According to the optimization criteria of Munkres, this is the smallest average distance of the 11 pairs for the example that we considered. Next, the second pass of Munkres (row 12 − 22, 'Distance' column) results in an average distance of 1.1019, which is almost 1.5 folds increase in the average distance compared to the first pass.
The discussion, presented above, implies that the second pass of Munkres finds comparatively dissimilar path correspondences, clearly identifying a dichotomy between the sets of paths of neuron-2, which are {2, 27, 12, 3, 26, 28, 5, 23, 13, 24, 6, 4} and {25, 7, 1, 15, 11, 17, 18, 20, 14, 10, 8, 9, 16, 19, 21 , 22} with respect to the paths of neuron-1. It is possible that the first set of paths conveys characteristics of same cell-type and the second set encodes more region-based variation. This holds true when we morph from neuron-1 to neuron-2 by following the path correspondences in Table 2 . It means that 11 paths of neuron-1 are morphed to both the sets of paths of neuron-2 and during the intermediate deformation process, the cell-specific and region-based features are gradually embedded on the paths to finally construct neuron-2. However, whether this inference is valid or not, and if valid, then in what ways cell-specific similarity and anatomical variation are distributed among paths demand future investigation. In addition, with proper datasets, it is worth to investigate the behavior of such sets of paths in terms of neuronal activities, such as potentiation.
Classification: For classification, we compute the importance values δ from Eq. 5 and show them in Table 1 .
The importance values are applied to compute the distance between a pair of neurons. Using our distance function, we resort to the K nearest neighborhood classifier. We randomly partition the dataset into our training and test set using a constant ratio and rerun the experiment 5 times. The ratio that we maintain is 0.1 and 0.2 as train and test datasets. As the number of paths that a neuron has is a distinguishable feature for certain classes, we devise a strategy to test each neuron from the testing dataset. For a neuron with number of paths as n P , we seek candidate neurons from the training set with the number of paths ranging in [n P − L, n P + L]. Overall, NeuroPath2Path contains two hyperparameters, K (number of nearest neighbors) and L. This step is followed by the identical testing procedure while considering the interclass dataset. We fixed L = 50 for our experiments. As noted before, we adopt the reverse and standard branch orders for Dataset-1 and Dataset-2, respectively.
With the ratio of train and test as 8 : 2, the confusion matrix of NeuroPath2Path for an instance of random partition of data is shown in Fig. 9 . It can be seen that, while NeuroPath2Path distinguishes Motor-1, Visual-1, and Visual-2 quite well, the class of Somato-1 is significantly misclassified with Motor-1, Motor-2, and Visual-1, leading to a decline in the classification score.
Next, in Fig. 10 , we illustrate the comparative performance of NeuroPath2Path against TMD and NeuroSoL. The train to test ratio is set at 8 : 2. NeuroSoL shows an erratic behavior as K increases. TMD offers a consistent margin of classification accuracy per K. Here, at a given value of K, margin implies the difference between the maximum and minimum scores of 5 experiments which are independently instantiated by randomly partitioning the dataset with 8 : 2 train:test ratio. Figure 10 suggests that NeuroPath2Path achieves peak performance when K is set as 7, but with a noticeable margin.
To scrutinize the performance of TMD and Neu-roPath2Path, we routinely inspect the class-wise retrieval accuracy, a crucial metric which is obscured in Fig. 10 due to the averaging effect. The result is shown in Fig. 11 . In a majority of cases, despite comparable overall classification scores, TMD tends to be affected by class imbalance, leading to significantly poor accuracy for few classes.
Dataset-2 (Interclass)
The second dataset consists of 3D-reconstructed neurons that are traced from five major cell types of the mouse: ganglion (Mazzoni et al. 2008; Sümbül et al. 2014; Poria and Dhingra 2014; Kong et al. 2005; Coombs et al. 2006; Parmhans et al. 2018; Badea and Nathans 2011; Shi et al. 2013) , granule (Murphy et al. 2011; Arruda-Carvalho et al. 2014; Gonċalves et al. 2016; Schafer et al. 2015; Williams et al. 2015 Williams et al. , 2016 Villeda et al. 2014; Platschek et al. 2016; Vuksic et al. 2008; Chancey et al. 2013; Dieni et al. 2013) , motor (Li et al. 2005; Bhumbra et al. 2014; Branchereau et al. 2016; Leroy et al. 2014; Qin et al. 2014) , purkinje (Anwar et al. 2014; De Munter et al. 2016; Chen et al. 2013; Grasselli et al. 2016; Jayabal et al. 2017; Nedelescu et al. 2018; Martone et al. 2003; Fukumitsu et al. 2016) , and pyramidal (Ramos et al. 2008; Chen et al. 2009; Benavides-Piccione et al. 2005; Rocher et al. 2010; Trevelyan et al. 2006; Packer and Yuste 2011; Cossart et al. 2003; Tsay and Yuste 2002; MacLean et al. 2005; Nikolenko et al. 2007; Ikegaya et al. 2005) . We experiment with an imbalanced pool of 500 ganglion cells, 490 granule cells, 95 motor cells, 208 purkinje cells, and 499 pyramidal cells, where the corresponding SWC files are obtained from the neuromorpho repository. The cell-specific distribution of paths is shown in Fig. 12.   Fig. 13 Confusion matrix of an instance of classification using Dataset-2. The overall accuracy is 85.02%. Here, we set L = 50 and K = 9. It can be seen from the matrix that one-fifth of ganglion cells are misclassified as pyramidal, leading to a decline in accuracy. However, granule cells are perfectly classified For classification, we compute the important weights δ of each features, and due to space constraints, the δ values are enumerated in Table 3 for pairwise classes and the case with all the classes taken together. The importanceweighted distance value, μ fg in Eq. 5 is used to compute the distance of a pair of neurons. We empirically find that the nonlinear transformation of μ fg , given by 1 1+exp(−μ fg ) , yields an improved classification performance.
With a train:test ratio as 8 : 2, one instance of the confusion matrix, obtained by NeuroPath2Path is provided in Fig. 13 .
We demonstrate the effectiveness of NeuroPath2Path over two state-of-the-art approaches -Topological Morphological Descriptor (TMD) (Kanari et al. 2018) and Neu-roSoL (Batabyal and Acton 2017) . For each value of K, we randomly partition the dataset 5 times maintaining a constant 9 : 1 ratio between the train and test datasets. In short, for every K, we obtain 5 accuracy scores, which are plotted in Fig. 14. TMD appears to be very consistent in accuracy and range scores, achieving an accuracy of 85.02% when K = 5. However, while computing the confusion matrices of the classification scores obtained by TMD, we notice that in the majority of instances, the correct classification of motor cells is abnormally low and approaches 0% in some cases. It is important to notice that Dataset-2 has an imbalance in terms of the number of examples in each cell category, with motor cells containing the lowest (95) and ganglion cells containing the highest (500) number of examples. This fact is unobserved in Fig. 14 due to the averaging effect. We adopt the metric, class-wise accuracy of retrieval, and present the results in Fig. 15 . It is evident that NeuroPath2Path exhibits strong resilience against the class imbalance problem.
Similar to the train and test ratio of Dataset-1, we conduct experiments using the ratio of 0.1 and 0.2 separately. The classification scores are given in Fig. 16 . Two examples of continuous morphing between neurons are provided in Figs. 17 and 18 .
In the first figure, we show the morphing from a granule neuron (6 rooted paths) to a pyramidal one (22 rooted paths), citing an example of splitting of paths. In the second example, a purkinje (304 rooted paths) cell is morphed to the same granule cell in the previous example. This figure provides a visualization of merging of rooted paths.
Assessment, Limitations and Discussion
As noted in the Introduction (Section "Key aspects of NeuroPath2Path"), NeuroP2P offers a framework to morph one neuron to another neuron by establishing a many-toone correspondence between the rooted paths of the pair of neurons. We envisage a neuron as an assembly of paths with a common root, and the space of all neurons is a manifold where each point in the manifold corresponds to a neuron with rooted paths. This simplified assumption allows us to 'travel' between an arbitrary pair of points (a pair of neurons) on the manifold. We establish a method to travel as geometrically evolving (morphing) the set of rooted paths of one neuron to the other. One can imagine that there are infinite number of trajectories one can travel to reach from one point to another point in the manifold. Equivalently, there are infinite number of strategies in which one can morph a set of paths to the another. Each strategy is associated with a cost and the cost can be an utilized to assess the similarity between a pair of neurons. Larger cost indicates that the two points (neurons) are far from each other, implying that the two neurons are dissimilar, whereas smaller cost indicates similarity. If modeled properly (suitable features and feature-wise distances, proper assignment etc.), the cost will aid in improved classification of cell types. Notice that except in few instances, there might be no biological evidence of morphing between different cell types. It is rather a mathematical framework that we propose to unify all possible dendritic morphology.
Matching algorithm: In numerous related solutions, researchers prefer to identify the shortest route between the points. However, it is difficult to mathematically find the shortest route in this application due to the nature of the model. Moreover, there might be a concern regarding the con- Fig. 15 This figure shown the classwise retrieval accuracy of different methods including NeuroPath2Path. It is observed that by using TMD that the retrieval accuracy of motor cells shows minimal improvement when the SVM is used. The imbalance in class adversely affects the classification accuracy. NeuroPath2Path maintains consistent class performance Fig. 16 The performance of NeuroPath2Path on two different partitions, which are 9 : 1 and 8 : 2, of Dataset-2 is shown. K = 9 is found to be a suitable candidate of K-NN classifier nection between the shortest route of morphing on the manifold and the true biological morphing between a pair of neurons. To answer this concern, it is known that the empirical evidence of dendritic branching pattern of a neuron pattern suggests minimal-length-maximal-routing (Sporns et al. 2005; Wen et al. 2009; Cuntz et al. 2012) rule. The morphing between two neurons whose arborizations follow such rule is expected to be not arbitrary and follow some Fig. 17 This gallery of images captures the progressive evolution of paths from a granule neuron to a pyramidal one. The granule neuron is procured from the hippocampus (dentate gyrus) of a 5 month-old mouse, containing 6 rooted paths. The pyramidal neuron is sampled from the neocortex (occipital lobe, secondary visual, lateral visual) of a 2 months old mouse, containing 22 paths. The evolution is represented in multiple arrays such that the ODD rows are read leftto-right and the EVEN rows are read right-to-left. In the first column, the top image is the granule cell and at the bottom is the pyramidal one. Structurally, the pyramidal neuron is larger than the granule one. However, they are properly scaled to fit for visualization Fig. 18 This gallery of images captures the progressive evolution of paths from a Purkinje neuron to a granule one. The granule neuron (426.5μm 3 volume) is procured from the hippocampus (dentate gyrus) of a 5 months old mouse, containing 6 rooted paths. The Purkinje cell (13094μm 3 volume) is sampled from the cerebellar cortex of a 35 day-old mouse, containing 304 paths. The evolution is represented in multiple arrays such that the ODD rows are read in the left-to-right and the EVEN rows are read in the right-to-left fashion. In the first column, the top image is the granule cell and the bottom shows the pyramidal cell. Volume-wise, the Purkinje neuron is significantly larger than the granule neuron. However, they are scaled for visualization optimized route. There are abundant of strategies (routes and their associated costs) that are available. In Table 2 , we mention three popular strategies, which are one-to-one matching (ElasticP2P, in which one rooted path of one neuron is allowed to match only one rooted path of the other neuron), best match (Path2Path, where any path in one neuron is matched to its morphologically closest path in the other neuron), and the many-to-one strategy (NeuroP2P). We also compare our results with TMD.
The one-to-one strategy, given in ElasticP2P, has a drawback of subgraph matching, which means that a neuron with smaller set of paths can be structurally alike with a part of a larger neuron even though both the neurons belong to two different cell types. For example, using oneto-one strategy, we encounter several instances in which pyramidal cells ( 6 − 10 rooted paths) are predicted to have the class of purkinje cells. Intuitively, the best matching strategy often leads to degeneration of correspondences in which all the rooted paths of a neurons are matched to only one of the path in the other. The 'Best match' column in Table 2 (page 13) suggests that opting for this strategy leads to almost a degenerate correspondence, where 28 paths of neuron-2 are matched with only 3 paths out of 11 of neuron-1. NeuroP2P provides the framework that is a combination of both the strategy. NeuroP2P never allows a degenerate match, a desired characteristic of a matching algorithm. However, it does not always give the best structural correspondence between all the pairs, despite fairly high classification accuracy in the end. We find such instances, mostly while comparing pyramidal cells with granule cells, motor cells with ganglion cells, and especially ganglion cells with pyramidal cells. The occurrence of such faulty pairs of paths is, in part, due to the internal constraint of the matching algorithm, as explained Section "Path assignment and self-similarity". To alleviate this problem, we propose a heuristic based on hierarchy values, but suitable re-assignment algorithm can be designed or the Munkres algorithm can be modified to automatically discard such erroneous match pairs.
Path alignment: Path alignment, as addressed in Sections "Feature extraction on a path" and "Proposed methodology" (module 2), in terms of branch order (standard/reverse) needs attention as it affects the featurewise distance between a pair of paths. While aligning two paths that contain unequal number of bifurcation locations for feature-wise distance computation, we attach zero values to the feature on the path which is deficit in the number of bifurcations. Without the Hierarchy Mismatch routine (algorithm 2; last paragraph of Section "Path assignment and self-similarity"), we encounter problems in the morphological pairing of paths (path correspondence). Let us take the feature called partition asymmetry of a path for instance, which is numerically measured as a function of the ratio of left tree size and right tree size at each bifurcation location on the path (Brown et al. 2008) . A central path of a neuron is the one having almost null partition asymmetry values at each bifurcation location and contains significant number of bifurcation locations. The existence of a central path is a key feature of pyramidal arbor, especially in case of apical dendrites as opposed to basal dendrites. In many instances, non-central paths with significantly smaller number of bifurcations also exhibit null values of partition asymmetry. Therefore, a non-central path is indistinguishable from a central one because of the fact that we append zeros to the end of the non-central path during alignment. From Tables 1 and 3, it can be seen that partition asymmetry alone contributes to 2 − 20% of feature strength during classification. Failing to separate the central paths from the non-central paths has an impact in the path correspondence as well as the classification, particularly during intraclass classification using pyramidal cells. In NeuroP2P we are able to partially reduce the effect of such misalignment by incorporating hierarchy mismatch routine.
Path alignment plays a subtle but important role in obtaining improved accuracy. Notice that for a standard branch order (roots of a pair of paths are aligned), paths are aligned in such a way that structurally similar paths yield smaller featurewise distances for certain features. For example, the concurrence values at bifurcation locations on a path are strictly decreasing. The standard branch order gives smaller concurrence-wise distances and the reverse branch order (terminals of a pair of paths are aligned) yields larger distances. In this point of view, it can be argued that the standard branch order is effective to classify different cell types and the reverse one is suitable to separate same cell types from different regions. If two neurons of same regions and cell types (intraclass classification: reverse branch order), as in Fig. 6 , are correctly classified, it implies that these two neurons are significantly similar in morphology.
for intraclass classification, the two pyramidal neurons in Fig. 6 are collected from the secondary visual cortex (visual-2) and correctly classified.
Resilience: Assessment of resilience of NeuroP2P against the varied number of samples provided by different tracer requires a discussion. As shown in Fig. 5 , the features are computed only at the bifurcation location, imparting resilience against the variation in number of samples per path in case of manual tracing. Let us consider the computation of tortuosity between consecutive bifurcation locations on a path (Fig. 4) . The measurements of s and d (in the figure) are obtained by considering all the samples in between and including the bifurcation locations, and the value of tortuosity in terms of s d is assigned on one of the bifurcation. In effect, this is a local summarization of a feature. This technique provides faster computation compared to the case where features on all the samples of a path are taken. Furthermore, given different numbers of samples of two neurons traced by different subjects, the distance between the two neurons will remain the same as long as the bifurcation locations are identical in all the tracing instances.
Without using any high-end classifier or correction for class imbalance, NeuroP2P exhibits robustness towards class imbalance as shown in Figs. 15 and 11 . Unlike TMD, where in roughly 4 out of 5 cases, there is no retrieval of prelimbic class, NeuroP2P successfully retrieves 33 − 50% of neurons in that class. However, the resilience is still not significant for the prelimbic class ( Fig. 11) as majority of times we encounter only 33% retrieval. This is probably due to very sparse number of samples (only 24) of neurons in that class or deficit in the number of features. Although, employing high-end, nonlinear classifiers might improve the accuracy as evidenced in case of TMD during interclass retrieval (in Fig. 15 ) with a 10% jump in the accuracy of the prelimbic class after applying SVM, we are reluctant to apply such classifiers at this point, as it obscures the very objective of crafting discriminatory morphological features. By doing so, we avoid several instances of faulty correspondence of neurons in terms of morphological features despite obtaining a fairly high retrieval accuracy. We suspect that implementing such a classifier without crafting strong features and constructing robust model would yield erroneous retrieval when tested with other neurons.
Feature selection: Feature selection plays a crucial role in modeling neuronal arbors. In "Key aspects of NeuroPath2Path" (3 rd aspect) and "Feature extraction on a path", the features that we use are listed. Due to the local nature of feature acquisition, global features, including overall volume, total wiring length and others are not be used as features. This local restriction makes it challenging in classifying cell types that have distinct global features. For example, cerebeller purkinje cells have leaf-like, laminar, 2D arbors and this contextual information about their shape can not be directly integrated to their feature descriptor in NeuroP2P. However, it is also a fact that global shape constraints influence the local patterns or structure. As an example, a circular shape can be quantified locally by sampling the boundary with sufficient number of points and then, measuring the distance of the points from the center. This way of constructing assembly of local features is more generic in identifying both local and global, regular and irregular structural patterns. Relying on the assembly of local features on paths in NeuroP2P, we achieve almost 77% on an average accuracy of classification of purkinje cells and majority of the true negatives belong to the pyramidal cells (one instance is shown in Fig. 13 ).
The primary motivation behind our feature selection is to use a mix of local geometrical (bifurcation angle, segment length) and topological (partition asymmetry, concurrence) features. However, other features can be incorporated and investigated to obtain improved classification of cell types. The topological morphology descriptor (TMD) (Kanari et al. 2018 ) also follows the same approach, where instead of extracting the global features, it computes the local assembly of birth and death of branch segments. It is to note that the selection of features depends on problem at hand. For example, if we want to apply NeuroP2P on microglial morphology (ramified, branching morphology) in order to quantify its homeostatic surveillance profile in terms of the movement of its processes, the suitable choice of features on a process (processes are identical to paths) would be distance of a bifurcation location to other bifurcations, length from bifurcation to the terminal of a process and other. Interested readers are encouraged to follow Ascoli et al. (2007) for a list of morphological features.
The importance of features, provided in Tables 1 and 3 while performing interclass and intraclass classification draws attention. Although both the classification tasks are performed using all the cell types, we also provide the importance factors for pairwise cell types in the above tables. From the tables, segment length, defined as a sequence of distances between consecutive bifurcation locations on a path, appears to the dominant feature in majority of cases as listed in the tables. However, in case of intraclass classification, segment length is not the dominant feature in the cases of visual-1 vs. visual-2, motor-2 vs. somato-1, motor-2 vs visual-1, motor-1 vs. visual-1 and overall (considering all the cell types). Across different cell types in case of interclass classification, ganglion vs purkinje and ganglion vs pyramidal are the two cases where segment length is not the dominant feature. We re-run our experiments without considering the segment length as a feature and observe a significant drop in the classification accuracy using the dataset of all the cell types. The final accuracy becomes 57.4 ± 3% (five instances of experimentation) of interclass classification and 47.5 ± 4% (five instances of experimentation) of intraclass classification. This result is expected because prior to classification, each feature is boosted with its importance factor, indicating that a feature has a significant contribution if its importance factor is large. Future research will be required to probe whether the maximizing−betweenclass −minimizing −withinclass strategy (see Eq. 7) faithfully reflects the biological importance of a feature.
Conclusion and Perspectives
In this paper, we introduce an algorithmic framework, which we call NeuroP2P, to unify all possible neuronal arbors. The scope of this framework is not restricted to classification only as, along with feature extraction, NeuroP2P also provides a procedure to perform continuous deformation between neurons in an optimized fashion. Instead of computing a set of global features (such as average degree, diameter, total path length and others) or focusing on few visually distinct and meaningful features (birth and death of a branch, caulescence), NeuroP2P begins with a systematic decomposition of a neuron as an assembly of rooted paths, where each rooted path is envisaged as a complete microcircuit starting from the soma and leading to the dendritic terminal.
There have been significant number of research works on neuromorphology utilizing topological and geometrical features (Gillette and Ascoli 2015a, b; Kanari et al. 2018; Basu et al. 2011; Wan et al. 2015) and using them to classify the neurons using either classifiers or alignment tools. In contrast to existing work, we develop the space of all neurons as well as the characterization of such as space. The characteristic of this space, which is of foremost importance, is the existence of the continuum. The dendritic and axonal branches of a neuron evolve continuously over time and this 'continuum' is pivotal in the characterization of the space of all neurons. We present a differential geometry based framework ("Path morphing"), where it is mathematically possible to continuously morph one neuron to the other. For example, let us assume, one is hypothetically traveling on the manifold of neurons and stops at the location of a pyramidal neuron. In order to reach to a location of another pyramidal neuron, there are infinite number of routes. Presumably, we follow the shortest path ("Path morphing", Fig. 19 ), claiming that not only the wiring of the individual neuron is optimal (Cuntz et al. 2012) , but the morphing also follows an optimized criterion. If the latter pyramidal neuron is a degenerated instance of the former, it would be worthwhile to trace the morphing route on the space. The cost of such morphing reflects the distance between the pair neurons in some sense. Therefore, a major contribution of this paper is the definition of distance.
NeuroP2P takes a bottom-up approach in order to find the distance between an arbitrary pair of neurons. First, we extract registration-independent features that incorporate physiological factors, such as decaying importance of features along the path (3), exploratory/ competitive behavior for resource exploitation (divergence feature), and the description of the central path (partition asymmetry). Followed by this step, we define individual featurewise distance between two paths. Then, we utilize an optimized approach to compute the relative importance of each feature-wise distance. Next, we combine the feature-wise distances with the weights of importance to define the distance between a pair of paths. Two neurons, in general, will have different numbers of paths, and therefore we attempt a many-to-one correspondence using a mass transport based approach. using the correspondence between paths, the distance between the neurons is eventually defined and an index of relative fractality is derived. This modular approach helps us identify (Table 2) and debug (Section "Path assignment and self-similarity") anomalies in the structural pairing of paths, as well as interpret (Section "Dataset-1 (Intraclass)") the obtained results. For each test datum, we investigate the structural similarity of pairs of paths that the test datum forms with the training data and accordingly rectify them before producing the final distance values.
The problem of classifying cell types is a decision by nature -either a neuron belongs to a cell type or it does not. However, there are problems, such as neurogenesis and neurodegeneration, where they demand a suitable structural modeling to encode such continuous deformation of neurons or other similar-shaped cell types. In NeuroP2P, the continuous morphing between a pair of neurons opens a new avenue along which to test our algorithm in such problems. For example, if the data permits, neurodegeneration can be modeled with NeuroP2P, requiring new feature selections (spine density, diameter of the dendritic shaft at each bifurcation etc) and suitable distance measure.
The morphological analysis of cell types, such as microglia and astrocytes, that have ramified arbors similar to that of a neuron can also be analyzed via NeuroP2P. For example, one key problem in microglial morphology under pathogenic invasion is to identify the 'onset' of the conversion from the ramified arbors to amoeboid shape by observing morphological features. With the selection of suitable features and distance measure, one can apply NeuroP2P to identify the intermediate deformations where the onset of structural changes begin (such as divergence, which is the measure of the number of other rooted paths that are in the vicinity of a specific bifurcation location, tends to be larger when the ramified arbors of a microglia start folding to become a blob-alike amoeboid shape).
One important factor that can be integrated with the features as well as the cost function is a regional prior, which can lead to a region-based NeuroP2P model. The necessity of such region-based model is driven by the research that is often focused on the functionality of neurons in specific brain regions (such as frontal cortex, cerebellum, hippocampus etc.). When taking all the cell types together, it is this regionbased morphological variation that impedes NeuroP2P from achieving (> 90%) classification accuracy. We speculate that adding features and focusing on the neurons specific to given brain regions will circumvent this drop in accuracy.
Another attribute that can be included in the cost function of NeuroP2P is the cost of merging or splitting of rooted paths. Such process generally accompanies with complex biological costs, such as metabolic cost. If data and proper quantification of such complex costs are available, the inclusion of such costs will lead changes in the correspondence list, culminating in a more appropriate structural morphing process and meaningful classification results.
Information Sharing Statement
The data and code (in MATLAB) are available at https://github.com/50-Cent/NeuroPath2Path.git. Users are also encouraged to compile data from Neuromorpho.org.
Appendix: NeuroP2P in detail

Feature extraction on a path
We extract a set of discriminating features from each path f i ∈ of H , which are bifurcation angle (b i ), concurrence (C i ), hierarchy (ξ i ), divergence (λ i ), segment length (β i ), tortuosity (κ i ), and partition asymmetry (α i ). Therefore,
. Each feature encodes a specific structural property of a neuronal arbor, as described in the next section. A schematic of different features along with the systematic quantification is shown in Fig.4 .
Description of features
We extract a set of discriminating features on each path f i ∈ of H , which are bifurcation angle (b i ), concurrence (C i ), hierarchy (ξ i ), divergence (λ i ), segment length (β i ), tortuosity (κ i ), and partition asymmetry (α i ).
• Bifurcation angle is a key morphometric that dictates the span and the spatial volume of an arbor. It is hypothesized that the span of an arbor at each level of bifurcation depends on the bifurcation of its previous level (López-Cruz et al. 2011; Batabyal et al. 2018b; Bielza et al. 2014 ), suggesting the influence of Bayesian philosophy. This organizational principle is utilized in several stochastic generative models (López-Cruz et al. 2011) for the synthesis of specific neuron cell types. The sequence of bifurcation angles at bifurcation vertices located on a path of a neuron captures local geometry. For example, a sequence of non-increasing bifurcation angles from the root to the dendritic terminal of a path indicates the pyramidal shape geometry of the neuron. For a location with multifurcation, we use the maximum of the bifurcation angles computed using pairwise branches originated from that location towards the dendritic terminals. • Concurrence, hierarchy and divergence encode the effect of phenomenological factors, which are exploration (ex. Purkinje fanning out rostrocaudally) and competition (ex. retinal ganglion cells), that contribute in the growth of a neuron. The definition of concurrence and hierarchy are already given in Section 3. The divergence of a location on a path, f i is proportional to the repulsive force that the location experiences from its neighborhood path segments. Let C f i be the sequence of concurrence values of the path f i ∈ when one visits the locations from the root to the dendritic terminal. As an open curve, each path can be parameterized with the parameter t ∈ [0, 1]. C f i (t s ) = k; t s ∈ [0, 1] indicates that k(≤ | |) paths share the location t s on
Here, 1 is the indicator function computing the number of such f j s which follow the conditions |f j (t) − f i (t s )| ≤ δ, f j = f i and f j f i . The first condition implies that a location of f j has to be in the neighborhood of f i . f j f i indicates that the location of bifurcation at which f j deviates from f i does not appear after f i (t s ) on the path f i . • Tortuosity and partition asymmetry are two important anatomical features of a neuron. Tortuosity refers to the amount of 'zig-zag' or bending of a path. Let us take a segment on a path f i as f i ([t 1 , t 2 ]); 0 ≤ t 1 < t 2 ≤ 1. Let there be m − 1 locations in [t 1 , t 2 ]. The tortuosity of the segment is defined as κ = m j =1 ||f i (t j +1 )−f i (t j )|| 2 ||f i (t 2 )−f i (t 1 )|| 2 with t m+1 = t 2 . Partition asymmetry accounts for how the size of a neuron tree varies within the neuron. We use a variant of caulescence, proposed in Brown et al. (2008) , as a measure of tree asymmetry. Caulescence at a bifurcation location is evaluated by way of α = |l−r| l+r , where l is the size of the left tree and r of the right tree of the bifurcation vertex. We define the size of a tree by the number of paths or equivalently the number of dendritic terminals. Note that the quantity (l + r) + 1 is the concurrence value of the bifurcation vertex.
Path alignment and path distance measure, μ
Given an unequal number of samples in a pair of paths, finding the appropriate distance between two paths or open curves is challenging. Due to the resampling bias imposed by a given tracer, in general, a path contains erroneous sampled locations which could alter the path statistics. For example, adding an extra leaf vertex changes the concurrence values of all the locations on a path. Unlike conventional approaches that used different resampling procedures, such as mid-point based resampling, RANSAC sampling, and spectral sampling, we use the help of the branch order as mentioned in Section 3 for suboptimal alignment.
Consider two neurons, G 1 and G 2 , with the corresponding path models given as H 1 and H 2 , respectively. Let f and g be the two paths that are arbitrarily selected from 1 and
The distance between υ f and υ g , weighted by the importance factor, is given by
This distance is computed for each υ ∈ {b, C, λ, β, κ, α}.
The overall distance between the paths f and g can be expressed as a weighted average of individual distances.
For simplicity, we take δ i = 1 6 ∀i and consider the final distance as the intrinsic distance between the neurons. For classification, we determine δ through optimization using maximizing − interclass − minimizing − intraclass distance strategy (See algorithm 1 and Section "Weight determination"). We term δ as the relative importance of features.
Path assignment and self-similarity
Let the number of paths in H 1 be | 1 | = n 1 . Similarly, for H 2 , this value is | 2 | = n 2 . Without loss of generality, let us assume n 1 ≤ n 2 . Using Eq. 5, the cost matrix of paths between G 1 and G 2 becomes D (D ij = μ ij , i ∈ 1 , j ∈ 2 ). By applying an analogy for the path assignment as a job assignment problem with n 1 workers and n 2 jobs, we adopt the Munkres algorithm to find the optimal assignment of jobs to the workers from D. In most cases, including interand intra-cellular neurons, the job assignment problem is an unbalanced n 1 < n 2 . We append (n 2 − n 1 ) zero rows to D to serve as dummy workers. ElasticPath2Path (Batabyal and Acton 2018a) employed this technique and resulted in an output of n 1 optimally matched paths between G 1 and G 2 . However, this is essentially subgraph matching, which may lead to misclassification while dealing with two structurally similar, but different, cell types. For example, hippocampal CA3 pyramidal and cerebellar Purkinje cells have similar dendritic branch patterns, but significantly different number of paths. To resolve this problem we devise an algorithm 2, by applying Munkres algorithm repeatedly to obtain a fulltree matching. To meet such criterion, the algorithm gives n 2 pair of paths. Let the pair be (γ 11 , γ 21 ), ..., (γ 1n 2 , γ 2n 2 ), where γ 1i ∈ 1 and γ 2j ∈ 2 . Recall that n 1 < n 2 , which implies that some of the γ 1i are repeated while forming the pair. Finally, the distance between G 1 an G 2 is given by
Let n2 n1 = T . Then, this procedure to find the correspondence is termed as T −regular matching, which in turn can be thought of T nearly self-similar structures akin to a fractal system. The detailed algorithm is provided in .
There are four modules that are sequentially executed in the algorithm. The first module mathematically deciphers the relatively self-similar anatomy of a larger neuron compared to a smaller one, yielding the number of copies of the smaller one needed to stitch together to approximately obtain the larger one. The routine runs for n 2 n 1 times, which indicates that each path in neuron 1 (containing n 1 paths), is matched with n 2 n 1 paths of neuron 2 (containing n 2 paths). Here n 2 > n 1 .
The second module runs for the remaining unpaired paths of neuron 2. The assigned correspondence is added to the list of paired paths from the first module. However, not all the pairs are anatomically consistent. This is dictated by an internal constraint of Munkres algorithm, in which the assignment is carried out without replacement. In the Munkres algorithm, if one 'worker'(a path from neuron 1) is assigned a 'job' (a path from neuron 2), then the 'job' is not available for further assignment. Therefore, if the distance between two paths is significantly large, it demands further inspection whether the pair of paths is morphologically different to each other or the algorithmic constraint induces the large distance value. This motivates us to introduce the third module.
In the third module, we inspect the pair of paths having distances more than a threshold. The threshold is selected based on the skewness, median and standard deviation of the distance values. As mentioned earlier, in order to find the distance of a feature on two paths (4), we append zeros to the path having relatively fewer number of locations than the other. The choice of traversal order dictates to which side the zeros are appended. Notice that more zeros lead to higher distance value between paths, and this happens only when there is significant mismatch in the highest level of hierarchy. This fact can be interpreted from the morphological viewpoint. A path with a large number of bifurcation locations (so, large maximum hierarchy value), called a central path of a neuron, exploits the environment of the neuron extensively when compared to path with fewer number of bifurcations. Unless otherwise required, a path with large hierarchy values should not be compared with a path with much smaller maximum hierarchy value. The highest level of hierarchy values of two paths are given by h 1 and h 2 with h 1 < h 2 . We set a criteria that if |h1 − h2| > max[h1,h2] 2 , we do not consider the distance between the pair, and opt for the best match in terms of minimum distance for each path of the pair separately. This is outlined in the reassignment module. The reassigned pairs are added to the list of paired paths serving as the list of correspondence. Fig. 19 A schematic representation of the square root velocity function (q), which is computed at locations on an open curve. This function endows the curve with elasticity so that it can continuously deform (bend, stretch, shrink) to another curve. In a neuron, each rooted path can be modeled as an elastic open curve
Path morphing
Once the correspondence of paths between neurons is established, it is imperative to know the structural similarity between the pathswhether a pair of paths are structurally similar to each other, or the pair is structurally incoherent but the algorithm outputs such a pair due to its internal constraints. This is achieved in two ways: with a visual representation by morphing the paths of one neuron to that of the other using an elastic framework, and by extracting path statistics.
A rooted path of a neuron can be considered as an open curve as shown in Fig. 19 (Batabyal and Acton 2018a; Srivastava et al. 2011) . Each location on the path can be considered as a function of a parameter,t ∈ [0, 1]. The square root velocity function (SRVF) that is applied on a location f (t) is defined as q(t) =ḟ (t) √ ||ḟ (t)||
. For a pair of paths i and j , we obtain q i and q j , which assists in retrieving the intermediate deformations as linear combinations of q i and q j given by q n ij = q i (1 − n) + nq j ; n ∈ [0, 1]. n denotes the intermediate algorithmic time steps. Although the deformations are exhibited using the 3D coordinates of the locations of a path, the deformations can also be computed in the feature domain. An example of the continuous morphing process between two pyramidal neurons from the secondary visual cortex of the mouse is shown in Fig. 6 . The 15 paths of the former neuron merge with 11 paths of the latter upon termination of the morphing process. This implies that more than one path of the first neuron have the same final destination path of the second neuron. It is noted that our algorithm does not consider the costs that are incurred by the merging or splitting of paths during progression. The assessment of such costs requires biophysical measurements of neurons, such as metabolic cost of merging or splitting of branches. Therefore, the cost between paths in Eq. 5 is proportional to the cost of structural disparity instead of biophysical costs.
The prime question is: why do we need to inspect intermediate deformations? Statistical assessment of anat-omical similarities between paths is sufficient to validate the correspondence that is obtained from the Munk-res algorithm. However, to make the correspondence necessary, the intermediate deformations should comply with key cell-type characteristics (Srivastava et al. 2011 ). So we use the SRVF framework to show the deformations so that any noticeable incoherence can be attributed to the feature selection, distance measurement, or both algorithms even though we might obtain improved classification accuracy in the end.
Weight determination
Let the combined distance vector containing the individual feature distances be D fg = [d(b fg ) d(C fg ) d(λ fg ) d(κ fg ) d(β fg ) d(α fg )] T . The corresponding unknown weight vector is δ = [δ 1 , ...δ 6 ]. While comparing two neurons of sizes N and M with N <= M, the distance computation after applying the Munkres algorithm repeatedly will produce M pairs of paths, indicating M such D fg s. The desired characteristic of each component of δ is positivity. In addition, we enforce δ i = 1, implying a probability estimate. δ i thus indicates the relative importance of the feature υ i .
We adopt the constrained maximizing-betweenclassminimizing-withinclass distances strategy to find our desired δ. Mathematically, The first term in the above equation encompasses all the distances between neurons from pairwise classes. The second term encodes the intraclass distances, implying the distances between neurons for each class. The third term enforces positivity of each weight δ i . This is a logarithmic barrier penalty term that restricts the evolution of δ at intermediate iterations to the region where δ >0. The last term accounts for the probabilistic interpretation of δ. S is the number of classes. Equation 7 is solved by using gradient descent. The equation and its derivative can be simply written as,
We use this derivative term in the following algorithm 1 to obtain optimal δ.
Distance between neurons
The algorithm to find distance between a pair of neurons consists of four stages -finding self-similarity (routine-1), remaining path assignment (routine-2), finding pairs with hierarchy mismatch (routine-3) and reassignment of the defective pairs (routine-4).
