It is the intent of this paper to add to, and improve the existing design tools for nonlinear output feedback systems. Considered here are systems, exhibiting parametric uncertainty, and containing nonlinearities dependent on the output alone. A lower triangular state transformation is utilised, equivalent to that obtained via the traditional and recursive backstepping algorithm. Extra damping is introduced to counter the uncertainty and observer error effects. The benefits of this approach lie in the significant reduction in total controller dynamic order, as well as the simplicity and clarity provided by implementing backstepping from a purely structural perspective. Copyright c 
INTRODUCTION
The introduction of backstepping, and subsequently, adaptive backstepping, over a decade ago, provided a great step forward, including the possibility of solving many more control problems, particularly for nonlinear systems satisfying a triangular structure condition (Krstić et al., 1995) .
Early adaptive state feedback results exhibited overparametrisation, a trend which was removed by the introduction of tuning functions (see also (Krstić et al., 1995) ). For output feedback backstepping designs, overparametrisation was also a characteristic early on in (Marino and Tomei, 1993) and (Kanellakopoulos et al., 1991) . Not unlike state feedback designs, the tuning functions method was also used for output feedback systems in , and , to remove the overparametrisation. Two approaches were developed which used the tuning functions idea: K-Filters (Kreisselmeier, 1977) , and MT-Filters (Marino and Tomei, 1993) .
Both methods introduced a series of filters, often including large matrix filters, to observe and, in the case of MT-Filters, transform the system. The more unknown parameters that are present, the larger the size of the matrix filter. The controller, in its entirety, can therefore potentially be quite large in dynamic order. Using K-Filters for example, the total dynamic order of the filters alone (not including adaption and without uncertainty on the input coefficients) can be minimally
, where n is the state dimension, and q is the size of the uncertainty vector. For MT-Filters, a similar order applies, however plus the order of a separate observer.
In addition to the large dynamic order of the controller, the methods tend to be quite complicated, particularly when implemented by the traditional recursive backstepping approach.
The method presented here significantly reduces the total dynamic order of the controller and simplifies the design. In fact, the large matrix filters traditionally used are not required in this design. The price paid for such a design is a more conservative controller, guaranteeing robust stability of the output and state. Asymptotic stability of the state and output requires the nonlinearities to vanish at the origin. The result is presented for systems where parametric uncertainty exists in the nonlinear output feedback terms only. It should be stated that systems considered in the literature also allow lower relative degrees and uncertainty in the input coefficients. These systems are not considered here for simplicity and clarity, and also because existing techniques, such as those contained in (Krstić et al., 1995) , can be applied to extend this method so as to handle this class of systems.
The design utilises a lower triangular state transformation, equivalent to that which would be obtained via a recursive backstepping algorithm. This affords a more structural approach, and it is hoped, a clearer solution to the problem.
Notation
Some terminology listed below is introduced in (Clements and Jiang, 1999) but is repeated here for convenience.
¦
With I n an n-th order identity matrix, denote an n th order shift matrix N n ℜ nxn and input matrix b n ℜ n as:
Further, introduce the following definitions:
2. SYSTEM DESCRIPTION Consider the class of uncertain nonlinear systems with the following description:
where x ℜ n is the state, unavailable for feedback, u § y ℜ are the input and output respectively, θ is an unknown but constant parameter vector, and φ and Φ T are known vector and matrix functions of the output respectively. Assume the following: 
THE CONTROLLER DESIGN
As the state is unavailable, a state estimate,x, is introduced, and observer dynamics given bẏx
The gain k is chosen such that A 0 N n £ kc T n is a stable matrix. Using (6), the state estimation errorx x £ ˆx, has the following dynamicṡx
That is, a stable filter driven by the unknown θ. Now, introduce a new state z, and auxiliary input v, via a state transformation and full state feedback
whereβ is an estimate of the unknown parameter β
, and f is a vector function to be determined. It is assumed that f LT d ¢ ˆx¤ , however no structure is assumed in y orβ.
By denoting the quantities
and ignoring function dependence for simplicity, the z-dynamics are obtained by differentiating (8),
with v 0, and where the terms
From (10), the z-dynamics are dependent on the unknowns θ andx, and the yet to be determined update lawβ. A candidate Lyapunov function is introduced,
whereβ β £ ˆβ is the parameter estimate error, and P is a positive definite matrix which satisfies PA 0
The derivative of V is then given bẏ
15)
Here, µ 1
j¤ -th element of P, and we have used y z 1 z T c n . Also importantly, it is easily confirmed that
Now, returning to the Lyapunov function derivative,V now satisfiesV
where q m denotes the smallest eigenvalue of Q. The inequality (16) suggests the following parameter update laẇ
where
, and σ is a positive constant. The inclusion of the σβ is a form of σ-modification.
With such a choice of update law, and with λ
To use the vector function f to cancel some of the terms multiplying z T in (18), each term must have lower triangular structure. The product term P z T Sz however does not have the required lower triangular structure necessary for cancellation. It is noted however that the term has "symmetric" lower triangular structure, so it can be split into its lower triangular part, P l , and strict upper triangular part,
where it can be confirmed that both 
Finally, with
has a unique solution and the transformation is completely defined.
The Lyapunov function derivative now satisfies the inequalitẏ
and c min and P max the minimum and maximum eigenvalues of C and P respectively.
Provided ε and ε 0 are chosen sufficiently large, such that λ 
which given that y 2 9 2V , then implies that the output converges to the set
From (24), an appropriate choice of λ 0 , dependent directly on design parameters, allows the output to converge arbitrarily close to the origin.
EXAMPLE
Consider the output regulation of a simple second order system with unknown constants θ 1 and θ 2 , and with positive integer r 0. ( 27) The observer and state transformation is given by the following equations:x
T and with the vector function f defined as:
with c 1 § c 2 § ε 0 positive constants, and withp 1 B P 1 B 2 andp 2 B P 2 B 2 denoting the 2-norm of the first and second row respectively, of a positive definite matrix P. The control law and parameter update law is then given by
Notice that as the matrix Φ vanishes at the origin, there is no need for the σ-modification term in the update law, and hence σ 0.
For simulation of the above system, the parameters and design constants in Table 1 0¨26, and with the gain k chosen as in Table 5 .1, the eigenvalues of A 0
Upon simulation, we allow the nonlinearity index r and the initial condition of the observer to vary: There is also a significant increase in the initial control effort required when changing from r 1 to r 2, that is, changing from a linear growth to quadratic growth. Althouth, at the same time, the control signal settles significantly quicker for the later case. The initial control effort is reduced again when matching the initial conditions of the observer to that of the system (although the control effort is still markedly larger than for r 1). For this third case, the observer error remains quite small as the initial error is zero. It is also interesting to note that the parameter estimate converges to different values for each simulation, and not to the true parameter value. Once again, stability analysis shows that the controller cannot gaurantee convergence of the parameter estimate error to zero. The method described offers a significant reduction in the total controller order. The entire controller consists of the state estimator, and the parameter update law, which gives a total controller dynamic order of 3. In comparison, for an adaptive backstepping solution using MT-Filters, the controller dynamics include the matrix filter, a state estimator, and a parameter update law for the whole parameter vector, resulting in a total controller order of 7.
CONCLUSION
A new tool for adaptive output feedback design using a structural, or state transformation approach to backstepping, has been demonstrated. This approach is conceptually simpler, and provides a clearer perspective of how backstepping achieves its goals. The controller is constructed by simply replacing those unknown and uncertain terms in the Lyapunov function derivative with bounding terms.
The class of systems considered here is not an extension of those considered already in the literature, but in fact a subclass. The method used however, offers an alternative design, which also provides a degree of improvement over existing approaches. The improvement is not only in the simplicity of the method, but importantly, the significant reduction in the controller dynamic order.
The large matrix filters required in existing designs, such as those which employ MT-Filters or K-Filters, are not required. As well, parametrisation is also minimised, whereby only a single scalar parameter estimate is required. Particularly for systems with several unknown parameters, this reduction in the total controller dynamic order is substantial and thus significant.
The price paid for this dramatic reduction is first of all, a requirement that for asymptotic stability of the output, the nonlinearities that multiply the unknown parameter vector must vanish at the origin. With reduced dynamic order, also comes a more conservative controller. But perhaps most importantly, as was seen in the simulation example, the resulting control law is potentially quite complicated, producing also potentially very high control activity.
