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module for Uq(ŝle), generalising the LLT algorithm.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let e > 2 be an integer. In this paper, we consider the integrable representation theory of the quantised enveloping
algebraU = Uq(ŝle). For any dominant integral weightΛ forU, the irreducible highest-weight module V (Λ) forU can be
constructed as a submodule Ms of a Fock space F s (which depends not just on Λ but on an ordering of the fundamental
weights involved in Λ). Using the standard basis of the Fock space, one can define a canonical basis (in the sense of
Lusztig/Kashiwara) forMs. There is considerable interest in computing this canonical basis (that is, computing the transition
coefficients from the canonical basis to the standard basis) because of Ariki’s theorem, which says that these coefficients,
evaluated at q = 1, yield decomposition numbers for certain cyclotomic Hecke algebras. In the case where Λ is of level 1,
there is a fast algorithm due to Lascoux, Leclerc and Thibon [11] for computing the canonical basis. The purpose of this paper
is to give a generalisation of this algorithm to higher levels.
Leclerc and Thibon [12] showed how the canonical basis could be extended to a basis for the whole of the Fock space
in the level 1 case. This was generalised to higher levels by Uglov, but using a ‘twisted’ Fock space (which is not obviously
isomorphic to a tensor product of level 1 Fock spaces). By using Uglov’s construction and taking a limit, one can define
a canonical basis for the whole of the (untwisted) Fock space, and this in principle gives an algorithm for computing the
canonical basis ofMs. However, in practice this algorithm is extremely slow.We give a much faster algorithm here; the way
we do this is to compute the canonical basis for an intermediate moduleM⊗s, which is defined to be the tensor product of
level 1 highest-weight irreducibles. It is then straightforward to discard unwanted vectors to get the canonical basis forMs.
We remark that Jacon [8] and Yvonne [15] have also given algorithms for computing higher-level canonical bases.
However, Yvonne’s algorithm is very slow, since it computes the canonical basis for the whole of the Fock space, while
Jacon’s algorithm works in a particular type of twisted Fock space, whereas our algorithm remains in the more natural
setting of the untwisted Fock space; although these Fock spaces are isomorphic, so that in principle one canonical basis
determines the other, in practice it is very difficult to give an explicit isomorphism.
In the next section we give some basic combinatorial and algebraic background, and establish notation. In Section 3,
we describe in detail how the bar involution on a twisted Fock space is computed, and prove an important property of the
bar involution which lies at the heart of our algorithm. In Section 4 we describe our algorithm, and prove that it works. In
Section 5, we give examples, and make some further remarks; these concern the generalisation to the case e = ∞, and a
brief discussion of how to pass from the canonical basis for M⊗s to the canonical basis for Ms. The appendix consists of an
index of notation.
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2. Background
2.1. Some elementary notation
Throughout this paper, e denotes an integer greater than or equal to 2 (except in Section 5.2 where we consider the
generalisation to the case e = ∞). Wewrite I to denote the set Z/eZ, which is used as the indexing set for the Cartanmatrix
ofU.
For any integers a 6 b, we write Ja, bK for the ‘integer interval’ {a, a+ 1, . . . , b}.
2.2. Partitions and multipartitions
A partition is a sequence λ = (λ1, λ2, . . .) of non-negative integers such that λ1 > λ2 > · · · and the sum |λ| =
λ1 + λ2 + · · · is finite. We write P for the set of all partitions. The partition (0, 0, . . .) is usually written as ∅.
Now suppose r ∈ N. An r-multipartition is an ordered r-tuple λ = (λ(1), . . . , λ(r)) of partitions.WewriteP r for the set of
r-multipartitions. For λ ∈ P r , we write |λ| for the sum |λ(1)|+ · · ·+ |λ(r)|. We write∅r for the r-multipartition (∅, . . . ,∅).
We shall abuse notation slightly in this paper by not distinguishing between a partition and a 1-multipartition.
We impose a partial order (the dominance order) on P r by saying that λ dominates µ (and writing λ Q µ) if we have
k−1∑
l=1
|λ(l)| +
j∑
i=1
λ
(k)
i >
k−1∑
l=1
|µ(l)| +
j∑
i=1
µ
(k)
i
for each k ∈ J1, rK and j > 1.
Throughout this paper, we use the following notation for multipartitions. If λ = (λ(1), . . . , λ(r)) is an r-multipartition
for r > 1, then we write λ− for the (r − 1)-multipartition (λ(2), . . . , λ(r)). If ν is an (r − 1)-multipartition, we write
ν+ for the r-multipartition (∅, ν(1), . . . , ν(r−1)). Finally, if µ is an r-multipartition, we write µ0 for the r-multipartition
(µ−)+ = (∅, µ(2), . . . , µ(r)).
If λ ∈ P r , the Young diagram of λ is the set
[λ] =
{
(i, j, k) ∈ N2 × J1, rK ∣∣∣ j 6 λ(k)i } .
We refer to elements of the set N2 × J1, rK as nodes, and elements of [λ] as nodes of λ. A node n of λ is removable if [λ] \ {n}
is again the Young diagram of a multipartition (we denote this partition λn), while a node n not in [λ] is an addable node of λ
if [λ] ∪ {n} is the Young diagram of a multipartition (which we denote λn). We impose a total order on the set of all addable
and removable nodes of amultipartition by saying that (i, j, k) is above (i′, j′, k′) (or (i′, j′, k′) is below (i, j, k)) if either k < k′
or (k = k′ and i < i′).
Given s = (s1, . . . , sr) ∈ Ir , we define the residue of a node (i, j, k) to be j − i + sk ∈ I; if a node has residue l ∈ I ,
we may refer to it as an l-node. We say that a partition λ is e-regular if there is no i such that λi = λi+e−1 > 0, and that a
multipartition λ is e-multiregular if λ(k) is e-regular for each k. We writeR for the set of e-regular partitions andRr for the
set of all e-multiregular r-multipartitions, if e is understood.
2.3. The quantum algebra Uq(ŝle) and the Fock space
In this paper, we letU denote the quantised enveloping algebra Uq(ŝle). This is a Q(q)-algebra with generators ei, fi for
i ∈ I and qh for h ∈ P∨, where P∨ is a free Z-module with basis {hi | i ∈ I} ∪ {d}. The relations are well known; for example,
see [11, §4.1]. For any integerm > 0, we write f (m)i to denote the quantum divided power f
m
i /[m]!. Let {Λi | i ∈ I} be a set
of fundamental weights forU.
There are various choices for a comultiplication which makesU into a Hopf algebra (and hence allows us to regard the
tensor product of twoU-modules as aU-module). We use the comultiplication denoted∆ in [10], which is defined by
∆ : ei 7−→ ei ⊗ q−hi + 1⊗ ei,
fi 7−→ fi ⊗ 1 + qhi ⊗ fi,
qh 7−→ qh ⊗ qh
for all i ∈ I and all h ∈ P∨.
The Q-linear ring automorphism : U→ U defined by
ei = ei, fi = fi, q = q−1, qh = q−h
for i ∈ I and h ∈ P∨ is called the bar involution.
Now we fix s ∈ Ir for some r > 1, and define the Fock space F s to be the Q(q)-vector space with a basis {sλ | λ ∈ P r},
which we call the standard basis. This has the structure of aU-module, which we now describe.
Given λ ∈ P r , let addi(λ) denote the set of addable i-nodes of λ, and remi(λ) the set of removable i-nodes. For each
n ∈ addi(λ), define N(λ, n) to be the number of addable i-nodes of λ above nminus the number of removable i-nodes of λ
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above n. Now the action of fi is given by
fisλ =
∑
n∈addi(λ)
qN(λ,n)sλn .
Similarly, for each n ∈ remi(λ), define M(λ, n) to be the number of removable i-nodes of λ below n minus the number of
addable i-nodes of λ below n. The action of ei is then given by
eisλ =
∑
n∈remi(λ)
qM(λ,n)sλn .
The action of the Cartan subalgebra is given by the statement that sλ is a weight vector of weight
Λs1 + · · · +Λsr −
∑
i∈I
ciαi,
where ci denotes the number of i-nodes of λ.
The Fock space is of interest because the submoduleMs generated by s∅r is isomorphic to the irreducible highest-weight
moduleV (Λs1+· · ·+Λsr ). This submodule inherits a bar involution fromU: this is defined by s∅r = s∅r and um = um for all
u ∈ U andm ∈ Ms. This bar involution allows one to define a canonical basis forMs; this consists of vectorsGs(µ), forµ lying
in some subset of P r (with our conventions, this is what Brundan and Kleshchev [4] call the set of regular multipartitions).
These canonical basis vectors are characterised by the following properties:
• Gs(µ) = Gs(µ);
• if we write Gs(µ) =∑λ∈P r dsλµsλ with dsλµ ∈ Q(q), then we have dsµµ = 1 while dsλµ ∈ qZ[q] if λ 6= µ.
In fact, more is true: the coefficient dsλµ is zero unless µ Q λ and sλ and sµ are weight vectors of the same weight (i.e. λ and
µ have the same number of i-nodes, for each i; in particular, |λ| = |µ|). Of course, this means that Gs(µ) is a weight vector.
There is considerable interest in computing the canonical basis elements (i.e. computing the transition coefficients dsλµ),
because of Ariki’s theorem [1], which says that the coefficients dsλµ specialised at q = 1 equal decomposition numbers for
appropriate cyclotomic Hecke algebras. In fact, the coefficients dsλµ (with q still indeterminate) can be regarded as graded
decomposition numbers, thanks to the recent work of Brundan and Kleshchev [4].
It is possible to extend the bar involution onMs to thewhole ofF s, as we shall explain below; this yields a canonical basis
for the whole of F s, indexed by the set of all r-multipartitions. Moreover, there is an algorithm to compute this canonical
basis, and therefore to compute the canonical basis forMs, but in practice this is extremely slow. Our approach is to compute
the canonical basis for a module lying in betweenMs and F s. The way we have defined F s and our choice of coproduct on
Umean that there is an isomorphism
F s
∼−→ F (s1) ⊗ · · · ⊗ F (sr )
defined by linear extension of
sλ 7−→ s(λ(1)) ⊗ · · · ⊗ s(λ(r)).
We will henceforth identify F s and F (s1) ⊗ · · · ⊗ F (sr ) via this isomorphism. Since each F (sk) contains a submoduleM(sk)
isomorphic to V (Λsk), F
s contains a submodule M⊗s = M(s1) ⊗ · · · ⊗ M(sr ) isomorphic to V (Λs1) ⊗ · · · ⊗ V (Λsr ). Our
algorithm will compute the canonical basis ofM⊗s.
2.4. The LLT algorithm
In this section we restrict attention to the case r = 1, and explain the LLT algorithm for computing canonical basis
elements G(s1)(µ). (In fact, the superscript (s1) is unnecessary here, because G(s1)(µ) is independent of s1; in general, Gs(µ)
should be unchanged if a fixed element of I is added to s1, . . . , sr simultaneously.) The LLT algorithm was first described in
the paper [11], to which we refer the reader for more details and examples.
In this section, we write a node (i, j, 1) of a 1-multipartition (i.e. a partition) just as (i, j). For each l ∈ N, we define the
lth ladder in N2 to be the set
Ll =
{
(i, j) ∈ N2 ∣∣ i+ (e− 1)(j− 1) = l} .
All the nodes in Ll have the same residue (namely, s1 + 1 − l), and we define the residue of Ll to be this residue. If µ is a
partition, we define the lth ladderLl(µ) of µ to be the intersection ofLl with the Young diagram of µ.
The canonical basis elements forM(s1) are indexed by the e-regular partitions. To construct G(s1)(µ)whenµ is e-regular,
we begin by constructing an auxiliary vector A(µ). Let l1 < · · · < lt be the values of l for which Ll(µ) is non-empty. For
each k, let ak denote the number of nodes inLlk(µ), and let ik denote the residue ofLlk . Then the vector A(µ) is defined by
A(µ) = f (at )it . . . f (at )i1 s∅.
A(µ) is obviously bar-invariant, and a lemma due to James [9, 6.3.54 & 6.3.55] implies that when we expand A(µ) as
A(µ) =
∑
ν∈P
aνsν,
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we have aµ = 1, while aν = 0 unlessµ Q ν. This means that A(µ)must equal G(s1)(µ) plus aQ(q+q−1)-linear combination
of canonical basis vectors G(s1)(ν) with µ B ν. Assuming (by induction on the dominance order) that these G(s1)(ν) have
been computed, it is straightforward to subtract the appropriate multiples of these vectors from A(µ) to recover G(s1)(µ).
Moreover, the fact that the coefficients of the standard basis elements in A(µ) all lie in Z[q, q−1]means that the coefficients
of the canonical basis elements in A(µ) lie in Z[q + q−1]. A more precise description of the procedure to strip off these
canonical basis elements is given in the algorithm in Section 4.
2.5. Uglov’s twisted Fock spaces
We now return to an arbitrary level r , and explain how to extend the bar involution onMs to F s. This is also done in [4],
and involves using Uglov’s construction [13] of twisted Fock spaces, and then taking a limit via Yvonne’s theorem [16].
Given s ∈ Ir as above, define amulticharge for s to be an r-tuple s˜ = (s˜1, . . . , s˜r) ∈ Zr such that s˜k + eZ = sk for each k.
Uglov defines a twisted Fock space F s˜ for each multicharge. The way this is done is exactly as for F s above, except that the
ordering on the addable and removable nodes of a multipartition is changed: let us define the integral residue resZ(i, j, k) of
a node (i, j, k) to be s˜k + j − i, and then say that the node (i, j, k) is above (i′, j′, k′) if either resZ(i, j, k) > resZ(i′, j′, k′) or
(resZ(i, j, k) = resZ(i′, j′, k′) and k > k′). Now the construction of the twisted Fock space F s˜ is exactly the same as for the
Fock spaceF s, except for the change of ordering of nodes. In the case r = 1, thismakes no difference at all, but for higher lev-
elsF s˜ is different; in particular, there is no longer an obvious isomorphism fromF s˜ to a tensor product of level 1 Fock spaces.
The highest-weight vector s∅r in F s˜ still generates a submodule isomorphic to V (Λs1 + · · · + Λsr ), and there is a bar
involution on this submodule. Uglov defines an extension of this bar involution to the whole of F s˜; this bar involution is
compatible with the action ofU in the sense that um = um for all u ∈ U andm ∈ F s˜. Furthermore, if we write
sµ =
∑
λ∈P r
bs˜λµsλ,
then the coefficients bs˜λµ satisfy a unitriangularity property which enables the algorithmic construction of a canonical basis
for the whole of F s˜. We will describe Uglov’s bar involution explicitly in the next section.
It is easily seen that if we fixλ ∈ P r and choose s˜ so that s˜k− s˜k+1 is large relative to |λ| for each k (certainly s˜k− s˜k+1 > |λ|
is sufficient), then the orderings on the addable and removable nodes of λ are the same, so the action ofU on sλ is the same
in F s as in F s˜. So F s can be viewed as a limit of twisted Fock spaces. To define the bar involution on F s, we need the
following stability property of the coefficients bs˜λµ.
Theorem 2.1 ([16, Theorem 5.2]). Take µ ∈ P r . Then there is an integer N such that if s˜k − s˜k+1 > N for each k, the transition
coefficients bs˜λµ are independent of s˜.
This theorem allows us to define a bar involution on F s: for anyµ, we choose a multicharge s˜ such that s˜k− s˜k+1 is large
relative to µ for each k, and set bsλµ = bs˜λµ for each λ. Then we define
sµ =
∑
λ∈P r
bsλµsλ.
Having done this for eachµ, we extend semi-linearly to obtain the bar involution on the whole ofF s. By the above remarks
concerning theU-actions onF s andF s˜, this bar involution is compatible with the action ofU onF s. In particular, it agrees
with the bar involution already defined onMs. We echo the remark of Brundan and Kleshchev [4, Remark 3.27] that it would
be very interesting to find a construction of this bar involution on F s without using twisted Fock spaces.
Oncewe have defined the bar involution, we can define the canonical basis {Gs(µ) | µ ∈ P r} forF s. In fact, the canonical
basis element Gs(µ)will be the same as the canonical basis element Gs˜(µ) for any multicharge s˜with each s˜k − s˜k+1 large.
We shall need the following dominance property of the canonical basis elements.
Proposition 2.2. Suppose µ ∈ P r , and write
Gs(µ) =
∑
λ∈P r
dsλµsλ.
Then dsλµ = 0 unless µ Q λ.
Proof. This follows from [14, Theorem 2.8 & Proposition 5.12]. 
3. A key property of the bar involution
In this section we give the details of the construction of the bar involution on a twisted Fock space F s˜, and prove
an important property of the coefficients bsλµ. Recall that for λ ∈ P r we define λ− = (λ2, . . . , λr); we also define
s− = (s2, . . . , sr) for s ∈ Ir .
Our aim is to prove the following statement.
Proposition 3.1. Suppose s ∈ Ir for r > 1 and λ,µ ∈ P r with µ(1) = ∅. Then
bsλµ =
{
bs−λ−µ− (if λ
(1) = ∅)
0 (otherwise).
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This gives the following corollary for canonical basis coefficients.
Corollary 3.2. Suppose s ∈ Ir for r > 1 and µ ∈ P r with µ(1) = ∅. If we write
Gs−(µ−) =
∑
ν∈P r−1
ds−νµ−sν,
then
Gs(µ) =
∑
ν∈P r−1
ds−νµ−sν+ .
Proof. It is straightforward to verify that the vector on the right-hand side of the second equation is bar-invariant, using
the bar-invariance of Gs−(µ−) and Proposition 3.1. Also, the coefficient of sµ is d
s−
µ−µ− = 1, while all the other coefficients
are divisible by q. So by uniqueness of canonical basis elements, this vector must be Gs(µ). 
In order to prove Proposition 3.1, we just need to prove that it holds with s replaced by a multicharge s˜ for s which has
s˜k − s˜k+1  0 for each k. To do this, we need to describe in detail how the bar involution on F s˜ is computed.
Let us define a wedge of length l to be a symbol of the form
t1 ∧ · · · ∧ tl ,
where t1, . . . , tl ∈ Z. We also define a semi-infinite wedge of charge s to be a symbol
t1 ∧ t2 ∧ · · · ,
where t1, t2, . . . ∈ Z are such that ti = s + 1 − i for i  0. We say that a wedge (finite or semi-infinite) is ordered if the
integers appearing are strictly decreasing.
For fixed e, r > 1, we impose relations on wedges which allow us to express any wedge as a Q(q)-linear combination
of ordered wedges, as follows. For any integer t , let a(t) ∈ J1, eK, b(t) ∈ J1, rK and m(t) ∈ Z be such that t = a(t) +
e(b(t)− 1)− erm(t). Now given any t 6 uwe define α, β to be the residues of a(u)− a(t) and e(b(u)− b(t)) respectively,
modulo er . Then we impose the following relations on wedges of length 2.
If α = β = 0:
t ∧ u = − u ∧ t .
If α > β = 0:
t ∧ u = −q−1 u ∧ t
+(q−2 − 1)
(∑
m>0
q−2m u− α − erm ∧ t + α + erm −
∑
m>1
q1−2m u− erm ∧ t + erm
)
.
If β > α = 0:
t ∧ u = −q u ∧ t
+(q2 − 1)
(∑
m>0
q2m u− β − erm ∧ t + β + erm −
∑
m>1
q2m−1 u− erm ∧ t + erm
)
.
If α, β > 0:
t ∧ u = − u ∧ t
+(q− q−1)
∑
m>0
q2m+1 + q−2m−1
q+ q−1 u− β − erm ∧ t + β + erm
+(q−1 − q)
∑
m>0
q2m+1 + q−2m−1
q+ q−1 u− α − erm ∧ t + α + erm
+(q− q−1)
∑
m>0
q2m+2 − q−2m−2
q+ q−1 u− α − β − erm ∧ t + α + β + erm
+(q−1 − q)
∑
m>1
q2m − q−2m
q+ q−1 u− erm ∧ t + erm .
In each of these expressions, the summation continues only as long as the wedges are ordered.
For l > 2, or for semi-infinite wedges, the ordering relations are defined by imposing the above relations in each adjacent
pair of positions. Now we define the l-wedge space to be the Q(q)-vector space spanned by all wedges of length l, modulo
the ordering relations. We also define the semi-infinite wedge space of charge s to be theQ(q)-vector space spanned by the
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set of all semi-infinite wedges of charge s, modulo the ordering relations. In each of these spaces, the set of ordered wedges
is a basis.
In order to avoid ambiguity when comparing different values of r , we may decorate the wedge symbol∧ as r∧ to indicate
the particular value of r used in the straightening relations.
The construction of the bar involution relies on encoding a pair (λ, s˜) (where λ ∈ P r and s˜ is amulticharge) as an ordered
wedge. We set s = s˜1 + · · · + s˜r , and define a semi-infinite wedge of charge s as follows.
For each k ∈ J1, rK and each i > 1 set
β
(k)
i = λ(k)i + s˜k + 1− i.
Write this integer in the form
β
(k)
i = a− em
withm ∈ Z and a ∈ J1, eK, and then set
βˇ
(k)
i = a+ e(k− 1)− erm.
The integers βˇ(k)i for k ∈ J1, rK and i > 1 are distinct and bounded above, so we may arrange them in strictly decreasing
order as t1 > t2 > · · · . Then the ordered wedge |λ, s˜〉 corresponding to λ and s˜ is
t1 ∧ t2 ∧ · · · .
It is easy to check that this is a semi-infinite wedge of charge s. Conversely, each ordered semi-infinite wedge of charge s is
equal to |λ, s˜〉 for some r-partition λ and some multicharge s˜with sum s.
Now we can define the bar involution on F s˜. Given an r-multipartition µ, we write
|µ, s˜〉 = t1 ∧ t2 ∧ · · · ;
we choose l 0, and set
〈µ, s˜| = tl ∧ tl−1 ∧ · · · ∧ t1 ∧ tl+1 ∧ tl+2 ∧ · · · .
Using the ordering relations, we express 〈µ, s˜| as a linear combination of ordered wedges. It is easy to show (by considering
residuesmodulo er) that each of the ordered wedges that occurs has the form |λ, s˜〉 for some r-multipartition λ, i.e. we have
a finite sum
〈µ, s˜| =
∑
λ
cλµ|λ, s˜〉
with each cλµ ∈ Q(q). Moreover, the coefficient cµµ is non-zero, so we can define
sµ =
∑
λ
cλµ
cµµ
sλ.
This definition is independent of l, provided we choose l sufficiently large. This defines the bar involution on the basis
elements sµ, and we extend semi-linearly to obtain the bar involution on the whole of F s˜.
Now we set about proving Proposition 3.1. The calculations used here are similar to those used in [7], though actually
rather simpler. Since there is nothing to prove when r = 1, we assume for the rest of this section that r > 2.
Recalling the definition of b(t) for t ∈ Z from above, we define 1 = b−1(1). In other words, 1 consists of all integers
whose residue modulo er lies in J1, eK. Now we define a map ψ : Z \ 1→ Z: given t ∈ Z \ 1, we define a(t), b(t),m(t) as
above, and set
ψ(t) = a(t)+ e(b(t)− 2)− e(r − 1)m(t).
Then ψ is an order-preserving bijection from Z \ 1 to Z. Furthermore, the following relationship is easy to check from the
straightening relations.
Lemma 3.3. Suppose tij ∈ Z \ 1 and ci ∈ Q(q) for 1 6 i 6 m and 1 6 j 6 l. Then
m∑
i=1
ci ti1
r∧ · · · r∧ til = 0
if and only if
m∑
i=1
ci ψ(ti1)
r−1∧ · · · r−1∧ ψ(til) = 0.
Using ψ , we can describe the relationship between the wedges |λ, s˜〉 and |λ−, s˜−〉.
Lemma 3.4. Suppose µ ∈ P r and s˜ is a multicharge, and write
|µ, s˜〉 = t1 ∧ t2 ∧ · · · .
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Then, if we write the elements of {t1, t2, . . .} \ 1 as u1 > u2 > · · · , we have
|µ−, s˜−〉 = ψ(u1) ∧ ψ(u2) ∧ · · · .
Furthermore, if µ(1) = ∅ and s˜1  s˜k for each k ∈ J2, rK, then there is an integer d > t1 such that
{t1, t2, . . .} ∩ 1 = Z6d ∩ 1.
Proof. This is easy to check from the definition of |µ, s˜〉. 
Lemma 3.4 allows us to compare the computations of sµ and sµ− (in the twisted Fock spaces F
s˜ and F s˜− , respectively)
when µ(1) = ∅ and s˜1  · · ·  s˜r . The idea is that we write
|µ, s˜〉 = t1 ∧ t2 ∧ · · · ,
and then straighten the finite wedge
tl ∧ · · · ∧ t1
for suitably large l. We do this by first moving the terms tj with tj ∈ 1 to the beginning; then we order these terms, and we
separately order the remaining terms (employing Lemma 3.3). Finally, we recombine terms to obtain a linear combination
of ordered wedges. In the next few results, we check the details of this procedure.
Lemma 3.5. Suppose c 6 d are integers and t1, . . . , tl ∈ Jc, dK, and let
W = t1 ∧ · · · ∧ tl .
Whenwe expressW as a linear combination or ordered wedges using the straightening relations, each ordered wedge u1 ∧· · ·∧
ul that occurs satisfies
u1, . . . , ul ∈ Jc, dK
and ∣∣{ j ∈ J1, lK | uj ∈ 1}∣∣ = ∣∣{ j ∈ J1, lK | tj ∈ 1}∣∣ .
Proof. This is easy to check from the straightening relations. 
Corollary 3.6. Suppose t1, . . . , tl ∈ Jc, dK. Suppose that∣∣{ j ∈ J1, lK | tj ∈ 1}∣∣ > ∣∣Jc, dK ∩ 1∣∣.
Then the wedge W = t1 ∧ · · · ∧ tl equals zero.
Proof. W can be written as a linear combination of ordered wedges using the straightening relations, and each ordered
wedge u1 ∧· · ·∧ ul occurring must satisfy the conditions in Lemma 3.5. But the hypotheses on t1, . . . , tlmean that there
are no such ordered wedges, and sow must equal zero. 
Lemma 3.7. Suppose c 6 d are integers, and write the elements of the set Jc, dK ∩ 1 as u1 > · · · > un. Suppose v1 > · · · > vm
are elements of Jc, dK\1, and label the elements of the set {v1, . . . , vm, u1, . . . , un} in decreasing order as t1 > · · · > tm+n. Then
the wedge
W = tm+n ∧ tm+n−1 ∧ · · · ∧ t1
is equal to a scalar multiple of the wedge
W ′ = un ∧ · · · ∧ u1 ∧ vm ∧ · · · ∧ v1 .
Proof. If tm+n = un, then W and W ′ have the same first term; by induction on n (replacing c with tm+n + 1) the wedge
obtained by removing the first term fromW is proportional to the wedge obtained by removing the first term fromW ′, so
W andW ′ are proportional too. So we may assume that tm+n = vm. We also assume that m = 1; the general case follows
by induction onm. So by assumption we have
W = v1 ∧ un ∧ · · · ∧ u1 , W ′ = un ∧ · · · ∧ u1 ∧ v1 .
Using induction on n again (replacing dwith u1 − 1)W is equal to a multiple of
W1 = un ∧ · · · ∧ u2 ∧ v1 ∧ u1 ;
applying the straightening relations to v1 ∧ u1 , we find thatW1 equals a scalar multiple ofW ′ plus a linear combination
of wedges of the form
un ∧ · · · ∧ u2 ∧ w ∧ w′
in whichw,w′ lie strictly between v1 and u1, and one ofw,w′ lies in 1. Now by Corollary 3.6 (with u1−1 in place of d) each
such wedge is equal to zero, soW1 is proportional toW ′. 
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Lemma 3.8. Suppose c 6 d are integers, and write the elements of the set Jc, dK ∩ 1 as u1 > · · · > un. Then the wedge
W = un ∧ · · · ∧ u1
is equal to a scalar multiple of
W ′ = u1 ∧ · · · ∧ un .
Proof. When we writeW as a linear combination of ordered wedges using the straightening relations, each ordered wedge
that occurs satisfies the conditions in Lemma 3.5. But the only such ordered wedge isW ′. 
Now given integers c 6 v, define
Xc(v) =
∣∣Jc, vK ∩ 1∣∣, Yc(v) = ∣∣Jc, vK ∩ 1 ∩ (v + eZ)∣∣.
Lemma 3.9. Suppose c 6 d and v1, . . . , vm ∈ Jc, dK \ 1. When the wedge
v1 ∧ · · · ∧ vm
is written as a linear combination of ordered wedges using the straightening relations, each wedge w1 ∧ · · · ∧ wm that occurs
with non-zero coefficient satisfies
m∑
i=1
Xc(wi) =
m∑
i=1
Xc(vi),
m∑
i=1
Yc(wi) =
m∑
i=1
Yc(vi).
Proof. Consider the casem = 2. In this case, v1 ∧ v2 is equal to a linear combination of ordered wedges w1 ∧ w2 for
which (recalling the functions a, b from above):
• w1, w2 ∈ Jc, dK;
• w1 + w2 = v1 + v2;
• {a(w1), a(w2)} = {a(v1), a(v2)};
• {b(w1), b(w2)} = {b(v1), b(v2)}.
From these properties, it follows easily that Xc(w1)+ Xc(w2) = Xc(v1)+ Xc(v2) and Yc(w1)+ Yc(w2) = Yc(v1)+ Yc(v2).
The casem > 2 follows by applying the above case each time a straightening rule is applied. 
Lemma 3.10. Suppose c 6 d, and write the elements of Jc, dK ∩ 1 as u1 > · · · > un. Suppose v1 > · · · > vm are elements ofJc, dK \ 1, and label the elements of the set {v1, . . . , vm, u1, . . . , un} as t1 > · · · > tm+n. Then the wedge
W = u1 ∧ · · · ∧ un ∧ v1 ∧ · · · ∧ vm
equals(
m∏
i=1
(−1)Xc (vi)qYc (vi)
)
t1 ∧ · · · ∧ tm+n .
Proof. Wemay assume that t1 = v1; otherwise, the result follows by induction on n (replacing dwith u1 − 1). We can also
assume (using induction onm) thatm = 1. So we assume that
W = u1 ∧ · · · ∧ un ∧ v1
with v1 > u1, and we want to show that
W = (−1)nqY v1 ∧ u1 ∧ · · · ∧ un ,
where Y = |{u1, . . . , un} ∩ (v1 + eZ)|.
Applying the straightening rules to un ∧ v1 , we find that
W = −q′ u1 ∧ · · · ∧ un−1 ∧ v1 ∧ un
where q′ equals q if un and v1 are congruent modulo e, and 1 otherwise. (The other terms arising from applying the
straightening relation vanish by Corollary 3.6.)
Now induction on n (replacing c with un + 1) gives the result. 
Proof of Proposition 3.1. It suffices to prove the result with s replaced by a multicharge s˜ for s such that s˜k − s˜k+1  0 for
each k. So we choose such a multicharge, and write
|µ, s˜〉 = t1 ∧ t2 ∧ · · · .
We write the elements of {t1, t2, . . .} ∩ 1 as u1 > u2 > · · · , and the elements of {t1, t2, . . .} \ 1 as v1 > v2 > · · · . By
Lemma 3.4, the set {u1, u2, . . .} consists of all elements of 1which are less than or equal to u1.
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To compute the effect of the bar involution on sµ, we straighten the wedge
W = tl ∧ · · · ∧ t1 ,
where l 0 is fixed. Letm, n be such that
{t1, . . . , tl} = {v1, . . . , vm} ∪ {u1, . . . , un};
if we put c = tl, d = t1, then we have {u1, . . . , un} = Jc, dK ∩ 1 and v1, . . . , vm ∈ Jc, dK \ 1, so by Lemmas 3.7 and 3.8W is
equal to a scalar multiple of
u1 ∧ · · · ∧ un ∧ vm ∧ · · · ∧ v1 .
Now write the wedge vm ∧ · · · ∧ v1 as a linear combination of ordered wedges:
vm ∧ · · · ∧ v1 =
N∑
i=1
αi v
i
1 ∧ · · · ∧ vim . (∗)
For each i, let t i1, . . . , t
i
l be the sequence obtained by putting the integers v
i
1, . . . , v
i
m, u1, . . . , un in decreasing order. Then
by Lemma 3.9 and Lemma 3.10 we find thatW is equal to a scalar multiple of
N∑
i=1
αi t i1 ∧ · · · ∧ t il . (Ď)
Now we consider how to compute sµ− in F
s˜− . From Lemma 3.4, we have
|µ−, s˜−〉 = ψ(v1) ∧ ψ(v2) ∧ · · · .
By Lemma 3.3 and (∗) we have
ψ(vm)
r−1∧ . . . r−1∧ ψ(v1) =
N∑
i=1
αi ψ(v
i
1)
r−1∧ . . . r−1∧ ψ(vim) .
Since l (and hencem) is large, we therefore find that for each i there is a multipartition ν(i) ∈ P r−1 such that
|ν(i), s˜−〉 = ψ(vi1) ∧ · · · ∧ ψ(vim) ∧ ψ(vm+1) ∧ ψ(vm+2) ∧ · · · .
Hence there is α ∈ Q(q) (independent of i) such that αi = αbs˜−ν(i)µ for each i; moreover, each ν for which bs˜−νµ 6= 0 occurs as
some ν(i).
Now by Lemma 3.4 we have
t i1 ∧ · · · ∧ t il ∧ tl+1 ∧ tl+2 ∧ · · · = |ν(i)+, s˜〉,
and the result follows from (Ď). 
4. An LLT-type algorithm
Now we can give our algorithm which generalises the LLT algorithm. As mentioned above, our algorithm actually
computes the canonical basis ofM⊗s ∼= M(s1) ⊗ · · · ⊗M(sr ).
Since the canonical basis elements G(sk)(µ) indexed by e-regular partitions µ form a basis for M(sk), the tensor product
M(s1) ⊗ · · · ⊗ M(sr ) has a basis consisting of all vectors G(s1)(µ(1)) ⊗ · · · ⊗ G(sr )(µ(r)), where µ(1), . . . , µ(r) are e-regular
partitions. Translating this to the Fock space F s, we find thatM⊗s has a basis consisting of vectors
Hs(µ) =
∑
λ∈P r
d(s1)
λ(1)µ(1)
. . . d(sr )
λ(r)µ(r)
sλ
for all e-multiregular multipartitions µ. In fact, we want to show that the canonical basis vectors Gs(µ) for e-multiregular
µ form a basis for M⊗s; this implies in particular that the span of these vectors is a U-submodule of F s, which will enable
our recursive algorithm to work.
Lemma 4.1. Suppose G =∑λ∈P r gλsλ ∈ M⊗s. If λ ∈ P r is such that gλ /∈ qQ[q], then there is an e-multiregular multipartition
ν such that ν Q λ, |ν(k)| = |λ(k)| for all k and gν /∈ qQ[q].
Proof. Wemay write G as
G =
∑
ν∈Rr
hνHs(ν)
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with hν ∈ Q(q) for each ν; then we have
gλ =
∑
ν∈Rr
hνd
(s1)
λ(1)ν(1)
. . . d(sr )
λ(r)ν(r)
.
Since d(sk)
λ(k)ν(k)
can be non-zero only if |λ(k)| = |ν(k)| and ν(k) Q λ(k), we may restrict the range of summation to only those ν
which have |λ(k)| = |ν(k)| and ν(k) Q λ(k) for all k (and hence ν Q λ).
Since gλ /∈ qQ[q] but each d(sk)λ(k)ν(k) is a polynomial in q, we must have hν /∈ qQ[q] for some ν. If we choose such a ν which
is maximal with respect to the dominance ordering, then we have
gν − hν =
∑
νCξ∈Rr
hξd
(s1)
ν(1)ξ (1)
. . . d(sr )
ν(r)ξ (r)
∈ qQ[q].
Now the fact that hν /∈ qQ[q] implies that gν /∈ qQ[q]. 
Now we can deduce the following.
Proposition 4.2. The canonical basis vectors Gs(µ) indexed by e-multiregular µ form a basis for the module M⊗s.
Proof. All we need to do is show that Gs(µ) lies in M⊗s for each e-multiregular µ; since the canonical basis vectors are
linearly independent and Gs(µ) and Hs(µ) are both weight vectors of the same weight, the result follows by considering
the dimensions of weight spaces inM⊗s.
We prove that Gs(µ) lies inM⊗s for each µ ∈ Rr by induction on r and, for fixed r , by induction on |µ(1)|. When r = 1
there is nothing to prove, since then Gs(µ) = Hs(µ).
Suppose r > 1 and µ(1) = ∅. By induction on r , Gs−(µ−) can be written as a linear combination
Gs−(µ−) =
∑
ν∈Rr−1
cνHs−(ν).
By Corollary 3.2 and the fact that G(s1)(∅) = s∅, we therefore have
Gs(µ) =
∑
ν∈Rr−1
cνHs(ν+),
so Gs(µ) ∈ M⊗s.
Now consider the case where r > 1 and |µ(1)| > 0. Using the LLT algorithm, we can write G(s1)(µ(1)) as us∅ in the
Fock space F (s1), for some u ∈ U. Moreover, we can choose u to be a Z[q+ q−1]-linear combination of products of divided
powers f (a)i .
Recall that we write µ0 to mean (∅, µ(2), . . . , µ(r)). By induction on |µ(1)|, we have Gs(µ0) ∈ M⊗s. So if we define
G = uGs(µ0), then sinceM⊗s is aU-submodule of F s, we have G ∈ M⊗s. Furthermore, because Gs(µ0) is bar-invariant and
because of the properties of the element u, G is also bar-invariant. If we write G =∑λ∈P r gλsλ, then, using the rule for the
actions of the fi, we find that
gλ = d(s1)λ(1)µ(1)dsλ0µ0 if |λ(1)| = |µ(1)|,
while
gλ = 0 if |λ(1)| > |µ(1)|.
In particular, if |λ(1)| > |µ(1)| and λ 6= µ, then q | gλ (Ě). Furthermore, each gλ lies in Z[q, q−1].
Now consider the expansion of G as a linear combination of canonical basis elements. Since gµ = 1 and gν = 0 for any
ν B µ, Proposition 2.2 implies that G equals Gs(µ) plus a linear combination of canonical basis elements Gs(ν)with ν S µ;
because Gs(µ) is bar-invariant, the coefficients of these canonical basis elements all lie in Z[q + q−1]. This means that one
can apply the same procedure as in the LLT algorithm to ‘strip off’ the terms Gs(ν) with ν 6= µ and recover Gs(µ). This is
done as follows:
• if there is no ν 6= µ such that gν /∈ qZ[q], then stop.
• otherwise, choose such a ν which is maximal with respect to the dominance ordering, and let α be the unique element
of Z[q+ q−1] such that gν − α ∈ qZ[q]. Replace Gwith G− αGs(ν), and repeat.
At each stage, the vector G lies in M⊗s, and so by Lemma 4.1 and (Ě), the multipartition ν involved must be e-multiregular
andmust satisfy |ν(1)| < |µ(1)|. Therefore by induction we have Gs(ν) ∈ M⊗s, and so the new vector G−αGs(ν) lies inM⊗s.
At the end of this procedure, we are left with the canonical basis vector Gs(µ), and this lies inM⊗s. 
Proposition 4.2 enables us to construct canonical basis vectors labelled by e-multiregular multipartitions recursively. As
in the LLT algorithm, the idea is that to construct the canonical basis vector Gs(µ), we construct an auxiliary vector A(µ)
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which is bar-invariant, and which we know equals Gs(µ) plus a linear combination of ‘lower’ canonical basis vectors; the
bar-invariance ofA(µ), togetherwith dominance properties, allows these lower terms to be stripped off. In our algorithm,we
take additional care to make sure that A(µ) lies inM⊗s; then we know by Proposition 4.2 that all the canonical basis vectors
occurring in A(µ) are labelled by e-multiregular multipartitions, and therefore we can assume that these have already been
constructed.
In fact, the proof of Proposition 4.2, combined with the construction in the LLT algorithm, gives us our algorithm. We
formalise this as follows.
Our algorithm is recursive, using a partial order onmultipartitionswhich is finer than the dominance order: defineµ < ν
if either |µ(1)| > |ν(1)| or µ(1) Q ν(1). We assume when computing Gs(µ) for µ ∈ Rr that we have already computed the
vector Gs−(µ−), and that we have computed Gs(ν) for all ν ∈ Rr with µ  ν.
1. If µ = ∅r , then Gs(µ) = s∅r .
2. If µ 6= ∅r but µ(1) = ∅, then compute the canonical basis vector Gs−(µ−). Then Gs(µ) is given by
Gs(µ) =
∑
ν∈P r−1
ds−νµ−sν+ .
3. If µ(1) 6= ∅, then apply the following procedure.
(a) Let µ0 = (∅, µ(2), . . . , µ(r)), and compute Gs(µ0).
(b) Let a1, . . . , at be the sizes of the non-empty ladders of µ(1), and i1, . . . , it their residues. Define A =
f (at )it . . . f
(a1)
i1
Gs(µ0). Write A =∑ν∈P r aνsν .
(c) If there is no ν 6= µ for which aν /∈ qZ[q], then stop. Otherwise, take such a ν which is maximal with respect to the
dominance order, let α be the unique element of Z[q+ q−1] for which aν − α ∈ qZ[q], replace A by A− αGs(ν), and
repeat. The remaining vector will be Gs(µ).
The vector A computed in step 3 is a bar-invariant element of M⊗s, because Gs(µ0) is. Hence by Proposition 4.2 A is a
Q(q + q−1)-linear combination of canonical basis vectors Gs(ν) with ν ∈ Rr . Furthermore, the rule for applying fi to a
multipartition and the combinatorial results used in the LLT algorithm imply that aµ = 1, and that if aλ 6= 0, then µ < λ. In
particular, the partition ν appearing in step 3(c) satisfiesµ  ν; moreover, when αGs(ν) is subtracted from A, the condition
that aµ = 1 and aλ is non-zero only for µ < λ remains true (because of Proposition 2.2 and the fact that the dominance
order refines the order <). So we can repeat, and complete step 3(c).
5. An example and further remarks
5.1. An example
Let us take e = r = 2, and write the set I = Z/2Z as {0, 1}. Take s = (0, 0).
• First let us compute the canonical basis element Gs(((2, 1), (1))). In the level 1 Fock space F (0), we have G(0)((1)) = s(1)
(where the partition (1) really stands for the 1-multipartition ((1))). The non-empty ladders of the partition (2, 1) are
L1 andL2, of lengths 1, 2 and residues 0, 1 respectively. So we compute
A = f (2)1 f0s(∅,(1)) = s((2,1),(1)) + qs((2),(2)) + q2s((2),(12)) + q2s((12),(2)) + q3s((12),(12)) + q4s((1),(2,1)).
Since the coefficients in A (apart from the leading one) are divisible by q, we have A = Gs(((2, 1), (1))).
• Next we compute Gs(((4),∅)). This time our auxiliary vector is
A = f1f0f1f0s(∅,∅) = s((4),∅) + qs((3,1),∅) + qs((2,12),∅) + q2s((14),∅) + (1+ q2)s((2,1),(1))
+ 2qs((2),(2)) + 2q2s((2),(12)) + 2q2s((12),(2)) + 2q3s((12),(12)) + (q2 + q4)s((1),(2,1))
+ q2s(∅,(4)) + q3s(∅,(3,1)) + q3s(∅,(2,12)) + q4s(∅,(14)).
And so we have
Gs(((4),∅)) = A− Gs(((2, 1), (1))) = s((4),∅) + qs((3,1),∅) + qs((2,12),∅) + q2s((14),∅) + q2s((2,1),(1))
+ qs((2),(2)) + q2s((2),(12)) + q2s((12),(2)) + q3s((12),(12)) + q2s((1),(2,1))
+ q2s(∅,(4)) + q3s(∅,(3,1)) + q3s(∅,(2,12)) + q4s(∅,(14)).
5.2. The case e = ∞
In this section, we indicate very briefly how our results can be extended to the case e = ∞. Normally in this subject, this
extension is straightforward:Uq(ŝle)must be replacedwithUq(sl∞),Z/eZ is replacedwithZ, the set of e-regular partitions is
replaced with the set of all partitions, and other definitions and results are modified appropriately. However, for the subject
matter of this paper, the situation is more complicated, because the definition of Uglov’s twisted Fock spaces does not work
in the case e = ∞; so a little more discussion is merited.
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To get around the difficulty of not having a twisted Fock space, one can ‘approximate’ the case e = ∞ using a value of
e which is large relative to the partitions in question. Formally, one restricts attention to multipartitions of size at most n,
by regarding the Fock space just as a module for the negative part U− of U and then passing to the quotient F s6n by the
submodule spanned by all sλ with |λ| > n. Now given s ∈ Zr , one can take a value of ewhich is large relative to n and s, and
define the bar involution on sλ for |λ| 6 n by using the bar involution onF s+eZ (where s+ eZmeans (s1+ eZ, . . . , sr+ eZ)).
Because e is large, the actions of U−q (ŝle) and U− ‘agree’ on F6n, so this bar involution is compatible with the action
ofU−.
One does this for all n, and then defines a bar involution on thewhole ofF s by taking a limit. Of course, one needs to check
that this construction of the bar involution on F s6n is independent of the choice of e  0. This is not too difficult to show
using the straightening relations, but in fact we can show this using our algorithm for computing canonical basis elements.
Consider applying our algorithm to compute the canonical basis elements Gs+eZ(µ) for all e-multiregular multipartitions µ
with |µ| 6 n. The crucial point is that when e is very large,
• the implementation of the algorithm does not actually involve the integer e in a non-trivial way, and
• everymultipartition of size at most n is e-multiregular.
Hence one can actually compute the canonical basis for the whole of the truncated Fock space F s6n by this algorithm, and
this basis is independent of e; since one can recover the bar involution from the canonical basis, this means that the bar
involution on F s6n is independent of the choice of large e.
Example. Let r = 3 and s = (0, 1, 0), and take µ = ((2, 1),∅, (1)). We shall compute Gs(µ) by computing Gsˆ(µ) for
e > 4; for this example write n + eZ as nˆ, for any n ∈ Z. Starting with the level 1 Fock space F (0ˆ), it is easy to compute
G(0ˆ)((1)) = s(1). Hence by Corollary 3.2 we have Gsˆ((∅,∅, (1))) = s(∅,∅,(1)).
Now the non-empty ladders of (2, 1) are L1,L2,Le of residues 0ˆ, −ˆ1, 1ˆ respectively, each containing one node, so we
compute
A = f1ˆf−ˆ1f0ˆs(∅,∅,(1))
= s((2,1),∅,(1)) + qs((12),(1),(1)) + q2s((12),∅,(2)) + qs((2),∅,(12)) + q2s((1),(1),(12)) + q3s((1),∅,(2,1)),
and we see that Gsˆ(µ) = A, independently of the choice of e.
5.3. The canonical basis for Ms
The main interest in this paper is in computing the canonical basis for the irreducible highest-weight module Ms; we
have computed the canonical basis for the larger moduleM⊗s simply in order to allow a recursive construction to work. In
order to obtain the canonical basis for Ms, one simply discards the unneeded vectors. Here we comment briefly on how to
identify these vectors.
The canonical basis for Ms consists of the canonical basis vectors labelled by a certain set of multipartitions called
regular multipartitions in [4] or conjugate Kleshchev multipartitions in [6]; this result follows from [3, Corollary 2.11]. (The
latter uses a different U-action on F s and a different tensor product on U-modules, and is therefore stated in terms
of Kleshchev multipartitions, but the translation between the two conventions is straightforward.) We do not define
(conjugate) Kleshchev multipartitions here, because the definition can be found in several places; but we note that the
definition is recursive (though there has been some recent progress [2] towards giving a non-recursive definition).
Therefore one can obtain the canonical basis for Ms from that for M⊗s by computing the list of regular multipartitions
and discarding canonical basis vectors not labelled by these. However, we conjecture that there is a way to do this without
computing the list of regular multipartitions. In [5], the author defined the notion of the weight of a multipartition; this is
a non-negative integer which depends on the multipartition and on s (and should not be confused with the Lie-theoretic
notion of weight). In [6], we then proved a theoremwhich shows how this weight function is manifested in canonical bases.
Specifically (writing w(µ) for the weight of µ, and translating from Kleshchev to regular multipartitions), we have the
following.
Proposition 5.1 ([6, Corollary 2.4]). Ifµ is a regular multipartition, then there is a multipartition λ such that dsλµ = qw(µ), while
dsνµ has degree less thanw(µ) for any other multipartition ν .
We conjecture that a converse to this statement is true: namely that ifµ is a multipartition which is not regular, then the
degree of dsνµ is less thanw(µ) for all ν. This statement is proved in the case r = 1 in [7, Proposition 3.7]. If this conjecture is
true, then it leads to faster way to compute the canonical basis forMs: one computes the canonical basis forM⊗s, computes
the weight of each multipartition (which is quicker in general than checking whether a multipartition is regular), and then
discards those canonical basis vectors Gs(µ) in which all the coefficients have degree less than w(µ). We note in passing
that this would yield a new (though relatively slow) recursive definition of regular multipartitions.
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Appendix. Index of notation
Since there is a great deal of notation involved in this paper, we include an index here for the reader’s convenience.
Ja, bK {a, a+ 1, . . . , b}
I Z/eZ
P the set of all partitions
R the set of all e-regular partitions
∅ the partition (0, 0, . . .)Q the dominance order on multipartitions
[λ] the Young diagram of λ
λn the multipartition obtained by adding the node n to [λ]
λn the multipartition obtained by removing the node n from [λ]
µ− the (r − 1)-multipartition (µ(2), . . . , µ(r)), for µ ∈ P r
ν+ the r-multipartition (∅, ν(1), . . . , ν(r−1)), for ν ∈ P r−1
µ0 (µ−)+
addi(λ) the set of addable i-nodes of λ
remi(λ) the set of removable i-nodes of λ
Ll lth ladder in N2
Ll(µ) Ll ∩ [µ]
U the quantum group Uq(ŝle)
ei, fi, qh generators ofU
Λi (i ∈ I) fundamental weights
V (Λ) irreducible highest-weightU-module with highest weightΛ
s = (s1, . . . , sr) element of Ir
s− (s2, . . . , sr)
s˜ = (s˜1, . . . , s˜r) element of Zr such that sk = s˜k + eZ for each k
resZ(i, j, k) integral residue of a node (i, j, k) (depending on s˜)
F s the Fock space associated with s ∈ Ir
Ms submodule of F s generated by s∅r
M⊗s M(s1) ⊗ · · · ⊗M(sr )
sλ standard basis element of F s
bsλµ coefficient of sλ in sµ
Gs(µ) canonical basis element
F s˜ twisted Fock space associated with s˜
dsλµ coefficient of sλ in G
s(µ)
|λ, s˜〉 ordered wedge corresponding to λ and s˜
1 set of integers whose residue modulo er lies in J1, eK
H(µ) basis element forM⊗s.
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