In order to improve software reliability, software defect prediction is applied to the process of software maintenance to identify potential bugs. Traditional methods of software defect prediction mainly focus on designing static code metrics, which are input into machine learning classifiers to predict defect probabilities of the code. However, the characteristics of these artificial metrics do not contain the syntactic structures and semantic information of programs. Such information is more significant than manual metrics and can provide a more accurate predictive model. In this paper, we propose a framework called defect prediction via attention-based recurrent neural network (DP-ARNN). More specifically, DP-ARNN first parses abstract syntax trees (ASTs) of programs and extracts them as vectors. en it encodes vectors which are used as inputs of DP-ARNN by dictionary mapping and word embedding. After that, it can automatically learn syntactic and semantic features. Furthermore, it employs the attention mechanism to further generate significant features for accurate defect prediction. To validate our method, we choose seven opensource Java projects in Apache, using F1-measure and area under the curve (AUC) as evaluation criteria. e experimental results show that, in average, DP-ARNN improves the F1-measure by 14% and AUC by 7% compared with the state-of-the-art methods, respectively.
Introduction
With the continuous expansion of modern software, software reliability has become a key concern. e complex source code of software tends to cause software defects which may lead to software failure. In order to help developers and testers locate software defects in time, software defect prediction has become one of the research directions in the field of data mining of software engineering [1] .
Software defect prediction [2, 3] is a process of constructing machine learning classifiers to predict defective code snippets, using historical information in software repositories such as code complexity and change records to design software defect metrics [4] . e predicted results can assist developers to locate and fix potential defects, thereby improving software stability and reliability. According to whether source data and target data are homogeneous or heterogeneous, software defect prediction can be divided into within-project software defect prediction [5] and crossproject software defect prediction [6] . In this paper, we focus on within-project software defect prediction. e program granularity can be file level, change level, or function level, and we choose the file-level granularity as the representation of programs in this paper.
Traditional defect prediction methods mainly consist of two stages: extracting software metrics from historical repositories and constructing a machine learning model for classification. Previous research focuses on designing discriminative artificial metrics to achieve higher model accuracy.
ese manual metrics are mainly divided into Halstead features [7] based on the number of operators and operands, dependency-based McCabe features [8] , and CK features [9] based on object-oriented programs.
However, sometimes static code attributes cannot distinguish whether the code has defects because a clean code snippet and a buggy one may have the same values of static code attributes, which makes classifiers hard to differentiate. Since the syntactic and semantic information between them is different, features which contain such structural and semantic information should improve the performance of defect prediction. Programs have their own particular syntactic structures and rich semantic information hidden in ASTs [10] , which help analyzing and locating defects more accurately. AST is the representation of source code. It uses a tree structure to describe the relationship of code context, which contains syntactic structures and semantic information of the program module. Leveraging deep learning methods to mine hidden features of ASTs can generate significant features that better reflect the code context information, leading to more accurate software defect prediction.
To take full advantage of intrinsic syntaxes and semantics of programs, this paper proposes a framework called software defect prediction via attention-based recurrent neural network (DP-ARNN), which can capture syntactic and semantic features of programs and use them to improve defect prediction. Specifically, we build recurrent neural network (RNN) [11] to automatically learn features with syntaxes and semantics from encoded token vectors extracted from programs' ASTs and then use the attention mechanism to generate key features for training a more precise defect prediction model. We select seven opensource projects in Apache as datasets, using F1-measure [12] and AUC [13] as evaluation criteria. e experimental results show that, compared with the state-of-the-art methods, the DP-ARNN proposed in this paper has an average increase of 14% on F1-measure and 7% on AUC.
is paper makes the following contributions:
(i) We propose an RNN-based defect prediction framework to learn valuable features which contain syntactic and semantic information of the source code. e empirical studies show that, in average, these deep learning-based features outperform traditional features by 14% on F1-measure and 10% on AUC. (ii) We apply dictionary mapping and word embedding to convert programs' ASTs into high-dimensional digital vectors as the inputs of RNN to learn code context information. (iii) We leverage attention mechanism to further generate significant features from the outputs of RNN, leading to better performance of defect prediction. e experimental results show that, compared with RNN, attention-based RNN has an average increase of 3% on F1-measure and 1% on AUC. e rest of this paper is organized as follows. Section 2 introduces the related work about traditional software defect prediction and deep learning-based defect prediction. Section 3 elaborates our proposed DP-ARNN in detail. Section 4 shows the experimental setup and analyzes the results. Finally, Section 5 concludes our work.
Related Work

Traditional Software Defect Prediction.
Software defect prediction is a significant research field in software engineering [1] . Most of references focus on designing new discriminative features, filtering defect data, and building an efficient classifier. Nagappan and Ball [14] proposed churn metrics and combined it with software dependencies for defect prediction. Moser et al. [15] made a comprehensive analysis of the efficiency of change metrics and static code attributes for defect prediction. Besides, Arar and Ayan [16] selected appropriate features by applying the Naive Bayesian method to filter redundant ones. Mousavi et al. [17] used the idea of ensemble learning to solve the class-imbalance problem in software defect prediction. Moreover, Jing et al. [18] proposed a dictionary learning method based on calculating misclassification cost for the prediction of software defects.
To solve the problem of lack of information in the historical repositories of the same project, more and more papers have studied cross-project software defect prediction. In this field, because of the different domains of training samples and test samples, we need to apply transfer learning techniques. By using the transfer component analysis (TCA+) [19] , we can build an available target prediction model. However, large irrelevant cross-project data usually lead to low performance. To overcome this challenge, many researchers focus on filtering instances or features of the source project that are irrelevant to the target project. Turhan et al. [20] applied the neighbour filter method to remove those instances of the source project, whose features are not close enough to the ones of the target project. Besides, Yu et al. [21] employed correlation-based feature selection to select features that have strong correlation with the target project. Ma et al. [22] proposed a method called transfer Naive Bayes, using a data gravitation approach [23] to adjust the weights of training instances and build a naive Bayes classifier on them. Recently, some studies have demonstrated that, if we can make full use of the small portion of labelled data in the target project, it may result in higher prediction performance. Chen et al. [24] first initialized the weights of source project data by the data gravitation method and adjusted them with a limited amount of labelled data in the target project by building a prediction model named TrAdaboost [25] . Qiu et al. [26] constructed a novel multiple-components weights learning model with the kernel mean matching (KMM) algorithm. It divides the source project data into several components, and KMM is applied to adjust the source-instance weights in each component.
en, it builds prediction models with both the source instances with weights in each component and a fraction of labelled data in the target project. Finally, it initializes and optimizes the source component weights to construct a more precise ensemble classifier.
Our proposed DP-ARNN differs from the aforementioned traditional defect prediction methods. Instead of 2 Scientific Programming using the static code attributes, we leverage the deep learning technique (i.e., RNN) to automatically generate features from the source code, which can capture syntactic and semantic information of programs, and implement the attention mechanism to generate significant features which can improve the performance of defect prediction.
Deep Learning in Software Defect
Prediction. Datasets of traditional defect prediction are extracted from artificially designed metrics which may be redundant or not be highly correlated with class labels. ese all can affect the prediction performance of the model. Besides, manual metrics cannot make full use of code context information to mine the syntactic structure and semantic information of programs. e syntactic and semantic information of programs can be represented in two ways. One is ASTs and the other is control flow graphs (CFGs) [27] . AST is the abstract tree representation of the source code, which describes the hierarchical relationship among various components in program modules. Wang et al. [28] employed DBN to generate hidden features, which contains syntaxes and semantics of programs and fed them into classifiers to predict the buggy code. Lin et al. [29] employed long short-term memory (LSTM) network [30] to learn the cross-project transfer representation of programs' ASTs for vulnerable function discovery. Dam et al. [31] built a deep tree-based model based on ASTs for software defect prediction. In addition, Li et al. [32] combined artificial metrics with deep learningbased features learned by convolutional neural network (CNN) [33] to build a hybrid model. CFG is the representation of the program control flow graphs, which show all the paths that can be traversed during the program execution. Phan et al. [34] extracted CFGs from the assembly code of projects and designed a graph convolutional network to learn semantic features of programs.
e aforementioned deep learning-based methods consider all the hidden features to be equally significant, and they cannot identify discriminative features that contain key syntaxes and semantics. is may lead to inaccurate defect prediction. Hence, in our proposed method, we employ the attention mechanism to capture these key features and give them higher weights. Besides, we choose ASTs of programs as the representation of programs rather than CFGs, because ASTs can better depict the structure of the source code and reserve more information of source code.
Component Design
In this section, we elaborate our proposed DP-ARNN, a framework which automatically learns syntactic and semantic features from the source code and generates key features from them for precise software defect prediction. Figure 1 illustrates the overall framework of DP-ARNN.
As is shown in Figure 1 , we first parse the source code of the training set and test set into ASTs.
en we select representative nodes and apply depth-first traversal (DFT) to get ASTs' sequence vectors. A file corresponds to a sequence vector extracted from ASTs. In order to train these token vectors, we not only create a mapping between tokens and integers but also employ word embedding to encode them into multidimensional vectors which are used as the inputs of the network. After that, we build an RNN to automatically learn syntactic and semantic features of the source code. Furthermore, we put them into an attention layer with the attention mechanism to further generate significant features. Finally, these crucial features are fed into fully connected layers, and a logistic regression classifier is built for prediction. After the whole framework is welltrained by the training set, we can get a defect probability for each file in the test set, indicating whether it is buggy or clean.
Parsing Source Code.
In order to represent the source code in each file as a vector, we first need to find the appropriate granularity as the vector representation of the source code. We can extract characters, words, or ASTs from the source code as tokens. According to the former research [35] , AST is the suitable representation which can reflect the structural and semantic information of programs.
In our experiments, we apply an open-source Python package named javalang which is available at https://github. com/c2nes/javalang to parse our Java source code into ASTs. It provides a lexical analyzer and parser based on the Java language specification, which can construct ASTs of the Java source code. Following the relevant method [36] , we only select three types of ASTs' nodes as tokens: (1) 
Encoding ASTs and Handling Imbalance
Encoding ASTs.
ASTs can effectively store structural and semantic information of the program module. For example, code A in Figure 3 (a) has a strong resemblance of code B in Figure 3 (b), which means manual features can be totally the same, while the code A's AST in Figure 4 (a) has two more nodes (i.e., StatementExpression and MemberReference) than code B's AST in Figure 4 (b). Since the vector is a combination of string tokens, we cannot directly use it as an input to DP-ARNN. Hence, we build a mapping dictionary between tokens and integers. Assuming that the number of tokens is m and each token corresponds to a unique integer, then the mapping range is from 1 to m. Firstly, we count the frequency of each token and then sort them based on the token frequency. After that, we establish Scientific Programmingan index dictionary of the ordered tokens, in which tokens with higher frequency are in front. After the mapping step, we make these digital vectors the same xed length. In order to avoid vectors being too sparse, the appropriate vector length should be selected. For a vector whose length is less than the speci ed length, it is lled with 0 because 0 does not have any meaning since we map tokens starting from 1. For a vector whose length is longer than the speci ed length, the extra part is truncated. Since the token with higher frequency is mapped into smaller integer, the token with the lowest frequency is mapped into the maximum integer. Hence, we locate the index of the maximum integer in the vector and delete it each time until the vector length becomes the same as the xed length. e pseudocode of encoding ASTs' vectors is shown in Algorithm 2. Finally, we also employ word embedding which is embedded into the network as a trainable word dictionary to represent each token as a high-dimensional vector.
Handling Imbalance.
Software defect prediction data are usually class imbalanced. Defective instances usually account for a small part of all the instances. If you put them directly into the model for training, the prediction results will be biased towards the majority class (i.e., clean instances). According to the research [37] , there are two popular approaches to solve the class imbalance problem, oversampling, and undersampling. e former replicates instances in the minority class, and the latter deletes instances in the majority class. e undersampling technique may lose part of the data information in the training set, resulting in under tting. In order to ensure the integrity of the data information, we apply the oversampling method, duplicating training samples from the minority class (i.e., defective instances), to generate a class-balanced training set.
Bi-LSTM with Attention Mechanism.
In order to learn the context information of the source code and generate the key features, we construct a Bi-LSTM network, a variant of standard RNN, with attention mechanism [38] , as illustrated in Figure 5 . e network architecture mainly consists of ve parts: an embedding layer, a Bi-LSTM layer, an attention layer, two fully connected layers, and an output layer. 
Input: source les
Adding node into v i ; (6) end (7) Adding v i into V; (8) end (9) return V; ALGORITHM 1: Parsing source les into ASTs' vectors. 4 Scienti c Programming
where M represents a dictionary formed by AST nodes and R n is an n-dimensional real vector space. F is a parameterized function that maps each token in M into an n-dimensional vector. e word embedding dictionary is randomly initialized, and it can be updated during the training of the network. Token vectors encoded by word embedding can be fed into the Bi-LSTM network to further explore syntaxes and semantics of programs. Scienti c Programming
Bi-LSTM.
Standard RNN splits sequence data into vectors with fixed length. Each element in a vector denotes a certain moment. For a certain moment t, the output o (t) is not only influenced by the current input x (t) but also depends on the accumulated information transmitted from the moment t − 1 (i.e., h (t−1) ), which can be formulated as the following equations:
where U, W, V, b, and c denote the weights and bias of the network and f and g are the activation functions. e standard RNN can only memorize short-term sequence information and cannot transmit long-term sequence information. erefore, we select LSTM [30] as the basic unit of RNN. An LSTM unit is mainly composed of an input gate, a forgotten gate, and an output gate. To prevent the gradient of the network from disappearing, information passing from the past is filtered by the forgotten gate, and then LSTM feeds it and information from the input gate into the output gate to generate the current information. Furthermore, to obtain the long dependencies of the surrounding moments close to moment t, the bidirectional LSTM (Bi-LSTM) is built to achieve this purpose.
Contextual information of the source code is significant to detect potential bugs. Each program has its own syntaxes and semantics which are context sensitive. erefore, the occurrence of a defective code segment is usually relevant to either previous or subsequent code, or even to both of them. In most cases, because of the complexity of the source code, it is hard to exactly locate which line of code actually results in the vulnerability. Hence, in order to efficiently capture the defective programming patterns, we implement Bi-LSTM to make full use of both forward and backward information.
Attention Mechanism.
From the output of the Bi-LSTM network, we can get the hidden features of all time nodes in a sequence. Contributions of these nodes to the representation of the sequence meaning are not the same. In order to enhance the effect of critical nodes, we embed an attention layer after the Bi-LSTM Layer. By applying the attention mechanism, critical nodes which are significant to the meaning of the sequence are aggregated together to form a sequence vector. Figure 6 illustrates the entire process of it, and we can describe it as follows: 6 Scientific Programming
at is, we rst input the node annotation h it into a one-layer multilayer perceptron (MLP) to generate u it as a hidden representation of the node, and then we set up a node-level context vector u n , which can be considered as a high-level representation of a query to search critical nodes in the sequence. After that, we measure the importance of the node as the dot product similarity of u it with u n and obtain a normalized importance weight α it through a softmax function. Finally, we calculate the sequence vector s i as a weighted sum of all the nodes with relevant weights. e node level context vector u n is randomly initialized and can be updated during the training process.
Training Phase.
In the training phase, we construct two fully connected layers and an output layer. e rst fully connected layer normalizes sequence features through a tanh function, and the second fully connected layer with a linear function further extracts features. At last, in the output layer, we put them through a sigmoid function as a logistic regression classi er to compute the defect probability of the program module.
Experiments and Analysis
In this section, we design experiments to verify the e ectiveness of DP-ARNN. Four research questions (RQs) are need to be answered as follows:
(i) RQ1: do the deep learning methods improve the performance of defect prediction compared to traditional methods based on static code metrics? (ii) RQ2: compared with features generated by the classical unsupervised learning methods, do features learned by the deep learning methods better represent syntaxes and semantics of programs? (iii) RQ3: does DP-ARNN outperform the basic deep learning methods, including CNN and RNN? (iv) RQ4: how is the prediction performance of DP-ARNN under di erent parameter settings?
In our experiments, we choose Keras (2.2.4) and Tensor ow (1.11.0) to build attention-based Bi-LSTM network.
e implementation of other benchmark methods is mainly based on scikit-learn (0.19.2) and Python 3.6. e experimental operating environment is a server running Ubuntu 16.04 with a 3.60 GHz Intel i7 CPU and RAM of 8 GB.
Experimental Datasets.
We collect seven open-source Java projects in Apache, each of which contains two versions (i.e., preversion and postversion). Datasets that contain static code metrics and defect annotations of source les in each project are from metrics repository, which is a public available repository specializing in software defect prediction research datasets. Speci cally, each source le has 20 traditional arti cial features, which are carefully extracted by Jureczko and Madeyski, the contributors of CK features for object-oriented programs [39] . We list the detailed description about them in Table 1 . ese static metrics, including lines of code (LOC), average method complexity (AMC), and number of children (NOC), have been widely used in the previous studies [18, 40, 41] . Table 2 shows the speci c information of these projects, including project Scienti c Programmingname, project version, average code le number, and average defect rate. We use the predecessor version as the training set and the postversion as the test set.
Evaluation Metrics.
We evaluate the performance of our model as F1-measure and AUC. F1-measure is used to measure the stability of DP-ARNN, and AUC is used to assess the discrimination ability of it. F1-measure is the harmonic mean of the precision and the recall. We de ne equations (4)-(6) to describe Precision (P), Recall (R), and F1-measure (F) in software defect prediction: Normally, Precision and Recall cannot be optimal at the same time. For example, if we predict all the program files to be defective, Recall will reach 100%, but Precision will be very low. erefore, we make a trade-off between Precision and Recall as F1-measure (i.e., the harmonic mean of the two metrics). e range of it is [0, 1], and the higher value means the better stability of the model. AUC (i.e., area under ROC curve) is based on the area under the ROC (i.e., receiver operating characteristic) curve to evaluate the distinguishing ability of the prediction model. When evaluating the model classifier, the ROC curve first sets different thresholds for classification. e abscissa of the ROC curve is the value of false positive rate (fpr) and the ordinate is the value of true positive rate (tpr). Each classification threshold generates a coordinate (fpr, tpr), and ROC is the curve formed by these coordinate points. AUC is the area under ROC curve. e value of it ranges from 0 to 1, the higher the better. In addition, AUC is appropriate for evaluating class-imbalanced datasets.
Besides, we employ the Friedman test [42] [43] [44] as the test of significance of methods. Suppose there are k methods. e Friedman test obeys the chi-square distribution with a k − 1 degree of freedom, and its original hypothesis is that there is no significant difference in evaluation metrics among the k methods. If the p value of the test result is small enough (i.e., less than 0.05), we can come to the conclusion that the original hypothesis is not established. In other words, there is a significant difference among methods. Moreover, we apply Nemenyi's posthoc test [43] to compare the differences between our proposed DP-ARNN and other baseline methods.
Baseline Methods.
We select the following five baseline methods to compare with our proposed DP-ARNN. We take the same method to generate the inputs of CNN and RNN, which we have mentioned in Section 3.2. When building the network architecture of CNN, we use the same parameter settings as in [32] (i.e., 10 filters each of whose length is 5 and a fully connected layer including 100 hidden nodes). In terms of RNN, its parameter settings are the same as DP-ARNN. As for the inputs of RBM and DBN, we divide each element in each vector by the fixed length (i.e., 2000) for normalization. In addition, RBM's hidden layer has 100 nodes and DBN has 5 hidden layers each of which contains 100 nodes.
e Friedman test is performed on F1-measure among all the methods, whose result is shown in Table 3 . e degree of freedom k is 5 since we have 6 methods. e p value of F1-measure among all the 6 methods is 6.37 × 10 −5 , which is much less than the baseline 0.05. erefore, we verify the significant differences among all the methods. Furthermore, Table 4 lists Nemenyi's test result of p values between DP-ARNN and other baseline methods, which indicates that the significant difference between our proposed DP-ARNN and baseline methods is mainly on RBM + RF and DBN + RF. Tables 5 and 6 list F1-measure and AUC comparison of different models. For each project, the result of the best method is shown in bold. e next-to-last row displays the win/tie/loss (W/T/L) statistics between our proposed DP-ARNN and other baseline methods.
e last row is the average of the results of the seven projects for each method, and the best is also shown in bold.
Performance Comparison between Deep Learning Methods and Traditional Methods (RQ1).
We first compare three deep learning methods (i.e., CNN, RNN, and DP-ARNN) with two traditional machine learning methods (i.e., RF and RBM + RF). RF is a traditional features-based method with static code metrics, and RBM + RF is a method which first builds a shallow network including two layers (i.e., a visible layer and a hidden layer) to generate hidden features and then feeds them into RF for classification. is comparison is to verify the superiority of deep learning methods in the field of software defect prediction. We conduct the experiments on these projects listed in Table 2 . Each project has two versions, each of which the older version is used for model training, and the newer version is used for model evaluation. Scientific Programming Table 5 lists the F1-measure values on each project by implementing our proposed DP-ARNN method and other baseline methods. We take project camel as an example. e F1-measure values of DP-ARNN, CNN, and RNN are 0.515, 0.473, and 0.506, respectively, while RF and RBM + RF only have 0.396 and 0.310. Obviously, DP-ARNN, CNN, and RNN outperform traditional methods. We can see from the last row of Table 5 that, in average, the deep learning methods achieve higher F1-measure than traditional methods. Especially, DP-ARNN achieves the highest value, indicating the advantage of our proposed DP-ARNN method.
ese results validate the stability of deep learning-based defect prediction model. Table 6 lists the AUC values on each project. In most cases, deep learning-based methods including DP-ARNN, CNN, and RNN have higher AUC values than traditional methods. In terms of the average value of the seven projects, DP-ARNN has the best performance and other deep learning-based methods also have an advantage over traditional methods. All these results demonstrate that compared with traditional methods, deep learning methods enhance the discrimination ability between clean code and buggy code.
Based on the analysis above, we come to a conclusion that deep learning methods are superior to traditional machine learning methods for software defect prediction.
Feature Comparison between Deep Learning Methods and Unsupervised Methods (RQ2).
To further demonstrate that features generated by deep learning methods are generally better than typical unsupervised feature extraction methods, we construct an RBM model and a DBN model to extract features from ASTs of programs and feed them into RF for classification. e difference between RBM and DBN is that the former is a two-layer shallow neural network, and the latter is a network that consists of multiple RBMs.
By comprehensively comparing the average F1-measure of RBM + RF and DBN + RF on the seven projects, we can see that the average F1-measure of DBN + RF is higher than the values of RBM + RF, indicating that the information of ASTs of programs can be deeper mined. From the perspective of W/T/L, compared with DBN + RF, DP-ARNN and CNN win 7 times on F1-measure, and RNN also wins 6 times, validating the stability of models based on deep learning methods. As for AUC, the average values of DP-ARNN, CNN, and RNN are all higher than the value of DBN + RF, which means the comprehensive discrimination ability based on deep learning methods outperforms unsupervised learning methods.
ese results validate the superiority of features extracted from deep learning methods, especially our proposed DP-ARNN method.
Performance Comparison between DP-ARNN and Other Deep Learning Methods (RQ3).
In this section, we compare the performance of our proposed DP-ARNN method with other deep learning methods, including CNN and RNN. We construct a convolutional neural network and a recurrent neural network as our deep learning baseline methods. We implement one-dimensional convolution on elements in each encoded vector in CNN. For RNN, we adopt LSTM as the basic unit and then construct a Bi-LSTM network without attention mechanism.
From the perspective of W/T/L, compared with CNN and RNN, our proposed DP-ARNN wins 6 times and 5 times, respectively, on F1-measure. is indicates that, in terms of the stability of software defect prediction, DP-ARNN has better performance than CNN and RNN. As for AUC, Figure 7 shows the ROC curves of different deep learning methods on the seven projects. DP-ARNN improves CNN an average of 0.03, and RNN an average of 0.01 on AUC. is demonstrates that DP-ARNN improves the distinguishing ability of software defect prediction. In terms of the average F1-measure and AUC of seven projects in Tables 5 and 6 , our proposed DP-ARNN improves CNN by 3% on F1-measure and 4% on AUC. In particular, DP-ARNN improves RNN by 3% on F1-measure and 1% on AUC, which indicates that the attention mechanism has a positive e ect on further generating crucial features which lead to better defect prediction performance. ese results exactly answer our RQ3 that, compared with the typical convolutional neural network and recurrent neural network, our proposed DP-ARNN method can better learn the key syntactic and semantic features of programs with the help of attention mechanism and perform the best.
Performance under Di erent Parameter Settings (RQ4).
In this section, we discuss how we tune the key parameters in DP-ARNN to achieve the best performance of software defect prediction. We only select part of projects to tune the parameters, considering the cost of training time. We rst choose the 90th percentile of AST vector length in the projects as the length of each AST vector. en we select suitable dimensionality of embedding vectors, and we need to make a trade-o between model precision and training cost. Empirically, the range of it is from 20 to 150. After that, we set the batch size as 32 heuristically and the appropriate epoch is determined by the method of early stopping.
at is, the training is stopped when the error of the current model on validation set is worse than the previous one, and we use the parameters in the previous result as the nal parameters of the model. More importantly, there are three crucial parameters in our proposed DP-ARNN, including the number of the Bi-LSTM units per layer, the number of the 1st hidden layer nodes, and the number of the 2nd hidden layer nodes. We use F1-measure as the evaluation index. Finally, we calculate the average F1-measure of the projects under di erent parameter values, choosing the values that the average curve under di erent parameters reaches the peak.
In our experiments, we select camel, jedit, and lucene for parameter tuning. Figure 8 illustrates the F1-measure of DP-ARNN under di erent numbers of LSTM units, di erent numbers of 1st hidden layer nodes and di erent numbers of 2nd hidden layer nodes. e peak points of F1-measure in average under these three parameters are 40, 16, and 24, respectively. Hence, we use them as the values of the three parameters. Other parameters can also be gained via parameter adjustment, and Table 7 shows all the parameters we have tuned for DP-ARNN with training datasets.
Conclusion
As the scale and complexity of modern software continue to increase, software reliability has become an important indicator of software quality. To enhance software reliability, in this paper, we propose a deep learning-based method called DP-ARNN (defect prediction via attention-based recurrent neural network), as an aid to software testing and code review, to predict potential code defects in software. Speci cally, DP-ARNN leverages RNN to automatically generate syntactic and semantic features from source code. Furthermore, we employ the attention mechanism to capture crucial features, which can further improve our defect prediction performance. Our experiments on seven open-source projects indicate that, in average, DP-ARNN improves the state-of-the-art baseline methods by 14% on F1-measure and 7% on AUC in software defect prediction.
To further evaluate the generality of DP-ARNN in the elds of defect prediction, in the future, we will conduct experiments on more projects, including personal projects and company projects. Meanwhile, we will implement our method to other programming languages such as Python, Javascript, and C++ to verify the effectiveness of it. Moreover, we will try to embed static code attributes into DP-ARNN, and then test whether the performance of defect prediction can be improved.
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