We study two extremal problems about subgraphs excluding a family F of fixed graphs. i) Among all graphs with m edges, what is the smallest size f (m, F) of a largest F-free subgraph? ii) Among all graphs with minimum degree δ and maximum degree ∆, what is the smallest minimum degree h(δ, ∆, F) of a spanning F-free subgraph with largest minimum degree? These questions are easy to answer for families not containing any bipartite graph. We study the case where F is composed of all even cycles of length at most 2r, r ≥ 2. In this case, we give bounds on f (m, F) and h(δ, ∆, F) that are essentially asymptotically tight up to a logarithmic factor. In particular for every graph G, we show the existence of subgraphs with either many edges or large minimum degree, and arbitrarily high girth. These subgraphs are created using probabilistic embeddings of a graph into extremal graphs.
Key definitions. Let H be a fixed graph. We define f (m, H) as the smallest possible size of a largest H-free subgraph of a graph with m edges, that is, f (m, H) := min |E(G)|=m
ex(G, H) .
More generally, for a family F of fixed graphs, we define f (m, F ) := min |E(G)|=m ex(G, F ) .
Our second key definition is h(δ, ∆, H), the smallest possible minimum degree of an H-free spanning subgraph G 0 of a graph G with minimum degree δ and maximum degree ∆ such that δ(G 0 ) is maximized, that is, h(δ, ∆, H) := min
Also, for a family F define h(δ, ∆, F ) := min
Thomassen's conjecture. A related problem for the girth and the average degree was stated by Thomassen [19] . Similarly to our definitions of f (m, F ) and h(δ, ∆, F ), we can define the smallest possible average degree of an A reformulation of Thomassen's conjecture is to say that for every fixed g, f ′ (d, {C 3 , . . . , C g−1 }) → ∞ when d → ∞. If g = 4, it is easy to check that f ′ (d, {C 3 }) = d/2. For g = 6, Kühn and Osthus [13] showed that f ′ (d, {C 3 , C 4 , C 5 }) = Ω( 3 √ log log d), thus confirming the conjecture for this case.
Families of non-bipartite graphs. It is rather easy to determine both functions f (m, F ) and h(δ, ∆, F ) asymptotically when χ(F ) > 2 (there are no bipartite graphs in F ), as shown by the following proposition (a proof is provided in Section 2.1).
Proposition 1. Let G be a graph with m edges, minimum degree δ and maximum degree ∆. Then, for every k ≥ 3 there exists a (k − 1)-partite subgraph G 0 of G such that for every v ∈ V (G),
In particular, for every F with χ(F ) = k, we have
and h(δ, ∆, F ) = 1
Even cycles. It remains to study f (m, F ) and h(δ, ∆, F ) when F contains a bipartite graph. In this paper, we focus on the case F = F r = {C 3 , C 4 , . . . , C 2r+1 } and F = F even r = {C 4 , C 6 , . . . , C 2r } for some r ≥ 2. We define
Using Proposition 1 one can easily show that for every family F ⊇ F even r such that for every bipartite graph
Denoting by K s,t the complete bipartite graph with parts of size s and t, our first result is:
Theorem 2. For every r ≥ 2 there exists c = c(r) > 0 such that for every large enough m,
Observe that for every k dividing m, we have
since K k,m/k has m edges. Thus, Theorem 2 is asymptotically tight up to a logarithmic factor. This theorem is proved in Section 3.
The value of ex(K k,m/k , F even r ) is not known for general k and r. Some results for small values of r can be found in [5, 10] . The results in [17] imply the following explicit upper bound
The case r = 2 of the above problem appears to be more accessible. In particular, by Kovári, Sós and Turán [12] and by Reiman [18] , ex(K n,n , C 4 ) = Θ(n 3/2 ) (see Chapter 6.2 of [2] for a discussion). Here we derive the following corollary (proved in Section 3):
Corollary 3. There exists a constant c > 0 such that for every large enough m,
log m .
We remark that by applying a standard double counting argument of [12] , one can show that ex(K m 1/3 ,m 2/3 , C 4 ) = O(m 2/3 ). Hence we obtain f (m, 2) =Θ(m 2/3 ) (where theΘ notation neglects polylogarithmic terms). Then,
By using (1) with F = F r , Theorem (2) provides a lower bound on f (m, F r ), which implies the existence of large subgraphs with high girth.
We also provide a general lower bound for h(δ, ∆, r) (proved in Section 4): Theorem 4. For every r ≥ 2 and every large enough ∆, let G be a graph with c ′ ∆ vertices, c ′ > 2e 4 , girth g(G) ≥ 2r + 2 and minimum degree q. Then there exists c = c(c ′ ) > 0 such that for every graph G with minimum degree δ and maximum degree ∆ such that δ 2 ≥ ∆, there exists a spanning subgraph G 0 of G with g(G 0 ) ≥ 2r + 2
The existence of a graph with a given number of vertices, many edges and large girth is one of the most interesting open problems in extremal graph theory (see Section 4 in [9] ). For every large enough n we can prove the existence of a graph on n vertices, girth at least 2r + 2 and minimum degree Θ(n 1 2r−1 ) by the following quite standard argument (merely sketched here, as we do not believe the so obtained bound is tight -see below) as follows: consider a random graph G ∼ G(n, p) with p = εn 1 2r−1 −1 , for some ε > 0. Then with high probability the number of cycles of length at most 2r going through any vertex is at most half of the minimum degree, if ε is small enough. By deleting one edge for each such cycle we get a graph with girth at least 2r + 1 and minimum degree Ω(n 1 2r−1 ). Taking now a largest bipartite subgraph of the so obtained graph eliminates all cycles of length at most 2r + 1, yet at most halving the degrees. Thus we can prove the following:
Corollary 5. There exists a constant c > 0 such that for every large enough ∆ and δ such that δ 2 ≥ ∆,
Using the upper bound for the extremal Turán number of even cycles ex(
Bondy and Simonovits [3] , we have
Since the above cited upper bound for ex(K d , C 2r ) is conjectured to be of the right order, Corollary 5 is probably not tight.
For r = 2 we can derive a better bound. Erdős, Rényi and Sós [6] and Brown [4] showed that for every prime p there exists a C 4 -free graph with p 2 − 1 vertices and minimum degree p. By the density of primes, for every n there exists a graph of order at most 2n satisfying the former properties. Thus, we can obtain the following corollary of Theorem 4:
There exists a constant c such that for every large enough ∆ and δ such that δ 2 ≥ ∆,
This corollary is tight up to a logarithmic factor, as will be shown in Proposition 13 (Section 4). The condition on δ and ∆ is tight since, if ∆ ≥ δ 2 , any spanning
Similar results can be derived for r = 3, 5, since there exist graphs with girth at least 8 and 12 respectively and large minimum degree [15, 14] .
Outline. We begin with some preliminary considerations in Section 2. We then prove Theorem 2 and Corollary 3 in Section 3. Section 4 is devoted to the proof of Theorem 4 and Proposition 13. We conclude by some remarks and open questions in Section 5.
Preliminaries
clear from the context we will denote the above quantities by N (v) and d(v), respectively.
Proof of Proposition 1
We start by proving Proposition 1. We will use the well-known Erdős-Stone-Simonovits theorem [8, 7] : for every graph H with χ(H) = k,
Proof of Proposition 1. Let G be a graph with m edges and consider a (k − 1)-partition P = {P 1 , P 2 , . . . , P k−1 } of V (G) that maximizes the number of edges in the subgraph
and there is a part P j , j = i, with at most
k−1 neighbors of v. Moving v from P i to P j increases the number of edges in G P by at least one, which gives a contradiction by the choice of P.
Clearly, G P does not contain any copy of H with χ(H) ≥ k, and thus it does not contain any graph in F .
Observe also that G P has at least 1
The upper bound for f (m, H) follows from (3) by choosing n for which
, and then by taking G to be any subgraph of K n with exactly m edges. For the upper bound on h(δ, ∆, H) (assuming δ ≥ 2) take ∆ disjoint copies of K δ+1 , add a new vertex v and connect it to one vertex from each of the cliques K δ+1 . If a subgraph G 0 of the so obtained graph G is H-free, then the subgraph of G 0 spanned by the vertex set of each of the cliques K δ+1 is H-free as well, thus implying by (3) 
Useful definitions
The following definitions will be useful in our proofs. 
ii) for every w = v, w ∈ N G (u), we have χ(w) = χ(v), and iii) for every w = u, w ∈ N G (v), we have χ(w) = χ(u).
The concept of frugal coloring was introduced by Hind, Molloy and Reed in [11] . We say that a proper
is t-frugal if for every vertex v and every color c ∈ [ℓ],
that is, there are at most t vertices of the same color in the neighborhood of each vertex. For instance, a 1-frugal coloring of G is equivalent to a proper coloring of G 2 .
Probabilistic tools
Here we state some (standard) lemmas we will use in the proofs.
Lemma 9 (Chernoff inequality for binomial distributions [1] ). Let X ∼ Bin(N, p) be a Binomial random variable, then for all 0 < ε < 1,
Let L : S T → R be a functional. We say that L satisfies the Lipschitz condition if for every g and g ′ differing in just one coordinate from the product space S T , we have
Lemma 10 (Azuma inequality, Theorem 7.4.2 in [1] ). Let L satisfy the Lipschitz condition relative to a gradation of length l (|T | = l). Then for all λ > 0
Lemma 11 (Weighted Lovász Local Lemma [16] ). Let A = {A 1 , . . . , A N } be a set of events and let H be a dependency graph for A.
If there exist weights w 1 , . . . , w N ≥ 1 and a real p ≤ 1 4 such that for each i ∈ [N ]:
Subgraphs with large girth and many edges
This section is devoted to the proofs of Theorem 2 and Corollary 3.
Proof of Theorem 2. Let G be a graph with m edges. Define V 1 to the set of vertices of G with degree at least 2 √ m, and
and thus V 1 spans at most m/2 edges. Recall that F even r = {C 4 , C 6 , . . . , C 2r } is the family of all even cycles of length at most 2r. In order to find an F even r -free subgraph with many edges, we will remove all the edges inside V 1 and only look at the edges between V 1 and V 2 , and the edges inside V 2 . We will split the proof into two cases in terms of the number of edges between V 1 and V 2 . Let us compute the expected size of G 1 . Fix u i ∈ U q . Then, the probability that a given edge e = (u i , v) ∈
Thus, the expected degree of u i in G 1 is of order
Recall that
), hence the expected number of edges of G 1 is of order 2 q ex(K k,m/k , F even r )k/m. Since 2 q k ≥ cm/ log m, the expected number of edges is of order at least Consider the graph G * = G * (χ,G) from Definition 8 applied to the induced subgraph G[V 2 ]. For each edge e = uv of G spanned by V 2 , its probability to belong to G * is at least
To justify the above estimate, first choose a label i for u, then require a label j of v to fall between the neighbors of i in G, and finally for each of the neighbors of u and v in G choose a label different from i and j.
Thus, we expect
We now prove Corollary 3.
Proof of Corollary 3. By Theorem 2 we have
for some small constant c > 0. By the symmetry of K s,t and K t,s , we may assume without loss of generality that the minimum is attained when k ≤ √ m.
We provide two constructions. First, the disjoint union of k stars of degree m/k 2 , which is a C 4 -free graph,
On the other hand, one can construct a C 4 -free graph by selecting a subgraph of a larger C 4 -free graph. Let G 1 be a largest C 4 -free subgraph of K m/k,m/k . We construct a C 4 -free bipartite graph G 2 by keeping the k vertices with highest degrees in one of the parts of G 1 . Then G 2 is a subgraph of K k,m/k and has at least
Hence, for every k,
.
Subgraphs with large girth and large minimum degree
We devote this section to the proof of Theorem 4. Before proving the theorem, let us state an auxiliary lemma.
In a vertex-colored graph, a cycle is called rainbow if all its vertices have distinct colors. A path is called
maximal inner-rainbow if its endpoints have the same color i, but all other vertices of the path are colored with distinct colors (other than i). We will use the following lemma:
Lemma 12. Let G be a graph with maximum degree ∆ and minimum degree δ, that admits a t-frugal coloring χ without rainbow cycles of length at most 2r +1 and maximal inner-rainbow paths of length l for every 3 ≤ l ≤ 2r.
If δ > 129t 3 log ∆, then there exists a subgraph G 0 ⊆ G such that
4t , and
Proof. Let the color classes of χ be S 1 , S 2 , . . . . Assign to each edge e ∈ E(G) a random variable f (e) uniformly distributed in (0, 1). We construct the following subgraph G 0 : for every pair of color classes (S i , S j ) of χ, an edge e between S i and S j is retained in G 0 if f (e) is less than f (e ′ ) for every e ′ between S i and S j incident with e. Observe that, by construction, χ is a 1-frugal coloring of G 0 , that is, the vertices of any pair of color classes of χ induce a matching.
We claim that deterministically (i.e., with probability 1) g(G 0 ) ≥ 2r + 2. For the sake of contradiction, suppose that g(G 0 ) < 2r + 2 and let C = (u 1 , . . . , u l ) be a cycle in G 0 with l < 2r + 2. Since χ does not induce any rainbow cycle of length at most l in G, there exist at least two vertices of C with the same color. Let a, b ∈ [l] be such that, a < b, χ(u a ) = χ(u b ) and for every a < j < b, χ(u a ) = χ(u j ). Then 3 ≤ b − a ≤ 2r since χ is a 1-frugal coloring in G 0 and C is not rainbow. Then u a , . . . , u b is a maximal inner-rainbow path with a forbidden length, a contradiction.
Now, it remains to show that with positive probability the obtained subgraph G 0 has the desired minimum degree.
Observe first that a given edge e = (u, v), with u ∈ S i and v ∈ S j , is preserved in G 0 with probability
. By applying Azuma's inequality (Lemma 10) we will now show that with probability exponentially close to 1, L(v) is large enough.
First of all, observe that L(v) only depends on the edges that connect a neighbor of v to a vertex of color χ(v). Let T v be the set of these edges:
Since A v is influenced only by the edges in T v , it is thus independent of all A u but those for which u is at distance at most 4 from v, and there are at most ∆ 4 such events.
Notice that, if ∆ is large enough,
since δ > 129t 3 log ∆. Thus, by the Lovász Local Lemma (Lemma 11) with p = Pr(A v ) and w i = 1 we have
and thus, there is a way to assign values to f (e) such that δ(
Now we are ready to prove Theorem 4.
Proof of Theorem 4. The idea in this proof is to randomly color the vertices from G with ℓ colors, where ℓ = |V (G)| for a graph G satisfying the conditions in the statement. We then to consider the subgraph
from Definition 7 induced by the coloring and the graph G. We will show that with positive probability, such a coloring is t-frugal and induces a graph H with neither rainbow cycles of length at most 2r nor maximal inner-rainbow paths of length 3 ≤ l ≤ 2r. The value of t will be set later in the proof. Then, we will use Lemma 12 to obtain the desired subgraph.
Let χ be a random coloring of V (G) with ℓ colors. Consider the spanning subgraph
Since g(G) ≥ 2r + 2, χ does not induce any rainbow cycle of length at most 2r + 1 in G ′ , nor any maximal inner-rainbow path of length at least 3 and at most 2r. Moreover, χ is a proper coloring on G ′ , since G has no loops.
We will use the Lovász Local Lemma to show that there is a positive probability that the random ℓ-coloring of G satisfies the following properties:
For this purpose we will define the following events:
Since d G (v) ≥ δ, using Lemma 9, Part 1 with ε = 1/2 one can check that
We also have
Here, it is convenient to define the auxiliary event D e as the event e ∈ E(G ′ ). Observe that any event A v or B v,X can be expressed in terms of the events D e .
Claim. Let v ∈ V (G) and let F ⊂ E(G) a set of edges not incident to v. Then, for each i ∈ [ℓ],
To prove the claim, observe that all the unveiled information is about non-incident edges and thus no information about the color of v has been provided. While information on the existence of the edges in F may affect the degree of v, it cannot affect its color.
Since the existence of an edge e = uv in G ′ depends only on the colors of u and v, we have at most the number of dependencies given in Table 1 .
Then, by applying the weighted version of the Local Lemma (Lemma 11) with p = ℓ −1 , w A = Ω qδ ℓ log ℓ and w B = t, we have that a subgraph G ′ avoiding all events exists if: 
Then, there is a subgraph G ′ such that for every v ∈ V ,
and G ′ admits a t-frugal coloring with ℓ colors, no rainbow cycle of length at most 2r + 1, and no maximal inner-rainbow path of length at least 3 and at most 2r. Now, set t = log ∆, which implies ℓ ≥ 2e 4 ∆ ≥ 2∆ is large enough, we can apply Lemma 12 to obtain a subgraph G 0 with g(G 0 ) ≥ 2r + 2 and for every v ∈ V ,
for some small constant c > 0.
The following proposition shows that Corollary 6 is tight up to a logarithmic factor.
Proposition 13. For every δ, ∆ satisfying ∆ ≤ δ 2 ≤ ∆ 2 , there exists a graph G with minimum degree δ and maximum degree ∆ such that for every spanning C 4 -free subgraph G 0 of G,
Proof. Let G be the complete bipartite graph with parts A, B of sizes ∆ and δ, respectively. For the sake of contradiction, suppose that there exists a C 4 -free subgraph G 0 such that δ(G 0 ) > 2δ/ √ ∆. We call a pair of edges incident to a common vertex v, a cherry of v. We will get a contradiction by double counting the number of cherries of vertices of A. On the one hand,
cherries of vertices of A.
On the other hand, since G 0 is C 4 -free, each pair of vertices in B has at most one common neighbor in A having a cherry, thus there are at most δ 2 cherries of vertices of A, and we have:
providing a contradiction.
Remarks and open questions
1. There are still logarithmic gaps between the lower bounds (Theorem 2 and Corollary 6) and the upper bounds for f and h. We conjecture that the upper bounds are asymptotically tight.
2. In order to give a more explicit result in Theorem 2 it is interesting to determine the value k * = k * (m, F even r ) that minimizes ex(K k,m/k , F even r ). It is clear that for every r ≥ 2, k * = Ω(m 1/3 ) and k * = O(m 2/3 ). Indeed, any extremal bipartite F -free graph has at least as many edges as the size of the largest stable set which is Ω(m 2/3 ) in both previous cases.
In the proof of Corollary 3, we showed that k * (m, C 4 ) = Θ(m 1/3 ).
Observe that
When r tends to infinity, F r is composed of all cycles of length up to 2r + 1, and thus, the extremal graph tends to a tree. In this case, the number of edges is of the order of the number of vertices in the graph, which is minimized when both stable sets are of the same size approximately. Thus, we get that for every r ≥ 2, . Observe that in order to set the conjecture for a given F , one does not need to establish ex(K ∆ , F ). The only important feature would be to show that there exists an extremal graph with (close to) ex(K ∆ , F ) edges and with large minimum degree.
In this direction we ask the following question, Question 15. For every r ≥ 2 and large n, does there exist a graph G with n vertices, g(G) ≥ 2r + 2 and minimum degree
The existence of such a graph would allow to improve Corollary 5.
4. It would be interesting to study the functions f and h for other families of bipartite graphs, such as complete bipartite graphs.
