Deep neural networks have been playing an essential role in many computer vision tasks including Visual Question Answering (VQA). Until recently, the study of their accuracy has been the main focus of research and now there is a huge trend toward assessing the robustness of these models against adversarial attacks by evaluating the accuracy of these models under increasing levels of noisiness. In VQA, the attack can target the image and/or the proposed main question and yet there is a lack of proper analysis of this aspect of VQA. In this work, we propose a new framework that uses semantically relevant questions, dubbed basic questions, acting as noise to evaluate the robustness of VQA models. We hypothesize that as the similarity of a basic question to the main question decreases, the level of noise increases. So, to generate a reasonable noise level for a given main question, we rank a pool of basic questions based on their similarity with this main question. We cast this ranking problem as a LASSO optimization problem. We also propose a novel robustness measure R score and two large-scale question datasets, General Basic Question Dataset and Yes/No Basic Question Dataset in order to standardize robustness analysis of VQA models. We analyze the robustness of several state-of-the-art VQA models and show that attention-based VQA models are more robust than other methods in general. The main goal of this framework is to serve as a benchmark to help the community in building more accurate and robust VQA models.
Introduction
Motivations.
Visual Question Answering (VQA) is one of the most challenging computer vision tasks in which an algorithm is given a natural language question about an image and tasked with producing a natural language answer for that questionimage pair. Recently, various VQA models [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11] have been proposed to tackle this problem, and their main performance measure is accuracy. However, the community has started to realize that accuracy is not the Figure 1 : Our proposed framework for measuring the robustness of VQA models. The R score -our proposed robustness measure -is generated by the two white boxes. In the upper white box, we have two main components, VQA Module and Noise Generator, and the detail of the ranking module can be referred to Figure 2 . "⊕" denotes the direct concatenation of basic questions.
only metric to evaluate model performance. More specifically, these models should also be robust, i.e., their output should not be affected much by some small noise or perturbation to the input. The idea of analyzing model robustness as well as training robust models is already a rapidly growing research topic for deep learning models applied to images [12, 13, 14] . However, and to the best of our knowledge, an acceptable and standardized method to measure robustness in VQA models does not seem to exist. As such, this paper is the first work to analyze VQA models from this point of view by proposing a robustness measure and a standardized large-scale dataset.
Assumptions.
The ultimate goal is for VQA models to perform as humans do for the same task. If a human is presented with a question or this question accompanied with some highly similar questions to it, he/she tends to give the same or a very similar answer in both cases. Evidence of this has been reported on in the psychology domain. Therefore, when we add or replace some words or phrases by similar words or phrases to the query question, called the main question, the VQA model should output the same or a very similar an-swer. In some sense, we consider similar words or phrases as small perturbations or noise to the input, so we say that the model is robust if it produces the same answer. Note that we define a basic question as a semantically similar question to the given main question. Based on evidence from deductive reasoning in human thinking [15] , we consider basic questions as noise. In Figure 3 , cases (a) and (b) explain the general idea. In case (a), the person may have the answer "Mercedes Benz" in mind. However, in case (b), he/she would start to think about the relations among the two given questions and candidate answers to form the final answer which may be different from the final answer in case (a). If the person is given more basic questions, he/she would start to think about all the possible relations of all the provided questions and possible answer candidates. These relationships will clearly be more complicated, especially when the additional basic questions have low similarity score to the main question. In such cases, they will mislead the person. That is to say, those extra basic questions are large disturbances in some sense. Because robustness analysis requires studying the accuracy of VQA models under different noise levels, we need to know how to quantify the level of noise for the given question. We hypothesize that a basic question with larger similarity score to the main question is considered to inject a smaller amount of noise if it is added to the main question and vice versa. Our proposed LASSO basic question ranking method is one way to quantify and control the strength of this injected noise level.
Robustness Framework.
Inspired by the above reasoning, we propose a novel framework for measuring the robustness of VQA models. Figure 1 depicts the structure of our framework. It contains two modules, a VQA model and a Noise Generator. The Noise Generator, illustrated in Figure 2 , takes a plain text main question (MQ) and a plain text basic question dataset (BQD) as input. It starts by ranking the basic questions in BQD by their similarity to MQ using some text similarity ranking method. Then, depending on the required level of noise, it takes the top n (e.g., n = 3) ranked BQs and directly concatenates them. The concatenation of these BQs with MQ is the generated noisy question. Instead of feeding the MQ to the VQA model, we replace it with the generated noisy question and measure the accuracy of the output. To measure the robustness of this VQA model, the accuracy with and without the generated noise is compared. To this end, we propose a robustness measure R score to quantify this comparison.
For the questions ranking method, given any two questions we can have different measures that quantify the similarity of those questions and produce a score between [0−1]. Using such similarity measures, we can have different rankings of the similarity of MQ to the questions in BQD, where the BQs with higher similarity score to MQ rank higher than Figure 2 : The figure shows details of Noise Generator. We have two choices, GBQD and YNBQD, of Basic Question Dataset and eight choices, BLEU-1, BLEU-2, BLEU-3, BLEU-4, ROUGE, CIDEr, METEOR and LASSO, of questions ranking methods. If a new Basic Question Dataset or ranking method is proposed in the future, we will also add them into our proposed framework. The output of Noise Generator is the concatenation of three ranked basic questions. "⊕" denotes the direct concatenation of basic questions.
those with less similarity. Along those lines, we propose a new question ranking method formulated using LASSO optimization and compare it against other rankings produced by seven different yet popular textual similarity measures. We do this comparison to rank our proposed BQDs, General Basic Question Dataset (GBQD) and Yes/No Basic Question Dataset (YNBQD). Furthermore, we evaluate the robustness of six pretrained state-of-the-art VQA models [1, 5, 6, 8] . Finally, extensive experiments show that LASSO is the best BQD ranking method among the other metrics.
Contributions.
(i) We propose a novel framework to measure the robustness of VQA models and test it on six different models. (ii) We propose a new text-based similarity ranking method and compare it against seven popular similarity metrics, BLEU-1, BLEU-2, BLEU-3, BLEU-4 [16] , ROUGE [17] , CIDEr [18] and METEOR [19] . Then, we show that our LASSO ranking method is the best among them. (iii) We introduce two large-scale basic questions datasets: General Basic Question Dataset (GBQD) and Yes/No Basic Question Dataset (YNBQD).
Related Work
Recently, several works [20, 21, 22, 2, 23, 24, 25, 26, 27, 5, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38] have proposed approaches to solve the complex and challenging VQA task. Our proposed framework involves in different fields in natural language progressing (NLP), computer vision and machine learning. In the following subsections, we discuss recent papers related to our work.
Sentence Evaluation Metrics.
Sentence evaluation metrics have been widely used in different areas such as Text Summarization and Machine Translation. In our work, we exploit these metrics to measure the similarity between MQ and BQ. BLEU (BiLingual Evaluation Understudy) [16] is one of the most popular metrics in Machine Translation based on precision. However, its effectiveness is questioned by some works such as [39, 40] . METEOR [19] is based on precision and recall, while ROUGE (Recall Oriented Understudy of Gisting Evaluation) [17] is a popular recall-based metric in the Text Summarization community. It tends to reward longer sentences with higher recall. Moreover, a consensus-based metric, CIDEr [18] , rewards a sentence for being similar to the majority of descriptions written by a human. In our experiments, we take all of the aforementioned metrics to rank BQ, and our experimental results show that our proposed LASSO ranking method achieves the better BQ ranking performance than the others. Sentence Embedding.
Recently, many works, such as [41, 42, 43] , have been proposed approaches to analyze the relationship between words, phrases and sentences by mapping text into vector space. Then, we exploit the vector analysis theory to analyze the text with vector representation. The authors of [41, 43] propose methods to map words into vector space and discover that if some text shares the common context in the corpus, the embedded vectors of the text will close to each other in the vector representation space. Skipthoughts [42] is a framework of the encoder-decoder model. In [42] , the authors use an RNN decoder with a conditional GRU [44] and an RNN encoder with GRU activations. According to [42] , Skip-thoughts model has the distinct performance on whole sentence embedding, therefore we use Skip-thought vectors to encode our question sentences. Attention Mechanism in VQA.
In [45, 46, 47, 28] , the authors have proposed attentionbased VQA models with the ability to pay attention to local image regions related to the query question by integrating an attention mechanism for images. In the pooling step of [28] , the authors use an image-level attention mechanism to help determine the relevance of updated questions and original ones. As far as we know, no work has tried to apply the mechanism of language attention to VQA models before [5] . However, in the NLP community, researchers had modeled language attention. The authors of [5] propose a mechanism of co-attention that jointly performs language and image attention. Both image and question information are essential in VQA; hence, it is intuitive and reasonable to utilize the co-attention mechanism in VQA models. Multiple Modality Fusion Approaches in VQA.
The VQA task considers features from both the question and image, so it can be viewed as a multimodal feature fu- [15] , this figure showcases the behavior of humans when subjected to multiple questions about a certain subject. Note that the relationships and the final answer in the case (a) and (b) can be different.
sion task. The authors of [24, 6, 7, 8, 48] have tried to focus on modeling the interactions between two different encoding spaces. In [24, 48] , the authors show that the bilinear interaction between two embedding spaces is very successful in deep learning for fine-grained classification and multimodal language modeling. Multimodal Compact Bilinear (MCB) pooling [7] exploits an outer product between visual and textural encodings. Besides, Multimodal Low-rank Bilinear (MLB) pooling [8] uses a tensor to parameterize the full bilinear interactions between question sentence and image spaces. The work of [6] efficiently parameterizes bilinear interactions between textual and visual representations and it shows that MLB [8] and MCB [7] are the special cases of [6] . Robustness of Neural Network.
The community became more aware of the robustness of neural network. In [12, 13] , the authors analyze the robustness of deep models by adding some perturbations into images and observe how the prediction result is affected. In [49, 50] , the authors mention that VQA models can produce different answers by using slight variations of a query question, so the authors imply that VQA models may be not really understand the query question.
Methodology
In this section, we present the workflow of our framework. We start with a discussion on how to embed questions and use different metrics to generate BQs. After that, we discuss how to analyze the robustness of six pretrained state-of-the-art VQA models by BQ. The overall framework is illustrated in Figure 1 . It is consists of two main components, dubbed VQA module and BQ ranking module. The VQA module contains the VQA model we want to do robustness analysis on, while the Noise Generator, illustrated in Figure 2 , utilizes eight ranking methods, namely BLEU-1, BLEU-2, BLEU-3, BLEU-4, ROUGE, CIDEr, METEOR and ours based on LASSO. Question Sentences Preprocessing.
To develop our basic question dataset (BQD), we combined only the unique questions in the training and validation datasets of the most popular VQA dataset [1] and we used the testing dataset as our main question candidates. Also, we need to make sure that none of the main questions is contained in our basic question dataset for LASSO to give useful ranking. Otherwise and because we are encouraging sparsity, the ranking will neglect all other questions and give them a similarity score of zero. Question Sentences Embedding.
As we know, Word2Vec [43] , GloVe [41] and Skipthoughts [42] are popular text encoders. Among these encoders, Skip-thoughts is able to focus more on the semantic meaning of the whole sentence, so we use Skip-thoughts to embed the questions in this paper. According to [42] , the Skip-thoughts model exploits an RNN encoder with GRU [44] activations, which maps an English sentence into a feature vector v ∈ R 4800 .
LASSO Modelling.
The problem of generating basic questions that are similar to a main question can be cast as a LASSO optimization problem. By embedding all the main questions and the basic question candidates using Skip-thoughts, LASSO helps us to determine a sparse number of basic questions needed to represent the given main question. The LASSO model is expressed by the following equation:
where b is the Skip-thoughts encoded main question, A is the matrix of Skip-thoughts embedded basic question candidates, and λ is a tradeoff parameter for the sparsifying regularization term. BQ Generation by LASSO Ranking Method.
In this subsection, we discuss different methods to generate the basic questions of a given main question (refer to Figure 2 ). We encode all the training and validation questions of the VQA dataset [1] into the columns of A ∈ R 4800×186027 , and the given main question to b ∈ R 4800 using the Skip-thought Vector [42] . We choose λ = 10
for our LASSO model based on BQs quality. Regarding the quality of BQs, it will be discussed in our experiment section 4. Now, we are ready to deal with our LASSO optimization problem to get the sparse solution x. One can consider the elements of x to be the similarity score between the main question b and the corresponding BQ in A.
The first embedded BQ candidate is the first column of A and the corresponding similarity score is the first element of x and so on. Furthermore, we collect the top-k BQs of each given MQ based on the ranking of scores in x. In our experiments, we set k = 21 because after top-21 the similarity scores of BQs are negligible based on our experiments. Intuitively, if a BQ has higher similarity score to a given query question, it implies that this BQ is more similar to the given MQ and vice versa. Additionally, because most of the VQA models have the highest accuracy performance in answering yes/no questions, we argue that yes/no questions are the simplest questions for VQA models in the sense of accuracy. Hence, we also create a Yes/No Basic Question dataset based on the aforementioned basic question generation approach. As such, we get the ranked BQs of 244, 302 testing question candidates. Finally, we have the Yes/No Basic Question Dataset (YNBQD) and General Basic Question Dataset (GBQD) with the same format, {Image, M Q, 21 (BQ+corresponding similarity score)}. The size of the basic questions dataset to use is of a great impact on the noise generation method. Intuitively, the more questions you have, the more chance it has to contain similar questions to any given main question. More formally, for a given question s and two sets of basic questions A and B where A ⊂ B, let p and q be the most similar questions acquired by solving problem 1 on A and B, respectively. Then, s is either more similar or has equal similarity to q than it is to p, if we assume the question encoding fully captures the similarities in semantics. This encourages us to always using a larger basic questions dataset in order to find the most similar basic question that is close to s.
Details of the Proposed Basic Question Dataset.
In our work, we propose two large-scale basic question datasets, General 
BQ Generation by Popular Text Evaluation Metrics
We compare the performance of LASSO with seven popular sentence evaluation metrics [16, 18, 17, 19] , namely BLEU-1, BLEU-2, BLEU-3, BLEU-4, ROUGE, CIDEr and METEOR that are also used to measure the similarity score between MQ and BQs. Similar to the setup for building the General Basic Question Dataset, we build a general basic questions dataset for each metric.
Robustness Analysis by General and Yes/No Basic Questions.
To measure the robustness of any VQA model, we measure how its accuracy changes when its input is corrupted with noise. The noise can be completely random, structured and/or semantically related to the final task. Since the input in VQA is an MQ-image pair, the noise can be injected into both. The noise to the question should have some contextual semantics for the measure to be informative, instead of introducing misspellings or changing or dropping random words. For the image part, there is already rapidly growing research on evaluating the robustness of deep learning models [12, 13, 14] . However, for the question part, we could not find any acceptable method to measure the robustness of visual question answering algorithms after extensive literature review. Here we propose a novel robustness measure for VQA by introducing semantically relevant noise to the questions where we are able to control the level of noise.
First, we measure the accuracy of the model on the clean VQA dataset [1] and we call it Acc vqa . Then, we append the top ranked k BQs to each of the MQs in the clean dataset and recompute the accuracy of the model on this noisy input and we call it Acc bqd . Finally, we compute the absolute difference Acc dif f = |Acc vqa − Acc bqd | and we report the robustness score R score .
where 0 ≤ t < m ≤ 100. The parameters t and m are the tolerance and maximum robustness limit, respectively. In fact, the robustness score R score is designed to decrease smoothly between 1 and 0 as Acc dif f moves from t to m and remains constant outside this range. The rate of change of this transition is exponentially decreasing from exponential to sublinear in the range [t, m]. The reasoning behind this is that we want the score to be sensitive if the difference is small, but not before t, and less sensitive if it is large, but not after m.
Experiments
In this section, we describe our implementation details and the experiments we conducted to validate and analyze our proposed framework.
Dataset.
We conduct the experiments on GBQD, YNBQD and VQA dataset [1] . MS COCO dataset [51] contains many questions, and VQA dataset is based on it. VQA dataset includes 248, 349 training, 121, 512 validation and 244, 302 testing questions and each question in VQA dataset is associated with 10 answers annotated by different people from AMT (Amazon Mechanical Turk). About 90% of answers only have a single word and 98% of answers have no more than three words. Setup.
Regarding our LASSO modeling and because the quality of BQ is mainly affected by the parameter λ, we choose λ = 10 −6 to generate our General and Yes/No BQ Dataset. Regarding the quality of BQ, it will be discussed in our experiment section 4. Because the similarity scores are negligible after top 21 ranked BQs, we only collect the top 21 ranked General and Yes/No BQs and put them into our GBQD and YNBQD. Because most of pretrained state-ofthe-art VQA models are trained under the condition that the maximum number of input words is 26, we divide the 21 top ranked BQs into 7 consecutive partitions to do the robustness analysis (refer to Table 2 -(a), Table 2 -(b), Table 2 -(c), Table 2 -(d), Table 2 -(e) and Table 2 -(f)). In this case, the total number of words for each MQ with 3 BQs is equal to or less than 26 words. Due to space limitations, we leave the experimental results on YNBQD to the supplementary material. Evaluation Metrics.
The authors of VQA dataset [1] provide the open-ended and multiple-choice tasks for evaluation. For the multiplechoice task, an answer should be selected from 18 answer candidates. However, the answer of the open-ended task can be any phrase or word. For both tasks, the answers are evaluated by accuracy, which is considered to reflect human consensus. We measure accuracy as defined in [1] and given by the following:
where I[·] is an indicator function, N is the total number of examples, a i is the predicted answer, and T i is an answer set of the i th image-question pair. That is, a predicted answer is considered correct if there are at least 3 annotators who agree with it and the score depends on the total number of agreements when the predicted answer is incorrect.
Results and Analysis.
We describe our experimental results and robustness analysis next. (a) Are the rankings of BQs effective?
The ranking of BQs by our proposed LASSO ranking method is effective. We take the top 21 ranked BQs and divide them into 7 consecutive partitions and each Figure 4: The figure shows the "accuracy" and "accuracy decrement" of the six state-of-the-art pretrained VQA models evaluated on GBQD, YNBQD and VQA [1] datasets. These results are based on our proposed LASSO BQ ranking method. Note that we divide the top 21 ranked GBQs into 7 partitions where each partition contains 3 ranked GBQs; this is in reference to (a)-1 and (a)-2. We also divide the top 21 ranked YNBQs into 7 partitions and each partition contains 3 ranked YNBQs; this is in reference to (b)-1 and (b)-2. BQs are acting as noise, so the partitions represent the noises ranked from the least noisy to the noisiest. That is, in this figure the first partition is the least noisy partition and so on. Because the plots are monotonously decreasing in accuracy, or, equivalently, monotonously increasing in accuracy decrement, the ranking is effective. In this figure, "First top 3" represents the first partition, "Second top 3" represents the second partition and so on. Figure 4 -(a)-1 shows that the accuracy decreases from the first partition to the seventh partition. Also, according to Figure 4 -(a)-2, the accuracy decrement increases from the first partition to the seventh. The above two trends imply the similarity of BQs to the given MQ decreases from the first partition to the seventh partition (i.e., the noise level increases). Specifically, the level of noise increases from the first partition to the seventh because our assumption is that a BQ with smaller similarity score to the given MQ indicates that this BQ introduces more noise to the given MQ and vice versa. Note that when we replace the GBQD by YNBQD and do the same experiment (refer to Figure 4 -(b)-1 and Figure 4 -(b)-2), the trends are similar to those in GBQD. Based on Figure 4 , we conclude that the rankings by LASSO are effective. However, according to Figure   5 , we discover that the accuracy of these 7 similarity metrics, {(BLEU 1 ... 4 , ROU GE, CIDEr, M ET EOR)}, are less monotonous and much more random from the first partition to the seventh partition. In other words, the level of noise is changing randomly from the first partition to the seventh partition. In fact, the accuracy in these three results is very low compared to the original accuracy (refer to Table  2 -(a), Table 2 -(b), Table 2 -(c), Table 2 -(d), Table 2 -(e) and Table 2 -(f)). This means that the added BQs based on the 7 similarity metrics represent much more noise than the ones ranked by our LASSO-based methods. Obviously, this will significantly harm the accuracy of the state-of-the-art VQA models. According to the above, we see that the rankings by these 7 sentence similarity metrics are not effective in this context. This is an indication that better text similarity metrics need to be developed in the future and they can be tested in the same way within our proposed framework.
(b) Which VQA model is the most robust ?
We divide current VQA models into two categories: attention-based and non-attention-based. Referring to Table  1 , HAV, HAR, MUA and MLB are attention-based models whereas LQI and MU are not. Generally speaking and according to Table 1 , the attention-based VQA models are more robust than non-attention-based ones. However, when we consider MU and MUA in Table 1 (R score2 ), the non-attention-based model (MU) is more robust than the attention-based model (MUA). Note that the difference between MU and MUA is only the attention mechanism. Table 2 -(a), Table 2 -(b), etc. To make the figure clear, we plot the results of CIDEr and METEOR in (b) and (c), respectively. Based on this figure and Figure 4 , our LASSO performance is better than those seven ranking methods.
Yet, in Table 1 (R score1 ), MUA is more robust than MU. We conjecture that the variety of BQ candidates probably can affect the robustness of attention-based VQA models in some cases. Finally, based on Table 1 , we conclude that HieCoAtt [5] is the most robust VQA model. We conjecture that this model repeatedly uses the text and image information to guide each other, a concept that can help make VQA models more robust. To compare with our proposed LASSO basic question ranking method, we also conduct the basic question ranking experiments using the seven aforementioned text similarity metrics, BLEU 1 ... 4 , ROU GE, CIDEr, and M ET EOR, on the same basic question candidate dataset. Although the ranking performance of these metrics is less than satisfactory, various works [52, 53, 54, 55, 56] still use them for sentence evaluation because of their simple implementation. As for our LASSO ranking method, its ranking performance is quite effective, despite the fact that it is computationally more complicated. (d) Is the ranking in semantic meaning effective?
In the LASSO BQ ranking method, the semantic meaning of a question cannot be ranked very accurately but it still works quite well. This is primarily due to the stateof-the-art question encoder, Skip-thoughts [42] . It cannot completely capture the semantic meaning of the question and embed it into vector format. We believe that if more semantic encoders are developed in the future, the LASSO ranking method can readily make use of them to produce more semantically driven ranking. Although the semantic meaning ranking by LASSO is not very accurate, it is still acceptable. We provide some BQ ranking results using our LASSO method in the supplementary material. e) What affects the quality of BQs?
In our model, λ is one of the most important factors that can affect the quality of BQs. Through our experiments, we find that λ ∈ [10 −6 , 10 −5 ] yields satisfactory ranking performance. One can refer to Figure 4 to get a understanding what is the satisfactory ranking performance. We provide some LASSO ranking examples in our supplementary material to show the quality of BQs when λ = 10 −6 .
Conclusion and Future Work
In this work, we propose a novel framework, General Basic Question Dataset, Yes/No Basic Question Dataset and robustness measure (R score ) for measuring the robustness of VQA models. Our framework contains two main modules, VQA module and Noise Generator. The former one is able to rank the given BQs and the latter one is able to take the query and basic questions and an image as the input and then output the natural language answer of the given query question about the image. Moreover, we show that our LASSO BQ ranking method has the better ranking performance among most of the popular text evaluation metrics. Finally, we already have some new methods to evaluate the robustness of VQA models, so how to build a robust and accurate VQA model will be the interesting future work. [1] dataset. "-" indicates the results are not available, "-std" represents the accuracy of VQA model evaluated on the complete testing set of GBQD and VQA dataset and "-dev" indicates the accuracy of VQA model evaluated on the partial testing set of GBQD and VQA dataset. In addition, dif f = Original dev All − X dev All , where X is equal to the "First", "Second", etc. 
