ABSTRACT (Continue on reverse if necessary and identify by block number)
This report provides an overview of the use of observing systems simulation experiments (OSSEs) in meteorology. We discuss the reasons that OSSEs have been adopted as a research tool and describe the experimental designs that have been employed. The history of OSSE applications is summarized, the apparent limitations of the method are listed, and future propsects of OSSEs are discussed. , Preface K. R. Hardy, D. C. Norquist, and P. L. Novak are thanked for reviewing a draft of this report, which is more thorough and readable as a result of their comments. 
INTRODUCTION
This report deals with a particular class of simulation experiments --those designed to evaluate the use of data from a given observing system in numerical weather analysis and forecasting. Simulation of data is an attractive option when evaluating a proposed observing system for which no real data are yet available, or when the experiment requires reference to atmospheric observations that can be considered perfect.
It is inherent in atmospheric observin6 systems that their design involves sacrifice and compromise; we cannot observe the behavior of every molecule. Cost is usually the primary limiting factor. While it may be desirable to have another shipboard radiosonde station or another satellite, budgets require that some other observational element be eliminated to make such additions. Simulation experiments provide an educated basis on which to evaluate the trade-offs.
The planning of the Global Atmospheric Research Program (GARP) provided the initial impetus for use of observing systems simulation experiments (OSSEs). The U.S. Committee for GARP (1969) proposed a national effort in OSSE-based research as an aid in designing a global observing system. Ambitious requirements had been set regarding the accuracy with which the value of each atmospheric parameter Received for publication 29 March 1989 -1-should be either measured or inferred. Many OSSEs were conducted to help the planners decide on the best. strategy to meet those iequirements, given the limited resources of the program. studies evaluated trade-offs between system components, such as polar-orbiting versus geo tationary satellites (Jastrow and Halem, 1970 ) and wind versus temperature observations (Williamson and Kasahara, 1971 ). Estimates were made of the relationship bctween the error limits specified by GARP and the range and accuracy of the forecasts that could be derived from GARP-quality data (Jastrow and Halem, 1970) . In particular, planners wanted to know the required accuracy, density, and frequency of observations (tasaiiara, 1972).
The global observing system was implemented in the First GARP Global Experiment (FGGE). The size and diversity of the FGGE data set was unprecedented and, thus, the use of the data in numerical weather prediction presented new problems. For example, satellite-based sounders were new, and the data they produced had different error characteristics than the familiar radiosonde products. Advances were needed in the technologies of objective analysis and assimilation. Simulations allowed researchers to begin testing methods kfor example, s-ynoptic versus four-dimensional assimilation; Jastrow and Halem, 1973) before the FGGE data were available. This type of study has remained relevant into the 1980's as new remote sensing systems have been proposed (for exampie, Kuo, et al., 1987) .
Another FGGE-inspired purpose for OSSEs was to check the consistency of observational system requirements. There was concern that the FGGE requirements fc-wind data were too lenient relative to the temperature requirements, and that the inconsistency would lead to a misappropriation of resources (Jastrow and Halem, 970). Ainoid and Dey (1986) recommended that this kind of consistency check be included in the design of satellite instruments. For example, a satellite instrument designer may have to compromise between ground resolution and noise amplitudes. If the satellite data are to be used in a numerical model, the compromise should be made in light of the model's response to these variables.
OSSE DESIGNS
There is considerable variety among the OSSE designs that have been employed, but the basic steps are as follows: First, a "reference atmosphere" is defined by integrating a numerical model, and a history of this atmosphere (its temnperatures, winds, etc.) is archived. Second, simulated observations of the reference atmosphere are made by taking history data at selected locations and times and adding "error" perturbations. The observing system characteristics are accounted for in thiq process.
-2-Third, the observed data are assimilated into another numerical model analysis and (possibly) forecast cycle. Fourth, the results of the second modeling exercise are compared with those of the reference, int(-ration. The differences are assumed to he similar to the errors that would occur if the real observing system were used in r-odeling the real atmosphere.
The cornrmonents of an OSSE are diagramed in Figure 1 , which illustrates both the processes and the products that are involved in an experiment. The "truth" or "nature" model run produces the reference atmospheric data. If a general circulation model (GCM) is used in the experiment, the duration of the run is on the order of several weeks and the initial condition (A, in Figure 1 ) may be the product of a multi-week spinup from a static, uniform atmosphere. If a forecast model is used, the run duration is on the order of hours or days. The resulting history data perfectly represent one four-dimensional atmospheric state that could occur if the atmosphere were actually governed by the model equations (U.S. Committee for GARP, 1?69). Thus, the data are dynamically conqistent with each other, and they can be available at whatever spatial and temporal resolution may be needed for simulating observations or verifying forecasts. These requirements could not be met by using analyses of real data to specify the reference atmosphere.
The perturbations to the history data virtually always include a random component, and sometimes they include a systematic component. Random perturbations sLould account for noise that arises in the collection and processing of data and for errors that result when sub-grid scale weather features make observations unreprestntative of grid-volume averages. Systematic errors ,nay stem from instrument niiscalbration or a biased response of the observing system to particular atmospheric conditions. One example is a cool bias in atmospheric temperature data when retrievals from infrared satellite sounders are contaminated by cloud effects. This type of error may be systematic with respect to both horizontal and vertical orientations. Other vertically systematic errors occur when the vertical resolution of a sounding system is deficient and smoothing results.
Objective analysis and initialization are the means by which simulated observations are assimilated into an experimental analysis/forecast cycl-. The ,imulated observations generally are incomplete -not every parameter is specified at every model grid point. Therefore, the simulated assimilation process depends in part on a set of initial data (B, in Figure 1 ). For realism, condition B should be substantially different from condition A. It might be some arbitrary atmospheric state, or it might be based on data from a source other than the observing system of interest.
In early OSSEs it was customary to use the same numerical model to create the reference atmosphere and to conduct the simulated analysis/forecast cycle. These Thompson, 1986; Kiiddle, 1986) . The focus issues in their work were: 1) inference of subsurface information from surface data, 2) spatial and temporal sampling requirements, 3) the feasibility of rsynoptic data assimilation, and 4) evaluation of the impacts of uncertainty in the data. Both identical-and fraternal-twin experiments were used.
iIMITATIONS
OSSEs are inherently complicated. There are several major steps in the process and each involves assumptions and .uncertain ties. Kasahara (1972) pointed out that this makes OSSE results difficult to in'erpret. For example, the peculiaiities of an analysis system may either enhance or detract, from the apparent value of an observing system as applied to modeling. Thiq type of problem also occurs (but to a lesser degree) in experiments that us, real data instead of simulated data (Tracton, et al., 1981; Atlas, et al., 1982) .
Sr -1 limitations of OSSE studies are related to ,ie dependence of the results on the particular numerical model employed. At the ext'eme, OSSE results can be valid only if the model is sufficiently similar to the atmosphere that it can simulate the meteorological phenomena of interest. For example, tropical observing systems cannot be evaluated with a GCM that lacks the forcing mechanisms for tropical convection (Jastrow and Halem, 1970) .
Given an adequate model, the limits on interpretation of -"sults depend heavily on how the model is used in the OSSE. Identical-twin experiments are particularly limited. Part of their problem is the compatibility issue addressed by Morel, et al. (1971) . Data simulated from a numerical model run are highly consistent with the slow normal modes of that model. If the same model is used for an analysis/forecast, the data should be very readily assimilated. If, on the other hand, the data come from a system (for examp'le, the real atmosphere) with different normal modes, the data might be poorly assimilated. Beneficial effects of the data depend on thorough assimilation. Thus, identical-twin results may depend on an unrealistically good a priori fit between the data and the model dynamics.
A second limitation of identical-twin experiments is that they cannot give reliable estimates of real-world forecast errors. Analysis errors depend on many factors, including the quality of the observing system, but the growth of those errors during an identical-twin forecast run depends only on the predictability of the model -8- atmosphere (Williamson, 1973) . By predictability, we mean the tendency for two nearly-identical initial states of a model to yield very different forecasts after a long integration. In reality the forecast error grows due to model imperfections as well as predictability limits.
Fraternal-twin experiments can account to some degree for the ilnperfecLions of forecast models relative to the real atmosphere. However, even this experime-'tal design has limitations since the atmosphere is more different from a model than any two models are from each other. Forecast errors are likely to be underestimated since there is much in common among the ways models parameterize the physics of the atmosphere (Jastrow and Halem, 1973) .
To evaluate an observing system by simulation, the error characteristics of the observational data must be accurately represented. Unrealistic methods have been used in most OSSEs to introduce error to observations of the reference atmosphere. The conventional approach is to add random and/or systematic errors to the reference data according to the expected behavior of the observing instrument. This works poorly when the observations are from remote sensors. In satellite-based temperature soundings, for example, the vertical and horizontal structure of errors in retrieved temperatures depends on many meteorological factors and on the retrieval algorithm. For remote sensors it is more realistic to go through the intermediate steps of simulating the observed data (for example, radiances) from the history of the refercnee atmosphere and then retrieving the meteorological data (for example, temperatures). Atlas, t at. (1984) described in detail how this can be done. This method also has limitations, however, because radiance simulation requires detailed information about cloudiness more detailed than forecast models can provide directly. Inierences and assumptions are needed.
The several steps in conducting an OSSE require a large amount of computer time, even for relatively simple experimental designs. Therefore, researchers typically rely on a single analysis/forecast for each treatment in their experiments. This approach yields less reliable results than repeated analysis/forecasts with different meteorological conditions (Arnold and Dey, 1986) , which allows for computing ensemble statistics. This issue may be particularly important for mesoscale OSSEs because a relatively narrow range of meteorological conditions can occur withitl the time and space limits of a single mesoscale analysis/forecast.
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PROSPECTS
Despite the limitations of OSSEs, they are a useful means to evaluate current and proposed observing systems and analysis methods. In many instances there is no better alternative. One issue to be considered, however, is the cost of OSSEs in terms of human and computer time. If the purpose is to determine whether to install a proposed observing system, and an OSSE would cost more than the system, then it would be best to skip the OSSE and go ahead with installation (Arnold and Dey, 1986 ).
When an OSSE is worth the cost, researchers must design the experiments carefully and exercise great restraint in interpreting their results. The OSSE's design must be logically related to its purpose and objectives, and all these aspects of the experiments are constrained by the limitations inherent to OSSEs. For example, if a satellite-based wind-sensing lidar is being planned, one conceivable purpose for an OSSE is to learn the accuracy of forecasts that would result from using the lidar data in a state-of-the-art forecast model. This r)urpose is unrealistic given the limitations of OSSEs discussed earlier. Furthermore, the fraternal-twin approach is not an available design option for evaluating state-of-the-art models. A more realistic purpose would be to determine whether it is likely that lidar data would have a significant beneficial effect on forecasts. In addition, OSSEs can be very useful for intercomparing forecasts made with varying amounts and qualities of lidar data.
It is possible to draw valid conclusions about an observing system only if the observed data are realistically simulated. For remote sensors it will generally be necessary to make retrieval of meteorological parameter values a part of the OSSE procedure. Once meteorological data are simulated at the observation sites, a realistic method must be used to interpolate the data to the model grid.
The horizontal and vertical resolutions of the model must be compatible with the observing system being evaluated. If the resolvable scales of the model are broader thap. those of the observing system, then some information may be wasted and the OSSE will not be a fair test of the system's value. The resolution must also be sufficient to simulate the relevant meteorological phenomena.
Experimental designs generally should be fraternal-twin rather than identical-twin, so that the results can be interpreted most broadly. The relative simplicity of identical-twin experiments make them preferable in some situations, such as initial testing of an analysis technique (for example, Gal-Chen, et al., 1986) . When the analysis/forecast model can be considered perfect the OSSE results are relatively easy to interpret; there are fewer possible sources for any errors in the analysis. If a method shows promise in an identical-twin experiment, then fraternal-twin and/or real-data experiments should be employed to further evaluate the method.
Most OSSE designs have relied on simple, objective measures, such as root-meansquare errors, for evaluation of analysis/forecast results. This is understandable given the large quantities of data involved. Interpretations of statistics such as these should include tests of significance (Arnold and Dey, 1986) . Whenever possible, it is a,,vantageous to make subjective evaluations also, which may bring to light meteorologically significant features of the results that could be hidden in simple statistics. It is also helpful at times to stratify the results (by latitude, for example) to highlight the effect of the observing system on a particular region or under a limited set of meteorological conditions.
There is reason to believe that future meteorological research will include many OSSEs. There has recently been strong interest in using new, remotely-sensed data in numerical models, and in combining datasets from different sources within the context of a model grid. Certainly modeling applications will be a major consideration for future observing systems. In this regard, one major limitation of OSSEs, model dependence, is becoming less acute. The models available to researchers are growing in number, sophistication, and variety, and the growth of computer power makes it possible to increase the realism of many parts of the OSSE process.
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