Abstract. This paper is a continuation of a previous paper of the author ([5]), which gave an analogue to the classical Schur-Weyl duality in the setting of Deligne categories.
We now consider the localization of O p V obtained by taking the full subcategory of O p V consisting of modules of degree t (i.e. modules on which Id V ∈ End(V ) acts by the scalar t), and localizing by the Serre subcategory of gl(V )-polynomial modules. This quotient is denoted by O p t,V .
It turns out that for any unital finite-dimensional space (V, ½) and any t ∈ C, the contravariant functor SW t,V makes O p t,V a Serre quotient of Rep ab (S t ) op .
In this paper, we will consider the categories O p N t,C N for N ∈ Z + and for N = ∞.
Defining appropriate restriction functors
Res n−1,n : O pn t,C n −→ O p n−1 t,C n−1 allows us to consider the inverse limit of the system (( O pn t,C n ) n≥0 , ( Res n−1,n ) n≥1 ). Inside this inverse limit we consider a full subcategory which is equivalent to O p∞ t,C ∞ . This subcategory is called the "the restricted inverse limit" of the system (( O pn t,C n ) n≥0 , ( Res n−1,n ) n≥1 ), and will be denoted by lim ← −n≥1, restr O pn t,C n . This category has an intrinsic description, which we give in this paper (intuitively, this is the inverse limit among finite-length categories).
Similarly to [5] , we define the complex tensor power of the unital vector space (C ∞ , ½ := e 1 ), and the corresponding Schur-Weyl contravariant functor SW t,C ∞ . As in the finite-dimensional case, this functor induces an exact contravariant functor SW t,C ∞ , and we have the following commutative diagram:
The contravariant functors SW t,C ∞ , SW t,lim turn out to be anti-equivalences induced by the Schur-Weyl functors SW t,C n .
The anti-equivalences SW t,C ∞ , SW t,lim induce an unexpected structure of a rigid symmetric monoidal category on O
We obtain an interesting corollary: the duality in this category given by the tensor structure will coincide with the one arising from the usual notion of duality in BGG category O .
1.2.
Notation and structure of the paper. The base field throughout the paper will be C. The notation and definitions used thoughtout this paper can be found in [5, Section 2] . Sections 2 and 3 contain preliminaries on the Deligne category Rep(S ν ) (thoughout the paper, we use the parameter ν instead of t), the categories of polynomial representations of gl N (N ∈ Z + ∪ {∞}) and the parabolic category O for gl N . These sections are based on [5] , [6] and [12] .
In Section 5, we give a description of the parabolic category O for gl ∞ as a restricted inverse limit of the parabolic categories O for gl n as n tends to infinity.
In Sections 6 and 7, we recall the definition of the complex tensor power (C N ) ⊗ν , and define the functors SW ν,V : Rep ab (S ν ) op → O space (V, ½) (finite or infinite-dimensional). In Subsection 7.2, we recall the finite-dimensional case (studied in [5] ). Section 8 discusses the restricted inverse limit construction in the case of the classical SchurWeyl duality, which motivates our construction for the Deligne categories. Sections 9 and 10 prove the main results of the paper. Section 11 discusses the relation between the rigidity (duality) in Rep ab (S ν ) and the duality in the parabolic category O for gl ∞ .
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Deligne category Rep(S ν )
A detailed description of the Deligne category Rep(S t ) and its abelian envelope can be found in [1, 2, 4, 7] as well as [6] . Throughout the paper, we will use the parameter ν instead of the parameter t used in the introduction.
2.1. General description. For any ν ∈ C, the category Rep(S ν ) is generated, as a C-linear Karoubian tensor category, by one object, denoted h. This object is the analogue of the permutation representation of S n , and any object in Rep(S ν ) is a direct summand in a direct sum of tensor powers of h.
For ν / ∈ Z + , Rep(S ν ) is a semisimple abelian category. If ν is a non-negative integer, then the category Rep(S ν ) has a tensor ideal I ν , called the ideal of negligible morphisms (this is the ideal of morphisms f : X −→ Y such that tr(f u) = 0 for any morphism u : Y −→ X). In that case, the classical category Rep(S n ) of finite-dimensional representations of the symmetric group for n := ν is equivalent to Rep(S ν=n )/I ν (equivalent as Karoubian rigid symmetric monoidal categories).
The full, essentially surjective functor Rep(S ν=n ) → Rep(S n ) defining this equivalence will be denoted by S n .
Note that S n sends h to the permutation representation of S n . The indecomposable objects of Rep(S ν ), regardless of the value of ν, are parametrized (up to isomorphism) by all Young diagrams (of arbitrary size). We will denote the indecomposable object in Rep(S ν ) corresponding to the Young diagram τ by X τ .
For non-negative integer ν =: n, we have: the partitions λ for which X λ has a non-zero image in the quotient Rep(S ν=n )/I ν=n ∼ = Rep(S n ) are exactly the λ for which λ 1 + |λ| ≤ n.
If λ 1 + |λ| ≤ n, then the image of λ in Rep(S n ) is the irreducible representation of S n corresponding to the Young diagramλ(n): the Young diagram obtained by adding a row of length n − |λ| on top of λ.
For each ν, we define an equivalence relation ν ∼ on the set of all Young diagrams: we say that λ ν ∼ λ ′ if the sequence (ν − |λ| , λ 1 − 1, λ 2 − 2, ...) can be obtained from the sequence
by permuting a finite number of entries. The equivalence classes thus obtained are in one-to-one correspondence with the blocks of the category Rep(S ν ) (see [1] ).
We say that a block is trivial if the corresponding equivalence class is trivial, i.e. has only one element (in that case, the block is a semisimple category).
The non-trivial equivalence classes (respectively, blocks) are parametrized by all Young diagrams of size ν; in particular, this happens only if ν ∈ Z + . These classes are always of the form
(each λ (i) can be explicitly described based on the Young diagram of size ν corresponding to this class).
2.2. Abelian envelope. As it was mentioned before, the category Rep(S ν ) is defined as a Karoubian category. For ν / ∈ Z + , it is semisimple and thus abelian, but for ν ∈ Z + , it is not abelian. Fortunately, it has been shown that Rep(S ν ) possesses an "abelian envelope", that is, that it can be embedded (as a full monoidal subcategory) into an abelian rigid symmetric monoidal category, and this abelian envelope has a universal mapping property (see [ 
An explicit construction of the category Rep ab (S ν=n ) is given in [2] , and a detailed description of its structure can be found in [5] .
It turns out that the category Rep ab (S ν ) is a highest weight category (with infinitely many weights) corresponding to the partially ordered set ({Young diagrams}, ≥), where
Thus the isomorphism classes of simple objects in Rep ab (S ν ) are parametrized by the set of Young diagrams of arbitrary sizes. We will denote the simple object corresponding to λ by L(λ).
We will also use the fact that blocks of the category Rep ab (S ν ), just like the blocks of Rep(S ν ), are parametrized by ν ∼-equivalence classes. For each ν ∼-equivalence class, the corresponding block of Rep(S ν ) is the full subcategory of tilting objects in the corresponding block of Rep ab (S ν ) (see [2, Proposition 2.9, Section 4]).
3. gl ∞ and the restricted inverse limit of representations of gl n
In this section, we discuss the category of polynomial representations of the Lie algebra gl ∞ and its relation to the categories of polynomial representations of gl n for n ≥ 0. The representations of the Lie algebra gl ∞ are discussed in detail in [11] , [3] , as well as [12, Section 3] .
Most of the constructions and the proofs of the statements appearing in this section can be found in [6, Section 7] .
3.1. The Lie algebra gl ∞ . Let C ∞ be a complex vector space with a countable basis e 1 , e 2 , e 3 , ....
Consider the Lie algebra gl ∞ of infinite matrices A = (a ij ) i,j≥1 with finitely many nonzero entries. We have a natural action of gl ∞ on C ∞ and on the restricted dual C ∞ * = span C (e * 1 , e * 2 , e * 3 , ...) (here e * i is the linear functional dual to e i : e * i (e j ) = δ ij ). Let N ∈ Z + ∪ {∞}, and let m ≥ 1. We will consider the Lie subalgebra gl m ⊂ gl N which consists of matrices A = (a ij ) 1≤i,j≤N for which a ij = 0 whenever i > m or j > m. We will also denote by gl ⊥ m the Lie subalgebra of gl N consisting of matrices A = (a ij ) 1≤i,j≤N for which a ij = 0 whenever i ≤ m or j ≤ m. 
3.2.
Categories of polynomial representations of gl N . In this subsection, N ∈ Z + ∪ {∞}. The notation C N * will stand for (C N ) * whenever N ∈ Z + , and for C ∞ * when N = ∞. Consider the category Rep(gl N ) poly of polynomial representations of gl N : this is the category of the representations of gl N which can be obtained as summands of a direct sum of tensor powers of the tautological representation C N of gl N .
It is easy to see that this is a semisimple abelian category, whose simple objects are parametrized (up to isomorphism) by all Young diagrams of arbitrary sizes whose length does not exceed N : the simple object corresponding to λ is S λ C N .
Remark 3.2.1. Note that Rep(gl ∞ ) poly is the free abelian symmetric monoidal category generated by one object (see [12, (2.2.11)] ). It has a equivalent definition as the category of polynomial functors of bounded degree, which can be found in [9] and in [12] .
Next, we define a natural Z + -grading on objects in Ind − Rep(gl N ) poly (c.f. [12, (2.2.2)]): Definition 3.2.2. The objects in Ind − Rep(gl N ) poly have a natural Z + -grading. Namely, given M ∈ Ind − Rep(gl N ) poly , we consider the decomposition M = λ S λ C N ⊗ mult λ (here mult λ is the multiplicity space of S λ C N in M ), we define
Of course, the morphisms in Ind − Rep(gl N ) poly respect this grading. 
One can easily check (see [6, Section 7] ) that the functor Γ n is well-defined. The following Lemma is proved in [11] , [12, Section 3] : Lemma 3.3.2. The functors Γ n are additive symmetric monoidal functors between semisimple symmetric monoidal categories. Their effect on the simple objects is described as follows: for
Next, we define the restriction functors we will use: Definition 3.3.3. Let n ≥ 1. We define the functor
Again, one can easily show that these functors are well-defined.
There is an alternative definition of the functors Res n−1,n . One can think of the functor Res n−1,n acting on a gl n -module M as taking the restriction of M to gl n−1 and then considering only the vectors corresponding to "appropriate" central characters.
More specifically, we say that a gl n -module M is of degree d if Id C n ∈ gl n acts by d Id M on M . Also, given any gl n -module M , we may consider the maximal submodule of M of degree d, and denote it by deg d (M ). This defines an endo-functor deg d of Rep(gl n ) poly .
Note that a simple module S λ C n is of degree |λ|.
The notion of degree gives a decomposition
where Rep(gl n ) poly,d is the full subcategory of Rep(gl n ) poly consisting of all polynomial gl nmodules of degree d.
where Res
is the usual restriction functor for the pair gl n−1 ⊂ gl n .
Once again, the functors Res n−1,n are additive functors between semisimple categories, and satisfy:
Moreover, these functors are compatible with the functors Γ n defined before. Lemma 3.3.6. For any n ≥ 1, we have a commutative diagram:
In particular, this implies: Corollary 3.3.7. The functors Res n−1,n : Rep(gl n ) poly → Rep(gl n−1 ) poly are symmetric monoidal functors.
3.4. The restricted inverse limit of categories Rep(gl n ) poly . This subsection gives a description of the category Rep(gl ∞ ) poly as a "restricted" inverse limit of categories Rep(gl n ) poly (see [6] for details).
We will use the framework developed in [6] for the inverse limits of categories with Z + -filtrations on objects, and the restricted inverse limits of finite-length categories (abelian categories in which every object admits a Jordan-Holder filtration). The notions of Z + -filtered functors and shortening functors are defined loc. cit.
We define a Z + -filtration on the objects of Rep(gl n ) poly for each n ∈ Z + :
Clearly the subcategories F il k (Rep(gl n ) poly ) give us a Z + -filtration on the objects of the category Rep(gl n ) poly . Furthermore, by Lemma 3.3.5, the functors Res n−1,n are Z + -filtered functors, i.e. they induce functors
This allows us to consider the inverse limit
This is an abelian category (with a natural Z + -filtration on objects). Note that by Lemma 3.3.5, the functors Res n−1,n are shortening functors; futhermore, the system ((Rep(gl n ) poly ) n∈Z + , (Res n−1,n ) n≥1 ) satisfies the conditions listed in [6, Section 6] , and therefore the category lim ← −n∈Z+,Z+−filtr Rep(gl n ) poly is also equivalent to the restricted inverse limit of this system, lim ← −n∈Z+, restr Rep(gl n ) poly .
Remark 3.4.2. The functors Res n−1,n are symmetric monoidal functors, so the category lim ← −n∈Z+, restr Rep(gl n ) poly is a symmetric monoidal category.
Proposition 3.4.3. We have an equivalence of symmetric monoidal Karoubian categories
Rep(gl n ) poly induced by the symmetric monoidal functors
Parabolic category O
In this section, we describe a version of the parabolic category O for gl N which we are going to work with. We will give a definition which will describe both the relevant category for gl n , and for gl ∞ .
4.1. For the benefit of the reader, we will start by giving a definition for gl N when N is a positive integer; this definition is analogous to the usual definition of the category O . The generic definition will then be just a slight modification of the first to accomodate the case N = ∞.
This version of the parabolic category O is attached to a pair: a vector space V and a fixed non-zero vector ½ in it. Such a pair is called a unital vector space. In our case, we will just consider V = C N , with the standard basis e 1 , e 2 , ..., and the chosen vector ½ := e 1 .
Fix N ∈ Z, N ≥ 1.
The following notation will be used throughout the paper:
• We denote by p N ⊂ gl N the parabolic Lie subalgebra which consists of all the endomorphisms φ : C N → C N for which φ(½) ∈ C½. In terms of matrices this is
. This gives us an analogue of the triangular decomposition:
We can now give a precise definition of the parabolic category O which we will use: Definition 4.1.2. We define the category O p N C N to be the full subcategory of M od U (gl N ) whose objects M satisfy the following conditions:
• M is a finitely generated U (gl N )-module. We now recall the following definition: Definition 4.1.5. A module M over the Lie algebra gl N will be said to be of degree
We will denote by O C N to be of degree ν is the same as to require that E 1,1 acts on each subspace S λ U N of M by the scalar ν − |λ|.
Let E ∈ M od U (gl N ) . The maximal submodule of E of degree ν is well-defined: it is the subspace of E consisting of all vectors on which Id C N acts by the scalar ν, and it is a gl Nsubmodule since Id C N lies in the center of gl N .
One can show that the functor
We now give a definition of the parabolic category O which for gl N , N being either a positive integer or infinity.
Again, we let N ∈ Z ≥1 ∪ {∞}.
Consider a unital vector space (C N , ½), where ½ := e 1 . Put U N := span C (e 2 , e 3 , ...) ⊂ C N , so that we have a splitting C N = Ce 1 ⊕ U N . We will also denote U N, * := span(e * 2 , e * 3 , ...) (so U N, * = U * N whenever N ∈ Z). We have a decomposition
Of course, for any N , u
We will also use the isomorphisms gl(U N ) ∼ = gl
• Define the category M od gl N ,gl(U N )−poly to be the category of gl N -modules whose restriction to gl(U N ) lies in Ind − Rep(gl U N ) poly ; that is, gl N -modules whose restriction to gl(U N ) is a (perhaps infinite) direct sum of Schur functors applied to U N . The morphisms would be gl N -equivariant maps.
• We say that an object M ∈ M od gl N ,gl(U N )−poly is of degree ν (ν ∈ C) if on every summand
•
We say that M is finitely generated over Sym(U N ) if M is a quotient of a "free finitelygenerated Sym(U N )-module"; that is, as a Sym(
We say that M is locally nilpotent over the algebra U (u Recall the natural Z + -grading on the object of Ind − Rep(gl N ) poly . For each M ∈ M od gl N ,gl(U N )−poly , the above definition implies: gl(U N ) acts by operators act by operators of degree zero, U N, * acts by operators of degree 1. We now define the parabolic category O for gl N which we will use throughout the paper: Definition 4.2.2. We define the category O p N ν,C N to be the full subcategory of M od gl N ,gl(U N )−poly whose objects M satisfy the following requirements:
• M is of degree ν.
• M is finitely generated over Sym(U N ).
• M is locally nilpotent over the algebra U (u + p N ). Of course, for a positive integer N , this is just the category O p N ν,C N we defined in the beginning of this section.
We will also consider the localization of the category O p N ν,C N by its Serre subcategory of polynomial gl N -modules of degree ν; such modules exist iff ν ∈ Z + . This localization will be denoted byπ
and will play an important role when we consider the Schur-Weyl duality in complex rank.
Duality in category
Recall that in the category O for gl n we have the notion of a duality (c.f. [10, Section 3.2]): namely, given a gl n -module M with finite-dimensional weight spaces, we can consider the twisted action of gl n on the dual space M * , given by A.f := f • A T , where A T means the transpose of A ∈ gl n . This makes M * a gl n -module. We then take M ∨ to be the maximal submodule of M * lying in category O .
More explicitly, considering M as a direct sum of its finite-dimensional weight spaces
we can consider the restricted twisted dual
(that is, we take the dual to each weight space separately). The action of gl n is given by A.f := f • A T for any A ∈ gl n . The module M ∨ is called the dual of M , and we get an exact functor (·) ∨ : O op → O . Fix ν ∈ C, and fix n ∈ Z + . We denote by e 1 , e 2 , ..., e n the standard basis of C n , and denote ½ := e 1 , U n := span{e 2 , e 3 , ..., e n }.
We will consider the category O pn C n for the unital vector space (C n , ½) and the splitting C n = C½ ⊕ U n . Moreover, the blocks corresponding to trivial ν ∼-classes are either semisimple (i.e. equivalent to the category V ect C ), or zero.
We now proceed to discuss standard objects in O pn C n . Definition 4.4.2. Let λ be a Young diagram. The generalized Verma module M pn (ν − |λ| , λ) is defined to be the gl n -module
where gl(U n ) acts naturally on S λ U n , Id C n ∈ p n acts on S λ U n by scalar ν, and u + pn acts on S λ U n by zero.
Thus M pn (ν−|λ| , λ) is the parabolic Verma module for (gl n , p n ) with highest weight (ν−|λ| , λ) iff n − 1 ≥ ℓ(λ), and zero otherwise. The following basic lemma will be very helpful: Lemma 4.4.4. Let λ be a Young diagram such that ℓ(λ) < n. We then have an isomorphism of gl(U n )-modules:
We will also use the following lemma.
Lemma 4.4.5. Let {λ (i) } i be a non-trivial ν ∼-class, and i ≥ 0 be such that ℓ(λ (i) ) < n. Then there is a short exact sequence 
Again, the subalgebras gl n−1 , gl ⊥ n−1 ⊂ gl n commute, and therefore the subspace of gl ⊥ n−1 -invariants of a gl n -module automatically carries an action of gl n−1 .
We need to check that this functor is well-defined. In order to do so, consider the functor
. This functor is well-defined, and we will show that the objects in the image lie in the full subcategory O p n−1 ν,C n−1 of M od U (gl n−1 ) . Note that the functor Res n−1,n can alternatively be defined as follows: for a module M in O pn ν,C n , we restrict the action of gl n to gl n−1 , and then only take the vectors in M attached to specific central characters. More specifically, we have: Proof. Let M ∈ O pn ν,C n . For any vector m ∈ M , we know that Id C n .m = (E 1,1 + E 2,2 + ... + E n,n ).m = νm. Then the requirement that Id C n−1 .m = (E 1,1 + E 2,2 + ... + E n−1,n−1 ).m = νm is equivalent to requiring that E n,n .m = 0, namely that m ∈ M gl ⊥ n−1 .
We will now use this information to prove the following lemma:
ν,C n , and consider the gl n−1 -module Res n−1,n (M ). By definition, this is a module of degree ν. We will show that it lies in O p n−1 ν,C n−1 . First of all, consider the inclusion gl(U n−1 ) ⊥ ⊕ gl(U n−1 ) ⊂ gl(U n ). This inclusion gives us the restriction functor (see Definition 3.3.3)
The latter is an additive functor between semisimple categories, and takes polynomial representations of gl(U n ) to polynomial representations of gl(U n−1 ). Now, the restriction to gl(U n−1 ) of the gl n−1 -module Res n−1,n (M ) is isomorphic to Res U n−1 ,Un (M | gl(Un) ), and thus is a polynomial representation of gl(U n−1 ).
Secondly, Res n−1,n (M ) is locally nilpotent over U (u
It remains to check that given M ∈ O pn ν,C n , the module Res n−1,n (M ) is finitely generated over Sym(U n−1 ). Indeed, we know that there exists a polynomial gl(U n )-module E and a surjective gl(U n )-equivariant morphism of Sym(U n )-modules Sym(U n ) ⊗ E ։ M . Taking the gl(U n−1 ) ⊥ -invariants and using Lemma 3.3.7, we conclude that there is a surjective gl(U n−1 )-equivariant morphism of Sym(U n−1 )-modules
Thus Res n−1,n (M ) is finitely generated over Sym(U n−1 ).
Proof. We use Lemma 5.1.2. The functor deg ν :
ν,C n−1 is exact, so the functor Res n−1,n is obviously exact as well.
Lemma 5.1.5. The functor Res n−1,n takes parabolic Verma modules to either parabolic Verma modules or to zero:
Res n−1,n (M pn (ν − |λ| , λ)) ∼ = M p n−1 (ν − |λ| , λ) (recall that the latter is a parabolic Verma module for gl n−1 iff ℓ(λ) ≤ n − 2, and zero otherwise).
Proof. Consider the parabolic Verma module M pn (ν − |λ| , λ), where the Young diagram λ has length at most n − 1.
By definition of the parabolic Verma module M pn (ν − |λ| , λ), we have:
The branching rule for gl(U n−1 ) ⊂ gl(U n ) tells us that
the sum taken over the set of all Young diagrams obtained from λ by removing several boxes, no two in the same column. So
is either a parabolic Verma module for gl n−1 of highest weight (ν − |λ| , λ ′ ) (note that it is of degree ν − |λ| + |λ ′ |) or zero.
• gl(U n−1 ) acts trivially on the space U u
. This space is isomorphic, as a Z + -graded vector space, to C[t] (t standing for E n,1 ∈ gl n ) and E 1,1 acts on it by derivations −t d dt . Thus Id C n−1 ∈ gl n acts on the subspace
We now apply the functor deg ν to the module Res
To see which subspaces M p n−1 (ν − |λ ′ | , λ ′ ) ⊗ t k of M pn (ν − |λ| , λ) will survive after applying deg ν , we require that |λ| − |λ ′ | + k = 0. But we are only considering Young diagrams λ ′ such that λ ′ ⊂ λ, and non-negative integers k, which means that the only relevant case is λ ′ = λ, k = 0.
We conclude that
Lemma 5.1.6. Given a simple gl n -module L n (ν − |λ| , λ),
(recall that the latter is a simple gl n−1 -module iff ℓ(λ) ≤ n − 2, and zero otherwise).
Proof. Note that the statement follows immediately from Lemma 5.1.5 when λ lies in a trivial 
Using the exactness of Res n−1,n , we can prove the required statement for L n (ν − λ (i) , λ (i) ) by induction on i, provided the statement is true for i = 0.
So it remains to check that
for the minimal Young diagram λ in any non-trivial ν ∼-class. Recall that in that case, L n (ν − |λ| , λ) = Sλ (ν) C n is a finite-dimensional simple representation of gl n .
The branching rule for gl n , gl n−1 implies that
the sum taken over the set of all Young diagrams obtained fromλ(ν) by removing several boxes, no two in the same column. Considering only the summands of degree ν, we see that
The functor Res n−1,n :
ν,C n−1 clearly takes polynomial modules to polynomial modules; together with Lemma 5.1.4, this means that Res n−1,n factors through an exact functor
(see Subsection 4.2 for the definition of the localizationsπ n ).
Specialization functors.
Definition 5.2.1. Let n ≥ 1. Define the functor
As before, the subalgebras gl n , gl ⊥ n ⊂ gl ∞ commute, and therefore the subspace of gl Next, we check that the functor Γ n is exact:
Proof. The definition of Γ n immediately implies that this functor is left-exact. Consider the inclusion gl(U n ) ⊕ gl(U n ) ⊥ ⊂ gl(U ∞ ). We then have an isomorphism of gl(U n )-modules
The exactness of Γ n then follows from the additivity of the functor (·) gl(Un) ⊥ : Rep(gl(U ∞ )) poly → Rep(gl(U n )) poly , which is an additive functor between semisimple categories.
The functor Γ n : O p∞ ν,C ∞ → O pn ν,C n clearly takes polynomial gl ∞ -modules to polynomial gl nmodules; together with Lemma 5.2.3, this means that Γ n factors through an exact functor 
This defines Z + -filtrations on the objects of
and
are both shortening and Z + -filtered functors between finite-length categories with Z + -filtrations on objects (see [6] for the relevant definitions).
Proof. These statements follow directly from Lemma 5.1.6, which tells us that
We can now consider the inverse limits of the [6, Section 6] , these limits are equivalent to the respective restricted invverse limits lim
The functors Γ n described above induce exact functors
We would like to show that this functor is an equivalence of categories:
Proposition 5.3.3. The functors Γ n induce an equivalence
Proof. First of all, we need to check that this functor is well-defined. Namely, we need to show that for any M ∈ O p∞ ν,C ∞ , the sequence {ℓ U (gl n+1 ) (Γ n+1 (M ))} n stabilizes. In fact, it is enough to show that this sequence is bounded (since it is obviously increasing).
Recall that we have a surjective map of Sym(u
is bounded by Proposition 3.4.3, and thus the sequence {ℓ U (gl n+1 ) (Γ n+1 (M ))} n is bounded as well.
We now show that Γ lim is an equivalence. A construction similar to the one appearing in [6, Section 7.5] gives a left-adjoint to the functor Γ lim ; that is, we will define a functor
which has a natural action of gl ∞ on it.
It is easy to see that the obtained gl ∞ -module M is a direct sum of polynomial gl(U ∞ )-modules, and is locally nilpotent over the algebra
We now prove the following sublemma:
Proof. Recall from [6, Section 4 ] that all the objects in the abelian category lim ← −n≥1, restr O pn ν,C n have finite length, and that the simple objects in this category are exactly those of the form ((L n (ν − |λ| , λ)) n≥1 , (φ n−1,n ) n≥2 ) for a fixed Young diagram λ. So we only need to check that applying the above construction to these simple objects gives rise to finitely generated modules over Sym(U ∞ ) ∼ = U (u − p∞ ). Using Corollary 4.4.6 we now reduce the proof of the sublemma to proving the following two statements:
• Let λ be a fixed Young diagram and let ((L n (ν − |λ| , λ)) n≥1 , (φ n−1,n ) n≥2 ) be a simple object in lim
• Let λ be a fixed Young diagram and let ((M pn (ν − |λ| , λ)) n≥1 , (φ n−1,n ) n≥2 ) be an object of lim ← −n≥1, restr O pn ν,C n (this is a sequence of "compatible" parabolic Verma modules). Then
is a finitely generated module over Sym(U ∞ ) ∼ = U (u To prove the second statement, recall that
which is clearly a finitely generated module over Sym(
). This allows us to define the functor Γ * lim by setting
and requiring that it act on morphisms accordingly.
The definition of Γ * lim gives us a natural transformation
Restricting the action of gl ∞ to gl(U ∞ ) and using Proposition 3.4.3, we conclude that this natural transformation is an isomorphism. Notice that the definition of Γ * lim implies that this functor is faithful. Thus we conclude that the functor Γ * lim is an equivalence of categories, and so is Γ lim .
Proposition 5.3.5. The functors Γ n induce an equivalence
First of all, we need to check that the functor Γ lim is well-defined; that is, we need to show that the sequence {ℓ O pn ν,C n (π n (Γ n (M )))} n≥1 is bounded from above.
But the sequence {ℓ O pn ν,C n (Γ n (M ))} n≥1 is bounded from above by Lemma 5.3.3, so the original sequence is bound from above as well.
Thus we obtain a commutative diagram 
Complex tensor powers of a unital vector space
In this section we describe the construction of a complex tensor power of the unital vector space C N with the chosen vector ½ := e 1 (again, N ∈ Z + ∪ {∞}). A general construction of the complex tensor power of a unital vector space is given in [5, Section 6] . Again, we denote U N := span{e 2 , e 3 , ...}, and U N * := span{e * 2 , e * 3 , ...} ⊂ C N * . As before, we have a decomposition:
Recall from [5, Section 4] that for any ν ∈ C, in the Deligne category Rep(S ν ) we have the objects ∆ k (k ∈ Z + ). These objects interpolate the representations CInj({1, ..., k}, {1, ..., n}) ∼ = Ind
C of the symmetric groups S n ; in fact, for any n ∈ Z + we have:
where S n : Rep(S ν=n ) → Rep(S n ) is the monoidal functor discussed in Subsection 2.1. 
The action on gl N on (C N ) ⊗ν is given as follows: • f ∈ U N * ∼ = u To see this, note that the ideal in the Lie algebra gl N generated by the Lie subalgebra CE 1,1 ⊕ gl(U N ) is the entire gl N . Given two gl N -modules M 1 , M 2 and an isomorphism M 1 → M 2 which is equivariant with respect to the Lie subalgebra CE 1,1 ⊕ gl(U N ), the above fact implies that this isomorphism is also gl N -equivariant.
In other words, if there exists a way to define an action of gl N whose restriction to the the Lie subalgebra CE 1,1 ⊕ gl(U N ) is given by the formulas above, then such an action of gl N is unique.
Remark 6.0.8. The proof that the object (C N ) ⊗ν lies in the category Ind − (Rep(S ν ) ⊠ O p N ν,C N is an easy check, and can be found in [5] . In particular, it means that the action of the mirabolic subalgebra LieP ½ on the complex tensor power (C N ) ⊗ν integrates to an action of the mirabolic subgroupP ½ , thus making (C N ) ⊗ν a Harish-Chandra module in Ind − Rep ab (S ν ) for the pair (gl N ,P ½ ).
The definition of the complex tensor power is compatible with the usual notion of a tensor power of a unital vector space (see [5, Section 6] ): Proposition 6.0.9. Let d ∈ Z + . Consider the functor
The construction of the complex tensor power is also compatible with the functors Res n,n+1 and Γ n defined in Definitions 5.1.1, 5.2.1. These properties can be seen as special cases of the following statement (when N = n + 1 and N = ∞, respectively): Proposition 6.0.10. Let n ≥ 1, and let N ≥ n, N ∈ Z ≥1 ∪ {∞}. Recall that we have an inclusion gl n ⊕ gl ⊥ n ⊂ gl N , and consider the functor (·)
ν,C n induces an endofunctor of Ind−Rep ab (S ν ). We would like to say that we have an isomorphism of Ind − Rep ab (S ν )-objects
∼ = (C n ) ⊗ν , and that the action of gl n ⊂ gl N on ((C N ) ⊗ν ) corresponds to the action of gl n on (C n ) ⊗ν .
In order to do this, we first consider (C N ) ⊗ν as an object in Ind − Rep ab (S ν ) with an action of gl(U N ):
If we consider only the actions of gl(U N ), gl(U n ), the functor Γ n is induced by the additive monoidal functor (·) gl(Un) ⊥ : Ind − Rep(gl(U N )) poly → Ind − Rep(gl(U N )) poly . This shows that we have an isomorphism of Ind − Rep ab (S ν )-objects
and the actions of gl(U n ) on both sides are compatible. From the definition of the complex tensor power (Definition 6.0.6) one immediately sees that the actions of E 1,1 on both sides are compatible as well. Remark 6.0.7 now completes the proof.
7. Schur-Weyl duality in complex rank: the Schur-Weyl functor and the finite-dimensional case
We fix ν ∈ C, and N ∈ Z + ∪ {∞}. Again, we consider the unital vector space C N with the chosen vector ½ := e 1 and the complement U N := span{e 2 , e 3 , ...}.
7.1. Schur-Weyl functor.
Definition 7.1.1. Define the Schur-Weyl contravariant functor
It turns out that the image of the functor SW ν :
We can now define another Schur-Weyl functor which we will consider: it is the contravariant functor SW ν,C N :
is the Serre quotient of O 
is an anti-equivalence of abelian categories, thus making O pn ν,C n a Serre quotient of Rep ab (S ν ) op .
We will show that a similar result holds in the infinite-dimensional case, when the contravariant functor SW ν,C ∞ is in fact an anti-equivalence of categories.
In the proof of Theorem 7.2.1 we established the following fact (see [5, Theorem 7 
.2.3]):
Lemma 7.2.2. The functor SW ν,C n takes a simple object to either a simple object, or zero. More specifically, we have:
• Let λ be a Young diagram lying in a trivial ν ∼-class. Then SW ν,C n (L(λ)) ∼ =π(L pn (ν − |λ| , λ))
• Consider a non-trivial ν ∼-class {λ (i) } i≥0 . Then
whenever i ≥ 0. The contravariant functor SW d,V is C-linear and additive, and sends a simple representation λ of S d to the gl(V )-module S λ V .
Next, consider the contravariant functor
This functor SW V is clearly essentially surjective and full (this is easy to see, since Rep(gl(V )) poly is a semisimple category with simple objects S λ V ∼ = SW(λ)).
The kernel of the functor SW V is the full additive subcategory (direct factor) of d∈Z + Rep(S d ) generated by simple objects λ such that ℓ(λ) > dim V .
8.2.
Classical Schur-Weyl duality: inverse limit. In this subsection, we prove that the classical Schur-Weyl functors SW C n make the category d∈Z + Rep(S d ) dual (anti-equivalent) to the category Rep(gl ∞ ) poly ∼ = lim ← − n∈Z + , restr
Rep(gl n ) poly
The contravariant functor SW C N sends the Young diagram λ to the gl N -module S λ C N . Let n ∈ Z + . We start by noticing that the functors Res n,n+1 and the functors Γ n (defined in Section 3) are compatible with the classical Schur-Weyl functors SW C n : Lemma 8.2.1. We have natural isomorphisms
Res n,n+1 • SW C n+1 ∼ = SW C n and Γ n • SW C ∞ ∼ = SW C n for any n ≥ 0.
Proof. It is enough to check this on simple objects in d∈Z + Rep(S d ), in which case the statement follows directly from the definitions of Res n,n+1 , Γ n together with the fact that SW C N (λ) ∼ = S λ C N for any N ∈ Z + ∪ {∞}.
The above Lemma implies that we have a commutative diagram
Rep(gl n ) poly Rep(gl n ) poly are anti-equivalences of semisimple categories.
Proof. As it was said in Subsection 8.1, the functor SW N is full and essentially surjective for any N . In this case, the functor SW ∞ is also faithful, since the simple object λ in d∈Z + Rep(S d ) is taken by the functor SW ∞ to the simple object S λ C ∞ = 0. This proves that the contravariant functor SW ∞ is an anti-equivalence of categories. The commutative diagram above then implies that the contravariant functor SW lim is an anti-equivalence as well.
9.
Rep ab (S ν ) and the inverse limit of categories O p N ν,C N 9.1. In this section we are going to prove that the Schur-Weyl functors defined in Section 7.1 give us an equivalence of categories between Rep ab (S ν ) and the restr inverse limit lim ← −N∈Z+, restr O p N ν,C N . We fix ν ∈ C.
Proposition 9.1.1. The functor Res n−1,n satisfies: Res n−1,n • SW ν,C n ∼ = SW ν,C n−1 , i.e. there exists a natural isomorphism η n : Res n−1,n • SW ν,C n → SW ν,C n−1 .
Proof. Follows directly from Proposition 6.0.10. 
