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Abstract Algae growing in sea ice represent a source of carbon for sympagic and pelagic ecosystems
and contribute to the biological carbon pump. The biophysical habitat of sea ice on large scales and the
physical drivers of algae phenology are key to understanding Arctic ecosystem dynamics and for predicting
its response to ongoing Arctic climate change. In addition, quantifying potential feedback mechanisms
between algae and physical processes is particularly important during a time of great change. These
mechanisms include a shading effect due to the presence of algae and increased basal ice melt. The present
study shows pan-Arctic results obtained from a new Sea Ice Model for Bottom Algae (SIMBA) coupled with a
3-D sea-ice–ocean model. The model is evaluated with data collected during a ship-based campaign to the
Eastern Central Arctic in summer 2012. The algal bloom is triggered by light and shows a latitudinal
dependency. Snow and ice also play a key role in ice algal growth. Simulations show that after the spring
bloom, algae are nutrient limited before the end of summer and ﬁnally they leave the ice habitat during ice
melt. The spatial distribution of ice algae at the end of summer agrees with available observations, and it
emphasizes the importance of thicker sea-ice regions for hosting biomass. Particular attention is given to
the distinction between level ice and ridged ice. Ridge-associated algae are strongly light limited, but they
can thrive toward the end of summer, and represent an additional carbon source during the transition into
polar night.
1. Introduction
Sea-ice algae are mainly conﬁned to the network of liquid brine inclusions distributed within the ice matrix.
This network forms a protected and stable environment. Sea-ice algae are carbon ﬁxers, and constitute an
important component of the Arctic marine carbon cycle: almost 60% of primary production in the central Arc-
tic Ocean is attributed to ice algae [Gosselin et al., 1997; Dupont, 2012; Fernandez-Mendez et al., 2015, 2016].
Moreover, sea-ice algae can represent the majority of the dietary carbon consumption of key Arctic species
such as Calanus glacialis [Kohlbach et al., 2016]. Through feeding, carbon produced by sea-ice algae is trans-
ferred to higher trophic level species such as polar cod Boreogadus saida, thus ice algae represent an essential
component for the entire Arctic marine food web [Kohlbach et al., 2016, 2017]. As the phytoplankton and ice
algal blooms do not coincide in time or space [Lizotte, 2001], ice algae may extend the growing and primary
production period by 1–3 months [Jin et al., 2012; Tremblay et al., 2008]. Subsequently, the expected changes
to timing, magnitude, and spatial distribution of sea-ice algal blooms will likely have a direct impact on higher
trophic levels [Søreide et al., 2013;Wassmann et al., 2006]. In an era characterized by a rapidly changing sea ice
cover [Serreze et al., 2003, 2007; Stroeve et al., 2007, 2012a, 2012b; Kwok and Rothrock, 2009; Laxon et al., 2013;
Haas et al., 2008; Comiso, 2012; Nicolaus et al., 2012], understanding the temporal and spatial variability of ice-
associated biomass and the main physical drivers of algal growth and survival is essential for predicting the
fate of sea-ice algae and the consequences on the Arctic marine food web.
Ice algal growth is primarily regulated by light [Michel et al., 1988; Welch and Bergmann, 1989] and nutrients
[Cota et al., 1987]. Light availability is controlled by incoming shortwave radiation, albedo, sea-ice topogra-
phy, and snow, whereas nutrients are supplied to the ice algae through brine drainage, in situ regeneration
of biogenic material, and exchange with the mixed layer. All these processes are principally regulated by
dynamic and thermodynamic processes within sea ice and at the atmosphere-ice and ice-ocean interfaces.
Consequently, these processes differ among seasons and regions in the Arctic Ocean. In spring, light trans-
mission is mainly regulated by the snow distribution [Perovich, 1996], which in turn is shaped by the surface
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undulation as consequence of deformation and differential melt processes [Iacozza and Barber, 1999; Lange
et al., 2017]. In late spring, higher sea-ice temperatures allow brine drainage due to melting. At the same
time, the bottom of the ice becomes permeable and this allows exchange of nutrients with the underlying
ocean. In summer, after most of the snow has melted, light transmission depends mainly on ice thickness
and surface albedo. Still in summer, when the ocean surface is above freezing temperature, basal ice melt
represents the largest algal loss [Grossi et al., 1987; Lavoie et al., 2005]. Ice algae phenology is thus affected
by different physical processes depending on season and region, and the spatial distribution of algal bio-
mass at the end of summer is a result of the succession and interplay of different physical processes.
In situ observations in the Arctic, such as sea-ice cores, are difﬁcult to obtain and hence sparse. Moreover,
the spatial distribution of algal chl a is driven by the succession of physical events preceding the sampling.
Additionally, the physical regimes of the sea ice cover are so heterogeneous that it is hard to asses whether
the sparse data are representative of the region sampled. In particular, sea-ice environments such as ridged
ice and thick old ice are undersampled, thus our understanding of sea-ice algae biogeochemistry is likely
biased [Lange et al., 2017]. Recent developments in the retrieval of sea-ice algal chl a biomass based on
under-ice hyperspectral measurements acquired from under-ice proﬁling platforms, such as Remotely Oper-
ated Vehicles (ROV) and the Surface and Under Ice Trawl (SUIT), enabled the retrieval of ice algal chl a bio-
mass on scales of meters to kilometers [Melbourne-Thomas et al., 2015, 2016; Lange et al., 2016; Meiners
et al., 2017]. Advancements in satellite-based remote sensing during the past decades have vastly improved
the monitoring of sea-ice extent [Stroeve et al., 2012b; Ivanova et al., 2014], thickness [Kwok et al., 2009;
Laxon et al., 2013; Ricker et al., 2015; Tilling et al., 2015], ocean surface chl a concentration, and derived NPP
[Arrigo and van Dijken, 2011]. Still, ice associated algae and phytoplankton in ice covered regions cannot be
observed by satellite, so that a comprehensive picture of their distribution on large scales remains difﬁcult
to obtain.
Numerical models can serve as tools to ﬁll the gaps incurred by the methodological difﬁculties in observing
the ice environment. Models can also be used to simulate biogeochemical processes and ice algal dynamics
on regional to basin scales, along with their seasonal evolution, and help identify the main physical pro-
cesses affecting sea-ice algae phenology. Moreover, they are ideal tools for studying possible feedback
mechanisms between biological processes and the physical system.
Early sea-ice biogeochemical models were mainly focused on Antarctic sea ice [e.g., Arrigo et al., 1993,
1997], and provided the foundation for understanding and modeling mechanisms that drive the seasonality
of ecosystems in sea ice [Arrigo et al., 1993] and the large-scale algal biomass distribution for the entire sea-
ice pack [Arrigo et al., 1997]. Modeling efforts since then mainly fall into two categories [Vancoppenolle and
Tedesco, 2017]: (1) understanding and testing drivers of ecosystems in sea ice [Arrigo et al., 1993; Lavoie
et al., 2005; Jin et al., 2006; Tedesco et al., 2010; Saenz and Arrigo, 2014; Belem, 2002; Mortensen et al., 2017];
(2) quantifying large-scale quantities, in particular, total biomass and primary production [Sibert et al., 2010;
Deal et al., 2011; Jin et al., 2012; Dupont, 2012].
In this study, we introduce a simple biogeochemical model for algal growth in a coupled 3-D sea-ice–ocean
model of the Arctic Ocean circulation. A model run for 1 year is used to identify the main physical drivers of
sea-ice algal growth and decay. The spatial variability of algal chl a in late summer is related to the spatial
variability of physical sea-ice parameters in the Arctic Ocean. The novelty of this work is the study of sea-ice
algae associated to different sea-ice classes. Particular attention is given to ridged and deformed ice, which
is difﬁcult to sample and, as a consequence, commonly overlooked as potential algal growth sites [Kupari-
nen et al., 2007; Meiners et al., 2012; Vancoppenolle et al., 2013; Lange et al., 2015]. Finally, possible feedbacks
between the ocean–sea-ice system and sea-ice algae are investigated. Our simulations focus on 2012, in
order to compare results with observations acquired during late summer of the same year (Lange [2016],
later referred to as BLROV).
2. Model Description
2.1. Dynamic Sea-Ice–Ocean Model
We use the Massachusetts Institute of Technology general circulation model (MITgcm) in a coupled ocean–
sea-ice Arctic Ocean conﬁguration [Marshall et al., 1997; Castro-Morales et al., 2014]. The domain covers the
Arctic Ocean, the Nordic Seas, and the North Atlantic with a southern limit of approximately 508N. The
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horizontal resolution of 1/48 corresponds to a grid spacing of 28 km on a rotated spherical grid with the
grid equator passing through the geographical North Pole. The ocean is discretized into 33 vertical layers
ranging from 10 m at the surface to 350 m at maximum depth. The ocean model is coupled with a
dynamic-thermodynamic sea-ice model [Losch et al., 2010]. The sea-ice model uses a viscous-plastic rheol-
ogy and the so-called zero-layer thermodynamics (i.e., zero heat capacity formulation) [Semtner, 1976] with
a prescribed ice thickness distribution [Hibler, 1979, 1980, 1984; Castro-Morales et al., 2014]. The model is
forced by atmospheric ﬁelds of the NCEP Climate Forecast System Version 2 (CFSv2) for 2012 [Saha et al.,
2014]. The data set includes ﬁelds for 6-hourly wind at 10 m, atmospheric temperature and speciﬁc humid-
ity at 2 m, daily downward long and short-radiative ﬂuxes, and a monthly precipitation ﬁeld. A monthly cli-
matology of river runoff for the main Arctic rivers follows the Arctic Ocean Model Intercomparison Project
protocol (AOMIP) [Proshutinsky et al., 2001]. The coupled sea-ice–ocean model is spun-up from 1948 to 1978
with the Coordinated Ocean Research Experiment (CORE) Version 2 data and then with the NCEP (CFSv2)
from 1979 to the end of 2011.
2.1.1. Ice and Snow Volume Redistribution Due To Ridges
In our conﬁguration, the sea-ice model does not contain a dynamic thickness redistribution function. This
means that for each grid cell we know only the mean thickness and there is no explicit information about
ridges. In order to differentiate between level ice and ridged ice, we use the energy that accumulates in sea
ice due to deformation [Steiner et al., 1999; Castellani, 2014]. The deformation energy R is the result of inter-
nal sea-ice stresses; it is used to estimate the ridge density Sd based on geometrical constraints [Steiner
et al., 1999] and ice thickness Hi. We use a modiﬁed equation from Steiner et al. [1999] that avoids unrealisti-
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Table 1 summarizes the parameter values. In order to estimate the ice thickness for level and ridged ice in
each grid cell, the following assumptions are made: (1) A ridge is formed by two triangles (sail and keel)
sharing the same base. The base is considered to be a rectangle as thick as the parental ice, referred to as
grid-averaged sea ice, Hi (Figure 1). (2) The ratio between vertical keel and sail cross-section areas is set to
3.85 [Timco and Burden, 1997]. (3) The height of the sail above level ice is estimated to be the same for all
ridges with a value of Hsail51:2 m [Castellani et al., 2014] and the slope angle of the sides is taken as b5 238
[Steiner et al., 1999], which gives a ridge base of br55:65 m. The edges of the ridges transmit more light
than the central part, where the maximum thickness is found. In order to account for these differences, we
redistribute the area of the ridges into a rectangle, and thus we compute an equivalent thickness of
H0r52:91m1Hi , where Hi is the thickness of the parental ice (grid-averaged sea ice) and the value 2.91 m is
the result of the redistribution of the sail and keel cross section areas into a rectangle. Thus, the thickness of
the ridged ice is different for each grid cell due to changes in the grid-averaged sea-ice thickness Hi. The
ridges are assumed to be parallel to one of the grid sides, and to extend over the whole length of the grid





All parameters and variables in equations (2) and (3) are listed in Table 1. Ridges are assumed to be practi-
cally snow free [Iacozza and Barber, 1999; Sturm et al., 2002; Perovich et al., 2003], so that the snow on level





The distinction between level ice and ridged ice and, as explained in section 2.1.2, their effect on light trans-
mission is used only to drive the algal model (and for diagnostics), but does not affect the thermodynamic
and dynamic processes of the model.
2.1.2. Light Attenuation Through Snow and Ice
In the MITgcm, the heat ﬂuxes through ice are computed following Hibler [1984]. The mean ice thickness
(i.e., the grid-averaged sea-ice thickness) is distributed into seven ice thickness categories between 0 and a
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maximum thickness of twice the mean thickness. The distribution of these seven thicknesses is ﬂat, normal-
ized and ﬁxed in time [see Hibler, 1984; Castro-Morales et al., 2014, Figure 1]. The snow follows the same
thickness distribution so that thin ice is covered by a thin snow layer and thick ice by a thick snow layer
[Castro-Morales et al., 2014]. The heat ﬂux is computed for each thickness category. Then all the heat ﬂuxes
are averaged to give the net heat ﬂux that is responsible for thermodynamic processes such as basal melt-
ing or freezing. Note that in this subgrid parameterization, some part of the grid always contains thin ice of
Table 1. List of Variables and Parameters, and Corresponding Description and Units Used in the Modela
Variable Definition Computed/Read Unit
B Ice algal biomass concentration Computed mg chl a m23
D Detritus concentration Computed mg m23
Fia Energy released as heat by sea-ice algae Computed W m
22
Hi Ice thickness Computed m
Hs Snow thickness Computed m
Hli Thickness of level ice Computed m
Hls Thickness of snow on level ice Computed m
H0r Thickness of ridged ice Computed m
I0 Shortwave incoming radiation External ﬁeld W m
22
kB Algae attenuation coefﬁcient Computed m
21
~M Melt rate at the bottom of sea ice Computed m s21
~MB Bottom melt caused by heat released by algae Computed m s
21
l Growth rate Computed day21
N Nitrate concentration Computed mg m23
PAR Photosynthetic active radiation Computed lEinst m22 s21
R Deformation energy Computed J m22
Sd Ridge density Computed nr m
21
Parameter Deﬁnition Value Unit
a Albedo See Table 2 Dimensionless
a Mean chl a speciﬁc attenuation coefﬁcientaÞ 0.02 m2 (mg chl a)21
aB Photosynthetic efﬁciencyaÞ 0.07 mg C (mg chl a)
21 h21
(lEinst m22 s21)21
br Base length of ridges 5.65 m
C0 Surface transmission parameterbÞ 0.3 Dimensionless
cn Proportionality constant for ridge density calculationcÞ 14 3 10
3 J1=2 m21=2
dz Bottom layer occupied by sea-ice algaeaÞ 0.05 m
Fr Fraction of absorbed energy released as heat by algaedÞ 0.9 Dimensionless
kN Half saturation constant for nitrate uptakeeÞ 0.1 mg m
23
ki Ice attenuation coefﬁcienta;fÞ 1.5 m
21
ks Snow attenuation coefﬁcientfÞ 5 m
21
Li Latent heat of fusion of sea icedÞ 283 KJ kg
21
kmo Mortality rategÞ 0.02 day
21
kup=re Uptake and respiration rategÞ 0.01 day
21
krm Remineralization rategÞ 0.01 day
21
lM Maximum ice algal speciﬁc growth ratehÞ 0.86 day
21
Pm Maximum photosynthetic rateaÞ 0.28 mg C (mg chl a)
21 h21
qi Sea ice densityiÞ 910 kg m
23
aVariables are marked as computed by the model or read as external ﬁeld. Parameters superscript refers to the source: a) Lavoie et al.
[2005], b) Grenfell and Maykut [1977], c) Steiner et al. [1999], d) Zeebe et al. [1996], e) Sarthou et al. [2005], f) Perovich [1996], g) tuned
with 1-D experiments, h) Vancoppenolle and Tedesco [2017], and i) as in the MITgcm.
Figure 1. Scheme of grid-averaged sea-ice volume (Vi) and snow volume (Vs) redistribution into level ice volume and level snow volume
(Vl and Vls) and ridged ice volume (Vr). The notation refers to: grid-averaged sea-ice thickness (also called parental ice) Hi; snow thickness
on grid-averaged sea ice Hs; level sea-ice thickness Hli and snow thickness on level ice H
l
s ; total thickness Hr and base br of ridges; ﬁnal
thickness of ridges H0r52:91m1Hi (see also section 2.1.1).
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1
7 the mean thickness, which allows a ﬁnite heat ﬂux
even for thick mean ice. The light transmission through










where HðcÞi and H
ðcÞ
s are the ice thickness and snow thick-
ness of category c, I0 the incoming shortwave radiation,
and a the albedo. The albedo depends on snow and ice
types, as listed in Table 2. The surface transmission parameter C050:3 accounts for that part of incoming
radiation absorbed in the ﬁrst few centimeters of the ice [Grenfell and Maykut, 1977]. ki and ks are constant
attenuation coefﬁcients for sea ice and snow [Lavoie et al., 2005]. For a detailed review of ice and snow
attenuation coefﬁcients see Perovich [1996]. In our study, the algae are assumed to occupy only a bottom
layer of 5 cm of the sea ice [Vancoppenolle and Tedesco, 2017; Lavoie et al., 2005; Jin et al., 2006; Dupont,
2012] (see section 2.2) so that there is no self-shading effect due to ice algae above the bottom layer.
The light transmission through grid-averaged sea ice is computed according to equation (4) with the same
values of ki and ks (Table 1) for each thickness category. The transmitted shortwave radiation (light) ﬂuxes
are summed to give the net shortwave heat ﬂux that penetrates into the ocean. In the case of the redistrib-
uted ice into level and ridged ice (section 2.1.1), the light transmission through level ice, excluding the
ridges, is computed in accordance to the grid-averaged ice with the same attenuation parameters and
using the same thickness distribution. Ridged ice is assumed to occupy only one separate category for
which we assume a smaller ki50:8 m21 due to the higher porosity of ridges. To avoid any confounding
effects, the ocean is not affected by the modiﬁed light transmission based on the redistribution into level
ice and ridged ice.
2.2. SIMBA: Sea Ice Model for Bottom Algae
The new Sea Ice Model for Bottom Algae (SIMBA) has one class of algae, one for nutrients and one for detri-
tus. Nitrate represents the nutrients because it is typically considered the limiting nutrient for ice algal
growth in fully marine waters [Smith et al., 1997]. We assume that the ice algae occupy a bottom layer of
thickness dz of 5 cm [see also Lavoie et al., 2005; Jin et al., 2006; Dupont, 2012; Lange et al., 2015]. We con-
sider four main biological processes responsible for changes in algae, nutrient and detritus concentrations:
uptake of nutrients from the algae, respiration transforming algae back into nutrients, mortality of algae
that are then transformed into detritus, and remineralization, which describes the decomposition of organic
matter, i.e., detritus converted back into nutrients. The physical processes affecting algae, nutrient and detri-
tus are light limitation, sea-ice basal melting (melting of ice results in removal of ice algae), and horizontal
transport of ice (algae are advected as tracers in sea ice). A term for the resupply of nutrients from the
underlying ocean water is not considered in the present conﬁguration. The equations solved by the model













A term for algal loss due to melting is considered in equation (6) where ~M is the basal melt rate (m s21).
Melt loss of algae is the only ﬂux of material to the underlying ocean waters. Parameters describing respira-
tion (kup=re), mortality (kmo) and remineralization (krm) are assumed to be constant (see Table 1).
The growth rate l is a function of nutrient availability f(N) and light availability f(PAR):
l5lMf ðNÞf ðPARÞ: (8)
The term lM is a constant and represents the maximum growth rate (see Table 1). The limitation of photo-
synthesis by nutrient supply is assumed to follow a Michaelis-Menten form [Monod, 1949]:
Table 2. Values for Albedo as a Function of Surface (Ice
and Snow) Conditions Used in the Sea-Ice Package of
the MITgcm
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where kN50:1 mg m
23 is the half saturation constant for nitrate [Sarthou et al., 2005]. The response of pho-
tosynthesis to light follows Webb et al. [1974]:
f ðPARÞ512e2aBPARPm ; (10)
where PAR (Photosynthetically Active Radiation) is that part of the light spectrum used for photosynthesis,
aB is the photosynthetic efﬁciency and Pm is the light saturated speciﬁc photosynthetic rate (or maximum
photosynthetic rate). Values for aB and Pm (Table 1) are taken as averages of the values suggested in Lavoie
et al. [2005], their Table 2. To convert light I from W m22 into PAR in lEinst m22 s21, we follow Vancoppe-
nolle et al. [2011] and Lavoie et al. [2005]:
PAR50:45  4:91  I; (11)
where 4.91 is the quanta-energetic ratio and 0.45 is the ratio between total number of incoming quanta in
the visible region (0.4–0.7 lm) with respect to the number for the entire shortwave (0.3–3 lm) band [Frouin
and Pinker, 1995].
The response of the algal model to the physical forcings provided by the sea-ice–ocean system for 2012
was tested with 1-D experiments (not shown). SIMBA is then applied to the entire Arctic basin in two differ-
ent study cases: (1) the case of grid-averaged sea-ice thickness (section 3.1), used also to investigate the
effects of algae on the sea-ice–ocean system (section 3.2); and (2) the case of distinction between level ice
and ridged ice (section 3.3).
2.3. Effects on Ice and Ocean Systems
Since light is also needed for phytoplankton growth under sea ice, the presence of algae at the bottom
might inhibit or delay the under-ice phytoplankton bloom in the surface ocean. In order to test such an
effect, we estimate the light that reaches the ocean surface following Lavoie et al. [2005] and previously Kirk
[1983] as a function of sea-ice algae chl a concentration. The attenuation coefﬁcient due to algae kB is
kB5a
  B; (12)
with a50:02 m2 (mg chl a)21. Adding this term into equation (4) we get:
I Hi;Ha; chl að Þ5I0 12að ÞC0e2kiHi2ksHs2kBdz : (13)
Ice algae absorb more PAR than that required for photosynthesis. The extra energy is released as heat, thus
contributing to basal ice melt. To quantify such algae-induced melt, we follow Lavoie et al. [2005]:
~MB5
IðHi ;HsÞ Fr ð12e2kBdzÞ
qiLi
; (14)
where Fr is the fraction of the energy absorbed by the ice algal layer that is released as heat, Li is the latent
heat for sea ice and qi the density of sea ice. Values for Fr and Li are taken from Zeebe et al. [1996] and listed
in Table 1. These effects are diagnosed and discussed in section 3.2, but in our ﬁrst version of SIMBA they
do not feed back into SIMBA nor the ocean and sea-ice physics.
3. Results
3.1. SIMBA Applied to Grid-Averaged Sea Ice
In Figures 2 and 3, we show the simulated sea-ice concentration and the sea-ice thickness for September
2012, respectively. Areas of interest for our study are also highlighted. We run the coupled algae–sea-ice–
ocean model in a 3-D conﬁguration accounting for ﬁve different scenarios R0, R2, R4, R6, and R8 represent-
ing ﬁve different initial conditions (see Table 3). This ﬁrst comparison allows us to identify the run which has
the best agreement with observations, but also to test the sensitivity to different initial conditions.
For a quantitative comparison, we use sea-ice algal chl a estimates by BLROV (Table 4). We limit our compar-
ison to the median values shown in Table 1 (Chapter 3) of BLROV to have the most representative
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measurements for comparison with model output on a grid of 1/48. There are two reasons why we focus
our comparison mainly on BLROV data. First, the data were collected in 2012 and allow a direct comparison
in time and space. Second the chl a estimates are based on under-ice hyperspectral radiation measure-
ments [Lange et al., 2016] conducted with a ROV over a scale of hundreds of meters, so that they are not
point-measurements and relate better to the grid-cell averages (25 km) of the model. A qualitative com-
parison with empirical data is discussed in section 4.
The chl a estimates from BLROV are binned in three areas of interest (Figure 3), namely Marginal Ice Zone
(MIZ), Transitional Area (TA) and Compact Area (CA). The averaged data and the corresponding model val-
ues in the same three regions for the ﬁve different initial conditions are listed in Table 3. Amongst the ﬁve
runs, R4 shows the best agreement to observations, thus hereafter our analysis will be restricted to the R4
run, except when stated otherwise.
Figure 2. Map of the model domain with white-blue shades corresponding to the simulated sea-ice concentration in September 2012.
The colored rings represent the masking applied to the domain according to latitude, as explained in section 3.
Figure 3. Map of the model domain with grid-averaged sea-ice thickness for September 2012 depicted by colors. The square boxes repre-
sent the areas considered for a comparison with observations (section 3): Marginal Ice Zone (MIZ), Transitional Area (TA), and Compact
Area (CA).
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In September, simulated and observed
algae concentrations appear to be low in
the Marginal Ice Zone (Figure 4). The
modeled concentrations increase approxi-
mately with latitude and reach a maxi-
mum in the Lincoln Sea with values
exceeding 10 mg chl a m22. North of
858N the algae concentration increases
from the eastern sector to the western
sector from 1.29 to 4.33 mg chl a m22.
The observed mean value for that region
is higher (Table 3) with 4 mg chl a m22
compared to a mean modeled value of
2.81 mg chl a m22, but still in the range of
variability.
In summer (between April and Septem-
ber), more than 1 m of ice melts in the MIZ (Figure 5), but melt rates are low in multiyear ice regions along
the coast of Greenland and north of the Canadian Arctic Archipelago (CAA). In particular, the total melt in
the Lincoln Sea is 1 order of magnitude smaller than in the marginal sea-ice zone.
In Figure 6, we show the spring to autumn evolution of under-ice light, sea-ice algal biomass, nutrients and
detritus for four different latitudinal regions between 708N to 758N, 758N to 808N, 808N to 858N, and greater
than 858N (Figure 2). Table 5 lists key numbers that characterize the experiments: (1) bloom onset deﬁned
as the day when the algae start to grow exponentially, inferred from the slope of the curves in Figure 6b;
this corresponds to (2) a threshold for PAR to trigger the bloom, i.e., above such value an algal bloom devel-
ops; (3) the day when the peak of biomass is reached, identiﬁed as the maximum of the curve (Figure 6b);
(4) the maximum biomass value. We note, that the threshold value for PAR should not be confused with the
threshold for algal growth, since the algae start growing already at lower values.
Onset of algal bloom and time of maximum biomass differ from region to region (Figure 6 and Table 5).
South of 758N, the growth becomes exponential already at the end of March (day 87), followed by more
northern regions. For the area north of 858N, bloom onset is 40 days later than in the southernmost
region. A similar delay is seen in the timing of maximum biomass with a gap of 30 days between the
southernmost sector and the northernmost sector. Note, that the bloom in the region north of 858N
develops faster, reaching its maximum in 21 days compared to 33 days for the other regions. North of
858N the maximum algal biomass is also larger, with 50 mg chl a m22 compared to the mean of 36 mg
chl a m22 in other regions. After the peak, algae start dying and reach a minimum at the end of August.
There is also a secondary growth period between September and October, before algal biomass
decreases to its minimum (Figure 6b). This feature has also been reported in other models [Jin et al., 2006;
Deal et al., 2011; Jin et al., 2012; Ji et al., 2013] and attributed to the detritus compartment. Before the
spring bloom, nutrient concentrations increase slightly (Figure 6c) as inorganic matter remineralizes.
When the bloom initiates, algae consume nutrients until they become nutrient limited. The detritus
increases when algae die.
The day of bloom onset depends on
light availability and therefore on latitude
(Figure 7a), but light availability is also
affected by other factors. The spatial pat-
tern of these factors, i.e., snow thickness,
ice thickness and snow melt (Figures 7b–
7d), are remarkably similar to the bloom
onset pattern. From Figure 7a we see an
increasing trend from the Bering Strait to
the region north of 858N, with day of bloom
onset going from 90 to 135. The areas that
do not follow this latitudinal dependence
Table 3. Initial Conditions (mg m22) for Sea-Ice Algae (B), Nutrient (N), and
Detritus (D) in Five Different Scenarios (R0, R2, R4, R6, and R8), and Mean
Values of Algal Chl a Concentrations (mg m22) to be Compared With
Observations in Three Different Regions (See Also Figure 3): Marginal Ice




Model Predicted Mean Chl a
per Region (mg m22)
B N D MIZ TA CA
R0 50 0.74 0 0.61 0.82 1.32
R2 0.05 50 0 0.76 0.98 1.33
R4 0.05 50 25 1.24 1.57 2.14
R6 0.05 25 25 0.87 1.09 1.51
R8 0.05 0.74 50 0.98 1.21 1.69
Obs 1.23 1.94 4
aThe chl a values are averages for September to be compared with
observations. The last row contains the median values from Table 4 to
allow an easier comparison with modeled values.




(mg chl a m22)
75% Median
(mg chl a m22)
IQR25
(mg chl a m22)
IQR75
(mg chl a m22)
MIZ 1.23 0.86 1.15 1.36
TA 1.94 1.46 1.66 2.32
CA 4 3 2.15 6.7
aMeasurements were undertaken at the end of August and in Septem-
ber 2012, the locations are shown in Figure 4. Values are averaged
according to region (see also Figure 3) and refer to median, 75% of
median (assuming that 75% of the total biomass lies in the bottom part),
25th percentile (IQR25), and 75th percentile (IQR75).
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are the Kara Sea, Fram Strait
and Lincoln Sea. The day of
complete snow melt (Figure 7b)
shows values around 130 in the
Beaufort Sea and East Siberian
Sea, whereas values are up to
180 for latitudes larger than
858N and in the Nansen Basin.
Ice thickness (Figure 7c) is in the
range 0.5–3.5 m in most of the
Arctic Ocean, hence in agree-
ment with observations [Ricker
et al., 2017], except for the Lin-
coln Sea, where thicknesses of
up to 10 m represent an overes-
timation compared to recent sat-
ellite data [Ricker et al., 2017].
Snow thickness ranges between
10 and 40 cm in the Beaufort
Sea, East Siberian Sea, and Lap-
tev Sea, whereas values are up
to 1 m in the Nansen Basin and
Kara Sea close to Severnaya
Zemlya islands.
Monthly values of net primary
production NPP are shown in Figure 8. NPP has a maximum value around 15 mg C m22 d21. The spatial pat-
terns between April and July resemble the latitudinal dependency of the algal bloom. In April and May val-
ues are higher at the marginal areas than in the central Arctic, whereas the situation is reversed in June and
July. The end of July sees the termination of the major production season in sea ice.
3.2. Estimating Effects on Ice
and Ocean Physics
Algae at the bottom of sea ice
absorb light and hence reduce
light penetration through the ice
into the ocean surface. In the
two latitudinal bands between
708N, 758N, and 808N the light
reaching the surface ocean (Fig-
ure 9a) remains very close to the
mean threshold value (gray line
in Figure 9a) inferred from the
light regime without the shading
effect (Figure 6a). In the latitudi-
nal bands north of 808N, the light
remains under the threshold
value until mid-June. The shading
effect is nearly zero before April
and then increases to values up
to 2 lEinst m22 s21, or 20–30%
of the transmitted radiation, in
June and July (Figure 9b).
Integrated summer (April to
September) algae-induced melt
Figure 4. Pan Arctic map of sea-ice algal chl a concentration per grid cell simulated for
September 2012. The circles represent the ROV-based observations from BLROV (see sec-
tion 3). Both observed and simulated values use the same color scale.
Figure 5. Total summer basal ice melt (m) integrated over the period April to September
2012 obtained from the sea-ice model.
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(equation (14)) varies between a minimum of 0.1 cm in the northern regions (particularly north of 858N and
in the Nansen Basin) and a maximum of 1.5 cm ice loss in the marginal areas (Figure 10). Particularly high
values are found in the East Siberian Sea, north of the Laptev Sea and in the Canadian Archipelago. North of
the Svalbard islands and within a triangle, delineated by the 108W and the 908E meridians pointing toward
the North Pole, the algae-induced melt values are low.
Figure 6. Model simulation between March and November for: (a) under-ice light (positive downward) for the grid-averaged sea ice,
(b) sea-ice algal bloom, (c) nutrient concentration, and (d) detritus concentration. Results are presented as averages over four latitudinal
sectors as shown in Figure 2. The stars in Figure 6a identify the onset of algal bloom in each latitudinal band (values are listed in Table 5).
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3.3. Distinction Between
Level Ice and Ridged Ice
According to equations (2) and
(3), we divide the ice into level
ice and ridged ice. In Figure 11,
we show the ridge density
(number of ridges per km), the
total thickness of ridged ice,
and differences in ice and snow
thickness between level ice and
the grid-averaged ice for May.
This is an illustrative example
because in May the algal bloom
for the grid-averaged ice just
started at higher latitudes.
Moreover, in May, there is still
snow on the ice. The ridge den-
sity (Figure 11a) is high, with
values up to 20 ridges per kilo-
meter in the western part of
the Nansen Basin and particularly along the coast of Svalbard islands and Severnaya Zemlya islands. Lower
values (<10 ridges per kilometer) are mainly found in the Beaufort Sea, Laptev Sea, and East Siberian Sea.
The thickness of the ridged ice (Figure 11b) remains between 4 and 6 m in almost the entire Arctic Ocean,
values higher than 10 m are found mainly in the Lincoln Sea and along the northern coast of Greenland.
Both ice and snow thickness have large variations in the longitudinal direction in the sector between 1008W
and 1008E, where also the number of ridges is higher.
We analyze algal bloom in relation to the under-ice light ﬁeld for both level ice and ridged ice in the differ-
ent latitudinal sectors (Figure 12). In Table 5, we list (as done for the grid-averaged ice) day of bloom onset,
the corresponding value of PAR, and the day and value of maximum chl a concentration. For level ice, day
of bloom onset and day of maximum biomass are delayed by 5–10 days compared to the grid-averaged ice
(see Table 5), but they still occur 20 days (bloom onset) and 19 days (maximum biomass) earlier than in
ridged ice. Maximal biomass values for level ice are very close to the grid-averaged ice values with differ-
ences no larger than 4 mg chl a m22.
The light ﬁeld under ridges is much weaker compared to the level ice and grid-averaged ice (Figures 6 and 12).
Nevertheless, a minimum light threshold value of 0.36 lEinst m22 s21 [Mock and Gradinger, 1999] for algal
growth is reached, and a small algal bloom develops. The bloom under ridged ice in each latitudinal sector
starts later than for the grid-averaged ice. In the two southernmost sectors, the delay is up to 30 days,
whereas north of 808N the delay is 20 days. The maximum is also reached later with a delay of 20–40 days
compared to grid-averaged sea ice. Moreover, the southernmost band shows a slower growth with a maxi-
mum biomass reached 10 days later than in the band 758N< lat <80N. The values of maximum biomass
are half of the grid-averaged and level ice values. In particular, the maximum biomass under ridged ice in
the latitudinal sector north of 858N is smaller than the values of maximum biomass in the other sectors,
opposite to what happens in level ice and grid-averaged ice.
In both level ice and ridged ice, nitrate increases during the ﬁrst months of the year reaching values around
70 mg m22 (Figure 13). Between mid-April and mid-June, the nutrient concentrations start to decrease.
Toward the beginning of July, the level ice is nutrient depleted in all the four latitudinal sectors. Under the
ridged ice, nitrate concentrations are never exhausted.
In March and April, the total algae biomass (i.e., the chl a concentration integrated over the area of the grid
cell and weighted by sea-ice concentration) of level ice is always larger than the total algal biomass of grid-
averaged ice (Figure 14 shows the ratio of the two). In May, the total biomass ratio of level to grid-averaged
ice is no longer larger than 1 everywhere, but only in the latitudinal band 708N< lat <75N and in part of
the band 758N< lat <80N. For latitudes higher than 808N, the ratio is always smaller than 1. In June, there
is more biomass in the level ice than in the grid-averaged ice in all regions.
Table 5. Key Numbers to Characterize and Compare the Numerical Experiments: Day of
Bloom Onset Deﬁned as the Day From Beginning of January When the Algae Start
Growing Exponentially, Inferred From the Slope of the Curves in Figure 6b;
Corresponding Value of PAR Considered as the Threshold for Algal Bloom; Day When the














(mg chl a m22)
G-Ave 708N< lat <75N 87 2 118 37
758N< lat <80N 95 1.84 132 34
808N< lat <85N 114 1.65 146 38
858N< lat 127 1.49 148 50
Lev 708N< lat <75N 92 1.79 128 37
758N< lat <80N 102 1.78 139 33
808N< lat <85N 121 1.40 154 34
858N< lat 134 1.56 157 48
Rid 708N< lat <75N 118 1.13 161 14
758N< lat <80N 123 1.20 151 10
808N< lat <85N 138 0.96 166 11
858N< lat 149 0.73 175 8
aValues are computed for the grid-averaged ice (G-Ave), for level ice (Lev), and for
ridged ice (Rid). Results are divided in four different sectors according to latitude (see
also Figure 2).
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The ratio of ridged-ice algae to grid-averaged ice algae is almost always small, about 0.05–0.1 (5%–10%) in
June and July (Figure 15), except for a band in July extending from the Beaufort Sea and Bering Strait to the
Fram Strait with values up to 0.5 (50%).
4. Discussion
4.1. Performance of SIMBA
The simulated spatial pattern of sea-ice algae concentrations at the end of summer resembles the pattern
obtained from observations (BLROV). There is a belt of lower chl a concentration extending toward the sea
ice edge within the eastern sector (Figure 4). In this area, the model reproduces the values from observa-
tions (Table 4). The algae concentration increases toward the central Arctic. Here the modeled mean ice
algae concentration and ﬁeld measurements are different. North of 858N, however, observations are in the
range of modeled values. The latitudinal pattern of algae concentrations increasing from south to north
was already observed in July–August 1994 [Gosselin et al., 1997]. In particular, they report values of bottom
sea-ice algal chl a concentrations (3–14 mg chl a m22) in the area close to the North Pole, which are 3 times
higher than in the latitudinal bands south of 708N. North of 858N, particularly in the Eastern sector, model
results agree with summer values of 1–7 mg chl a m22 in 1991 [Gradinger, 1999]. In agreement with model
results, low values of chl a concentrations (<1 mg chl a m22) were also observed at the end of summer dur-
ing a 1993 study in the Laptev Sea and north of Svalbard [Gradinger and Zhang, 1997], in 1994 and 1995 in
Figure 7. Maps for the Arctic showing (a) bloom onset as the day from the beginning of January, (b) complete snow melt (Hs5 0) as the
day from the beginning of January, (c) ice thickness at the day of bloom onset, and (d) snow thickness at the day of bloom onset.
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the Fram Strait and Greenland Sea [Gradinger et al., 1999; Werner and Gradinger, 2002], in 1998 in the Chuk-
chi plateau [Melnikov et al., 2002], in 2002 in the Fram Strait [Sch€unemann and Werner, 2005], in 2002 and
2003 in the Beaufort Gyre [Gradinger et al., 2005], and in 2005 in the Chukchi/Beaufort Sea [Gradinger et al.,
2010]. The only two studies [Lange et al., 2015, 2017] of sea-ice algae concentration in the Lincoln Sea are
from the spring season. Lange et al. [2015, 2017] show mean values of sea-ice algae concentration for spring
2012 below 2 mg chl a m22, where the model estimates a mean concentration of 1.93 mg chl a m22. Note
that all studies cited above focus mainly on thicker ice, in particular, we consider for our comparison only lit-
erature values for ice thicker than 1.5 m to reduce the risk of measurements biased toward the thinner sea-
ice classes.
What might be interpreted as a merely latitudinal dependency from observations alone, has a different
interpretation from our model results. Here the algae concentration follows a latitudinal pattern on the East-
ern side (208E to 1808E, see Figure 4), but it also depends strongly on thickness, which increases closer to
the coast within the western sector. Analyzing the total summer melt (Figure 5) we see a very similar pat-
tern at the end of summer, even though the correlation coefﬁcients are small (r< 0.2). In particular, the very
thick ice in the Lincoln Sea has lower algal loss due to lower melt rates in this region [Dupont, 2012].
The algal bloom is initiated after PAR exceeds a lower limit (Figure 6) [see also Horner and Schrader, 1982;
Gosselin et al., 1986; Mock and Gradinger, 1999; Lange et al., 2015]. The spatial distribution of the bloom
onset (Figure 7) suggests that factors other than latitude (i.e., incoming radiation, albedo, ice thickness and
Figure 8. Maps of monthly averaged sea-ice algae NPP for (a) April, (b) May, (c) June, and (d) July 2012.
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snow thickness) affect the spatial distribution. It is, however, very difﬁcult to decouple the effects of these
single variables. For example, the late bloom in the Lincoln Sea can be explained by the large sea-ice thick-
ness values whereas the delay in the Kara Sea and Fram Strait is caused by the thicker snow cover. Correla-
tions of day of bloom onset
with day of snow melt (r5 0.19)
and with ice thickness (r5 0.22)
are weak but signiﬁcant. A mod-
erate correlation (r5 0.57) is
found with the snow thickness
distribution. Such low correla-
tion values are caused by the
large area considered and the
large scale of variability of all
variables controlling ice algal
growth. The correlation should
be investigated at smaller scales
because sea-ice algae biomass
in different regions of the Arctic
can have substantially different
relationships with the physical
sea ice environment.
The maximum chl a concentra-
tion is also reached later in the
higher latitude regions. We
compare our results with what
is shown in Leu et al. [2015]. We
look at the curves for the
Figure 9. Plots of (a) under-ice light when the shading effect due to sea-ice algae is considered, and (b) differences between under-ice
light computed without algae shading (Figure 6a) and under-ice light computed considering the shading effect due to algae. The horizon-
tal gray line in Figure 9a at 1.78 lEinst m22 s21 represents the limit for algal bloom as average of values indicated by stars in Figure 6a.
Figure 10. Integrated summer basal ice melt over the period April to September 2012
caused by heat released by sea-ice algae.
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stations in the two regions of interest and compare the day and value of maximum with our results. From
Leu et al. [2015], we infer a day of maximum biomass of 138 and 146 for the two regions 708N< lat <75N
and 758N< lat <80N with maxima of 14.5 and 22.5 mg chl a m22, respectively. Our results for day of
maximum biomass are 20 and 14 days earlier, respectively (Table 5), and show a higher maximum value of
chl a concentrations (more than double in the southernmost latitudinal band). Since we discard a latitudinal
effect in the comparison, further investigation to asses the cause of the earlier modeled day of maximum
biomass should be addressed (but not performed in the present study). We may speculate that the spatial
coverage of observations is heavily biased toward coastal regions and landfast sea ice, which may have dif-
ferent nutrient regimes and dynamic sea-ice processes. Moreover, the simpliﬁed nutrient initialization used
in the present study can lead to overestimating the maximum biomass values (see section 4.2).
4.2. Effects of Different Initial Conditions
We use the algal bloom as a key process to compare different scenarios listed in Table 3 and to investigate
the effect of different initial conditions. Between scenarios R2, R4, R6, and R8, the differences in bloom onset
are only 62 days. The largest difference between these scenarios is the maximum biomass reached during
the bloom. Nitrate availability in winter and spring determines the total primary production in the late
spring so that highest biomass peaks are reached in runs with higher initial nutrient concentration. This
shows the key role of nutrient concentrations in winter and thus the importance of having observations
Figure 11. Maps of May averages for: (a) ridge density, (b) thickness of ridged ice, (c) differences in ice thickness between level ice and
grid-averaged ice, and (d) snow thickness differences between level ice and the grid-averaged ice.
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collected before the algal bloom. Of particular interest is scenario R0, which has the lowest maximum bio-
mass, but also shows an earlier bloom period (40 days earlier). Furthermore, the decay is slower for R0 com-
pared to other scenarios, so the minimum is reached between August and September, which is consistent
with other runs. This means that the conditions at the end of summer are similar for all scenarios, as can be
seen in Table 3.
Figure 12. Level ice: (a) under-ice light and (b) algae evolution. Ridged ice: (c) under-ice light and (d) algae evolution. The horizontal gray
line in Figure 12c represents the limit value for PAR of 1.78 lEinst m22 s21 inferred by Figure 6. Quantities are averaged over the four lati-
tudinal sectors shown in Figure 2.
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4.3. Effects Caused by Ice Algae on Ice and Ocean
Ice algae can have an inﬂuence on both ocean and sea ice. The shading created by sea-ice algae can delay
the under-ice phytoplankton bloom, thus further extending the thriving window for sympagic and pelagic
grazers [Jin et al., 2012; Tremblay et al., 2008]. Our results show that the shading effect due to sea-ice algae
differs according to the different latitudinal sectors. Between 708N and 808N, ice algae keep the light level
around the mean threshold so that some growth is possible for under-ice phytoplankton. North of 808N,
the light level is under the threshold value due to the shading effect, thus under-ice phytoplankton bloom
may be delayed by up to 40 days, if not completely prevented as shown by Dupont [2012]. Such shading
effects may add to the shading already caused by ice and snow on the ocean surface, thus further delaying
the phytoplankton blooms under the ice compared to the blooms in open water [Arrigo et al., 2012]. How-
ever, the presence of sea-ice algae can have other effects on phytoplankton growth. Such effects include,
e.g., uptake and remineralization of nutrients by sea-ice algae, but their investigation requires coupling to
an ocean biogeochemical model. Thus, the results presented here for the effects of ice algae on under-ice
phytoplankton blooms should be corroborated with a coupled ice algae-phytoplankton model.
The ice algae-induced melt, integrated from April to August, ranges from 0 to 2 cm and agrees with previ-
ous studies [Zeebe et al., 1996]. Ice algae-induced melt is much smaller than the range of variability of the
physically induced melt (0–1.5 m) and thus negligible for the physical system. Nevertheless, this positive
feedback mechanisms can have measurable effects in long-term simulations. Moreover, the total ice algae-
induced melt can be important for the algae layer, which could be eroded by the melt induced by the ice
algae.
4.4. Level Ice and Ridged Ice
After dividing sea ice into level ice and ridged ice based on the deformation energy and sail density, result-
ing level ice is thinner than the grid-averaged ice, but it has a thicker snow cover (Figure 11). These differ-
ences are reﬂected in light transmission and algae phenology. In the presence of snow, there is less light
under level ice than under the grid-averaged ice, but after all snow is melted, there is more light under level
ice because of thinner ice. Since the amount of nutrients is the same, the maximum chl a concentration is
very similar, mostly because the system is determined by initial conditions for nutrients (section 4.2 and
Table 5). Nevertheless, the presence of thicker snow has an important inﬂuence on the timing of algal
Figure 13. Nutrient evolution for (a) level ice, and (b) ridged ice in the four latitudinal sectors shown in Figure 2.
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growth. Figure 14 shows that in April there are more algae associated with the grid-averaged ice. This ratio
changes in May, when in the Marginal Ice Zone the level-ice algae are close to the maximum of the bloom,
whereas the grid-averaged ice algae start to decay. In June, algae associated to the grid-averaged sea ice
Figure 14. Ratio between grid integrated level-ice algae and grid-averaged ice algae in (a) March, (b) April, (c) May, and (d) June 2012.
Figure 15. Grid integrated ridged-ice algal biomass as percent of grid-averaged ice algae for (a) June and (b) July.
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are already decreasing whereas the amount of biomass associated with level ice is still high. Thus, changes
in the snow cover, rather than in ice thickness, have a large effect on the timing of the algal bloom.
Ridges create a very special environment for ice algae [Kuparinen et al., 2007; Vancoppenolle et al., 2013]. As
such, they show a pattern for both physical factors and algal growth different from level ice and grid-
averaged ice. The ridge-associated algae can constitute more than 50% of the total algae that grow under
the grid-averaged ice (Figure 15). Due to the speciﬁc light conditions, the bloom under ridged ice appears
later in the season than for grid-averaged ice or level ice, thus it can provide an extra source of carbon
toward the end of the feeding season when other food sources are already depleted. We stress that our
parameterization does not provide an accurate representation of the structural and geometrical properties
of ridges. Potential effects along the ridge edges, where ridges are thinner and might let more light pass
through due to horizontal scattering, are not included in this work. Moreover, ridges can incorporate water
pockets during formation, which could represent a nutrient reservoir for algae. Finally, scattering and
absorption processes in ridges are not yet parameterized.
The distinction between level and ridged ice classes shows that with the grid-averaged ice only, it may not
be possible to accurately represent the actual timing of algal growth and bloom. Based on our modeling
results, in combination with ﬂoe-scale observations (BLROV) we recommend that different ice classes should
be considered when the aim is to model algae content and evolution.
5. Conclusions and Outlook
A new Arctic-wide sea-ice algal model coupled to a sea-ice–ocean general circulation model helps interpret-
ing observations of ice algal biomass. In spite of its simplicity, the new model reproduces part of the
observed distributions of biomass, in particular, the latitudinal pattern in an eastern sector south of 808N. In
other areas, snow and ice thickness affect light availability and thus algal growth in a complicated manner.
In this situation, the interpretation of observations is difﬁcult, because often the available data sets do not
provide all the pieces of information required to attribute the phenology of sea-ice algae to physical
constraints.
Ice-algae phenology is driven by different physical factors that vary with season and region. Ice-algal
blooms are delayed with latitude (i.e., light) and affected by snow and ice thickness. The bloom peak values
depend on initial conditions, especially of nutrients. In all cases, nutrient limitation terminates the bloom
and by the end of summer the algae concentration pattern resembles that of the basal melt. A better spatial
and temporal coverage of observations, ideally during the key transition periods between the onset of the
bloom until the end of summer, is required to validate the accuracy of these numerical model experiments
for the entire period.
The shading effect due to an algae layer and the increased melting due to energy released by algae as heat
are two mechanisms that feed back into the physical sea-ice and ocean system. The shading effect is not
important south of 808N, but north of 808N it can delay the under-ice phytoplankton bloom by up to 40
days. The release of heat by ice algae can contribute to an overall annual sea ice melt of up to 2 cm, much
smaller than the total melt due to physical processes.
The algal bloom and decay are functions of the physical properties of level and ridged ice. Level ice is thin-
ner than grid-cell averaged ice, but the redistribution of snow results in more snow on level ice. This extra
snow delays the onset of the algal bloom under level ice. Ridged ice can host algae communities that grow
and support primary production when a minimum value of under-ice light is reached in summer. Thus, they
represent an additional food source for sympagic and pelagic species during the end of summer when
other food resources are limited. Our results show that different sea-ice classes might be useful in properly
representing sea-ice algae spatial distribution and phenology.
The model is at an early stage of development and is lacking the representation of some important pro-
cesses. In particular, the exchange of nutrients with the underlying ocean is an important term to sustain
the growth and survival of bottom sea-ice algae after nutrients that have been captured within the sea-ice
matrix at the time of freezing are depleted. For multiyear simulations, which allow to asses interannual
changes in sea-ice algae concentrations, the initialization of nutrients and ice algae at ice formation need to
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be parameterized. The model could further be improved by coupling the biogeochemical processes at the
bottom of sea ice to those within the upper ocean, that is to an ocean-biogeochemical module.
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