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Abstract. This article presents an overview on recent progress in the theory of
nonequilibrium Green functions (NEGF). We discuss applications of NEGF simulations
to describe the femtosecond dynamics of various finite fermionic systems following
an excitation out of equilibrium. This includes the expansion dynamics of ultracold
atoms in optical lattices following a confinement quench and the excitation of strongly
correlated electrons in a solid by the impact of a charged particle. NEGF, presently, are
the only ab-initio quantum approach that is able to study the dynamics of correlations
for long times in two and three dimensions. However, until recently, NEGF simulations
have mostly been performed with rather simple selfenergy approximations such as the
second-order Born approximation (SOA). While they correctly capture the qualitative
trends of the relaxation towards equilibrium, the reliability and accuracy of these NEGF
simulations has remained open, for a long time.
Here we report on recent tests of NEGF simulations for finite lattice systems
against exact-diagonalization and density-matrix-renormalization-group benchmark
data. The results confirm the high accuracy and predictive capability of NEGF
simulations—provided selfenergies are used that go beyond the SOA and adequately
include strong correlation and dynamical-screening effects. With an extended arsenal
of selfenergies that can be used effectively, the NEGF approach has the potential of
becoming a powerful simulation tool with broad areas of new applications including
strongly correlated solids and ultracold atoms. The present review aims at making
such applications possible. To this end we present a selfcontained introduction to the
theory of NEGF and give an overview on recent numerical applications to compute
the ultrafast relaxation dynamics of correlated fermions. In the second part we give
a detailed introduction to selfenergies beyond the SOA. Important examples are the
third-order approximation, the GW approximation, the T -matrix approximation and
the fluctuating-exchange approximation. We give a comprehensive summary of the
explicit selfenergy expressions for a variety of systems of practical relevance, starting
from the most general expressions and the Feynman diagrams, and including also the
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important cases of diagonal basis sets, the Hubbard model and the differences occuring
for bosons and fermions. With these details, and information on the computational
effort and scaling with the basis size and propagation duration, an easy use of these
approximations in numerical applications is made possible.
Submitted to: J. Phys.: Condens. Matter
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1. Introduction
Strong correlation effects, arising when the interaction energy of a many-particle system
exceeds the single-particle energy, are ubiquitous in nature and laboratory systems.
Examples are the interior of dwarf stars or giant planets, the quark–gluon plasma, e.g.
Refs. [1, 2] or electrons in strongly correlated materials, e.g. Ref. [3]. In classical systems
strong correlations exist e.g. in electrolytes [4], in ultracold plasmas [5, 6], or in complex
plasmas where they lead to fluid-like or crystalline behavior of charge particles, for
an overview see Ref. [7]. Even though there exist many similarities in the static and
dynamic properties between classical and quantum systems [8], the latter have a number
of peculiarities and require dedicated theoretical approaches. Therefore, in the present
article, we will concentrate only on quantum systems.
1.1. Strong correlations in quantum systems
In recent years strong correlations in quantum systems have come into the focus in
a variety of fields. The first example are dense plasmas as they exist in the interior
of giant planets, dwarf stars or neutron stars. Similar conditions are also generated
in the laboratory by compression of matter by means of shock waves, ion beams or
high-intensity lasers [9, 10]. This typically leads to situations where the electrons are
quantum degenerate whereas the heavy particles exhibit only weak quantum behavior.
This peculiar state of highly excited nonideal matter has been termed “warm dense
matter” or high-energy density matter, e.g. Ref. [11]. The range of electron densities
where correlation effects are important is characterized by values of the Brueckner
parameter exceeding unity, i.e. rs = r¯/aB>1, where r¯ denotes the mean interparticle
distance and aB the Bohr radius. In warm dense matter in thermodynamic equilibrium,
temperatures are in the range of 0.1 . Θ = T
TF
. 10 (with the Fermi temperature TF)
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which means that electrons are highly excited and ground-state approaches fail. Here,
the method of choice are first-principle approaches such as path-integral Monte Carlo
simulations [12–14], for a recent overview, see Ref. [15].
The second example are condensed-matter systems where strong electronic
correlations are of high importance in many materials, e.g. Refs. [3, 16]. Examples are
transition metals and their oxids, rare-earth metals or cuprate superconductors. Here
the standard mean-field description fails and correlated approaches such as dynamical
mean-field theory [16] or Hubbard-type model Hamiltonians, e.g. [17] are being used.
The third example of strong correlation effects are ultracold fermionic and bosonic
atoms. In particular ultracold atoms in optical lattices have allowed one to study
correlation effects experimentally with unprecedented accuracy, e.g. Ref. [18]. Moreover,
with the advent of atomic microscopes even single-site spatial resolution has been
achieved [19–21].
1.2. Nonequilibrium correlation dynamics following rapid external excitation.
There is a large a variety of excitation scenarios that drive a many-body system rapidly
out of equilibrium. This includes excitation by laser pulses—from the infrared, over the
optical and ultraviolet to the x-ray range. Time-resolved optical diagnostics (pump–probe
spectroscopy) has evolved as a powerful experimental tool to probe the time evolution
of atoms, molecules and materials that has been covered in many textbooks. Another
method that provides spatially localized excitations is the impact of charged particles
that may lead to surface modifications, heating or excitations of the electronic degrees of
freedom, e.g. Refs. [22–24]. For correlated atoms in optical lattices, additional excitation
schemes have been developed. This includes rapid changes of confinement potentials
(confinement quench) [25, 26], rapid changes of the pair interaction (interaction quench)
via Feshbach resonance [27] or periodic modulation of the lattice depth (lattice-modulation
spectroscopy), e.g. Refs. [28–30].
All these methods have seen a rapid development in recent years and allow for
accurate diagnostic of the time evolution of many-body systems. This, on the other
hand, requires extensive theory developments in order to achieve detailed comparisons
with and explanation of experimental observations.
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1.3. Theoretical approaches to computing nonequilibrium dynamics in correlated
quantum systems.
The theoretical approaches that have been applied most extensively in the field
of correlated lattice systems are exact diagonalization (CI) [31–33], density-matrix
renormalization group (DMRG) methods [34–36], diagrammatic Monte Carlo [37–39],
real-time quantum Monte Carlo (RTQMC) [40, 41], reduced-density-matrix approaches
[42–44], and time-dependent density-functional theory (TDDFT) [45–49]. However, each
of these methods has fundamental problems and limitations. CI faces an exponential
increase of the CPU time with the system size and applies only for small systems.
RTQMC can only treat short evolution times due to the dynamic fermion sign problem.
DMRG is accurate at strong coupling but has difficulties at moderate and weak coupling
and is, moreover, restricted to 1D systems, e.g. Refs. [50]. Finally, TDDFT has no
dimensional restrictions, but it is not able to accurately treat electronic correlations in a
systematic way. Besides, the simulations usually involve the adiabatic approximation
which neglects memory effects and may make the results unreliable. Presently, there are
intense activities underway to improve each of these approaches.
1.4. Nonequilibrium Green Functions (NEGF)
There exists an independent approach to the dynamics of correlated systems that
originates in quantum-field theory. It is based on nonequilbirium Green functions (NEGF)
that were introduced by Keldysh [51] and Baym and Kadanoff [52]. This approach has
been extremely successful and extensively applied in many fields of physics, including
semiconductor optics [53–56], semiconductor quantum transport [57–60], nuclear physics
[61–63], laser plasmas [64, 65], high-energy physics [66–68], and small atoms and molecules
[69–71]. For text-book discussions, see Refs. [53, 54, 72–74].
NEGF have only recently been applied to finite correlated lattice systems out of
equilibrium [49, 73, 75, 76]. This method is not suffering from most of the limitations
of the other approaches and has achieved remarkable results. Benchmarks against CI
simulations for small systems, cold atom experiments [26] and DMRG data [50] have
shown impressive accuracy of the approach for many observables, for details see Sec. 3.
Of course there is a price to pay: NEGF methods are complicated and computationally
very expensive. A recent overview on the NEGF results for the dynamics of fermionic
lattice systems can be found in Ref. [77], and a recent overview on different NEGF
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applications is given in Ref. [78].
At this point it is useful to have a look at the conceptual basis of nonequilbrium
Green functions. This approach is internally consistent. It obeys conservation laws
and the dynamics are time-reversible [79]. NEGF simulations depend on a single input
quantity—the selfenergy Σ (this is analogous to DFT which depends only on the accuracy
of the exchange–correlation potential). Would Σ be known exactly, the NEGF method
would be exact. In practice, of course, aside from a few model cases, the exact Σ is not
known and one has to resort to approximations. In the majority of applications to closed
correlated many-body systems (neglecting the coupling to phonons or other bosonic
degrees of freedom) just two approximations are used: the Hartree–Fock selfenergy and
the second-order Born approximation that incorporates correlations to lowest order.
These approximations are well studied and their numerical application can be considered
routine.
At the same time, the excellent quantitative agreement with benchmark data that
was mentioned above could only be achieved by applying more complex selfenergy
approximations that adequateley take into account both, the coupling strength and
the filling (density) of the system. However, even though a number of improved
approximations such as the T -matrix selfenergy, that describes strong coupling and bound-
state formation, or the GW approximation, that describes dynamical screening, are
known for half a century, their application is often still very challenging. Unfortunately,
in most publications the presentation of these approximations is rather sketchy, and
often does not include all details about the spin degrees of freedom or general basis
representations. Moreover, there is a high need for additional approximations, for
instance, selfenergies that couple dynamical screening and strong coupling (including
the FLEX approximation) or perturbation results that go beyond the second-Born
approximation that have occasionally been used in the literature, but usually not under
nonequilibrium conditions.
Thus, limited availability of a broad class of selfenergy approximations, including
their representations for commonly used situations, can be considered a major bottleneck
for further progress in nonequilibrium Green functions and their applications to many
fields of many-body physics. It is a goal of the present review, to fill this gap.
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1.5. Outline of this review
This article is organized as follows. In Section 2 we present a brief but selfcontained
introduction into the concepts of nonequilibrium Green functions including the equations
of motion for the NEGF—the Keldysh–Kadanoff–Baym equations. This is followed by an
introduction to the Hubbard model for strongly correlated systems and the transformation
of the NEGF into a Hubbard basis. We then introduce the selfenergy Σ and the two
main approaches for deriving approximations for Σ: the first is based on an expansion in
terms of the bare pair interaction whereas the second uses the screened interaction, as the
basic ingredient (Hedin’s equations). We then present an overview of the main selfenergy
approximations that follow from those two schemes. This is followed, in Sec. 3, by a
summary of representative numerical applications to the dynamics of strongly correlated
fermions under various excitation conditions which illustrate the performance of the
different approximations for Σ. In the second part of the review that contains sections 4
and 5 we return to the governing equations for the selfenergy where the former (latter)
is devoted to the expansion in terms of unscreened (screened) pair potentials. In each of
the two sections the relevant approximations for Σ will be presented first in a general
form which is then specified to various practically relevant representations including the
Hubbard basis. Finally, a summary and outlook is presented in Sec. 6.
2. Basics of nonequilibrium Green functions
This section gives an overview about the theoretical foundations of the NEGF method
and focuses on the interconnection between and classification of common approximation
schemes. As far as we are aware, it provides the first comprehensive overview of the
relevant equations in a fully general basis representationii. From this, the common cases
of a diagonal basis such as the coordinate basis and the Hubbard basis for fermions and
bosons are deduced. Alongside the development of the theory, the numerical scaling
of the different approximation techniques will be detailed to enable a suitable choice
with respect to the achievable simulation duration and basis size. In Section 2.1, the
representation of states of indistinguishable quantum particles such as electrons in the
so-called Fock space is discussed. The underlying notion of the second quantization
allows for a suitable description of the dynamics for these particles in terms of canonical
iiFor the particle–particle T -matrix approximation, a thorough derivation for a general basis set was
presented in [77].
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operators which perform the creation and annihilation in a chosen basis comprised
of single-particle orbitals. Section 2.2 explores several possible sets of basis functions
and their numerical suitability for different classes of systems. As a special case, the
description of bosons and fermions in the basis set of the Hubbard model [80] is described.
For general time-dependent problems, it turns out to be advantageous to work on a
complex time-contour (Schwinger–Keldysh contour), that is introduced in Section 2.4.
The central quantity on the time-contour—the single-particle Green function—which
gives access to all single-particle observables, the single-particle spectrum and some
two-particle quantities, is defined in Section 2.5. The equations of motion for the
Green functions are a set of integro-differential equations, which are mutually coupled,
constituting a hierarchy between Green functions of different particle number, the Martin–
Schwinger hierarchy (MSH). A suitable reformulation of the MSH has been given in [81],
where a set of five contour quantities is introduced, which also obey coupled equations of
motion, the solutions of which yield the same Green function as the solution of the MSH.
The representations of these equations in a general basis set are given in Section 2.8. Since
the exact solution of either set of equations is numerically impossible for most realistic
systems, approximation techniques have to be employed. The approaches presented in
this work are based on the common building block of the so-called selfenergy the purpose
of which is to capture all relevant many-body effects. How it can be approximately
determined using both perturbative and non-perturbative methods is detailed at the end
of this section.
2.1. Dynamics of indistinguishable quantum particles in second quantization
The physical properties of all quantum particles are determined by their nature as
excitations of an underlying field. These fields are quantized, i.e., they can only
accommodate an integral number of elementary excitations, which are identified with
the quantum particles. If only a single particle is excited, its state can be described by a
wavefunction
∣∣∣Ψ〉 defined on a single-particle Hilbert space H over the field of complex
numbers C, which is assumed to be of finite dimensioniii. For excitations of more than
one particle, the indistinguishability of quantum particles has to be taken into account
properly. Experimentally, it has been found that quantum particles either carry bosonic
or fermionic statistics, i.e., obey either the Fermi–Dirac [82, 83] or the Bose–Einstein [84]
iiiIn practice, this does not constitute a restriction, since the Hilbert space is either already of finite
dimension or has to be approximated as such anyway to make a numerical treatment possible.
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distribution. The group of fermions, which all have half-integer spin, contains the quarks
and leptons, such as the electron, whereas phonons, W - and Z gauge-particles, gluons
and the recently experimentally verified Higgs particle are bosons. Particles that are
composed of elementary fermions or bosons can be of either bosoniciv (e.g. mesons,
pions, kaons, excitons, biexcitons) or fermionic (baryons [68], nucleons, trions etc.) type,
depending on the number of fermions involved. In the theoretical description, the spin
statistics amounts to the many-body wavefunction being totally symmetric, for bosons,
or totally anti-symmetric, for fermions with respect to interchange of two particles. How
these statistics are conveniently built into the description of the many-body system, is
detailed in the following.
To be able to treat states of varying particle number on an equal footing, it is
convenient to define the so-called Fock space FHσ induced by the single-particle Hilbert
space H as the (completion of the) direct sum of (anti-)symmetrized n-fold tensor
products of H,
FHσ =
∞⊕
n=0
SσH⊗n = C⊕H⊕ Sσ(H⊗H)⊕ . . . , (1)
with
H⊗n =
n times︷ ︸︸ ︷
H⊗H⊗ · · · ⊗ H for all n ∈ N0 . (2)
The operator Sσ symmetrizes or anti-symmetrizes tensors for bosonic (σ = +) or fermionic
(σ = −) particles. To define its action, it is suitable to fix a single-particle orbital basis
of H,
Bsp =
{∣∣∣bi〉, i ∈ I} , (3)
for an index set I of cardinality dimH. With this, for every n ∈ N0 and basis elements∣∣∣b1〉, . . . , ∣∣∣bn〉 ∈ Bsp, the action of Sσ on the standard tensor product is given by
S+
(∣∣∣b1〉⊗ . . .⊗ ∣∣∣bn〉) (4)
= 1√
n!
∑
s∈Sym
n
∣∣∣bs(1)〉⊗ . . .⊗ ∣∣∣bs(n)〉 =: ∣∣∣b1〉 ◦ . . . ◦ ∣∣∣bn〉
ivNote that the Bose character is only approximate, and deviations may appear on short length
scales on the order of the interparticle distance.
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and
S−
(∣∣∣b1〉⊗ . . .⊗ ∣∣∣bn〉) (5)
= 1√
n!
∑
s∈Sym
n
sign
(
s
)∣∣∣bs(1)〉⊗ . . .⊗ ∣∣∣bs(n)〉 =: ∣∣∣b1〉 ∧ . . . ∧ ∣∣∣bn〉 ,
for bosons and fermions, respectively. Note that it is sufficient to define the
(anti-)symmetrization operator only for basis elements, since it is linear. For example, a
general fermionic anti-symmetrized state
∣∣∣Ψ−2 〉 on the 2-fold tensor product H⊗H is of
the form ∣∣∣Ψ−2 〉 = ∑
i<j∈I
cij
∣∣∣bi〉 ∧ ∣∣∣bj〉 for ∣∣∣bi〉, ∣∣∣bj〉 ∈ Bsp , (6)
for cij ∈ C. Here, the antisymmetric tensor product
∣∣∣bi〉 ∧ ∣∣∣bj〉 is given in terms of the
standard tensor product as∣∣∣bi〉 ∧ ∣∣∣bj〉 = 12
(∣∣∣bi〉⊗ ∣∣∣bj〉+ (−1)∣∣∣bj〉⊗ ∣∣∣bi〉) . (7)
Note that
∣∣∣bi〉∧ ∣∣∣bi〉 = 0, which reflects that, due to the Pauli exclusion principle, no two
fermions can occupy the same state. With this, a general state in the Fock space FHσ , a
Fock state
∣∣∣Ψσ〉, which is a superposition of states with a different number of particles,
can be written as∣∣∣Ψσ〉 = c0|0〉 ⊕∑
i∈I
ci
∣∣∣bi〉⊕ ∑
i≤j∈I
cij
∣∣∣bi〉⊗σ ∣∣∣bj〉⊕ . . . , (8)
for c0, ci, cij ∈ C, where the short-hand notation
⊗σ =

◦ for bosons ,
∧ for fermions ,
(9)
has been introduced. The first state, |0〉, is the vacuum state, which is the state of zero
physical particles and of the lowest possible energy, Evac—in the context of this article,
Evac = 0 is assumedv.
With the concept of Fock states that are suitable to describe systems with a varying
particle number, it is most natural to define operators that create
(
cˆ†
[∣∣∣bi〉] =: cˆ†i) or
remove
(
cˆ
[∣∣∣bi〉] =: cˆi) a particle in a given single-particle orbital ∣∣∣bi〉. To characterize
their action, it is sufficient to define the action on all (anti-)symmetrized n-particle
vIn quantum chromodynamics and quantum electrodynamics, the lowest energy state may not have
zero energy and allow for quantum fluctuations [85].
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subspaces of FHσ defined in a fashion similar to Eq. (2),
H⊗σn =
n times︷ ︸︸ ︷
H⊗σ H⊗σ . . .H , (10)
as
cˆ†i
∈H
⊗
σ
n︷ ︸︸ ︷(∣∣∣b1〉⊗σ . . .⊗σ ∣∣∣bn〉) =
∈H⊗n+1︷ ︸︸ ︷∣∣∣bi〉⊗σ ∣∣∣b1〉⊗σ . . .⊗σ ∣∣∣bn〉
and
cˆi
∈H
⊗
σ
n︷ ︸︸ ︷(∣∣∣b1〉⊗σ . . .⊗σ ∣∣∣bn〉) (11)
=
∈H⊗n−1︷ ︸︸ ︷∑
k∈I
(−σ)k
〈
bi
∣∣∣bk〉∣∣∣b1〉⊗σ . . .⊗σ∣∣∣bk〉⊗σ . . .⊗σ ∣∣∣bn〉 .
With these equations, the (anti-)commutator between the creation operators and
annihilation operators as well as between one creation and one annihilation operator for
fermions (bosons) is easily worked out,[
cˆ†i , cˆ
†
j
]
±
= 0 ,
[
cˆi , cˆj
]
±
= 0 ,
[
cˆi , cˆ
†
j
]
±
= 〈i|j〉 . (12)
Note that we used a general description that allows for a non-orthogonal set, {|i〉}, of
single-particle basis states. In the special case of an orthonormal basis, 〈i|j〉 = δi,j, and
one recovers, in the final expression δi,j which is familiar from many text books.
The creation and annihilation operators form a basis for all operators acting on the
space FHσ . For instance, general single-particle and two-particle operators Oˆ
(1), Oˆ(2) are
given as linear superpositionsvi
Oˆ
(1) =
∑
mn
o
(1)
mncˆ
†
mcˆn , (13)
Oˆ
(2) =
∑
mnpq
o
(2)
mnpq cˆ
†
mcˆ
†
ncˆpcˆq , (14)
where the matrix elements are
o
(1)
mn =
〈
bm
∣∣∣oˆ(1)∣∣∣bn〉 , o(2)mnpq = 〈bmbn∣∣∣oˆ(2)∣∣∣bpbq〉 . (15)
As a special case, the Hamiltonian, which carries the specific geometries of the studied
systems as well as any external (time-dependent) potentials and forces driving the
viFrom now on, if not stated otherwise, all sums run over the complete basis set.
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dynamics transforms to
Hˆ
(
t
)
=
∑
mn
hmncˆ
†
mcˆn︸ ︷︷ ︸
Hˆ
0
+ 12
∑
mnpq
wmnpq cˆ
†
mcˆ
†
ncˆq cˆp︸ ︷︷ ︸
Wˆ
+
∑
mn
fmn
(
t
)
cˆ†mcˆn︸ ︷︷ ︸
Fˆ (t)
, (16)
containing the single-particle part Hˆ0, the interaction Wˆ and the time-dependent single-
particle excitation part Fˆ
(
t
)
. Since all quantities discussed in this section are formulated
in terms of the single-particle basis Bsp (cf. Eq. (3)), its suitable choice is vital for the
numerical implementation to achieve the best possible performance. A strategy for the
selection of a set of basis functions is detailed in the next section.
2.2. Choice of the one-particle basis
Selecting a single-particle basis (cf. Eq. (3)) constitutes the first step in the process of
the theoretical modeling of a system. With the basis, elements
∣∣∣Ψ〉 of the single-particle
Hilbert space H can be expanded as∣∣∣Ψ〉 = ∑
i∈I
bi
∣∣∣bi〉 , (17)
where I is an index set of cardinality dimH. For Hilbert spaces of infinite dimension, I
has to be substituted by a finite set I ′ to make a numerical treatment possible, which
renders Eq. (17) only approximately valid. For the formulation of the Hamiltonian,
according to Eq. (16), the matrix elements hkm, wklmn, fkm
(
t
)
have to be specified. Once
they are given in the natural basis of the studied system, they can be transformed into
another single-particle basis Csp =
{∣∣∣cj〉, j ∈ J} by
hCkm =
dimH∑
r=1
dimH∑
s=1
b∗rkh
B
rsbsm , (18)
with the expansion of the new basis functions
∣∣∣ci〉 in terms of the old ∣∣∣bi〉 given as
〈
ci
∣∣∣ = dimH∑
r=1
b∗ri
〈
br
∣∣∣ , (19)
∣∣∣ci〉 =
dimH∑
s=1
∣∣∣bs〉bsi , (20)
with the transformation matrix elements
bsi =
〈
bs
∣∣∣ci〉 , b∗ri = 〈br∣∣∣ci〉∗ . (21)
CONTENTS 15
With these transformations, the basis can be chosen to suit the numerical needs. To this
end, two criteria can be formulated which characterize how well numerically tractable
a set of basis functions is. First, it should consist of as few basis functions as possible
to achieve the accuracy demanded, i.e., it describes single-particle orbitals that are as
close as possible to the true orbitals occupied by the particles. To work out the other
criterion, one notices that, according to Eq. (16), the interaction—a central quantity
in any exact treatment as well as the selfenergy approximations discussed later in this
article—is represented by a fourth-order tensor wklmn in a general basis. This structure
is numerically prohibitive since it involves at least a scaling of O
(
N4b
)
, where Nb is the
dimension of the basis set. Fortunately, the interaction tensor can be brought into a
diagonal representation, where it is characterized by a second-order tensor, i.e., is of the
structure
wklmn = δknδlmwkl . (22)
In practice, this diagonalization can be achieved by choosing a quadrature rule for the
integrals involved in the computation of the interaction matrix elements (cf. Eq. (15))
and construction of a (finite-element) discrete variable representation upon it [73, 86,
87]. For details, the reader is referred to Ref. [70, 88], where various aspects of different
choices of quadratures and their implementation are discussed. Accordingly, the second
criterion is that the basis functions are chosen such that the interaction matrix elements
are (approximately) diagonal in the sense of Eq. (22). Unfortunately, both criteria are
often “orthogonal” to each other, and the user has to choose between them. While
physically motivated basis sets achieve a good representation with only a small number
of basis functions, they entail a dense fourth-order tensorial structure of the interaction
matrix elements. In contrast, discrete-variable-representation basis sets provide the
latter in diagonal form, but the basis functions are “general purpose” and the worse
representation of physical states requires their number to be comparably large. As a rule
of thumb, it can be stated that, for small systems, which require only few basis functions,
physical basis sets are preferable while, for large systems, for instance in the description
of photoemission experiments on atoms, molecules or solide [87, 89, 90], a grid-based
approach is often favorable. In both cases, a close look at the structure of the equations
at hand provides a more thorough basis for the decision. As an example, looking ahead to
Eqs. (189) and (191) vs. Eqs. (176) and (183), the index structure of the selfenergy—the
central quantity in Green function based calculations—for example, in the important
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second-order Born (2B) approximation, looks like (omitting time arguments and scalar
factors)
Σ(2),diagonalij ∼
∑
np
GinwipGnpGpjwnj ±
∑
pr
GijwipGrpGprwrj , (23)
Σ(2)ij ∼
∑
mnpqrs
GmnwipqmGspGqr
(
wnrjs ± wrnjs
)
, (24)
in a diagonal basis vs. general basis representation. At first glance, the diagonal case
of Eq. (23) suggests a scaling of O
(
N4b
)
stemming from the two external indices i, j
and the summation over the two internal indices, whereas in the case of full interaction,
according to Eq. (24), the summation over six internal indices (m,n, p, q, r, s) prompts
a scaling of O
(
N8b
)
, which would strongly favor the former over the latter. A quick
reordering, though, lets one rewrite Eqs. (23) and (24) as
Σ(2),diagonalij ∼
∑
n
Ginwnj
∑
p
wipGnpGpj ±Gij
∑
p
wip
∑
r
GprGrpwrj , (25)
Σ(2)ij ∼
∑
mpq
wipqm
∑
s
Gsp
∑
r
Gqr
∑
n
Gmn
(
wnrjs ± wrnjs
)
. (26)
This elucidates that, for diagonal interaction, Σ(2),diagonalij indeed scales as O
(
N4b
)
+
O
(
N3b
)
= O
(
N4b
)
, whereas, Σ(2)ij scales as O
(
N5b
)
+O
(
N5b
)
+O
(
N5b
)
+O
(
N5b
)
= O
(
N5b
)
,
in contrastvii. Thus, the preferable basis choice strongly depends on the respective basis
sizes needed.
2.3. The Hubbard model
Since it plays an important role underlying the applications in Sec. 3, the special case
of the Hubbard basis and the associated Hubbard model is briefly discussed here. The
Hubbard model has been introduced by John Hubbard, a British physicist, in 1963 [80]
to describe the physics—especially the transition between conducting and insulating
behavior—of electrons in narrow energy bands of solid-state systems such as transition-
metal oxides. At the heart of the Hubbard model is the observation that, in narrow d-
and f -bands, the electrons are mostly located at the nuclei—where they interact—and
only rarely move between different positions on the lattice. Therefore, Hubbard proposed
to describe these systems in terms of “sites” between which the electrons “hop” with a
given amplitude J . At each site, which, in the model, contains one orbital for spin-up and
one orbital for spin-down orientation, the electrons experience a repulsion by electrons in
viiAs one notices, the ordering of the terms in Eqs. (25) and (26) is not unique but there exists no
ordering which results in a better scaling.
CONTENTS 17
the other orbital of strength U . Accordingly, the Hubbard model can be described by the
generic Hamiltonian, cf. Eq. (16), with matrix elements (written in the representation in
terms of spin-orbitals |iα〉, with site i and spin α),
hiαjβ = − Jδ〈ij〉δαβ − µδijδαβ cˆ†iαcˆiα , (27)
wiαjβkγlδ = Uδilδαδδjkδβγδij , (28)
fiαjβ
(
t
)
= δijδαβfiα
(
t
)
, (29)
where δ〈ij〉 = 1, exactly if the sites i, j are nearest neighbors. The term
− µδijδαβ cˆ†iαcˆiα (30)
describes the chemical energy induced by a chemical potential µ. The time-dependent
excitation matrices fiαjβ
(
t
)
for all processes considered in this work are both, on-site(
δij
)
and spin-conserving
(
δαβ
)
. Inserting Eqs. (27), (28) and (29) into the general form
of Eq. (16), one arrives at
Hˆ
(
t
)
= −J ∑
mnζ
δ〈mn〉δζ cˆ
†
mcˆnζ +
U
2
∑
mnζpηqθ
δmqδθδnpδζηδmncˆ
†
mcˆ
†
nζ cˆpη cˆqθ
+
∑
mnζ
δmnδζfmnζ
(
t
)
cˆ†mcˆnζ − µ
∑
m
cˆ†mcˆm (31)
= −J ∑
〈m,n〉
∑

cˆ†mcˆn +
U
2
∑
m
∑
ζ
cˆ†mcˆ
†
mζ cˆmζ cˆm
+
∑
m
fm
(
t
)
cˆ†mcˆm − µ
∑
m
cˆ†mcˆm .
The following results differ for the cases of fermions and bosons, respectively, so we
provide both cases separately. With the canonical anti-commutation relations, cf. Eq. (12),
for bosons, the interaction term can be rewritten as
Wˆ
Hubbard
bosons =
U
2
∑
m
∑
ζ
cˆ†mcˆ
†
mζ cˆmζ cˆm =
U
2
∑
m
∑
ζ
cˆ†mcˆ
†
mζ cˆmcˆmζ
= U2
∑
m
∑
ζ
cˆ†mcˆmcˆ
†
mζ cˆmζ −
U
2
∑
m
∑

cˆ†mcˆm
=: U2
∑
m
∑
ζ
nˆmnˆmζ −
U
2
∑
m
∑

nˆm
= U2
∑
m
∑
6=ζ
nˆmnˆmζ +
U
2
∑
m
∑

nˆm
(
nˆm − 1
)
. (32)
The special case of spin-0 bosons results in the Bose–Hubbard interaction,
Wˆ
Hubbard
bosons,0 =
U
2
∑
m
nˆm
(
nˆm − 1
)
, (33)
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and the corresponding Bose–Hubbard Hamiltonian (without time-dependent excitation),
Hˆ
Bose–Hubbard
spin-0 = − J
∑
〈m,n〉
cˆ†mcˆn +
U
2
∑
m
nˆm
(
nˆm − 1
)
− µ∑
m
nˆm . (34)
Next consider fermions. Now, due to the Pauli exclusion principle, Eq. (28) can be
rewritten as
wiαjβkγlδ = Uδilδαδδjkδβγδij δ¯αβ , (35)
with δ¯αβ = 1− δαβ. Consequently, the interaction part Wˆ of the Hamiltonian becomes
Wˆ
Hubbard
fermions =
U
2
∑
m
∑
6=ζ
cˆ†mcˆ
†
mζ cˆmζ cˆm = −
U
2
∑
m
∑
6=ζ
cˆ†mcˆ
†
mζ cˆmcˆmζ
= U2
∑
m
∑
6=ζ
cˆ†mcˆmcˆ
†
mζ cˆmζ =
U
2
∑
m
∑
6=ζ
nˆmnˆmζ . (36)
For the special case of spin-12 fermions, this expression simplifies to
Wˆ
Hubbard
fermions,1/2 =
U
2
∑
m
(
nˆm↑nˆm↓ + nˆm↓nˆm↑
)
= U
∑
m
nˆm↑nˆm↓ (37)
and the (Fermi–)Hubbard Hamiltonian (again without time-dependent excitation) is
given by
Hˆ
Fermi–Hubbard
spin-1/2 = −J
∑
〈m,n〉
∑
∈{↑,↓}
cˆ†mcˆn + U
∑
m
nˆm↑nˆm↓ − µ
∑
m
(
nˆm↑ + nˆm↓
)
.
One notices that the Hubbard interaction wiαjβkγlδ is highly diagonal, which is very
advantageous for the numerical treatment—a property which has contributed greatly
to the recurring popularity of the Hubbard model in computational physics in the last
decade, e.g. Refs. [26, 49, 76, 91–94]. Accordingly, for the example of the second-order
selfenergy that was presented above in Eq. (23) and which will be treated in full detail
in Sec. 4, the expression in the Hubbard basis reads, cf. Eq. (198),
Σ(2),2,0,Hubbard,f,1/2i↓(↑)j↓(↑)
(
z1, z2
)
(38)
= ±
(
i~
)2
Gi↓(↑)j↓(↑)
(
z1, z2
)
U
(
z1
)
Gi↑(↓)j↑(↓)
(
z1, z2
)
Gj↑(↓)i↑(↓)
(
z2, z1
)
U
(
z2
)
.
This expression only scales as O
(
N2b
)
, since it involves no matrix multiplications,
compared to the scaling for a general basis, with O
(
N5b
)
, and of O
(
N4b
)
, in a diagonal
basis. Here, the arguments z1,2 denote times that are situated on the Schwinger–Keldysh
contour that naturally emerges in nonequilibrium quantum statistics and which we
introduce next.
CONTENTS 19
t
t0
t0
z1
t1
z2
t2
C−
C+
Figure 1. Schwinger–Keldysh contour C. The forward-branch C− extends from the
initial time t0 to the current time t, bends and leads back to t0 along the backward
C+-branch. Note that the projections of the contour times z1 < z2 on the real axis
obey the inverse relationship t1 > t2.
2.4. Time-dependence of observables and the Schwinger–Keldysh time-contour
The purpose of the formalism of second quantization, introduced in the last section, is to
provide a suitable framework for the description of quantum many-particle systems, in
particular, for time-dependent processes. Here, one is mostly interested in the expectation
values of operators of the form of Eqs. (13) and (14), at any given time t. With the time-
dependent many-particle wavefunction,
∣∣∣Ψ(t)〉, i.e. the solution of the time-dependent
Schrödinger equation, the expectation value can be computed as
O
(
t
)
=
〈
Ψ
(
t
)∣∣∣∣Oˆ(t)∣∣∣∣Ψ(t)〉 (39)
=
〈
Ψ0
∣∣∣∣∣Tˆa
{
exp
(
1
i~
∫ t0
t
dt¯ Hˆ
(
t¯
))}
Oˆ
(
t
)
Tˆc
{
exp
(
− 1
i~
∫ t0
t
dt¯ Hˆ
(
t¯
))}∣∣∣∣∣Ψ0
〉
,
where the operators Tˆc
(
Tˆa
)
are the (anti)-chronological time-ordering superoperators,
which rearrange the operators acted on such that the latest (earliest) times are moved
to the left-hand side to account for (anti-)causality. A more concise formulation can
be achieved by introducing an oriented contour C which starts from t0, extends to the
turning point t and then reaches back to t0,
C =
(
t0, t
)
︸ ︷︷ ︸
C−
⊕(
t, t0
)
︸ ︷︷ ︸
C+
, (40)
with a forward branch C− and a backward branch C+, depicted in Fig. 1. Henceforth, a
general time on the contour C will be denoted as z and z± to refer to a time lying on
one of the branches. Accordingly, an operator Oˆ can be extended to the contour, having
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possibly different values on both branches,
Oˆ
(
z
)
=

Oˆ−
(
z
)
if z ∈ C−
Oˆ+
(
z
)
if z ∈ C+
. (41)
With this definition, one can define a contour time-ordering superoperator TˆC which
moves operators at later contour times ahead of operators at earlier contour times. As a
consequence, its action agrees with that of Tˆc, for all times z− ∈ C−, and with that of
Tˆa, for all times z+ ∈ C+. Furthermore, time integrals are extended in a natural way to
the contour by defining
∫ z2
z1
dz¯ Oˆ
(
z¯
)
:=

∫ t2
t1
dt¯ Oˆ−
(
t¯
)
if z1, z2 ∈ C−
∫ t
t1
dt¯ Oˆ−
(
t¯
)
+
∫ t2
t
dt¯ Oˆ+
(
t¯
)
if z1 ∈ C−, z2 ∈ C+
∫ t2
t1
dt¯ Oˆ+
(
t¯
)
if z1, z2 ∈ C+
,
assuming z1 is later than z2. Using the contour integral, one can reformulate Eq. (39)
for operators which have the same value on both branches, i.e., Oˆ− = Oˆ+ =: Oˆ±, as
O
(
t
)
=
〈
Ψ0
∣∣∣∣∣TˆC
{
exp
(
1
i~
∫
C+
dz¯ Hˆ
(
z¯
))
Oˆ±
(
t
)
exp
(
1
i~
∫
C−
dz¯ Hˆ
(
z¯
))}∣∣∣∣∣Ψ0
〉
, (42)
which, taking into account the action TˆC, can be further simplified to
O
(
t
)
=
〈
Ψ0
∣∣∣∣∣TˆC
{
exp
(
1
i~
∫
C
dz¯ Hˆ
(
z¯
))
Oˆ±
(
t
)}∣∣∣∣∣Ψ0
〉
. (43)
On both branches, the contour Hamiltonian Hˆ
(
z¯
)
is set equal to its definition in Eq. (16)
for the corresponding real-time argument.
An undesirable feature of the introduced contour is that it seemingly depends on
the value of t. This can be remedied by extending the contour to t →∞, which leaves
all expressions, in particular Eq. (43), invariant, since the additional two integral parts
cancel. The corresponding contour is depicted in Fig. 2. Finally, one notices that Eq. (43)
is also true for all contour times z ,
O
(
z
)
=
〈
Ψ0
∣∣∣∣∣TˆC
{
exp
(
1
i~
∫
C
dz¯ Hˆ
(
z¯
))
Oˆ
(
z
)}∣∣∣∣∣Ψ0
〉
. (44)
The contour C was introduced by L. Keldysh in 1964 [51] who showed that, with
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Figure 2. Schwinger–Keldysh contour C extended to ∞. The forward-branch C−
spans from the initial time t0 to ∞, bends and leads back to t0 along the backward
C+-branch.
this modified time axis all expressions of ground state and thermodynamic Green
functions, including Feynman’s diagram technique, are naturally transferred to arbitrary
nonequilibrium situations. The historical context of the development of this method of
real-type (Keldysh) Green functions has been reviewed by Keldysh himself, for details
see Ref. [95].
2.5. Nonequilibrium Green functions and their equations of motion
To compute time-dependent operator expectation values, there are two immediate choices
at hand, following Eq. (39): one can either solve the first or the second line. The first
option requires the solution of the equation of motion for the time-dependent wavefunction∣∣∣Ψ(t)〉, which is the Schrödinger equation. This is the road taken by wavefunction-
based methods like full configuration interaction [96, 97], multiconfigurational time-
dependent Hartree–Fock [88, 98, 99], generalized active-space configuration interaction [90,
100], exact diagonalization [91], coupled-cluster methods [101] and density-matrix
renormalization group based approaches [102–107].
The other way is to follow the second line and to work with the (known) initial
wavefunction
∣∣∣Ψ0〉viii and develop an equation of motion for the term
TˆC
{
exp
(
1
i~
∫
C
dz¯ Hˆ
(
z¯
))
Oˆ
(
z
)}
, (45)
according to Eqs. (43) and (44), respectively. Approaches relying on this method are,
among others, time-dependent Hartree–Fock [108], reduced-density-matrix theory [42,
109], density-functional theory [49, 110–112], dynamical mean-field theory (DMFT) [113–
116] and the method of Green functions [26, 70, 71, 76, 77, 92, 94, 117–125], which
is the topic of this article. In principle, both approaches are equivalent and yield the
viiiIt will be shown in Section 2.11 that, actually, the knowledge of the ideal, i.e., non-interacting,
initial state is sufficient.
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same results. The main difference is the set of available approximation techniques and,
foremost, the numerical scaling behavior with respect to the maximal simulation time,
particle number, basis size and interaction strength. The wavefunction-based methods,
in general, can cope with huge basis sets with a number of basis functions, depending
on the system at hand, ranging from thousands to millions and interaction strengths
from weak to strong coupling. Additionally, they offer a linear scaling of the numerical
effort with the simulation time. The trade-off is the exponential scaling of the numerical
effort with the particle number rendering the simulation of systems with more than a
few particles impossible [90, 100].
In contrast, the second group of methods, which relies on the equation of motion
for the creation and annihilation operators, are not limited by the particle number. The
scaling with the basis size is worse compared to the other group but still polynomial
and the scaling with the total simulation time is at least quadratic for methods going
beyond Hartree–Fock (which has a linear scaling). Apart from DMFT, which is also good
for very strong interactions but can simulate only short time-spans, all methods of the
second group, including Green functions, are mostly suited for small interaction strengths.
In the following, the theory behind the Green functions method will be summarized.
For a more in-detail derivation, see, e.g., Refs. [72, 73]. In the following section, the
definition of the Green functions, their equations of motion and the determination of
time-dependent observables from them will be discussed.
The direct computation of the time-dependent values of operators according to
Eq. (44) involves the evaluation of the time-ordered exponential, which is impractical
apart from very small basis sizes due to the dimensionality of the Hamiltonian. One
strategy to bypass the direct evaluation of the exponential is to introduce the contour
Heisenberg picture, which will be described in the following. Similar as for standard
time, one can define the time-evolution operator Uˆ
(
z1, z2
)
on the contour,
Uˆ
(
z1, z2
)
=

TˆC
{
exp
(
1
i~
∫
C
dz¯ Hˆ
(
z¯
))}
if z1 later than z2 ,
Tˆ aC
{
exp
(
1
i~
∫
C
dz¯ Hˆ
(
z¯
))}
if z1 earlier than z2 ,
(46)
where, in the second line, the anti-chronological time-ordering operator Tˆ aC has been
introduced, which places operators with later contour times to the right. The contour
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time-evolution operator has the usual properties, i.e, fulfills
i~ d
dz1
Uˆ
(
z1, z0
)
= Hˆ
(
z1
)
Uˆ
(
z1, z0
)
, (47)
i~ d
dz1
Uˆ
(
z0, z1
)
= −Uˆ
(
z0, z1
)
Hˆ
(
z1
)
. (48)
With this, Eq. (44) can be cast into the form
O
(
z1
)
=
〈
Ψ0
∣∣∣∣Uˆ(z0+ , z0−)Uˆ(z0− , z1)Oˆ(z1)Uˆ(z1, z0−)
∣∣∣∣Ψ0〉 , (49)
where z0− and z0+ represent the start (end) of the contour. Eq. (49) suggests to introduce
the contour Heisenberg picture
OˆH
(
z1
)
:= Uˆ
(
z0− , z1
)
Oˆ
(
z1
)
Uˆ
(
z1, z0−
)
, (50)
with the equation of motion
i~ d
dz1
OˆH
(
z1
)
=
[
OˆH
(
z1
)
, HˆH
(
z1
) ]
−
+ ∂z1OˆH
(
z1
)
. (51)
Using the commutator relations, cf. Eq. (12), the contour equations of motion for the
canonical creation and annihilation operators for systems described by the Hamiltonian
in Eq. (16) are readily found,
i~ d
dz1
cˆi
(
z1
)
=
∑
n
(
hin
(
z1
)
+ fin
(
z1
))
cˆn
(
z1
)
(52)
+
∑
npq
winpq
(
z1
)
cˆ†n
(
z1
)
cˆp
(
z1
)
cˆq
(
z1
)
,
−i~ d
dz1
cˆ†i
(
z1
)
=
∑
m
cˆ†m
(
z1
)(
hmi
(
z1
)
+ fmi
(
z1
))
(53)
+
∑
mnp
cˆ†m
(
z1
)
cˆ†n
(
z1
)
cˆp
(
z1
)
wmnpi
(
z1
)
,
where
cˆ
(
z1
)
:= cˆH
(
z1
)
, cˆ†
(
z1
)
:= cˆ†H
(
z1
)
. (54)
These equations can be used to derive equations for operator correlators, such as already
encountered in Eq. (44). For N operators, they are of the form
kˆ
(
z1 . . . zN
)
= TˆC
{
Oˆ1
(
z1
)
. . . OˆN
(
zN
)}
. (55)
Remembering that any operator can be expressed in terms of the canonical operators,
a special role is played by the correlators of these operators. From Eqs. (13) and (14),
it is evident that especially those with the same number of creation and annihilation
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operators are of interest, since they give direct access to observables. Thus it is useful to
define the correlator of N annihilation and creation operators,
Gˆ
(N)
i1...iN j1...jN
(
z1 . . . zN , z
′
1 . . . z
′
N
)
(56)
:= 1(
i~
)N TˆC{cˆi1(z1) . . . cˆiN(zN)cˆ†j1(z′1) . . . cˆ†jN(z′N)} ,
with 2N contour time arguments. Using some contour calculus, not repeated here (for
details see Refs. [72, 77]), and the contour Heisenberg equations, one can derive their
equations of motion, which couple the N -particle correlator to the (N − 1) and (N + 1)
particle correlators,
∑
l
[
i~ d
dzk
δikl − hikl
(
zk
)]
Gˆ
(N)
i1...l...iN j1...jN
(
z1 . . . zN , z
′
1 . . . z
′
N
)
(57)
= ±i~∑
lmn
∫
C
dz¯ wiklmn
(
zk, z¯
)
Gˆ
(N+1)
i1...m...iNn j1...jNm
(
z1 . . . zN , z¯ , z
′
1 . . . z
′
N , z¯
)
+
∑
p
(
±
)k+p
δikjpδC
(
zk, z
′
p
)
Gˆ
(N−1)
i1... ik...iN j1... jp...jN
(
z1 . . .
zk . . . zN , z
′
1 . . . 
z′p . . . z
′
N
)
,
∑
l
Gˆ
(N)
i1...iN j1...l...jN
(
z1 . . . zN , z
′
1 . . . z
′
N
)−i~ ←d
dz′k
δljk − hljk
(
z′k
) (58)
= ±i~∑
lmn
∫
C
dz¯ Gˆ(N+1)i1...iNn j1...l...jNm
(
z1 . . . zN , z¯ , z
′
1 . . . z
′
N , z¯
)
wlmjkn
(
z¯ , z′k
)
+
∑
p
(
±
)k+p
δipjkδC
(
zp, z
′
k
)
Gˆ
(N−1)
i1...ip...iN j1... jk...jN
(
z1 . . . 
zp . . . zN , z
′
1 . . .
z′k . . . z
′
N
)
.
The expectation value of the operator Gˆ(N) in the initial state Ψ0 yields the N -particle
Green function G(N),
G
(N) =
〈
Ψ0
∣∣∣∣Gˆ(N)∣∣∣∣Ψ0〉 . (59)
Note that in Eqs. (57) and (58), the bare interaction is written as a two-time quantity—a
generalization that would become important e.g. in the context of retarded and advanced
relativistic potentials. However, in this work, the bare interaction is always considered
single-time-dependent, i.e.,
wijkl
(
z1, z2
)
= δC
(
z1, z2
)
wijkl
(
z1
)
. (60)
Nevertheless, the two-time structure of w is often used for the illustration via Feynman
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diagrams (see Section 2.8).
The equations of motion for the Green functions are directly generated from the equations
for the underlying operators by taking the expectation value, which corresponds to
replacing all correlator operators in Eqs. (57) and (58) by the respective Green functions,
Gˆ
(N) −→ G(N) . (61)
These mutually coupled equations form a hierarchy, the Martin–Schwinger hierarchy [126].
The solution of the full hierarchy gives access to all observables of the studied system
and, by virtue of the connections to the (N − 1)-particle and (N + 1)-particle spaces,
also spectral information is available. Thus, as a subset, the solution of the hierarchy
incorporates the solution of the N -particle Schrödinger equation. Unfortunately and as
expected, the effort for the full solution of the hierarchy also scales exponentially with the
particle number. For the one-particle Green function G(1), which will be simply called the
Green function G in the following, the equations of motion, the Keldysh–Kadanoff–Baym
equations (KBE), read
∑
l
[
i~ d
dz1
δil − hil
(
z1
)]
Glj
(
z1, z2
)
(62)
= δC
(
z1, z2
)
δij ± i~
∑
lmn
wilnm
(
z1
)
G
(2)
mnjl
(
z1, z1, z2, z1+
)
,
∑
l
Gil
(
z1, z2
)−i~ ←d
dz2
δlj − hlj
(
z2
) (63)
= δC
(
z1, z2
)
δij ± i~
∑
lmn
G
(2)
inlm
(
z1, z2− , z2, z2
)
wlmnj
(
z2
)
.
Note that the short-hand notation z± := z ±  ( → +0) has been introduced here
to facilitate the correct ordering of the operators under TˆC. One notices that even
the determination of the one-particle Green functions requires the solution of all other
hierarchy equations as well, due to the coupling to the two-particle Green function
(which, in turn couples to the three-particle Green function, and so on).
2.6. Definition of the selfenergy
To decouple the Martin–Schwinger hierarchy, approximations are necessary. This
requires to find a functional relation of G(n) in terms of G(n−1) that is based on physical
considerations about the dominant processes. Alternatively, one can apply perturbation
theory in terms of the particle interaction. If the knowledge of the single-particle Green
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function is sufficient for the physical problem at hand, it is suitable to introduce the
so-called single-particle selfenergy Σ, which allows one to (formally) decouple the time-
evolution of the Green function from those of the (N > 1)-particle Green functions and
obtain a closed equation for the one-particle Green function. The selfenergy is implicitly
defined as
± i~∑
lmn
wilnm
(
z1
)
G
(2)
mnjl
(
z1, z1, z2, z1+
)
=:
∑
l
∫
z3
Σil
(
z1, z3
)
Glj
(
z3, z2
)
, (64)
± i~∑
lmn
G
(2)
inlm
(
z1, z2− , z2, z2
)
wlmnj
(
z1
)
=:
∑
l
∫
z3
Gil
(
z1, z3
)
Σlj
(
z3, z2
)
. (65)
With this, Eqs. (62) and (63) transform into
∑
l
[
i~ d
dz1
δil − hil
(
z1
)]
Glj
(
z1, z2
)
(66)
= δC
(
z1, z2
)
δij +
∑
l
∫
z3
Σil
(
z1, z3
)
Glj
(
z3, z2
)
,
∑
l
Gil
(
z1, z2
)−i~ ←d
dz2
δlj − hlj
(
z2
) (67)
= δC
(
z1, z2
)
δij +
∑
l
∫
z3
Gil
(
z1, z3
)
Σlj
(
z3, z2
)
.
These equations contain the two main quantities in Green functions theory, both
depending on two contour times z1, z2: the (single-particle) selfenergy Σ
(
z1, z2
)
(which
is a functional of G) and the (single-particle) Green function G
(
z1, z2
)
itself. Before
turning to the self-consistent determination of Σ
[
G
]
in Sec. 2.8, and several approximation
strategies thereof in Sec. 4, a mapping technique for single-particle contour quantities
onto real-time quantities is detailed in Section 2.7.
2.7. Keldysh–Kadanoff–Baym equations (KBE)
For the actual computation of expressions containing integrals and products of contour
quantities, a mapping to ordinary real-time quantities has to be used. A suitable
technique has been provided by Langreth and Wilkins [127]. Since, in this work, only
single-particle correlators like the (single-particle) Green function and selfenergy are of
concern, the following technique will only deal with terms of the form [cf. Eq. (55)],
k
(
z1, z2
)
=
〈
Ψ0
∣∣∣∣TˆC{Oˆ1(z1)Oˆ2(z2)}
∣∣∣∣Ψ0〉 , (68)
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with the restriction that the operators have to obey
Oˆ− = Oˆ+ , (69)
i.e., they have the same values for contour arguments on the upper and lower branch.
The appearance of the contour-ordering operator TˆC in Eq. (68) suggest to split k into
k
(
z1, z2
)
(70)
= δC
(
z1, z2
)
kδ
(
z1
)
+ ΘC
(
z1, z2
)
k>
(
z1, z2
)
+ ΘC
(
z2, z1
)
k<
(
z1, z2
)
,
with
k>
(
z1, z2
)
=
〈
Ψ0
∣∣∣∣Oˆ1(z1)Oˆ2(z2)
∣∣∣∣Ψ0〉 , (71)
k<
(
z1, z2
)
= ±
〈
Ψ0
∣∣∣∣Oˆ2(z2)Oˆ1(z1)
∣∣∣∣Ψ0〉 , (72)
where the ± stands for bosonic/fermionic operators. Both functions, less and greater,
obey
k≷
(
z1+ , z2
)
= k≷
(
z1− , z2
)
, (73)
k≷
(
z1, z2+
)
= k≷
(
z1, z2−
)
.
Therefore, only two linearly independent quantities remain and it is thus natural to
define the so-called real-time less and greater Keldysh components
k>
(
t1, t2
)
:= k
(
t1+ , t2−
)
= k>
(
t1+ , t2−
)
, (74)
k<
(
t1, t2
)
:= k
(
t1− , t2+
)
= k<
(
t1− , t2+
)
(75)
and the δ-component
kδ
(
t1
)
:= k
(
t1− , t1−
)
= k
(
t1+ , t1+
)
(76)
= kδ
(
t1+ , t1+
)
= kδ
(
t1− , t1−
)
,
where t1/2± are the projections on the backward/forward branch of the contour, and the
relations are depicted in Fig. 3. For convenience, two more (redundant) components, the
retarded and advanced component, can be defined as
kR
(
t1, t2
)
= δ
(
t1, t2
)
kδ
(
t1
)
+ Θ
(
t1, t2
)[
k>
(
t1, t2
)
− k<
(
t1, t2
)]
, (77)
kA
(
t1, t2
)
= δ
(
t1, t2
)
kδ
(
t1
)
+ Θ
(
t2, t1
)[
k<
(
t1, t2
)
− k>
(
t1, t2
)]
. (78)
With these components, the real-time expressions for two common concatenations of
Keldysh functions, i.e., functions satisfying Eqs. (70) and (73), the convolution and the
CONTENTS 28
t
t0
t0
G<G>
z1 z2C+
C−
Figure 3. Subordinated Green functions on C with the forward branch C− and the
backward branch C+. The positions of the two time arguments of G
(
z1, z2
)
for the
≷-components, which can lie an both parts of the contour, are depicted.
product, can be worked out. For the convolution
c
(
z1, z2
)
=
∫
C
dz3 a
(
z1, z3
)
b
(
z3, z2
)
, (79)
one has
c≷
(
t1, t2
)
=
∫ t1
t0
dt3 a
R(t1, t3)b≷(t3, t2)+ ∫ t2
t0
dt3 a
≷
(
t1, t3
)
bA
(
t3, t2
)
(80)
and
cR
(
t1, t2
)
=
∫ t1
t2
dt3 a
R(t1, t3)bR(t3, t2) , (81)
cA
(
t1, t2
)
=
∫ t2
t1
dt3 a
A(t1, t3)bA(t3, t2) . (82)
For the product of type
c
(
z1, z2
)
= a
(
z1, z2
)
b
(
z2, z1
)
, (83)
with aδ = 0 = bδ, one arrives at
c≷
(
t1, t2
)
= a≷
(
t1, t2
)
b≶
(
t2, t1
)
(84)
and
c
R/A(
t1, t2
)
= aR/A
(
t1, t2
)
b<
(
t2, t1
)
+ a<
(
t1, t2
)
b
A/R(
t2, t1
)
= aR/A
(
t1, t2
)
b>
(
t2, t1
)
+ a>
(
t1, t2
)
b
A/R(
t2, t1
)
, (85)
while for the product of type
c
(
z1, z2
)
= a
(
z1, z2
)
b
(
z1, z2
)
, (86)
with aδ = 0 = bδ, one has
c≷
(
t1, t2
)
= a≷
(
t1, t2
)
b≷
(
t1, t2
)
(87)
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and
c
R/A(
t1, t2
)
= aR/A
(
t1, t2
)
b<
(
t1, t2
)
+ a>
(
t1, t2
)
b
R/A(
t1, t2
)
= aR/A
(
t1, t2
)
b>
(
t1, t2
)
+ a<
(
t1, t2
)
b
R/A(
t1, t2
)
. (88)
With these definitions, the KBE in component representation read
∑
l
[
i~ d
dt1
δil − hil
(
t1
)]
G≷lj
(
t1, t2
)
(89)
=
∑
l
∫ t1
t0
dt3 Σ
R
il
(
t1, t3
)
G≷lj
(
t¯, t′
)
+
∫ t2
t0
dt3 Σ
≷
il
(
t1, t3
)
GAlj
(
t¯, t′
)
=
∑
l
∫ t1
t0
dt3
(
Σ>il
(
t1, t3
)
− Σ<il
(
t1, t3
))
G≷lj
(
t¯, t′
)
+
∑
l
∫ t2
t0
dt3 Σ
≷
il
(
t1, t3
)(
G<lj
(
t¯, t′
)
−G>lj
(
t¯, t′
))
and
∑
l
G≷il
(
t1, t2
)−i~ ←d
dt2
δlj − hlj
(
t2
) (90)
=
∑
l
∫ t1
t0
dt3G
R
il
(
t1, t3
)
Σ≷lj
(
t3, t2
)
+
∫ t2
t0
dt3G
≷
il
(
t1, t3
)
ΣAlj
(
t3, t2
)
=
∑
l
∫ t1
t0
dt3
(
G>il
(
t1, t3
)
−G<il
(
t1, t3
))
Σ≷lj
(
t3, t2
)
+
∑
l
∫ t2
t0
dt3G
≷
il
(
t1, t3
)(
Σ<lj
(
t3, t2
)
− Σ>lj
(
t3, t2
))
.
Note the missing δC in the ≷-components of Eqs. (89) and (90) compared to Eqs. (66)
and (67), which, as it is a time-diagonal function, only enters the retarded and advanced
components.
2.8. Basic equations for deriving selfenergy approximations
In this brief section, a coupled set of equations of motions for five dynamical quantities,
two of which are the Green function and the selfenergy, is summarized. It has been first
presented by Lars Hedin in 1965 [81] in association with the GW method, which will
be discussed in more detail in Section 5. If solved exactly, the set of Hedin’s equations
yields the same G as the solution of the Martin–Schwinger hierarchyix and provides
ixAlthough, to the knowledge of the authors, no strict proof exists that shows the equivalence of the
solutions for G of Hedin’s equation versus that from the Martin–Schwinger hierarchy, both approaches
agree for all practically relevant approximations.
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multiple starting points for approximate solution schemes. To determine the solution for
G
(
z1, z2
)
, its equations of motion, the KBE, cf. Eqs. (66) and (67), have to be solved.
This can be either done directly in their differential form, or in the integral form, which
reads
Gij
(
z1, z2
)
= G(0)ij
(
z1, z2
)
+ (91)
+
∫
C
dz3dz4
∑
mn
G
(0)
im
(
z1, z3
)
Σmn
(
z3, z4
)
Gnj
(
z4, z2
)
,
with the reference Green function G(0) that is the solution of the ideal pair of equations
∑
l
[
i~ d
dz1
δil − hil
(
z1
)]
Glj
(
z1, z2
)
= δC
(
z1, z2
)
δij , (92)
∑
l
Gil
(
z1, z2
)−i~ ←d
dz2
δlj − hlj
(
z2
) = δC(z1, z2)δij . (93)
Note that G(0) does not refer to zero particles, but to the property that is of zeroth order
with respect to the interaction w.
At this point, a more compact notation is introduced that focuses on the time
structure of the upcoming quantities and uses the corresponding Feynman diagrams
to exemplify the underlying connections. Thereto, the basis indices are skipped and
the contour-time arguments are replaced by bare numbers (z1 7→ 1). The occuring
integrations are implicitly determined by times, the corresponding vertices of which are
fully connected (i.e. two Green functions and one interaction or an equivalent connectivity
state). As it is usually done in the context of Feynman diagrams the bare interaction
is used as a two-time quantity, cf. Eq. (60). This notation will be used extensively in
Section 4 and 5 to simplify the derivations of the selfenergy approximations. For Eq. (91)
this notation reads as follows,
G
(
1, 2
)
= G(0)
(
1, 2
)
+G(0)
(
1, 3
)
Σ
(
3, 4
)
G
(
4, 2
) = + .
(94)
Equation (91) [and (94), respectively] is referred to as the Dyson equation for the
one-particle Green function. Comparing the KBE, cf. Eqs. (66) and (67), to the Dyson
equation, cf. Eq. (91), the question may arise whether the solution of one or the other is
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numerically more favorable. Realizing that the determination of G(0) via Eqs. (92) and
(93) is of O
(
N2b
)
and O
(
N2t
)
, whereas the solution of the full G via Eq. (91) involves
two separable time integrations and matrix multiplications, it is of order O
(
N3b
)
and
O
(
N3t
)
, which is the same scaling as the solution of the KBE, although the prefactors are
higher for the Dyson equation. In Sec. 4, though, it will be shown that in an expansion
of Σ and, particularly, G with respect to the order of the interaction, only the Dyson
equation allows for a strict order-per-order expansion scheme.
Both, the Dyson equation and the KBE, depend on the knowledge of the selfenergy
Σ. It can be decomposed into two partsx,
Σij
(
z1, z2
)
= ΣHij
(
z1, z2
)
+ Σxcij
(
z1, z2
)
, (95)
with the (static) time-diagonal Hartree part, ΣH,
ΣHij
(
z1, z2
)
= ±i~δC
(
z1, z2
)∑
mn
wmijn
(
z1
)
Gnm
(
z1, z1+
)
, (96)
and the exchange–correlation part, Σxc. To determine Σxc, there exist two
commonly used equivalent formally exact approaches. Approach I regards
the selfenergy as a functional of the bare interaction, Σxc = Σxc [w], whereas
approach II treats it as a functional of the screened interaction W , i.e.
Σxc = Σxc [W ], where the screening arises from the dynamic redistribution
of the other particles in the system. Both techniques rely on a so-called vertex
function, named either Λ or Γ, in the two cases, which involves the derivatives of either
Σ or Σxc with respect to G to determine the vertex function and, with it, Σxc. With the
coupled equations for Σxc and the vertex function, both approaches yield a systematic
means to generate all selfenergy terms by iteration. We now summarize both approaches.
I.) With the bare interaction, w, one has
Σxcij
(
z1, z2
)
= i~
∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
Λnqpj
(
z3, z2, z1
)
. (97)
The bare vertex Λ is self-consistently given as the solution of
Λijkl
(
z1, z2, z3
)
= δC
(
z1, z2+
)
δC
(
z3, z2
)
δikδjl (98)
+
∫
C
dz4dz5
∑
mn
δΣil
(
z1, z2
)
δGmn
(
z4, z5
) ∫
C
dz6
∑
p
Gmp
(
z4, z6
)
∫
C
dz7
∑
q
Gqn
(
z7, z5
)
Λpjkq
(
z6, z7, z3
)
.
xThe same decomposition is used in density-functional theory
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In the compact notation this set of equations becomes,
Σ
(
1, 2
)
= ±i~δ
(
1, 2
)
w
(
1, 3
)
G
(
3, 3+
)
+ i~w
(
1, 3
)
G
(
1, 4
)
Λ
(
4, 2, 3
)
Λ
(
1, 2, 3
)
= δ
(
1, 2+
)
δ
(
3, 2
)
+
δΣ
(
1, 2
)
δG
(
4, 5
)G(4, 6)G(7, 5)Λ(6, 7, 3)
= ±i~ + i~ ,
(99)
= + .
(100)
II. Using the screened interaction,W , as a basis for the expansion, the exchange–
correlation selfenergy reads, cf. Eq. (97),
Σxcij
(
z1, z2
)
= i~
∫
C
dz3
∑
mpq
Wipqm
(
z1, z3
)
× (101)
∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γnqpj
(
z4, z2, z3
)
,
where W obeys
Wijkl
(
z1, z2
)
= W bareijkl
(
z1, z2
)
+W nsijkl
(
z1, z2
)
, (102)
with the bare interaction
W bareijkl
(
z1, z2
)
= δC
(
z1, z2
)
wijkl
(
z1
)
, (103)
and the non-singular (ns) induced part
W nsijkl
(
z1, z2
)
=
∑
mn
wimnl
(
z1
) ∫
C
dz3
∑
pq
Pnqpm
(
z1, z3
)
Wpjkq
(
z3, z2
)
. (104)
The occurring polarizability P is given by
Pijkl
(
z1, z2
)
= ±i~
∫
C
dz3
∑
m
Gim
(
z1, z3
)
× (105)∫
C
dz4
∑
n
Gnl
(
z4, z1
)
Γmjkn
(
z3, z4, z2
)
.
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The screened vertex function Γ—which Σxc and P depend on—is governed by
Γijkl
(
z1, z2, z3
)
= δC
(
z1, z2+
)
δC
(
z3, z2
)
δikδjl + (106)
+
∫
C
dz4dz5
∑
mn
δΣxcil
(
z1, z2
)
δGmn
(
z4, z5
) ∫
C
dz6
∑
p
Gmp
(
z4, z6
)
∫
C
dz7
∑
q
Gqn
(
z7, z5
)
Γpjkq
(
z6, z7, z3
)
.
To summarize, Hedin’s equations are repeated in the compact notation,
Σ
(
1, 2
)
= ±i~δ
(
1, 2
)
w
(
1, 3
)
G
(
3, 3+
)
+ i~W
(
1, 3
)
G
(
1, 4
)
Γ
(
4, 2, 3
)
W
(
1, 2
)
= w
(
1, 2
)
+ w
(
1, 3
)
P
(
3, 4
)
W
(
4, 2
)
P
(
1, 2
)
= ±i~G
(
1, 3
)
G
(
4, 1
)
Γ
(
3, 4, 2
)
Γ
(
1, 2, 3
)
= δ
(
1, 2+
)
δ
(
3, 2
)
+
δΣxc
(
1, 2
)
δG
(
4, 5
) G(4, 6)G(7, 5)Γ(6, 7, 3)
= ±i~ + i~ xc ,
(107)
= + ,
(108)
= ±i~ xc ,
(109)
xc = + xcxc .
(110)
2.9. Summary of selfenergy approximations
We now list the selfenergies that will be discussed in this paper and briefly summarize
their respective strengths and weaknesses. For approach I.) that starts with the bare
interaction, Eq. (97), we will consider:
– The particle–particle T -matrix approximation (TPP)
The TPP selfenergy sums up the diagrams of the Born series. This process is
computationally expensive, which, therefore, restricts the applicability range of
the approximation to systems of moderate basis size. The TPP is a moderate- to
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strong-coupling approximaton, that becomes exact in the limit of low (large) density.
It, thus, performes best away from half-filling.
– The particle–hole T -matrix approximation (TPH)
The TPH selfenergy sums up a series of particle–hole diagrams, which is of
comparable numercial complexity as the TPP. It is specifically designed to describe
systems around half-filling, i.e., where the particle and hole densities are close to
each other. For these cases, it provides accurate results for moderate to strong
interaction strengths. For the application to electronic Hubbard systems, the TPH
will later be called electron–hole T -matrix approximation (TEH).
For approach II.) that starts with the screened interaction, Eq. (101), we will
consider:
– The Hartree–Fock (HF) approximation
The HF selfenergy results from a perturbative expansion up to first order in the
interaction. It is equivalent to a description on the mean-field level. Due to its
simplicity, it is numerically easy to use and applicable to large systems and long
simulation times. However, it only gives accurate results in the weak-coupling
regime.
– The second-order (Born) approximation (SOA)
The SOA selfenergy consists of all diagrams up to second order in the interaction. It
provides the easiest way to include correlation effects in a NEGF calculation. Due
to its basic structure, the combination with the GKBA (see Section 2.10) leads to a
favorable numerical scaling, which opens its applicability to a wide range of systems.
The SOA gives accurate result for weak to moderate coupling strengths.
– The third-order approximation (TOA)
The TOA selfenergy combines all possible selfenergy contributions up to third order
in the interaction. It is much more involved than the SOA rendering the simulations
numerically costly. Thus, the applicability range of the TOA is restricted to problems
with a moderate basis size. In return, the TOA remains accurate even in the regime
of moderate to strong coupling.
– The GW approximation (GWA)
The GW selfenergy provides the easiest way to decribe dynamical-screening effects
by summing up the polarization-bubble diagram series. The resummation process
is computationally demanding which narrows the class of the systems that can be
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Abbreviation Selfenergy
HF Hartree–Fock approximation: Σ = ΣH + ΣF Sec. 4.1
SOA Second-order approximation: Σ = Σ(2) Sec. 4.2
TOA Third-order approximation: Σ = Σ(3) Sec. 4.3
GWA GW approximation : Σ = ΣGW Sec. 5.2
TPP Particle–particle T -matrix approximation : Σ = ΣT
pp
Sec. 5.3
TPH Particle–hole T -matrix approximation : Σ = ΣT
ph
Sec. 5.3
FLEX Fluctuating-exchange approximation: Σ = ΣFLEX Sec. 5.5
Table 1. Main selfenergy approximations, abbreviations and section where the
approximation is being introduced and discussed.
treated, although there are some scaling advantages for problems that require a
general (i.e. with non-diagonal interaction matrix) basis set. The GWA can be
considered a moderate- to strong-coupling approximation, which is particularly
accurate around half filling, where the contributions of particles and holes coincide.
Finally, a combination of some of the above results leads to:
– The fluctuating-exchange approximation (FLEX)
The FLEX selfenergy merges the diagram series of the TPP, the TPH and the GWA.
It, therefore, has the highest computational demands of the presented selfenergy
approximations. By combining the advantages of its ingredients, it is applicable for
all filling factors and up to strong interaction strengths.
An overview of the selfenergies and the abbreviations that are being used is given
in Table 1. The detailed derivation of these expressions will be given later in Section 4
and 5. A thorough comparison of the respective performance of the presented selfenergy
approximations is given in Section 3.
2.10. The generalized Kadanoff–Baym Ansatz
To compute the time-dependent single-particle Green functions, either the KBE,
cf. Eqs. (66) and (67), or the Dyson equation, cf. Eq. (91) have to be solved, which both
scale cubically with respect to the time duration. An approximate way to transform
the scaling to a quadratic one, has been proposed by Lipavský et al. and was named
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generalized Kadanoff–Baym ansatz (GKBA), for details about the derivation see Ref. [128]
by Lipavský et al. and Refs. [121, 123, 124, 129]. The approximation starts from an
exact reformulation of the Dyson equation, the less-component of which reads
G<ij
(
t1, t2
)
= − i~∑
k
GRik
(
t1, t2
)
G<kj
(
t2, t2
)
(111)
+
∫ t1
t2
dt3
∫ t2
t0
dt4
∑
kl
GRik
(
t1, t3
)
Σ<kl
(
t3, t4
)
GAlj
(
t4, t2
)
+
∫ t1
t2
dt3
∫ t2
t0
dt4
∑
kl
GRik
(
t1, t3
)
ΣRkl
(
t3, t4
)
G<lj
(
t4, t2
)
+ i~G<ik
(
t1, t1
)
GAkj
(
t1, t2
)
−
∫ t1
t0
dt3
∫ t2
t1
dt4
∑
kl
GRik
(
t1, t3
)
Σ<kl
(
t3, t4
)
GAlj
(
t4, t2
)
−
∫ t1
t0
dt3
∫ t2
t1
dt4
∑
kl
G<ik
(
t1, t3
)
ΣAkl
(
t3, t4
)
GAlj
(
t4, t2
)
,
and analogously for the greater component. The GKBA approximates these terms by
only retaining the non-integral contributions, which can be considered a simultaneous
perturbative expansion of G with respect to Σ and to the spectral structure conveyed by
the off-diagonal elements of both quantities. It reads,
G≷ij
(
t1, t2
)
= −i~∑
k
{
GRik
(
t1, t2
)
G≷kj
(
t2, t2
)
+G≷ik
(
t1, t1
)
GAkj
(
t1, t2
)}
(112)
=
∑
k
Aik
(
t1, t2
) {
Θ
(
t1, t2
)
G≷kj
(
t2, t2
)
+ Θ
(
t2, t1
)
G≷kj
(
t1, t1
)}
,
where, in the second line, the spectral function
Aij
(
t1, t2
)
= i~
{
G>ij
(
t1, t2
)
−G<ij
(
t1, t2
)}
, (113)
has been introduced. The approximated ≷-components are used in the right-hand
sides of the KBE which, thereby, need to be propagated only along the time diagonal.
To achieve the overall reduction to a quadratic scaling, though, the GKBA has to be
accompanied by a second-order selfenergy and another approximation concerning the
retarded and advanced components, which, unapproximated, obey equations of similar
complexity as the original KBE, i.e., with cubic scaling. In this work, the propagators,
and with that the spectral function, will be approximated on the HF level. Another
possibility, employed in Ref. [130], is to use approximate correlated propagators. The
GKBA has several important benefits: It preserves the causal structure of the KBE and it
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conserves important constants of motion, whenever the chosen selfenergy approximation
does [94]. Further, it cures certain damping-induced artifacts for small systems [76, 118],
an example of which will be further explored in Section 3.4. For a recent discussion, see
Ref. [24].
2.11. Interacting initial state
To compute the time-evolution of the single-particle Green function according to Eqs. (66)
and (67), the initial state represented by G
(
t0, t0
)
has to be calculated. It is determined
by the environment of the system. If the system is isolated, i.e., is described by a pure
state, G
(
t0, t0
)
is the fully interacting initial state. For a system embedded into a bath
with which it exchanges particles or energy, the initial state is strongly influenced by
the equilibrium between degrees of freedom of the system and the bath. Under the
assumption that the interaction between both is weak and dominantly uncorrelated a
suitable ensemble, for instance the canonical or grand-canonical ensemble, determines
the occupation of the energy levels in the initial state of the system. For both cases of
systems, whether connected to a bath or isolated, there exist several methodologies to
generate the interacting initial state, some of which will be detailed in the next sections
including the method of adiabatic switch-on of the interaction in Section 2.11.2, which is
used throughout this work.
2.11.1. Extension of the contour to finite temperatures One possibility to include the
description of the interacting initial state, in equilibrium with a bath or isolated, is to
augment the original contour, comprised of a forward and a backward branch C+, C−, by
a “vertical” branch CM of complex time arguments ranging along the imaginary axis from
z0 to z0− i~β. Here β is the inverse temperature of the bath [or equal to∞ for an isolated
system at zero temperature]. The reasoning behind this can be understood by considering
the following observations for quantum systems in contact with an environment. The
simplest way to treat the interaction of the system with the environment is statistically,
i.e. by assigning bath-induced weights wn (i.e., probabilities, with 0 ≤ wn ≤ 1 and∑
n
wn = 1) of finding the system in one of its eigenstates |n〉. With this, the ensemble
average of an observable Oˆ
(
t0
)
in such a mixed state is defined as
O
(
t0
)
=
∑
n
wn
〈
n
∣∣∣∣Oˆ(t0)
∣∣∣∣n〉 . (114)
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Note that Eq. (114) is a natural generalization of a pure state
∣∣∣n〉 = ∣∣∣Ψk〉, to which it
reduces if wn = δk,n. With Eq. (114), the statistical density-matrix operator ρˆ can be
definedxi,
ρˆ =
∑
n
wn
∣∣∣n〉〈n∣∣∣ , (115)
with which Eq. (114) can be rewritten as
O
(
t0
)
= Tr
[
ρˆOˆ
(
t0
)]
. (116)
The trace Tr is to be understood as acting on the full Fock space FHσ . For the
grand-canonical ensemble (GCE), which describes a system which exchanges energy
(characterized by inverse temperature β) and particles (characterized by the chemical
potential µ) with its environment, the density-matrix operator ρˆ reads
ρˆ =
exp
(
−βHˆM
)
ZGCE
, (117)
with the corresponding Hamiltonian, HˆM = Hˆ − µNˆ , and the partition function
ZGCE = Tr
[
exp
(
−βHˆM
)]
. For the GCE, Eq. (116) becomes
O
(
t0
)
=
Tr
[
exp
(
−βHˆM
)
Oˆ
(
t0
)]
ZGCE
. (118)
With this result, Eq. (44) can be specialized to
O
(
z
)
=
Tr
[
exp
(
−βHˆM
)
TˆC
{
exp
(
1
i~
∫
C
dz3 Hˆ
(
z3
)
Oˆ
(
z
))}]
Tr
[
exp
(
−βHˆM
)] . (119)
Using
TˆC
{
exp
(
1
i~
∫
C
dz3 Hˆ
(
z3
))}
= 1ˆ , (120)
and introducing the vertical part of the contour CM running from z0 to z0 − i~β with
the identity
exp
(
−βHˆM
)
= exp
(
− i
~
∫
CM
dz3 HˆM
)
, (121)
xiThe concept of the density operator was introduced by Landau and von Neumann. For a general
nonequilibrium approach, see Ref. [131].
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Figure 4. Schwinger–Keldysh contour C extended to the imaginary axis. The forward-
branch C− spans from the initial time t0 to ∞, bends and leads back to t0 along the
backward C+-branch. Then it continues along the imaginary branch CM to t0 − i~β,
where β is the inverse temperature.
we arrive at
O
(
z
)
= (122)
Tr
[
exp
(
− i~
∫
CM
dz3 HˆM
)
TˆC
{
exp
(
− i~
∫
C
dz3 Hˆ
(
z3
))
Oˆ
(
z
)}]
Tr
[
exp
(
− i~
∫
CM
dz3 HˆM
)
TˆC
{
exp
(
− i~
∫
C
dz3 Hˆ
(
z3
))}] .
From this structure, the contour extension idea can be directly derived. If one defines
Hˆ
∣∣∣CM ≡ HˆM, Oˆ∣∣∣CM ≡ Oˆ(t0) (123)
and redefines the contour C as
C = C−⊕ C+⊕ CM , (124)
so that every point on the vertical track is defined as “later” than all points on the
forward and backward branches, Eq. (122) can be recast as
O
(
z
)
=
Tr
[
TˆC
{
exp
(
− i~
∫
C
dz3 Hˆ
(
z3
))
Oˆ
(
z
)}]
Tr
[
TˆC
{
exp
(
− i~
∫
C
dz3 Hˆ
(
z3
))}] . (125)
The corresponding contour is depicted in Fig. 4. With this, definition (125) correctly
reproduces the time-dependent expectation values in accordance with Eq. (44) for
z ∈ C−⊕ C+ and the ensemble average for z ∈ CM, agreeing with Eq. (118). Note though
that this treatment of the system–bath interaction is only valid for times smaller than
its relaxation time as the bath only directly influences the initial state and not any
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time-dependent excitations during the propagation [72].
2.11.2. Adiabatic switch-on of interactions If one is mainly interested in the evolution of
isolated systems described by a pure state, a suitable procedure is the generation of the
non-interacting state of the system, which is known for most systems and a subsequent
sufficiently slow ramp-up of the interaction strength from zero to the desired value.
Provided the Gell-Mann–Low theorem holds [132], which assures the existence of some
limites, and the non-interacting ground state is non-degenerate, it follows that the state
of the system after switch-on of the interaction is an eigenstate of the fully interacting
Hamiltonian. It remains to be checked—e.g., by comparison with other methods—that it
is the ground state. Under the adiabatic-switching protocol, the Hamiltonian of Eq. (16)
is replaced by
Hˆ
AS(
t
)
=
∑
mn
hmncˆ
†
mcˆn︸ ︷︷ ︸
Hˆ
0
+ 12f
AS
(
t
) ∑
mnpq
wmnpq cˆ
†
mcˆ
†
ncˆpcˆq︸ ︷︷ ︸
Wˆ
AS(t)
(126)
+
∑
mn
fmn
(
t
)
cˆ†mcˆn︸ ︷︷ ︸
Fˆ (t)
,
where the monotonically increasing switching function fAS : R −→ [0, 1] satisfies
lim
t→−∞ f
AS
(
t
)
= 0 , fAS
(
t
)
= 1 , for t ≥ t0 . (127)
To achieve a high fidelity of the final state the switch-on process has to be performed
slow enough and as smooth as possible. Here, the use of the function [133]
f
τ,tH
AS
(
t
)
= exp
− A
τ
tH
t1/
(
2tH
)exp
 B
τ
tH
t1/
(
2tH
)
− 1

 ,
Bτ
tH
= tH
τ ln 2 −
1
2 , A
τ
tH
= ln 22 exp
(
2Bτ
tH
)
, (128)
is superior compared to an approach based on a Fermi function, since it provides a very
small relative change for values near the beginning and the end of the switch-on process.
The free parameters τ and tH, the halftime, control the steepness and the duration of
the switch-on. Using the adiabatic-switching methodology, the time-contour attains the
form depicted in Fig. 5.
A third option to include initial correlation is via an additional collision integral
or selfenergy term [24, 131, 134, 135]. For completeness, we also mention that similar
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Figure 5. Schwinger–Keldysh contour CAS with adiabatic switch-on of the interactions.
The starting and end point is now −∞.
problems arise by use of the GKBA [131].
3. Applications: Numerical results for fermionic lattice systems
This section discusses some applications of the approximation strategies detailed in
the previous section. All simulations described in this section have been performed
for spin-1/2 fermions in the Hubbard model, cf. Section 2.3, for zero temperature.
After providing an overview of the algorithm for the numerical solution of the KBE in
Section 3.1, results for the correlated ground state of Hubbard nano-clusters are presented
in Section 3.3. The ground-state energy and spectral function are used as benchmarks
to compare the performance of the selfenergy approximations listed in 2.9 for different
filling factors and interaction strengths. Subsequently, in Section 3.4, the behavior of the
approximation strategies in the simulation of the time-dependent response of Hubbard
clusters to external excitations is studied. A special focus lies on excitations that strongly
drive the system out of equilibrium. There, the occurrence of a particular weakness of
selfconsistent approaches, the so-called correlation-induced damping [118], is analyzed
for all approximations and it is demonstrated how it can be overcome to a large extent
by application of the GKBA, in Section 3.4.
3.1. Algorithm for the solution of the Keldysh–Kadanoff–Baym equations (KBE)
This section gives an overview of the algorithm to calculate the solution of the KBE,
cf. Eqs. (89) and (90), for spin-1/2 fermions. Both equations need to be equipped with
the initial value G≷
(
t0, t0
)
, which are the Green functions of the—in general, correlated—
initial state. These Green functions are, in turn, generated from the ones of the ideal
ground state, G(0),≷, via the adiabatic-switching method described in Section 2.11.2. The
≷-components of the ideal Green function directly follow from the ideal one-particle
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density matrix n(0) via the relations
G
(0),<
ij = −
1
i~
n
(0)
ji , (129)
G
(0),>
ij =
1
i~
(
δij − n(0)ji
)
, (130)
where the second follows from the more general relation for an arbitrary time t,
G>ij
(
t, t
)
= 1
i~
δij +G
<
ij
(
t, t
)
. (131)
Since, here, only zero-temperature applications are considered, the ideal fermionic density
matrix can be found by diagonalization of the single-particle part of the Hamiltonian,
Hˆ
0, cf. Eq. (16). The density matrix nHˆ
0
in the eigenbasis of Hˆ0 is diagonal and, for N
particles, reads (sorted by the eigenvalues, starting from the smallest one)
n
Hˆ
0
ij = δij

1 , if i ≤ N
0 , else
. (132)
After transformation into the Hubbard basis, this yields the ideal density matrix n(0)ji
and, via Eqs. (129) and (130), the components of the ideal Green function. Using G(0),≷ij
as initial values, following Eq. (126), the KBE are propagated along both time-directions
simultaneously switching on the interaction with the switching function, cf. Eq. (128),
i.e., the solutions of
∑
l
[
i~ d
dt1
δil − hil
(
t1
)]
G≷lj
(
t1, t2
)
(133)
=
∑
l
∫ t1
t
s
dt3
[
Σ>il
(
t1, t3
)
− Σ<il
(
t1, t3
)]
G≷lj
(
t¯, t′
)
+
∑
l
∫ t2
t
s
dt3 Σ
≷
il
(
t1, t3
)[
G<lj
(
t¯, t′
)
−G>lj
(
t¯, t′
)]
,
and
∑
l
G≷il
(
t1, t2
)−i~ ←d
dt2
δlj − hlj
(
t2
) (134)
=
∑
l
∫ t1
t
s
dt3
[
G>il
(
t1, t3
)
−G<il
(
t1, t3
)]
Σ≷lj
(
t3, t2
)
+
∑
l
∫ t2
t
s
dt3G
≷
il
(
t1, t3
)[
Σ<lj
(
t3, t2
)
− Σ>lj
(
t3, t2
)]
,
for all values t1, t2 ∈
[
ts, t0
]
, are computed, where ts is the starting time of the adiabatic
switching. The interaction matrix in the selfenergy terms for the chosen approximation,
CONTENTS 43
on the right-hand sides are replaced by [cf. Section 4 and 5]
wijkl −→ f
τ,tH
AS
(
t
)
wijkl , (135)
where the switching parameters tH and τ are chosen such that the resulting state is
converged with respect to the relevant observables. In practice, values of τ = 19.0 J−1
and tH = 25.0 J−1 have been found sufficient for all calculations. After the switching is
completed, the system is in the correlated ground statexii described by G≷
(
t0, t0
)
. The
information about the correlations in the system is encoded in the values of the Green
functions for all time-points during the switching. That is why all integrals occurring in
the solution of the KBE for physically relevant times have to extend along the whole
time-plane including the adiabatic-switching part, i.e., Eqs. (133) and (134) have to
be used also for t1, t2 > t0. It has to be noted that any time-dependent excitation of
the system has to occur after the switching is finished and that the values of G with
at least one argument in the switching region cannot be used for the determination of
observables, as detailed in Section 3.2.
For the numerical solution of the KBE, standard approaches for the solution of
ordinary differential equations (ODEs), such as Runge–Kutta methods [136], can be
employed upon appropriately discretizing the two-time plane. Further, an integration
routine for the right-hand sides of Eqs. (133) and (134) is required. Here, the approach
detailed in Ref. [77] has been employed for all calculations. The accuracy of the
simulations can be monitored by verifying the conservation laws, in particular of the
density and total energy [137] and time-reversibility [79]. As a general note, the use of
higher-order methods for the solution of the ODEs and the integrals, i.e., methods where
the error scales with a high power of the time step such that time steps of the order of
10−2 to 10−1 are possible, is especially advisable to achieve performance and accuracy,
since the right-hand sides of the KBE are numerically very expensive.
3.2. Important time-dependent observables
This section briefly describes how important physical observables can be obtained from
the time-dependent Green functions and additionally from the right-hand sides of the
KBE, cf. Eqs. (133) and (134), the so-called collision integrals. As detailed in the
Eq. (129), the less-component of the Green function of the interacting ground state is
xiiAs already pointed out in Section 2.11.2, it has to be checked externally, e.g., by comparison with
other methods, that the final state of the adiabatic switching is indeed the ground state.
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directly linked to the density matrix. This relation also holds true for the time-dependent
density matrix nij
(
t
)
, which describes the single-particle response of the system subject
to a time-dependent excitation, reading
G<ij
(
t, t
)
= − 1
i~
nji
(
t
)
. (136)
Apart from the time-dependent occupations of the Hubbard sites, which are given by
the diagonal elements of the time-dependent density matrix, the latter also permits the
calculation of several energy contributions:
– the kinetic energy,
Ekin
(
t
)
= Re
(∑
mn
hmnnnm
(
t
))
, (137)
– the energy induced by a time-dependent excitation fmn
(
t
)
,
Eex
(
t
)
= Re
(∑
mn
fmn
(
t
)
nnm
(
t
))
. (138)
– the mean interaction energy is also available, but it requires the full two-time Green
functions,
Eint
(
t
)
= − i~2
∑
kl
∫ t
t0
dt¯
[
Σ>kl
(
t, t¯
)
− Σ<kl
(
t, t¯
)]
G<lk
(
t¯, t
)
+
∑
kl
∫ t
t0
dt¯Σ<kl
(
t, t¯
)[
G<lk
(
t¯, t
)
−G>lk
(
t¯, t
)]
(139)
= − i~2
∑
kl
∫ t
t0
dt¯
{
Σ>kl
(
t, t¯
)
G<lk
(
t¯, t
)
− Σ<kl
(
t, t¯
)
G>lk
(
t¯, t
)}
.
This expression originates from the trace over the right-hand side of Eq. (89)—the
collision integral. The possibility to compute the interaction energy (a two-particle
quantity) from a single-particle function is a unique feature of the Green functions
approach (in contrast, in reduced-density-operator theory this requires the two-particle
density operator [131]).
The availability of information off the time diagonal in the one-particle NEGF of
the Green function allows, furthermore, to gain insight into the (N + 1)- and (N − 1)
particle spaces by means of the single-particle spectral function, already encountered in
Eq. (113). If an N -particle system is prepared in the ground state
∣∣∣Ψ(N)0 〉 with energy
E
(N)
0 (or any other N -particle energy eigenstate), e.g., via adiabatic switching, and
afterwards propagated without additional excitations, the greater/less-components of
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the two-time Green functions obey
G<ji
(
t1, t2
)
= ∓i~∑
m
Qm(j)Q
∗
m(i)exp
(
1
i~
(
E
(N−1)
m − E(N)0
)(
t2 − t1
))
,(140)
G>ji
(
t1, t2
)
= i~
∑
m
Pm(j)P
∗
m(i)exp
(
1
i~
(
E
(N+1)
m − E(N)0
)(
t1 − t2
))
, (141)
where the amplitudes Qm(i), Pm(i) are defined as
Pm(i) =
〈
Ψ(N)0
∣∣∣cˆi∣∣∣Ψ(N+1)m 〉 , (142)
Qm(i) =
〈
Ψ(N−1)m
∣∣∣cˆi∣∣∣Ψ(N)0 〉 . (143)
They are the overlap matrix elements of the (N − 1)- and (N + 1)-particle states of
energy Em with the state which originates from removing/adding one particle in the
i-th basis state from/to the N -particle state. By Fourier transforming and via the
knowledge of E(N)0 , the (N − 1)- and (N + 1)-particle energies can be determined from
the propagation of the two-time Green function of the N -particle system. In other
words, the correlation function G< contains information about the occupied states of the
N -particle system and the transition energies to the N − 1-particle system. In contrast,
G> contains information about the unoccupied states (“holes”) of the N -particle system
and the transition energies to the N + 1-particle system when one of the unoccupied
states is being filled.
The combination of both functions directly yields the spectral function,
Aji(t1, t2) = i~
{
G>ji
(
t1, t2
)
−G<ji
(
t1, t2
)}
. (144)
Aside from the two-particle energy, cf. Eq. (139), the single-particle Green function
gives also access to another two-particle quantity—the local two-particle density. Indeed,
via the collision integral, the time-dependent double-occupations, n(2)i
(
t
)
= 〈nˆi↑(t)nˆi↓(t)〉,
i.e., the probability that one electron with spin up and another with spin down
simultaneously occupy the same spatial orbital on a Hubbard site “i”, can be computed
as
n
(2)
i
(
t
)
= 1
2U
∑
l
∫ t
t0
dt¯
{
Σ>il
(
t, t¯
)
G<li
(
t¯, t
)
− Σ<il
(
t, t¯
)
G>li
(
t¯, t
)}
, (145)
which becomes obvious when taking into account the relation between the selfenergy
and the two-particle Green function, cf. Eqs. (64) and (65). Further, the two-particle
local density correlation (pair-correlation function) can be computed by subtracting the
uncorrelated (mean-field) expression of the two-particle density which (for the Hubbard
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model) is nothing but the product of two single-particle densities,
δn
(2)
i (t) = n
(2)
i (t)− ni↑(t)ni↓(t) . (146)
This quantity is identical to zero if the system is uncorrelated and thus directly
measures effects beyond Hartree–Fock. A quantity that also measures the space-resolved
correlations in a many-body system is the local entanglement entropy [26],
Si(t) = − 2
(
ni
2 − n
(2)
i
)
log2
(
ni
2 − n
(2)
i
)
− n(2)i log2 n(2)i
−
(
1− ni + n(2)i
)
log2
(
1− ni + n(2)i
)
. (147)
We now turn to a survey of recent computational results that were obtained by
(part of) the authors. Our focus is on comparison of differtent selfenergy approximations
and on tests of their accuracy.
3.3. Numerical results for the correlated ground state
In this section, numerical results for the interacting ground-state energies are presented.
As an example, we consider a 6-site Hubbard model for which exact results can be
obtained. Our main interest is to test the performance of the different selfenergy
approximation schemes introduced in Section 4 and 5 with respect to filling level n
(i.e. density) and interaction strength, U/J , of the system, by comparison with exact
calculations.
Following the adiabatic-switching algorithm of Section 2.11.2, the system is initially
prepared in the non-interacting ground state for N↑ = N↓ = 1, 2, 3 particles, i.e., filling
levels n = 1/6, n = 1/3 and n = 0.5. Using the switching function (128) with parameters
τ = 19.0 J−1 and tH = 25.0 J−1, ensuing, the interaction U is ramped up to the final
values U = 0.1, 0.5, 1.0 and 2.0. In Table 1, we list the selfenergy approximations that
are being used and compared.
3.3.1. Results for the ground-state energy. We begin with a detailed analysis of the
ground-state energy to understand the quality of the different selfenergy approximation,
in dependence on the coupling strength and the filling. Starting with U = 0.1, which is
very close to an ideal system, the results for N↑ = N↓ = 1, 2, 3 are listed in the second
columns of Tables (2), (3) and (4), respectively.
For all three filling factors, the Hartree results differ from the exact results in the
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Σ U/J = 0.1 U/J = 0.5 U/J = 1.0 U/J = 2.0
H −0.533604 −0.44956 −0.34718 −0.14939
TPP -0.534067 −0.45981 −0.38291 −0.26319
Exact −0.534073 -0.46065 -0.38810 -0.28820
TOA -0.534075 -0.46048 −0.38545 -0.26738
FLEX −0.534076 -0.46129 −0.39685 −0.36059
SOA −0.534084 −0.46164 -0.39472 -0.32514
GWA −0.534084 −0.46181 −0.39723 −0.35068
TEH −0.534093 −0.46293 −0.40535 −0.39065
Table 2. Ground-state energies, Egs/J , for Ns = 6 sites and 1/6 filling, i.e.
N↑ = N↓ = 1, for different couplings and for different selfenergy approximations.
Approximations are ordered by Egs for the smallest U . In each column, the two results
that are closest to the exact one are typed bold.
Σ U/J = 0.1 U/J = 0.5 U/J = 1.0 U/J = 2.0
H −2.642487 −2.35948 −2.00967 −1.31891
TPP −2.643354 −2.37963 −2.08369 −1.57367
Exact −2.643367 −2.38107 −2.09367 −1.63342
TOA −2.643367 −2.38093 −2.09182 −1.61455
FLEX −2.643368 −2.38174 −2.10424 −1.61455
SOA −2.643376 −2.38208 −2.10058 −1.67092
GWA −2.643376 −2.38226 −2.10357 −1.71303
TEH −2.643390 −2.38400 −2.11746 −1.80334
Table 3. Ground-state energies, Egs/J , for Ns = 6 sites and 1/3 filling, i.e.
N↑ = N↓ = 2, for different couplings and for different selfenergy approximations.
Approximations are ordered by Egs for the smallest U . In each column, the two results
that are closest to the exact one are typed bold.
third decimal place, while all methods beyond Hartree agree up to the fourth decimal
place. This can be explained by the fact that the Hartree approximation is only correct
up to the first order in the interaction strength, while all other methods agree up to
the second order in the interaction with each other and the exact solution. For both
smaller-than-half-filling factors, the results of the non-Hartree methods behave similarly.
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The best results, which agree up to at least 5 decimal places with the exact result, are
achieved by the third-order and the FLEX approximations, which are both correct up
the third order in the interaction strength.
On the other hand, when only one of the two third-order selfenergy contributions is
included, the particle–particle and electron–hole T -matrix approximations (TPP, TEH),
do not improve the result significantly compared to the second-order approximation
(SOA) for n = 1/3, although, for n = 1/6, the particle–particle T matrix performs better
than the electron–hole T matrix, since the latter contributes less as the electronic density
is comparatively small. For U = 0.1J , the GW approximation shows no difference to the
SOA results, since both approximations only differ in the fourth order, as the GWA has
no third-order diagram, cf. Eq. (315). For half filling, n = 0.5, all correlated methods
(i.e. all methods except Hartree), apart from the T matrices, agree with each other
and with the exact solution up to 5 decimal places. This is explained by the so-called
particle–hole symmetry in the Hubbard model [138], which only occurs at half filling. In
this particular case there is an exact cancellation of all electron–hole and particle–particle
T -matrix terms of odd orders in the interaction and equality of all even order terms.
Therefore, for half filling, SOA and TOA yield exactly the same results and agree with
GWA and FLEX up to the fourth order in the interaction.
Σ U/J = 0.1 U/J = 0.5 U/J = 1.0 U/J = 2.0
H −6.837918 −6.23792 −5.48791 −3.98791
TPP −6.839299 −6.26949 −5.60173 −4.36896
Exact −6.839331 −6.27322 −5.62889 −4.54631
TOA −6.839331 −6.27285 −5.62356 −4.48569
SOA −6.839331 −6.27285 −5.62356 −4.48569
GWA −6.839331 −6.27347 −5.63259 −4.58604
FLEX −6.839334 −6.27471 −5.64923 −4.71630
TEH −6.839363 −6.27741 −5.66104 −4.73547
Table 4. Ground-state energies, Egs/J , for Ns = 6 sites, and half filling, i.e.
N↑ = N↓ = 3, for different couplings and for different selfenergy approximations.
Approximations are ordered by Egs for the smallest U . In each column, the two results
that are closest to the exact one are typed bold.
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For the increased but still small interaction strength U = 0.5J , the results for
N↑ = N↓ = 1, 2, 3 (n = 1/6, 1/3, 0.5) are shown in the third columns of Tables (2), (3)
and (4), respectively. Here, the Hartree results differ from the exact result already in
the second decimal place. In contrast, all correlated methods agree with the exact result
in the second decimal place. Compared to the U = 0.1J results, only the TOA remains
close to the exact solution whereas all other methods show more pronounced deviations.
For n = 1/6, FLEX and TPP yield comparably good results. Further, TEH is worse
compared to its particle–particle counterpart, and GWA is worse than the SOA. For
n = 1/3, FLEX becomes better than TPP, showing the increasing importance of the
third-order electron–hole contribution. For half filling, the GWA result is the closest to
the exact solution, closely followed by the equal results of the SOA and TOA. This gives
a first hint that, at U = 0.5J , the fourth- and possibly higher-order terms gain influence,
although among the approximations containing fourth-order and higher terms, only the
GWA gives improved energies compared to second-/third-order perturbative results.
For the higher interaction strengths U/J = 1.0 and U/J = 2.0, the results
are shown in the fourth and fifth columns of Tables (2), (3) and (4), respectively.
Compared to the results for U = 0.5J , the relative order of the performance of the
different selfenergy approximations remains the same, but the absolute differences to
the exact results increase. Summarizing the results for the ground-state energies, it is
evident that, away from half filling, the TOA outperforms all other perturbative and
non-perturbative selfenergy approximations, at least in the covered range of coupling
parameters U/J = 0.1 . . . 2.0. For half filling, on the other hand, the best results are
obtained from the GW approximation.
3.3.2. Results for the spectral function in the ground state. Let us now consider another
important quantity of the correlated ground state, which goes beyond the description
of the lowest energy level: the single-particle spectral function, that was introduced
in Section 3.2. For an N -particle system, it shows the transition energies into the
(N − 1)-particle as well as the (N + 1)-particle system, i.e., the single-particle removal
and addition energies. The removal energies are carried by the off-timediagonal values of
G<, while the addition energies are similarly encoded in G>. They can be made visible by
transforming into relative and center-of-mass time and, afterwards, Fourier transforming
with respect to the relative time. Comparing with Eqs. (140) and (141), one expects
peaks at the energy levels of (N ± 1)-particle systems shifted by the ground-state energy
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Figure 6. 6-site Hubbard cluster with U = 1 at one-sixth filling. Spectral
function generated from different selfenergy approximations: brown full line: third-
order approximation (TOA), crimson dashed line: second-order approximation
(SOA), green dashed line: particle–particle T matrix (TPP), yellow dashed line:
electron–hole T matrix (TEH), blue dashed line: GW approximation (GWA),
purple semi-dashed line: fluctuating-exchange approximation (FLEX), gray full
line: Hartree–Fock approximation (HF). For comparison: Exact excitation spectra
of the systems with N↑ = 1, N↓ = 0 (blue) and N↑ = 2, N↓ = 1 (red). The
spectra are shifted such that E = 0 lies in the center between the highest removal
energy and the lowest addition energy.
of the N -particle system.
For the six-site Hubbard system of interaction strength U = 1J , the performance of
the different selfenergy approximations is studied for the three filling factors n = 1/6, 1/3
and 1/2. The results are compared with exact excitation spectra of the relevant (N ± 1)-
particle systems, which in turn are generated by excitation with a δ-kick and subsequent
Fourier transform of the time-dependent density evolution.
For n = 1/6, the results are shown in Fig. 6. The frequency axis of the spectrum is
shifted such that all removal energies, corresponding to G<, have negative values while
the addition energies, corresponding to G>, have positive energies. Since the spectrum
of the (N − 1)-particle system only contains one spin-up or spin-down particlexiii it
has no interaction effects and, thus, is ideal. This corresponds to the less-part of the
xiiiAs the fermionic Hubbard Hamiltonian contains no terms which are different for up or down
spin-orientation, a system with N spin-up and M spin-down particles behaves like the system with M
spin-up particles and N spin-down particles.
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spectrum having only one spectral line which matches the exact result (blue line) for every
approximation including Hartree(–Fock). Analyzing the greater part of the spectrum
which belongs to the system with two particles of one spin-direction and one particle of
the other, one can separate two sets of spectral lines. The three spectral lines belonging
to the lowest addition energies are in exact agreement throughout all approximations
including Hartree and, thus, indicate mostly uncorrelated states. The position of the
peak for the next higher addition energy begins to differ between the approximations.
The best agreement with the exact solution is reached by the GWA followed by SOA,
TEH and HF. The positions for TPP and FLEX are slightly shifted to lower energies.
For TOA, the peak position cannot be easily distinguished with the shown spectral
resolution, but the knee-structure within the left slope of the peak for the next higher
energy suggests that the accuracy is comparable to that of the other approximations.
Unlike any other tested approximation, though, the TOA is able to show the energy
level just above ω = 3. The next-higher energy level at ω ≈ 3.3 is best captured by the
FLEX approximation followed by TPP, which slightly shifts to lower energies. The SOA,
GWA and the TEH show this peak shifted to higher energies. For the TOA, it remains
questionable if the peak at ω ≈ 3.8 is to be attributed to exact energy level at ω ≈ 3.3
or if it shows the energy level at ω ≈ 3.9. The level just above ω = 4 is only shown by
the TPP and FLEX approximations, which indicates that these states embody a high
degree of correlation. Summing up the findings for one-sixth filling, the best overall
results are achieved by the TPP and FLEX approximation, with the latter performing
slightly better. In addition, the TOA shows energy levels which are not captured by any
other approximation.
For n = 0.33, the results are shown in Fig. 7. Two removal energy levels with a
large amplitude and one with a small amplitude are visible. It is noteworthy that the
removal energies of the one-third filled Hubbard cluster connect to, i.e., that of two and
one particle of both spin-directions, respectively, is the same the addition energies of
the one-sixth filled cluster connect to. Comparing with the right part of Fig. 6, one
immediately recognizes that the shown energy levels are not the same. For n = 1/3, the
destination energy levels are levels 1, 2 and 6, while, for n = 1/6, the levels 1, 3, 6 and
higher levels are reached. Thus, the combined information of both fillings can be used
to gain insight into the energy spectrum of the intermediate system that differs by one
particle to both. Concerning the quality of the approximations for the removal energy
levels, all approximation agree with each other and with the exact solution, indicating
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Figure 7. 6-site Hubbard cluster with U = 1 at one-third filling. Spectral
function generated from different selfenergy approximations: brown full line: third-
order approximation (TOA), crimson dashed line: second-order approximation
(SOA), green dashed line: particle–particle T matrix (TPP), yellow dashed line:
electron–hole T matrix (TEH), blue dashed line: GW approximation (GWA),
purple semi-dashed line: fluctuating-exchange approximation (FLEX), gray full
line: Hartree–Fock approximation (HF). For comparison: Excitation spectra of
the systems with N↑ = 2, N↓ = 1 (blue) and N↑ = 3, N↓ = 2 (red). The spectra
are shifted such that E = 0 lies in the center between the highest removal energy
and the lowest addition energy.
that the states belonging to the removal energies are mainly uncorrelated. For the
addition energies, the same is true for the first two levels. Starting from just above
ω = 2, there are many close-lying energy levels in the range up to ω ≈ 4, which renders
an attribution to the different approximations difficult. In general, confirming the trend
found for n = 1/6, the FLEX approximation yields results which very well agree with
the exact energy levels, while the TOA reveals correct energy levels not found with the
other approximations.
Turning to the results for half filling, shown in Fig. 8, one immediately recognizes
two peculiarities of this setup. First, the removal and addition part of the spectrum is
symmetric with respect to E = 0. This is, again, due to the occurrence of particle–hole
symmetry [138]. Second, comparing the quality of the different approximations, one can
discern only minor differences at energy levels farther away from E = 0, which are most
pronounced for the FLEX approximation. As a special note, the good performance of
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Figure 8. 6-site Hubbard cluster with U = J at half filling. Spectral function
generated from different selfenergy approximations: brown full line: third-order
approximation (TOA), crimson dashed line: second-order approximation (SOA),
green dashed line: particle–particle T matrix (TPP), yellow dashed line: electron–
hole T matrix (TEH), blue dashed line: GW approximation (GWA), purple
semi-dashed line: fluctuating-exchange approximation (FLEX), gray full line:
Hartree–Fock approximation (HF). For comparison: Excitation spectra of the
systems with N↑ = 3, N↓ = 2 (blue) and N↑ = 4, N↓ = 3 (red). The spectra are
shifted such that E = 0 lies in the center between the highest removal energy and
the lowest addition energy.
the Hartree approximation for the spectral function indicates that the use of the GKBA
with Hartree propagators is justified for half filling and explains the excellent results
that could be achieved [76, 124, 139].
Summarizing the ability of NEGF methods to describe the spectral function of
Hubbard clusters, one can state that the overall agreement for small to medium interaction
strength is good and especially via combination of different approximation methods as
well as probing from both systems with adjacent number of particles, one can gain a
large part of the spectral information.
3.4. Time evolution following an external excitation
After analyzing simulation results for the correlated ground state and the quality of
different selfenergy approximations, we now turn to time-dependent simulations. Thereby
the ground-state data serve as the initial condition of the system prior to the excitation.
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The dynamics of the system which is driven out of equilibrium by an external excitation
are studied numerically using the correlated selfenergy approximations that were described
in Section 4 and 5. Thereby we focus on separate dynamics studies following different
types of excitations.
Again, the motivation here is to analyze the accuracy of different approximations
by performing tests against benchmark data. These include exact-diagonalization (CI)
calculations that are possible for small systems; examples are given in Secs. 3.4.4 and 3.4.5.
For larger systems, comparisons with time-dependent density-matrix renormalization
group (DMRG) simulations can be performed, [cf. Secs. 3.4.1, 3.4.2] which, however, are
restricted to one-dimensional systems, due to the present limitations of DMRG. Finally,
comparisons can be made to experiments with ultracold atoms, cf. Sec. 3.4.1.
3.4.1. Time evolution following a confinement quench. A rather simple excitation of
a finite system is to start with a spatially localized configuration that is achieved by a
strong confinement potential and then to rapidly remove the confinement at some time
t = 0. This resembles classical diffusion experiments where a localized particle density
expands into vacuum. Such a configuration of a quantum system is straightforwardly
realized with ultracold atoms in a trap or an optical lattice. An example of a rapid
expansion of cold fermionic atoms was presented by Schneider et al. in Ref. [140].
With the NEGF approach it is fairly straightforward to simulate such an expansion
scenario of atoms on an optical lattice because the latter accurately reproduces the
Hubbard Hamiltonian (27) with onsite interaction. In the present experiment a two-
dimensional geometry was used. Before presenting NEGF results for this setup we focus
on benchmark calculations where comparison with DMRG simulations were performed.
In Ref. [50], expansion simulations for N = 34 fermions in a one-dimensional configuration
have been carried out. Initially, the 17 central sites were doubly occupied whereas the
outer sites were empty, cf. the bottom row (left column) of Fig. 9. The expansion
dynamics are quite interesting and differ significantly from the classical case due to the
rectangular shape of the initial density profile. Furthermore, the expansion of fermions
is constrained by the Pauli principle, i.e., the innermost particles cannot move until the
fermions at the edge have (partially) emptied their sites.
In Figure 9 three sets of simulations are presented. The full lines are time-dependent
DMRG results, cf. Ref. [50] for details. In addition, the authors show NEGF results
with particle–particle T -matrix selfenergies (here TMA) in order to accurately simulate
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Figure 9. Symmetric 1D sudden expansion of a Hubbard chain of N = 34 fermions
at U = J . Time evolution of (a) density ns and (b) double occupancy ds for six times
(from bottom to top): tJ = 0, 2, 4, 6, 8, 10. Solid lines: DMRG, long dashes: TMA
(two-time NEGF with T -matrix selfenergy), dashed lines: T matrix with HF-GKBA.
From Ref. [50].
strong-correlation effects. One set of results is from a full two-time simulation (TMA,
green dashes), the other one, from a single-time approximation using the GKBA with
Hartree–Fock propagators (HF-GKBA+TMA, yellow dots). In the present simulations
the coupling was moderate, U/J = 1 and, not surprisingly, the agreement of the NEGF
results for the density profile with DMRG is excellent. An interesting observation is
that the two-time simulations show a faster dynamics than the one-time approximation
(HF-GKBA).
A more sensitive quantity than the density is the local doublon number, Eq. (145),
which is plotted in the right column of Fig. 9. Here the agreement with the DMRG
data is similar. While the two-time result for ds(t) shows stronger deviations than
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the single-particle density, the HF-GKBA exhibits the same high accuracy for both
quantities. A very interesting observation is that the exact (DMRG) result is enclosed
by the two-time and GKBA results. This behavior was confirmed for a broad range of
coupling parameters, selfenergy approximations and in many other setups as well, e.g.
Ref. [50]. This has important implications for the use of NEGF simulations for more
complex systems where independent benchmark data are not available.
Returning to the physics of the expansion of fermions—one of the most interesting
questions is how the expansion speed depends on the interaction strength U/J (i.e., on
the correlations in the system). A particularly interesting theoretical prediction was
[91] that fermions that are in doubly occupied lattice sites (“doublons”) should expand
slower compared to singly occupied sites (“singlons”) giving rise to a spatial separation
of the two components (“quantum distillation”). A first test can be made by comparing
the two columns of Fig. 9. There, indeed, the doublon expansion is slightly slower than
that of the total density, in particular, for the initial time frames (cf. the lowest three
rows). Here, however, the interaction is comparably weak and the effect is small.
Such a peculiar separated expansion of doublons and singlons was, in fact, observed
experimentally for strongly correlated fermionic atoms in Ref. [140]. They demonstrated
that, when the system is initially in a fully doubly occupied configuration, after removal
of the confinement, doublons remain dominantly in the trap center. Moreover, the
expansion speed of this central part (“core”) decreases when the coupling strength U/J
increases. The experimental results for the “core expansion velocity” Cexp are reproduced
in Fig. 10 by the full black line. Interestingly, Cexp even becomes negative what means
that the “core shrinks”. Furthermore, the result is exactly the same for attractive and
repulsive interaction (negative and positive U , respectively), what is an exact property
of the Hubbard model.
Figure 10 also contains results from a semiclassical kinetic simulation in relaxation-
time approximation (grey dashed curve [140]) which reproduces the overall trend but
exhibits very strong deviations, for most values of U . It is, therefore, of high interest
to apply the NEGF approach to this problem since, due to the 2D geometry, DMRG
simulations are not possible. Such NEGF simulations were developed by three of the
present authors and published in Ref. [26]. To correctly describe strong-coupling effects,
the second-Born approximation cannot be applied. Instead, T -matrix selfenergies were
used. An advantage in these simulations is that the initial state is uncorrelated (it is an
Hartree–Fock state), so no adiabatic switching needs to be done. This is particularly
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Figure 10. Asymptotic core (half width at half maximum of the density) expansion
velocity Cexp. Plus signs: experimental results for different lattice depths in units
of the recoil energy Er; gray dashed line: relaxation-time approximation model of
Ref. [140]; red circles: two-time NEGF results with T -matrix selfenergies, the error
bars denote the statistical uncertainty due to the extrapolation with respect to time
and particle number (see text). The black line is a fit through the experimental
points to guide the eye. From Ref. [26].
important since the simulations have to be sufficiently long to reach the regime where
the expansion velocity approaches a constant value (“hydrodynamic stage”).
The present NEGF simulations with particle–particle T -matrix selfenergies were
carried out for a broad range of particle numbers, up to aboutN = 100 particles. It turned
out that the expansion velocity shows a simple scaling with N , so an extrapolation to
the thermodynamics limit, N →∞ (the experiments used several hundred thousands of
atoms) was possible. At the same time, the statistical error of the extrapolation provides
a measure of the numerical uncertainty of the macroscopic results [77]. These results
are also included in Fig. 10 by the red dots and the associated error bars. Obviously,
the agreement with the experiment, over the whole range of coupling parameters, is
impressive. These have been the first and so far the only quantum-dynamics simulations
that allow for a direct comparison with cold-atom experiments in two dimensions.
Moreover, in Ref. [26] results for three-dimensional lattice configurations were presented
and the dependence of the expansion velocity on the dimensionality was analyzed.
The time-dependent NEGF simulations provide extensive additional information on
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Figure 11. Site-resolved expansion dynamics in a 2D 19× 19 Hubbard
lattice at U/J = 4 for four times (in units of J−1). Top three rows: square
root of density ns for N = 2, N = 26, and N = 74, respectively. Rows
4–6: square root of double occupation, local entanglement entropy Ss,
Eq. (147), and the pair-correlation function δn↑↓s = δn
(2)
s , Eq. (146). From
Ref. [26].
the expansion dynamics. From the nonequilibrium Green functions it is straightforward
to obtain full space (site)-resolved information. An example is shown in Fig. 11 where
the time evolution of various quantities with single-site resolution is presented [26]. This
includes the density (first three rows), the doublon density [row 4, Eq. (145)], the doublon
correlation function, [Eq. (146)] and the entanglement entropy, [Eq. (147)]. The latter
two quantities are of particular interest, as they allow to separate the effect of the buildup
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of correlations in the system: as mentioned above, the initial state is uncorrelated, and
with removal of the confinement correlations start to from at the cluster edge and then
spread in and outward. These simulation results can be directly compared to experiments
with ultracold atoms where single-site resolution has been achieved with quantum-gas
microscopes [19–21]. More details on the present simulations can be found in Ref. [77].
Concluding this section, we note that the present NEGF simulations with T -
matrix selfenergies are rather costly and require large computer resources. In particular,
simulations for large U become increasingly difficult which explains the choice of the
maximum U -values displayed in Fig. 10. To reach large coupling values, improved
computational approaches and, possibly, further improved selfenergy approximations,
have to be developed.
3.4.2. Time evolution starting from a charge-density-wave state. Next, we focus on
the time evolution of correlated electrons after a confinement quench starting from a
different initial state than before. In Ref. [50] the authors considered a state of alternating
doubly occupied and empty sites which will be called “charge-density-wave state” (CDW).
After removal of the confinement density can spread to the originally empty sites. To
compare with benchmark data from DMRG simulations the simulations are limited to
1D geometry. In Ref. [50] extensive NEGF–DMRG comparisons have been carried out.
Here we show some typical results, cf. Fig. 12.
The first question to answer for the NEGF simulations is again the proper choice of
the selfenergy. Since, again, correlation effects and, in particular, large values of U/J
are of interest, the second-Born approximation is not appropriate. The particle–particle
T matrix that showed impressive results in the diffusion setup of Sec. 3.4.1 is not expected
to work well here. The reason is that the T -matrix selfenergy treats interaction effects
accurately on the two-particle level but neglects three-particle effects. It is, therefore,
expected to be adequate for low densities. In application to Hubbard systems, this
corresponds to low (or, due to particle–hole symmetry, high) filling factors. In the
diffusion setup, the filling factor is low, except for the initial dynamics in the core region.
In contrast, in the present CDW setup the entire system is initially at half filling
and remains at half filling. There, the particle–particle T matrix is inaccurate. At half
filling we found in Sec. 3.3 that the third-order approximation (TOA) provides much
more accurate data for the ground-state energy. It is, therefore, expected that also the
dynamics will be treated more accurately within TOA selfenergies. Consequently, this
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selfenergy is being used, in addition to applying the HF-GKBA. The results are shown in
Fig. 12 for two values of the coupling strength and 5 different chain lengths, in the range
of L = 6 and L = 36. Note that we do not show the dynamics of the densities—there the
agreement is excellent—but we focus on the more sensitive double occupations, Eq. (145),
summed over the entire cluster.
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Figure 12. Charge-density wave excitation (the initial state conists of alternating
doubly occupied and empty lattice sites): Time evolution of the total double
occupation, cf. Eq. (145) for two coupling strengths and 5 different systems
sizes, L = 6, . . . 36. Comparison of DMRG (full lines) and NEGF with third-order
selfenergies within the single-time HF-GKBA scheme. From Ref. [50].
For moderate coupling, U/J = 1, left column, the NEGF results are practically
indistinguishable from the DMRG data. Only for the smallest system and for long times,
small deviations are visible. For the case of larger coupling U/J = 4 significantly larger
deviations are observed. While the overall trends, such as the mean value of the total
double occupation, d(t), is well reproduced for the initial time interval, the oscillations
of d(t) occur with a slightly modified frequency, and the amplitude of the HF-GKBA
results is substantially larger than in the DMRG data. Also, the “density revival” seen
in small systems at weak coupling (bottom curve of left column) which seems to be
present also at larger coupling (bottom right DMRG curve) seems to be amplified by
the HF-GKBA. Most interestingly, the agreement of the NEGF data with the DMRG
systematically improves with increasing system size. For more details, the reader is
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Figure 13. Sketch of the lattice structure of circular
honeycomb clusters with L = 24 (black) and L = 54 sites (blue).
The green point indicates the position where the projectile hits
the lattice plain. From Ref. [23]
referred to Ref. [50].
3.4.3. Time evolution following a charged-particle impact. Let us now consider a very
different type of excitation that is caused by the impact of an energetic projectile in a
correlated Hubbard cluster. The interaction of the projectile with the electrons of the
cluster is particularly strong for a charged particle. This type of excitation differs from
the quenches above by its strongly localized character: typically only the few nearest
neighbors of the impact point will be strongly affected. Depending on the velocity of
the projectile, the interaction is also localized in time where the interaction duration is
controlled by the initial velocity of the projectile.
The associated energy loss of the projectile (“stopping power”) has been studied
experimentally and theoretically for many years, for an overview see e.g. Ref. [141], and
broad purpose numerical simulation tools (e.g. SRIM) were developed, e.g. Ref. [142].
These models are based on extensive averages and experimental input. Moreover, they
assume that the solid can be treated as following the excitation adiabatically. More
recently, time-dependent simulations have provided very detailed information on the
complex physical processes. This mostly concerns time-dependent DFT simulations,
e.g. Refs. [143, 144]. At the same time, TD-DFT does not allow one to reliably
describe electronic correlation effects and the dynamics of correlations. Therefore, NEGF
simulations are of high interest.
Time-dependent NEGF simulations of ion stopping were first presented by Balzer et
al. in Ref. [23]. Here we summarize a few representative results. To investigate electronic
correlation effects one can apply an NEGF–Ehrenfest approach where the dynamics of
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the projectile are treated classically. The corresponding electronic Hamiltonian is given
by
Hˆe =− J
∑
〈i,j〉,σ
c†iσcjσ + U
∑
i
(
ni↑ − 12
)(
ni↓ − 12
)
− Zpe
2
4pi0
∑
i,σ
c†iσciσ
|~rp(t)− ~Ri|
+
∑
〈i,j〉,σ
Wij(t)c†iσcjσ , (148)
which, in addition to the standard Hubbard Hamiltonian, now includes the Coulomb
interaction between a Zp-fold charged ion and all electrons of the target. The trajectory
of the projectile, ~rp(t), is obtained by solving Newton’s equation where the force is
given by the total force from the interaction with all electrons. By solving the coupled
Keldysh–Kadanoff–Baym equations for the electrons and Newton’s equation for the
projectile one obtains the time-dependent energy exchange between the ion and the
electrons. The energy loss of the projectile follows from the asymptotic values for long
times after and before the impact,
Se[Ekin] = mp
r˙2p(t→ −∞)
2 −mp
r˙2p(t→ +∞)
2 . (149)
Before starting the time-dependent simulations, again, the initial state has to be
generated. Here two approximations are considered: (A) the initial state is a Hartree–
Fock state and (B) the initial state is correlated and generated by adiabatic switching.
From a computational stand point, (A) is advantageous, whereas (B) is more accurate
but requires a substantially increased total computation duration.
The dependence of the energy loss on the initial kinetic energy, Ekin, of the projectile
is plotted in Fig. 14 and show the characteristic single-peak behavior. For very fast
projectiles, the interaction duration vanishes, and so does the energy exchange. On
the other hand, for very slow projectiles, the initial kinetic energy is small. Therefore,
obviously, a maximum exists, for an optimal choice of Ekin. For the present honeycomb
clusters (see Fig. 13) this peak is in the range of 10keV.
Since no spatial homogeneity is assumed, the energy loss can be compared in finite
clusters of different size. In Fig. 14 Balzer et al. [23] compare the energy loss of a proton
of the same energy in two clusters [cf. the sketch in Fig. 13] of size L = 54 (top figure)
and L = 24 (bottom figure). Clearly, the energy loss increases with cluster size because
more electrons are being excited by the projectile.
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Figure 14. Energy loss Se, Eq. (149), for protons passing through the honeycomb
clusters of Fig. 13 of size L = 54 [panels (a) and (b)] and L = 24 [panel (c)]. In
all panels, the value of the onsite interaction U/J is encoded in the line style, the
symbols correspond to NEGF results, and the black lines indicate the results of the
Hartree approximation. The shortcuts stand for 2B (3rd order): second-order Born
(third-order) approximation, TM: particle–particle T matrix, local: local approximation
of the selfenergy, Σĳ → Σiiδij . From Ref. [23].
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Next, the role of interaction effects in the substrate on the stopping power is
analyzed. This can be achieved by comparing mean-field (Hartree) simulations with
different coupling parameters U/J as well as Hartree simulations to correlated NEGF
results. Obviously, one should expect that interaction effects will be of minor importance
at large projecticle energies because, in this case, kinetic energy exceeds interaction
energy. This is indeed observed in all simulations shown in Fig. 14. At energies exceeding
200keV the differences between different approximations quickly vanish. In contrast,
for lower impact energies and, in particular, for energies below the peak energy, strong
deviations are observed. The general trend is that, with increasing U/J the stopping
power decreases, regardless of the chosen selfenergy approximation. A comparison of
Hartree and correlated simulations reveals that correlations, at large energies, tend to
make the system “more rigid” what reduces the stopping power. Interestingly, at low
impact energies, Ekin . 3keV the situation changes and correlation effects lead to an
increase of the stopping power. The explanation is that the fast and strong impact of
the projectile excites a large number of electronic transitions in the system, including
double excitations that are missing in a mean-field approach, see also Sec. 3.4.4.
Let us now discuss the influence of different selfenergy approximations. Figure 14
contains a large variety of approximations. Note, however, that these calculations are
quite expensive and become increasingly more difficult when the impact energy decreases
because then the required simulation duration grows. Therefore, most results were
obtained for large impact energies where the differences between different approximations
are small. In Ref. [23] the authors performed simulations using second-order Born (2B),
third-order and particle–particle T -matrix (TM) selfenergies. The differences are small
with the T matrix yielding the largest stopping power. Comparing two-time simulations
and single-time simulations within the HF-GKBA (top two frames of Fig. 14), the GKBA
leads to a slight reduction of the stopping power. However, this comparison has only
been done for a few cases, and more simulations are required to obtain a systematic
picture. Also, the effect of initial correlations has not yet been fully clarified.
More recently, a special correlation effect has been investigated: the formation of
local electronic double occupations, Eq. (145), due to the ion impact [145]. There it was
shown that, at low projectile energies, electrons may be efficiently excited across the
Hubbard gap (e.g. at half filling) which gives rise to an enhancement of the stopping
power. This effect has been explored in more detail in Refs. [24, 146].
To summarize this section: NEGF simulations coupled to an Ehrenfest description
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of a classical ion have been shown to be a powerful tool to model the energy transfer
between a projectile and correlated target. They allow for a fully time-resolved analysis
and deep insight into the electronic transitions that can be triggered by the ion impact.
At the same time, these simulations are very expensive at low impact energies and further
optimization is needed. Interesting future questions include the quantum treatment
of the projectile and of the electronic excitations in the ion as well as possible charge
transfer processes between projectile and substrate [146, 147].
3.4.4. Time evolution following a short enhancement (“kick”) of the single-particle
potential We now consider another excitation scenario where an external single-particle
potential is turned on for a very short time only,
fi(t) = fi0 δ(t− t0). (150)
Such a very short excitation, is spectrally (energetically) broad which means that a broad
range of energetic transitions will be excited. Following the time-dependent dynamics B(t)
of a suitable observable one can easily reconstruct the spectral information contained in
it, via Fourier transformation. It turns out that this is a very efficient way to obtain high-
quality spectral information, provided the propagation can be extended to sufficiently
long times, to avoid windowing effects in the Fourier transform. If, furthermore, the
excitation is weak, i.e. linear response applies, then one accurately probes the properties
of the unperturbed system, e.g. the ground state or the equilibrium properties.
This approach was first used in NEGF simulations by Kwong et al. to compute the
optical absorption of a semiconductor [148]. There, the frequency-resolved absorption
coefficient was obtained, after applying a short optical laser pulse, from Fourier
transforming the interband polarization P (t), for details, see Ref. [131]. Similarly,
it was shown that one can obtain the dynamical structure factor and dielectric function
of a correlated system (e.g. electron gas or plasma) by applying a short monochromatic
electric field with wavenumber q, i.e. in Eq. (150) we replace fi → U0 cos (qr), that
excites a density modulation δn(r, t) of wavelength 2pi/q which yields the linear dynamic
density-response function χ(q, ω) [149]. As a consequence one obtains results for the
dynamic dielectric function and for the dynamic structure factor that selfconsistently
include correlation effects thereby obeying the relevant sum rules.
After successful applications to macroscopic systems this method was also used
for finite systems. Van Leeuwen et al. computed the optical absorption of atoms by
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Fourier transforming the time-dependent dipole transition signal [69]. The method can
also be applied to compute, via time-dependent NEGF simulations, the spectrum of
electronic excitations of finite correlated systems. Balzer et al. considered a four electron
model quantum well and showed the second-order Born selfenergies yield accurate results
for the electronic double excitations [120]. Similar results were obtained by Säkinen et
al. [150].
Here we illustrate this approach for a small Hubbard cluster of 8 sites and coupling
strength U/J = 0.1. In the simulations of Hermanns et al. [76] the excitation was local on
one site, i.e. in Eq. (150) the excitation amplitude was fi0 → fijαβ = w0δi,1δijδα,β, where
α and β denote the spin projections. Choosing a very small amplitude, w0 = 0.01J , the
system remained well inside the linear-response regime. Performing a very long simulation
of duration T = 1000J−1 provided an accurate excitation spectrum. The selfenergy was
used on the second-order Born level, which is adequate for the present weak-coupling
case. To achieve the desired long simulation duration a single-time simulation (with the
Hartree–Fock GKBA) was carried out. The result is shown in Fig. 15 where the NEGF
result is compared to an exact-diagonalization calculation. Obviously, the agreement
is excellent. The NEGF simulations accurately reproduce the exact spectrum over a
broad range of energies and practically capture all peaks. This agreement extends over
an impressive seven orders of magnitude (note the logarithmic scale). Small deviations
are visible for increasing frequency where peak shapes exhibit slight deviations. This
calculation also allows to clearly single out correlation effects and explore the limitations
of the mean-field result (cf. the blue curves labeled HF). While HF well captures the
low-frequency peaks, it entirely misses peaks occuring above ω ∼ 3.8J . But also at lower
energy, many peaks are missing, e.g. at ω/J ≈ 2.7, 3.2 and 3.6 that are associated to
double excitations.
This result confirms the power of this approach and the capability of NEGF
simulations to obtain accurate ground-state (or equilibrium) spectra via time propagation.
These results can, of course, be directly compared to independent pure ground-state (or
equilibrium) simulations, e.g. within the framework of the Bethe–Salpeter equation for
the Matsubara Green function. The comparison of the two approaches reveals that [149]
time-dependent NEGF simulations with a selfenergy Σ correspond to Bethe–Salpeter
results with a two-particle kernel KBSE = δΣ/δG. For text-book discussions, see Refs. [72,
131].
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Figure 15. Spectral function of an 8-site Hubbard cluster at U/J = 0.1 computed via
Fourier transform after a single-particle potential kick, Eq. (150). NEGF simulations
with second-order Born selfenergies (Hartree–Fock-GKBA) are compared to Hartree and
exact diagonalization results. From Ref. [76]
3.4.5. Time evolution following a strong rapid quench of the onsite potential. We now
turn to the final example of time-dependent excitation that is very different from the
previous cases. This section investigates the dynamics of small Hubbard clusters that
are driven out of equilibrium by a very strong sudden quench of the on-site potential of
the form
fij
(
t
)
= Θ
(
t, t0
)
δijδi1w0 , (151)
where throughout this section the value w0 = 5J is used. Thus at t = 0 site i = 1 is very
strongly excited by a constant potential. This excitation, initially, drives a depletion of
this site which is followed by a subsequent oscillation of the electronic density throughout
the system. Such strong excitations of this form [Eq. (151)] of very small Hubbard
clusters were studied in detail by Verdozzi and co-workers [117, 118] using selfconsistent
two-time solutions of the KBE. They made a surprising observation: in contrast to the
exact solution (which is easily found for these small systems), the NEGF dynamics of
the density oscillations are strongly damped. The authors of these papers explained
this artifact by the selfconsistency of the solution of the Dyson equation (or the KBE)
which contains selfenergy contribution to arbitrary orders (powers). This leads to a
series of peaks in the spectral function that are not present in the exact result. They
also observed that the effect is particularly strong for small clusters.
In the following we illustrate this effect for a few examples. In particular, we
are interested in 1) how this damping behavior depends on the chosen selfenergy
approximation, 2) on the filling and 3) how results from the HF-GKBA behave. To this
end we focus on very small systems containing just two electrons on two and four sites,
corresponding to half and quarter filling, respectively. The case of a half-filled Hubbard
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dimer, with an interaction of U = J and excitation strength of w0 = 5.0J , is shown in
Fig. 16 [76]. There, three of us analyzed the time-evolution of the density on the first
(excited) site, comparing the exact result to selfconsistent two-time NEGF simulations
and also single-time GKBA calculations with HF propagators. As expected, the exact
0 2 4 6 8 10
time t [J−1]
0.2
0.4
0.6
0.8
1.0
de
ns
it
y
on
si
te
i=
1
GKBA+T Exact Full T
Figure 16. Half-filled Hubbard dimer for U = J . Density evolution on the first site
following a sudden switch-on of the onsite potential [Eq. (151)] of strength w0 = 5.0J
on site i = 1. Black line with dots: exact results; green dashed line: two-time NEGF
result, and red full line: HF-GKBA. Top figure: NEGF and GKBA with second-order
Born selfenergy (Full 2B). Bottom figure: NEGF and GKBA with T -matrix selfenergy
(Full T). From Ref. [76].
solution exhibits undamped oscillations of the density because electrons periodically
move between the two sites after an initial depletion of the first site. Consider now
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the result of fully selfconsistent solutions of the KBE with second-order selfenergy (top
figure). Here, reasonably good agreement with the exact solution is only observed for the
first 1.5 oscillation periods. For later times the oscillation period becomes smaller and
the oscillations quickly damp, reaching an artificial steady state that is not present in the
exact result. It is now of interest to reduce the level of selfconsistency for which different
approximations can be considered [151]. Here we followed a different and more systematic
strategy: we applied the Hartree–Fock-GKBA propagators as described in Sec. 2.10.
The results for the case of second-order Born selfenergies are also included in the top
part of Fig. 16. Evidently, application of the HF-GKBA indeed “cures” the artificial
damping and qualitatively agrees with the exact solution. The quantitative agreement,
though, can only be considered satisfactory for the first five oscillation periods up to 6
inverse hopping amplitudes. While the exact oscillation period is roughly reproduced,
the GKBA exhibits several phase changes that are not present in the exact dynamics.
To further improve the agreement with the exact results we then combined the HF-
GKBA with a higher-order non-perturbative selfenergy. Results for the particle–particle
T -matrix approximation, both, for two-time solutions and in combinations with the
HF-GKBA, are shown in the bottom part of Fig. 16. In this case, the GKBA achieves
very good agreement with the exact result. The first four periods are reproduced very
accurately, wheres for later times a slight dephasing is observed. In contrast, the full
two-time solution of the KBE with the particle–particle T matrix is quickly damped,
as in the case of the second-order Born approximation (Full 2B, SOA, top figure). At
the same time, the T -matrix result is better than the second-Born approximation which
is explained by the moderate coupling strength. Based on these results we conclude
that the HF-GKBA, if used with the proper selfenergy, provides an excellent method to
solve the problem of artificial damping of two-time simulations in the case of very strong
excitation.
We now turn to the case of a four-site fermionic Hubbard model with one quarter
filling, and an interaction strength of U = 1.5J . The excitation is the same as before.
For this setup, Friesen et. al. [151] reported the particle–particle T matrix to show very
good agreement with the exact solution, while the GW approximation performed much
worse. Here, the same setup is re-examined using all selfenergy approximations that were
introduced in Section 4 and 5. We observe that the selfenergies can be categorized into
three groups based on the amount of artificial damping they exhibit. The three most
strongly damped methods, which quickly start to deviate from the exact result are the
CONTENTS 70
electron–hole T matrix, the GW approximation and the second-order Born selfenergy
and are shown in the top part of Fig. 17.
0 1 2 3 4 5
time t [J−1]
0.05
0.10
0.15
0.20
0.25
0.30
0.35
d
en
si
ty
on
si
te
1
HF
TPP
Exact
Figure 17. One quarter-filled four-site Hubbard cluster for U = 1.5J . Density
evolution of the first (driven) site following a sudden switch-on of an onsite potential
of strength w0 = 5.0J . The selfenergy approximations are given in the inset. Top
(middle): strongly (moderately) damped methods, bottom: undamped results.
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For all three methods, the damping sets in after the second oscillation period, and the
amplitude quickly drops to roughly one third of the exact amplitude. For the fluctuating-
exchange approximation (FLEX) and the similarly constructed approximation combining
only the electron–hole and the particle–particle T matrix (TPPEH), the results are
shown in the middle part of Fig. 17. Here, one notices only a slight damping, and the
overall agreement with the exact result is significantly improved, compared to the first
group of selfenergies approximations. The third group of methods that don’t exhibit
conceivable damping, in the present situation, are the particle–particle T matrix and, by
construction, the uncorrelated Hartree(–Fock) approximation. The corresponding results
are shown in the bottom part of Fig. 17. Both methods are in good agreement with the
exact result, but the quality of the T -matrix approximation is much better than that of
the uncorrelated Hartree approximation. The superior quality of the particle–particle
T matrix, in the present case, is of course arising from the low density in the system
as was noted also in the previous sections. For higher density the situation changes.
Most importantly, we conclude that the artificial damping in strongly excited finite
systems is not a generic feature of all two-time simulations but is observed for selfenergy
approximations that most strongly deviate from the exact Hamiltonian. In addition, we
have seen before that the artificial damping is removed almost completely by invoking
the GKBA with Hartree–Fock propagators.
3.5. Discussion of the numerical results and outlook
We conclude the overview of numerical solutions of the KBE in equilibrium and
nonequilibrium with a brief summary of the main findings and an outlook. In Sec. 3.3
it has been shown that, for the interacting ground state, the order-by-order expansion
with respect to the interaction strength yields good results, already with the second-
order approximation (SOA). The results significantly improve further when also the
third-order terms are into account (TOA). On the other hand, the non-perturbative
expansions, such as the particle–particle and particle–hole T -matrix approximations
and the GW approximation, as well as combinations of several non-perturbative
approximations, do, in general, not reach the same accuracy. Concerning the single-
particle spectrum, both, perturbative and non-perturbative methods, yield good results
and especially with the combination of the results for all available methods, most of the
spectral information can be computed.
For time-dependent processes involving strong excitations, the GKBA has been
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found to be a valuable tool to mitigate correlation-induced damping. Combined with
the particle–particle T matrix, which has shown to produce excellent results in full
calculations for lower filling factors, it yields a density evolution which is close to the
exact solution. With the great variety of available selfenergy approximations, covered in
Section 4 and 5 both, with and without application of the GKBA, a powerful toolset
is available to study systems of arbitrary dimension and large particle numbers, where
currently no exact methods are available.
In section 3.4 we considered the dynamics of small- and intermediate-size Hubbard
clusters in response to various kinds of excitations ranging from short to long and weak
to strong. Where comparisons with benchmark data were available NEGF calculations
have obtained very good agreement, provided the proper selfenergy approximation
has been chosen. This means that Σ has to be chosen such that is matches both the
coupling strength and filling (density). While, at weak coupling, the second-order Born
approximation is adequate, at moderate coupling, U & J , this approximation shows
significant deviations and there is even no guarantee that it captures the dominant trends.
Therefore, it is crucial to have a sufficiently large arsenal of selfenergy approximations
available that can be used in a flexible manner. Thus, we can conclude that NEGF
simulations have, indeed, reached a level of accuracy where reliable predictions can be
made. For an efficient use of the proper selfenergies, it is crucial to have explicit results
for each approximation available that can be rapidly implemented. This will be discussed
in great detail in the next sections.
Before doing this we note that time-dependent NEGF simulations have seen a
dramatic surge in activity in many areas. Even though the most accurate and best tested
results were obtained for lattice models, as discussed above, there exist many further
applications that are outside the scope of this article but should be briefly mentioned,
together with a few relevant references. Indeed, second-order Born simulations were
reported for electrons in quantum dots [152, 153], the laser excitation of small atoms
and molecules [69–71]. Interestingly, second-order Born calculations were shown to be
applicable also to the photoionization of larger atoms such as krypton [154] and to well
reproduce two-electron processes such as Auger ionization [155]. Other finite systems
the relaxation dynamics of which were recently studied include graphene-type clusters
such as graphene nanoribbons [156]. Correlation effects of particular interest here are,
e.g., carrier multiplication effects.
While in the applications listed above the electronic system was typically treated
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as isolated, in many cases the coupling to the environment (bath) has to be included.
Examples are transport problems. Since the bath is typically much larger than the
physical system of interest with time scales often well separated from those of the system,
suitable procedures to eliminate the bath degrees of freedom are of high interest. An
important example is transport through nanoscale systems where it is often advantageous
to eliminate the effect of the leads. Here a highly efficient solution within the NEGF
scheme is provided by an embedding approach [157], for a text-book discussion see
Ref. [72]. This approach has been extended to the photoionization of atoms [154] and
charge transfer processes between atoms and a solid surface [24, 147].
Due to the success of these NEGF simulations we expect that the number and
scope of applications will continue to increase over the next years. Further progress
requires new developments in several directions. One is certainly the use of improved
more realistic models. Here we mention the idea to combine NEGF simulations with an
ab initio basis set that is provided by a Kohn–Sham simulation. This concept is realized,
e.g., within the Yambo code of Marini et al., e.g. Refs. [158, 159]. A major problem for
these approaches is the large basis size which leads to very large requirements of CPU
time and computer memory.
One approach that allows to mitigate these problems, at least partially, is the
generalized Kadanoff–Baym ansatz (GKBA) that was introduced in Sec. 5.2. We have
seen throughout the present section that the GKBA, combined with Hartree–Fock
propagators, indeed provides the expected major savings of resource. Moreover, in many
cases it yields excellent results that may be not worse than the full two-time simulation,
e.g. Ref. [76]. This, however, does not mean that two-time simulations become obsolete.
In contrast, as we have seen from the comparison to DMRG results in Secs. 3.4.1 and
3.4.2, in many cases, the exact result is enclosed between two-time and single-time NEGF
results. Thus, both types of simulations should be developed in parallel.
Future developments in this field should also aim at improving the GKBA simulations.
Part of the problems of the GKBA will be overcome if, instead of Hartree–Fock
propagators, correlated propagators are being used. Here, we mention recent promising
proposals of Refs. [24, 160]. Furthermore, it will also be important to include correlated
initial states into GKBA simulations and to develop efficient schemes that reduce the
associated computational overhead, e.g. Refs. [24, 161–163].
Finally, all of the NEGF applications discussed above crucially depend on the
availability of a large arsenal of selfenergy approximations and their optimization for
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special basis sets. In the remainder of this paper, we present a detailed overview of
practical formulas that are ready to use in NEGF simulations.
4. Selfenergy approximations I: Perturbation expansions
To study time-dependent observables of the system of interest by solving the Keldysh–
Kadanoff–Baym equations, one has to know the less and greater components of the
two-time Green function, G≶
(
t1, t2
)
. These components can be generated from the
solution of the contour Dyson equation, which is the first equation of Hedin’s equations,
cf. Eq. (91). Its main ingredient is the selfenergy Σ. It is of great importance, both,
from a physical point of view—since it incorporates all different classes of inter-particle
effects and processes—as well as from the computational view—since a large portion
of the numerical resources is consumed for its determination. Σ is the solution of the
second Hedin equation, Eq. (95), which, in turn, is dependent on the third to fifth Hedin
equation, Eqs. (102), (105) and (106), and, in turn, also on the Dyson equation via
the Green function entering it. Since the selfenergy, by iteration of Hedin’s equations,
consists of an infinite number of terms, a strategy has to be used to reach a good
approximation with only a small finite subset. The two most common approaches are
detailed in the following. The first applies a perturbative approach with respect to
the interaction strength, i.e., with respect to the powers of the potential w, whereas
the second uses a resummation idea. The resummation involves (infinitely many)
diagrams in all orders of the interaction strength belonging to certain topological classes,
namely the particle–particle, the particle–hole T -matrix approximation (TPP, TEH),
the GW approximation (GWA), or a combination of all of them or some subsets. The
present Section 4 deals with the expansion in orders of the interaction strength where we
systematically study selfenergies of first, second and third order. After this, in Section 5,
the resummation approaches, are introduced and discussed for all relevant special cases.
In these two sections we introduce all selfenergies that were applied in the calculations
of Section 3.
In the remainder of this section we focus on the expansion of the selfenergy with
respect to the number of interaction factors w involved. This means that the n-th order
approximation contains only terms with no more than n interactions. This procedure
has two sources of reasoning behind it. First, for small interaction strength (in units of
the single-particle energy), higher-order processes with more interaction factors usually
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have small amplitudes. Second, even for larger coupling strength, higher-order terms also
contain several Green functions corresponding to the correlated creation and annihilation
of several particles. The strength of these correlations is not directly coupled to the
interaction strength and, therefore, a lower-order approximation may give good results
even for stronger interactions.
Regarding the treatment of the Green functions occuring in the expansion of
the selfenergy, two different approaches are common. In the self-consistent approach,
one starts from the non-interacting Green function G(0) and computes the selfenergy
according to Eq. (95), within the chosen approximation. Then, the Dyson equation is
evaluated, taking G = G(0) on the right-hand side. With the resulting G, the selfenergy
is reevaluated. This procedure is continued iteratively until convergence is reached. In
contrast, the free-particle approach—expands G with respect to the number of occurrences
of the interaction, as it is done with the other quantities in Hedin’s equations. That way,
it is ensured that the n-th order approximation contains no terms of higher order, which
is in contrast to the self-consistent approach (through the iteration procedure terms of
all orders are produced). Nonetheless, these terms are valid terms of order higher than
n, so it cannot be answered beforehand which method is superior.
In the remainder of this section, both these approaches will be analyzed in detail
by considering selfenergies up to the third order in the interaction, i.e. Hartree–Fock
(HF), second-order Born approximation (SOA) and third-order approximation (TOA).
These approximations will be systematically deduced from Hedin’s equation first, for a
general basis. After this, each result will be specified to two important cases: a basis
where the interaction is diagonal (“diagonal basis”) and the Hubbard basis. For all three
basis representations we present the quantities first on the Keldysh contour and then we
derive the greater/less and retarded/advanced components. In addition, we separately
present the results for bosons and fermions. In cases when there are differences for
different spin projections, the different cases will be specified separately. In addition to
the formulas we present the graphical representation in terms of Feynman diagrams that
will be introduced in Fig. 18.
4.1. First-order terms. Hartree and Fock selfenergies
To determine the first-order contributions to Σ, one starts from the second Hedin
equation, Eq. (95). The first term, the Hartree term ΣH, is of first order, since it contains
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one w. It was already given in Eq. (96) and is repeated here for consistency,
ΣHij
(
z1, z2
)
= ±i~δC
(
z1, z2
)∑
mn
wmijn
(
z1
)
Gnm
(
z1, z1+
)
. (152)
Since this expression contains a contour delta function, δC, the only non-vanishing
Keldysh component is
ΣH,δij
(
t1
)
= ΣHij
(
z1, z1
)
= (153)
= ± i~∑
mn
wmijn
(
z1
)
Gnm
(
z1, z1+
)
= ±i~∑
mn
wmijn
(
t1
)
G<nm
(
t1, t1
)
.
The second first-order term belongs to Σxc, cf. Eq. (95), and is generated by the first-order
term W (1) of Eq. (102),
W
(1)
ijkl
(
z1, z2
)
= W bareijkl
(
z1, z2
)
= δC
(
z1, z2
)
wijkl
(
z1
)
, (154)
and the zeroth order vertex Γ(0), cf. Eq. (106),
Γ(0)ijkl
(
z1, z2, z3
)
= δC
(
z1, z2+
)
δC
(
z3, z2
)
δikδjl . (155)
This yields the Fock term, ΣF, which is of time-diagonal structure as the Hartree term
and is given by
ΣFij
(
z1, z2
)
= Σxcij
(
W
(1) ≡ W bare,Γ(0)
)
= (156)
= i~δC
(
z1, z2
)∑
mn
winjm
(
z1
)
Gmn
(
z1, z1+
)
.
The δ-component (prefactor of the delta function) is given by
ΣF,δij
(
t1
)
= ΣFij
(
z1, z1
)
=
∑
mn
winjm
(
t1
)
G<mn
(
t1, t1
)
. (157)
Because there is no further term stemming from W (0) and Γ(1), since W (0) ≡ 0, the final
result for the first-order selfenergy Σ(1) is given by
Σ(1) = ΣH + ΣF , (158)
which both are time-diagonal. For the non-selfconsistent treatment, the Green functions
appearing in ΣH and ΣF are taken as free Green functions, i.e., G −→ G(0). Otherwise,
all expressions remain the same. There are no additional terms containing higher-order
Green functions in first order.
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Figure 18. First-order diagrams in the diagonal basis.
Left: Fock diagram, ΣF,diagonal. Right: Hartree diagram,
ΣH,diagonal. Both diagrams are time-diagonal.
Diagonal basis. In a basis where the interactions are diagonal, wijkl = δilδjkwij, the
first-order terms read
ΣH,diagonalij
(
z1, z2
)
= ±i~δC
(
z1, z2
)
δij
∑
m
wmi
(
z1
)
Gmm
(
z1, z1+
)
, (159)
ΣF,diagonalij
(
z1, z2
)
= i~δC
(
z1, z2
)
wij
(
z1
)
Gij
(
z1, z1+
)
, (160)
with the δ-components
ΣH,diagonal,δij
(
t1
)
= ±i~δij
∑
m
wmi
(
t1
)
G<mm
(
t1, t1
)
, (161)
ΣF,diagonal,δij
(
t1
)
= i~wij
(
t1
)
G<ij
(
t1, t1
)
. (162)
Feynman diagrams. The structure of the selfenergy contributions can be suitably
visualized by using Feynman diagrams [164]. In this diagrammatic representation, Green
functions are depicted as solid lines with an arrow pointing from the second argument to
the first argument (since the creation operator in G has the second argument and the
annihilation operator has the first argument). The interaction is represented by a wiggly
line which has two endpoints (in the diagonal basis). Employing the Feynman diagram
technique, the two first-order contributions to the selfenergy are depicted in Fig. 18.
Hubbard basis. For the Hubbard basis, introduced in Section 2.3, the first-order
selfenergy terms can be directly worked out. Here we separately consider the cases of
bosons and fermions (superscripts b and f, respectively), cf. Eqs. (28) and (35). For
bosons we obtain
ΣH,biαjα
(
z1, z2
)
= i~δC
(
z1, z2
)
δij
∑

U
(
z1
)
Gii
(
z1, z1+
)
, (163)
ΣF,biαjα
(
z1, z2
)
= i~δC
(
z1, z2
)
δijU
(
z1
)
Giαiα
(
z1, z1+
)
, (164)
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with the δ-components
ΣH,b,δiαjα
(
t1
)
= i~δij
∑

U
(
t1
)
G<ii
(
t1, t1
)
, (165)
ΣF,b,δiαjα
(
t1
)
= i~δijU
(
t1
)
G<iαiα
(
t1, t1
)
. (166)
On the other hand, for fermions one obtains the following Hartree terms
ΣH,fiαjα
(
z1, z2
)
= − i~δC
(
z1, z2
)
δij
∑
6=α
U
(
z1
)
Gii
(
z1, z1+
)
, (167)
ΣH,f,δiαjα
(
t1
)
= − i~δij
∑
6=α
U
(
t1
)
G<ii
(
t1, t1
)
, (168)
whereas the fermionic Fock terms vanish exactly in the Hubbard basis, ΣF,fiαjα
(
z1, z2
)
≡
ΣF,f,δiαjα
(
t1
)
≡ 0.
We also consider the important special cases of spin-0 bosons and spin-1/2 fermions,
respectively (the spin is indicated by an additional superscript). For spin-0 bosons the
terms attain the form
ΣH,b,0ij
(
z1
)
= i~δC
(
z1, z2
)
δijU
(
z1
)
Gii
(
z1, z1+
)
,
ΣF,b,0ij
(
z1
)
= i~δC
(
z1, z2
)
δijU
(
z1
)
Gii
(
z1, z1+
)
,
ΣH,b,0,δij
(
t1
)
= i~δijU
(
t1
)
G<ii
(
t1, t1
)
,
ΣF,b,0,δij
(
t1
)
= i~δijU
(
t1
)
G<ii
(
t1, t1
)
,
whereas for spin-1/2 fermions the results are
ΣH,f,1/2i↑j↑
(
z1
)
= − i~δC
(
z1, z2
)
δijU
(
z1
)
Gi↓i↓
(
z1, z1+
)
,
ΣH,f,1/2i↓j↓
(
z1
)
= − i~δC
(
z1, z2
)
δijU
(
z1
)
Gi↑i↑
(
z1, z1+
)
,
ΣH,f,1/2,δi↑j↑
(
t1
)
= − i~δijU
(
t1
)
G<i↓i↓
(
t1, t1
)
,
ΣH,f,1/2,δi↓j↓
(
t1
)
= − i~δijU
(
t1
)
G<i↑i↑
(
t1, t1
)
,
where the fermionic Fock terms are again zero. The corresponding diagrams for spin-0
bosons and spin-1/2 fermions are shown in Figs. 19 and 20, respectively.
4.2. Second-order terms. Second-Born approximation (SOA)
We now return to Eqs. (95) and (101), and investigate the selfconsistent second-order
contribution,
Σ(2) = Σxc,(2) . (169)
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ii, z1z1+
Figure 19. First-
order diagrams in
Hubbard basis for
spin-0 bosons. Left:
Fock diagram, ΣF,b,0.
Right: Hartree dia-
gram, ΣH,b,0. Note
that both diagrams co-
incide for the Hubbard
basis.
.i ↓ (↑), z1
i ↑ (↓)i ↑ (↓), z1z1+
Figure 20. First-
order (Hartree) dia-
gram in Hubbard basis
for spin-1/2 fermions,
ΣH,f,1/2.
The second-order terms of Σxc,(2) can only be of either one of two forms
Σ(2),2,0 = Σxc,(2)
(
W
(2)
,Γ(0)
)
, Σ(2),1,1 = Σxc,(2)
(
W
(1)
,Γ(1)
)
, (170)
where the superscripts refer to the orders of W and Γ. The first term involves W (2), the
structure of which is determined from Eq. (102),
W
(2) = W ns
(
P
(0)
,W
(1))
, (171)
where the zeroth order polarization is
P
(0) = P
(
Γ(0)
)
, (172)
which is explicitly given byxiv
P
(0)(1, 2) = ±i~G(1, 3)G(4, 1)
δ
(
3, 4+
)
δ
(
2, 4
)
= ±i~G
(
1, 2
)
G
(
2, 1
)
7→ ±i~ xc
∣∣∣∣∣∣
xc 7→
= ±i~ . (173)
Inserting this result into Eq. (171) and, employing Eq. (104), one arrives at
xivFor the purpose of better understanding, the following derivations are given in the simplified
notation, as introduced in Section 2.8. The way to the first second-order selfenergy term in the full
notation is presented in Appendix A.1.1.
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W
(2)(1, 2) = w(1, 3)P (0)(3, 4)
W
(1)(4, 2)
= ±i~w
(
1, 3
)
G
(
3, 4
)
G
(
4, 3
)
w
(
4, 2
)
7→
∣∣∣∣∣∣ 7→±i~
7→
= ±i~ . (174)
With this, Σ(2),2,0 can be calculated as, [cf. Eq. (101)],
Σ(2),2,0
(
1, 2
)
= i~W (2)
(
1, 3
)
G
(
1, 4
)
Γ(0)
(
4, 2, 3
)
= ±
(
i~
)2
w
(
1, 3
)
G
(
3, 4
)
G
(
4, 3
)
w
(
4, 2
)
G
(
1, 2
)
xc 7→ i~ xc
∣∣∣∣∣∣ 7→±i~
xc 7→
= ± (i~)2 , (175)
or, in the full extended notation,
Σ(2),2,0ij
(
z1, z2
)
= ±
(
i~
)2∑
mn
Gmn
(
z1, z2
)∑
st
Gst
(
z1, z2
)
× (176)
×∑
r
wirsm
(
z1
)∑
u
wtnju
(
z2
)
Gur
(
z2, z1
)
.
The other second-order selfenergy term, Σ(2),1,1, requires the first-order term of the
vertex Γ, the structure of which is
Γ(1) = Γ
(
δΣxc,(1)/δG,Γ(0)
)
, (177)
and involves the functional derivative of Σxc,(1) with respect to G,
δΣxc,(1)
(
1, 2
)
δG
(
5, 6
) = δΣxc,(1),F
(
1, 2
)
δG
(
5, 6
) . (178)
Employing Eq. (156), one findsxv
xvFor the full-notation derivation, see Appendix A.1.2.
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δΣxc,(1)
(
1, 2
)
δG
(
5, 6
) = i~w(1, 2)δG
(
1, 2
)
δG
(
5, 6
)
= i~δ
(
1, 5
)
δ
(
2, 6
)
w
(
1, 2
)
xc
7→ i~

= i~ , (179)
where the functional derivative with respect to G, in the diagrams, corresponds to
cutting the G-line (or, more generally, all G-lines one by one) which is symbolized by
the scissors. In case of different arguments of the Green functions, the result is
δG
(
1, 2
)
δG
(
5, 6
) = δ(1, 5)δ(2, 6)

= . (180)
Using Eqs. (179) and (155), one arrives at
Γ(1)
(
1, 2, 3
)
=
δΣxc,(1)
(
1, 2
)
δG
(
4, 5
) G(4, 6)
G
(
7, 5
)
Γ(0)
(
6, 7, 3
)
= i~w
(
1, 2
)
G
(
1, 3
)
G
(
3, 2
)
xc 7→ xcxc
∣∣∣∣∣∣ xc 7→i~
xc 7→
= i~ . (181)
Inserting this result, together with Eq. (154), yields
Σ(2),1,1
(
1, 2
)
= i~W (1)
(
1, 3
)
G
(
1, 4
)
Γ(1)
(
4, 2, 3
)
=
(
i~
)2
w
(
1, 3
)
G
(
1, 4
)
w
(
4, 2
)
G
(
4, 3
)
G
(
3, 2
)
xc 7→ i~ xc
∣∣∣∣∣∣ 7→
xc 7→i~
= (i~)2 , (182)
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or, in the full notation,
Σ(2),1,1ij
(
z1, z2
)
=
(
i~
)2 ∑
mpq
wipqm
(
z1
)∑
n
Gmn
(
z1, z2
)
× (183)
×∑
rs
wnsjr
(
z2
)
Grp
(
z2, z1
)
Gqs
(
z1, z2
)
.
This is the final result that is still written on the Keldysh contour, i.e. is an equation
for Keldysh matrices. The corresponding matrix elements (greater, less, retarded and
advanced components) of the selfconsistent second-order selfenergy contributions Σ(2),2,0ij
and Σ(2),1,1ij are straightforwardly extracted, applying the Langreth rules:
Σ(2),2,0,≷ij
(
t1, t2
)
= ±
(
i~
)2∑
mn
G≷mn
(
t1, t2
)∑
st
G≷st
(
t1, t2
)
× (184)
×∑
r
wirsm
(
t1
)∑
u
wtnju
(
t2
)
G≶ur
(
t2, t1
)
,
Σ(2),1,1,≷ij
(
t1, t2
)
=
(
i~
)2 ∑
mpq
wipqm
(
t1
)∑
n
G≷mn
(
t1, t2
)
× (185)
×∑
rs
wnsjr
(
t2
)
G≶rp
(
t2, t1
)
G≷qs
(
t1, t2
)
.
All the above results where for the selfconsistent approach where all expressions
contain full Green functions. As we noted in the beginning of this section, alternatively
one can perform a non-selfconsistent treatment, where all Green functions are
replaced by non-interacting functions. In that case, the possible second-order classes are
Σ(2),(2),2,0,0 = Σxc,(2)
(
W
(2)
, G
(0)
,Γ(0)
)
≡ Σ(2),2,0
(
G → G(0)
)
, (186)
Σ(2),(2),1,0,1 = Σxc,(2)
(
W
(1)
, G
(0)
,Γ(1)
)
≡ Σ(2),1,1
(
G → G(0)
)
(187)
and
Σ(2),{H,0},1 = ΣH,0
(
G
(1))
, Σ(2),{F,0},1 = ΣF,0
(
G
(1))
. (188)
A detailed list of these contributions, including all Keldysh matrix components for all
considered basis sets, is given in Appendix B.
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Figure 21. Selfconsistent second-order diagrams in the
diagonal basis. Left: Exchange diagram Σ(2),1,1,diagonal.
Right: Direct diagram, Σ(2),2,0,diagonal.
Diagonal basis. For a basis where the interaction is diagonal, wijkl = δilδjkwij, the
selfconsistent second-order selfenergy terms, [cf. Eqs. (176) and (183)], simplify to
Σ(2),2,0,diagonalij
(
z1, z2
)
= (189)
= ±
(
i~
)2
Gij
(
z1, z2
)∑
s
wis
(
z1
)∑
t
Gst
(
z1, z2
)
Gts
(
z2, z1
)
wtj
(
z2
)
,
Σ(2),1,1,diagonalij
(
z1, z2
)
= (190)
=
(
i~
)2∑
p
wip
(
z1
)∑
n
Gin
(
z1, z2
)
wnj
(
z2
)
Gnp
(
z2, z1
)
Gpj
(
z1, z2
)
,
with the corresponding Keldysh matrix components
Σ(2),2,0,diagonal,≷ij
(
t1, t2
)
= (191)
= ±
(
i~
)2
G≷ij
(
t1, t2
)∑
s
wis
(
t1
)∑
t
G≷st
(
t1, t2
)
G≶ts
(
t2, t1
)
wtj
(
t2
)
,
Σ(2),1,1,diagonal,≷ij
(
t1, t2
)
= (192)
=
(
i~
)2∑
p
wip
(
t1
)∑
n
G≷in
(
t1, t2
)
wnj
(
t2
)
G≶np
(
t2, t1
)
G≷pj
(
t1, t2
)
.
The Feynman diagrams for these expressions are shown in Fig. 21.
Hubbard basis. For the Hubbard basis, we give the selfconsistent second-order
selfenergy contributions first for bosons
Σ(2),2,0,Hubbard,biαjα
(
z1, z2
)
= (193)
=
(
i~
)2
Giαjα
(
z1, z2
)
U
(
z1
)∑

Gij
(
z1, z2
)
Gji
(
z2, z1
)
U
(
z2
)
,
Σ(2),1,1,Hubbard,biαjα
(
z1, z2
)
= (194)
=
(
i~
)2
U
(
z1
)
Giαjα
(
z1, z2
)
U
(
z2
)
Gjαiα
(
z2, z1
)
Giαjα
(
z1, z2
)
.
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Similarly, we obtain for fermions:
Σ(2),2,0,Hubbard,fiαjα
(
z1, z2
)
= (195)
= −
(
i~
)2
Giαjα
(
z1, z2
)
U
(
z1
)∑
6=α
Gij
(
z1, z2
)
Gji
(
z2, z1
)
U
(
z2
)
,
whereas the second expression vanishes, Σ(2),1,1,Hubbard,fiαjα
(
z1, z2
)
≡ 0 .
The corresponding greater/less Keldysh matrix components read, for bosons,
Σ(2),2,0,Hubbard,b,≷iαjα
(
t1, t2
)
=
=
(
i~
)2
G≷iαjα
(
t1, t2
)
U
(
t1
)∑

G≷ij
(
t1, t2
)
G≶ji
(
t2, t1
)
U
(
t2
)
,
Σ(2),1,1,Hubbard,b,≷iαjα
(
t1, t2
)
=
=
(
i~
)2
U
(
t1
)
G≷iαjα
(
t1, t2
)
U
(
t2
)
G≶jαiα
(
t2, t1
)
G≷iαjα
(
t1, t2
)
.
Analogously, we have, for fermions,
Σ(2),2,0,Hubbard,f,≷iαjα
(
t1, t2
)
=
= −
(
i~
)2
G≷iαjα
(
t1, t2
)
U
(
t1
)∑
6=α
G≷ij
(
t1, t2
)
G≶ji
(
t2, t1
)
U
(
t2
)
and, as before, Σ(2),1,1,Hubbard,f,≷iαjα
(
t1, t2
)
≡ 0 .
We again consider the special cases of spin-0 bosons and spin-1/2 fermions,
respectively. For spin-0 bosons, the selfconsistent second-order contributions are given
by
Σ(2),2,0,Hubbard,b,0ij
(
z1, z2
)
= (196)
=
(
i~
)2
Gij
(
z1, z2
)
U
(
z1
)
Gij
(
z1, z2
)
Gji
(
z2, z1
)
U
(
z2
)
,
Σ(2),1,1,Hubbard,b,0ij
(
z1, z2
)
= (197)
=
(
i~
)2
U
(
z1
)
Gij
(
z1, z2
)
U
(
z2
)
Gji
(
z2, z1
)
Gij
(
z1, z2
)
.
Similarly, for spin-1/2 fermions we obtain
Σ(2),2,0,Hubbard,f,1/2i↓(↑)j↓(↑)
(
z1, z2
)
= (198)
= −
(
i~
)2
Gi↓(↑)j↓(↑)
(
z1, z2
)
U
(
z1
)
Gi↑(↓)j↑(↓)
(
z1, z2
)
Gj↑(↓)i↑(↓)
(
z2, z1
)
U
(
z2
)
.
The Feynman diagrams of the self-consistent second-order selfenergy contributions for
spin-0 bosons and spin-1/2 fermions are depicted in Figs. 22 and 23, respectively.
Consider again the corresponding greater and less Keldysh matrix components. For
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Figure 22. Selfconsistent second-order diagrams for
spin-0 bosons in the Hubbard basis. Left: Exchange
diagram Σ(2),1,1,Hubbard,b,0. Right: Direct diagram,
Σ(2),2,0,Hubbard,b,0. Note that both diagrams coincide for the
Hubbard basis.
i ↓ (↑), z1 j ↓ (↑), z2
i ↑ (↓), z1 j ↑ (↓), z2
Figure 23.
Selfconsistent second-
order diagram for
spin-1/2 fermions in
the Hubbard basis,
Σ(2),2,0,Hubbard,f,1/2.
spin-0 bosons, we have
Σ(2),2,0,Hubbard,b,0,≷ij
(
t1, t2
)
=
(
i~
)2
G≷ij
(
t1, t2
)
U
(
t1
)
G≷ij
(
t1, t2
)
G≶ji
(
t2, t1
)
U
(
t2
)
,
Σ(2),1,1,Hubbard,b,0,≷ij
(
t1, t2
)
=
=
(
i~
)2
U
(
t1
)
G≷ij
(
t1, t2
)
U
(
t2
)
G≶ji
(
t2, t1
)
G≷ij
(
t1, t2
)
.
In similar manner, we find the correlation components for spin-1/2 fermions:
Σ(2),2,0,Hubbard,f,1/2,≷i↓(↑)j↓(↑)
(
t1, t2
)
=
= −
(
i~
)2
G≷i↓(↑)j↓(↑)
(
t1, t2
)
U
(
t1
)
G≷i↑(↓)j↑(↓)
(
t1, t2
)
G≶j↑(↓)i↑(↓)
(
t2, t1
)
U
(
t2
)
,
whereas the second contribution vanishes, as before.
4.3. Third-order selfenergy (TOA)
After discussing the frequently used first- and second-order contributions, we now turn
to the selfenergy approximations that are of third order in the interaction. We have
seen in the results section 3 that, in many cases, the third order provides surprisingly
accurate results. On the other hand, this approximation has not been discussed in the
literature before. Therefore, we discuss the third-order approximation and its different
variants in detail below.
The structure of the selfconsistent third-order contributions to the selfenergy can
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again be deduced from Eq. (101). There is a total of three terms that contribute to the
third-order selfenergy
Σ(3),3,0 = Σxc
(
W
(3)
,Γ(0)
)
, (199)
Σ(3),2,1 = Σxc
(
W
(2)
,Γ(1)
)
, (200)
Σ(3),1,2 = Σxc
(
W
(1)
,Γ(2)
)
. (201)
For the first class, in turn, there exist two contributions to W (3):
W
(3),0,2 = W ns
(
P
(0)
,W
(2))
, W
(3),1,1 = W ns
(
P
(1)
,W
(1))
. (202)
Using Eq. (104), together with Eq. (174), one findsxvi
W
(3),0,2(1, 2)
= w
(
1, 3
)
P
(0)(3, 4)
W
(2)(4, 2)
=
(
i~
)2
w
(
1, 3
)
G
(
3, 4
)
G
(
4, 3
)
w
(
4, 5
)
G
(
5, 6
)
G
(
6, 5
)
w
(
6, 2
)
7→
∣∣∣∣∣∣ 7→±i~
7→±i~
= (i~)2 . (203)
Combining this with Eq. (155), the first term of the first third-order selfenergy class,
Σ(3),3,0, becomes
Σ(3),{3;0,2},0
(
1, 2
)
= i~W (3),0,2
(
1, 3
)
G
(
1, 4
)
Γ(0)
(
4, 2, 3
)
=
(
i~
)3
G
(
1, 2
)
w
(
1, 3
)
G
(
3, 4
)
G
(
4, 3
)
w
(
4, 5
)
G
(
5, 6
)
G
(
6, 5
)
w
(
6, 2
)
7→ i~ xc
∣∣∣∣∣∣ 7→(i~)2·
xc 7→
= (i~)3 , (204)
xviThe corresponding equations in the full notation are given in Appendix A.2.1.
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or, in the full notation,
Σ(3),{3;0,2},0ij
(
z1, z2
)
= (205)
=
(
i~
)3∑
mn
Gmn
(
z1, z2
)∑
rs
wirsm
(
z1
) ∫
C
dz3
∑
tu
Gst
(
z1, z3
)
Gur
(
z3, z1
)
×
×∑
vw
wtvwu
(
z3
)∑
xy
Gwx
(
z3, z2
)
Gyv
(
z2, z3
)
wxnjy
(
z2
)
.
For the second class of the interaction,W (3),1,1, contributing to Eq. (199), the first-order
contribution to the polarization is needed, which is given byxvii[cf. Eqs. (105) and (181)],
P
(1)(1, 2)
= ±i~G
(
1, 3
)
G
(
4, 1
)
Γ(1)
(
3, 4, 2
)
= ±
(
i~
)2
G
(
1, 3
)
G
(
4, 1
)
w
(
3, 4
)
G
(
3, 2
)
G
(
2, 4
)
7→ ±i~ xc
∣∣∣∣∣∣
xc 7→i~
= ± (i~)2 . (206)
Inserting this result back, one finds, using Eq. (104),
W
(3),1,1(1, 2)
= w
(
1, 3
)
P
(1)(3, 4)W (1)(4, 2)
= ±
(
i~
)2
w
(
1, 3
)
G
(
3, 5
)
G
(
6, 3
)
w
(
5, 6
)
G
(
5, 4
)
G
(
4, 6
)
w
(
4, 2
)
7→
∣∣∣∣∣∣ 7→
7→±(i~)2
= ± (i~)2 . (207)
With these results, the second term of the class Σ(3),3,0 is found, using Eqs. (101) and
(155),
xviiThe corresponding equations in the full notation are given in Appendix A.2.2.
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Σ(3),{3;1,1},0
(
1, 2
)
= i~W (3),1,1
(
1, 3
)
G
(
1, 4
)
Γ(0)
(
4, 2, 3
)
= ±
(
i~
)3
w
(
1, 3
)
G
(
3, 5
)
G
(
6, 3
)
w
(
5, 6
)
G
(
5, 4
)
G
(
4, 6
)
w
(
4, 2
)
G
(
1, 2
)
7→ i~ xc
∣∣∣∣∣∣ 7→±(i~)2·
xc 7→
= ± (i~)3 , (208)
or, in the full notation,
Σ(3),{3;1,1},0ij
(
z1, z2
)
= (209)
= ±
(
i~
)3∑
mn
Gmn
(
z1, z2
)∑
rs
wirsm
(
z1
) ∫
C
dz3
∑
t
Gst
(
z1, z3
)∑
u
Gur
(
z3, z1
)
×∑
vw
wtwuv
(
z3
)∑
xy
Gvx
(
z3, z2
)
Gyw
(
z2, z3
)
wxnjy
(
z2
)
.
We continue with the second class, Σ(3),2,1, which is straightforwardly worked outxviiiby
combining Eqs. (174) and (181),
Σ(3),2,1
(
1, 2
)
= i~W (2)
(
1, 3
)
G
(
1, 4
)
Γ(1)
(
4, 2, 3
)
= ±
(
i~
)3
w
(
1, 5
)
G
(
5, 6
)
G
(
6, 5
)
w
(
6, 3
)
G
(
1, 4
)
w
(
4, 2
)
G
(
4, 3
)
G
(
3, 2
)
7→ i~ xc
∣∣∣∣∣∣ 7→±i~
xc 7→i~
= ± (i~)3 , (210)
or, in the full notation,
Σ(3),2,1ij
(
z1, z2
)
= (211)
= ±
(
i~
)3 ∫
C
dz3
∑
mrs
wirsm
(
z1
)∑
tu
Gst
(
z1, z3
)
Gur
(
z3, z1
)∑
pq
wtpqu
(
z3
)
×
×∑
n
Gmn
(
z1, z2
)∑
vw
wnwjv
(
z2
)
Gvp
(
z2, z3
)
Gqw
(
z3, z2
)
.
xviiiThe corresponding equations in the full notation are given in Appendix A.2.3.
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For the third class Σ(3),1,2, the second-order contributions to the vertex, Γ(2), have to be
computed. There are two structural classes to consider:
Γ(2),1,1 = Γ
(
δΣxc,(1)/δG,Γ(1)
)
, (212)
Γ(2),2,0 = Γ
(
δΣxc,(2)/δG,Γ(0)
)
. (213)
For the class Γ(2),1,1, there exists a single contributionxixwhich is found by employing
Eqs. (179) and (181),
Γ(2),1,1
(
1, 2, 3
)
=
δΣxc,(1)
(
1, 2
)
δG
(
4, 5
)
G
(
4, 6
)
G
(
7, 5
)
Γ(1)
(
6, 7, 3
)
=
(
i~
)2
w
(
1, 2
)
G
(
1, 6
)
G
(
7, 2
)
w
(
6, 7
)
G
(
6, 3
)
G
(
3, 7
)
xc 7→ xcxc
∣∣∣∣∣∣ xc 7→i~
xc 7→i~
= (i~)2 . (214)
This enables the computation of Σ(3),1,{2;1,1} with Eqs. (101) and (154),
Σ(3),1,{2;1,1}
(
1, 2
)
= i~W (1)
(
1, 3
)
G
(
1, 4
)
Γ(2),1,1
(
4, 2, 3
)
=
(
i~
)3
w
(
1, 3
)
G
(
1, 4
)
w
(
4, 2
)
G
(
4, 5
)
G
(
6, 2
)
w
(
5, 6
)
G
(
5, 3
)
G
(
3, 6
)
7→ i~ xc
∣∣∣∣∣∣ 7→i~
xc 7→(i~)2
= (i~)3 , (215)
i.e., in the full notation,
Σ(3),1,{2;1,1}ij
(
z1, z2
)
= (216)
=
(
i~
)3 ∑
mpq
wipqm
(
z1
)∑
n
Gmn
(
z1, z2
)∑
rs
wnsjr
(
z2
) ∫
C
dz3
∑
t
Grt
(
z2, z3
)
×
×∑
u
Gus
(
z3, z2
)∑
vw
wtwuv
(
z3
)
Gvp
(
z3, z1
)
Gqw
(
z1, z3
)
.
The vertex class Γ(2),2,0 has six members stemming from the derivatives with respect
to each of the three Green functions in both second-order contributions to Σ(2), cf.
xixThe corresponding equations in the full notation are given in Appendix A.2.4.
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Eqs. (176) and (183),
Γ(2),{2;2,0},0 = Γ
(
δΣ(2),2,0/δG,Γ(0)
)
, (217)
Γ(2),{2;1,1},0 = Γ
(
δΣ(2),1,1/δG,Γ(0)
)
. (218)
For the first terms, one findsxx
Γ(2),{2;2,0},0
(
1, 2, 3
)
=
δΣ(2),2,0
(
1, 2
)
δG
(
4, 5
)
G
(
4, 6
)
G
(
7, 5
)
Γ(0)
(
6, 7, 3
)
=
δΣ(2),2,0
(
1, 2
)
δG
(
4, 5
) G(4, 3)G(3, 5)
xc 7→ xcxc
∣∣∣∣∣∣
xc 7→
= xc . (219)
Inserting Eq. (176), the occurring derivative evaluates to
δΣ(2),2,0
(
1, 2
)
δG
(
4, 5
) = ±(i~)2 δ
(
w
(
1, 6
)
G
(
6, 7
)
G
(
7, 6
)
w
(
7, 2
)
G
(
1, 2
))
δG
(
4, 5
)
= ±
(
i~
)2
δ
(
1, 4
)
δ
(
2, 5
)
w
(
1, 6
)
G
(
6, 7
)
G
(
7, 6
)
w
(
7, 2
)
±
(
i~
)2
w
(
1, 4
)
G
(
5, 4
)
w
(
5, 2
)
G
(
1, 2
)
±
(
i~
)2
w
(
1, 5
)
G
(
5, 4
)
w
(
4, 2
)
G
(
1, 2
)
xc
7→ ± (i~)2

± (i~)2

± (i~)2 
= ± (i~)2 ± (i~)2 ± (i~)2 . (220)
With that, the resulting vertex splits up into three parts labeled “A”, “B” and “C”:
xxThe corresponding equations in the full notation are given in Appendix A.2.5.
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Γ(2),{2;2,0},0,A
(
1, 2, 3
)
=
δΣ(2),2,0,A
(
1, 2
)
δG
(
4, 5
) G(4, 3)G(3, 5)
= ±
(
i~
)2
w
(
1, 6
)
G
(
6, 7
)
G
(
7, 6
)
w
(
7, 2
)
G
(
1, 3
)
G
(
3, 2
)
xc 7→ xc
∣∣∣∣∣∣ xc 7→±(i~)2
= ± (i~)2 , (221)
Γ(2),{2;2,0},0,B
(
1, 2, 3
)
=
δΣ(2),2,0,B
(
1, 2
)
δG
(
4, 5
) G(4, 3)G(3, 5)
= ±
(
i~
)2
w
(
1, 4
)
G
(
5, 4
)
w
(
5, 2
)
G
(
1, 2
)
G
(
4, 3
)
G
(
3, 5
)
xc 7→ xc
∣∣∣∣∣∣ xc 7→±(i~)2
= ± (i~)2 , (222)
Γ(2),{2;2,0},0,C
(
1, 2, 3
)
=
δΣ(2),2,0,C
(
1, 2
)
δG
(
4, 5
) G(4, 3)G(3, 5)
= ±
(
i~
)2
w
(
1, 5
)
G
(
5, 4
)
w
(
4, 2
)
G
(
1, 2
)
G
(
4, 3
)
G
(
3, 5
)
xc 7→ xc
∣∣∣∣∣∣ xc 7→±(i~)2
= ± (i~)2 . (223)
Similarly, one finds
Γ(2),{2;1,1},0
(
1, 2, 3
)
=
δΣ(2),1,1
(
1, 2
)
δG
(
4, 5
) G(4, 3)G(3, 5)
xc 7→ xc . (224)
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Inserting Eq. (183), the occurring derivative evaluates to
δΣ(2),1,1
(
1, 2
)
δG
(
4, 5
) = (i~)2 δ
(
w
(
1, 6
)
G
(
1, 7
)
w
(
7, 2
)
G
(
7, 6
)
G
(
6, 2
))
δG
(
4, 5
)
=
(
i~
)2
δ
(
1, 4
)
w
(
1, 6
)
w
(
5, 2
)
G
(
5, 6
)
G
(
6, 2
)
+
(
i~
)2
w
(
1, 5
)
G
(
1, 4
)
w
(
4, 2
)
G
(
5, 2
)
+
(
i~
)2
δ
(
2, 5
)
w
(
1, 4
)
G
(
1, 7
)
w
(
7, 2
)
G
(
7, 4
)
xc
7→ (i~)2

+ (i~)2

+ (i~)2

= (i~)2 + (i~)2 + (i~)2 . (225)
Again, three vertex contributions A, B and C are generated:
Γ(2),{2;1,1},0,A
(
1, 2, 3
)
=
δΣ(2),1,1,A
(
1, 2
)
δG
(
4, 5
) G(4, 3)G(3, 5)
=
(
i~
)2
w
(
1, 6
)
w
(
5, 2
)
G
(
5, 6
)
G
(
6, 2
)
G
(
1, 3
)
G
(
3, 5
)
xc 7→ xc
∣∣∣∣∣∣ xc 7→(i~)2
= (i~)2 , (226)
Γ(2),{2;1,1},0,B
(
1, 2, 3
)
=
δΣ(2),1,1,B
(
1, 2
)
δG
(
4, 5
) G(4, 3)G(3, 5)
=
(
i~
)2
w
(
1, 5
)
G
(
1, 4
)
w
(
4, 2
)
G
(
5, 2
)
G
(
4, 3
)
G
(
3, 5
)
xc 7→ xc
∣∣∣∣∣∣ xc 7→(i~)2
= (i~)2 , (227)
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Γ(2),{2;1,1},0,C
(
1, 2, 3
)
=
δΣ(2),1,1,C
(
1, 2
)
δG
(
4, 5
) G(4, 3)G(3, 5)
=
(
i~
)2
w
(
1, 4
)
G
(
1, 7
)
w
(
7, 2
)
G
(
7, 4
)
G
(
4, 3
)
G
(
3, 2
)
xc 7→ xc
∣∣∣∣∣∣ xc 7→(i~)2
= (i~)2 . (228)
With this result, the corresponding selfenergy termsxxican be computed by combining
Eqs. (101) and (154) with Eqs. (221-228),
Σ(3),1,{2;{2;2,0},0,A}
(
1, 2
)
= i~W (1)
(
1, 3
)
G
(
1, 4
)
Γ(2),{2;2,0},0,A
(
4, 2, 3
)
= ±
(
i~
)3
w
(
1, 3
)
G
(
1, 4
)
w
(
4, 6
)
G
(
6, 7
)
G
(
7, 6
)
w
(
7, 2
)
G
(
4, 3
)
G
(
3, 2
)
7→ i~ xc
∣∣∣∣∣∣ 7→i~
xc 7→±(i~)2
= ± (i~)3 , (229)
Σ(3),1,{2;{2;2,0},0,B}
(
1, 2
)
= i~W (1)
(
1, 3
)
G
(
1, 4
)
Γ(2),{2;2,0},0,B
(
4, 2, 3
)
= ±
(
i~
)3
w
(
1, 3
)
G
(
1, 4
)
w
(
4, 5
)
G
(
6, 5
)
w
(
6, 2
)
G
(
4, 2
)
G
(
5, 3
)
G
(
3, 6
)
7→ i~ xc
∣∣∣∣∣∣ 7→i~
xc 7→±(i~)2
= ± (i~)3 , (230)
xxiThe corresponding equations in the full notation are given in Appendix A.2.6.
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Σ(3),1,{2;{2;2,0},0,C}
(
1, 2
)
= i~W (1)
(
1, 3
)
G
(
1, 4
)
Γ(2),{2;2,0},0,C
(
4, 2, 3
)
= ±
(
i~
)3
w
(
1, 3
)
G
(
1, 4
)
w
(
4, 6
)
G
(
6, 5
)
w
(
5, 2
)
G
(
4, 2
)
G
(
5, 3
)
G
(
3, 6
)
7→ i~ xc
∣∣∣∣∣∣ 7→i~
xc 7→±(i~)2
= ± (i~)3 , (231)
Σ(3),1,{2;{2;1,1},0,A}
(
1, 2
)
= i~W (1)
(
1, 3
)
G
(
1, 4
)
Γ(2),{2;1,1},0,A
(
4, 2, 3
)
=
(
i~
)3
w
(
1, 3
)
G
(
1, 4
)
w
(
4, 6
)
w
(
5, 2
)
G
(
5, 6
)
G
(
6, 2
)
G
(
4, 3
)
G
(
3, 5
)
7→ i~ xc
∣∣∣∣∣∣ 7→i~
xc 7→±(i~)2
= ± (i~)3 ,
(232)
Σ(3),1,{2;{2;1,1},0,B}
(
1, 2
)
= i~W (1)
(
1, 3
)
G
(
1, 4
)
Γ(2),{2;1,1},0,B
(
4, 2, 3
)
=
(
i~
)3
w
(
1, 3
)
G
(
1, 4
)
w
(
4, 6
)
G
(
4, 5
)
w
(
5, 2
)
G
(
6, 2
)
G
(
5, 3
)
G
(
3, 6
)
7→ i~ xc
∣∣∣∣∣∣ 7→i~
xc 7→±(i~)2
= ± (i~)3 ,
(233)
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Σ(3),1,{2;{2;1,1},0,C}
(
1, 2
)
= i~W (1)
(
1, 3
)
G
(
1, 4
)
Γ(2),{2;1,1},0,C
(
4, 2, 3
)
=
(
i~
)3
w
(
1, 3
)
G
(
1, 4
)
w
(
4, 5
)
G
(
4, 6
)
w
(
6, 2
)
G
(
6, 5
)
G
(
5, 3
)
G
(
3, 2
)
7→ i~ xc
∣∣∣∣∣∣ 7→i~
xc 7→±(i~)2
= ± (i~)3 .
(234)
In the full notation, these contributions read,
Σ(3),1,{2;{2;2,0},0,A}ij
(
z1, z2
)
= ±
(
i~
)3 ∑
mpq
wipqm
(
z1
)
× (235)
×
∫
C
dz4
∑
n
Gmn
(
z1, z4
) ∑
rsuv
Guv
(
z4, z2
)∑
t
wntur
(
z4
)
×
×∑
w
wvsjw
(
z2
)
Gwt
(
z2, z4
)
Grp
(
z4, z1
)
Gqs
(
z1, z2
)
,
Σ(3),1,{2;{2;2,0},0,B}ij
(
z1, z2
)
= (236)
= ±
(
i~
)3 ∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)∑
rs
∑
tu
Gtu
(
z4, z2
)
×
×∑
v
wnvrt
(
z4
)∑
w
wsujw
(
z2
)
Gwv
(
z2, z4
)
Grp
(
z4, z1
)
Gqs
(
z1, z2
)
,
Σ(3),1,{2;{2;2,0},0,C}ij
(
z1, z2
)
= (237)
= ±
(
i~
)3 ∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)∑
rs
∑
tu
Gtu
(
z4, z2
)
×
×∑
vw
Gvw
(
z4, z2
)
wnsvt
(
z4
)
wwujr
(
z2
)
Grp
(
z2, z1
)
Gqs
(
z1, z4
)
,
Σ(3),1,{2;{2;1,1},0,A}ij
(
z1, z2
)
= (238)
=
(
i~
)3 ∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)∑
rs
∑
tu
wntur
(
z4
)
×
×∑
vw
wswjv
(
z2
)
Gvt
(
z2, z4
)
Guw
(
z4, z2
)
Grp
(
z4, z1
)
Gqs
(
z1, z2
)
,
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Σ(3),1,{2;{2;1,1},0,B}ij
(
z1, z2
)
= (239)
=
(
i~
)3 ∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)∑
rs
∑
tv
wnsvt
(
z4
)
×
×∑
u
Gtu
(
z4, z2
)∑
w
wuwjr
(
z2
)
Gvw
(
z4, z2
)
Grp
(
z2, z1
)
Gqs
(
z1, z4
)
,
Σ(3),1,{2;{2;1,1},0,C}ij
(
z1, z2
)
= (240)
=
(
i~
)3 ∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)∑
rs
∑
tv
wnvrt
(
z4
)
×
×∑
u
Gtu
(
z4, z2
)∑
w
wusjw
(
z2
)
Gwv
(
z2, z4
)
Grp
(
z4, z1
)
Gqs
(
z1, z2
)
.
Greater and less Keldysh coomponents: Let us now turn to the ≷-components
which are the central ingredient for the numerical implementation. For all third-
order selfenergy terms these components can be computed in a generic fashion,
splitting all integrals at the points where the arguments of each Green function change
their relative ordering on the contour. Consider first the “less” component, to
Σ(3),1,{2;{2;2,0},0,B}ij
(
z1, z2
)
. The result consists of three terms, [cf. Eq. (74)],
Σ(3),1,{2;{2;2,0},0,B},<ij
(
t1, t2
)
= Σ(3),1,{2;{2;2,0},0,B},<ij
(
z1− , z2+
)
= (241)
= ±
(
i~
)3 ∑
mpq
wipqm
(
z1−
)
×
×
{
I1,<mpq
(
z1− , z2+
)
+ I2,<mpq
(
z1− , z2+
)
+ I3,<mpq
(
z1− , z2+
)}
,
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with the three terms given by
I1,<mpq
(
z1− , z2+
)
=
∫ z
1−
z
0−
dz4
∑
n
G>mn
(
z1− , z4
)
× (242)
×∑
rs
∑
tu
G<tu
(
z4, z2+
)∑
v
wnvrt
(
z4
)
×
×∑
w
wsujw
(
z2+
)
G>wv
(
z2+ , z4
)
G<rp
(
z4, z1−
)
G<qs
(
z1− , z2+
)
,
I2,<mpq
(
z1− , z2+
)
=
∫ z
2+
z
1−
dz4
∑
n
G<mn
(
z1− , z4
)
× (243)
×∑
rs
∑
tu
G<tu
(
z4, z2+
)∑
v
wnvrt
(
z4
)
×
×∑
w
wsujw
(
z2+
)
G>wv
(
z2+ , z4
)
G>rp
(
z4, z1−
)
G<qs
(
z1− , z2+
)
,
I3,<mpq
(
z1− , z2+
)
=
∫ z
0+
z
2+
dz4
∑
n
G<mn
(
z1− , z4
)
(244)
∑
rs
∑
tu
G>tu
(
z4, z2+
)∑
v
wnvrt
(
z4
)
∑
w
wsujw
(
z2+
)
G<wv
(
z2+ , z4
)
G>rp
(
z4, z1−
)
G<qs
(
z1− , z2+
)
.
We now transform these expression to real-time integrals:
Σ(3),1,{2;{2;2,0},0,B},<ij
(
t1, t2
)
= ±
(
i~
)3 ∑
mpq
wipqm
(
t1
)
× (245)
×
{
I1,<mpq
(
t1, t2
)
+ I2,<mpq
(
t1, t2
)
+ I3,<mpq
(
t1, t2
)}
,
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with the corresponding results for the three contributions
I1,<mpq
(
t1, t2
)
=
∫ t1
t0
dt4
∑
n
G>mn
(
t1, t4
)
× (246)
×∑
rs
∑
tu
G<tu
(
t4, t2
)∑
v
wnvrt
(
t4
)
×
×∑
w
wsujw
(
t2
)
G>wv
(
t2, t4
)
G<rp
(
t4, t1
)
G<qs
(
t1, t2
)
,
I2,<mpq
(
t1, t2
)
=
∫ t2
t1
dt4
∑
n
G<mn
(
t1, t4
)
× (247)
×∑
rs
∑
tu
G<tu
(
t4, t2
)∑
v
wnvrt
(
t4
)
×
×∑
w
wsujw
(
t2
)
G>wv
(
t2, t4
)
G>rp
(
t4, t1
)
G<qs
(
t1, t2
)
,
I3,<mpq
(
t1, t2
)
=
∫ t0
t2
dt4
∑
n
G<mn
(
t1, t4
)
× (248)
×∑
rs
∑
tu
G>tu
(
t4, t2
)∑
v
wnvrt
(
t4
)
×
×∑
w
wsujw
(
t2
)
G<wv
(
t2, t4
)
G>rp
(
t4, t1
)
G<qs
(
t1, t2
)
.
For the greater component, we find analogously
Σ(3),1,{2;{2;2,0},0,B},>ij
(
t1, t2
)
= Σ(3),1,{2;{2;2,0},0,B},>ij
(
z1+ , z2−
)
= (249)
= ±
(
i~
)3 ∑
mpq
wipqm
(
z1+
)
×
×
{
I1,>mpq
(
z1+ , z2−
)
+ I2,>mpq
(
z1+ , z2−
)
+ I3,>mpq
(
z1+ , z2−
)}
,
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which, again, consists of three terms:
I1,>mpq
(
z1+ , z2−
)
=
∫ z
2−
z
0−
dz4
∑
n
G>mn
(
z1+ , z4
)
× (250)
×∑
rs
∑
tu
G<tu
(
z4, z2−
)∑
v
wnvrt
(
z4
)
×
×∑
w
wsujw
(
z2−
)
G>wv
(
z2− , z4
)
G<rp
(
z4, z1+
)
G>qs
(
z1+ , z2−
)
,
I2,>mpq
(
z1+ , z2−
)
=
∫ z
1+
z
2−
dz4
∑
n
G>mn
(
z1+ , z4
)
× (251)
×∑
rs
∑
tu
G>tu
(
z4, z2−
)∑
v
wnvrt
(
z4
)
×
×∑
w
wsujw
(
z2−
)
G<wv
(
z2− , z4
)
G<rp
(
z4, z1+
)
G>qs
(
z1+ , z2−
)
,
I3,>mpq
(
z1+ , z2−
)
=
∫ z
0+
z
1+
dz4
∑
n
G<mn
(
z1+ , z4
)
× (252)
×∑
rs
∑
tu
G>tu
(
z4, z2−
)∑
v
wnvrt
(
z4
)
×
×∑
w
wsujw
(
z2−
)
G<wv
(
z2− , z4
)
G>rp
(
z4, z1+
)
G>qs
(
z1+ , z2−
)
.
Transforming, again, to real-time integrals, we obtain
Σ(3),1,{2;{2;2,0},0,B},>ij
(
t1, t2
)
= ±
(
i~
)3 ∑
mpq
wipqm
(
t1
)
× (253)
×
{
I1,>mpq
(
t1, t2
)
+ I2,>mpq
(
t1, t2
)
+ I3,>mpq
(
t1, t2
)}
,
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with the three contributions becoming
I1,>mpq
(
t1, t2
)
=
∫ t2
t0
dt4
∑
n
G>mn
(
t1, t4
)
× (254)
×∑
rs
∑
tu
G<tu
(
t4, t2
)∑
v
wnvrt
(
t4
)
×
×∑
w
wsujw
(
t2
)
G>wv
(
t2, t4
)
G<rp
(
t4, t1
)
G>qs
(
t1, t2
)
,
I2,>mpq
(
t1, t2
)
=
∫ t1
t2
dt4
∑
n
G>mn
(
t1, t4
)
× (255)
×∑
rs
∑
tu
G>tu
(
t4, t2
)∑
v
wnvrt
(
t4
)
×
×∑
w
wsujw
(
t2
)
G<wv
(
t2, t4
)
G<rp
(
t4, t1
)
G>qs
(
t1, t2
)
,
I3,>mpq
(
t1, t2
)
=
∫ t0
t1
dt4
∑
n
G<mn
(
t1, t4
)
× (256)
×∑
rs
∑
tu
G>tu
(
t4, t2
)∑
v
wnvrt
(
t4
)
×
×∑
w
wsujw
(
t2
)
G<wv
(
t2, t4
)
G>rp
(
t4, t1
)
G>qs
(
t1, t2
)
.
Non-selfconsistent expansion: We now briefly discuss how the above results
change in the case that all expressions are expanded in terms of noninteracting Green
functions. The additional non-selfconsistent diagrams are of either of the structures
Σ(3)
(
G −→ G(0)
)
, (10 terms)
Σ(2)
(
G
(0) −→ G(0)Σ(1)G(0)
)
, (6 · 2 = 12 terms)
ΣH/ΣF
(
G
(0) −→ G(0)Σ(2)G(0)
)
, (2 · 6 = 12 terms)
ΣH/ΣF
(
G
(0) −→ G(0)Σ(1)G(0)Σ(1)G(0)
)
, (2 · 2 · 2 = 8 terms)
This makes a total of 42 non-selfconsistent third-order terms.
Diagonal basis. In a diagonal basis, the selfconsistent third-order selfenergy
contributions become
Σ(3),{3;0,2},0,diagij
(
z1, z2
)
= (257)
=
(
i~
)3
Gij
(
z1, z2
)∑
r
wir
(
z1
) ∫
C
dz3
∑
t
Grt
(
z1, z3
)
Gtr
(
z3, z1
)
×
×∑
v
wtv
(
z3
)∑
x
Gvx
(
z3, z2
)
Gxv
(
z2, z3
)
wxj
(
z2
)
,
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Σ(3),{3;1,1},0,diagij
(
z1, z2
)
= (258)
= ±
(
i~
)3
Gij
(
z1, z2
)∑
r
wir
(
z1
) ∫
C
dz3
∑
t
Grt
(
z1, z3
)∑
u
Gur
(
z3, z1
)
×
× wtu
(
z3
)∑
x
Gtx
(
z3, z2
)
Gxu
(
z2, z3
)
wxj
(
z2
)
,
Σ(3),2,1,diagij
(
z1, z2
)
= (259)
= ±
(
i~
)3 ∫
C
dz3
∑
r
wir
(
z1
)∑
t
Grt
(
z1, z3
)
Gtr
(
z3, z1
)∑
p
wtp
(
z3
)
×
×∑
n
Gin
(
z1, z2
)
wnj
(
z2
)
Gnp
(
z2, z3
)
Gpj
(
z3, z2
)
,
Σ(3),1,{2;1,1},diagij
(
z1, z2
)
= (260)
=
(
i~
)3∑
p
wip
(
z1
)∑
n
Gin
(
z1, z2
)
wnj
(
z2
) ∫
C
dz3
∑
t
Gnt
(
z2, z3
)
×
×∑
u
Guj
(
z3, z2
)
wtu
(
z3
)
Gtp
(
z3, z1
)
Gpu
(
z1, z3
)
,
Now we again provide the three contributions labeled “A, B, C”, respectively:
Σ(3),1,{2;{2;2,0},0,A},diagij
(
z1, z2
)
= (261)
= ±
(
i~
)3∑
p
wip
(
z1
) ∫
C
dz4
∑
n
Gin
(
z1, z4
)∑
tv
Gtv
(
z4, z2
)
×
× wnt
(
z4
)
wvj
(
z2
)
Gvt
(
z2, z4
)
Gnp
(
z4, z1
)
Gpj
(
z1, z2
)
,
Σ(3),1,{2;{2;2,0},0,B},diagij
(
z1, z2
)
= (262)
= ±
(
i~
)3∑
p
wip
(
z1
) ∫
C
dz4
∑
n
Gin
(
z1, z4
)∑
rs
Gnj
(
z4, z2
)
×
× wnr
(
z4
)
wsj
(
z2
)
Gsr
(
z2, z4
)
Grp
(
z4, z1
)
Gps
(
z1, z2
)
,
Σ(3),1,{2;{2;2,0},0,C},diagij
(
z1, z2
)
= (263)
= ±
(
i~
)3∑
p
wip
(
z1
) ∫
C
dz4
∑
n
Gin
(
z1, z4
)∑
rs
Gnj
(
z4, z2
)
×
×Gsr
(
z4, z2
)
wns
(
z4
)
wrj
(
z2
)
Grp
(
z2, z1
)
Gps
(
z1, z4
)
and, similarly, for the second class of selfenergy contributions:
Σ(3),1,{2;{2;1,1},0,A},diagij
(
z1, z2
)
= (264)
=
(
i~
)3∑
p
wip
(
z1
) ∫
C
dz4
∑
n
Gin
(
z1, z4
)∑
st
wnt
(
z4
)
×
× wsj
(
z2
)
Gst
(
z2, z4
)
Gtj
(
z4, z2
)
Gnp
(
z4, z1
)
Gps
(
z1, z2
)
,
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Σ(3),1,{2;{2;1,1},0,B},diagij
(
z1, z2
)
= (265)
=
(
i~
)3∑
p
wip
(
z1
) ∫
C
dz4
∑
n
Gin
(
z1, z4
)∑
rs
wns
(
z4
)
×
×Gnr
(
z4, z2
)
wrj
(
z2
)
Gsj
(
z4, z2
)
Grp
(
z2, z1
)
Gps
(
z1, z4
)
,
Σ(3),1,{2;{2;1,1},0,C},diagij
(
z1, z2
)
= (266)
=
(
i~
)3∑
p
wip
(
z1
) ∫
C
dz4
∑
n
Gin
(
z1, z4
)∑
r
wnr
(
z4
)
×
×∑
u
Gnu
(
z4, z2
)
wuj
(
z2
)
Gur
(
z2, z4
)
Grp
(
z4, z1
)
Gpj
(
z1, z2
)
.
The corresponding Keldysh matrix components as well as the non-selfconsistent
selfenergy contributions can be worked out in analogy to those in the non-diagonal basis.
The diagrams of the selfconsistent third-order selfenergy contributions in a diagonal
basis are shown in Fig. 24.
Hubbard basis. Spin-0 bosons. For the Hubbard basis we separately consider
spin-0 bosons and spin-1/2 fermions. For the case of spin-0 bosons, the third-order
selfenergy contributions separate into two classes. The first is given by
Σ(3),{3;0,2},0,b,0ij
(
z1, z2
)
= Σ(3),{3;1,1},0,b,0ij
(
z1, z2
)
= (267)
= Σ(3),2,1,b,0ij
(
z1, z2
)
= Σ(3),1,{2;1,1},b,0ij
(
z1, z2
)
=
= Σ(3),1,{2;{2;2,0},0,A},b,0ij
(
z1, z2
)
= Σ(3),1,{2;{2;2,0},0,B},b,0ij
(
z1, z2
)
=
= Σ(3),1,{2;{2;1,1},0,A},b,0ij
(
z1, z2
)
= Σ(3),1,{2;{2;1,1},0,C},b,0ij
(
z1, z2
)
=
=
(
i~
)3
Gij
(
z1, z2
)
U
(
z1
) ∫
C
dz3
∑
t
Git
(
z1, z3
)
Gti
(
z3, z1
)
×
× U
(
z3
)
Gtj
(
z3, z2
)
Gjt
(
z2, z3
)
U
(
z2
)
,
and the second is given by
Σ(3),1,{2;{2;2,0},0,C},b,0ij
(
z1, z2
)
= Σ(3),1,{2;{2;1,1},0,B},b,0ij
(
z1, z2
)
= (268)
=
(
i~
)3
U
(
z1
) ∫
C
dz4
∑
n
Gin
(
z1, z4
)
Gnj
(
z4, z2
)
×
×Gnj
(
z4, z2
)
U
(
z4
)
U
(
z2
)
Gji
(
z2, z1
)
Gin
(
z1, z4
)
.
The corresponding diagrams are shown in Fig. 25.
Let us now turn to the Hubbard result For spin-1/2 fermions. In this case only the
terms with the superscripts “B” and “C” exist which are denoted by Σ(3),1,{2;{2;2,0},0,B},f,1/2
CONTENTS 103
i, z1 j, z2
r, z1
t, z3 v, z3
x, z2
i, z1 j, z2
r, z1
t, z3
u, z3
x, z2
i, z1
n, z2
p, z3
j, z2
r, z1 t, z3
i, z1
n, z2 t, z3
p, z1
u, z3
j, z2
i, z1
n, z4
p, z1
j, z2
t, z4 v, z2
i, z1
n, z4
j, z2
p, z1
r, z4
s, z2
i, z1
n, z4
j, z2
p, z1
s, z4
r, z2
i, z1
n, z4
p, z1 s, z2
t, z4
j, z2
i, z1
n, z4
r, z2 p, z1
s, z4
j, z2 i, z1
n, z4
u, z2
r, z4 p, z1
j, z2
Figure 24. Third-order diagrams in diagonal basis from left to right.
First row: Σ(3),{3;0,2},0,diag, Σ(3),{3;1,1},0,diag Second row: Σ(3),2,1,diag,
Σ(3),1,{2;1,1},diag Third row: Σ(3),1,{2;{2;2,0},0,A},diag, Σ(3),1,{2;{2;2,0},0,B},diag
Fourth row: Σ(3),1,{2;{2;2,0},0,C},diag, Σ(3),1,{2;{2;1,1},0,A},diag Fifth row:
Σ(3),1,{2;{2;1,1},0,B},diag, Σ(3),1,{2;{2;1,1},0,C},diag.
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Figure 25. Third-order diagrams in the Hub-
bard basis for spin-0 bosons. Left: First equiv-
alence class of Σ(3),{3;0,2},0,diag, Σ(3),{3;1,1},0,diag,
Σ(3),2,1,diag,Σ(3),1,{2;1,1},diag, Σ(3),1,{2;{2;2,0},0,A},diag,
Σ(3),1,{2;{2;2,0},0,B},diag, Σ(3),1,{2;{2;1,1},0,A},diag and
Σ(3),1,{2;{2;1,1},0,C},diag. Right: Second equivalence class
of Σ(3),1,{2;2,0,C},diag and Σ(3),1,{2;1,1,B},diag.
and Σ(3),1,{2;{2;2,0},0,C},f,1/2, respectively. The “B”-terms are given by
Σ(3),1,{2;{2;2,0},0,B},f,1/2i↑j↑
(
z1, z2
)
= (269)
= −
(
i~
)3
U
(
z1
) ∫
C
dz4
∑
n
Gi↑n↑
(
z1, z4
)
Gn↑j↑
(
z4, z2
)
×
× U
(
z4
)
U
(
z2
)
Gj↓n↓
(
z2, z4
)
Gn↓i↓
(
z4, z1
)
Gi↓j↓
(
z1, z2
)
,
Σ(3),1,{2;{2;2,0},0,B},f,1/2i↓j↓
(
z1, z2
)
= (270)
= −
(
i~
)3
U
(
z1
) ∫
C
dz4
∑
n
Gi↓n↓
(
z1, z4
)
Gn↓j↓
(
z4, z2
)
×
× U
(
z4
)
U
(
z2
)
Gj↑n↑
(
z2, z4
)
Gn↑i↑
(
z4, z1
)
Gi↑j↑
(
z1, z2
)
,
and, for the “C”-terms, we find
Σ(3),1,{2;{2;2,0},0,C},f,1/2i↑j↑
(
z1, z2
)
= (271)
= −
(
i~
)3
U
(
z1
) ∫
C
dz4
∑
n
Gi↑n↑
(
z1, z4
)
Gn↑j↑
(
z4, z2
)
×
× U
(
z4
)
U
(
z2
)
Gn↓j↓
(
z4, z2
)
Gi↓n↓
(
z1, z4
)
Gj↓i↓
(
z2, z1
)
,
Σ(3),1,{2;{2;2,0},0,C},f,1/2i↓j↓
(
z1, z2
)
= (272)
= −
(
i~
)3
U
(
z1
) ∫
C
dz4
∑
n
Gi↓n↓
(
z1, z4
)
Gn↓j↓
(
z4, z2
)
×
× U
(
z4
)
U
(
z2
)
Gn↑j↑
(
z2, z4
)
Gi↑n↑
(
z4, z1
)
Gj↑i↑
(
z1, z2
)
,
whereas the “A” terms vanish, as well as all other contributions in third order. The
corresponding Feynman diagrams are shown in Fig. 26.
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Figure 26. Third-order diagrams in Hubbard basis for spin-1/2 fermions. Left:
Σ(3),1,{2;{2;2,0},0,B},f,1/2. Right: Σ(3),1,{2;{2;2,0},0,C},f,1/2.
4.4. Selfenergies of orders higher than three.
All terms of orders higher than three can be generated similarly as was demonstrated
above for the lower orders. So we only outline the main steps. As before, one computes
all possible permutations of the quantities involved in Hedin’s equations that lead to the
desired total order. An approach that is suitable for a systematic recursive algorithm,
starts by eliminating the polarizability from Hedin’s equations, yielding, for the selfenergy
and the screened potential [cf. Eq. (95) to Eq. (106)],
Σij
(
z1, z2
)
= ΣHij
(
z1, z2
)
+ i~
∫
C
dz3
∑
mpq
Wipqm
(
z1, z3
)
× (273)
×
∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γnqpj
(
z4, z2, z3
)
,
Wijkl
(
z1, z2
)
= δC
(
z1, z2
)
wijkl
(
z1
)
± (274)
± i~∑
mn
wimnl
(
z1
) ∫
C
dz3
∑
pq
∫
C
dz4
∑
r
Gnr
(
z1, z4
)
×
×
∫
C
dz5
∑
s
Gsm
(
z5, z1
)
Γrqps
(
z4, z5, z3
)
Wpjkq
(
z3, z2
)
and, for the vertex function,
Γijkl
(
z1, z2, z3
)
= δC
(
z1, z2+
)
δC
(
z3, z2
)
δikδjl + (275)
+
∫
C
dz4dz5
∑
mn
δΣxcil
(
z1, z2
)
δGmn
(
z4, z5
) ∫
C
dz6
∑
p
Gmp
(
z4, z6
)
×
×
∫
C
dz7
∑
q
Gqn
(
z7, z5
)
Γpjkq
(
z6, z7, z3
)
.
With this set of three coupled equations, the following recursive algorithm can be applied
to calculate the N -th order selfenergy contributions:
(i) Initialize Σ(1) = ΣH, cf. Eq. (273),
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(ii) Initialize W (1) = w, cf. Eq. (274),
(iii) Initialize Γ = Γ(0), cf. Eq. (275),
(iv) Loop over n = 1 . . . N :
(a) If n > 1: Loop over all orders m = 1 . . . (n− 1):
– Loop over all selfenergy contributions Σ(m) of order m:
– Loop over all vertex contributions Γ(n−1−m) of order n − 1−m:
– Calculate the new vertex contribution Γ(n−1) of order m+n−1−m =
n − 1, from Σ(m) and Γ(n−1−m), via Eq. (275),
(b) If n > 1: Loop over all orders m = 1 . . . (n− 1):
– Loop over all contributions to the screened interaction W (m) of order m:
– Loop over all vertex contributions Γ(n−1−m) of order n − 1−m:
– Calculate the new contribution to the screened interaction W (n) of
order 1+m+n−1−m = n, from w,W (m) and Γ(n−1−m), via Eq. (274)
(c) Loop over all orders m = 1 . . . n:
– Loop over all contributions to the screened interaction W (m) of order m:
– Loop over all vertex contributions Γ(n−m) of order n −m:
– Calculate the new selfenergy contribution Σ(n) fromW (m) and Γ(n−m)
of order m+ n −m = n via Eq. (273)
A similar algorithm yielding the diagrams with respect to the bare interaction, w, can be
deduced, replacing the full vertex Γ by the bare vertex Λ, cf. Eqs. (97) and (98). Further,
the generation of the non-selfconsistent diagrams is straightforward by inclusion of the
Dyson equation and, additionally, taking into account the order of the Green functions
in the respective equations.
With this we conclude the discussion of the perturbative approaches to the selfenergy.
5. Selfenergy approximations II: Diagram resummation. GW , T matrix,
FLEX
In this section we discuss an alternative to the perturbative expansion of the selfenergy
in terms of the interaction strength that was presented in Section 4. The perturbation
expansion is expected to become questionable or, at least, inefficient with increasing
interaction strength. This was confirmed in the Sec. 3 where we demonstrated that
a number of non-perturbative approaches, such as the GW approximation, the T -
matrix approximation or the FLEX approach are significantly more accurate, in many
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Thus, when perturbation expansions fail, a more appropriate approach consists in
diagram resummation techniques that sum an entire infinite perturbation series and which
is in the focus of the present section. The underlying idea is to take into consideration
one or several classes of terms with a recursive structure which occur in all orders of the
interaction, based on physical intuition about their importance. In fact such resummation
approaches have a long history. For example the T -matrix approximation has been
successfully applied in scattering theory and in nuclear physics. On the other hand, the
concept of dynamical screening (GW approximation) has been employed for electrolytes
and plasmas. The major advance provided by Green functions theory is the extension of
the concept to arbitrary nonequilibrium situations.
GW approximation. Starting from the notion of the screened interaction, W ,
the simplest choice is the GW approximation [81] which centers around treating W
exactly according to Eq. (102) while taking the screened vertex Γ only in zeroth-order
approximation. This leads to the familiar concept of dynamical screening and plasmon
dynamics which is of particular importance for long-range Coulomb interaction in dense
plasmas [131] or molecules. The resulting structure of the selfenergy approximation is
discussed in the ensuing Section 5.2.
T -matrix approximation. In contrast to GW , the T -matrix approximation,
treats the interaction only at the level of the bare interaction, but focuses instead
on a good representation of the bare vertex functions Λ. This approximation sums
the entire Born series and is, thus expected to be more accurate than the second-
Born approximation, at strong coupling. The T -matrix approximation exists in two
flavors—the particle–particle T -matrix approximation (TPP) and the particle–hole
T -matrix approximation (TPH).
Combination of strong coupling and dynamical screening. Furthermore,
several other approaches have been introduced that mix screened and bare
interaction [165]. An example for this group is the second-order screened-exchange
(SOSEX) approximation [101, 165, 166], which takes the second-order exchange diagram,
cf. Eq. (183), and replaces one of the bare interactions w by the screened interaction
W . Doing that, the total complexity is still of O
(
N3t
)
, since the determination of the
selfenergy, the computation of the screened interaction according to Eq. (104) and the
solution of the KBE, [cf. Eqs. (66) and (67)], all scale as O
(
N3t
)
.
Another possible way is to combine several existing approximations. Thereby one
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has to correct for possible double counting. This strategy is pursued in the so-called
fluctuating-exchange (FLEX) approximation which adds the diagrams of third
and higher order of the GW approximation and both T matrices to the second-order
diagrams, which are taken only once. The FLEX approximation which will be detailed
in Section 5.5 can be seen as a the starting term of the more sophisticated plaquet
theory [167–173], where one uses coupled equations for the vertex functions in the
particle–particle and particle–hole channels.
Before discussing in detail the GW approximation, the T -matrix approximation and
the FLEX approximation, in Sections 5.2, 5.3 and 5.5, respectively, we investigate in
some detail the two-particle Green function G(2). We start by introducing the Hartree
and the Fock approximation for G(2) in Section 5.1, since they will be used later.
5.1. Mean field. Hartree and Fock approximations for G(2)
In the following, the two simplest approximations for the two-particle Green function are
defined which will are the starting point for simplifying the expressions occuring in the
resummation approaches. Those are the Hartree Green function, G(2),H, and the Fock
Green function, G(2),F.
G
(2),H corresponds to the approximation that two particles are uncorrelated. Then
the two-particle Green function G(2) is approximated as
G
(2)
ijkl
(
z1, z2, z3, z4
)
≡ G(2),Hijkl
(
z1, z2, z3, z4
)
:= Gik
(
z1, z3
)
Gjl
(
z2, z4
)
. (276)
This approximation applies to classical and quantum many-particle systems alike. In
contrast, an additional approximation that exists only in the case of quantum systems
and reflects the indistinguishability of quantum particles (exchange effects of bosons or
fermions) is the Fock approximations which, is denoted as G(2),F and reads
G
(2)
ijkl
(
z1, z2, z3, z4
)
≡ G(2),Fijkl
(
z1, z2, z3, z4
)
:= ±Gil
(
z1, z4
)
Gjk
(
z2, z3
)
.(277)
For better illustration both two-particle quantities are repeated in the compact
notation:
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G
(2)(1, 2, 3, 4) ≈ G(2),H(1, 2, 3, 4)
:= G
(
1, 3
)
G
(
2, 4
)
G
(2)(1, 2, 3, 4) ≈ G(2),F(1, 2, 3, 4)
:= ±G
(
1, 4
)
G
(
2, 3
)
7→ , (278)
7→ . (279)
Following the above considerations, in a quantum system the mean-field approximation
for G(2) is the sum of the Hartree and Fock contributions.
In the resummation expansions presented in this section, both quantities play a
central role. However, in most cases, we will only need simpler two-time versions of
the two-particle functions, GH and GF, respectively These expressions follow by setting
equal two pairs of time-arguments and adding a dimensionality factor i~. This leads to
(we skip the superscript “(2)” since it is clear that a function with four basis indices
refers to a two-particle Green function)
GHijkl
(
z1, z2
)
:= i~G(2),Hijkl
(
z1, z1, z2, z2
)
≡ i~Gik
(
z1, z2
)
Gjl
(
z1, z2
)
, (280)
whereas, for the Fock approximation, one has
GFijkl
(
z1, z2
)
= i~G(2),Fijkl
(
z1, z2, z1, z2
)
≡ ±i~Gil
(
z1, z2
)
Gjk
(
z2, z1
)
. (281)
We now provide the Keldysh matrix components of Eqs. (280) and (281). For the
Hartree function, we have the following greater/less and advanced/retarded components:
GH,≷ijkl
(
t1, t2
)
= i~G≷ik
(
t1, t2
)
G≷jl
(
t1, t2
)
,
G
H,A/R
ijkl
(
t1, t2
)
= ∓i~Θ[±(t2 − t1)]
[
G>ik
(
t1, t2
)
G>jl
(
t1, t2
)
−G<ik
(
t1, t2
)
G<jl
(
t1, t2
)]
,
Similarly, for the Fock two-particle function follows
GF,≷ijkl
(
t1, t2
)
= ±i~G≷il
(
t1, t2
)
G≶jk
(
t2, t1
)
,
G
F,A/R
ijkl
(
t1, t2
)
= ∓i~Θ[±(t2 − t1)]
[
G>il
(
t1, t2
)
G<jk
(
t2, t1
)
−G<il
(
t1, t2
)
G>jk
(
t2, t1
)]
,
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5.2. Polarization bubble resummation. GW approximation
The GW approximation aims at treating long-range interaction effects that lead to
dynamical screening and collective excitations (plasmons). These effects are of particular
relevance for charged many-particle systems, including ionized gases (plasmas), the
electron gas in metals, electron-hole plasmas in semiconductors and so on. In fact, many-
body approximations that go beyond the static second-Born approximation, on one hand,
and beyond the statical-screening concept of Debye and Hückel, on the other hand, have
a long tradition in plasma physics. In fact kinetic equations with collision integrals the
include a complete resummation of all polarization diagrams have been derived in the
1960s by Lenard and Balescu [174, 175] and analyzed in detail by Klimontovich [176] and
many others. A quantum derivation within density-operator theory (BBGKY-hierarchy)
and a discussion of its relation to Green functions can be found in Ref. [131].
The Green functions approach to dynamical screening and collective excitation is
based on Hedin’s equations for the screened interaction W according to Eq. (104) with
the zeroth order vertex Γ(0). The set of equations is given by the Dyson equationxxii[cf.
Eq. (91)]
G
(
1, 2
)
= G(0)
(
1, 2
)
+G(0)
(
1, 3
)
Σ
(
3, 4
)
G
(
4, 2
) = + ,
(282)
the equation for the selfenergy [cf. Eq. (95)]
Σ
(
1, 2
)
= ΣH
(
1, 2
)
+ Σxc
(
1, 2
) = ±i~ + xc , (283)
with
xxiiThe corresponding equations in the full notation are given in Appendix A.3.
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Σxc
(
1, 2
)
= i~W
(
1, 3
)
G
(
1, 4
)
Γ(0)
(
4, 2, 3
)
= i~W
(
1, 2
)
G
(
1, 2
)
xc 7→ i~ xc
∣∣∣∣∣∣
xc 7→
= i~ , (284)
the zeroth-order polarizability [cf. Eq. (173)]
P
(0)(1, 2) = ±i~G(1, 3)G(4, 1)
Γ(0)
(
3, 4, 2
)
= ±i~G
(
1, 2
)
G
(
2, 1
)
7→ ±i~ xc
∣∣∣∣∣∣
xc 7→
= ±i~ , (285)
and the screened interaction [cf. Eqs. (102) and (104)]
W
(
1, 2
)
= w
(
1, 2
)
+ w
(
1, 3
)
P
(0)(3, 4)W (4, 2)
= w
(
1, 2
)
± i~w
(
1, 3
)
G
(
3, 4
)
G
(
4, 3
)
W
(
4, 2
)
7→
+
∣∣∣∣∣∣ 7→±i~
= ± i~ .
(286)
To solve this set of equations, one has to determine the selfconsistent solution of
Eq. (286). Due to the time-diagonal structure (i.e. due to the time delta function) of the
bare interaction [cf. Eq. (60)] the computational solution of Eq. (286) in the displayed
form becomes ill-defined. Therefore, it is advantageous to eliminate the singular bare
interaction by defining the “non-singular” part of the interaction (or the induced potential
which will be labeled with the superscript “ns”)
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W ns
(
1, 2
)
:= W
(
1, 2
)
−W bare
(
1, 2
)
= W
(
1, 2
)
− w
(
1, 2
) ns = − (287)
Using this and, by comparison with Eq. (156), one arrives at
ΣGW
(
1, 2
)
= ΣH
(
1, 2
)
+ i~W
(
1, 2
)
G
(
1, 2
)
= ΣH
(
1, 2
)
+ i~w
(
1, 2
)
G
(
1, 2
)
+ i~W ns
(
1, 2
)
G
(
1, 2
)
=: ΣH
(
1, 2
)
+ ΣF
(
1, 2
)
+ ΣGW,corr
(
1, 2
)
7→ ±i~ + i~
∣∣∣∣∣∣
= + ns
= ±i~ + i~ + i~
ns
. (288)
Thus the full selfenergy in the GW approximation contains, in addition to the Hartree–
Fock selfenergy, a correlation contribution which is denoted ΣGW,corr and which will be
in the focus of the subsequent analysis.
For the non-singular part of the screened interaction, we have
W ns
(
1, 2
)
= ±i~w
(
1, 3
)
G
(
3, 4
)
G
(
4, 3
)
w
(
4, 2
)
± i~w
(
1, 3
)
G
(
3, 4
)
G
(
4, 3
)
W ns
(
4, 2
)
ns =± i~
± i~ ns .
(289)
Returning to the full notation and the single-time interaction one can use the
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definition of GF in Eq. (281) to simplify Eq. (289) to
W nsijkl
(
z1, z2
)
= ΦGWijkl
(
z1, z2
)
+
∑
mn
wimnl
(
z1
) ∫
C
dz3
∑
pq
GFnqmp
(
z1, z3
)
W nspjkq
(
z3, z2
)
,
(290)
ΦGWijkl
(
z1, z2
)
=:
∑
mn
wimnl
(
z1
)∑
pq
GFnqmp
(
z1, z2
)
wpjkq
(
z2
)
, (291)
where we introduced the short notation Φ for the second-Born contribution to the
screened potential.
Finally, we provide the correlation components of Eq. (288)
ΣGW,corr,≷ij
(
t1, t2
)
= i~
∑
mp
W ns,≷ipjm
(
t1, t2
)
G≷mp
(
t1, t2
)
, (292)
which require knowledge of the correlation components of the non-singular screened
potential Eq. (290), that are given by
W ns,≷ijkl
(
t1, t2
)
= ΦGW,≷ijkl
(
t1, t2
)
+
∑
mn
wimnl
(
t1
)∑
pq
(293)
(∫ t1
t0
dt3G
F,R
nqmp
(
t1, t3
)
W ns,≷pjkq
(
t3, t2
)
+
∫ t2
t0
dt3G
F,≷
nqmp
(
t1, t3
)
W ns,Apjkq
(
t3, t2
))
,
as well as of the advanced/retarded components,
W
ns,A/R
ijkl
(
t1, t2
)
= ΦGW,A/Rijkl
(
t1, t2
)
+ (294)
+
∑
mn
wimnl
(
t1
) ∫ t2/1
t1/2
dt3
∑
pq
G
F,A/R
nqmp
(
t1, t3
)
W
ns,A/R
pjkq
(
t3, t2
)
.
In the integration limits, in the notation t1/2, the first (second) subscript refers to the
advanced (retarded) function.
Diagonal basis. In a diagonal basis set, Eq. (290) simplifies to
W ns,diagijkl
(
z1, z2
)
= δilδjkΦ
GW,diag
ijji
(
z1, z2
)
+ (295)
+ δil
∑
m
wim
(
z1
) ∫
C
dz3
∑
pq
GFmpmq
(
z1, z3
)
W ns,diagpjkq
(
z3, z2
)
.
ΦGW,diagijji
(
z1, z2
)
=:
∑
m
wim
(
z1
)∑
p
GFmpmp
(
z1, z2
)
wpj
(
z2
)
, (296)
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Figure 27. The first four terms of the GW selfenergy, including Hartree and
Fock terms, in a diagonal basis.
where we again used the function Φ, Eq. (291). By iteration, it becomes evident that
W ns,diag and ΦGW,diagijji are always of the form
W ns,diagijkl
(
z1, z2
)
= δilδjkW
ns,diag
ijji
(
z1, z2
)
=: δilδjkW
ns,diag
ij
(
z1, z2
)
, (297)
ΦGW,diagijkl
(
z1, z2
)
= δilδjkΦ
GW,diag
ijji
(
z1, z2
)
=: δilδjkΦ
GW,diag
ij
(
z1, z2
)
. (298)
With this, for a diagonal basis, Eq. (290) attains the form
W ns,diagij
(
z1, z2
)
= ΦGW,diagij
(
z1, z2
)
+ (299)
+
∑
m
wim
(
z1
) ∫
C
dz3
∑
p
GFmpmp
(
z1, z3
)
W ns,diagpj
(
z3, z2
)
.
The correlation part of the selfenergy, Eq. (288), reads
ΣGW,corr,diagij
(
z1, z2
)
= + i~W ns,diagij
(
z1, z2
)
Gij
(
z1, z2
)
. (300)
The first four terms of the GW selfenergy (mean field plus correlation selfenergy) are
shown diagrammatically in Fig. 27. The sum continues to infinite order (infinite number
of polarization bubbles).
The relevant components of the Keldysh matrix read [cf. Eqs. (293) and (294)],
W ns,diag,≷ij
(
t1, t2
)
= ΦGW,diag,≷ij
(
t1, t2
)
+
∑
mp
wim
(
t1
)
(301)
(∫ t1
t0
dt3G
F,R
mpmp
(
t1, t3
)
W ns,diag,≷pj
(
t3, t2
)
+
+
∫ t2
t0
dt3G
F,≷
mpmp
(
t1, t3
)
W ns,diag,Apj
(
t3, t2
))
,
W
ns,diag,A/R
ij
(
t1, t2
)
= ΦGW,diag,A/Rij
(
t1, t2
)
+ (302)
+
∑
mp
wim
(
t1
) ∫ t2/1
t1/2
dt3G
F,A/R
mpmp
(
t1, t3
)
W
ns,diag,A/R
pj
(
t3, t2
)
,
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and [cf. Eq. (292)],
ΣGW,corr,diag,≷ij
(
t1, t2
)
= i~W ns,diag,≷ij
(
t1, t2
)
G≷ij
(
t1, t2
)
. (303)
Hubbard basis. In the Hubbard basis, cf. Section 2.3, the GW approximation sim-
plifies considerably. We start by presenting the equations for bosons:
W ns,biαjβ
(
z1, z2
)
= ΦGW,bij
(
z1, z2
)
+ U
(
z1
) ∫
C
dz3
∑
p
GFipip
(
z1, z3
)
W ns,bpjβ
(
z3, z2
)
, (304)
ΦGW,bij
(
z1, z2
)
=: U
(
z1
)∑

GFijij
(
z1, z2
)
U
(
z2
)
, (305)
and the correlation selfenergy on the Keldysh contour is
ΣGW,corr,biαjα
(
z1, z2
)
= i~W ns,biαjα
(
z1, z2
)
Giαjα
(
z1, z2
)
. (306)
The Keldysh matrix components of the screened potential in the Hubbard basis become
W ns,b,≷iαjβ
(
t1, t2
)
= ΦGW,b,≷ij
(
t1, t2
)
+
+ U
(
t1
) ∫ t1
t0
dt3
∑
p
GF,Ripip
(
t1, t3
)
W ns,b,≷pjβ
(
t3, t2
)
+
+ U
(
t1
) ∫ t2
t0
dt3
∑
p
GF,≷ipip
(
t1, t3
)
W ns,b,Apjβ
(
t3, t2
)
,
W
ns,b,A/R
iαjβ
(
t1, t2
)
= ΦGW,b,A/Rij
(
t1, t2
)
+
+ U
(
t1
) ∫ t2/1
t1/2
dt3
∑
p
G
F,A/R
ipip
(
t1, t3
)
W
ns,b,A/R
pjβ
(
t3, t2
)
,
and the greater/less components of the correlation selfenergy (306) are
ΣGW,corr,b,≷iαjα
(
t1, t2
)
= i~W ns,b,≷iαjα
(
t1, t2
)
G≷iαjα
(
t1, t2
)
. (307)
For the special case of spin-0 bosons, the screened potential on the Keldysh contour
has the form
W ns,b,0ij
(
z1, z2
)
= ΦGW,b,0ij
(
z1, z2
)
+ U
(
z1
) ∫
C
dz3
∑
p
GFipip
(
z1, z3
)
W ns,b,0pj
(
z3, z2
)
,
ΦGW,b,0ij
(
z1, z2
)
=: U
(
z1
)
GFijij
(
z1, z2
)
U
(
z2
)
, (308)
and the correlation selfenergy in GW approximation becomes
ΣGW,corr,b,0ij
(
z1, z2
)
= i~W ns,b,0ij
(
z1, z2
)
Gij
(
z1, z2
)
.
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Figure 28. The first four terms of the GW selfenergy (Hartree, Fock and
correlation part) in the Hubbard basis for spin-0 bosons.
The greater, less and advanced/retarded matrix components become
W ns,b,0,≷ij
(
t1, t2
)
= ΦGW,b,0,≷ij
(
t1, t2
)
+
+ U
(
t1
) ∫ t1
t0
dt3
∑
p
GF,Ripip
(
t1, t3
)
W ns,b,0,≷pj
(
t3, t2
)
+
+ U
(
t1
) ∫ t2
t0
dt3
∑
p
GF,≷ipip
(
t1, t3
)
W ns,b,0,Apj
(
t3, t2
)
,
W
ns,b,0,A/R
ij
(
t1, t2
)
= ΦGW,b,0,A/Rij
(
t1, t2
)
+
+ U
(
t1
) ∫ t2/1
t1/2
dt3
∑
p
G
F,A/R
ipip
(
t1, t3
)
W
ns,b,0,A/R
pj
(
t3, t2
)
and, for the greater/less components of the correlation selfenergy, we have
ΣGW,corr,b,0,≷ij
(
t1, t2
)
= i~W ns,b,0,≷ij
(
t1, t2
)
G≷ij
(
t1, t2
)
.
The diagrammatic representation of the leading terms for spin-0 bosons in the Hubbard
basis is shown in Fig. 28.
Let us now turn to fermions. In that case the equations on the Keldysh contour
attain the form
W ns,fiαjβ
(
z1, z2
)
= ΦGW,fijαβ
(
z1, z2
)
+ (309)
+ U
(
z1
) ∫
C
dz3
∑
p
∑
 6=α
GFipip
(
z1, z3
)
W ns,fpjβ
(
z3, z2
)
ΦGW,fijαβ
(
z1, z2
)
=:
∑
6={α,β}
U
(
z1
)
GFijij
(
z1, z2
)
U
(
z2
)
, (310)
whereas the correlation part of the selfenergy becomes
ΣGW,corr,fiαjα
(
z1, z2
)
= i~W ns,fiαjα
(
z1, z2
)
Giαjα
(
z1, z2
)
.
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The Keldysh matrix components of the screened potential are now
W ns,f,≷iαjβ
(
t1, t2
)
= ΦGW,f,≷ijαβ
(
t1, t2
)
+
+ U
(
t1
) ∫ t1
t0
dt3
∑
p
∑
6=α
GF,Ripip
(
t1, t3
)
W ns,f,≷pjβ
(
t3, t2
)
+
+ U
(
t1
) ∫ t2
t0
dt3
∑
p
∑
6=α
GF,≷ipip
(
t1, t3
)
W ns,f,Apjβ
(
t3, t2
)
,
W
ns,f,A/R
iαjβ
(
t1, t2
)
= ΦGW,f,A/Rijαβ
(
t1, t2
)
+
+ U
(
t1
) ∫ t2/1
t1/2
dt3
∑
p
∑
6=α
G
F,A/R
ipip
(
t1, t3
)
W
ns,f,A/R
pjβ
(
t3, t2
)
.
The GW selfenergy has now the following correlation components
ΣGW,corr,f,≷iαjα
(
t1, t2
)
= i~W ns,f,≷iαjα
(
t1, t2
)
G≷iαjα
(
t1, t2
)
.
For the special case of spin-12-fermions, the equations for the screened interaction
require some care. Since the particles can have two spin projections, there are four
different screened potentials each obeying its own equation which, in turn, are coupled.
To underline these details we use different colors for the four potentials:
W
ns,f,1/2
i↑j↑
(
z1, z2
)
= ΦGW,f,1/2ij↑
(
z1, z2
)
+ U
(
z1
) ∫
C
dz3
∑
m
GFi↓m↓i↓m↓
(
z1, z3
)
W
ns,f,1/2
m↓j↑
(
z3, z2
)
,
ΦGW,f,1/2ij↑
(
z1, z2
)
=: U
(
z1
)
GFi↓j↓i↓j↓
(
z1, z2
)
U
(
z2
)
,
W
ns,f,1/2
i↓j↑
(
z1, z2
)
= U
(
z1
) ∫
C
dz3
∑
m
GFi↑m↑i↑m↑
(
z1, z3
)
W
ns,f,1/2
m↑j↑
(
z3, z2
)
, (311)
W
ns,f,1/2
i↓j↓
(
z1, z2
)
= ΦGW,f,1/2ij↓
(
z1, z2
)
+ U
(
z1
) ∫
C
dz3
∑
m
GFi↑m↑i↑m↑
(
z1, z3
)
W
ns,f,1/2
m↑j↓
(
z3, z2
)
,
ΦGW,f,1/2ij↓
(
z1, z2
)
=: U
(
z1
)
GFi↑j↑i↑j↑
(
z1, z2
)
U
(
z2
)
,
W
ns,f,1/2
i↑j↓
(
z1, z2
)
= U
(
z1
) ∫
C
dz3
∑
m
GFi↓m↓i↓m↓
(
z1, z3
)
W
ns,f,1/2
m↓j↓
(
z3, z2
)
. (312)
Interestingly, the equations for the screened potentials with different spin combinations,
Eqs. (311) and (312), do not contain a contribution from the bare interaction.
The correlation selfenergies of fermions with spin up and down read, respectively,
ΣGW,corr,f,1/2i↑j↑
(
z1, z2
)
= i~W ns,f,1/2i↑j↑
(
z1, z2
)
Gi↑j↑
(
z1, z2
)
, (313)
ΣGW,corr,f,1/2i↓j↓
(
z1, z2
)
= i~W ns,f,1/2i↓j↓
(
z1, z2
)
Gi↓j↓
(
z1, z2
)
. (314)
The diagrammatic representation of the leading terms for spin-1/2 fermions in the
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i ↓ (↑), z1
i ↑ (↓)i ↑ (↓), z1z1+
i ↓ (↑), z1 j ↓ (↑), z2
i ↑ (↓), z1 j ↑ (↓), z2
i ↓ (↑), z1 j ↓ (↑), z2
i ↑ (↓), z1
p ↑ (↓), z3 p ↓ (↑), z3 q ↓ (↑), z4 q ↑ (↓), z4
j ↑ (↓), z2
Figure 29. The first three terms of the GW selfenergy (mean field plus correlation
term) in the Hubbard basis for spin-1/2 fermions. Note that the Fock term equals
zero.
Hubbard basis is shown in Fig. 29. One recognizes a special structure of these equations for
spin-12 -fermions. The selfenergy
(
ΣGW,f,1/2i↑j↑ / Σ
GW,f,1/2
i↓j↓
)
, which couples only contributions
of the same spin, also directly depends only on the same-spin parts of the screened
interaction
(
W
ns,f,1/2
i↑j↑ Gi↑j↑ / W
ns,f,1/2
i↓j↓ Gi↓j↓
)
, cf. Eqs. (313) and (314). The same-spin
screened interaction, in turn, depends on the screened interaction with different spin
orientations
(
W
ns,f,1/2
m↓j↑ / W
ns,f,1/2
m↑j↓
)
, which itself couples back to the same-spin part.
Finally, we present the respective greater/less and retarded/advanced Keldysh
components of the screened potential for all four spin combinations:
W
ns,f,1/2,≷
i↑j↑
(
t1, t2
)
= ΦGW,f,1/2,≷ij↑
(
t1, t2
)
+
+ U
(
t1
) ∫ t1
t0
dt3
∑
m
GF,Ri↓m↓i↓m↓
(
t1, t3
)
W
ns,f,1/2,≷
m↓j↑
(
t3, t2
)
+
+ U
(
t1
) ∫ t2
t0
dt3
∑
m
GF,≷i↓m↓i↓m↓
(
t1, t3
)
W
ns,f,1/2,A
m↓j↑
(
t3, t2
)
,
W
ns,f,1/2,A/R
i↑j↑
(
t1, t2
)
= ΦGW,f,1/2,A/Rij↑
(
t1, t2
)
+
+ U
(
t1
) ∫ t2/1
t1/2
dt3
∑
m
G
F,A/R
i↓m↓i↓m↓
(
t1, t3
)
W
ns,f,1/2,A/R
m↓j↑
(
t3, t2
)
,
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W
ns,f,1/2,≷
i↓j↑
(
t1, t2
)
= U
(
t1
) ∫ t1
t0
dt3
∑
m
GF,Ri↑m↑i↑m↑
(
t1, t3
)
W
ns,f,1/2,≷
m↑j↑
(
t3, t2
)
+
+ U
(
t1
) ∫ t2
t0
dt3
∑
m
GF,≷i↑m↑i↑m↑
(
t1, t3
)
W
ns,f,1/2,A
m↑j↑
(
t3, t2
)
,
W
ns,f,1/2,A/R
i↓j↑
(
t1, t2
)
= U
(
t1
) ∫ t2/1
t1/2
dt3
∑
m
G
F,A/R
i↑m↑i↑m↑
(
t1, t3
)
W
ns,f,1/2,A/R
m↑j↑
(
t3, t2
)
,
W
ns,f,1/2,≷
i↓j↓
(
t1, t2
)
= ΦGW,f,1/2,≷ij↓
(
t1, t2
)
+
+ U
(
t1
) ∫ t1
t0
dt3
∑
m
GF,Ri↑m↑i↑m↑
(
t1, t3
)
W
ns,f,1/2,≷
m↑j↓
(
t3, t2
)
+
+ U
(
t1
) ∫ t2
t0
dt3
∑
m
GF,≷i↑m↑i↑m↑
(
t1, t3
)
W
ns,f,1/2,A
m↑j↓
(
t3, t2
)
,
W
ns,f,1/2,A/R
i↓j↓
(
t1, t2
)
= ΦGW,f,1/2,A/Rij↓
(
t1, t2
)
+
+ U
(
t1
) ∫ t2/1
t1/2
dt3
∑
m
G
F,A/R
i↑m↑i↑m↑
(
t1, t3
)
W
ns,f,1/2,A/R
m↑j↓
(
t3, t2
)
,
W
ns,f,1/2,≷
i↑j↓
(
t1, t2
)
= U
(
t1
) ∫ t1
t0
dt3
∑
m
GF,Ri↓m↓i↓m↓
(
t1, t3
)
W
ns,f,1/2,≷
m↓j↓
(
t3, t2
)
+
+ U
(
t1
) ∫ t2
t0
dt3
∑
m
GF,≷i↓m↓i↓m↓
(
t1, t3
)
W
ns,f,1/2,A
m↓j↓
(
t3, t2
)
W
ns,f,1/2,A/R
i↑j↓
(
t1, t2
)
= U1
∫ t2/1
t1/2
dt3
∑
m
G
F,A/R
i↓m↓i↓m↓
(
t1, t3
)
W
ns,f,1/2,A/R
m↓j↓
(
t3, t2
)
.
The correlation components of the selfenergy read
ΣGW,corr,f,≷i↑j↑
(
t1, t2
)
= i~W ns,f,≷i↑j↑
(
t1, t2
)
G≷i↑j↑
(
t1, t2
)
, (315)
ΣGW,corr,f,≷i↓j↓
(
t1, t2
)
= i~W ns,f,≷i↓j↓
(
t1, t2
)
G≷i↓j↓
(
t1, t2
)
. (316)
With this we conclude the discussion of the GW approximation. As mentioned
before the strength of this approximation is the account of long-range screening effects and
collective excitations (plasmons) which is of particular relevance for systems with Coulomb
interaction. As we have seen in Sec. 3, the GW approximation has an impressively
high accuracy, in many cases. At the same time, the GW approximation does not take
into account strong-coupling effects since it includes only terms of second order in the
(screened) interaction. Effects of multiple scattering are, thus, missing.
The inclusion of these effects for the case of a static pair interaction is the goal of
the T -matrix approximation that is studied in Sec. 5.3. On the other hand, to account
CONTENTS 120
for multiple scattering and dynamical screening simultaneously, is the goal of the FLEX
scheme that is discussed in Sec. 5.5.
5.3. Strong coupling. T -matrix approximation. Particle–particle and particle–hole
T matrices
The goal of the T -matrix approximation is to capture effects of multiple scattering that are
important in strongly coupled systems, but are missing in the second-Born approximation.
The solution is to sum all higher-order Born terms up what leads to an effective interaction.
In contrast to the GW approximation, the T -matrix approximation takes only the bare
interaction, w, into account (at least in its standard versions), neglecting dynamical
screening, and aims, instead, at a good approximation of the bare vertex function Λ.
The goal here is to accurately capture multiple scattering effects. Thus, its constitutive
equations are the Dyson equationxxiii
G
(
1, 2
)
= G(0)
(
1, 2
)
+G(0)
(
1, 3
)
Σ
(
3, 4
)
G
(
4, 2
) = + ,
(317)
the equation for the selfenergy, cf. Eqs. (95) and (97),
Σ
(
1, 2
)
= ΣH
(
1, 2
)
+ Σxc
(
1, 2
) = ±i~ + xc , (318)
with the exchange–correlation selfenergy (all contributions beyond Hartree) given by
Σxc
(
1, 2
)
= i~w
(
1, 3
)
G
(
1, 4
)
Λ
(
4, 2, 3
) xc = i~ . (319)
The bare vertex Λ is self-consistently given as the solution of the integral equation
xxiiiThe corresponding equations in the full notation are given in Appendix A.4.
CONTENTS 121
Λ
(
1, 2, 3
)
= δ
(
1, 2+
)
δ
(
3, 2
)
+
δΣ
(
1, 2
)
δG
(
4, 5
)G(4, 6)G(7, 5)Λ(6, 7, 3)
= + .
(320)
If these equations are iterated ad infinitum, all selfenergy terms will be
generated. To break the circular dependence between Eqs. (319) and (320), the T -
matrix approximation starts by taking the bare vertex on the right-hand side of Eq. (320)
only in zeroth order, transforming it into
Λcl
(
1, 2, 3
)
= δ
(
1, 2+
)
δ
(
3, 2
)
+
δΣcl
(
1, 2
)
δG
(
4, 5
) G(4, 6)G(7, 5)Λ(0)(6, 7, 3)
= δ
(
1, 2+
)
δ
(
3, 2
)
+
δΣcl
(
1, 2
)
δG
(
4, 5
) G(4, 3)G(3, 5)
7→ +
∣∣∣∣∣∣ 7→
= + . (321)
This closure of the equation for Λ allows to systematically generate results for the
selfenergy which we will denote by the superscript “cl”. Using this result in Eq. (318),
we obtain [cf. Eq. (156)]
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Σcl
(
1, 2
)
= ΣH
(
1, 2
)
+ i~w
(
1, 3
)
G
(
1, 4
)
Λcl
(
4, 2, 3
)
= ΣH
(
1, 2
)
+ ΣF
(
1, 2
)
+ i~w
(
1, 3
)
G
(
1, 4
)δΣcl(4, 2)
δG
(
5, 6
)
G
(
5, 3
)
G
(
3, 6
)
7→ ±i~
+ i~
∣∣∣∣∣∣ 7→ +
= ±i~ + i~
+ i~ . (322)
To solve for δΣcl/δG, we differentiate the whole equation with respect to G:
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δΣcl
(
1, 2
)
δG
(
7, 8
) = ±i~δ(1, 2)δ(7, 8)w(1, 7)+ i~δ(1, 7)δ(2, 8)w(1, 2)
+ i~δ
(
1, 7
)
w
(
1, 3
)δΣcl(8, 2)
δG
(
5, 6
) G(5, 3)G(3, 6)
+ i~w
(
1, 8
)
G
(
1, 4
)δΣcl(4, 2)
δG
(
7, 6
) G(8, 6)
+ i~w
(
1, 7
)
G
(
1, 4
)δΣcl(4, 2)
δG
(
5, 8
) G(5, 7)
+ i~w
(
1, 3
)
G
(
1, 4
) δΣcl(4, 2)
δG
(
5, 6
)
δG
(
7, 8
)G(5, 3)G(3, 6)
7→ ±i~

+ i~

+ i~

+ i~

+ i~

+ i~ 
= ±i~ + i~ + i~
+ i~ + i~ + i~  . (323)
This equation is still very complicated. Therefore, to make further progress, we transform
Eq. (323) into a closed equation for δΣ
cl
δG
by neglecting the term δΣ
cl(4,2)
δG(5,6)δG(7,8) . The first
iteration yields the second-order terms
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δΣcl,(2)
(
1, 2
)
δG
(
7, 8
) ≈ i~δ(1, 7)w(1, 3)δΣcl,(1)
(
8, 2
)
δG
(
5, 6
) G(5, 3)G(3, 6)
+ i~w
(
1, 8
)
G
(
1, 4
)δΣcl,(1)(4, 2)
δG
(
7, 6
) G(8, 6)
+ i~w
(
1, 7
)
G
(
1, 4
)δΣcl,(1)(4, 2)
δG
(
5, 8
) G(5, 7)
= ±
(
i~
)2
δ
(
1, 7
)
δ
(
8, 2
)
w
(
1, 3
)
w
(
2, 5
)
G
(
5, 3
)
G
(
3, 5
)
+
(
i~
)2
δ
(
1, 7
)
w
(
1, 3
)
w
(
8, 2
)
G
(
8, 3
)
G
(
3, 2
)
±
(
i~
)2
w
(
1, 8
)
G
(
1, 2
)
w
(
2, 7
)
G
(
8, 7
)
+
(
i~
)2
w
(
1, 8
)
G
(
1, 7
)
w
(
7, 2
)
G
(
8, 2
)
±
(
i~
)2
w
(
1, 7
)
G
(
1, 2
)
w
(
2, 8
)
G
(
8, 7
)
+
(
i~
)2
δ
(
2, 8
)
w
(
1, 7
)
G
(
1, 4
)
w
(
4, 2
)
G
(
4, 7
)
≈ i~
∣∣∣∣∣∣ 7→±i~ +i~
+ i~
∣∣∣∣∣∣ 7→±i~ +i~
+ i~
∣∣∣∣∣∣ 7→±i~ +i~
= ± (i~)2 + (i~)2 ± (i~)2
+ (i~)2 ± (i~)2 + (i~)2 , (324)
recovering Eqs. (220) and (225) from the derivation of the third-order selfenergy guided
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by Hedin’s equations. Note that, for the first iteration, δΣ
cl(4,2)
δG(5,6)δG(7,8) is exactly equal to
zero, thus Eq. (324) is also exact up to second order in w.
Considering Eq. (323), in the following, each of the three leading higher-order terms
will be treated separately, starting off its particular diagrammatic series. Looking back
at Eqs. (323) and (324), it is convenient to choose a common starting point for all series,
leading to the same first- and second-order selfenergy contributions,
Σcl,(1)
(
1, 2
)
= ΣH
(
1, 2
)
+ ΣF
(
1, 2
)
Σcl,(2)
(
1, 2
)
= i~w
(
1, 3
)
G
(
1, 4
)δΣcl,(1)(4, 2)
δG
(
5, 6
)
G
(
5, 3
)
G
(
3, 6
)
= ±
(
i~
)2
w
(
1, 3
)
G
(
1, 2
)
w
(
2, 5
)
G
(
5, 3
)
G
(
3, 5
)
+
(
i~
)2
w
(
1, 3
)
G
(
1, 4
)
w
(
4, 2
)
G
(
4, 3
)
G
(
3, 2
)
7→ ±i~ + i~ (325)
7→ +i~
∣∣∣∣∣∣ 7→±i~ +i~
= ± (i~)2 + (i~)2 ,
(326)
which agree with the exact first and second-order terms, already encountered in Eqs. (158),
(176) and (183).
The first diagram series (A) is generated by decoupling the first higher-order
contribution of the derivation of the selfenergy in Eq. (323), leading to
δΣcl,A
(
1, 2
)
δG
(
7, 8
)
= ±i~δ
(
1, 2
)
δ
(
7, 8
)
w
(
1, 7
)
+ i~δ
(
1, 7
)
δ
(
2, 8
)
w
(
1, 2
)
+ i~δ
(
1, 7
)
w
(
1, 3
)δΣcl,A(8, 2)
δG
(
5, 6
)
G
(
5, 3
)
G
(
3, 6
)
7→ ±i~ + i~
+ i~ . (327)
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The corresponding third-order selfenergy terms of series A follow by insertion of the
respective second-order derivative terms in Eq. (324) as
Σcl,A(3)
(
1, 2
)
= i~w
(
1, 3
)
G
(
1, 4
)δΣcl,A(2)(4, 2)
δG
(
5, 6
)
G
(
5, 3
)
G
(
3, 6
)
= ±
(
i~
)3
w
(
1, 3
)
G
(
1, 4
)
w
(
4, 5
)
w
(
2, 6
)
G
(
6, 5
)
G
(
5, 6
)
G
(
4, 3
)
G
(
3, 2
)
+
(
i~
)3
w
(
1, 3
)
G
(
1, 4
)
w
(
4, 5
)
w
(
6, 2
)
G
(
6, 5
)
G
(
5, 2
)
G
(
4, 3
)
G
(
3, 6
)
7→ i~
∣∣∣∣∣∣ 7→±(i~)2
+(i~)2
= ± (i~)3
+ (i~)3 . (328)
At this point it is convenient to go back to the full notation and, particularly, the
single-time interaction, to estimate the numerical effort of computationally solving the
first diagrammatic series. By introducing the kernel K in the following way,
KAijkl
(
z1, z2, z3, z4
)
:= ±δΣ
cl,A
ik
(
z1, z3
)
δGlj
(
z4, z2
) , (329)
we arrive at a closed equation for KAijkl
(
z1, z2, z3, z4
)
,
KAijkl
(
z1, z2, z3, z4
)
= ±i~δC
(
z1, z3
)
δC
(
z1, z4
)
δC
(
z1+ , z2
)
w±ijkl
(
z1
)
+ (330)
+ i~δC
(
z1, z4
)∑
pq
wipql
(
z1
)
×
×
∫
C
dz5dz6
∑
rs
KAjskr
(
z2, z6, z3, z5
)
Grp
(
z5, z1
)
Gqs
(
z1, z6
)
,
where we introduced the (anti-)symmetrized interaction, w±ijkl
(
z1
)
:= wijkl
(
z1
)
±wjikl
(
z1
)
.
Iterating this equation, starting from
K
A,(1)
ijkl
(
z1, z2, z3, z4
)
= ±i~δC
(
z1, z3
)
δC
(
z1, z4
)
δC
(
z1+ , z2
)
w±ijkl
(
z1
)
,
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we have, for the second iteration,
K
A,(2)
ijkl
(
z1, z2, z3, z4
)
= i~δC
(
z1, z4
)∑
pq
wipql
(
z1
)
×
×
∫
C
dz5dz6
∑
rs
K
A,(1)
jskr
(
z2, z6, z3, z5
)
Grp
(
z5, z1
)
Gqs
(
z1, z6
)
= ±
(
i~
)2
δC
(
z1, z4
)
δC
(
z2, z3
)∑
pq
wipql
(
z1
)∑
rs
w±jskr
(
z2
)
Grp
(
z2, z1
)
Gqs
(
z1, z2
)
,
Similarly, we obtain the third and fourth iterations,
K
A,(3)
ijkl
(
z1, z2, z3, z4
)
= i~δC
(
z1, z4
)∑
pq
wipql
(
z1
)
×
×
∫
C
dz5dz6
∑
rs
K
A,(2)
jskr
(
z2, z6, z3, z5
)
Grp
(
z5, z1
)
Gqs
(
z1, z6
)
= ±i~δC
(
z1, z4
)∑
pq
wipql
(
z1
)∑
rs
K
A,(2)
jskr
(
z2, z3, z3, z2
)
Grp
(
z2, z1
)
Gqs
(
z1, z3
)
,
K
A,(4)
ijkl
(
z1, z2, z3, z4
)
= i~δC
(
z1, z4
)∑
pq
wipql
(
z1
)
×
∫
C
dz5dz6
∑
rs
K
A,(3)
jskr
(
z2, z6, z3, z5
)
Grp
(
z5, z1
)
Gqs
(
z1, z6
)
= i~δC
(
z1, z4
)∑
pq
wipql
(
z1
) ∫
C
dz6
∑
rs
K
A,(3)
jskr
(
z2, z6, z3, z2
)
Grp
(
z2, z1
)
Gqs
(
z1, z6
)
,
and a similar structure for the higher orders. It is noteworthy that the computation
of the fourth- and higher-order iterations are of complexity O
(
N4t
)
, since, due to the
appearance of the delta function, δC
(
z1, z4
)
,
K
A,(N)
ijkl
(
z1, z2, z3, z4
)
= δC
(
z1, z4
)
K
A,(N)
ijkl
(
z1, z2, z3, z1
)
, (331)
and the right-hand side contains one integral over an intermediate time, which typically
limits the applicability of this approximation to very short time scales. Therefore, series
A is usually omitted in efficient quantum-many-body frameworks.
The second approximation (B) is generated by the second higher-order
contribution of δΣ
cl
δG
in Eq. (323), leading to
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δΣcl,B
(
1, 2
)
δG
(
7, 8
)
= ±i~δ
(
1, 2
)
δ
(
7, 8
)
w
(
1, 7
)
+ i~δ
(
1, 7
)
δ
(
2, 8
)
w
(
1, 2
)
+ i~w
(
1, 8
)
G
(
1, 4
)δΣcl,B(4, 2)
δG
(
7, 6
) G(8, 6)
7→ ±i~ + i~
+ i~ . (332)
Using the respective second-order derivative terms in Eq. (324) one obtains the third-
order selfenergy contributions of series B,
Σcl,B(3)
(
1, 2
)
= i~w
(
1, 3
)
G
(
1, 4
)δΣcl,B(2)(4, 2)
δG
(
5, 6
)
G
(
5, 3
)
G
(
3, 6
)
= ±
(
i~
)3
w
(
1, 3
)
G
(
1, 4
)
w
(
4, 6
)
G
(
4, 2
)
w
(
2, 5
)
G
(
6, 5
)
G
(
5, 3
)
G
(
3, 6
)
+
(
i~
)3
w
(
1, 3
)
G
(
1, 4
)
w
(
4, 6
)
G
(
4, 5
)
w
(
5, 2
)
G
(
6, 2
)
G
(
5, 3
)
G
(
3, 6
)
7→ i~
∣∣∣∣∣∣ 7→±(i~)2
+(i~)2
= ± (i~)3
+ (i~)3 . (333)
In the full notation with the single-time interaction we again introduce a kernel K for
the series B:
KBijkl
(
z1, z2, z3, z4
)
:= ±δΣ
cl,B
ik
(
z1, z3
)
δGlj
(
z4, z2
) , (334)
which obeys the equation of motion
KBijkl
(
z1, z2, z3, z4
)
= ±i~δC
(
z1, z3
)
δC
(
z1, z4
)
δC
(
z1+ , z2
)
w±ijkl
(
z1
)
+
+ i~δC
(
z1, z2
)∑
mq
wijqm
(
z1
) ∫
C
dz5
∑
n
Gmn
(
z1, z5
)
×
∫
C
dz6
∑
s
KBnskl
(
z5, z6, z3, z4
)
Gqs
(
z1, z6
)
.
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Iterating, starting again from the first iteration,
K
B,(1)
ijkl
(
z1, z2, z3, z4
)
= ±i~δC
(
z1, z3
)
δC
(
z1, z4
)
δC
(
z1+ , z2
)
w±ijkl
(
z1
)
,
we find, for the second iteration,
K
B,(2)
ijkl
(
z1, z2, z3, z4
)
= i~δC
(
z1, z2
)∑
mq
wijqm
(
z1
) ∫
C
dz5
∑
n
Gmn
(
z1, z5
)
×
×
∫
C
dz6
∑
s
K
B,(1)
nskl
(
z5, z6, z3, z4
)
Gqs
(
z1, z6
)
= (335)
= i~δC
(
z1, z2
)
δC
(
z3, z4
)∑
mq
wijqm
(
z1
)∑
n
Gmn
(
z1, z3
)∑
s
K
B,(1)
nskl
(
z3, z3, z3, z3
)
Gqs
(
z1, z3
)
and, for the third iteration,
K
B,(3)
ijkl
(
z1, z2, z3, z4
)
= i~δC
(
z1, z2
)∑
mq
wijqm
(
z1
) ∫
C
dz5
∑
n
Gmn
(
z1, z5
)
×
∫
C
dz6
∑
s
K
B,(2)
nskl
(
z5, z6, z3, z4
)
Gqs
(
z1, z6
)
= (336)
= i~δC
(
z1, z2
)
δC
(
z3, z4
)∑
mq
wijqm
(
z1
) ∫
C
dz5
∑
n
Gmn
(
z1, z5
)
×
∑
s
K
B,(2)
nskl
(
z5, z5, z3, z3
)
Gqs
(
z1, z5
)
.
In similar manner higher orders are derived. The structure of this approximation is such
that the computation of all terms scales as O
(
N3t
)
since, due to the two delta functions,
we have, for each iteration order (N),
K
B,(N)
ijkl
(
z1, z2, z3, z4
)
= δC
(
z1, z2
)
δC
(
z3, z4
)
K
B,(N)
ijkl
(
z1, z2
)
,
and one integration on the right-hand side. With this, one finds [cf. Eq. (336)],
KBijkl
(
z1, z3
)
= δC
(
z1, z3
)
K
B,(1)
ijkl
(
z1, z1
)
+ (337)
+
∑
mq
wijqm
(
z1
) ∫
C
dz5
∑
ns
GHmqns
(
z1, z5
)
KBnskl
(
z5, z3
)
,
where Eq. (280) has been used, in the last line. To simplify the following expressions
further, it is useful to eliminate the contributions with the delta function by introducing
the non-singular kernel (superscript “ns”)xxiv [cf. Eqs. (337) and (335)], according to
KB,nsijkl
(
z1, z2
)
:= KBijkl
(
z1, z2
)
− δC
(
z1, z2
)
K
B,(1)
ijkl
(
z1, z1
)
= (338)
= KBijkl
(
z1, z2
)
∓ i~δC
(
z1, z2
)
w±ijkl
(
z1
)
.
xxivthis follows the procedure applied for the GWA, Sec. 5.2
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It obeys its own equation where no singular terms appear anymore [cf. Eq. (337)],
KB,nsijkl
(
z1, z2
)
=
∑
mq
wijqm
(
z1
) ∫
C
dz5
∑
ns
GHmqns
(
z1, z5
)
×
×
{
KB,nsnskl
(
z5, z2
)
± i~δC
(
z5, z2
)
w±nskl
(
z2
)}
=± i~∑
mq
wijqm
(
z1
)∑
ns
GHmqns
(
z1, z2
)
w±nskl
(
z2
)
+
∑
mq
wijqm
(
z1
) ∫
C
dz5
∑
ns
GHmqns
(
z1, z5
)
KB,nsnskl
(
z5, z2
)
. (339)
The corresponding selfenergy reads, [cf. Eq. (322)],
Σcl,Bij
(
z1, z2
)
= ΣHij
(
z1, z2
)
+ ΣFij
(
z1, z2
)
+ Σcl,corr,Bij
(
z1, z2
)
(340)
Σcl,corr,Bij
(
z1, z2
)
=: ±i~∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
× (341)
∫
C
dz4dz5
∑
rs
KBnsjr
(
z3, z5, z2, z4
)
Grp
(
z4, z1
)
Gqs
(
z1, z5
)
,
where we defined the correlation part of the selfenergy via the additional superscript
“corr”. Inserting the expression for KB, we find
Σcl,corr,Bij
(
z1, z2
)
= ±i~∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
×
×∑
rs
Gqs
(
z1, z3
)
KBnsjr
(
z3, z2
)
Grp
(
z2, z1
)
,
which, by insertion of Eq. (338), transforms to
Σcl,corr,Bij
(
z1, z2
)
= ±∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
nrs
GHmqns
(
z1, z3
)
×
×
{
KB,nsnsjr
(
z3, z2
)
± i~δC
(
z3, z2
)
w±nsjr
(
z2
)}
Grp
(
z2, z1
)
.
After restructuring, one has
Σcl,corr,Bij
(
z1, z2
)
= ±
(
±i~∑
mpq
wipqm
(
z1
)∑
nrs
GHmqns
(
z1, z3
)
w±nsjr
(
z2
)
+
+
∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
nrs
GHmqns
(
z1, z3
)
KB,nsnsjr
(
z3, z2
))
Grp
(
z2, z1
)
.
Looking at Eq. (339), it is obvious that the right-hand side already contains the first
iteration of the recursion equation, so we simply have
Σcl,corr,Bij
(
z1, z2
)
= ±∑
pr
KB,nsipjr
(
z1, z2
)
Grp
(
z2, z1
)
. (342)
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With the definition
i~T ppijkl
(
z1, z2
)
:= ±KB,nsijkl
(
z1, z2
)
, (343)
the coupled solution of, Eqs. (339) and (342) becomes,
T ppijkl
(
z1, z2
)
= Φppijkl
(
z1, z2
)
+
∑
mq
wijqm
(
z1
)∑
ns
∫
C
dz5G
H
mqns
(
z1, z5
)
T ppnskl
(
z5, z2
)
, (344)
Φppijkl
(
z1, z2
)
=:
∑
mq
wijqm
(
z1
)∑
ns
GHmqns
(
z1, z2
)
w±nskl
(
z2
)
, (345)
where we introduced an abbreviation for the first term that contains the second-Born
approximation [as we did before for the GW approximation].
Thus, according to Eq. (342), the correlation part of the selfenergy in the so-called
(particle–particle) T -matrix approximation is given by
Σppij
(
z1, z2
)
:= ΣT
pp,corr
ij
(
z1, z2
)
= i~
∑
pr
T ppipjr
(
z1, z2
)
Grp
(
z2, z1
)
. (346)
The T matrix relates to a similar quantity in scattering theory, which is called transfer
matrix there. It describes an interacting scattering state of a system selfconsistently
in terms of a free state of two particles which undergo multiple (in general, infinitely
many) scattering events with each other, which can be resummed into the transfer matrix
acting on the two particles. Looking at Eqs. (344) and (346), the same interpretation is
possible, since GH describes a particle pair, and their scattering is governed by T pp.
The Keldysh correlation components of the particle–particle T matrix read
T pp,≷ijkl
(
t1, t2
)
= Φpp,≷ijkl
(
t1, t2
)
+
∑
mq
wijqm
(
t1
)∑
ns
× (347)
(∫ t1
t0
dt5G
H,R
mqns
(
t1, t5
)
T pp,≷nskl
(
t5, t2
)
+
∫ t2
t0
dt5G
H,≷
mqns
(
t1, t5
)
T pp,Anskl
(
t5, t2
))
,
where Φpp,≷ is the ≷-component of Φpp that is obtained from Eq. (345) by replacing
GH → GH,≷. Analogously, we have for the advanced/retarded Keldysh component and
T
pp,A/R
ijkl
(
t1, t2
)
= Φpp,A/Rijkl
(
t1, t2
)
+
∑
mq
wijqm
(
t1
)∑
ns
∫ t2/1
t1/2
dt5G
H,A/R
mqns
(
t1, t5
)
T
pp,A/R
nskl
(
t5, t2
)
,
where Φpp,A/R again follows from Φpp by replacing GH → GH,A/R, and in the notation
t1/2 the first (second) subscript refers to the advanced (retarded) function. For the
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Figure 30. Leading terms of the particle–particle T -matrix selfenergy, Σpp,diag
(including first-order terms), in a diagonal basis.
correlation components of the particle–particle T -matrix selfenergy (346), we have
Σpp,≷ij
(
t1, t2
)
= i~
∑
pr
T pp,≷ipjr
(
t1, t2
)
G≶rp
(
t2, t1
)
.
Particle–particle T matrix in a diagonal basis. In a basis with diagonal
interaction, wijkl = δilδjkwij, Eq. (344) attains the form
T pp,diagijkl
(
z1, z2
)
=: Φpp,diagijkl
(
z1, z2
)
+ (348)
+ wij
(
z1
)∑
ns
∫
C
dz5G
H
ijns
(
z1, z5
)
T pp,diagnskl
(
z5, z2
)
,
where the diagonal basis version of Eq. (345) is
Φpp,diagijkl
(
z1, z2
)
= wij
(
z1
) {
GHijlk
(
z1, z2
)
±GHijkl
(
z1, z2
)}
wlk
(
z2
)
. (349)
The correlation part of the selfenergy, corresponding to Eq. (346), reads
Σpp,diagij
(
z1, z2
)
= i~
∑
pr
T pp,diagipjr
(
z1, z2
)
Grp
(
z2, z1
)
. (350)
The leading contributions to the selfenergy for a diagonal basis are shown in Fig. 30.
The respective Keldysh matrix components are
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T pp,diag,≷ijkl
(
t1, t2
)
= Φpp,diag,≷ijkl
(
t1, t2
)
+ (351)
+ wij
(
t1
)(∫ t1
t0
dt5
∑
ns
GH,Rijns
(
t1, t5
)
T pp,diag,≷nskl
(
t5, t2
)
+
+
∫ t2
t0
dt5G
H,≷
ijns
(
t1, t5
)
T pp,diag,Anskl
(
t5, t2
))
,
T
pp,diag,A/R
ijkl
(
t1, t2
)
= Φpp,diag,A/Rijkl
(
t1, t2
)
+ (352)
+ wij
(
t1
)∑
ns
∫ t2/1
t1/2
dt5G
H,A/R
ijns
(
t1, t5
)
T
pp,diag,A/R
nskl
(
t5, t2
)
and, finally, the diagonal version of the correlation selfenergy (346) becomes
Σpp,diag,≷ij
(
t1, t2
)
=
∑
pr
T pp,diag,≷ipjr
(
t1, t2
)
G≶rp
(
t2, t1
)
.
Particle–particle T matrix in the Hubbard basis. In the Hubbard basis the
expressions for the T matrix simplify further. We start from the case of bosons. In the
bosonic Hubbard basis, the particle–particle T matrix reads
T pp,biαjβkαlβ
(
z1, z2
)
= δijδklΦ
pp,b
iαiβkαkβ
(
z1, z2
)
+ (353)
+ δijU
(
z1
)∑
ns
∫
C
dz5G
H
iαiβnαsβ
(
z1, z5
)
T pp,bnαsβkαlβ
(
z5, z2
)
,
where the bosonic Hubbard version of the function Φpp is given by
Φpp,biαiβkαkβ
(
z1, z2
)
=: 2U
(
z1
)
GHiαiβkαkβ
(
z1, z2
)
U
(
z2
)
. (354)
For the correlation part of the selfenergy, we now have
Σpp,biαjα
(
z1, z2
)
= i~
∑
pr
∑

T pp,biαpjαr
(
z1, z2
)
Grp
(
z2, z1
)
.
From these equations it is evident that the equality
Φpp,biαjβkαlβ
(
z1, z2
)
= δijδklΦ
pp,b
iαiβkαkβ
(
z1, z2
)
=: δijδklΦ
pp,b
ikαβ
(
z1, z2
)
, (355)
implies T pp,biαjβkαlβ
(
z1, z2
)
=: δijδklT
pp,b
ikαβ
(
z1, z2
)
, which is verified by iteration. Regarding
the notation, one has to bear in mind that T pp,bikαβ and G
H
ikαβ := G
H
iαiβkαkβ are quantities
of all four spin-space orbitals
∣∣∣iα〉, ∣∣∣iβ〉, ∣∣∣kα〉, ∣∣∣kβ〉. With this, the equations become
T pp,bikαβ
(
z1, z2
)
= Φpp,bikαβ
(
z1, z2
)
+ U
(
z1
)∑
n
∫
C
dz5G
H
inαβ
(
z1, z5
)
T pp,bnkαβ
(
z5, z2
)
,
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and the correlation selfenergy is
Σpp,biαjα
(
z1, z2
)
= i~
∑

T pp,bijα
(
z1, z2
)
Gji
(
z2, z1
)
.
The Keldysh greater/less matrix components of the selfenergy and the T matrix read
Σpp,b,≷iαjα
(
t1, t2
)
= i~
∑

T pp,b,≷ijα
(
t1, t2
)
G≶ji
(
t2, t1
)
,
T pp,b,≷ikαβ
(
t1, t2
)
= Φpp,b,≷ikαβ
(
t1, t2
)
+ U
(
t1
)∑
n
(356)(∫ t1
t0
dt5G
H,R
inαβ
(
t1, t5
)
T pp,≷nkαβ
(
t5, t2
)
+
∫ t2
t0
dt5G
H,≷
inαβ
(
t1, t5
)
T pp,Ankαβ
(
t5, t2
))
,
whereas the advanced/retarded component is given by
T
pp,b,A/R
ikαβ
(
t1, t2
)
= Φpp,b,A/Rikαβ
(
t1, t2
)
+ (357)
+ U
(
t1
)∑
n
∫ t1/2
t1/2
dt5G
H,A/R
inαβ
(
t1, t5
)
T
pp,A/R
nkαβ
(
t5, t2
)
.
In the special case of spin-0 bosons, there is no spin index, and we have
T pp,b,0ik
(
z1, z2
)
= Φpp,b,0ik
(
z1, z2
)
+ U
(
z1
)∑
n
∫
C
dz5G
H
in
(
z1, z5
)
T pp,b,0nk
(
z5, z2
)
,
and the correlation part of the selfenergy reduces to
Σpp,b,0ij
(
z1, z2
)
= i~T pp,b,0ij
(
z1, z2
)
Gji
(
z2, z1
)
. (358)
The greater/less components of the correlation selfenergy are
Σpp,b,0,≷ij
(
t1, t2
)
= i~T pp,b,0,≷ij
(
t1, t2
)
G≶ji
(
t2, t1
)
, (359)
with the Keldysh components of the T matrix given by
T pp,b,0,≷ik
(
t1, t2
)
= Φpp,b,0,≷ik
(
t1, t2
)
+ U
(
t1
)∑
n
(360)
×
(∫ t1
t0
dt5G
H,R
in
(
t1, t5
)
T pp,b,0,≷nk
(
t5, t2
)
+
∫ t2
t0
dt5G
H,≷
in
(
t1, t5
)
T pp,b,0,Ank
(
t5, t2
))
,
T
pp,b,0,A/R
ik
(
t1, t2
)
= Φpp,b,0,A/Rik
(
t1, t2
)
+ (361)
+ U
(
t1
)∑
n
∫ t2/1
t1/2
dt5G
H,A/R
in
(
t1, t5
)
T
pp,b,0,A/R
nk
(
t5, t2
)
.
The corresponding diagrams are shown in Fig. 31.
Fermions. Let us now consider the results for the T -matrix approximation for the
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Figure 31. Leading terms of Σpp,b,0 (including first-
order terms) in the Hubbard basis for spin-0 bosons.
Each term carries a factor of two.
fermionic Hubbard model. The correlation part of the selfenergyxxv is
Σpp,fiαjα
(
z1, z2
)
= ih
∑
pr
∑

T pp,fiαpjαr
(
z1, z2
)
Grp
(
z2, z1
)
,
and the equation of motion for the T matrix reads
T pp,fiαjβkαlβ
(
z1, z2
)
= U
(
z1
)
δijδklδ¯αβ × (362){
GHiαiβkβkα
(
z1, z2
)
δαβ −GHiαiβkαkβ
(
z1, z2
)
δααδββ
}
U
(
z2
)
+
+ U
(
z1
)
δ¯αβδij
∑
ns
∫
C
dz5G
H
iαiβnαsβ
(
z1, z5
)
T pp,fnαsβkαlβ
(
z5, z2
)
.
After cancellations, the equation becomes
T pp,fiαjβkαlβ
(
z1, z2
)
= δ¯αβδijδklΦ
pp,f
iikkαβ
(
z1, z2
)
+ (363)
+ U
(
z1
)
δ¯αβδij
∑
ns
∫
C
dz5G
H
iαiβnαsβ
(
z1, z5
)
T pp,fnαsβkαlβ
(
z5, z2
)
,
Φpp,fiikkαβ
(
z1, z2
)
=: −U
(
z1
)
GHiαiβkαkβ
(
z1, z2
)
U
(
z2
)
, (364)
where we again introduced the function Φpp. Similar as for bosons, by iteration starting
with
Φpp,fiαjβkαlβ
(
z1, z2
)
= δ¯αβδijδklΦ
pp,f
iikkαβ
(
z1, z2
)
=: δ¯αβδijδklΦ
pp,f
ikα6=β
(
z1, z2
)
,
xxvThe total selfenergy contains the Hartree selfenergy. There is no Fock term.
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the particle–particle T matrix is also of the structure
T pp,fiαjβkαlβ
(
z1, z2
)
:= δ¯αβδijδklT
pp,f
iikkαβ
(
z1, z2
)
=: δijδklδ¯αβT
pp,f
ikα6=β
(
z1, z2
)
.
The resulting equations for the T matrix and the correlation selfenergy read
T pp,fikα6=β
(
z1, z2
)
= Φpp,fikα6=β
(
z1, z2
)
+ (365)
+ U
(
z1
)∑
n
∫
C
dz5G
H
inα 6=β
(
z1, z5
)
T pp,fnkα6=β
(
z5, z2
)
,
Σpp,fiαjα
(
z1, z2
)
= i~
∑
6=α
T pp,fijα6=
(
z1, z2
)
Gji
(
z2, z1
)
. (366)
The greater/less components of the selfenergy are given by
Σpp,f,≷iαjα
(
t1, t2
)
= i~
∑
6=α
T pp,f,≷ijα6=
(
t1, t2
)
G≶ji
(
t2, t1
)
,
whereas the Keldysh components of the T matrix are
T pp,f,≷ikα6=β
(
t1, t2
)
= Φpp,f,≷ikα6=β
(
t1, t2
)
+ (367)
U
(
t1
)∑
n
(∫ t1
t0
dt5G
H,R
inα 6=β
(
t1, t5
)
T pp,f,≷nkα6=β
(
t5, t2
)
+
+
∫ t2
t0
dt5G
H,≷
inα 6=β
(
t1, t5
)
T pp,f,Ankα6=β
(
t5, t2
))
,
and
T
pp,f,A/R
ikα6=β
(
t1, t2
)
= Φpp,f,A/Rikα6=β
(
t1, t2
)
+ U
(
t1
)∑
n
∫ t2/1
t1/2
dt5G
H,A/R
inα 6=β
(
t1, t5
)
T
pp,f,A/R
nkα6=β
(
t5, t2
)
.
In the special case of spin-12 fermions, we have
Φpp,f,1/2ikα6=β
(
z1, z2
)
=: Φpp,f,1/2ik
(
z1, z2
)
,
GHikα6=β
(
z1, z2
)
=: GHik
(
z1, z2
)
,
and, consequently, T pp,f,1/2ikα6=β
(
z1, z2
)
=: T pp,f,1/2ik
(
z1, z2
)
, holds. With this, one arrives at
T
pp,f,1/2
ik
(
z1, z2
)
= Φpp,f,1/2ik
(
z1, z2
)
+ (368)
+ U
(
z1
)∑
n
∫
C
dz5G
H
in
(
z1, z5
)
T
pp,f,1/2
nk
(
z5, z2
)
,
and obtains for the spin up and spin down selfenergies
Σpp,f,1/2i↑j↑
(
z1, z2
)
= i~T pp,f,1/2ij
(
z1, z2
)
Gj↓i↓
(
z2, z1
)
,
Σpp,f,1/2i↓j↓
(
z1, z2
)
= i~T pp,f,1/2ij
(
z1, z2
)
Gj↑i↑
(
z2, z1
)
.
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Figure 32. Leading terms of Σpp,f,1/2 (including first-order terms)
in the Hubbard basis for spin-1/2 fermions.
The greater/less components of the selfenergy are given by
Σpp,f,1/2,≷i↑j↑
(
t1, t2
)
= i~T pp,f,1/2,≷ij
(
t1, t2
)
G≶j↓i↓
(
t2, t1
)
,
Σpp,f,1/2,≷i↓j↓
(
t1, t2
)
= i~T pp,f,1/2,≷ij
(
t1, t2
)
G≶j↑i↑
(
t2, t1
)
,
and the corresponding greater/less Keldysh components of the T matrix are
T
pp,f,1/2,≷
ik
(
t1, t2
)
= Φpp,f,1/2,≷ik
(
t1, t2
)
+ (369)
+ U
(
t1
)∑
n
∫ t1
t0
dt5G
H,R
in
(
t1, t5
)
T
pp,f,1/2,≷
nk
(
t5, t2
)
+
+ U
(
t1
)∑
n
∫ t2
t0
dt5G
H,≷
in
(
t1, t5
)
T
pp,f,1/2,A
nk
(
t5, t2
)
,
whereas the advanced and retarded components become
T
pp,f,1/2,A/R
ik
(
t1, t2
)
= Φpp,f,1/2,A/Rik
(
t1, t2
)
(370)
+ U
(
t1
)∑
n
∫ t2/1
t1/2
dt5G
H,A/R
in
(
t1, t5
)
T
pp,f,1/2,A/R
nk
(
t5, t2
)
.
Finally, the corresponding Feynman diagrams are shown in Fig. 32.
5.4. Particle–hole T -matrix approximation
Returning to Eq. (323) and taking the third approximation (C), we have
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)
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+ i~w
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)
G
(
1, 4
)δΣcl,C(4, 2)
δG
(
5, 8
) G(5, 7)
7→ ±i~ + i~
+ i~ . (371)
The corresponding third-order selfenergy terms follow as [cf. Eq. (324)]
Σcl,C(3)
(
1, 2
)
= i~w
(
1, 3
)
G
(
1, 4
)δΣcl,C(2)(4, 2)
δG
(
5, 6
)
G
(
5, 3
)
G
(
3, 6
)
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(
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)3
w
(
1, 3
)
G
(
1, 4
)
G
(
4, 2
)
w
(
4, 5
)
w
(
2, 6
)
G
(
6, 5
)
G
(
5, 3
)
G
(
3, 6
)
+
(
i~
)3
w
(
1, 3
)
G
(
1, 4
)
w
(
4, 5
)
G
(
4, 6
)
w
(
6, 2
)
G
(
6, 5
)
G
(
5, 3
)
G
(
3, 2
)
7→ i~
∣∣∣∣∣∣ 7→±(i~)2
+(i~)2
= ± (i~)3
+ (i~)3 . (372)
The Kernel of series C is again introduced in the full notation with the single-time
interaction,
KCijkl
(
z1, z2, z3, z4
)
:= ±δΣ
cl,C
ik
(
z1, z3
)
δGlj
(
z4, z2
) ,
and obeys the equation
KCijkl
(
z1, z2, z3, z4
)
= ±i~δC
(
z1, z3
)
δC
(
z1, z4
)
δC
(
z1+ , z2
)
w±ijkl
(
z1
)
+ i~δC
(
z1, z4
)∑
mp
wiplm
(
z1
) ∫
C
dz5
∑
n
Gmn
(
z1, z5
)
×
×
∫
C
dz6
∑
r
KCnjkr
(
z5, z2, z3, z6
)
Grp
(
z6, z1
)
.
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Iterating as before, starting with
K
C,(1)
ijkl
(
z1, z2, z3, z4
)
= ±i~δC
(
z1, z3
)
δC
(
z1, z4
)
δC
(
z1+ , z2
)
w±ijkl
(
z1
)
, (373)
we arrive at
K
C,(2)
ijkl
(
z1, z2, z3, z4
)
= i~δC
(
z1, z4
)∑
mp
wiplm
(
z1
) ∫
C
dz5
∑
n
Gmn
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z1, z5
)
×
∫
C
dz6
∑
r
K
C,(1)
njkr
(
z5, z2, z3, z6
)
Grp
(
z6, z1
)
. (374)
Use of the δ-structure of KC,(1), leads to
K
C,(2)
ijkl
(
z1, z2, z3, z4
)
= i~δC
(
z1, z4
)
δC
(
z2, z3
)∑
mp
wiplm
(
z1
)∑
n
Gmn
(
z1, z2
)
×∑
r
K
C,(1)
njkr
(
z2, z2, z2, z2
)
Grp
(
z2, z1
)
, (375)
K
C,(3)
ijkl
(
z1, z2, z3, z4
)
= i~δC
(
z1, z4
)∑
mp
wiplm
(
z1
) ∫
C
dz5
∑
n
Gmn
(
z1, z5
)
×
∫
C
dz6
∑
r
K
C,(2)
njkr
(
z5, z2, z3, z6
)
Grp
(
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)
(376)
= i~δC
(
z1, z4
)
δC
(
z2, z3
)∑
mp
wiplm
(
z1
) ∫
C
dz5
∑
n
Gmn
(
z1, z5
)
×∑
r
K
C,(2)
njkr
(
z5, z2, z2, z5
)
Grp
(
z5, z1
)
.
The structure again remains the same for higher orders, so that this approximation lies
within O
(
N3t
)
due to
K
C,(N)
ijkl
(
z1, z2, z3, z4
)
=: δC
(
z1, z4
)
δC
(
z2, z3
)
K
C,(N)
ijkl
(
z1, z2
)
,
and one integration on the right-hand side. With this, we arrive at [cf. Eq. (373)]
KCijkl
(
z1, z2
)
= δC
(
z1, z2
)
K
C,(1)
ijkl
(
z1, z1
)
+ i~
∑
mp
wiplm
(
z1
)
×
∫
C
dz5
∑
n
Gmn
(
z1, z5
)∑
r
KCnjkr
(
z5, z2
)
Grp
(
z5, z1
)
. (377)
To simplify, we again go over to a non-singular kernel
KC,nsijkl
(
z1, z2
)
:= KCijkl
(
z1, z2
)
− δC
(
z1, z2
)
K
C,(1)
ijkl
(
z1, z1
)
= KCijkl
(
z1, z2
)
∓ i~δC
(
z1, z2
)
w±ijkl
(
z1
)
. (378)
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This quantity obeys the equation [cf. Eq. (376)]
KC,nsijkl
(
z1, z2
)
= i~
∑
mp
wiplm
(
z1
) ∫
C
dz5
∑
n
Gmn
(
z1, z5
)∑
r
Grp
(
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)
×
{
KC,nsnjkr
(
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)
± i~δC
(
z5, z2
)
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(
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)}
. (379)
Restructuring, this implies
KC,nsijkl
(
z1, z2
)
=±
(
i~
)2∑
mp
wiplm
(
z1
)∑
n
Gmn
(
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)∑
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+ i~
∑
mp
wiplm
(
z1
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∑
n
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r
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(
z5, z1
)
KC,nsnjkr
(
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)
and, finally,
KC,nsijkl
(
z1, z2
)
=i~
∑
mp
wiplm
(
z1
)∑
nr
GFmrpn
(
z1, z2
)
w±njkr
(
z2
)
(380)
±∑
mp
wiplm
(
z1
) ∫
C
dz5
∑
nr
GFmrpn
(
z1, z5
)
KC,nsnjkr
(
z5, z2
)
,
where in the last line, Eq. (281) has been used.
With this, the correlation selfenergy readsxxvi, [cf. Eq. (322)]
Σcl,corr,Cij
(
z1, z2
)
= ±i~∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
×
∫
C
dz4dz5
∑
rs
KCnsjr
(
z3, z5, z2, z4
)
Grp
(
z4, z1
)
Gqs
(
z1, z5
)
.
Using Eq. (378), we arrive at
Σcl,corr,Cij
(
z1, z2
)
= ±i~ ∑
mpqs
wipqm
(
z1
)
Gqs
(
z1, z2
)∑
nr
∫
C
dz3Gmn
(
z1, z3
)
Grp
(
z3, z1
)
×
{
KC,nsnsjr
(
z3, z2
)
± i~δC
(
z3, z2
)
w±nsjr
(
z2
)}
.
xxvithe total selfenergy contains, in addition the mean-field terms ΣH
ij
(
z1, z2
)
+ ΣF
ij
(
z1, z2
)
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Evaluating this expression further, we find
Σcl,corr,Cij
(
z1, z2
)
= ±∑
qs
Gqs
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)
×
×
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)∑
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)
±
±∑
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∑
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GFmrpn
(
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)
KC,nsnsjr
(
z3, z2
))
.
As for the particle–particle T matrix, the right-hand side already contains the first
iteration of Eq. (380) and, thus, we can simplify
Σcl,corr,Cij
(
z1, z2
)
= ±∑
qs
Gqs
(
z1, z2
)
KC,nsisjq
(
z1, z2
)
.
Defining i~T phijkl
(
z1, z2
)
:= ±KC,nsijkl
(
z1, z2
)
, and solving Eqs. (380) and (381), we have
T phijkl
(
z1, z2
)
= Φphijkl
(
z1, z2
)
±
±∑
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wiplm
(
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∑
nr
GFmrpn
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)
T phnjkr
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, (381)
Φphijkl
(
z1, z2
)
= ±∑
mp
wiplm
(
z1
)∑
nr
GFmrpn
(
z1, z2
)
w±njkr
(
z2
)
, (382)
where we again defined the proper function Φph corresponding to the first iteration
(second-Born approximation).
With these definitions, we obtain the correlation selfenergy
Σphij
(
z1, z2
)
:= ΣT
ph,corr
ij
(
z1, z2
)
= i~
∑
qs
Gqs
(
z1, z2
)
T phisjq
(
z1, z2
)
,
which is the so-called particle–hole T -matrix approximationxxvii (TPH). In contrast to
the particle–particle T matrix, which describes the recurrent scattering of a pair of
particles, the particle–hole T matrix describes the (multiple) scattering of a particle–hole
pair. The Keldysh components of the particle–hole T matrix read
T ph,≷ijkl
(
t1, t2
)
= Φph,≷ijkl
(
t1, t2
)
±∑
mp
wiplm
(
t1
)∑
nr
(383)
(∫ t1
t0
dt5G
F,R
mrpn
(
t1, t5
)
T ph,≷njkr
(
t5, t2
)
+
∫ t2
t0
dt5G
F,≷
mrpn
(
t1, t5
)
T ph,Anjkr
(
t5, t2
))
,
xxviiIn the context of the Fermi–Hubbard model for electrons, the particle–hole T matrix will later be
called electron–hole T matrix (TEH).
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and
T
ph,A/R
ijkl
(
t1, t2
)
= Φph,A/Rijkl
(
t1, t2
)
± (384)
±∑
mp
wiplm
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)∑
nr
∫ t2/1
t1/2
dt5G
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)
T
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njkr
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)
.
For the greater/less components of the selfenergy, we have
Σph,≷ij
(
t1, t2
)
=
∑
qs
G≷qs
(
t1, t2
)
T ph,≷isjq
(
t1, t2
)
.
Particle–hole T matrix in a diagonal basis. For diagonal basis sets with
wijkl = δilδjkwij, Eqs. (381) and (383) become
T ph,diagijkl
(
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)
= Φph,diagijkl
(
z1, z2
)
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(
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) ∫
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)
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GFinln
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)
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(
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)
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(
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)
wjk
(
z2
)}
,
where we defined the diagonal version of the particle–hole function Φph. Then the
selfenergy in the diagonal basis becomes
Σph,diagij
(
z1, z2
)
= i~
∑
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Gqs
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)
T ph,diagisjq
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)
.
The greater/less Keldysh components are
T ph,diag,≷ijkl
(
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)
= Φph,diag,≷ijkl
(
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)
± wil
(
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(385)
×
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dt5G
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)
+
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(
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T ph,diag,Anjkr
(
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) ,
whereas, for the advanced/retarded T matrices we obtain
T
ph,diag,A/R
ijkl
(
t1, t2
)
= Φph,diag,A/Rijkl
(
t1, t2
)
± (386)
± wil
(
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)∑
nr
∫ t2/1
t1/2
dt5G
F,A/R
irln
(
t1, t5
)
T
ph,diag,A/R
njkr
(
t5, t2
)
.
For the greater/less components of the selfenergy, we have
Σph,diag,≷ij
(
t1, t2
)
= i~
∑
qs
G≷qs
(
t1, t2
)
T ph,diag,≷isjq
(
t1, t2
)
. (387)
The diagrammatic representation of the first terms of the particle–hole T matrix is given
in Fig. 33.
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Figure 33. The first six terms of the particle–hole T -
matrix selfenergy (including first-order terms) in a diagonal basis.
Particle–hole T matrix in the Hubbard basis. For the bosonic Hubbard basis,
the particle–hole T matrix reads
T ph,biαjβkαlβ
(
z1, z2
)
= δilδjkU
(
z1
) {
δαβG
F
iαjαiαjα
(
z1, z2
)
+GFiαjβiβjα
(
z1, z2
)}
U
(
z2
)
+
+ δilU
(
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) ∫
C
dz5
∑
nr
GFiαrβiβnα
(
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)
T ph,bnαjβkαrβ
(
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)
.
Introducing the function Φph, as before, this expression becomes
T ph,biαjβkαlβ
(
z1, z2
)
=: δilδjkΦ
ph,b
iαjβiαjβ
(
z1, z2
)
+
+ δilU
(
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∑
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.
By iteration, starting from
Φph,biαjβkαlβ
(
z1, z2
)
= δilδjkΦ
ph,b
iαjβjαiβ
(
z1, z2
)
=: δilδjkΦ
ph,b
ijαβ
(
z1, z2
)
,
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it is evident that the particle–hole T matrix is also of the structure
T ph,biαjβkαlβ
(
z1, z2
)
=: δilδjkT
ph,b
ijαβ
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z1, z2
)
.
Thus the governing equation for the T matrix becomes
T ph,bijαβ
(
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)
= Φph,bijαβ
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)
+ (388)
+ U
(
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) ∫
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dz5
∑
n
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(
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)
T ph,bnjαβ
(
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)
,
and the resulting correlation selfenergy reads
Σph,biαjα
(
z1, z2
)
= i~
∑

Gij
(
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)
T phijα
(
z1, z2
)
. (389)
The greater/less components of the correlation selfenergy are given by
Σph,b,≷iαjα
(
t1, t2
)
= i~
∑

G≷ij
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(
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)
, (390)
with the greater/less components of the T matrix:
T ph,b,≷ijαβ
(
t1, t2
)
= Φph,b,≷ijαβ
(
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)
+ (391)
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+
+
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(
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,
and the advanced/retarded components,
T
ph,b,A/R
ijαβ
(
t1, t2
)
= Φph,b,A/Rijαβ
(
t1, t2
)
(392)
+ U
(
t1
) ∫ t2/1
t1/2
dt5
∑
n
G
F,A/R
iαnβiβnα
(
t1, t5
)
T
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.
For spin-0 bosons, the equations simplify to
T ph,b,0ij
(
z1, z2
)
= Φph,b,0ij
(
z1, z2
)
+ U
(
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) ∫
C
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∑
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GFinin
(
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)
and the correlation selfenergy is
Σph,b,0ij
(
z1, z2
)
= i~Gij
(
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)
T ph,b,0ij
(
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)
, (393)
with the greater/less components
Σph,b,0,≷ij
(
t1, t2
)
= i~G≷ij
(
t1, t2
)
T ph,b,0,≷ij
(
t1, t2
)
. (394)
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Figure 34. Leading terms of Σph,b,0 (including first-order
terms) in the Hubbard basis for spin-0 bosons. Each term
carries a factor of two.
The greater/less components of the T matrix that enter this expression are given by
T ph,b,0,≷ij
(
t1, t2
)
=Φph,b,0,≷ij
(
t1, t2
)
+ U
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∑
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+
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∑
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)
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(
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, (395)
and the advanced/retarded components are
T
ph,b,0,A/R
ij
(
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)
= Φph,b,0,A/Rij
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.
The leading terms of the corresponding diagrams are shown in Fig. 34.
For fermionic particles and holes, the particle–hole T matrix satisfies
T ph,fiαjβkαlβ
(
z1, z2
)
= δilδjkδ¯αβU
(
z1
)
× (397)
×
{
−δαβGFiαjαiαjα
(
z1, z2
)
+GFiαjβiβjα
(
z1, z2
)}
U
(
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)
− δilδ¯αβU
(
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) ∫
C
dz5
∑
nr
GFiαrβiβnα
(
z1, z5
)
T ph,fnαjβkαrβ
(
z5, z2
)
.
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Evaluating the terms, we have
T ph,fiαjβkαlβ
(
z1, z2
)
= δilδjkδ¯αβU
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,
which, with the introduction of the function Φph, becomes
T ph,fiαjβkαlβ
(
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=: δilδjkδ¯αβΦ
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(398)
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Again by iteration, starting from Φph,fiαjβkαlβ
(
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)
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ph,f
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)
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. With this, Eq. (398) simplifies to
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.
The corresponding correlation selfenergy becomesxxviii
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)
. (400)
The Keldysh components of the T matrix read
T ph,f,≷ijα6=β
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t1, t2
)
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t1, t5
)
T ph,f,Anjα6=β
(
t5, t2
))
,
T
ph,f,A/R
ijα6=β
(
t1, t2
)
= Φph,f,A/Rijα6=β
(
t1, t2
)
(402)
− U
(
t1
) ∫ t2/1
t1/2
dt5
∑
n
G
F,A/R
iαnβiβnα
(
t1, t5
)
T
ph,f,A/R
njα6=β
(
t5, t2
)
.
For the correlation selfenergy, the greater/less components read
Σph,f,≷iαjα
(
t1, t2
)
= i~
∑
6=α
G≷ij
(
t1, t2
)
T ph,f,≷ijα6=
(
t1, t2
)
.
For spin-12 fermions, we now switch to the name electron–hole T matrix (TEH), since
xxviiithe total selfenergy contains, in addition, the Hartree selfenergy, ΣH,f
iαjα
(
z1, z2
)
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Figure 35. Leading terms of Σeh,f,1/2 (including first-order terms)
in the Hubbard basis for spin-1/2 fermions.
the quantity is predominantly used for (effective) electrons. We get
T
eh,f,1/2
ij↑↓
(
z1, z2
)
= T eh,f,1/2ij↓↑
(
z1, z2
)
=: T eh,f,1/2ij
(
z1, z2
)
= Φeh,f,1/2ij
(
z1, z2
)
− U
(
z1
) ∫
C
dz5
∑
n
GFin
(
z1, z5
)
T
eh,f,1/2
nj
(
z5, z2
)
,
where we have defined
Φeh,f,1/2ij
(
z1, z2
)
:= Φeh,f,1/2ij↑↓
(
z1, z2
)
= Φeh,f,1/2ij↓↑
(
z1, z2
)
,
GFin
(
z1, z2
)
:= GFi↑n↓i↓n↑
(
z1, z2
)
= GFi↓n↑i↑n↓
(
z1, z2
)
. (403)
The correlation selfenergy reads
Σeh,f,1/2i↓(↑)j↓(↑)
(
z1, z2
)
= i~Gi↑(↓)j↑(↓)
(
z1, z2
)
T
eh,f,1/2
ij
(
z1, z2
)
. (404)
The first terms of the diagrammatic representation are shown in Fig. 35.
The greater/less components of the particle–hole T matrix are
T
eh,f,1/2,≷
ij
(
t1, t2
)
= Φeh,f,1/2,≷ij
(
t1, t2
)
− (405)
− U
(
t1
)(∫ t1
t0
dt5
∑
n
GF,Rin
(
t1, t5
)
T
eh,f,1/2,≷
nj
(
t5, t2
)
+
∫ t2
t0
dt5
∑
n
GF,≷in
(
t1, t5
)
T
eh,f,1/2,A
nj
(
t5, t2
))
,
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and the advanced/retarded components become
T
eh,f,1/2,A/R
ij
(
t1, t2
)
= Φeh,f,1/2,A/Rij
(
t1, t2
)
− (406)
− U
(
t1
) ∫ t2/1
t1/2
dt5
∑
n
G
F,A/R
in
(
t1, t5
)
T
eh,f,1/2,A/R
nj
(
t5, t2
)
.
The greater/less components of the correlation selfenergy read
Σeh,f,1/2,≷i↓(↑)j↓(↑)
(
t1, t2
)
= i~G≷i↑(↓)j↑(↓)
(
t1, t2
)
T
eh,f,1/2,≷
ij
(
t1, t2
)
.
With this we conclude the discussion of the T -matrix approximation. After
considering separately the standard approximations—the particle–particle and particle–
hole T matrix, we briefly mention the limitations and possible extensions. The present
approximations were based on the static pair interaction. While we took into account
multiple scattering processes to all orders, on the other hand, dynamical-screening effects
(as described by the GW approximation in Sec. 5.2), have been neglected completely. An
approximate combination of dynamical-screening and strong-coupling effects is, therefore,
considered in the next section.
5.5. Fluctuating-exchange approximation (FLEX)
The idea to combine strong-coupling and dynamical-screening effects goes back several
decades. A discussion in the frame of Green functions is summarized in Ref. [177]. An
alternative approach has been presented within density-operator theory. The solution
for the pair-correlation operator that includes both, ladder and polarization terms leads
to the screened-ladder approximation, e.g. Ref. [131]. However, implementing these
approximations for nonequilibrium situations is presently not computationally feasible.
Therefore, it is reasonable to employ a simpler approach where contributions of both
approximations are taken into account approximately. This idea was first realized for
classical plasmas by Gould and DeWitt [178]. They had the idea to simultaneously
include strong-coupling and dynamical-screening effects in a kinetic equation by simply
adding the Boltzmann (B) and Lenard–Balescu (LB) collision integrals,
IGDW = IB + ILB − IL , (407)
where the Boltzmann collision integral includes the entire Born series and Lenard–Balescu
the entire ring-diagram sum [174, 175]. In the Green functions language the former
corresponds to the T -matrix approximation and the latter to GW . Subtraction of the
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Landau integral, IL, is necessary to avoid double counting of terms. The Landau integral
corresponds to the static second-Born approximation (collision integrals of second order
in the pair potential) which are contained (as the lowest iteration orders) in both, the
T matrix and the dynamically screened potential, see Ref. [179] for a recent discussion
and further references.
Extension of this idea to quantum systems directly leads to the fluctuating-exchange
approximation (FLEX). The idea behind FLEX is to construct an approximation that
includes both flavors of the T matrix as well as the GW approximation thereby neglecting
cross-terms that mix the three different approximations. To avoid double counting,
the common to all three second-order terms are subtracted twice in the correlation
contribution. Thereby, the resulting FLEX selfenergy becomes
ΣFLEX = ΣH + ΣF + ΣFLEX,corr .
ΣFLEX,corr = ΣGW,corr + Σpp + Σeh − 2Σ(2) . (408)
where Eq. (408) directly corresponds to the Gould–DeWitt approach, Eq. (407).
This scheme can be applied in an arbitrary basis representation. The diagrammatic
representation of the leading terms for a diagonal basis, and for spin-0 bosons as well
as spin-1/2 fermions in the Hubbard basis are shown in Figs. 36 and 37 and Fig. 38,
respectively.
We have implemented this scheme for a fermionic Hubbard basis and found excellent
performance. Numerical results for the ground-state properties and for nonequilibrium
dynamics were presented in Sec. 3 and confirm that this is a powerful and highly accurate
approximation.
6. Discussion and outlook
Summary of numerical results. In this article, an overview of recent progress in
the dynamics of correlated fermions out of equilibrium has been given. The theoretical
framework in the focus was nonequilibrium (real-time) Green functions that were
introduced 55 years ago by Keldysh, in the Soviet Union, and Baym and Kadanoff,
in the U.S. For more than two decades the method of NEGF was primarily a tool to
systematically derive Boltzmann-type quantum-kinetic equations and improvements
thereof. Only after the work of Danielewicz two decades later [180] it became a practical
option to use the NEGF technique for numerical simulations. However, the computational
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Figure 36. Leading terms of ΣFLEX,diag in a diagonal basis.
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Figure 37. Leading terms of ΣFLEX,b,0 in the Hubbard basis
for spin-0 bosons.
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Figure 38. Leading terms of ΣFLEX,f,1/2 in the Hubbard basis for
spin-1/2 fermions.
effort that exceeds that of other many-body approaches by far, remained a major obstacle.
The next step forward occured in the second half of the 1990s where important effects
in semiconductor optics and transport, in nuclear matter and laser plasmas could be
explained for the first time by using NEGF methods, for details see the text books [53,
54, 131, 181]. Not only were new approximations derived but also the number of groups
that attempted numerical solutions increased rapidly.
The next spike of activity came 10 years later when NEGF methods were first
applied to finite spatially inhomogenous systems including electrons in atoms, molecules
or quantum dots [70, 72, 182]. NEGF simulations with second-order Born selfenergies
(SOA) were able to reproduce the qualitative features of the excitation and ionization
dynamics of optically excited few-electron systems. Another new application concerned
finite Hubbard-type lattice models [76, 117, 118]. The simplicity of the basis allowed, for
the first time, to systematically study strongly correlated systems in nonequilibrim with
selfenergies beyond the simple second-Born approximation. This has allowed for NEGF
applications in the fields of strongly correlated solids and cold atoms [26, 77, 145].
Still it remained unclear what level of accuracy NEGF simulations can provide and
whether they are an approach that is competitive with other many-body methods. This
question was answered in a series of papers where small Hubbard clusters were treated
with NEGF simulations that could be compared to exact-diagonalization calculations [76,
151]. Recently the first systematic test of various selfenergy approximations was reported
by two of the present authors by comparing to DMRG benchmark simulations for 1D
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Hubbard systems [50]. The result was that, indeed, NEGF simulations are a highly
accurate tool if, in each case, the proper selfenergy approximation is being used. The
choice is dictated, primarily, by the coupling strength and the particle density (filling
factor). With that NEGF simulations have reached the level of a predictive tool where
the main observables can be accurately computed—with an error not exceeding the
order of 10 . . . 20%. This allows extensions of the system size, system geometry and the
simulation duration to situations that are out of the reach of alternative methods such
as CI, DMRG or real-time quantum Monte Carlo.
Thus, NEGF simulations have the potential of becoming a broadly used tool in
many fields of physics including atomic and molecular physics, condensed-matter physics,
nuclear matter, warm dense matter and cold atomic and molecular gases. This requires
not only codes that efficiently solve the Keldysh–Kadanoff–Baym equations but also
a quick, easy and reliable use of the entire arsenal of selfenergy approximations. The
present article attempted to pave the way for such applications focusing on the latter
task.
To this end, we gave a short selfcontained introduction to the theory of NEGF in
Sec. 2 and an overview on recent numerical results for the dynamics of finite Hubbard
systems in Sec. 3. There a variety of selfenergy approximations was used that included,
in addition to the commonly used Hartree–Fock and second-order Born approximation
(SOA), also the third-order approximation (TOA), the particle–particle and particle–hole
T matrices (TPP, TPH), the GW and the FLEX approximations, and their accuracy
was investigated. The first tests concerned the interacting ground-state properties, in
particular, the ground-state energy and the spectral function of small Hubbard clusters of
varying coupling strength and filling. The best results were obtained for the perturbative
approaches, i.e., the second-order and especially the third-order approximations, the
latter being applied for the first time to the Hubbard model, in this article. For small
and medium fillings, the TOA ground-state energies were, by far, the most accurate, and
the TOA outperformed all previously applied approximations. For half filling, though,
the TOA exactly agrees with the SOA due to particle–hole symmetry and, consequently,
yields no improvement over it.
We then analyzed the spectral properties of small Hubbard clusters by computing
the single-particle spectral function via the solution of the full two-time KBE. Here,
the best results were achieved with the FLEX approximation, for all filling factors.
Additionally, the TOA shows single-particle energy transitions which are not contained
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in any other approximation. Thus, by taking into account the full set of approximation
methods, most of the relevant energy levels of the systems differing by one particle from
the analyzed system can be determined.
Finally, the performance of the different selfenergies in various time-dependent setups,
was investigated. We showed results for the time evolution following a confinement quench
that was motivated by recent experiments with fermionic atoms. The NEGF results
using the particle–particle T -matrix selfenergy agreed very well with the experiment.
The second setup used a one-dimensional charge-density-wave state as initial state. Here,
by comparison with DMRG simulations the best results were obtained for third-order
selfenergies. The third setup were finite graphene-type honeycomb clusters that were
exposed to the impact of energetic ions. Here we compared, among others, second-order
Born selfenergies and HF-GKBA simulations. The fourth type of excitation was a rapid
weak change of the lattice potential. The subsequent (linear-response) dynamics allowed
to compute the spectral function of the system.
Finally, we considered a strong excitation of the system where the lattice potential
of one site was changed. Here previous studies have indicated problems in the dynamics
of the NEGF, in particular, a strongly damped behavior that is absent in exact-
diagonalization calculations [118]. This behavior was found to vary strongly for different
selfenergy approximations. We also compared two-time and single-time simulations
within the HF-GKBA. The latter almost completely removed the damping.
Summary of Selfenergy approximations. In the second part of this review, a
detailed overview of approximation strategies for the single-particle selfenergy within
the framework of nonequilibrium Green functions has been presented. Here we followed
two strategies. The first is a perturbative approach with respect to the interaction
strength that, i.a., gives rise to the Born series. After reproducing the familiar and
broadly used second-order Born approximation we derived the third-order selfenergy
(TOA). This approximation contains all terms that are of third order in the interaction
strength including, in particular, the relevant ladder-type and polarization diagrams.
This important new approximation was derived for all relevant system types, starting
from a general basis representation. Additionally, for the special cases of a basis, in
which the interaction is diagonal, as well as for the fermionic and bosonic Hubbard basis
with a scalar interaction, the corresponding selfenergy terms with Keldysh components
have been derived.
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The second strategy was a non-perturbative approach where the selfenergies are
derived using resummations of infinite partial series. Here our starting point was the set of
Hedin’s equations from which we derived the GW approximation. The closely related set
of integral equations for the bare interaction and vertex led us to the particle–particle and
the particle–hole T matrix. In each case we presented all details of the formulas that are
needed for an efficient numerical implementation. As before, the results were summarized
for general basis sets, for the case of a diagonal potential and for the Hubbard basis.
The presentation was concluded by a discussion of the fluctuating-exchange (FLEX)
approximation that involves the combination of the terms from both T matrices and
GW .
Outlook. With the set of selfenergies that were introduced in this review a powerful
arsenal of approximations is available. In addition to two-time results that are obtained
from the full Keldysh–Kadanoff–Baym equations, also the single-time version is available.
Here the basis is the Hartree–Fock-GKBA that, in many cases was found to be
complementary to the KBE. The HF-GKBA removes the artificial damping for two-time
simulations but does not yield spectral information. It has been successfully combined
with most of the selfenergies discussed in this paper, which confirmes the attractive
properties of this approximation. Moreover, comparisons with DMRG benchmark data
indicated that the exact result is typically enclosed between KBE and HF-GKBA. This
means that, if both simulations are performed independently, accurate predictions are
possible even in the absence of benchmark data.
An important further development will consist in combining the GKBA with
propagators beyond Hartree–Fock, i.e. correlated propagators [24]. This is expected
to improve the spectral content of single-time simulations and bringing the GKBA
simulations closer to the exact result.
The presently available selfenergies have been found to work well for arbitrary filling
parameters and weakly to moderately correlated Fermi systems, within the Hubbard
model this corresponds to U/J . 8. For larger couplings the present implementation
failed to converge. Here it will be important to attempt modified implementations to
extend the range of accessible coupling strengths. In addition, it is of high interest to
derive higher-order selfenergy approximations, along the lines outlined in this article.
For example, for half filling, the implementation of the fourth-order terms, following
the algorithm presented in Section 4.4, could achieve significant improvements, as was
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done successfully for homogeneous systems by Gebhard et. al. in Ref. [138]. One
important obstacle to the application of the fourth-order terms, though, is the numerical
downside of a quartic scaling with the propagation time, which will probably limit the
applicability to small system sizes and short propagation times. If achievable, though, it
opens the way to many new approximation strategies and resummations starting from
the fourth-order terms similar to the (third-order-starting) T matrices. Furthermore,
the equations for the screened interaction W , cf. Eq. (104), and the polarizability P , cf.
Eq. (105), can be solved exactly in fourth order for a given approximation of the vertex
function.
Appendices
A. Derivations in full notation
A.1. Second-order selfenergy contributions
A.1.1. Direct second-order selfenergy
The first second-order selfenergy term involves W (2), which structurally is given by, cf.
Eq. (102),
W
(2) = W ns
(
P
(0)
,W
(1))
. (409)
The structure of the zeroth-order term of the polarization is
P
(0) = P
(
Γ(0)
)
. (410)
Thus, it is given by
P
(0)
ijkl
(
z1, z2
)
= ±i~
∫
C
dz3
∑
m
Gim
(
z1, z3
)
(411)∫
C
dz4
∑
n
Gnl
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)
δC
(
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)
δC
(
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)
δmkδjn
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)
Gjl
(
z2, z1
)
.
Inserting this result into Eq. (409), one arrives at
W
(2)
ijkl
(
z1, z2
)
=
∑
mn
wimnl
(
z1
)
(412)∫
C
dz3
∑
pq
(
±i~Gnp
(
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)
Gqm
(
z3, z1
))
δC
(
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)
wpjkq
(
z3
)
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and, employing Eq. (104), finally, one has
W
(2)
ijkl
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)
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(
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)∑
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(
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(
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.
With this, Σ(2),2,0 can be calculated as, cf. Eq. (101),
Σ(2),2,0ij
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Evaluating the terms, one arrives at
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A.1.2. Exchange–correlation second-order selfenergy
The other second-order selfenergy term, Σ(2),1,1ij , requires the first-order term of the vertex
Γ, the structure of which is
Γ(1) = Γ
(
δΣxc,(1)/δG,Γ(0)
)
. (416)
This term involves the functional derivative of Σxc,(1) with respect to G. One has
δΣxc,(1)ij
(
z1, z2
)
δGrs
(
z5, z6
) = δΣxc,(1),Fij
(
z1, z2
)
δGrs
(
z5, z6
) . (417)
Employing Eq. (156), one finds
δΣxc,(1)ij
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,
where
δGij
(
z1, z2
)
δGmn
(
z5, z6
) = δC(z1, z5)δC(z2, z6)δimδjn (419)
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has been applied. With this,
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Using Eq. (418), one has
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With Eq. (155), finally,
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ensues. Inserting this result yields
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Employing Eqs. (154) and (422), one arrives at
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A.2. Third-order selfenergy contributions
A.2.1. Third-order term: Σ(3),{3;0,2},0ij
Using Eq. (104), one finds
W
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.
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Employing Eq. (412) yields
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Evalutating and reordering, one has
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With this, the first term of the first third-order selfenergy class, Σ(3),3,0, becomes
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Using Eq. (155), one has
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A.2.2. Third-order term: Σ(3),{3;1,1},0ij
For the second class of the interaction, W (3),1,1, the first-order contribution to the
polarizability is needed, which is given by, cf. Eqs. (105) and (422),
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Γ(1)
)
(430)
= ±i~
∫
C
dz3
∑
m
Gim
(
z1, z3
) ∫
C
dz4
∑
n
Gnl
(
z4, z1
)
Γ(1)mjkn
(
z3, z4, z2
)
.
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Employing Eq. (422), one arrives at
P
(1)
ijkl
(
z1, z2
)
(431)
= ±
(
i~
)2 ∫
C
dz3
∑
m
Gim
(
z1, z3
)∑
n
Gnl
(
z3, z1
)
∑
pq
wmqnp
(
z3
)
Gpk
(
z3, z2
)
Gjq
(
z2, z3
)
.
Inserting this result back, one finds, using Eq. (104),
W
(3),1,1
ijkl
(
z1, z2
)
=
∑
mn
wimnl
(
z1
) ∫
C
dz3
∑
pq
P
(1)
nqpm
(
z1, z3
)
W
(1)
pjkq
(
z3, z2
)
=
∑
mn
wimnl
(
z1
) ∫
C
dz3
∑
pq
(
±
(
i~
)2 ∫
C
dz4
∑
r
Gnr
(
z1, z4
)∑
s
Gsm
(
z4, z1
)
∑
tu
wrust
(
z4
)
Gtp
(
z4, z3
)
Gqu
(
z3, z4
))
δC
(
z3, z2
)
wpjkq
(
z2
)
. (432)
After reordering, one has
W
(3),1,1
ijkl
(
z1, z2
)
(433)
= ±
(
i~
)2∑
mn
wimnl
(
z1
) ∫
C
dz3
∑
r
Gnr
(
z1, z3
)∑
s
Gsm
(
z3, z1
)
∑
tu
wrust
(
z3
)∑
pq
Gtp
(
z3, z2
)
Gqu
(
z2, z3
)
wpjkq
(
z2
)
.
With these results, the second term of the class Σ(3),3,0 is found, using Eq. (101),
Σ(3),{3;1,1},0ij
(
z1, z2
)
(434)
= i~
∫
C
dz3
∑
mpq
W
(3),1,1
ipqm
(
z1, z3
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γ(0)nqpj
(
z4, z2, z3
)
.
Using Eq. (155), one finds
Σ(3),{3;1,1},0ij
(
z1, z2
)
(435)
= ±
(
i~
)3∑
mn
Gmn
(
z1, z2
)∑
rs
wirsm
(
z1
) ∫
C
dz3
∑
t
Gst
(
z1, z3
)∑
u
Gur
(
z3, z1
)
∑
vw
wtwuv
(
z3
)∑
xy
Gvx
(
z3, z2
)
Gyw
(
z2, z3
)
wxnjy
(
z2
)
.
A.2.3. Third-order term: Σ(3),2,1ij
Continuing with the second class Σ(3),2,1, it is directly worked out by combining Eqs. (412)
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and (422),
Σ(3),2,1ij
(
z1, z2
)
= i~
∫
C
dz3
∑
mpq
W
(2)
ipqm
(
z1, z3
)
(436)
∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γ(1)nqpj
(
z4, z2, z3
)
.
Inserting Eq. (422) yields
Σ(3),2,1ij
(
z1, z2
)
(437)
= ±
(
i~
)3 ∫
C
dz3
∑
mrs
wirsm
(
z1
)∑
tu
Gst
(
z1, z3
)
Gur
(
z3, z1
)∑
pq
wtpqu
(
z3
)
∑
n
Gmn
(
z1, z2
)∑
vw
wnwjv
(
z2
)
Gvp
(
z2, z3
)
Gqw
(
z3, z2
)
.
A.2.4. Third-order term: Σ(3),1,{2;1,1}ij
For the single contribution to the class Γ(2),1,1, one finds, employing Eqs. (418) and (422),
Γ(2),1,1ijkl
(
z1, z2, z3
)
=
∫
C
dz4dz5
∑
mn
δΣxc,(1)il
(
z1, z2
)
δGmn
(
z4, z5
) ∫
C
dz6
∑
p
Gmp
(
z4, z6
)
∫
C
dz7
∑
q
Gqn
(
z7, z5
)
Γ(1)pjkq
(
z6, z7, z3
)
. (438)
Evaluating the derivative yields
Γ(2),1,1ijkl
(
z1, z2, z3
)
(439)
= i~δC
(
z1, z2
)∑
mn
winlm
(
z1
) ∫
C
dz6
∑
p
Gmp
(
z1, z6
)
∫
C
dz7
∑
q
Gqn
(
z7, z1
)
Γ(1)pjkq
(
z6, z7, z3
)
.
Employing Eq. (422), one finds
Γ(2),1,1ijkl
(
z1, z2, z3
)
(440)
=
(
i~
)2
δC
(
z1, z2
)∑
mn
winlm
(
z1
) ∫
C
dz6
∑
p
Gmp
(
z1, z6
)
∑
q
Gqn
(
z6, z1
)∑
rs
wpsqr
(
z6
)
Grk
(
z6, z3
)
Gjs
(
z3, z6
)
.
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This enables the computation of Σ(3),1,{2;1,1} with Eqs. (101) and (154),
Σ(3),1,{2;1,1}ij
(
z1, z2
)
(441)
= i~
∫
C
dz3
∑
mpq
W
(1)
ipqm
(
z1, z3
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γ(2),1,1nqpj
(
z4, z2, z3
)
= i~
∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γ(2),1,1nqpj
(
z4, z2, z1
)
.
Using Eq. (440), one arrives at
Σ(3),1,{2;1,1}ij
(
z1, z2
)
(442)
=
(
i~
)3 ∑
mpq
wipqm
(
z1
)∑
n
Gmn
(
z1, z2
)∑
rs
wnsjr
(
z2
) ∫
C
dz3
∑
t
Grt
(
z2, z3
)
∑
u
Gus
(
z3, z2
)∑
vw
wtwuv
(
z3
)
Gvp
(
z3, z1
)
Gqw
(
z1, z3
)
.
A.2.5. Second-order vertex terms
For the first terms, one finds
Γ(2),{2;2,0},0ijkl
(
z1, z2, z3
)
=
∫
C
dz4dz5
∑
mn
δΣ(2),2,0il
(
z1, z2
)
δGmn
(
z4, z5
) ∫
C
dz6
∑
p
Gmp
(
z4, z6
)
∫
C
dz7
∑
q
Gqn
(
z7, z5
)
Γ(0)pjkq
(
z6, z7, z3
)
(443)
=
∫
C
dz4dz5
∑
mn
δΣ(2),2,0il
(
z1, z2
)
δGmn
(
z4, z5
) Gmk(z4, z3)Gjn(z3, z5) .
Inserting Eq. (415), the term attains the form
Γ(2),{2;2,0},0ijkl
(
z1, z2, z3
)
= ±
(
i~
)2 ∫
C
dz4dz5 (444)
∑
mn
δ
(∑
pq
Gpq
(
z1, z2
)∑
st
Gst
(
z1, z2
)∑
r
wirsp
(
z1
)∑
u
wtqlu
(
z2
)
Gur
(
z2, z1
))
δGmn
(
z4, z5
)
Gmk
(
z4, z3
)
Gjn
(
z3, z5
)
.
Evaluating the derivative, one has
Γ(2),{2;2,0},0ijkl
(
z1, z2, z3
)
= Γ(2),{2;2,0},0,Aijkl
(
z1, z2, z3
)
(445)
+ Γ(2),{2;2,0},0,Bijkl
(
z1, z2, z3
)
+ Γ(2),{2;2,0},0,Cijkl
(
z1, z2, z3
)
,
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with
Γ(2),{2;2,0},0,Aijkl
(
z1, z2, z3
)
(446)
= ±
(
i~
)2∑
mn
∑
st
Gst
(
z1, z2
)∑
r
wirsm
(
z1
)
∑
u
wtnlu
(
z2
)
Gur
(
z2, z1
)
Gmk
(
z1, z3
)
Gjn
(
z3, z2
)
and
Γ(2),{2;2,0},0,Bijkl
(
z1, z2, z3
)
(447)
±
(
i~
)2∑
mn
∑
pq
Gpq
(
z1, z2
)∑
r
wirmp
(
z1
)
∑
u
wnqlu
(
z2
)
Gur
(
z2, z1
)
Gmk
(
z1, z3
)
Gjn
(
z3, z2
)
as well as
Γ(2),{2;2,0},0,Cijkl
(
z1, z2, z3
)
(448)
±
(
i~
)2∑
mn
∑
pq
Gpq
(
z1, z2
)∑
st
Gst
(
z1, z2
)
winsp
(
z1
)
wtqlm
(
z2
)
Gmk
(
z2, z3
)
Gjn
(
z3, z1
)
.
Similarly, one finds
Γ(2),{2;1,1},0ijkl
(
z1, z2, z3
)
=
∫
C
dz4dz5
∑
mn
δΣ(2),1,1il
(
z1, z2
)
δGmn
(
z4, z5
) ∫
C
dz6
∑
p
Gmp
(
z4, z6
)
∫
C
dz7
∑
q
Gqn
(
z7, z5
)
Γ(0)pjkq
(
z6, z7, z3
)
. (449)
Inserting Eq. (424) yields
Γ(2),{2;1,1},0ijkl
(
z1, z2, z3
)
=
(
i~
)2 ∫
C
dz4dz5 (450)
∑
mn
δ
(∑
prs
wirsp
(
z1
)∑
q
Gpq
(
z1, z2
)∑
tu
wqult
(
z2
)
Gtr
(
z2, z1
)
Gsu
(
z1, z2
))
δGmn
(
z4, z5
)
Gmk
(
z4, z3
)
Gjn
(
z3, z5
)
,
which, after evaluation of the derivative, yields
Γ(2),{2;1,1},0ijkl
(
z1, z2, z3
)
= Γ(2),{2;1,1},0,Aijkl
(
z1, z2, z3
)
(451)
+ Γ(2),{2;1,1},0,Bijkl
(
z1, z2, z3
)
+ Γ(2),{2;1,1},0,Cijkl
(
z1, z2, z3
)
,
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with
Γ(2),{2;1,1},0,Aijkl
(
z1, z2, z3
)
(452)
=
(
i~
)2∑
mn
∑
rs
wirsm
(
z1
)∑
tu
wnult
(
z2
)
Gtr
(
z2, z1
)
Gsu
(
z1, z2
)
Gmk
(
z1, z3
)
Gjn
(
z3, z2
)
and
Γ(2),{2;1,1},0,Bijkl
(
z1, z2, z3
)
(453)
+
(
i~
)2∑
mn
∑
ps
winsp
(
z1
)∑
q
Gpq
(
z1, z2
)∑
u
wqulm
(
z2
)
Gsu
(
z1, z2
)
Gmk
(
z2, z3
)
Gjn
(
z3, z1
)
as well as
Γ(2),{2;1,1},0,Cijkl
(
z1, z2, z3
)
(454)
+
(
i~
)2∑
mn
∑
pr
wirmp
(
z1
)∑
q
Gpq
(
z1, z2
)∑
t
wqnlt
(
z2
)
Gtr
(
z2, z1
)
Gmk
(
z1, z3
)
Gjn
(
z3, z2
)
.
A.2.6. Third-order terms: Σ(3),1,2ij
With this result, the corresponding selfenergy terms can be computed,
Σ(3),1,{2;{2;2,0},0,A}ij
(
z1, z2
)
(455)
= i~
∫
C
dz3
∑
mpq
W
(1)
ipqm
(
z1, z3
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γ(2),{2;2,0},0,Anqpj
(
z4, z2, z3
)
= i~
∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γ(2),{2;2,0},0,Anqpj
(
z4, z2, z1
)
.
Inserting Eq. (446), one arrives at
Σ(3),1,{2;{2;2,0},0,A}ij
(
z1, z2
)
= ±
(
i~
)3 ∑
mpq
wipqm
(
z1
)
(456)
∫
C
dz4
∑
n
Gmn
(
z1, z4
) ∑
rsuv
Guv
(
z4, z2
)∑
t
wntur
(
z4
)
∑
w
wvsjw
(
z2
)
Gwt
(
z2, z4
)
Grp
(
z4, z1
)
Gqs
(
z1, z2
)
.
For the second term, one has
Σ(3),1,{2;{2;2,0},0,B}ij
(
z1, z2
)
(457)
= i~
∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γ(2),{2;2,0},0,Bnqpj
(
z4, z2, z1
)
.
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Using Eq. (447) yields
Σ(3),1,{2;{2;2,0},0,B}ij
(
z1, z2
)
(458)
= ±
(
i~
)3 ∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)∑
rs
∑
tu
Gtu
(
z4, z2
)
∑
v
wnvrt
(
z4
)∑
w
wsujw
(
z2
)
Gwv
(
z2, z4
)
Grp
(
z4, z1
)
Gqs
(
z1, z2
)
.
The third term is given by
Σ(3),1,{2;{2;2,0},0,C}ij
(
z1, z2
)
(459)
= i~
∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γ(2),{2;2,0},0,Cnqpj
(
z4, z2, z1
)
.
With Eq. (448), one finds
Σ(3),1,{2;{2;2,0},0,C}ij
(
z1, z2
)
(460)
= ±
(
i~
)3 ∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)∑
rs
∑
tu
Gtu
(
z4, z2
)
∑
vw
Gvw
(
z4, z2
)
wnsvt
(
z4
)
wwujr
(
z2
)
Grp
(
z2, z1
)
Gqs
(
z1, z4
)
.
For the other class, one has
Σ(3),1,{2;{2;1,1},0,A}ij
(
z1, z2
)
(461)
= i~
∫
C
dz3
∑
mpq
W
(1)
ipqm
(
z1, z3
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γ(2),{2;1,1},0,Anqpj
(
z4, z2, z3
)
= i~
∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γ(2),1,1,Anqpj
(
z4, z2, z1
)
.
Inserting Eq. (452) yields
Σ(3),1,{2;{2;1,1},0,A}ij
(
z1, z2
)
(462)
=
(
i~
)3 ∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)∑
rs
∑
tu
wntur
(
z4
)
∑
vw
wswjv
(
z2
)
Gvt
(
z2, z4
)
Guw
(
z4, z2
)
Grp
(
z4, z1
)
Gqs
(
z1, z2
)
.
Similarly, the second term reads
Σ(3),1,{2;{2;1,1},0,B}ij
(
z1, z2
)
(463)
= i~
∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γ(2),{2;1,1},0,Bnqpj
(
z4, z2, z1
)
.
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With Eq. (453), one has
Σ(3),1,{2;{2;1,1},0,B}ij
(
z1, z2
)
(464)
=
(
i~
)3 ∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)∑
rs
∑
tv
wnsvt
(
z4
)
∑
u
Gtu
(
z4, z2
)∑
w
wuwjr
(
z2
)
Gvw
(
z4, z2
)
Grp
(
z2, z1
)
Gqs
(
z1, z4
)
.
For the third term, one finds
Σ(3),1,{2;{2;1,1},0,C}ij
(
z1, z2
)
(465)
= i~
∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γ(2),{2;1,1},0,Cnqpj
(
z4, z2, z1
)
.
Employing Eq. (454), one arrives at
Σ(3),1,{2;{2;1,1},0,C}ij
(
z1, z2
)
(466)
=
(
i~
)3 ∑
mpq
wipqm
(
z1
) ∫
C
dz4
∑
n
Gmn
(
z1, z4
)∑
rs
∑
tv
wnvrt
(
z4
)
∑
u
Gtu
(
z4, z2
)∑
w
wusjw
(
z2
)
Gwv
(
z2, z4
)
Grp
(
z4, z1
)
Gqs
(
z1, z2
)
.
A.3. Resummation approaches: GW approximation
The GW approximation solves Hedin’s equation for the screened interactionW according
to Eq. (104) with the zeroth-order vertex Γ(0). The set of equations is given by the
Dyson equation, cf. Eq. (91),
Gij
(
z1, z2
)
= G(0)ij
(
z1, z2
)
(467)
+
∫
C
dz3dz4
∑
mn
G
(0)
im
(
z1, z3
)
Σmn
(
z3, z4
)
Gnj
(
z4, z2
)
,
the equation for the selfenergy [cf. Eq. (95)]
Σij
(
z1, z2
)
= ΣHij
(
z1, z2
)
+ Σxcij
(
z1, z2
)
, (468)
with
Σxcij
(
z1, z2
)
= i~
∫
C
dz3
∑
mpq
Wipqm
(
z1, z3
)
(469)
∫
C
dz4
∑
n
Gmn
(
z1, z4
)
Γ(0)nqpj
(
z4, z2, z3
)
= i~
∑
mp
Wipjm
(
z1, z2
)
Gmp
(
z1, z2
)
,
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the zeroth-order polarizability, cf. Eq. (411),
Pijkl
(
z1, z2
)
= P (0)ijkl
(
z1, z2
)
= ±i~Gik
(
z1, z2
)
Gjl
(
z2, z1
)
, (470)
the zeroth-order vertex, cf. Eq. (155),
Γijkl
(
z1, z2, z3
)
= Γ(0)ijkl
(
z1, z2, z3
)
= δC
(
z1, z2+
)
δC
(
z3, z2
)
δikδjl (471)
and the screened interaction [cf. Eqs. (102) and (104)]
Wijkl
(
z1, z2
)
= δC
(
z1, z2
)
wijkl
(
z1
)
+W nsijkl
(
z1, z2
)
, (472)
with
W nsijkl
(
z1, z2
)
(473)
=
∑
mn
wimnl
(
z1
) ∫
C
dz3
∑
pq
P
(0)
nqpm
(
z1, z3
)
Wpjkq
(
z3, z2
)
= ±i~∑
mn
wimnl
(
z1
) ∫
C
dz3
∑
pq
Gnp
(
z1, z3
)
Gqm
(
z3, z1
)
Wpjkq
(
z3, z2
)
.
To solve this set of equations, one has to determine the selfconsistent solution of Eq. (472).
Thereto, it is more suitable to eliminate the singular bare interaction by using
W nsijkl
(
z1, z2
)
= Wijkl
(
z1, z2
)
−W bareijkl
(
z1, z2
)
(474)
= Wijkl
(
z1, z2
)
− δC
(
z1, z2
)
wijkl
(
z1
)
.
The selfenergy [cf. Eqs. (468) and (469)] in terms of W ns is then given by
ΣGWij
(
z1, z2
)
= ΣHij
(
z1, z2
)
+ i~
∑
mp
Wipjm
(
z1, z2
)
Gmp
(
z1, z2
)
= ΣHij
(
z1, z2
)
+ i~
∑
mp
wipjm
(
z1
)
Gmp
(
z1, z1+
)
δC
(
z1, z2
)
+ i~
∑
mp
W nsipjm
(
z1, z2
)
Gmp
(
z1, z2
)
. (475)
Using Eq. (156), the expression simplifies to
ΣGWij
(
z1, z2
)
(476)
= ΣHij
(
z1, z2
)
+ ΣFij
(
z1, z2
)
+ i~
∑
mp
W nsipjm
(
z1, z2
)
Gmp
(
z1, z2
)
=: ΣHij
(
z1, z2
)
+ ΣFij
(
z1, z2
)
+ ΣGW,corrij
(
z1, z2
)
.
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For the screened interaction, one has
W nsijkl
(
z1, z2
)
(477)
= ±i~∑
mn
wimnl
(
z1
)∑
pq
Gnp
(
z1, z2
)
Gqm
(
z2, z1
)
wpjkq
(
z2
)
± i~∑
mn
wimnl
(
z1
) ∫
C
dz3
∑
pq
Gnp
(
z1, z3
)
Gqm
(
z3, z1
)
W nspjkq
(
z3, z2
)
.
A.4. Resummation approaches: T matrix
In contrast to the GW approximation, the T matrix is an approximation, which takes
only the bare interaction w into account and aims instead at a good approximation of
the bare vertex function Λ. Thus, its constitutive equations are the Dyson equation,
Gij
(
z1, z2
)
= (478)
G
(0)
ij
(
z1, z2
)
+
∫
C
dz3dz4
∑
mn
G
(0)
im
(
z1, z3
)
Σmn
(
z3, z4
)
Gnj
(
z4, z2
)
,
the equation for the selfenergy, cf. Eqs. (95) and (97),
Σij
(
z1, z2
)
= ΣHij
(
z1, z2
)
+ Σxcij
(
z1, z2
)
, (479)
with
Σxcij
(
z1, z2
)
(480)
= i~
∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
Λnqpj
(
z3, z2, z1
)
.
The bare vertex Λ is self-consistently given as the solution of
Λijkl
(
z1, z2, z3
)
= δC
(
z1, z2+
)
δC
(
z3, z2
)
δikδjl (481)
+
∫
C
dz4dz5
∑
mn
δΣil
(
z1, z2
)
δGmn
(
z4, z5
) ∫
C
dz6
∑
p
Gmp
(
z4, z6
)
∫
C
dz7
∑
q
Gqn
(
z7, z5
)
Λpjkq
(
z6, z7, z3
)
.
If these equations are iterated ad infinitum, all selfenergy terms will be
generated. To break the circular dependence between Eqs. (480) and (481), the T -
matrix approximation starts by taking the bare vertex on the right-hand side of Eq. (481)
only in zeroth order,
Λ(0)ijkl
(
z1, z2, z3
)
= δC
(
z1, z2+
)
δC
(
z3, z2
)
δikδjl , (482)
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transforming it into
Λclijkl
(
z1, z2, z3
)
= δC
(
z1, z2+
)
δC
(
z3, z2
)
δikδjl (483)
+
∫
C
dz4dz5
∑
mn
δΣclil
(
z1, z2
)
δGmn
(
z4, z5
)Gmk(z4, z3)Gjn(z3, z5) .
To arrive at a closed equation, this result is used in Eq. (479), yielding
Σclij
(
z1, z2
)
= ΣHij
(
z1, z2
)
+ Σxcij
(
z1, z2
)
(484)
= ΣHij
(
z1, z2
)
+ i~
∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
Λclnqpj
(
z3, z2, z1
)
.
Inserting Eq. (483), one has
Σclij
(
z1, z2
)
= ±i~δC
(
z1, z2
)∑
mn
wmijn
(
z1
)
Gnm
(
z1, z1+
)
(485)
+ i~
∑
mn
winjm
(
z1
)
Gmn
(
z1, z1+
)
δC
(
z1, z2
)
+ i~
∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
∫
C
dz4dz5
∑
rs
δΣclnj
(
z3, z2
)
δGrs
(
z4, z5
)Grp(z4, z1)Gqs(z1, z5) .
This term can be restructured to yield
Σclij
(
z1, z2
)
(486)
= i~δC
(
z1, z2
)∑
mn
Gmn
(
z1, z1+
)
w±injm
(
z1
)
+ i~
∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
∫
C
dz4dz5
∑
rs
δΣclnj
(
z3, z2
)
δGrs
(
z4, z5
)Grp(z4, z1)Gqs(z1, z5) ,
with the (anti-)symmetrized potential w±ijkl
(
z1
)
:= wijkl
(
z1
)
±wjikl
(
z1
)
. Using Eq. (156)
again, one finds
Σclij
(
z1, z2
)
(487)
= ΣHij
(
z1, z2
)
+ ΣFij
(
z1, z2
)
+ i~
∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
∫
C
dz4dz5
∑
rs
δΣclnj
(
z3, z2
)
δGrs
(
z4, z5
)Grp(z4, z1)Gqs(z1, z5) .
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Taking the derivative with respect to G, one arrives at
δΣclij
(
z1, z2
)
δGtu
(
z6, z7
) = i~δC(z1, z2)δC(z1, z6)δC(z1+ , z7)w±iujt(z1)δΣcl,Aij
(
z1, z2
)
δGtu
(
z6, z7
) + δΣcl,Bij
(
z1, z2
)
δGtu
(
z6, z7
)
+
δΣcl,Cij
(
z1, z2
)
δGtu
(
z6, z7
) + δΣcl,Dij
(
z1, z2
)
δGtu
(
z6, z7
)
 , (488)
with
δΣcl,Aij
(
z1, z2
)
δGtu
(
z6, z7
) (489)
= i~δC
(
z1, z6
)∑
pq
wipqt
(
z1
)
∫
C
dz4dz5
∑
rs
δΣcluj
(
z7, z2
)
δGrs
(
z4, z5
)Grp(z4, z1)Gqs(z1, z5) ,
δΣcl,Bij
(
z1, z2
)
δGtu
(
z6, z7
) (490)
= i~δC
(
z1, z7
)∑
mq
wiuqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
∫
C
dz5
∑
s
δΣclnj
(
z3, z2
)
δGts
(
z6, z5
)Gqs(z1, z5)
and
δΣcl,Cij
(
z1, z2
)
δGtu
(
z6, z7
) (491)
= i~δC
(
z1, z6
)∑
mp
wiptm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
∫
C
dz4
∑
r
δΣclnj
(
z3, z2
)
δGru
(
z4, z7
)Grp(z4, z1) ,
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as well as
δΣcl,Dij
(
z1, z2
)
δGtu
(
z6, z7
) (492)
= i~
∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
∫
C
dz4dz5
∑
rs
δΣclnj
(
z3, z2
)
δGrs
(
z4, z5
)
δGtu
(
z6, z7
)Grp(z4, z1)Gqs(z1, z5) .
Neglecting
δΣcl
nj(z3,z2)
δG
rs(z4,z5)δGtu(z6,z7)
as an approximation, Eq. (488) becomes a closed equation
for δΣ
cl
δG
. The first iteration yields the second-order terms
δΣcl,(2)ij
(
z1, z2
)
δGtu
(
z6, z7
) ≈ δΣcl,(2),Aij
(
z1, z2
)
δGtu
(
z6, z7
) (493)
+
δΣcl,(2),Bij
(
z1, z2
)
δGtu
(
z6, z7
) + δΣcl,(2),Cij
(
z1, z2
)
δGtu
(
z6, z7
) ,
with
δΣcl,(2),Aij
(
z1, z2
)
δGtu
(
z6, z7
) (494)
=
(
i~
)2
δC
(
z1, z6
)
δC
(
z2, z7
)∑
pq
wipqt
(
z1
)
∑
rs
w±usjr
(
z2
)
Grp
(
z2, z1
)
Gqs
(
z1, z2
)
and
δΣcl,(2),Bij
(
z1, z2
)
δGtu
(
z6, z7
) (495)
=
(
i~
)2
δC
(
z1, z7
)
δC
(
z2, z6
)∑
mq
wiuqm
(
z1
)
∑
n
Gmn
(
z1, z2
)∑
s
w±nsjt
(
z2
)
Gqs
(
z1, z2
)
as well as
δΣcl,(2),Cij
(
z1, z2
)
δGtu
(
z6, z7
) (496)
=
(
i~
)2
δC
(
z1, z6
)
δC
(
z2, z7
)∑
mp
wiptm
(
z1
)
∑
n
Gmn
(
z1, z2
)∑
r
w±nujr
(
z2
)
Grp
(
z2, z1
)
.
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Note that, for the first iteration,
δΣcl,D
ij (z1,z2)
δG
tu(z6,z7)
is exactly equal to zero, thus Eq. (493) is
also exact up to second order in w. In the following, each of the three terms will be
considered separately. To start with, one recognizes that all three terms yield the same
first and second-order contributions to the selfenergy, which read
Σcl,(1)ij
(
z1, z2
)
= ΣHij
(
z1, z2
)
+ ΣFij
(
z1, z2
)
(497)
Σcl,(2)ij
(
z1, z2
)
=
(
i~
)2 ∑
mpq
wipqm
(
z1
)∑
n
Gmn
(
z1, z2
)
(498)
∑
rs
w±nsjr
(
z2
)
Grp
(
z2, z1
)
Gqs
(
z1, z2
)
and agree with the exact first and second-order terms, already encountered in Eqs. (158),
(415) and (424). The third-order contributions to Σcl from the second-order terms in
Eq. (493) are given by
Σcl,(3),Aij
(
z1, z2
)
= i~
∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
(499)
∫
C
dz4dz5
∑
rs
δΣcl,(2),Anj
(
z3, z2
)
δGrs
(
z4, z5
) Grp(z4, z1)Gqs(z1, z5) .
Inserting the second-order term yields
Σcl,(3),Aij
(
z1, z2
)
=
(
i~
)3 ∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
(500)
∑
rs
∑
tu
wntur
(
z3
)∑
vw
w±swjv
(
z2
)
Gvt
(
z2, z3
)
Guw
(
z3, z2
)
Grp
(
z3, z1
)
Gqs
(
z1, z2
)
.
For the second third-order selfenergy term, one has
Σcl,(3),Bij
(
z1, z2
)
= i~
∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
(501)
∫
C
dz4dz5
∑
rs
δΣcl,(2),Bnj
(
z3, z2
)
δGrs
(
z4, z5
) Grp(z4, z1)Gqs(z1, z5) .
which evaluates to
Σcl,(3),Bij
(
z1, z2
)
=
(
i~
)3 ∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
(502)
∑
rs
∑
tu
wnsut
(
z3
)∑
v
Gtv
(
z3, z2
)∑
w
w±vwjr
(
z2
)
Guw
(
z3, z2
)
Grp
(
z2, z1
)
Gqs
(
z1, z3
)
.
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The third term reads
Σcl,(3),Cij
(
z1, z2
)
= i~
∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
(503)
∫
C
dz4dz5
∑
rs
δΣcl,(2),Cnj
(
z3, z2
)
δGrs
(
z4, z5
) Grp(z4, z1)Gqs(z1, z5) .
(504)
Using the second-order result, one arrives at
Σcl,(3),Cij
(
z1, z2
)
= i~
∑
mpq
wipqm
(
z1
) ∫
C
dz3
∑
n
Gmn
(
z1, z3
)
(505)
∑
rs
∑
tu
wnurt
(
z3
)∑
v
Gtv
(
z3, z2
)∑
w
w±vsjw
(
z2
)
Gwu
(
z2, z3
)
Grp
(
z3, z1
)
Gqs
(
z1, z2
)
.
B. Non-selfconsistent second-order selfenergy contributions
B.1. General basis
The first two classes are just the same as in the selfconsistent approximation, cf. Eqs. (176)
and (183), with the replacement G → G(0). Likewise, their components follow directly
from Eqs. (184) and (185). For the third and fourth class, one needs the contributions
to G(1), which are
G
(1),{H,0},0
ij
(
z1, z2
)
(506)
=
∫
C
dz3dz4
∑
mn
G
(0)
im
(
z1, z3
)
ΣH,0mn
(
z3, z4
)
G
(0)
nj
(
z4, z2
)
= ±i~
∫
C
dz3
∑
mn
G
(0)
im
(
z1, z3
)∑
pq
wpmnq
(
z3
)
G
(0)
qp
(
z3, z3+
)
G
(0)
nj
(
z3, z2
)
and
G
(1),{F,0},0
ij
(
z1, z2
)
(507)
=
∫
C
dz3dz4
∑
mn
G
(0)
im
(
z1, z3
)
ΣF,0mn
(
z3, z4
)
G
(0)
nj
(
z4, z2
)
= i~
∫
C
dz3
∑
mn
G
(0)
im
(
z1, z3
)∑
pq
wmqnp
(
z3
)
G
(0)
pq
(
z3, z3+
)
G
(0)
nj
(
z3, z2
)
.
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With these results, the additional non-selfconsistent contributions are
Σ(2),{H,0},{1,{H,0},0}ij
(
z1, z2
)
= ±i~δC
(
z1, z2
)∑
mn
wmijn
(
z1
)
G
(1),{H,0},0
nm
(
z1, z1+
)
=
(
i~
)2
δC
(
z1, z2
)∑
mn
wmijn
(
z1
)
(508)∫
C
dz3
∑
pq
G
(0)
np
(
z1, z3
)∑
rs
wrpqs
(
z3
)
G
(0)
sr
(
z3, z3+
)
G
(0)
qm
(
z3, z1+
)
,
as well as
Σ(2),{H,0},{1,{F,0},0}ij
(
z1, z2
)
= ±i~δC
(
z1, z2
)∑
mn
wmijn
(
z1
)
G
(1),{F,0},0
nm
(
z1, z1+
)
= ±
(
i~
)2
δC
(
z1, z2
)∑
mn
wmijn
(
z1
)
(509)∫
C
dz3
∑
pq
G
(0)
np
(
z1, z3
)∑
rs
wpsqr
(
z3
)
G
(0)
rs
(
z3, z3+
)
G
(0)
qm
(
z3, z1+
)
and
Σ(2),{F,0},{1,{H,0},0}ij
(
z1, z2
)
= i~δC
(
z1, z2
)∑
mn
winjm
(
z1
)
G
(1),{H,0},0
mn
(
z1, z1+
)
= ±
(
i~
)2
δC
(
z1, z2
)∑
mn
wnimj
(
z1
)
(510)∫
C
dz3
∑
pq
G
(0)
mp
(
z1, z3
)∑
rs
wrpqs
(
z3
)
G
(0)
sr
(
z3, z3+
)
G
(0)
qn
(
z3, z1+
)
,
as well as
Σ(2),{F,0},{1,{F,0},0}ij
(
z1, z2
)
= i~δC
(
z1, z2
)∑
mn
winjm
(
z1
)
G
(1),{F,0},0
mn
(
z1, z1+
)
=
(
i~
)2
δC
(
z1, z2
)∑
mn
wnimj
(
z1
)
(511)∫
C
dz3
∑
pq
G
(0)
mp
(
z1, z3
)∑
rs
wpsqr
(
z3
)
G
(0)
rs
(
z3, z3+
)
G
(0)
qn
(
z3, z1+
)
.
The corresponding components are all time-diagonal and read
Σ(2),{H,0},{1,{H,0},0},δij
(
t1
)
(512)
=
(
i~
)2∑
mn
wmijn
(
t1
)(
∫ t1
t0
dt3
∑
pq
G
(0),>
np
(
t1, t3
)∑
rs
wrpqs
(
t3
)
G
(0),<
sr
(
t3, t3
)
G
(0),<
qm
(
t3, t1
)
+
∫ t0
t1
dt3
∑
pq
G
(0),<
np
(
t1, t3
)∑
rs
wrpqs
(
t3
)
G
(0),<
sr
(
t3, t3
)
G
(0),>
qm
(
t3, t1
))
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and
Σ(2),{H,0},{1,{F,0},0},δij
(
t1
)
(513)
= ±
(
i~
)2∑
mn
wmijn
(
t1
)(
∫ t1
t0
dt3
∑
pq
G
(0),>
np
(
t1, t3
)∑
rs
wpsqr
(
t3
)
G
(0),<
rs
(
t3, t3
)
G
(0),<
qm
(
t3, t1
)
+
∫ t0
t1
dt3
∑
pq
G
(0),<
np
(
t1, t3
)∑
rs
wpsqr
(
t3
)
G
(0),<
rs
(
t3, t3
)
G
(0),>
qm
(
t3, t1
))
,
as well as
Σ(2),{F,0},{1,{H,0},0},δij
(
t1
)
(514)
= ±
(
i~
)2∑
mn
wnimj
(
t1
)(
∫ t1
t0
dt3
∑
pq
G
(0),>
mp
(
t1, t3
)∑
rs
wrpqs
(
t3
)
G
(0),<
sr
(
t3, t3
)
G
(0),<
qn
(
t3, t1
)
+
∫ t0
t1
dt3
∑
pq
G
(0),<
mp
(
t1, t3
)∑
rs
wrpqs
(
t3
)
G
(0),<
sr
(
t3, t3
)
G
(0),>
qn
(
t3, t1
))
and
Σ(2),{F,0},{1,{F,0},0},δij
(
t1
)
(515)
=
(
i~
)2∑
mn
wnimj
(
t1
)(
∫ t1
t0
dt3
∑
pq
G
(0),>
mp
(
t1, t3
)∑
rs
wpsqr
(
t3
)
G
(0),<
rs
(
t3, t3
)
G
(0),<
qn
(
t3, t1
)
+
∫ t0
t1
dt3
∑
pq
G
(0),<
mp
(
t1, t3
)∑
rs
wpsqr
(
t3
)
G
(0),<
rs
(
t3, t3
)
G
(0),>
qn
(
t3, t1
))
.
B.2. Diagonal basis
For wijkl = δilδjkwij , the non-selfconsistent selfenergy terms attain the form, cf. Eqs. (189)
and (191),
Σ(2),(2),2,0,0,diagonalij
(
z1, z2
)
(516)
≡ Σ(2),2,0,diagonalij
(
z1, z2
)(
G → G(0)
)
and
Σ(2),(2),1,0,1,diagonalij
(
z1, z2
)
(517)
≡ Σ(2),1,1,diagonalij
(
z1, z2
)(
G → G(0)
)
,
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as well as
Σ(2),{H,0},{1,{H,0},0},diagonalij
(
z1, z2
)
(518)
=
(
i~
)2
δC
(
z1, z2
)
δij
∑
m
wmi
(
z1
)
∫
C
dz3
∑
p
G
(0)
mp
(
z1, z3
)
G
(0)
pm
(
z3, z1+
)∑
r
wrp
(
z3
)
G
(0)
rr
(
z3, z3+
)
and
Σ(2),{H,0},{1,{F,0},0},diagonalij
(
z1, z2
)
(519)
= ±
(
i~
)2
δC
(
z1, z2
)
δij
∑
m
wmi
(
z1
)
∫
C
dz3
∑
p
G
(0)
mp
(
z1, z3
)∑
q
wpq
(
z3
)
G
(0)
pq
(
z3, z3+
)
G
(0)
qm
(
z3, z1+
)
.
Further,
Σ(2),{F,0},{1,{H,0},0},diagonalij
(
z1, z2
)
(520)
= ±
(
i~
)2
δC
(
z1, z2
)
wij
(
z1
)
∫
C
dz3
∑
p
G
(0)
ip
(
z1, z3
)∑
r
wrp
(
z3
)
G
(0)
rr
(
z3, z3+
)
G
(0)
pj
(
z3, z1+
)
and
Σ(2),{F,0},{1,{F,0},0},diagonalij
(
z1, z2
)
(521)
=
(
i~
)2
δC
(
z1, z2
)
wij
(
z1
)
∫
C
dz3
∑
p
G
(0)
ip
(
z1, z3
)∑
q
wpq
(
z3
)
G
(0)
pq
(
z3, z3+
)
G
(0)
qj
(
z3, z1+
)
.
The components read [cf. Eqs. (191) and (192)]
Σ(2),(2),2,0,0,diagonal,≷ij
(
t1, t2
)
≡ Σ(2),2,0,diagonal,≷ij
(
t1, t2
)(
G → G(0)
)
, (522)
Σ(2),(2),1,0,1,diagonal,≷ij
(
t1, t2
)
≡ Σ(2),1,1,diagonal,≷ij
(
t1, t2
)(
G → G(0)
)
, (523)
as well as [cf. Eq. (512) to Eq. (516)]
Σ(2),{H,0},{1,{H,0},0},diagonal,δij
(
t1
)
(524)
=
(
i~
)2
δij
∑
m
wmi
(
t1
)(
∫ t1
t0
dt3
∑
p
G
(0),>
mp
(
t1, t3
)∑
r
wrp
(
t3
)
G
(0),<
rr
(
t3, t3
)
G
(0),<
pm
(
t3, t1
)
+
∫ t0
t1
dt3
∑
p
G
(0),<
mp
(
t1, t3
)∑
r
wrp
(
t3
)
G
(0),<
rr
(
t3, t3
)
G
(0),>
pm
(
t3, t1
))
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and
Σ(2),{H,0},{1,{F,0},0},δij
(
t1
)
(525)
= ±
(
i~
)2
δij
∑
m
wmi
(
t1
)(
∫ t1
t0
dt3G
(0),>
mr
(
t1, t3
)∑
rs
wrs
(
t3
)
G
(0),<
rs
(
t3, t3
)
G
(0),<
sm
(
t3, t1
)
+
∫ t0
t1
dt3G
(0),<
mr
(
t1, t3
)∑
rs
wrs
(
t3
)
G
(0),<
rs
(
t3, t3
)
G
(0),>
sm
(
t3, t1
))
.
Further,
Σ(2),{F,0},{1,{H,0},0},diagonal,δij
(
t1, t2
)
(526)
= ±
(
i~
)2
wji
(
t1
)(
∫ t1
t0
dt3
∑
p
G
(0),>
ip
(
t1, t3
)∑
rs
wrp
(
t3
)
G
(0),<
rr
(
t3, t3
)
G
(0),<
pj
(
t3, t1
)
+
∫ t0
t1
dt3
∑
p
G
(0),<
ip
(
t1, t3
)∑
rs
wrp
(
t3
)
G
(0),<
rr
(
t3, t3
)
G
(0),>
pj
(
t3, t1
))
and
Σ(2),{F,0},{1,{F,0},0},δij
(
t1
)
(527)
=
(
i~
)2∑
n
wji
(
t1
)(
∫ t1
t0
dt3G
(0),<
ir
(
t1, t3
)∑
rs
wrs
(
t3
)
G
(0),<
rs
(
t3, t3
)
G
(0),>
sj
(
t3, t1
)
+
∫ t0
t1
dt3G
(0),>
ir
(
t1, t3
)∑
rs
wrs
(
t3
)
G
(0),<
rs
(
t3, t3
)
G
(0),<
sj
(
t3, t1
))
.
B.3. Hubbard basis
In the Hubbard basis, the non-selfconsistent contributions attain the form
Σ(2),(2),2,0,0,Hubbard,biαjα
(
z1, z2
)
(528)
≡ Σ(2),2,0,Hubbard,biαjα
(
z1, z2
)(
G → G(0)
)
and
Σ(2),(2),1,0,1,Hubbard,biαjα
(
z1, z2
)
(529)
≡ Σ(2),1,1,Hubbard,biαjα
(
z1, z2
)(
G → G(0)
)
,
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as well as
Σ(2),{H,0},{1,{H,0},0},Hubbard,biαjα
(
z1, z2
)
(530)
=
(
i~
)2
δC
(
z1, z2
)
δij
∑

U
(
z1
)
∫
C
dz3
∑
p
G
(0)
ip
(
z1, z3
)
G
(0)
pi
(
z3, z1+
)∑
ζ
U
(
z3
)
G
(0)
pζpζ
(
z3, z3+
)
and
Σ(2),{H,0},{1,{F,0},0},Hubbard,biαjα
(
z1, z2
)
(531)
=
(
i~
)2
δC
(
z1, z2
)
δij
∑

U
(
z1
)
∫
C
dz3
∑
p
G
(0)
ip
(
z1, z3
)
U
(
z3
)
G
(0)
pp
(
z3, z3+
)
G
(0)
pi
(
z3, z1+
)
.
Further,
Σ(2),{F,0},{1,{H,0},0},Hubbard,biαjα
(
z1, z2
)
(532)
=
(
i~
)2
δC
(
z1, z2
)
δijU
(
z1
)
∫
C
dz3
∑
p
G
(0)
iαpα
(
z1, z3
)
U
(
z3
)∑

G
(0)
pp
(
z3, z3+
)
G
(0)
pαiα
(
z3, z1+
)
and
Σ(2),{F,0},{1,{F,0},0},Hubbard,biαjα
(
z1, z2
)
(533)
=
(
i~
)2
δC
(
z1, z2
)
δijU
(
z1
)
∫
C
dz3
∑
p
G
(0)
iαpα
(
z1, z3
)
U
(
z1
)
G
(0)
pαpα
(
z1, z1+
)
G
(0)
pαiα
(
z3, z1+
)
,
for bosons, and
Σ(2),(2),2,0,0,Hubbard,fiαjα
(
z1, z2
)
(534)
≡ Σ(2),2,0,Hubbard,fiαjα
(
z1, z2
)(
G → G(0)
)
and
Σ(2),(2),1,0,1,Hubbard,fiαjα
(
z1, z2
)
(535)
≡ Σ(2),1,1,Hubbard,fiαjα
(
z1, z2
)(
G → G(0)
)
,
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as well as
Σ(2),{H,0},{1,{H,0},0},Hubbard,fiαjα
(
z1, z2
)
(536)
=
(
i~
)2
δC
(
z1, z2
)
δij
∑
 6=α
U
(
z1
)
∫
C
dz3
∑
p
G
(0)
ip
(
z1, z3
)
G
(0)
pi
(
z3, z1+
)∑
ζ 6=
U
(
z3
)
G
(0)
pζpζ
(
z3, z3+
)
,
Σ(2),{H,0},{1,{F,0},0},Hubbard,fiαjα
(
z1, z2
)
≡ 0 (537)
and
Σ(2),{F,0},{1,{H,0},0},Hubbard,fiαjα
(
z1, z2
)
≡ 0 , (538)
Σ(2),{F,0},{1,{F,0},0},Hubbard,fiαjα
(
z1, z2
)
≡ 0 , (539)
for fermions. The components read
Σ(2),(2),2,0,0,Hubbard,b,≷iαjα
(
t1, t2
)
(540)
≡ Σ(2),2,0,Hubbard,b,≷iαjα
(
t1, t2
)(
G → G(0)
)
,
Σ(2),(2),1,0,1,Hubbard,b,≷iαjα
(
t1, t2
)
(541)
≡ Σ(2),1,1,Hubbard,b,≷iαjα
(
t1, t2
)(
G → G(0)
)
,
Σ(2),(2),2,0,0,Hubbard,f,≷iαjα
(
t1, t2
)
(542)
≡ Σ(2),2,0,Hubbard,f,≷iαjα
(
t1, t2
)(
G → G(0)
)
,
Σ(2),(2),1,0,1,Hubbard,f,≷iαjα
(
t1, t2
)
(543)
≡ Σ(2),1,1,Hubbard,f,≷iαjα
(
t1, t2
)(
G → G(0)
)
,
as well as
Σ(2),{H,0},{1,{H,0},0},Hubbard,b,δiαjα
(
t1, t2
)
(544)
=
(
i~
)2
δij
∑

U
(
t1
)(
∫ t1
t0
dt3
∑
p
G
(0),>
ip
(
t1, t3
)
G
(0),<
pi
(
t3, t1
)∑
ζ
U
(
t3
)
G
(0),<
pζpζ
(
t3, t3
)
+
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t1
dt3
∑
p
G
(0),<
ip
(
t1, t3
)
G
(0),>
pi
(
t3, t1
)∑
ζ
U
(
t3
)
G
(0),<
pζpζ
(
t3, t3
))
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and
Σ(2),{H,0},{1,{F,0},0},Hubbard,b,δiαjα
(
t1, t2
)
(545)
=
(
i~
)2
δij
∑

U
(
t1
)(
∫ t1
t0
dt3
∑
p
G
(0),>
ip
(
t1, t3
)
U
(
t3
)
G
(0),<
pp
(
t3, t3
)
G
(0),<
piα
(
t3, t1
)
+
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t1
dt3
∑
p
G
(0),<
ip
(
t1, t3
)
U
(
t3
)
G
(0),<
pp
(
t3, t3
)
G
(0),>
pi
(
t3, t1
))
.
Further,
Σ(2),{F,0},{1,{H,0},0},Hubbard,b,δiαjα
(
t1, t2
)
(546)
=
(
i~
)2
δijU
(
z1
)(
∫ t1
t0
dt3
∑
p
G
(0),>
iαpα
(
t1, t3
)
U
(
t3
)∑

G
(0),<
pp
(
t3, t3
)
G
(0),<
pαiα
(
t3, t1
)
+
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t1
dt3
∑
p
G
(0),<
iαpα
(
t1, t3
)
U
(
t3
)∑

G
(0),<
pp
(
t3, t3
)
G
(0),>
pαiα
(
t3, t1
))
and
Σ(2),{F,0},{1,{F,0},0},Hubbard,b,δiαjα
(
t1, t2
)
(547)
=
(
i~
)2
δijU
(
t1
)(
∫ t1
t0
dt3
∑
p
G
(0),>
iαpα
(
t1, t3
)
U
(
t3
)
G
(0),<
pαpα
(
t3, t3
)
G
(0),<
pαiα
(
t3, t1
)
+
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t1
dt3
∑
p
G
(0),<
iαpα
(
t1, t3
)
U
(
t3
)
G
(0),<
pαpα
(
t3, t3
)
G
(0),>
pαiα
(
t3, t1
))
and
Σ(2),{H,0},{1,{H,0},0},Hubbard,f,δiαjα
(
t1, t2
)
(548)
=
(
i~
)2
δij
∑
6=α
U
(
t1
)(
∫ t1
t0
dt3
∑
p
G
(0),>
ip
(
t1, t3
)
G
(0),<
pi
(
t3, t1
)∑
ζ 6=
U
(
t3
)
G
(0),<
pζpζ
(
t3, t3
)
+
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t1
dt3
∑
p
G
(0),<
ip
(
t1, t3
)
G
(0),>
pi
(
t3, t1
)∑
ζ 6=
U
(
t3
)
G
(0),<
pζpζ
(
t3, t3
))
.
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B.4. Spin-0 bosons/spin-1/2 fermions
For the specific bosonic and fermionic cases, one has
Σ(2),(2),2,0,0,Hubbard,b,0ij
(
z1, z2
)
(549)
≡ Σ(2),2,0,Hubbard,b,0ij
(
z1, z2
)(
G → G(0)
)
and
Σ(2),(2),1,0,1,Hubbard,b,0ij
(
z1, z2
)
(550)
≡ Σ(2),1,1,Hubbard,b,0ij
(
z1, z2
)(
G → G(0)
)
,
as well as
Σ(2),{H,0},{1,{H,0},0},Hubbard,b,0ij
(
z1, z2
)
(551)
= Σ(2),{H,0},{1,{F,0},0},Hubbard,b,0ij
(
z1, z2
)
= Σ(2),{F,0},{1,{H,0},0},Hubbard,b,0ij
(
z1, z2
)
= Σ(2),{F,0},{1,{F,0},0},Hubbard,b,0ij
(
z1, z2
)
=
(
i~
)2
δC
(
z1, z2
)
δijU
(
z1
)
∫
C
dz3
∑
p
G
(0)
ip
(
z1, z3
)
G
(0)
pi
(
z3, z1+
)
U
(
z3
)
G
(0)
pp
(
z3, z3+
)
,
for spin-0 bosons, and
Σ(2),(2),2,0,0,Hubbard,f,1/2iαjα
(
z1, z2
)
(552)
≡ Σ(2),2,0,Hubbard,f,1/2iαjα
(
z1, z2
)(
G → G(0)
)
and
Σ(2),(2),1,0,1,Hubbard,f,1/2iαjα
(
z1, z2
)
(553)
≡ Σ(2),1,1,Hubbard,f,1/2iαjα
(
z1, z2
)(
G → G(0)
)
,
as well as
Σ(2),{H,0},{1,{H,0},0},Hubbard,f,1/2i↑j↑
(
z1, z2
)
(554)
=
(
i~
)2
δC
(
z1, z2
)
δijU
(
z1
)
∫
C
dz3
∑
p
G
(0)
i↓p↓
(
z1, z3
)
G
(0)
p↓i↓
(
z3, z1+
)
U
(
z3
)
G
(0)
p↑p↑
(
z3, z3+
)
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and
Σ(2),{H,0},{1,{H,0},0},Hubbard,f,1/2i↓j↓
(
z1, z2
)
(555)
=
(
i~
)2
δC
(
z1, z2
)
δijU
(
z1
)
∫
C
dz3
∑
p
G
(0)
i↑p↑
(
z1, z3
)
G
(0)
p↑i↑
(
z3, z1+
)
U
(
z3
)
G
(0)
p↓p↓
(
z3, z3+
)
,
for spin-1/2 fermions. The corresponding components read
Σ(2),(2),2,0,0,Hubbard,b,0,≷ij
(
t1, t2
)
(556)
≡ Σ(2),2,0,Hubbard,b,0,≷ij
(
t1, t2
)(
G → G(0)
)
,
Σ(2),(2),1,0,1,Hubbard,b,0,≷ij
(
t1, t2
)
(557)
≡ Σ(2),1,1,Hubbard,b,0,≷ij
(
t1, t2
)(
G → G(0)
)
,
Σ(2),(2),2,0,0,Hubbard,f,1/2,≷iαjα
(
t1, t2
)
(558)
≡ Σ(2),2,0,Hubbard,f,1/2,≷iαjα
(
t1, t2
)(
G → G(0)
)
,
Σ(2),(2),1,0,1,Hubbard,f,1/2,≷iαjα
(
t1, t2
)
(559)
≡ Σ(2),1,1,Hubbard,f,1/2,≷iαjα
(
t1, t2
)(
G → G(0)
)
,
as well as
Σ(2),{H,0},{1,{H,0},0},Hubbard,b,0,δij
(
t1, t2
)
(560)
= Σ(2),{H,0},{1,{F,0},0},Hubbard,b,0,δij
(
t1, t2
)
= Σ(2),{F,0},{1,{H,0},0},Hubbard,b,0,δij
(
t1, t2
)
= Σ(2),{F,0},{1,{F,0},0},Hubbard,b,0,δij
(
t1, t2
)
=
(
i~
)2
δijU
(
t1
)(
∫ t1
t0
dt3
∑
p
G
(0),>
ip
(
t1, t3
)
G
(0),<
pi
(
t3, t1
)
U
(
t3
)
G
(0),<
pp
(
t3, t3
)
+
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t1
dt3
∑
p
G
(0),<
ip
(
t1, t3
)
G
(0),>
pi
(
t3, t1
)
U
(
t3
)
G
(0),<
pp
(
t3, t3
))
,
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for spin-0 bosons, and
Σ(2),{H,0},{1,{H,0},0},Hubbard,f,1/2,δi↑j↑
(
t1, t2
)
(561)
=
(
i~
)2
δijU
(
t1
)(
∫ t1
t0
dt3
∑
p
G
(0),>
i↓p↓
(
t1, t3
)
G
(0),<
p↓i↓
(
t3, t1
)
U
(
t3
)
G
(0),<
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(
t3, t3
)
+
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dt3
∑
p
G
(0),<
i↓p↓
(
t1, t3
)
G
(0),>
p↓i↓
(
t3, t1
)
U
(
t3
)
G
(0),<
p↑p↑
(
t3, t3
))
,
as well as
Σ(2),{H,0},{1,{H,0},0},Hubbard,f,1/2,δi↓j↓
(
t1, t2
)
(562)
=
(
i~
)2
δijU
(
t1
)(
∫ t1
t0
dt3
∑
p
G
(0),>
i↑p↑
(
t1, t3
)
G
(0),<
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(
t3, t1
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)
G
(0),<
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(
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)
+
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∑
p
G
(0),<
i↑p↑
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)
G
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U
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G
(0),<
p↓p↓
(
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))
,
for spin-1/2 fermions.
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