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Abstract
One of the most important tasks for an autonomous robot is figuring out how to move from
its current position and orientation to a new position and orientation. Despite significant
progress in this area, active research is constantly looking for better ways to plan paths
and traverse them. A specific type of path planning called coverage creates a path so that
when the robot traverses the path its footprint covers the entire space. Most classical path
planning and coverage path planning algorithms have some form of decomposition method
for the target space. This work aims to provide a general way to decompose and represent
the space so that it can be used both for classical path planning and for coverage. This work
accomplishes the aim through using circle packing to tile a space with tangent circles that are
the same size as the robot that will traverse the path. These circles are then converted into
a planar graph which can be used for path planning and for coverage. The representation
created by this decomposition uses less memory than traditional decomposition methods in
practice and allows for shorter paths with less curvature to be created in most situations.
These statements are shown to hold true for both planning a path between two points in an
environment and planning a path to cover the entire environment.
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Chapter 1
Introduction
The importance of robots to society is ever increasing. Companies invest enormous amounts
of money and resources in automation and robotics to enter new markets, decrease operation
costs, increase efficiency, increase safety, or solve problems that are impossible for humans
to complete. There are numerous applications that benefit from this increased support of
automation.
One of the most important tasks for an autonomous robot is figuring out how to
move from its current position and orientation to a new position and orientation. Despite
significant progress in this area, active research is constantly looking for better ways to plan
paths and traverse them. This has been extensively looked into for mobile robots with wheels
on 2D surfaces. The goals for 2D classical path planning are to avoid obstacles and find the
optimal path, which is usually the path with the shortest length or time needed to traverse
it. Another popular constraint for the optimal path is the number of turns. Each turn that
a robot has to make when traversing a path causes an increase in time for completion of the
path. For each turn, the robot must decelerate, turn, and then accelerate. Each turn also
causes the wheels to slip some. This slippage causes sensor readings to not be as accurate
and in turn reduces the accuracy of the robot’s localization, or where it thinks it is.
In addition to the classical path planning between two points, there is specific type of
path planning called coverage (Figure 1.1). The coverage problem is as follows:
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Given a robot with footprint F in a target space S, possibly with holes or
obstacles, the coverage problem is computing a path P contained in S such
that traversal of F along the path results in each point in S being covered by F .
Figure 1.1: Coverage
Some examples of some highly important applications that fall under coverage include
search and rescue, demining, natural disaster monitoring, and surveillance. Some other
examples include floor cleaning, crop health monitoring, and ship hull inspection.
In the ideal case, when there is no uncertainty in the robot’s state, the coverage problem
can be framed as a classical path planning problem. There are several existing algorithms
that can solve this problem and produce a complete coverage path. As the challenge of
finding a solution that provides complete coverage has been solved, the current challenge is
producing a “good” solution.
Each “good” solution is application specific. For example, a “good” coverage for floor
cleaning could result in a clean floor with the least amount of time taken. For a painting
robot, it would result in the most uniform paint layer on the surface. For crop monitoring
a good solution would be measured by the quality of the capture of the entire field. These
different qualifications for the “good” solution cause the works in literature that focus on
one application to offer solutions that specialize to that application. Some of these solutions
tend to pose undesirable properties when used for other applications such as an excessive
amount of turns that makes the implementation challenging in practice.
While there are numerous algorithms for the various applications, most involve some form
of decomposition method for the target space. A decomposition method is a way to break
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up the target space into smaller pieces which can be used in both the classical path planning
process and the coverage process. This work aims to provide a general way to decompose
the space so that it can be used both for classical path planning and for coverage.
The specific problem this work attempts to solve is generating a representation of a target
space that has properties that will cause generated paths for both classical path planning
and for coverage to have less curvature and be shorter than paths created on current common
space representations.
This work accomplishes the aim through using circle packing to tile a space with tangent
circles that are the same size as the robot that will traverse the path. These circles are then
converted into a planar graph which can be used for path planning and for coverage. The
square grid is the most common representation for a target space and is compared against
the circle packed representation. Both representations are used for classical path planning
and for coverage and are compared on the path’s properties. The paths planned on this new
representation are shown to most of the time have less curvature and be shorter than paths
planned on a square grid.
Chapter 2 provides background on some of the relevant subject areas used in this research.
Chapter 3 contains a literature review of robot coverage and circle packing. Chapter 4
describes the methodology and approach for decomposing the space and for evaluating the
space representation in path planning and coverage. Chapter 5 discusses the analytical
results and the experiment results for validating the representation of the space. Chapter 6
concludes this report.
1.1 Contributions
The contributions of this thesis are the discoveries of the advantages, over other decompo-
sition methods, of using circle packing to decompose a target space into a graph for both
path planning and for coverage. The representation created by this decomposition uses less
memory than traditional decomposition methods in practice and allows for shorter paths
with less curvature to be created in most situations. These statements hold true for both
3
planning a path between two points in an environment and planning a path to cover the
entire environment.
4
Chapter 2
Background
For understanding this thesis there are several subject areas that the reader should know.
Here these are briefly discussed. For each subject area more can be learned from other
referenced sources.
2.1 Geometry
There are several elements of computational geometry that are dealt within this thesis. More
information can be gathered from [6], but everything needed for understanding this thesis
will be explained here.
Only 2-dimensional environments are used with polygonal objects (e.g., objects that
consist of segments and points). A segment is a line between two points in space. A simple
polygon is a closed chain of segments which do not self-intersect (Figure 2.1a). A non-simple
polygon might also have some simple polygons (holes) within its area (Figure. 2.1b).
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(a) Simple Polygon (b) Polygon with holes
Figure 2.1: Polygons
A polygon is convex if it is a simple polygon in which all interior angles are less than or
equal to 180◦ (Figure 2.2a). A polygon is concave if at least one interior angle is a reflex
interior angle, or in other words, between 180◦ and 360◦ (Figure 2.2b).
(a) Convex (b) Concave
Figure 2.2: Concavity
A polygonal path is a chain of incident segments between two points and can also be
considered as a sequence of points.
The turning angle between two incident segments is the minimum angle, θ, between them
as shown in Figure 2.3.
Figure 2.3: Turning Angle
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2.2 Graph
Graphs are used throughout much of the work contained within this thesis and the reader
should have some basic knowledge. A basic explanation is presented, but more is offered in
[25].
An undirected graph G(V , E) consists of a set of vertices V and a set of edges E where
an edge e = {u, v} connects the vertices u ∈ V and v ∈ V . A weighted graph G(V , E)
additionally has a weight w assigned to each edge. In the case that a graph is unweighted
then a default weight of 1 is assigned to each edge. A directed graph G(V , E) contains edges
(also called arcs) that are directed (e = (u, v) ∈ E allows transition from u to v, but not
from v to u).
Figure 2.4: Undirected, Unweighted Graph
2.3 Routing Algorithms
Routing algorithms aim to determine the least-cost traversal of a specified subset of a graph,
with or without constraints. These problems are found in a variety of practical contexts
and have long been an object of attention. Specific versions have become fairly famous.
One of the earliest is the Konigsberg bridge problem [9] in which the goal is to determine if
there exists a closed walk traversing each of seven bridges once. A closed walk consists of a
sequence of vertices starting and ending at the same vertex. Each two consecutive vertices
in the sequence are adjacent to each other and connected by an edge in the graph. This
problem led to Euler working on the constraints for the existence of a closed walk [9].
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Theorem 2.1 (Euler’s Theorem). For a connected multi-graph G, G is Eulerian if and only
if every vertex has even degree.
Corollary 2.2. A connected multi-graph G is semi-Eulerian if and only if there are exactly
2 vertices of odd degree.
A graph is connected when there is a path between every pair of vertices, meaning there
are no unreachable vertices. A multigraph is a graph which is permitted to have multiple
edges between two vertices. A vertex has an even degree when there are an even number
of edges coming out of it and has an odd degree when there are an odd number of edges
coming out of it. Euler in his theorem (2.1) proved that an Eulerian or Semi-Eularian graph
is needed to create an Eulerian path (or trail). An Eulerian path is sequence that visits every
edge exactly once. An Eulerian path can be computed from a Semi-Eulerian graph, while a
Eulerian circuit, which starts and ends on the start vertex while being a Eulerian path, can
only be computed from an Eulerian graph.
2.3.1 Traveling Salesman
The traveling salesman problem (TSP) [15] searches for a tour of a graph that visits every
vertex in a graph exactly once while minimizing the edge weights. The problem can simply
be stated as:
If a traveling salesman wishes to visit exactly once each of a list of m cities (where
the cost of traveling from city i to city j is cij) and then return to the home city,
what is the least costly route the traveling salesman can take?
The TSP is NP-hard and without additional constraints on the edge weights, no
approximation algorithm can exist [15].
2.3.2 Chinese Postman
Another well-known routing problem is the Chinese Postman Problem (CPP) [9] which is
formulated as:
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A mailman has to cover his or her assigned segment before returning to the post
office. The problem is to find the shortest walking distance for the mailman.
For the CPP the property of being Eulerian or Semi-Eulerian becomes very important.
The algorithms for solving it contain two main stages. The first is a minimum matching
algorithm. This stage determines what edges with the least total cost need to be added in
order to have a Eulerian graph by converting each odd vertex into an even one. This can be
done in polynomial time. Once these edges have been added to the graph, the traversal can
also be found in polynomial time [9].
2.4 Spline
Splines have been described and presented in a number of books and papers [22] so only a
quick overview will be given. A two-dimensional curve is created by combining two splines:
x(t) and y(t). Each spline consists of one or more segments that are formed as polynomial
parametric curves (Figure 2.5). All segments of the spline are required to be polynomials of
the same degree n. The point of tangency of two adjacent segments is called a knot. Each
segment has a series of control points that shape the spline. When the knots are set, the
spline’s control points can be obtained by solving systems of linear equations.
Figure 2.5: Spline
2.4.1 Smoothness
In mathematical analysis, a function’s smoothness is measured by the number of derivatives
it has which are continuous. A smooth function has derivatives of all orders everywhere
in its domain. Functions are classified by their differentiability classes which are based on
their derivatives. Higher order differentiability classes correspond to the existence of more
derivatives.
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2.4.1.1 Parametric Continuity
Parametric continuity is the smoothness of the curve and its parameterization (Figure
2.6).The function f is said to be of differentiability class Ck if the derivatives f ′, f ′′, ...,
f (k) exist and are smooth. Another explanation is the class C0 contains all continuous
functions. Class C1 contains all functions whose derivatives are continuous.
Figure 2.6: Parametric Continuity (Red: Knots; Blue: Control Points)
2.4.1.2 Geometric Continuity
Geometric continuity is the smoothness of the join point of two curves. Consider the segments
on either side of a point on a curve (Figure 2.7). For G0 continuity the curves must touch
at the join point. For G1 continuity the curves must share a common tangent direction at
the join point. For G2 continuity the curves must share a common center of curvature at
the join point.
10
Figure 2.7: Geometric Continuity
11
Chapter 3
Related Work
There is a vast set of literature on robotics path planning and coverage. Presented here is
a brief explanation of the existing work on decomposing the target space for these domains.
Also, circle packing has been used for numerous applications and thus has its own large set
of literature. Circle packing is briefly explored here.
3.1 Coverage
Robot coverage involves determining a path that passes over all points of an area or volume
of interest while avoiding obstacles. As such it is a specific type of the robot path planning
problem. There are many applications that make use of robot coverage such as cleaning
robots, automated lawnmowers, and land mine detection robots.
Choset in [3], one of the earliest works on robot coverage, defines the criteria needed for
coverage as:
1. The robot must move through all the points in the target area.
2. The robot should fill the region without overlapping paths.
3. The robot must avoid all obstacles.
4. Simple motion trajectories (e.g., lines or circles) should be used.
5. An “optimal” path is desired under available conditions.
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It is not always possible to satisfy all of these criteria in complex environments.
The coverage problem is related to several other well known NP-hard problems [3] such as
the covering salesman problem, a variant of the traveling salesman problem; the lawnmower
problem, and the piano mover’s problem. The covering salesman problem involves an agent
visiting a neighborhood of each city. The lawnmower problem involves finding a path to cut
all grass in a given region covered by grass. The piano mover’s problem involves finding a
collision-free path from a start configuration to a goal configuration. The coverage problem
involves an agent passing over all points in a target space.
Coverage algorithms can be classified as offline or online. Offline algorithms rely only on
static information, and assume that the information is known in advance. Online algorithms
utilize real-time sensor measurements to cover the target space. This work falls into the
category of offline algorithms; however, it can be modified to work as an online algorithm.
Choset in [3] and Galceran in [12] have presented surveys on the coverage body of
research and have classified different types of coverage algorithms. Most coverage algorithms
decompose the space into subregions called cells and so most of these categories are based on
the type of decomposition used. Choset in [3] divided algorithms into heuristic, approximate,
semi-approximate, and exact whereas Galceran in [12] breaks them up further.
3.1.1 Heuristic
Heuristic methods do not rely on any kind of maps and cannot guarantee complete coverage.
These methods follow a set of simple behaviors and do not require as many sensors, reducing
the cost of creating a robot to implement these methods.
3.1.1.1 Random Search
The most common heuristic method is the random search in which a robot moves in a straight
line until an obstacle is found. It then turns in a random direction. This is an approach
that several floor-cleaning robots use. The idea is that if the floor is swept randomly long
enough then it should become clean. The advantages to this approach are the lack of need
for sensors or expensive computational hardware. However, this is not as successful for large
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spaces or 3D spaces as the cost of operating the vehicle would be too high. Also there are
many cases in which the robot will cover the same area repeatedly.
3.1.2 Exact Cellular Decomposition
Exact cellular decomposition breaks the space down into simple, non-overlapping regions
called cells. The union of these cells fills the entire target space. These regions where there
are no obstacles can be covered through a sweeping motion such as a zigzag motion as shown
in Figure 3.1. Generation of these motions called Seed Spreader motion are well documented
in [4, 18]. This reduces the path planning for coverage to planning of motions from one
cell to another. There are 3 common off-line approaches for exact cellular decomposition:
Trapezoid, Boustrophedon, and Morse.
Figure 3.1: Sweeping Motion
3.1.2.1 Trapezoid Decomposition
(a) Decomposition (b) Individual Cell Path (c) Cell Order
Figure 3.2: Trapezoid Decomposition
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The trapezoid decomposition works on planar polygonal spaces and creates trapezoid cells
as shown in Figure 3.2a. Each vertex has a line segment extended vertically up, down, or
both to create the trapezoids. The trapezoid shaped cells allow for simple zigzag motions to
cover each cell (Figure 3.2b). If each cell is treated as a vertex and edges connect adjacent
cells (Figure 3.2c), then finding an exhaustive walk through the graph associated with the
decomposition guarantees complete coverage.
3.1.2.2 Boustrophedon Decomposition
(a) Decomposition (b) Individual Cell Path (c) Cell Order
Figure 3.3: Boustrophedon Decomposition
The boustrophedon decomposition improves on the trapezoid decomposition by merging
some of the cells together as shown in Figure 3.3a [4].The boustrophedon decomposition
only considers vertices where a vertical segment can be extended above and below the vertex
and thus can create non-convex cells. This reduces the number of cells and so shorter coverage
paths are obtained.
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3.1.2.3 Morse Decomposition
(a) (b)
Figure 3.4: Morse Decomposition [1]
The boustrophedon decomposition was later proven by [1] to be specific case of morse
decomposition (Figure 3.4). Morse decomposition uses the critical points of a morse function
to define the cells and thus can handle non-polygonal spaces. A morse function f : M → R is
defined as a function in which all its critical points are non-degenerate and M is a manifold.
3.1.3 Semi-Approximate Decomposition
Hert in [14] presents a coverage algorithm where the cells are fixed in width, but can have
any length. Their algorithm works on both simply and non-simply connected environments
through recursion. A robot following this algorithm can start at any point in the environment
and will use a sweeping motion to cover the space. The main different between this and the
exact decomposition is the exact decomposition uses the vertices of the obstacles to subdivide
the space whereas in semi-approximate the cells simply are of fixed width.
Figure 3.5: Semi-Approximate Decomposition
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3.1.4 Approximate Decomposition
The third classification for coverage decompositions used by [3] is the approximate
decomposition in which the space is broken down into cells with the same size and shape.
The union of these cells only approximates the target space. It is assumed that once the
robot enters a cell it has covered the entire cell. Approximate decomposition algorithms
are considered resolution complete as they completely cover their cells; however, depending
on the shape of the cells and the shape of the target space the union of the cells may
not completely cover the space. This is the category of decomposition that the algorithm
presented in this thesis falls into.
3.1.4.1 Grid-based methods
Most approximate decomposition methods create a map of the environment and then divide
it into a grid and thus are known as grid-based (Figure 3.6). Each grid cell usually has an
associated value of whether or not it contains an obstacle or is free, or the probability of it
containing an obstacle [10]. Once a robot moves into a cell then it is considered covered, so
the cell size must reflect the robot’s coverage range.
(a) (b)
Figure 3.6: Grid Decomposition
It is easy to create a grid map as it can be represented as an array with each element
containing the occupancy information. This makes it simple to mark covered areas. For these
reasons, grid-based representations are the most widely used representation for coverage
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algorithms and for classical path planning algorithms. However, they do have limitations in
that they suffer from exponential growth of memory usage as the resolution remains constant
regardless of the complexity of the environment [12].
Usually the cells are squares, but other shapes have been used such as triangles by [21].
The rationale behind the use of triangular cells is that they offer a higher resolution in
comparison to the rectangular cells of the same size. However, the resolution of the grid can
also be augmented by using finer-grained squared cells. Most mobile robots are not capable
of making very fine movements adjustments and so there isn’t need for ultra high resolution
in coverage path planning [12].
3.1.5 Optimal Coverage
Many works have discussed optimal coverage using different factors for evaluation such as
the number of turns, number of revisited cells, distance, and time taken. It is only possible
to find an optimal solution for an a priori known environment since an antagonistic example
can always be found for a sensor-based approach. Therefore, optimal coverage methods are
classified as offline methods.
Huang in [16] presents an optimal line-sweep based method for cellular decomposition
algorithms in planar spaces. This approach produces an optimal length coverage path by
allowing different sweep directions in the zigzag paths used to cover each cell. The main idea
is to minimize the number of turns in the path because each turn implies the additional cost
of the robot having to decelerate before the turn and accelerate after the turn. The method
intends to maximize the length of the laps in the zigzag pattern in order to minimize the
number of turns.
Mannadiar in [19] proposes an algorithm based on the boustrophedon cellular decompo-
sition that achieves complete coverage while minimizing the path of the robot. The optimal
solution to the Chinese Postman Problem is used to calculate an Euler tour, which guarantees
complete coverage of the available space while minimizing the coverage path length.
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3.2 Circle Packing
A circle packing (CP) (Figure 3.7) is a configuration of circles having a specified pattern
of tangencies, as introduced by [24]. Thus it enjoys both a combinatoric nature in the
pattern of tangencies and geometric nature in the radii of the circles. There exists a rather
extensive theory covering the existence and uniqueness of these radii [5]. Numerous uses of
circle packings exist, both theoretical and practical such as discrete conformal mapping [13],
graph embedding [20], and conformal tilings [2].
(a) Uniform Circle Pack (b) Non-Uniform Circle Pack
Figure 3.7: Circle Pack
Circle packing is used as the method of decomposing the space and converting it to a
graph.
3.2.1 Additive Manufacturing
The path planning for Additive Manufacturing (AM) or 3D Printing (3DP) is a subset of
the robot coverage problem as the goal is to fill a space with material without having to
cross over where material has already been used. Recently circle packing has been used to
decompose the space for Additive Manufacturing in order to allow for a planning scheme
based on physical models instead of the traditional raster or spiral patterns. In [7] circle
packing was used to create a graph which was used to create a path for 3D printing. In [8]
a heuristic circle packing algorithm is proposed for creating a circle pack within a specified
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polygon that can then be used for optimizing the toolpath for 3D printing. In [17] the
previous work was used to incorporate internal stress distribution into the design of infill
patterns for additive manufacturing. This work significantly influenced the current work;
however, criteria used for AM was a path that increased the strength of the final printed
part and the curvature of the path was not explored. Also, for AM a gantry robot was used
to deposit material instead of a wheeled mobile robot.
3.3 Summary
Coverage is the process of determining a path that causes the footprint of a robot when
traversed over the path to cover the entire space. Most coverage algorithms have a
decomposition method. There are three main categories for decomposition: exact, semi-
approximate, and approximate. This work deals with an approximate decomposition
algorithm that can also be used for classical path planning.
Circle Packing is the process and theory behind creating a configuration of circles in
which each circle is tangent to its neighbors. This has previously been used in Additive
Manufacturing to solve the problem of how to plan the path for printing a layer. This work
influenced the concept of using circle packing for robot coverage.
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Chapter 4
Approach
This work seeks to determine the advantages of using circle packing to decompose a target
space for both classical path planning between two points and coverage path planning.
Specifically, this work explores the amount of memory used in the representation and whether
most paths planned on it have less curvature and are shorter than paths planned on the
commonly used square grid decomposition.
In order validate the claim that paths planned on the circle pack representation most
of the time will be shorter and have less curvature than paths planned on the common
square grid, a process composed of several steps was created. The first step selects multiple
environments that vary in terms of size, shape, number of obstacles, and complexity. Each
of the varied environments is then decomposed by packing the space with circles that are
tangent to one another. These circles are then converted to a planar graph which can be
used for classical path planning and coverage path planning. A similar process using squares
is applied to each environment to create a square grid for comparison. The Wavefront
Algorithm is then used to plan paths between two points on both the circle packed and
square grid representations. This algorithm only outputs a series of points that the robot
needs to pass through. Splines are then used to connect each point with the next point in
the series. Certain criteria for which type of spline should be used are specified in order to
select a spline that a real robot is able to follow. These splines are also needed in order to
measure the curvature of the path. This process is used to test whether most of the classical
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paths planned on the circle packed representation are shorter and have less curvature than
a path planned between the same two points on the square grid.
For coverage path planning a similar process is used with the exception of the Chinese
Postman Algorithm being used to plan a coverage path instead of the Wavefront Algorithm
being used to plan a classical path.
In creating this approach there were several assumptions that were made. The robot is
on a flat 2D surface. The robot is circular in shape and has a differential drivetrain. There
are zero or more obstacles in the environment. The boundary and all obstacles are made of
polygonal shapes. This work can be expanded upon to remove some of these assumptions.
4.1 Environment Complexity
In order to determine the advantages of the circle packing as a decomposition method, it
needs to be tested on multiple environments with different complexities. There are several
different ways that one can measure the complexity of an environment. For this thesis, a
simple common method of calculating the complexity of an environment through averaging
the number of intersections in a large number of 1D cross sections is used (Figure 4.1).
Figure 4.1: Environment Complexity Cross-Sections
Algorithm 1 selects two random points on the boundary of the environment. These
random points are checked to make sure that they are not on the same boundary edge.
A line is created between these two points and the number of intersections between the
line and the obstacles/boundary is determined. This is done 1000 times with the number
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of intersections being averaged. This average is used to represent the complexity of the
environment. This shows how many obstacles the robot would have to go around on average
when going traveling through the environment.
Algorithm 1 Measuring Environment Complexity
1: procedure
2: boundary ← boundary(environment)
3: sum← 0
4: for i← 0 : n do
5: p1 ← random point(boundary)
6: p2 ← random point(boundary)
7: while p1 == p2 or same boundary edge(p1, p2) do
8: p2 ← random point(boundary)
9: sum← sum+ num intersections(environment, p1, p2)
10: complexity ← sum/n
This algorithm is used to select environments with different amounts of complexity.
4.2 Circle Packing
The target space S is filled with adjacent circles of equal size (Figure 4.2). There are multiple
possible uniform circle packings. Lagrange and later Thue proved that in two dimensional
Euclidean space the highest-density lattice arrangement of circles is the hexagonal packing
arrangement, where the centers of the circles are arranged in a hexagonal lattice and each
circle is surrounded by six other circles [11]. This hexagonal packing arrangement is thus
used to maximize the amount of space covered by the circles. Approximate decomposition
methods are resolution complete meaning that a coverage created from them will completely
cover the representation, but the representation will not necessarily cover the entire target
space. How much of the target space is covered depends on the resolution of the decomposing
shape (e.g., square, triangle, circle, etc). This method is a specific type of approximate
decomposition and is resolution complete.
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(a) Full Shape (b) Close Up
Figure 4.2: Circle Packing
The circle packing can handle any space with a single exterior boundary and zero or more
obstacles or holes in the interior (Figure 4.3). For the purposes of this thesis a polygonal
shape was used for the exterior and the holes; however, any closed entity could be used such
as a closed looped spline.
(a) Full Shape (b) Close Up
Figure 4.3: Circle Packing with Obstacles
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This circle packing is then converted to a planar graph (Figure 4.4). The center of each
circle is represented as a vertex. Tangency between two adjacent circles is represented as an
edge between their centers.
Figure 4.4: Circle Pack with Edges
Because of how the circle packing is formed all interior vertices have six edges making
each interior vertex an even vertex. Some of the boundary vertices have an odd number of
edges. For an Eulerian tour, which is needed for a coverage path, odd vertices have to be
connected. In order to reduce the number of odd vertices in the graph some of the boundary
vertices are connected to non-adjacent boundary vertices within a specified distance (Figure
4.6). Algorithm 2 loops through the vertices on the boundary. If a boundary vertex is odd
then an attempt is made to connect it to another odd boundary vertex that is within twice
the width of the robot. If it is close enough then it is checked whether the robot can travel
there without colliding with an obstacle or the boundary of the environment.
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Figure 4.5: Circle Pack with Boundary Edges
(a) Circle Pack without Boundary Edges
(b) Circle Pack with Boundary Edges (Boundary
edges in green)
Figure 4.6: Close up of Boundary Edges
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Algorithm 2 Add Boundary Edges to Odd Boundary Vertices
1: procedure
2: g ← graph
3: exterior← exterior face(graph)
4: exterior iterator← face edge iterator(exterior)
5: for edge in exterior iterator do
6: vertex← origin(edge)
7: if odd(vertex) then
8: continue
9: target edge← edge increment(exterior iterator, 2)
10: target vertex← origin(target edge)
11: if distance(vertex, target vertex) < robot footprint then
12: for edge2 in exterior iterator do
13: valid← 1
14: edge2 origin← origin(edge2)
15: edge2 target← target(edge2)
16: if intersect(line(vertex, target vertex), line(edge2 origin, edge2 target)) then
17: valid← 0 break
18: if valid then
19: add edge(g, vertex, target vertex)
4.3 Path Planning
Once the graph is created, a path planning algorithm is applied in order to test the properties
of the path. For a classical planning between two points the Wavefront Algorithm is used.
For a coverage path the Chinese Postman Algorithm is used. Both of these algorithms output
a series of points that the robot must go through.
4.3.1 Wavefront
The Wavefront Algorithm (Figure 4.7), also known as the Distance Transform Algorithm, is
used in order to plan a path between two points. The Wavefront Algorithm finds a path by
applying a breadth-first search (BFS) on the graph from the goal cell. As the BFS traverses
the space each cell is assigned a value which corresponds to the number of moves required for
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the shortest path from that cell to the goal. Upon reaching the start the number of moves
needed is known. The path to the goal cell can be found by selecting the cell adjacent to the
start cell that has the smallest value. The cell adjacent from that with the smallest value is
then selected. This step is repeated until the goal is adjacent to the current cell.
Figure 4.7: Wavefront Algorithm [12]
For the classical path planning experiments, the start and goal points were randomly
selected from the target space. The containing circle or square was selected as either the
start or the end cell. In the case that the random point was in the gap between circles the
closest circle was selected. If a random point ended up inside one of the obstacles or outside
the boundary then it was reselected. This was run for both the square grid and the circle
pack. Each of the six environments was used 1000 times with different random start and
goal points.
4.3.2 Chinese Postman
The Chinese Postman Problem (CPP) seeks to find the lowest-cost tour of a graph that
includes each edge at least once [9]. This is known as a Eulerian tour. An odd degree
vertex has an odd number of edges. An even degree vertex is a vertex that has an even
number of edges. The general CPP starts by transforming all odd degree vertices into even
degree vertices. This is done by finding a minimum weight matching. A Minimum Weight
Matching is a list of the pairs of odd degree vertices that would have the minimum weight
when traversing from one to the other. The new edge connecting the pair is then added
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to the original graph. A Eulerian tour of the graph is then created using the End-Pairing
algorithm. This Eulerian tour guarantees complete coverage of the available free space.
For the coverage experiments, a modified version of the Chinese Postman Algorithm is
used to determine the order of the vertices to traverse in order to cover the entire space with
the least amount of turning. As with the normal Chinese Postman Algorithm, a Minimum
Weight Matching is applied in order to add new edges and make each vertex an even vertex.
This Minimum Weight Matching uses the number of cells in between two vertices as the
weight for the matching. This reduces the number of cells covered multiple times. The
results from this Minimum Weight Matching are connected and the new edges are added to
the graph making all vertices even. During the End-Pairing, the Eulerian tour that minimizes
the amount of turning the robot would need is then selected as the coverage path.
4.4 Path Constraints
The output of each of the path planning algorithms is a series of points that the robot must
go through. Splines are then needed to connect each of these points in way that the robot can
actually traverse. For the robot to be able to traverse these splines they must have certain
constraints. Without these constraints it cannot be guaranteed that a robot can actually
follow the path due to a number of factors including slippage and loss of localization from
odometry.
4.4.1 Robot Model
Both experiments are completed with a simulated differential drive robot of circular shape.
The movement of the robot can be modeled with the following equations:
x˙ = vcos(γ) y˙ = vsin(γ) γ˙ = ω (4.1)
where x, y, γ stand for the position and orientation, v is the magnitude of the linear velocity,
and ω is the angular velocity. If the wheels are not sliding then the velocities are close to
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what has been sent to the robot. To assure that a real robot can follow the prescribed path
it must not slide, i.e., its accelerations must be within certain limits.
In order to guarantee that the robot modeled can actually follow a planned path there
are several properties that are necessary.
4.4.2 Continuity in heading
The path is required to be G1 and C1 continuous to make sure that the heading of the robot
changes continuously. If this wasn’t the case then the robot would have to be able to execute
infinite rotational accelerations which introduces slippage and decreases the accuracy of the
localization.
4.4.3 Continuity in curvature
A discontinuity in curvature also requires infinitely high accelerations. Even if the robot
could cope with the accelerations, the discontinuity would imply strong abrupt forces to the
robot itself and its payload.
The curvature κ is the inverse of a curve’s radius and is defined in [23] as follows:
κ = |dT
ds
| (4.2)
where T is the tangent vector function to the curve and ∫ the curve’s arc length. Sprunk in
[23] shows that for a curve F the parameterization of the curvature is
κ(t) =
F ′(t) ∗ F ′′(t)
|F ′(t)|3 . (4.3)
As can be seen, control over the first and second derivatives of a parametric curve provides
control over its curvature. Choosing first and second derivatives suitable for C2 continuity
implies curvature continuity of the spline.
When applied to a 2 dimensional spline the equation becomes as follows:
κ =
|x˙y¨ − y˙x¨|
(x˙2 + y˙2)3/2
(4.4)
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4.4.4 Correlation between shape and parameters
When planning a path through an environment, a spline must be defined that passes through
certain points (such as the vertices of the graph) and stays clear of certain areas (e.g.,
obstacles). This task is facilitated a lot if there are direct correlations between the spline’s
shape and its parameters. Otherwise complex inverse calculations would have to be employed
to retrieve spline instances with given shape properties.
4.4.5 Spline Selection
In order to create the path that will allow comparison of the curvature properties of the space
representations, a spline must be selected that fulfills the previously stated criteria. Path
planning has a number of commonly used splines. These include Hermite, Bezier, Catmull-
Rom, B-splines and many more. Hermite and Bezier Splines are defined on a per-segment
basis. This causes them to require manual stitching. Manual Stitching involves actively
connecting two spline segments so they both are touching and tangent at the end points.
During the stitching, they can be connected so that they are C2 continuous. On the other
hand, Catmull-Rom and B-splines are defined so that they already include the stitching.
While B-Splines provide C2 continuity inherently, they lack the intuitive correlation between
shape and control points. Catmull-Rom has the intuitive correlation between shape and
control points, but is not guaranteed to be C2 continuous.
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Table 4.1: Common Path Planning Spline Properties
* Can be stitched so that it has C2 continuity
Properties Hermite Bezier Catmull-Rom B-Spline
Stitching Manual Manual Automatically Automatically
C1 continuity Yes Yes Yes Yes
C2 continuity Not inherently* Not inherently* No Yes
Correlation between
shape and parameter
Yes Yes Yes No
Freely set
first derivative
Yes Yes Yes Yes
Of the common spline types discussed in Table 4.1, only the Cubic Hermite and the Cubic
Bezier spline meet the required criteria. Both are cubic meaning they are made of segments
Si that are cubic polynomials, generally defined as:
Si(t) = ait
3 + bit
2 + cit+ di, t ∈ [0, 1]. (4.5)
4.4.5.1 Cubic Hermite Spline
The Cubic Hermite has four control points:
• The start point
• The goal point
• The tangent vector at the start point
• The tangent vector at the goal point
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Figure 4.8: Hermite Spline
As the spline must be G1, C1, and C2 continuous as shown in the above constraints, the
end point of one segment must be the starting point of the next or:
Si(1) = Si+1(0), i ∈ [0, n− 2] (4.6)
and the tangent of the end point of one segment must be the tangent of the starting point
of the next or:
S˙i(1) = ˙Si+1(0), i ∈ [0, n− 2]. (4.7)
This makes using them easy to use for path planning. On a [0, 1] interval the equation for
the 1 dimensional polynomial is:
p(t) = (2t3 − 3t2 + 1)P0 + (t3 − 2t2 + t)M0 + (−2t3 + 3t2)P1 + (t3 − t2)M1, 0 ≤ t ≤ 1
(4.8)
where P0 is the starting point, P1 is the end point, M0 is the tangent at the starting point,
and M1 is the tangent at the end point.
For a Cubic Hermite, the first derivative is :
p′(t) = (6t2 − 6t)P0 + (3t2 − 4t+ 1)M0 + (−6t2 + 6t)P1 + (3t2 − 2t)M1 (4.9)
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and the second derivative is:
p′′(t) = (12t− 6)P0 + (6t− 4)M0 + (−12t+ 6)P1 + (6t− 2)M1. (4.10)
These derivatives are used to calculate the curvature of the spline. This is used to compare
the curvature properties of the proposed space representation to other common approximate
space representations.
4.4.5.2 Cubic Bezier Spline
The Bezier spline uses the Bernstein polynomial. The Bernstein polynomial is defined as:
Bi,n(t) =
(
n
i
)
ti(1− t)n−i. (4.11)
They have a number of useful properties including symmetry:
Bi,n(t) = Bnm−i,n(1− t),
positivity:
Bi,n(t) ≥ 0,
and normalization:
n∑
i=0
Bi,n(t) = 1.
The Bezier curve is defined as:
p(t) = (1− t3)P0 + 3(1− t2)tP1 + 3(1− t)t2P2 + t3P3, 0 ≤ t ≤ 1. (4.12)
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Figure 4.9: Bezier Spline
P0 is the starting point and P3 is the goal point. The vector from P0 to P1 is the tangent
at P0 and the vector from P2 to P3 is the tangent at P3. The distance between P1 and P2
affects how far the curve moves towards P1 before turning towards P2. It also typically does
not pass through P1 or P2, but just uses them for directional information. This is the most
commonly used cubic spline.
For a Cubic Bezier, the first derivative is:
p′(t) = 3(1− t2)(P1 − P0) + 6(1− t)t(P2 − P1) + 3t2(P3 − P2) (4.13)
and the second derivative is
p′′(t) = 6(1− t)(P2 − 2P1 + P0) + 6t(P3 − 2P2 + P1). (4.14)
These derivatives are used to calculate the curvature of the spline. This is used to compare
the curvature properties of the proposed space representation to other common approximate
space representations.
4.5 Summary
In order to determine the advantages of using circle packing to decompose a target space
for both classical path planning between two points and coverage path planning, a process
is developed. The hypothesis is that paths planned on the circle packed representation most
of the time will be shorter and have less curvature than those planned on a common square
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grid representation. The process used to validate this hypothesis was discussed. The first
step selects multiple environments that vary in terms of size, shape, number of obstacles,
and complexity. Each of varied environments is then decomposed by packing the space
with circles that are tangent to one another. These circles are then converted to a planar
graph which can be used for classical path planning and coverage path planning. A similar
process using squares is applied to each environment to create a square grid for comparison.
The Wavefront Algorithm is then used to plan paths between two points on both the circle
packed and square grid representations. This algorithm only outputs a series of points that
the robot needs to pass through. Splines are then used to connect each point with the next
point in the series. Certain criteria for which type of spline should be used are specified in
order to select a spline that a real robot is able to follow. Of the spline types looked at only
the Cubic Hermite and the Cubic Bezier meet the criteria. These splines are also needed
in order to measure the curvature of the path. This process is used to test whether most
of the classical paths planned on the circle packed representation are shorter and have less
curvature than a path planned between the same two points on the square grid.
For coverage path planning a similar process is used with the exception of the Chinese
Postman Algorithm being used to plan a coverage path instead of the Wavefront Algorithm
being used to plan a classical path.
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Chapter 5
Evaluation
The hypothesis of this thesis is that a space representation generated through circle packing
the space will have properties that cause most generated paths to have less curvature and
be shorter than paths planned on other common approximate space representations such
as the square grid. First this work analytically tested these claims by looking at moving
from a single cell to an adjacent cell for each of the circle pack representation and square
grid representation. Then the process described in the Approach was used to experimentally
validate the hypothesis.
5.1 Analytical Results
Traversing a path on both a circle pack and a square grid can be simplified to a repetition
of the same motions. The robot starts in a single cell and moves to one of the adjacent cells.
This process repeats until the robot has fully completed the path. This fundamental part
of the path is used to analytically determine the curvature properties of paths planned on
both the circle pack and square grid.
The traditional grid cell decomposition has two types of representations. The first only
allows horizontal and vertical movement between the centers of adjacent squares (Figure
5.1a). The second also allows for diagonal movements between the centers of adjacent squares
(Figure 5.1b). For the comparison between a circle packed decomposition and the square
grid representation, the version that includes diagonal movements will be used.
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(a) (b)
Figure 5.1: Two Types of Square Grid Decomposition
In a traditional grid cell decomposition (Figure 5.2), there are eight adjacent cells to the
one the robot is currently in; however, unless this is the very first cell then the robot just
arrived from one of the cells, reducing the number of options to seven: straight ahead, 45◦ to
the left or right, 90◦ to the left or right, and 135◦ to the left or right. The distance between
the center of the current cell and the center of the adjacent cell depends on the cell the robot
came from and the angle it is going. For example, if the robot is in the center cell of figure
5.2, then moves diagonally like in Figure 5.3b, then the distance between the center of the
current cell and the next cell is
√
2
2
times what it would be if the robot went straight like in
Figure 5.3a.
Figure 5.2: Square Flower
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(a) Straight Movement (b) Diagonal Movement
Figure 5.3: Single motion in a square flower
For the circle packed representation there are six adjacent cells surrounding the one the
robot is currently in (Figure 5.4); however, again unless this is the very first cell, then the
robot just arrived from one of the cells, reducing the number of options to five: straight
ahead, 60◦ to the left or right, and 120◦ to the left or right. The distance between the center
of the current cell and the next cell is always the same.
Figure 5.4: Circle Flower
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Figure 5.5: Single motion in circle flower
The two splines, the Cubic Hermite and Cubic Bezier, that meet the criteria in Section
4.4.5 are used to determine how the properties of the circle packed representation compare
to the traditional square grid representation. Using the derivatives of the Cubic Hermite and
Cubic Bezier spline shown in Sections 4.4.5.1 and 4.4.5.2 with Equation 4.4 lets one calculate
the 2 dimensional curvature, κ, for a specific point on each spline. The average curvature,
κ¯, is calculated by selecting 1000 points with a uniform interval on the spline and averaging
the absolute value of the curvatures calculated from those points:
κ¯ =
1000∑
i=0
|κ( i
1000
)|. (5.1)
The absolute value is used so that opposite signed curvatures do not cancel each other out.
Figure 5.6: Spline Average Curvature
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Of the two spline types that meet the path constraints required, the Cubic Hermite spline
has less curvature as shown in Figure 5.6. This means the robot needs to turn less in order
to follow this path. It is also simpler as the Bezier Spline requires tuning two of the control
points; whereas, all the control points for the Cubic Hermite are built into the path. For
these reasons, the path planning and coverage experiments both use a Cubic Hermite Spline
to represent the path.
It is also shown that in making a single movement from a cell to an adjacent cell, the
circle packed representation has properties that cause less curvature than the square grid
representation for both sets of splines. This should lead to less curvature for the entire path
on average.
In Figure 5.7 three of the five move options for the circle packed representation are
displayed. The remaining two are simply mirrors of the 60◦ and 120◦ options. The footprint
images show that the spline will still cover the gap between the circles.
0◦ 60◦ 120◦
Figure 5.7: Circle Pack Move Options (Top: Path; Bottom: Footprint)
Similarly, Figure 5.8 shows four of the seven move options for the square grid. The
remaining three are simply mirrors of the 45◦, 90◦, and 135◦ options.
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0◦ 45◦ 90◦ 135◦
Figure 5.8: Square Grid Move Options (Top: Path; Bottom: Footprint)
5.2 Experiments
The process described in the Approach is used to validate the advantages of the properties
of the circle packed space representation for both path planning and coverage. This process
involves selecting six environments that vary in complexity. Each of these environments
is then decomposed through circle packing and through a square grid. The Wavefront
Algorithm is used to plan 1000 paths for each environment. The output of this algorithm
is a series of points. The Cubic Hermite spline is used to connect each point with the next
in the series. These paths are used to compare the properties of paths planned on the circle
pack and the square grid.
A similar experiment is used for comparing the properties of coverage paths except that
the Chinese Postman Algorithm is used.
The six environments of varying complexities selected are shown in Figure 5.9. The
complexities were calculated using Algorithm 1 to average the number of intersections
through 1000 1D cross sections.
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Env. 1 Env. 2 Env. 3
Complexity = 0.00 Complexity = 0.84 Complexity = 2.92
Env. 4 Env. 5 Env. 6
Complexity = 4.12 Complexity = 4.10 Complexity = 6.64
Figure 5.9: Experiment Environments
A circle packing and square grid was applied to each environment in order to decompose
them into the respective representations (Figures 5.10). Then the boundary edges from
Algorithm 2 were added.
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Figure 5.10: Packings (Left: Circle Packed; Right: Square Grid)
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(c) Env. 1
(d) Env. 2
(e) Env. 3
Figure 5.10: Continued
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(f) Env. 4
(g) Env. 5
(h) Env. 6
Figure 5.10: Continued
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The boundary edges are shown in Figure 5.11 to have reduced the number of odd vertices
in the graph. The fewer odd vertices in the graph means that fewer circles are crossed multiple
times. Reducing the amount of area that is crossed multiple times reduces the length of the
path.
Figure 5.11: Boundary Edges - Odd Vertices
Asymptotically, they both have the same complexity (O(n2)) and memory (O(E+V)).
There is a constant time difference; however, that makes the amount of memory used in
practice different. In each of the environments there were more cells on the circle packed
version than from the square grid (Figure 5.12). This makes sense as the squares have more
area than the circles, so more circles can be packed in. The square grid on the other hand
with its more adjacent cells for each interior cell has more edges (Figure 5.12). The difference
in the number of edges is larger than the difference in the number of cells. This makes the
square grid take more memory in practice.
47
Figure 5.12: Number of cells and edges (Note: Different scales on on the y axis)
5.2.1 Wavefront
The graphs generated by the circle packing and the square grid have the wavefront algorithm
applied to them to plan a path between a random start and a random goal point as explained
in Section 4.3.1. Figure 5.13 shows an example from each of the environments.
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(a) Env. 1 (b) Env. 2
(c) Env. 3 (d) Env. 4
(e) Env. 5 (f) Env. 6
Figure 5.13: Example Wavefront Runs (Left: circle packed; Right: square grid)
In each of the six environments most of the paths generated on the circle packed
representation were shorter and have less curvature than their square grid counter-parts
(Figure 5.14). Of the 6000 runs over the six environments, the path planned on the circle
packed representation was shorter in 76.4 % of them. It also had less curvature in 72.7 % of
them.
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Figure 5.14: Circle Packed Wavefront Stats
On average the square grid paths were 5% longer and had 29% more curvature than their
circle packed counter-parts (Figure 5.15).
Figure 5.15: Square Grid Paths as Percentage of Circle Pack Paths
The paths planned on the circle pack wrapped tighter around obstacles and tended
to create a more direct path to the goal. This led to them being shorter and having
less curvature than their square grid counter parts. Of the paths on the circle packed
representation that were longer many of them were mostly vertical paths like in Figure 5.16.
For the square grid these paths are simple whereas the circle packed representation cannot
create a vertical straight path. The zigzag that the circle pack causes ends up with more
curvature than the straight path that can be generated for the square grid. The runs that
were mainly horizontal did not provide this same result which leads to the belief that if the
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tiling pattern were rotated by 90◦ then the direct vertical route can be created from the circle
pack. Also some of the runs resulted in the path planned on the circle packed representation
and the path planned on the square grid representation to be completely different routes.
(a) Circle Pack (b) Square Grid
Figure 5.16: Example Vertical Wavefront Run
Paths generated on the square grid had less curvature on average in environments 2 and 5.
Environment 2 was selected as an environment that is more rectilinear with narrow hallway
like areas. These type of environments are better for the square grid as there are lots of
vertical narrow areas that would cause the vertical zigzag. Also the rectilinear nature of the
environment leads to lots of 90◦ turns which better suits the square grid. Environment 5
also had many paths with the vertical zigzag causing the same effect with curvature.
5.2.2 Coverage using Chinese Postman Algorithm
The modified Chinese Postman discussed in Section 4.3.2 was run with the different
environments. In each case both the circle packed and square grid representations were used
and the total arc length and average curvature were recorded. An example from Environment
5 is shown in Figure 5.17.
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Figure 5.17: Chinese Postman Footprint (Top: Circle Pack, Bottom: Square Grid)
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Figure 5.18: Chinese Postman
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Circle Pack Square Grid
Env. Path Footprint Path Footprint
1
2
3
4
5
Figure 5.19: Continued
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Circle Pack Square Grid
Env. Path Footprint Path Footprint
6
Figure 5.19: Continued
Each of the square grid coverage paths were 40.4% longer on average than their circle
packed counterpart as shown in Figure 5.20c. This is expected due to the extra edges in the
graph. The square grid paths also had a much higher average curvature as there was 32.3%
increase in curvature from the circle packed paths as shown in Figure 5.20d.
(c) Coverage Path Lengths (d) Coverage Path Curvatures
Figure 5.20: Coverage Path Stats
Each of the coverage paths for the square grid was longer than the coverage path for
the circle pack on each environment. In order to determine that this was not caused by
differences in the amount of area represented, the area of each representation was calculated.
In Figure 5.21 it is shown that some of the environments had more area represented by the
square grid (Environments 1, 2, and 4); however, there was a larger difference in extra length
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from the coverage paths on the square grid than in the amount of area represented. It is
expected that the relationship between the area to be covered and the path to cover it would
be linear, so this suggests that the paths for circle pack would be shorter for the same area.
Figure 5.21: Area vs Length
5.3 Summary
The circle packed representation was compared to the common square grid representation
at both the low and high level. First, this was done by analyzing the curvature of a single
move on average in which it was shown that the circle packed representation causes less
curvature. Then the amount of memory each representation took up on environments with
varied shape and complexity was tested and showed that the circle packed representation
uses less memory in each of these cases. The wavefront algorithm was used in order to plan
paths on both representations. On each of the six environments, most of the paths planned
on the circle packed representation were shorter and had less curvature than their square grid
counter-parts. Using the Chinese Postman Algorithm, it was shown that all of the planned
coverage paths were shorter and had less curvature on the circle packed representation than
their square grid counterparts.
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Chapter 6
Conclusion
In this thesis, a method for decomposing a space into smaller pieces was demonstrated. This
method tiles the space with tangent circles in a uniformal hexagonal pattern. These circle are
then converted into a planar graph which represents the space. This representation is then
analyzed for how well it works for path planning and coverage on an individual move level.
The representation was then compared against the common square grid approach on several
different environments. These environments varied in shape and the number of obstacles.
This comparison determined that for path planning for many environments the circle packed
representation causes the paths planned to be shorter, more direct, and have less curvature.
The representation was then also tested on its ability to be used in covering the space in
each of the environments using a modified version of the Chinese Postman Algorithm. The
paths generated from the circle packed representation were shorter and had less curvature
than their square grid counterparts. These results validated that this is a useful method for
decomposition and representation for path planning and coverage.
6.1 Limitations
While this method has has been shown to have various advantages, a number of limitations
to this proposed method should be discussed. As with other approximate decomposition
methods, the circle packing representation has an exponential growth in memory with larger
spaces. Also, this representation is resolution complete meaning the representation can be
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completely covered, but that the representation will not always cover 100% of the space.
Currently this method is an offline method so it can only be used in a previously known
environment. Certain environments that are more rectilinear in nature may cause worse
performance out of the circle packed representation than the square grid representation.
6.2 Contributions
The contributions of this thesis are the discoveries of the advantages, over other decompo-
sition methods, of using circle packing to decompose a target space into a graph for both
classical path planning and coverage. The representation created by this decomposition uses
less memory than traditional decomposition methods in practice and allows for shorter paths
with less curvature to be created in most situations. These statements hold true for both
planning a path between two points in an environment and planning a path to cover the
entire environment.
6.3 Future Work
There are several ways to improve this method. For example, a step that determines the
best size for the circle can be added. Currently the circle size is based on the robot size, but
the planned path and the percentage of the space that can be covered varies pretty heavily
based on the size of the circle. Smaller circles use more memory as more are needed, but
will have a finer resolution and thus a higher percentage of the space will be represented.
Another way to improve the method is to add a step that determines the translation and
orientation that gives the packing that provides the best path or coverage. Depending on
where the first circle is and how the rest are laid out the space space can have vastly different
packings with different numbers of circles, different percentages of the space represented, and
different paths that can be generated from it.
There are also several directions future research can take to improve the state of the art.
More path planning algorithms can be tested on this representation to determine if certain
ones perform better on it. For this work the robot was described to use be non-holonomic
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and use a differential drive. This representation could be tested with other drive styles such
as a holonomic vehicle or one with Ackermann steering. Currently this method is an offline
planning algorithm, but an online version could be implemented that takes newly discovered
areas and adds them to the graph by tiling and then converting them. This method can be
expanded for 3D spaces by using sphere packing to convert a 3D space into a graph. While
more complicated, this would be useful for drone research indoors.
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