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Measurements of e+e− pairs from open heavy flavor in p + p and d + A
collisions at √ sNN = 200 GeV
Abstract
We report a measurement of e+e− pairs from semileptonic heavy-flavor decays in p+p collisions at √sNN=200
GeV. The e+e− pair yield from b¯b and c¯c is separated by exploiting a double differential fit done
simultaneously in dielectron invariant mass and pT. We used three different event generators, pythia, mc@nlo,
and powheg, to simulate the e+e− spectra from c¯c and b¯b production. The data can be well described by all
three generators within the detector acceptance. However, when using the generators to extrapolate to 4π,
significant differences are observed for the total cross section. These difference are less pronounced for b¯b
than for c¯c. The same model dependence was observed in already published d+A data. The p+p data are also





This article is published as Adare, A., S. Afanasiev, C. Aidala, N. N. Ajitanand, Y. Akiba, H. Al-Bataineh, J.
Alexander et al. "Measurements of e+e− pairs from open heavy flavor in p + p and d + A collisions at √ sNN =
200 GeV." Physical Review C 96, no. 2 (2017): 024907. DOI: 10.1103/PhysRevC.96.024907. Posted with
permission.
Authors
A. Adare, Nicole Apadula, John C. Hill, Nels J. Hotvedt, Todd Kempel, John G. Lajoie, Alexandre Lebedev,
Craig Ogilvie, Milap R. Patel, H. Pei, Timothy T. Rinn, Marzia Rosati, Jonathan C. Runchey, Alexey Yu.
Semenov, Abhisek Sen, M. Shimomura, Arbin Timilsina, Carla Vale, Feng Wei, et. al, and PHENIX
Collaboration
This article is available at Iowa State University Digital Repository: https://lib.dr.iastate.edu/physastro_pubs/497
PHYSICAL REVIEW C 96, 024907 (2017)
Measurements of e+e− pairs from open heavy flavor in p + p and d + A collisions
at
√
sNN = 200 GeV
A. Adare,14 S. Afanasiev,33 C. Aidala,46,47 N. N. Ajitanand,67,† Y. Akiba,61,62,* H. Al-Bataineh,55 J. Alexander,67 M. Alfred,26
K. Aoki,35,38,61 N. Apadula,31,68 L. Aphecetche,69 J. Asai,61 E. T. Atomssa,39 R. Averbeck,68 T. C. Awes,57 C. Ayuso,47
B. Azmoun,8 V. Babintsev,27 A. Bagoly,19 M. Bai,7 G. Baksay,22 L. Baksay,22 A. Baldisseri,17 K. N. Barish,9 P. D. Barnes,42,†
B. Bassalleck,54 A. T. Basye,1 S. Bathe,6,9,62 S. Batsouli,57 V. Baublis,60 C. Baumann,48 A. Bazilevsky,8 S. Belikov,8,†
R. Belmont,14,73 R. Bennett,68 A. Berdnikov,64 Y. Berdnikov,64 A. A. Bickley,14 D. S. Blau,37 M. Boer,42 J. G. Boissevain,42
J. S. Bok,55 H. Borel,17 K. Boyle,62,68 M. L. Brooks,42 J. Bryslawskyj,6,9 H. Buesching,8 V. Bumazhnov,27 G. Bunce,8,62
C. Butler,24 S. Butsyk,42 C. M. Camacho,42 S. Campbell,15,68 V. Canoa Roman,68 B. S. Chang,77 W. C. Chang,2 J.-L. Charvet,17
S. Chernichenko,27 C. Y. Chi,15 M. Chiu,8,28 I. J. Choi,28,77 R. K. Choudhury,5 T. Chujo,72 P. Chung,67 A. Churyn,27
V. Cianciolo,57 Z. Citron,68,75 B. A. Cole,15 M. Connors,24,62,68 P. Constantin,42 M. Csanád,19 T. Csörgő,20,76 T. Dahms,68
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We report a measurement of e+e− pairs from semileptonic heavy-flavor decays in p + p collisions at√
sNN = 200 GeV. The e+e− pair yield from bb̄ and cc̄ is separated by exploiting a double differential fit
done simultaneously in dielectron invariant mass and pT . We used three different event generators, PYTHIA,
MC@NLO, and POWHEG, to simulate the e+e− spectra from cc̄ and bb̄ production. The data can be well described
by all three generators within the detector acceptance. However, when using the generators to extrapolate to 4π ,
significant differences are observed for the total cross section. These difference are less pronounced for bb̄ than
for cc̄. The same model dependence was observed in already published d + A data. The p + p data are also




Heavy quarks such as charm and bottom are excellent
probes to understand the properties of the quark gluon plasma
(QGP) created in high energy heavy-ion collisions. Both
charm and bottom quarks have masses significantly larger
than the quantum chromodynamics (QCD) scale parameter
QCD ≈ 0.2 GeV, and as such, their production is limited
to the primordial nucleon-nucleon collisions. Heavy flavor
production in the subsequent early, hot stages of heavy-ion
*PHENIX Spokesperson: akiba@rcf.rhic.bnl.gov
†Deceased.
collisions is not significant and thus any modification of the
primordial heavy flavor phase space distributions in heavy ion
collisions will be the result of the quarks traversing the QGP
and later phases in the space time evolution.
Prior to the studies of heavy flavor production done at
the Relativistic Heavy Ion Collider (RHIC), the high pT
suppression [1–3] of light flavor hadrons was primarily
associated to radiative energy loss via medium-induced gluon
radiation. This predicted a distinctive mass hierarchy of high
pT suppression as measured via the nuclear modification
factor RAA, implying that hadrons with heavy flavor will









the nuclear modification of π0, defined as the ratio of yield
measured in AA collisions to the yield measured in p + p
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collisions scaled by the number of binary collisions for the
AA system, and RcAA(or R
b
AA) denotes the same for charm (or
bottom) quarks. However, the measurements showed similar
suppression for light and heavy flavor hadrons. Including
collisional energy loss via elastic scattering, which is more
important for heavy flavor than for the light quarks, leads to a
qualitative explanation of the large energy loss for heavy flavor
[4,5]. But other approaches are similarly successful, including
Langevin-based transport models [6,7] and AdS/CFT (anti–de
Sitter-space/conformal field theory) string drag energy loss
models [8]. Despite significant effort, a full quantitative
understanding of the energy loss has not been achieved yet.
To test different theoretical approaches, it is crucial to
understand primordial heavy flavor production, and any
modifications there in the presence of nuclei. Primordial
heavy flavor production can be studied in p + p collisions.
When nuclei are involved in a collision, one might expect
modifications to the initial state, which can be described
as shadowing or antishadowing of the parton distribution
functions. Also modifications in the final state that can
be expressed as changes of the fragmentation process are
possible, for example, via energy loss or rescattering in cold
nuclear matter. It is commonly accepted that these effects are
observable in p(d) + A collisions, where QGP formation is
not expected. Differences between the single electron spectra
from heavy flavor decays from d + Au data and p + p data
have been interpreted as cold nuclear matter effects [9].
Recently hints of collectivity have been found in high
multiplicity events from collisions of small nucleus with a large
nuclei, which suggests that hot matter might even be formed
in small systems. However, one would not expect sizable
collective effects on the heavy flavor phase space distributions
even if hot matter is created due to the small reaction volume
in these collisions.
The primordial heavy flavor production can be calculated
in the framework of perturbative QCD (pQCD). Therefore,
measurement of heavy flavor in p + p serves as a test for
these calculations and can be used to improve Monte Carlo
(MC) generators. Results from MC generators can be scaled
to A + A or p(d) + A collision systems with the number of
binary collisions and serve as a reference for observables in
the absence of p + p data.
At RHIC, open heavy flavor production has been measured
by both the PHENIX and STAR experiments in different
collision systems, spanning p + p, d + Au, Cu + Cu and
Au + Au systems, and by exploiting various techniques such
as single electrons/muons via semileptonic decays [9,10],
electron-hadron correlations [11], e − μ [12], e+e− [13], and
also via reconstruction of D mesons [14]. This paper reports
the measurement of heavy flavor production via dielectrons
in p + p collisions at midrapidity. The e+e− pairs coming
from the semileptonic decays of charm and bottom dominate
different regions in mass and pT allowing us to disentangle the
two contributions. Studying the e+e− pairs from heavy flavor
may also provide sensitivity to the heavy quark correlations
which is important to constrain the MC models. The results
from the p + p data from this paper can be directly compared
to the previously published d + Au data [13] that exploited the
same technique.
The paper is organized as follows: Section II describes
the experimental apparatus and trigger. Section III details
the data analysis including electron identification, background
subtraction, and efficiency corrections. A description of the
hadronic cocktail and heavy flavor generators is outlined in
Sec. IV, followed by studies of systematic uncertainties in
Sec. V. Section VI presents the data as double differential
spectra in mass and pT and comparisons of the final results
to p + p and d + Au results and to several models of charm
and bottom production. Section VII gives our summary and
conclusions.
II. EXPERIMENT
A detailed description of the PHENIX detector is available
in Ref. [15]. We focus here on the components of the
two central arm spectrometers and the beam-beam counters
(BBCs) that are critical for the analysis of e+e− pairs. Each
of the two central arms cover a pseudorapidity range of
|η| < 0.35 (70◦ < θ < 110◦) and 90◦ in azimuthal angle φ.
They are located almost back to back, with an angular gap of
67.5◦ between them at the top. They span a range from about
220 to 500 cm radially from the beam axis. The location of
collision vertex in the beam direction, the collision time, and
the minimum bias (MB) trigger are provided by a system of
two beam-beam counters (BBCs) that are located at a distance
of 144 cm from the nominal interaction point on either side.
Each BBC covers the full azimuth and a rapidity range of
3.1 < |η| < 3.9. The collision vertex resolution in the beam
direction is approximately 2 cm for p + p collisions. The
MB trigger requires a coincidence between both sides with at
least one hit on each side, and accepts the events if the BBC
vertex is within 38 cm of the nominal interaction point. The
BBC cross section in p + p collisions was determined via
the van der Meer scan technique [16] and was found to be
σ
p+p
BBC = 23.0 ± 2.2 mb or 0.545 ± 0.06 of the total inelastic
p + p cross section of σp+pinel = 42 ± 3 mb.
There are two primary charged particle tracking subsystems
in PHENIX: drift chambers (DCs) and pad chambers (PCs)
[17]. The DC along with first layer of PC (PC1) form the inner
tracking system used here. The DC measures the trajectories of
charged particles in the plane perpendicular to the beams and
allows one to determine their charge and transverse momentum
pT . The PC1 provides a space point along the trajectory of
charged particles, which is used to determine the polar angle
θ and z coordinate of the track. The momentum resolution for
this data set is δp/p = 0.011 ⊕ 0.0116p GeV/c.
Each central arm is equipped with a ring imaging Čerenkov
(RICH) detector that serves as the primary device for electron
identification. With CO2 as a radiator gas, an e/π rejection
of better than one part in ∼103 is achieved for the tracks with
momenta below the pion Čerenkov threshold of ∼4.87 GeV/c.
For each electron on average ten Čerenkov photons are
reconstructed on a ring of 11.8 cm diameter with an array
of photomultiplier tubes. Further electron identification is
provided by the electromagnetic calorimeters (EMCal) that
measure the spatial position and energy of the electrons. This
is achieved by placing a cut on the ratio of the energy measured
by EMCal and momentum given by the DC [10].
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To select potentially interesting events containing electrons,
PHENIX uses a hardware trigger known as an ERT (EMCal-
RICH) trigger. The trigger is based on the online sum of the
energy signals in a tile of 2 × 2 EMCal towers [18]. For all
EMCal trigger tiles above a predetermined threshold value,
the location of the EMCal tile is matched with hits in the
corresponding RICH tile (4 × 5 PMTs). The location of the
RICH tile depends on the energy of the trigger particle and
is determined from a look-up table, assuming that the trigger
particle is an electron. If a spatial match is found, an ERT
trigger is issued.
III. DATA ANALYSIS
The data reported in this paper were collected during
the 2006 RHIC p + p run. The data were recorded with
the PHENIX detector using a MB trigger and the
ERT trigger. The ERT energy threshold Eth was set
to 400 MeV for majority of the run, but was raised
to 600 MeV towards the end of the run. A total
of 855 million ERT triggered events corresponding to
143 billion sampled MB events were analyzed. The corre-
sponding integrated luminosity is 6.6pb−1.
A. Event selection and electron identification cuts
The p + p analysis described here is very similar to the
analysis of e+e− pairs from d + Au collisions published in
Ref. [13]. A detailed description of electron identification as
well as pair cuts can be found in Refs. [13,19]. Events selected
were required to have a reconstructed z vertex within 30 cm
of the nominal interaction point. Charged tracks reconstructed
using the DC and PC1 must pass stringent quality cuts and
an explicit cut of pT > 0.2 GeV/c. The track is then selected
as an electron if at least two photomultiplier tubes registered
Čerenkov photons on the expected ring. Additionally, electron
tracks are required to have a good match to a cluster in
EMCal, and the energy of the cluster must satisfy the require-
ment E/p > 0.5, where p is the momentum measured by
the DCs.
B. Combining tracks to electron pairs
All electron tracks in a given event are combined to form
pairs. We apply a minimum cut on the transverse mass of the
pair, mT =
√
(mc)2 + p2T > 650 MeV/c. For the data taken
using an ERT trigger, we require that one of the tracks of
the pair has a pT of at least 500 (700) MeV/c exceeding the
nominal energy threshold 400 (or 600) MeV of the trigger.
These pairs can be subdivided into three groups:
(i) Signal pairs that we want to extract. In p + p collisions
these are mostly from the decays of pseudoscalar mesons,
vector mesons, heavy flavor mesons. (ii) Combinatorial pairs,
which are an undesired background. These result from the
combinations of unrelated tracks in any given event, such as
combining tracks that originate from two different decays.
(iii) Correlated background pairs, which are also undesired,
but these pairs do not result from random combinations of
tracks. The combinatorial and correlated background pairs
should be removed to extract the signal pairs. Most of this
is done via a statistical subtraction discussed in detail in
Sec. III C. However, some of the correlated background can
be removed through cuts on the pairs referred to as pair
cuts.
There are several sources of correlated pairs which are
treated separately. One type of correlated pairs result from
detector problems or ambiguities in the pattern recognition.
The most important contributor are hadron tracks that are
parallel to electron tracks in the RICH. Both tracks share the
same ring and are identified as electrons. These pairs can
be removed by placing a cut on the distance between the
projections of both pairs to the RICH focal plane. Similar
cuts to avoid detector overlaps are placed on all detector
systems.
Another type of correlated pairs are the ones that originate
from the photons that convert to e+e− pairs in the detector
material in front of the tracking detectors, e.g., in the beryllium
beam pipe [0.3% of a radiation length (X0) for the year 2006].
The tracks from these pairs get reconstructed with an incorrect
momentum, because the tracking algorithm assumes that all
tracks originate from the vertex and hence traverse the full
magnetic field. This leads to an artificial opening angle of
the pairs that is always oriented perpendicular to the axial
magnetic field. A cut on the orientation of the opening angle
removes these pairs from the sample. See [13,20] for a full
description of the pair cuts.
There are also correlated pairs that are from the same p + p
interaction, these are two tracks that share the same ancestry.
These pairs can arise if there are two e+e− pairs in the event
from the same parent meson, e.g., from a double Dalitz decay
of π0 or η0 or from a γ γ decay where both photons convert
in the detector material. In this case, the cross combination
of electrons that do not result from the same real or virtual
photon are possible. Another source of these correlated pairs
are hadrons from jet fragmentation, either within the same jet
or in back-to-back jets, that decay into electron pairs. These
pairs are part of the statistical subtraction discussed in the next
section.
C. e+e− pair spectrum
Because the source of any electron or positron is unknown,
we combine all the electrons and positrons in a given event
into like-sign (N±±) foreground pairs, which is defined as the
sum of pairs of electrons and pairs of positrons, and e+e− pairs
referred to as unlike-sign (N+−) foreground pairs. The unlike-
sign foreground spectrum N+− measures the sum of signal,
combinatorial, and correlated background. For this analysis
we use the like-sign pairs to determine the backgrounds. The
like-sign subtraction method compared to the event-mixing
technique has the advantage that it also accounts for the the
correlated pair background that exists in the unlike-sign pairs.
However, one first needs to correct the like-sign spectrum
for the relative acceptance difference between N±± and N+−
pairs.
The relative acceptance correction α which is purely due
to the detector geometry is determined via an event mixing
technique and is given as the ratio of the unlike-sign (Bcomb+− )
to like-sign (Bcomb±± ) pair spectrum from the mixed events. The
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FIG. 1. Relative acceptance correction α defined as the ratio of
Bcomb+− to B
comb
±± as defined in Eq. (1). This correction approaches 1 at
high mass.
mixed events are generated from MB events and are subject
to the same requirement as the ERT data, i.e., each pair is
required to have at least one track above 500 (or 700) MeV






Figure 1 shows the pT -integrated α correction as a
function of mass. The acceptance difference is largest around
500 MeV/c2. For larger masses, the acceptance difference
becomes smaller, and consequently α approaches unity as
the mass increases. In the analysis we apply the α correction
double differentially in mass and pT . The errors on the α cor-
rection are propagated to the final spectrum. For systematics,
the analysis was checked for pT dependent fixed α values at
high masses and results obtained were consistent within 5%.
Figure 2 shows the pT integrated N+− and relative acceptance
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FIG. 2. Unlike-sign foreground N+− spectrum overlaid with
like-sign foreground spectrum after being corrected by the relative
acceptance correction α [see Fig. 1 and Eq. (1)].
corrected like-sign mass spectrum (α× N±±). The acceptance
corrected like-sign spectrum is subtracted from the unlike-sign
N+− spectrum to extract the signal spectrum, S+−, as defined
by Eq. (2):
S+−(m,pT ) = N+−(m,pT ) − α(m,pT ) × N±±(m,pT ). (2)
D. Efficiency corrections
Equation (3) gives the invariant yield corresponding to a



















Here m and pT are the bin width in mass and pT ,
respectively. There are two efficiency corrections that are
applied in order to obtain the invariant e+e− yield. These are
the inverse of the pair reconstruction efficiency εrec(m,pT ) and
pair trigger efficiency εERT(m,pT ). The εrec(m,pT ) accounts
for losses due to track reconstruction, electron identification,
pair cuts, and detector dead areas. The εERT(m,pT ) describes
the bias introduced by the trigger requirements. Here the BBC
efficiency of εBBC = 0.545 ± 0.06 is the fraction of inelastic
p + p collisions recorded by the BBC. The BBC trigger bias
εbias factor takes into account the fact that for the events with
tracks in the central arms, the BBC trigger requirement is
fulfilled only by 0.79 ± 0.02 of the events.
The pair reconstruction efficiency εrec(m,pT ), as well as
pair trigger efficiency εERT(m,pT ) are determined using a
GEANT based simulation of the PHENIX detector. The
GEANT simulation is tuned to describe the performance of
each detector subsystem and includes all necessary detector
characteristics (dead and hot channel maps, gains, noise, etc.).
We simulate e+e− pairs with a constant yield in
m,pT ,φ,|y| < 1, and in the mass range 0 < me+e− <
16 GeV/c2 with pT in the range from 0 to 10 GeV/c. These
simulated pairs are processed through the PHENIX GEANT
framework, and are then weighted with the expected yield from
hadron decays for a given pair [m,pT ]. A detailed description
about pair efficiency and trigger efficiency determination can
be found in Refs. [13,20,21]. The efficiency corrections are
applied double differentially in mass and pT and, similar to the
previously published PHENIX dielectron analyses, the data are
presented in the PHENIX acceptance. The mass spectrum with
all corrections is shown in Fig. 4, together with the expected
sources discussed in the next section.
IV. EXPECTED PAIR SOURCES
The expected yield of e+e− pairs from various sources
needs to be simulated in order to interpret the experimen-
tal data. This so called cocktail of sources includes the
contributions from pseudoscalar and vector meson decays,
semileptonic decay of heavy flavor, and e+e− pairs originated
via the Drell-Yan mechanism.
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TABLE I. Fit parameters for p + p collisions derived from a
simultaneous fit to the π 0 and charged pions data using the modified
Hagedorn function [Eq. (4)].
Parameter Value
dN/dy 1.139 ± 0.10
A(mb GeV−2c3) 492 ± 67
a[(GeV/c)−1] 0.266 ± 0.031
b[(GeV/c)−2] 0.092 ± 0.021
p0(GeV/c)] 0.68 ± 0.02
n 8.27 ± 0.07
A. Hadron decays to e+e− pairs
To model the yield of the pseudoscalar mesons π0, η, η′
and vector mesons ρ, ω, φ, J/ψ , ψ ′, ϒ , we use a detailed
fast Monte Carlo software package called EXODUS developed
within the PHENIX framework [20]. EXODUS is a phenomeno-
logical event generator that simulates the particle distributions
and their decays. EXODUS applies the branching ratios [22] and
decay kinematics according to [23]. External bremsstrahlung
in the PHENIX detector material is approximated by placing
all the detector material to be traversed by the electron at
the radius of the beampipe. The pair mass distribution from
Dalitz decays (π0,η,η′ → eeγ ) and ω → eeπ0 follows the
Kroll-Wada expression [24] multiplied by the electromagnetic
form factors measured by the Lepton-G collaboration [25,26].
The vector mesons (ρ,ω,φ,J/ψ,ψ ′ → e+e−) are assumed
to be unpolarized and for their decay the Gounaris/Sakurai
expression is used [27]. For the Dalitz decays in which the
third body is a photon, the angular distribution is sampled
according to 1 + λcos2θCS distribution. θCS is the polar angle
of the electrons in the Collins-Soper frame and λ is an angular
parameter.
The hadrons are generated with a uniform rapidity density
dN/dy within |η|  0.35 and a homogeneous azimuthal
distribution in 2π . Once generated, these hadrons are filtered
through the ideal PHENIX acceptance while applying the
measured momentum resolution from the data. The key input
is the parametrization of the pT dependence of the invariant
cross section of neutral pions. To obtain this reference we fit
the pT distribution of π0 and π± data, as reported by PHENIX




= A(e−(apT +bp2T ) + pT /p0
)−n
. (4)
The fit parameters and resulting dN/dy values for p + p
collisions are tabulated in Table I. These values supersede
those published in Refs. [20,21] as they are based on new
and/or more precise data from larger data sets. The pion
parameterization determined here deviates by about 3% from
the one used in earlier publications.
The pT distribution of other mesons is parametrized by
fixing all but the normalization parameter (A) from the pion
spectrum and assuming scaling with mT , i.e., replacing pT
by
√
[p2T − (mπ0c)2 + (mhc)2], where mh is the mass of
the hadron. The normalization parameter A relates the total




































































FIG. 3. Compilation of meson production in p + p collisions at√
sNN = 200 GeV. The data shown above are taken from the following
sources: π 0 → γ γ [16,28], (π+ + π−)/2 [29], η → γ γ [30,31],
η → π 0π+π− [31], ω → e+e− [32], ω → π 0π+π− [32], ω → π 0γ
[32], φ → K+K− [33], φ → e+e− [32], Jψ → e+e− [34,35], ψ ′ →
e+e− [35]. The data are compared to the parametrization based on
mT scaling used in EXODUS.
successful description of mT scaling is apparent in Fig. 3 which
shows measured pT spectra of various mesons as published by
PHENIX. In order to extract the meson yield the fits were
integrated over all the pT . For the ρ meson, we assume
σρ/σω = 1.15 ± 0.15 consistent with the values found in the
jet fragmentation [22].
A compilation of the dN/dy values for the various mesons
extracted from the fits and the references for the data used are
shown in Table II. These values agree with those from [20,21]
within the systematic uncertainties. The differences reflect that
more precise data for the pion and other mesons are available
today.
B. e+e− pairs from Drell-Yan
We used PYTHIA event generator with same settings as
mentioned in Ref. [13] to simulate e+e− pairs from the
TABLE II. Rapidity density for the mesons extracted from the
fits and used in the EXODUS decay generator.
Meson dN/dy|y=0 Data source
π 0,π+,π− 1.139 ± 0.10 [16,28,29]
η 0.093 ± 0.0002 [30,31]
ω 0.0744 ± 0.0017 [32]
φ 0.009 ± 0.0002 [32,33]
η′ 0.0123 ± 0.0008 [32]
J/ψ 1.74×10−05 ± 5.1 × 10−7 [34,35]
ψ ′ 3.1×10−06± 6.2×10−7 [35]
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FIG. 4. Inclusive e+e− pair yield from p + p collisions as a function of mass. The data are compared to our model of expected sources.
The inset shows in detail the mass range up to 4.5 GeV/c2. In the lower panel, the ratio of data to expected sources is shown with systematic
uncertainties.
Drell-Yan mechanism. For the normalization we used a cross
section of 42 nb as was used in Refs. [13,21]. We also
performed a study where the DY contribution was left as a
free parameter. This affected the bb̄ cross section by 20%
and we assigned that as a systematic uncertainty on the cross
section determination.
C. Heavy flavor contribution to e+e− pairs
The e+e− pairs that originate from the semileptonic decays
of cc̄ and bb̄ are collectively referred to as heavy flavor pairs.
The heavy flavor yield was simulated using three different
event generators. The details of these event generators are
described below.
1. PYTHIA
PYTHIA [36] is a multipurpose leading order event generator.
It generates heavy quark pairs with massive matrix elements
and fragmentation and hadronization is based on the Lund
string model. Additional transverse momentum is generated
in PYTHIA by virtue of the assumed intrinsic (primordial)
transverse momentum kT . We used PYTHIA in forced cc̄ or bb̄
production mode, and CTEQ5L was used as the input parton
distribution function. The same settings as published in the
d + Au paper [13] are hereby used.
2. MC@NLO
The MC@NLO (Monte Carlo at next-to-leading order) for-
malism is described in detail in Refs. [37,38], and is a method
for matching next-to-leading order (NLO) QCD calculations
to parton shower Monte Carlo (pSMC) simulations. Parton
showers will generate terms that are already present in the
NLO calculations. To avoid double counting, the MC@NLO
scheme removes such terms from the NLO expression. As a
result, MC@NLO output contains events with negative weight.
In this work, MC@NLO V4.10 (interfaced with HERWIGV6.521
[39]) was used. The default package was altered to enable
charm production by changing the process code from −1705
(H1H2 → bb̄ + X) to −1704 (H1H2 → cc̄ + X) and the
heavy quark mass was adjusted to the charm quark mass, i.e.,
1.29 GeV/c2. H1,2 represent hadrons (in practice, nucleons or
antinucleons). The bottom quark mass was set to 4.1 GeV/c2.
TABLE III. Summary of the various systematic uncertainties
considered in this analysis.
Source Syst. uncertainty
(mass  1.0 GeV/c2) (mass > 1.0 GeV/c2)
Data systematics
eID 15% 10%







cc̄ cross section 32%
bb̄ cross section 36%
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FIG. 5. Double differential e+e− pair yield from semileptonic decays of heavy flavor in inelastic p + p collisions. Shown are mass
projections in slices of pT . The pT intervals are indicated in each panel. Systematic uncertainties are shown as boxes, downward pointing
arrows indicate upper limits at 90% CL.
The default scale choice was used:
μ20 = 12
[
m2T (Q) + m2T (Q̄)
]
, (5)
where m2T = p2T + m2 and pT is the transverse momentum
of the heavy flavor in the underlying Born configuration. Q
and Q̄ correspond to the heavy quark and antiquark. No other
parameters were modified. CTEQ6M [40] was used to provide
the input parton-distribution function.
3. POWHEG
The POWHEG (positive weight hardest emission generator)
formalism is described in detail in Ref. [41]. Compared to
MC@NLO, POWHEG generates positive weighted events only,
and can be interfaced to any shower MC that is either
(e.g., PYTHIA) or allows the implementation of a pT veto
(e.g., HERWIG++), while avoiding any double counting when
matching NLO calculations and parton shower Monte Carlo.
In this work, POWHEG v1.0 was interfaced with PYTHIA V8.100
[42]. Parton showering in PYTHIA is pT ordered and merges
naturally with POWHEG. CTEQ6M [40] was used to provide
the input parton distribution function. Similar to the other
two frameworks, the charm and bottom masses were set to
1.29 GeV/c2 and 4.1 GeV/c2 respectively. The default scale
choice was used:
μ20 = p2T + m2, (6)
where pT is the transverse momentum of the heavy flavor in
the underlying Born configuration. No other parameters were
modified.
The electrons and positrons from all the above mentioned
generators are filtered through the PHENIX acceptance [20]
and are folded with the experimental momentum resolution
as well as with the energy loss due to bremsstrahlung. The
e+e− pair acceptance depends on the production process,
which determines the correlation between the electron and
positron. More detailed description about the e+e− pair
acceptance on (i) the QCD production of the qq̄ pair and
(ii) the decay kinematics of the two independent semileptonic
decays has been discussed in Ref. [13]. Because the heavy
flavor generators discussed above treat the qq̄ correlations
differently, the number of e+e− pairs that fall into PHENIX
acceptance varies from one generator to the other.
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FIG. 6. Double differential e+e− pair yield from semileptonic decays of heavy flavor as simulated by PYTHIA, MC@NLO, and POWHEG.
Shown are mass projections in slices of pT . The pT intervals are indicated in each panel.
V. SYSTEMATIC UNCERTAINTIES
In this section we summarize the systematic uncertainties
on the data and expected sources. Systematic uncertainties
on the data are due to limitations in the determination of
the relative acceptance correction, the electron identification
efficiency, model input used to evaluate the efficiency, and
the ERT trigger efficiency. These uncertainties are evaluated
by varying all the electron identification cuts and pair cuts,
by varying the ERT trigger efficiency within its statistical
accuracy, and by using different cuts and subsamples of the
data to determine the relative acceptance correction. For all
the variations the final result was determined and found stable
within the quoted systematic uncertainties.
The main systematic uncertainties on the hadron cocktail
comes from the measured uncertainty on the dN/dy of
pions. For the heavy flavor part of the cocktail, the assigned
uncertainty to cc̄ and bb̄ normalization comes from this
analysis.
Table III gives a summary of the systematic errors. The
total systematic error on data are added in quadrature and the
same is done for the expected sources.
VI. RESULTS
A. Heavy-flavor e+e− pairs from p + p collisions
Figure 4 shows the measured double differential e+e−
pair yield in the PHENIX acceptance projected onto the
mass axis. The figure also shows the distributions of e+e−
pairs from charm, bottom, and Drell-Yan obtained using the
PYTHIA event generator. The mass region below 1.0 GeV/c2
is comprised of resonances and a continuum dominated by
three body decays of pseudoscalar and vector mesons. In
this mass region, all cocktail contributions, with exception of
the heavy flavor meson decay contributions, are absolutely
normalized as discussed previously. The contributions of
various hadronic decay sources to the cocktail are shown in the
inset that highlights the mass spectrum up to 4.5 GeV/c2. The
mass spectrum above 1.0 GeV/c2 is dominated by the e+e−
pairs from decays of heavy flavor mesons. The heavy flavor
contributions to the dilepton continuum above 1.0 GeV/c2 are
normalized to the data. Good agreement between data and
cocktail over the entire mass range is evident from the ratio of
data to the cocktail shown in the lower panel of Fig. 4. We note
that below 0.6 MeV/c2 there are large systematic uncertainties
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FIG. 7. Double differential e+e− pair yield from heavy-flavor decays fitted to simulated distributions from PYTHIA. The simulation is fitted
to data in the mass region between 1.15 < me+e− < 2.4 GeV/c2 and 4.1 < me+e− < 8.0 GeV/c2.
resulting from the ERT trigger efficiency correction. In this
mass region, the results published in Ref. [21] are more
accurate due to a large sample of MB data available for that
analysis. The bulk of the 2006 data used here were taken with
the ERT trigger. Our current heavy flavor analysis is based on
the mass region above 1.16 GeV/c2 and thus not affected by
systematic uncertainties around 0.5 GeV/c2.
The e+e− pair spectrum from heavy flavor decays is de-
termined using the technique developed for d + Au collisions
[13]. The expected yield of e+e− pairs from pseudoscalar and
vector meson decays as well as Drell-Yan pairs is subtracted
from the e+e− pair spectra. The subtraction is done double
differentially in mass and pT . The resulting mass spectra of
e+e− pairs from heavy flavor decays are shown in Fig. 5 fore
differente pair pT ranges. Below 1.0 GeV/c2, the yield of
e+e− pairs is dominated by hadronic decay contributions and
after the subtraction the e+e− pair yield from heavy flavor
decays cannot be extracted with sufficient accuracy. Therefore
Fig. 5 is truncated just below 1 GeV/c2. For those mass regions
above 1 GeV/c2 where the inclusive e+e− yield is dominated
by vector meson decays to e+e− the subtracted yield cannot be
determined accurately, and hence upper limits are quoted for
the subtracted spectra. We use pT bins of width of 500 MeV/c
up to pT = 2.5 GeV/c. For pair pT > 3.0 GeV/c, statistical
limitations dictate the use of broader pT bins.
The e+e− pair distributions from heavy flavor decays
were simulated using three Monte Carlo generators, PYTHIA,
MC@NLO, and POWHEG, with parameter settings as discussed
above. The results are shown in Fig. 6. The three generators
are compared using the normalization obtained from fitting
the data to the respective event generators as described below.
As seen in Fig. 6 and already described in detail in Ref. [13],
the separation of e+e− pairs from cc̄ and bb̄ is more evident
when one simultaneously analyzes mass and pT of the pairs.
The yield from cc̄ is dominant for masses below 3 GeV/c2 and
pair pT less than 2 GeV/c, whereas bb̄ is dominant across all
mass region for higher pT . For the pairs with pT > 3.5 GeV/c,
the largest contribution to the e+e− yield comes from single b
decay chains with a semileptonic decay of the parent B meson
followed by a semileptonic decay of the daughter D meson.
The generated distributions are fitted simultaneously to all
data in pT and mass in the mass regions between 1.15 <
me+e− < 2.4 GeV/c2 and 4.1 < me+e− < 8.0 GeV/c2. The
mass region from 2.4 to 4.15 GeV/c2 is excluded to avoid
any remnant contributions to the e+e− yield from J/ψ and
ψ ′ decays after the subtraction. Such remnant yield could
024907-11



























































































FIG. 8. Double differential e+e− pair yield from heavy-flavor decays fitted to simulated distributions from MC@NLO.The simulation is
fitted to data in the mass region between 1.15 < me+e− < 2.4 GeV/c2 and 4.1 < me+e− < 8.0 GeV/c2.
result from an imperfect description of the line shapes, in
particular of the low mass tail due to bremsstrahlung. For
each MC generator there are two independent parameters that
are fitted, which are the cc̄ and bb̄ cross sections in 4π .
Figures 7–9 show the comparison of fitted distributions to
the data for PYTHIA, MC@NLO, and POWHEG, respectively. The
χ2/NDF values are 1.2, 1.5, and 1.4 for PYTHIA, MC@NLO, and
POWHEG, respectively, with an NDF equal to 65. Here, only
statistical errors are used in the fit. Because the cc̄ simulated
pairs have smaller statistics at high masses for pT > 5 GeV/c,
we include the errors from simulations into the fitting routine.
Any improvement from additional statistics is expected to be
minimal unless significant computing resources are allocated.
The fitted cross sections are tabulated in Table IV. For the
cc̄ cross section we find 356, 708, and 267 μb for PYTHIA,
MC@NLO, and POWHEG respectively. For each the statistical
uncertainty is about 8%, while the systematic uncertainty
due to the data is approximately 25%. The values cover a
range of ∼±220μb around the average value, indicating large
model dependencies that are further discussed in the following.
The cc̄ cross section values are consistent with earlier
measurements from single electron spectra that gave σcc̄ =
567 ± 57(stat) ± 244(syst) μb [23] and from e+e− pairs that
resulted in σcc̄ = 544±39(stat)±244(syst)±200model μb [21].
For the bb̄ cross section we find values of 4.81, 3.85, and
2.91, again for PYTHIA, MC@NLO, and POWHEG, respectively.
The statistical uncertainties are 15–22% and the systematic
uncertainties are 21%. The observed model dependence is
about ∼0.85 μb around the average, which is significantly
smaller than for the cc̄ cross section.
TABLE IV. Summary of cc̄ and bb̄ cross section measured in p + p collisions using three different generators, PYTHIA, MC@NLO, and
POWHEG. These are obtained by extrapolating to 4π the fitting results from the measured e+e− pairs from heavy flavor.
p + p PYTHIA (μb) MC@NLO (μb) POWHEG (μb)
cc̄ 356 ± 27 (stat) ± 89(syst) 708 ± 55 (stat) ± 175 (syst) 267 ± 19 (stat) ± 67 (syst)
bb̄ 4.81 ± 0.71 (stat)± 1.00 (syst) 3.85 ± 0.73 (stat)± 0.8 (syst) 2.91 ± 0.63 (stat)± 0.61 (syst)
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FIG. 9. Double differential e+e− pair yield from heavy-flavor decays fitted to simulated distributions from POWHEG. The simulation is fitted
to data in the mass region between 1.15 < me+e− < 2.4 GeV/c2 and 4.1 < me+e− < 8.0 GeV/c2.
Despite the differences between the MC generators, each
one achieves an adequate description of the data within the
uncertainties. This may be more easily seen in the projections
of the e+e− yield from heavy-flavor decays onto the mass and
pT axes as shown in Fig. 10.
As a consistency check and to see if more discrimination
power between the models can be achieved in terms of
different projections of the data, we also looked at the
φ distribution for e+e− pairs. Because the analysis was
done in two dimensions, mass and pT , some extra steps
were necessary. We first generated φ distributions for
foreground and mixed unlike-sign and like-sign pairs for the
mass region between 1.15 < me+e− < 2.4 GeV/c2 and 4.1 <
me+e− < 8.0 GeV/c2. The relative-acceptance corrected
like-sign foreground φ distribution is subtracted from the
unlike-sign pairs, which results in the φ distribution for
heavy flavor pairs. These φ distributions were then efficiency
corrected.
The data are compared to φ distributions from simulated
e+e− pairs from cc̄, bb̄, and Drell-Yan. For each generator,
TABLE V. Step by step extrapolation from the number of e+e− pairs for me+e−  1.16 GeV/c2 from cc̄ in the PHENIX acceptance to the
number of cc̄ pairs in 4π for PYTHIA, MC@NLO, and POWHEG. Numbers are in units of pairs per event using the cc̄ cross sections determined
in this paper. The factors in square brackets quantify the increase in number of pairs. We have factored out the effective branching ratio
BR = 0.094 for decays of c → e in the step from e+e− to cc̄ pairs. The number of cc̄ pairs in 4π is equal to the cc̄ cross section in Table IV
divided by the inelastic p + p cross section σpp = 42 mb.
cc̄ PYTHIA MC@NLO POWHEG
|ye−ye+ |PHENIX[me+e−  1.16 GeV/c2] 3.20×10−8 3.55× 10−8 3.61×10−8
|ye−ye+ |PHENIX 1.66×10−7 (5.19) 2.55 ×10−7 (7.18) 1.93×10−7 (5.33)
|ycc̄|  0.5 2.33×10−3 (124/BR2) 5.09 ×10−3 (176.6/BR2) 1.80×10−3 (82.5/BR2)
4π 8.48×10−3 (3.64) 16.9 ×10−3 (3.31) 6.36×10−3 (3.53)
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FIG. 10. The top panel compares the mass dependence of e+e− pair yield with PYTHIA, MC@NLO, and POWHEG calculations. The bottom
panel shows the comparison for the pT dependence. The blue region shown in the top panel is not used in the fitting and is excluded in the pT
projection.
the cc̄ and bb̄ contributions were normalized using the cross
section values from Table IV. For the bb̄ contribution the like-
sign pairs were subtracted to match the procedure used in
the data. The φ distributions from PYTHIA, MC@NLO, and
POWHEG are shown for different pair pT ranges and compared
to the data in Fig. 11. Note that these distributions are for
e+e− pairs within the PHENIX acceptance. Again, all three
generators describe the data reasonably well. The conclusions
are consistent with those drawn from the comparison in pT and
mass. At lower pT the yield is dominated by cc̄ production. The
yield peaks at large opening angle φ, which is characteristic
for back-to-back production. At the same pT , the pairs from
bb̄ production show no pronounced back-to-back structure.
This is consistent with the e+e− pair opening angle being
less correlated with the bb̄ opening angle due to the decay
kinematics of the much heavier B mesons. For larger pT bb̄
production dominates, and the e+e− pair opening angle φ
distribution peaks for opening angles smaller than 90◦. This is
due to the fact that these pairs result from the decay products
of a single B meson rather than from the bb̄ pair.
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FIG. 11. Comparison of the φ distribution from data to the different MC generators. The leftmost column shows the comparison to
PYTHIA, the middle column to MC@NLO, and the rightmost column shows the comparison to POWHEG. Each row corresponds to the pT interval
indicated in the leftmost column. The solid line corresponds to the total HF contribution, dashed line represents cc̄, dotted line represents bb̄,
and the big dashed line shows DY contribution for a given generator. The normalization of different contributions is explained in the text. The
negative yield for the simulations results from the like-sign subtraction performed in simulations similar to data analysis.
Only moderate differences are observed between the gen-
erators. While there are differences in the shape of the φ
distributions for cc̄ and bb̄, the main structure seen in Fig. 11
is given by the two arm detector acceptance. We find that the
statistical significance of our data is insufficient to add more
discriminating power between the generators by looking at the
φ projections.
While the data are well described by all three generators
within the PHENIX central arm acceptance and over the range
they were fitted to the data, the obtained cross section values,
tabulated in Table IV, indicate that there are large systematic
differences when extrapolated beyond the range where the
models were fitted to the data.
The cc̄ cross sections found using PYTHIA and POWHEG
differ by about 30%, while for MC@NLO a much larger cc̄
cross section is determined. This may be due to the fact
that our POWHEG simulation uses the PYTHIA fragmentation
scheme. Such differences can have important consequences if
the generators are used to estimate yields from cc̄ outside the
fit range, even within the PHENIX acceptance. This was first
pointed out in Ref. [43] and is apparent when one looks at
the e+e− pair mass distributions below 1 GeV/c2, depicted in
Fig. 12. For PYTHIA and POWHEG there is very little difference
going from mass larger than 1 GeV/c2 to zero mass, while
for MC@NLO the e+e− pair yield is much larger. This is an
]2[GeV/c-e+em


































FIG. 12. Comparison of the invariant e+e− yield from cc̄ and bb̄
for p + p collisions determined using PYTHIA (solid line), MC@NLO
(dotted line), and POWHEG (dashed line) and normalized using the
extracted cross sections.
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TABLE VI. Step by step extrapolation from the number of e+e− pairs for me+e−  1.16 GeV/c2 from bb̄ in the PHENIX acceptance to the
number of bb̄ pairs in 4π for PYTHIA, MC@NLO, and POWHEG. Numbers are in units of pairs per event using the bb̄ cross sections determined
in this paper. The factors in square brackets quantify the increase in number of pairs. We have factored out the effective branching ratio
BR = 0.158 for decays of b → e in the step from e+e− to bb̄ pairs. The number of bb̄ pairs in 4π is equal to the bb̄ cross section in Table IV
divided by the inelastic p + p cross section σpp = 42 mb.
bb̄ PYTHIA MC@NLO POWHEG
|ye−ye+ |PHENIX[me+e−  1.16 GeV/c2] 10.3×10−9 8.34×10−9 6.99×10−9
|ye−ye+ |PHENIX 2.18×10−8 (2.11) 1.83 ×10−8 (2.19) 1.46×10−8(2.12)
|ybb̄|  0.5 4.47×10−5 (51.1/BR2) 3.49 ×10−5 (47.6/BR2) 2.61×10−5 (44.6/BR2)
4π 11.5×10−5 (2.56) 9.17 ×10−5 (2.62) 6.93×10−5 (2.66)
important contribution to the larger cc̄ cross section determined
with MC@NLO.
To get a better quantitative understanding, we divided the
extrapolation into the following three steps: the first step is
the extrapolation from the fitted e+e− pairs in the PHENIX
acceptance to e+e− pairs at all masses, then to the qq̄ rapidity
density, and finally to 4π . These factors are tabulated in
Tables V and VI for cc̄ and bb̄, respectively. For cc̄ production
the number of e+e− pairs in the fit range is similar for
PYTHIA, MC@NLO, and POWHEG. This is expected, because
the normalization is essentially fitted in the range from 1 to
2 GeV/c2 where cc̄ dominates. The extrapolation to zero mass
is different only for MC@NLO, and is responsible for about
50% of the larger cross section for MC@NLO. Going from
e+e− pairs in the PHENIX acceptance to the rapidity density
dNcc̄/dy at y = 0 has the largest variations between models.
The final step from cc̄ rapidity density to 4π has little model
dependence indicating that the underlying rapidity distribution
for cc̄ is similar in all of the generators.
The situation is however different for bb̄ production. From
Table VI it is evident that every step of the extrapolation from
the fit range to 4π is very similar for all three generators.
Again this is expected because the e+e− pair distributions
from bb̄ production are dominated by decay kinematics [13].
However, the number of e+e− pairs in the fit range is different,
which leads to different bb̄ cross section values. The extracted
bb̄ cross section value using PYTHIA is larger as compared to
the one derived from MC@NLO, with the latter being larger
than POWHEG. From Figs. 6 and 10, one can see that the
shape of the e+e− pair distributions from bb̄ production are
very similar among the three generators. However, this is not
the case for e+e− pairs from cc̄ production; in particular for
POWHEG, the e+e− pair momentum distribution is much harder
as compared to other generators. Because the cc̄ contribution
is essentially fixed in the mass region between 1.0 and
2.0 GeV/c2 at low pair pT , a harder distribution can only
be accommodated in the overall fit by reducing bb̄ production,
which we expect to account for all the seen variation between
the three generators. Additional differences in the rapidity
and momentum distribution also contribute to the very model
dependent extrapolations of the cc̄ cross section in 4π .
B. Comparison of p + p and d + Au results
The results of the analysis of p + p data presented here can
be directly compared to the already published d + Au results
[13]. Because we are now including POWHEG and are using a
newer version of MC@NLO for the p + p analysis, we refitted
the data published in Ref. [13] with the generator versions
used for p + p. We scaled down the d + Au data by the
average number of binary nucleon-nucleon collisions of Ncoll
(=7.6 ± 0.4). Therefore the resulting normalization constants
represent the equivalent nucleon-nucleon cross section, and
can be directly compared to the p + p results.
Table VII summarizes the cc̄ and bb̄ nucleon-nucleon
equivalent cross sections extracted from the d + Au data. We
note that the numbers quoted here for the MC@NLO simulation
are 17% and 12% smaller for cc̄ and bb̄, respectively, compared
to the numbers quoted in Ref. [13]. This is potentially due
to using a newer MC@NLO version, which needed to be
modified to generate charm, or a previous inaccuracy in how
the negative weights should be used to avoid double counting
in the HERWIG fragmentation [13]. In either case the difference
is small enough to change the conclusions neither here nor in
the original paper [13].
The comparison of the numbers in Tables IV and VII
is shown graphically in Fig. 13. We see the same model
dependence for d + Au as was seen for p + p. For a given
model, the obtained cc̄ cross sections are consistent within the
given uncertainties in p + p and d + Au. We also looked at
the ratio (or nuclear modification) of cross sections of cc̄ and
bb̄ in d + Au and p + p and this is plotted in Fig. 14. This
ratio is similar for all the event generators and no deviation
from unity is observed.
TABLE VII. Summary of cc̄ and bb̄ cross section in d + Au collisions expressed as nucleon-nucleon equivalent cross section by dividing
the d + Au cross section by the average number of binary nucleon-nucleon collisions Ncoll = 7.6 ± 0.4.
d + Au/Ncoll PYTHIA (μb) MC@NLO (μb) POWHEG (μb)
cc̄ (reanalysis) 385 ± 34 (stat) ± 119 (syst) 795 ± 80 (stat) ± 275 (syst) 303 ± 26 (stat) ± 94 (syst)
bb̄ (reanalysis) 3.40 ± 0.65 (stat)± 1.10 (syst) 2.95 ± 0.67 (stat)± 0.95 (syst) 2.0 ± 0.6 (stat)± 0.65 (syst)
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FIG. 13. The extracted cross sections of cc̄ and bb̄ in p + p and
d + Au collisions. The d + Au cross section has been scaled down
by Ncoll to represent the equivalent nucleon-nucleon cross section.
Figures 15 and 16 show a direct comparison of the
measured mass and pT spectra of e+e− pairs from heavy flavor
decays between p + p and d + Au systems. The top panels
show an overlay of mass and pT spectra in p + p and MB
d + Au collisions, where we scaled the p + p yield by Ncoll
(=7.6 ± 0.4), corresponding to MB d + Au collisions. Within
the statistical precision of the data, the mass and pT spectra in
p + p and d + Au agree with each other. The bottom panel in
these figures show the ratio of d + Au to p + p data. Given the
uncertainties, the ratios are consistent with 1. While the e+e−
pair data show no evidence for any nuclear modification to the
cc̄ and bb̄ production, due to the large statistical and systematic
uncertainty, they would not be sensitive to effects smaller than













FIG. 14. The nuclear modification factor RdAu of cc̄ and bb̄ pairs
constructed using the cross sections. The d + Au cross sections are
scaled down by Ncoll = 7.6 ± 0.4.
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FIG. 15. Comparison of mass spectrum of e+e− pairs from heavy
flavor in p + p and d + Au collisions. The d + Au data shown are
from [13]. The p + p yield has been scaled by Ncoll = 7.6 ± 0.4 for
MB d + Au collisions.
spectra seen in d + Au collisions [9] could result in a change
of 30% in the e+e− pair mass and pT distributions, but that
might not be seen here due to the large uncertainties.
VII. SUMMARY AND CONCLUSIONS
We present e+e− pair measurements from heavy flavor
decays in p + p collisions at √s = 200 GeV. The data are
shown multidifferential as a function of pair mass, pT , and φ.
By comparing the e+e− pair data to pQCD calculations, the
cc̄ and bb̄ production cross sections can be constrained. Three
different pQCD based Monte Carlo models are used: PYTHIA,
MC@NLO, and POWHEG. We find that the cc̄ production cross
section ranges from 267 to 708 μb with a statistical (system-
atic) uncertainty of about 8% (25%). The bb̄ production cross
section ranges from 2.9 to 4.8 μb with a statistical (systematic)
uncertainty of 15–22% (21%).
The e+e− pair distributions obtained from PYTHIA,
MC@NLO, and POWHEG within the PHENIX acceptance, once
normalized to data, were found to be consistent in mass, pT
and φ. In case of cc̄, the extrapolation beyond the measured
range shows substantial model dependence. This is evident by
more than 400-μb difference between the obtained cc̄ cross
sections, which is more than 100% compared to the average
value.
We find a smaller variation for bb̄, which is less than 50% of
the average bb̄ cross section value. This variation is entirely due
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FIG. 16. Comparison of transverse momentum spectrum of e+e−
pairs in p + p and d + Au collisions. The d + Au data shown are
from [13]. The p + p yield has been scaled by Ncoll = 7.6 ± 0.4 for
MB d + Au collisions.
to the model dependence of cc̄ production. The extrapolation
of bb̄ from the measured range shows little model dependence,
because in our acceptance the decay kinematics dominate the
e+e− pair distributions from bb̄.
We compare our p + p results directly to e+e− pair
measurements from MB d + Au collisions. The cc̄ and bb̄
cross sections are determined in the same way for both the
systems. Although there is significant model dependence in
extracting the cross sections, within a given model, there is no
difference between the cross sections determined from p + p
and the equivalent nucleon-nucleon cross section obtained
from d + Au. Furthermore, we compare directly the measured
e+e− pair mass and pT distributions from p + p and d + Au.
After scaling with the number of binary collisions, we
observe no evidence for nuclear modifications of heavy flavor
production in the d + Au system within our experimental
uncertainties.
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