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1. Introduction
Consider the general growth curve model with respect to an incomplete ellipsoidal restriction:
⎧⎪⎨
⎪⎩
Y = X1BX2 + ε→
ε ∼
(
0,σ2⊗ V
)
X ′
2
(
B − B0
) ′X ′
1
NX1
(
B − B0
)
X2  σ2
(1)
whereY is ap × nobservationmatrix,X1 andX2 arep × qandk × nknowndesignmatrices, respectively
(q  p); N  0 and V  0 are known p × pmatrices;  0 and B0 are known n × n and q × kmatrices,
σ2 is an unknown parameter and B is a q × k unknown parameter matrix; ε is the error matrix. →ε
denotes the vector made of the columns of ε and ⊗ denotes Kronecker product. For a matrix A,
μ(A), rk(A), tr(A),A+, and A− denote the range, rank, trace, Moore–Penrose inverse, and generalized
inverse of A, respectively.
Let H
(
N,B0
)=
{(
B,σ2
)
: X ′
2
(
B − B0
) ′X ′
1
NX1
(
B − B0
)
X2  σ2
}
. On the estimator of KBL, we select
the loss function as follows:
L(d(Y),KBL) = (d(Y) − KBL)′(d(Y) − KBL) (2)
where KBL is estimable (i.e.,μ
(
K ′
)⊆ μ(X ′
1
)
andμ(L) ⊆ μ(X2
)
) or inestimable, d(Y) is any estimator of
KBL.The risk function is the expected value of loss function:
R(d(Y),KBL) = E ((d(Y) − KBL)′(d(Y) − KBL)) (3)
We use R
(
d,B,σ2
)
to denote the risk matrix function of d(Y), an estimator of KBL.
Deﬁnition 1. Suppose d1(Y) and d2(Y) are estimators of KBL, if for all
(
B,σ2
)
, we have
R
(
d1,B,σ
2
)
 R
(
d2,B,σ
2
)
and there exists some
(
B∗,σ2∗
)
, such that R
(
d2,B∗,σ2∗
)
− R
(
d1,B∗,σ2∗
)
/= 0, then d1(Y) is uniformly
better thand2(Y). If therearenoestimators in set that isuniformlybetter thand(Y),whereparameters
B and σ2 take values in H
(
N,B0
)
, then d(Y) is called admissible estimator of KBL in the set , denoted
by d(Y)
∼KBL [H (N,B0
)]
.
On the admissibility for linear estimators of regression coefﬁcients, the research is mainly di-
vided into two parts: ﬁrst, the parameters are under no restrictions; second, the parameters are
under ellipsoidal restriction. For model (1), if N = 0(rk(N) = 0), the model belongs to the ﬁrst type. If
N>0(rk(N) = p), it belongs to the second type. IfN  0(0< rk(N)<p), somevariablesof the regression
coefﬁcients are under restrictions, the others are not. So model (1) will contain the two parts. If
X2 = In, the model is themultiple linear model with restrictions, especially if X2 = (1), it is the general
Gauss–Markovmodel with restrictions.
In the case of the parameters under no restriction in simple linear model, Rao [1], in 1976, speciﬁed
the characteristics that linear estimator of Kβ is admissible in the class of linear estimators. Thereafter,
many articles such as [2–7]discussed the problems and the outcomes of admissibility in the simple
linear model are fruitful, especially Lamotte [8] characterized the admissibility of linear estimator in
linearmodelwith unknown covariancematrix. However, in the case ofmultiple linearmodel, since the
loss function is a matrix, there are many measures to compare the matrices which make the problem
more difﬁcult. In article [9,10], Xie described the characteristics of admissible linear estimators in
multiple linear model, Markiewicz [11] study the admissibility problem inmultiple linear model with
unknown covariance matrix. The admissibility of linear estimator in growth curve model is discussed
in article [12]. In [13], we proved the admissibility equivalence in growth curvemodel and G–Mmodel
under some speciﬁc assumptions. When the parameters are under some restrictions, Hoffmann [14]
pioneered the research in G–M model. Simple linear model is further discussed in [15–21]. Articles
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[22,23] focused on the admissibility feature of linear estimators inmultiple linearmodel. In this paper,
we will study the admissibility of linear estimator of regression coefﬁcients in model (1) under the
loss function (2) whether KBL is estimable or not. When KBL is estimable, the necessary and sufﬁcient
conditions for linear estimators to be admissible in the homogeneous and non-homogeneous linear
classes are given. In model (1), since X1 does not always have full column rank, μ
(
K ′
)⊆ μ(X ′
1
)
does
not always hold. If μ
(
K ′
)⊆ μ(X ′
1
)
is not true, then KBL is an inestimable function, so it is necessary
to consider the admissibility in this case. Under quadratic loss, the results of the admissibility of an
inestimable function in literature are fewer, we obtain the necessary and sufﬁcient conditions for
linear estimators to be admissible in the homogeneous and non-homogeneous linear classes using
orthogonal projection approach.
We consider homogeneous linear estimators HL2 =
{
Dt×pYFn×l : X2F = L
}
and non-homogeneous
linear estimators L2 =
{
DYF + M : DYF ∈ HL2,M is a t × l matrix
}
. We denote the risk matrix function
of DYF , a linear estimator of KBL, by R(DYF ,B,σ2) and denote that of DYF + M by R
(
DYF + M,B,σ2
)
.
2. Results and proofs
Lemma 1. For the model (1), with the loss function (2), we have
R
(
DYF ,B,σ2
)
 R
(
DYPX ′
2
F ,B,σ2
)
(4)
and the equality holds if and only if
F = PX ′
2
F (5)
where PX ′
2
= E+X ′
2
(
X2E
+X ′
2
)−X2, E = + X2X ′2.
Proof. Using the following equality, R
(
DYF ,B,σ2
)
= σ2tr (DVD′)F ′F + L′B′ (DX1 − K
) ′ (DX1 − K
)
BL, it
is easy to verify (4) holds, and the equality holds if and only if
E
((
DYF − DYPX ′
2
F
) ′ (DYF − DYPX ′
2
F
))
= 0 (6)
Expanding it,
tr
(
DVD′
)
F ′F − tr (DVD′)F ′PX ′
2
F = 0 (7)
Thus F ′F = F ′PX ′
2
F = F ′P′
X ′
2
PX ′
2
F , that is F = PX ′
2
F . 
Remark 1. Lemma 1 indicates ifF = PX ′
2
F , the admissibility of DYF has no relations with the choice
of F , since
PX ′
2
F = E+X ′2
(
X2E
+X ′2
)−X2F = E+X ′2
(
X2E
+X ′2
)−X2L
Lemma 2. For the model (1) and the loss function (2), let B0 = 0, if F = PX ′
2
F, then D1YF1 is uniformly
better than DYF if and only if
(i) tr
(
D1VD
′
1
)
 tr
(
DVD′
)
(8)
(ii)
(
D1X1 − K
) ′ (D1X1 − K
)− (DX1 − K
) ′ (DX1 − K
)
 X ′1NX1
[
tr
(
DVD′
)− tr (D1VD′1
)]
(9)
and if the equality of (8) holds, then
(
D1X1 − K
) ′ (D1X1 − K
)− (DX1 − K
) ′ (DX1 − K
)
/= X ′1NX1
[
tr
(
DVD′
)− tr (D1VD′1
)]
(10)
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Proof. The sufﬁciency is trivial. We will prove the necessity.
By Lemma1,without loss of generality, supposeD1YF is uniformly better thanDYF , for any
(
B,σ2
)
∈
H(N, 0), we have
R
(
D1YF ,B,σ
2
)
= tr (D1VD′1
)
F ′F + L′B′ (D1X1 − K
) ′ (D1X1 − K
)
BL
 R
(
DYF ,B,σ2
)
= tr (DVD′)F ′F + L′B′ (DX1 − K
) ′ (DX1 − K
)
BL (11)
and there exists some (B∗,σ2∗), such that
R
(
DYF ,B∗,σ2∗
)
− R
(
D1YF ,B∗,σ2∗
)
/= 0
Take B = 0 in (11), then (8) holds. Since L = (L1, . . . , Lq
)
/= 0, without loss of generality, suppose L1 /=
0, we denote σ2
(k)
= X ′
2
B′
1
X ′
1
NX1B1X2 + kIn,B1 = (β, 0, . . . , 0), where β is an arbitrarily p × 1 nonzero
vector, k>0, clearly,
(
B1,σ
2
(k)
)
∈ H(N, 0), by (11), we have
lim
k→0
R
(
D1YF ,B1,σ
2
(k)
)
= β′ [X ′1NX1tr
(
D1VD
′
1
)+ (D1X1 − K
) ′ (D1X1 − K
)]
β · L′1L1
 lim
k→0
R(DYF ,B1,σ
2
(k)) = β′
[
X ′1NX1tr
(
DVD′
)+ (DX1 − K
) ′ (DX1 − K
)]
β · L′1L1
thus for any β, we have
β′
[
X ′1NX1tr
(
D1VD
′
1
)+ (D1X1 − K
) ′ (D1X1 − K
)]
β
 β′
[
X ′1NX1tr
(
DVD′
)+ (DX1 − K
) ′ (DX1 − K
)]
β
Since β is arbitrary, (9) holds. (10) is trivial.
Consider simple linear model under the restriction,⎧⎨
⎩
Y = X1β + ε
ε ∼ (0,σ2V)
β′X ′
1
NX1β  σ2
(12)
and the loss function
(d(Y) − Kβ)′(d(Y) − Kβ) (13)
where X1,V and K are as deﬁned in (1) and (2), β and σ
2 are unknown parameters. 
WedenoteH1(N) =
{(
β,σ2
)
: β′X ′
1
NX1β  σ2,N  0
}
, anddenotemodel (12)by
(
Y ,X1β,σ
2V ,H1(N)
)
.
Since the risk function of (13) is a real number, it is easy to verify the following lemma:
Lemma 3. Consider model
(
Y ,X1β,σ
2V ,H1(N)
)
and the loss function (13), the estimator of Kβ,D1Y is
uniformly better than DY if and only if (8)–(10) hold, where
(
β,σ2
)
∈ H1(N).
Lemmas 2 and 3 imply the following lemma.
Lemma 4. Consider the model (1) and the loss function (2), if F = PX ′
2
F , then DYF
HL2∼ KBL[H(N, 0)] if
and only if in model
(
Y ,X1β,σ
2V ,H1(N)
)
with the loss function (13), DY ∼ Kβ[H1(N)] .
From Lemma 4 and Theorem 1 in article [17], we obtain the following result.
Theorem 1. Consider themodel (1)with the loss function (2), if KBL is estimable, thenDYF
HL2∼ KBL[H(N, 0)]
if and only if:
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(1) DV = DPX1V , F = PX ′2F (14)
(2) DX1
(
TX ′1NX1T + T
)
X ′1D
′  DX1TK ′ (15)
(3) tr
{
X ′1NX1
[
T
(
T − TX ′1D′
(
DX1TK
′)+DX1T
)+T − T]}  1 (16)
(4) rk
[(
DX1 − K
)
T
]= rk (DX1 − K
)
(17)
where PX1 = X1
(
X ′
1
A+X1
)−X ′
1
A+,A = V + X1X ′1, T =
(
X ′
1
A+X1
)− − Ip.
Lemma 5. Consider the model (1) with the loss function (2), we have
R
(
DYF + M,B,σ2
)
 R
(
DYF + P(DX1−K)M,B,σ2
)
and the equality holds if and only if M = P(DX1−K)M.
Proof. For any DYF + M ∈ L2,DYF + P(DX1−K)M ∈ L2,
R
(
DYF + M,B,σ2
)
= R
(
DYF ,B,σ2
)
+ M′M
+ L′B′ (DX1 − K
) ′M + M′ (DX1 − K
)
BL
R
(
DYF ,B,σ2
)
+ M′P(DX1−K)M
+ L′B′ (DX1 − K
) ′M + M′ (DX1 − K
)
BL
= R
(
DYF + P(DX1−K)M,B,σ2
)
and the equality holds if and only ifM′M = M′P(DX1−K)M, that isM = P(DX1−K)M. 
Lemma 6. Suppose S,G are t × q and k × t real matrices, respectively, there exists a q × k matrix B /= 0,
such that H ≡ SBG + G′B′S′ /= 0 if and only if S /= 0 and G /= 0.
Proof. Necessity is trivial. We prove the sufﬁciency. It is enough to prove that there exists a B1 /= 0,
such that SB1G is not an inverse symmetric matrix.
Since St×q = (s1, . . . , st) ′ /= 0,Gk×t = (g1, . . . , gt) /= 0,
(1) if there is i ∈ {1, . . . , t}, such that si /= 0, gi /= 0, take B1 = si · g′i /= 0, then
e′iSB1Gei = e′iS ·
(
sig
′
i
) · Gei = s′isi · g′igi /= 0
where ei is the column vector whose only nonzero entry is a 1 in the ith position.
(2) If there exists no i, such that si /= 0, gi /= 0, then theremust exists i /= j, such that si /= 0, gj /= 0
and sj = 0, gi = 0, take B1 = si · g′j /= 0, then
e′iSB1Gej = e′iS ·
(
sig
′
j
)
· Gej = s′isi · g′jgj /= 0
e′jSB1Gei = e′jS ·
(
sig
′
j
)
· Gei = s′jsi · g′jgi = 0
That is, e′
i
SB1Gej /= −e′jSB1Gei. SB1G is not an inverse symmetric matrix. 
Theorem 2. Consider the model (1) with the loss function (2), if KBL is estimable, then DYF + M L2∼KBL
[H(N, 0)] if and only if
(1) M = P(DX1−K)M (18)
(2) DYF
HL2∼ KBL[H(N, 0)] (19)
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Proof. “⇒" IfM /= P(DX1−K)M, by Lemma 5, DYF + P(DX1−K)M is uniformly better than DYF + M, which
contradicts with DYF + M L2∼KBL[H(N, 0)].
Next, we will prove DYF
HL2∼ KBL[H(N, 0)]. If there exists D1YF , such that for any
(
B,σ2
)
∈ H(N, 0),
R
(
D1YF ,B,σ
2
)
 R
(
DYF ,B,σ2
)
then
tr
(
D1VD
′
1
)
 tr
(
DVD′
)
(
D1X1 − K
) ′ (D1X1 − K
)
 X ′1NX1
[
tr
(
DVD′
)− tr (D1VD′1
)]+ (DX1 − K
) ′ (DX1 − K
)
Let C = [H + (DX1 − K
) ′ (DX1 − K
)]+ (DX1 − K
) ′ (DX1 − K
)
M0, whereM0 satisﬁes
P(DX1−K)M =
(
DX1 − K
)
M0
H = X ′1NX1
[
tr
(
DVD′
)− tr (D1VD′1
)]
Using the fact that if A  B  0, then AA+B = B and B  BA+B, for any
(
B,σ2
)
∈ H(N), we have
(
L′B′ + C ′)(D1X1 − K
) ′ (D1X1 − K
)
(BL + C)

(
L′B′ + C ′)[H + (DX1 − K
) ′ (DX1 − K
)]
(BL + C)
= L′B′HBL + L′B′ (DX1 − K
) ′ (DX1 − K
)
BL + L′B′ (DX1 − K
) ′ (DX1 − K
)
M0
+ M′0
(
DX1 − K
) ′ (DX1 − K
)
BL + C ′ [H + (DX1 − K
) ′ (DX1 − K
)]
C
= L′B′HBL + L′B′ (DX1 − K
) ′ (DX1 − K
)
BL + L′B′ (DX1 − K
) ′ (DX1 − K
)
M0
+ M′0
(
DX1 − K
) ′ (DX1 − K
)
BL + M′0
(
DX1 − K
) ′ (DX1 − K
)
M0
= L′B′HBL + (L′B′ + M′0
)(
DX1 − K
) ′ (DX1 − K
)(
BL + M0
)
Thus, for any
(
B,σ2
)
∈ H(N),
(
L′B′ + C ′)(D1X1 − K
) ′ (D1X1 − K
)
(BL + C)
 F ′X ′2B
′HBX2F +
(
L′B′ + M′0
)(
DX1 − K
) ′ (DX1 − K
)(
BL + M0
)
 σ2F ′F
[
tr
(
DVD′
)− tr (D1VD′1
)]+ (L′B′ + M′0
)(
DX1 − K
) ′ (DX1 − K
)(
BL + M0
)
Therefore,
σ2tr
(
D1VD
′
1
)
F ′F + (L′B′ + C ′)(D1X1 − K
) ′ (D1X1 − K
)
(BL + C)
 σ2tr
(
D1VD
′
1
)
F ′F + (L′B′ + M′0
)(
D1X1 − K
) ′ (D1X1 − K
)(
BL + M0
)
That is, if
(
B,σ2
)
∈ H(N), we have
R
(
D1YF +
(
D1X1 − K
)
C,B,
)
 R
(
DYF + M,B,)
Since DYF + M L2∼KBL[H(N)], then it follows
R
(
D1YF +
(
D1X1 − K
)
C,B,σ2
)
= R
(
DYF + M,B,σ2
)
Which implies R
(
D1YF ,B,σ
2
)
= R
(
DYF ,B,σ2
)
. There does not exist the linear estimator that is uni-
formly better than DYF in HL2, so DYF
HL2∼ KBL[H(N)].
“⇐" If there exists D1YF + C, such that for any
(
B,σ2
)
∈ H(N, 0),
R
(
D1YF + C,B,
)
 R
(
DYF + M,B,)
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From the proof above, without loss of generality, let C = (D1X1 − K
)
C0, for any
(
B,σ2
)
∈ H(N, 0),
σ2tr
(
D1VD
′
1
)
F ′F + (L′B′ + C ′0
)(
D1X1 − K
) ′ (D1X1 − K
)(
BL + C0
)
 σ2tr
(
DVD′
)
F ′F + (L′B′ + M′0
)(
DX1 − K
) ′ (DX1 − K
)(
BL + M0
)
(20)
Therefore,
tr
(
D1VD
′
1
)
F ′F + L′B′ (D1X1 − K
) ′ (D1X1 − K
)
BL
 tr
(
DVD′
)
F ′F + L′B′ (DX1 − K
) ′ (DX1 − K
)
BL (21)
In fact, suppose (21) does not hold for some data, then there exists
(
B1,σ
2
1
)
∈ H(N, 0), which does not
satisfy (21). It is obvious that
(
kB1, k
2σ2
1
)
∈ H(N, 0), where k is any positive number, then we get new
datas that satisﬁes the restriction condition but does not satisfy (21). If the positive number k goes
to inﬁnity, (20) does not hold. It is contradictive. So, (20) implies (21). Since DYF
HL2∼ KBL[H(N, 0)], the
equality of (21) always holds. Thus
tr
(
D1VD
′
1
)= tr (DVD′) (22)(
D1X1 − K
) ′ (D1X1 − K
)= (DX1 − K
) ′ (DX1 − K
)
(23)
Denote R∗
(
B,σ2
)
≡ R
(
D1YF + C,B,σ2
)
− R
(
DYF + C,B,σ2
)
. It is given by
R∗
(
B,σ2
)
= L′B′ (DX1 − K
) ′ (DX1 − K
)(
C0 − M0
)
+ (C0 − M0)′
(
DX1 − K
) ′ (DX1 − K
)
BL
+C ′0
(
DX1 − K
) ′ (DX1 − K
)
C0
−M′0
(
DX1 − K
) ′ (DX1 − K
)
M0 (24)
Note that for any
(
B,σ2
)
∈ H(N),R∗
(
B,σ2
)
 0, the following equality is obtained:
(
DX1 − K
) ′ (DX1 − K
)
C0 =
(
DX1 − K
) ′ (DX1 − K
)
M0 (25)
In fact, suppose (25) does not hold, from Lemma 6, we know that there exists a q × k matrix B∗ /= 0,
such that
J ≡ L′B′∗
(
DX1 − K
) ′ (DX1 − K
)(
C0 − M0
)+ (C0 − M0
) ′ (DX1 − K
) ′ (DX1 − K
)
B∗L /= 0
Note that J is a symmetric matrix, there exists a α /= 0, such that α′Jα /= 0. If α′Jα>0, take B =
mB∗; If α′Jα<0, take B = −mB∗, it is easy to verify that α′R∗
(
mB∗,σ2
)
α → +∞ (m → +∞), it is a
contradiction.
Eq. (25) is equivalent to(
DX1 − K
)
C0 =
(
DX1 − K
)
M0 (26)
Thus, R∗
(
B,σ2
)
≡ 0, that is, R
(
D1YF + C,B,σ2
)
≡ R
(
DYF + M,B,σ2
)
, therefore there does not exist the
linear estimator that is uniformly better than DYF + M in L2. 
Theorems 1 and 2 imply the following results:
Theorem 3. Consider the model (1) and the loss function (2), if KBL is estimable, then DYF + M L2∼ KBL
[H(N, 0)]] if and only if (14)–(17) and (18) hold simultaneously.
Theorem 4. Consider the model (1) and the loss function (2), if KBL is estimable, then DYF + M L2∼ KBL
[H(N,B0)] if and only if DYF + M L2∼ KBL[H(N, 0)].
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Proof. Let Z = Y − X1B0X2, = B − B0, model (1) can be written as
⎧⎪⎨
⎪⎩
Z = X1X2 + ε→
ε ∼
(
0,σ2⊗ V
)
X ′
2
′X ′
1
NX1X2  σ2
(27)
“⇒" Since
R
(
DYF + M,B,σ2
)
= R
(
DZF + (DX1 − K
)
B0L + M,,σ2
)
(28)
DYF + M L2∼ KBL [H (N,B0
)]
inmodel (1) impliesDZF + (DX1 − K
)
B0L + M L2∼ KBL[H(N, 0)] inmodel (27),
thus DYF + M L2∼ KBL[H(N, 0)].
“⇐" If DYF + M L2∼ KBL[H(N, 0)], by Theorem 2, in model (27), we have DZF + (DX1 − K
)
B0L + M L2∼ KBL
[H(N, 0)], take (28) into account, it is clear that in model (1), DYF + M L2∼ KBL [H (N,B0
)]
. 
We can conclude the next result from Theorems 3 and 4.
Theorem 5. Consider the model (1) and the loss function (2), if KBL is estimable, then DYF + M L2∼ KBL[
H
(
N,B0
)]
if and only if (14)–(17) and (18) hold simultaneously.
Theorem 6. Consider the model (1) and the loss function (2), suppose KBL is estimable, if DYF
HL2∼ KBL
[H(N, 0)], then DYF HL2∼ KBL [H (N,B0
)]
.
Proof. Suppose DYF
HL2∼ KBL [H (N,B0
)]
does not hold, there exist D1YF , such that, for any
(
B,σ2
)
∈
H
(
N,B0
)
,
R
(
D1YF ,B,σ
2
)
= tr (D1VD′1
)
F ′F + L′B′ (D1X1 − K
) ′ (D1X1 − K
)
BL
 R
(
DYF ,B,σ2
)
= tr (DVD′)F ′F + L′B′ (DX1 − K
) ′ (DX1 − K
)
BL (29)
and there exists
(
B1,σ
2
1
)
∈ H (N,B0
)
, such that
tr
(
D1VD
′
1
)
F ′1F + L′B′1
(
D1X1 − K
) ′ (D1X1 − K
)
B1L
< tr
(
DVD′
)
F ′1F + L′B′1
(
DX1 − K
) ′ (DX1 − K
)
B1L (30)
Therefore for any
(
B,σ2
)
∈ H(N, 0),
tr
(
D1VD
′
1
)
F ′F + L′B′ (D1X1 − K
) ′ (D1X1 − K
)
BL + L′B′0
(
D1X1 − K
) ′ (D1X1 − K
)
BL
+ L′B′ (D1X1 − K
) ′ (D1X1 − K
)
B0L + L′B′0
(
D1X1 − K
) ′ (D1X1 − K
)
B0L
 tr
(
DVD′
)
F ′F + L′B′ (DX1 − K
) ′ (DX1 − K
)
BL + L′B′0
(
DX1 − K
) ′ (DX1 − K
)
BL
+ L′B′ (DX1 − K
) ′ (DX1 − K
)
B0L + L′B′0
(
DX1 − K
) ′ (DX1 − K
)
B0L (31)
and if
(
B,σ2
)
=
(
B1 − B0,σ21
)
∈ H(N, 0), the strict inequality holds. In other words, if
(
B,σ2
)
∈ H(N, 0),
D1YF +
(
D1X1 − K
)
B0L is uniformly better than DYF +
(
DX1 − K
)
B0L, by Theorem 2, it is contradictive
with DYF
HL2∼ KBL[H(N, 0)].
Now we will consider KBL is inestimable
(
μ(K ′
)
μ
(
X ′
1
)
) in HL2 and L2. We only focus on the
admissibility of linear estimator in H(N, 0), since the results in H(N,B0) are identical.
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Lemma 7 [13]. For the model (1), with the loss function (2), we have
R
(
DYF ,B,
)
 R
(
DPX1YPX ′2F ,B,
)
and the equality holds if and only if
DV = DPX1V , F = PX ′2F
Lemma 8. For the model (1), if D1X = DX , then tr
(
D1VD
′
1
)
 tr
(
DPX1VP
′
X1
D′
)
.
Proof. Similar to lemma 7, we have
σ2tr
(
D1VD
′
1
)
F ′F = E[D1YF − E
(
D1YF
)] ′ [D1YF − E
(
D1YF
)]
 E
[
D1PX1YF − E
(
D1PX1YF
)] ′ [D1PX1YF − E
(
D1PX1YF
)]
= E[DPX1YF − E
(
DPX1YF
)] ′ [DPX1YF − E
(
DPX1YF
)]
= σ2tr
(
DPX1VP
′
X1
D′
)
F ′F
Therefore, tr
(
D1VD
′
1
)
 tr
(
DPX1VP
′
X1
D′
)
. 
Lemma 9. If μ
(
K ′
)
 μ
(
X ′
1
)
, then
E(DYF − KBL)′(DYF − KBL)
= E
[(
I − QK1
)
DYF − (I − QK1
)
KQX ′
1
BL
] ′ [(I − QK1
)
DYF − (I − QK1
)
KQX ′
1
BL
]
+ σ2tr (QK1DVD′QK1
)
F ′F + [QK1DX1BX2F − K1BL
] ′ [QK1DX1BX2F − K1BL
]
(32)
where QA = A
(
AA′
)−A′ is the orthogonal project matrix of A,K1 = K
(
I − QX ′
1
)
.
Proof. Since μ
(
K ′
)
μ
(
X ′
1
)
, we have K1 = K
(
I − QX ′
1
)
/= 0 and QK1KQX ′1 = 0
E(DYF − KBL)′(DYF − KBL)
= E
{[(
I − QK1
)
DYF − (I − QK1
)
KQX ′
1
BL + QK1DYF − K
(
I − QK1
)
BL
] ′
[(
I − QK1
)
DYF − (I − QK1
)
KQX ′
1
BL + QK1DYF − K
(
I − QK1
)
BL
]}
(33)
Notice that QX ′
1
and I − QK1 are symmetric, and
(
I − QK1
)
QK1 = 0,
(
I − QK1
)
K
(
I − QX ′
1
)
= 0, we expand
the right side of (33),
E(DYF − KBL)′(DYF − KBL)
= E
[(
I − QK1
)
DYF − (I − QK1
)
KQX ′
1
BL
] ′ [(I − QK1
)
DYF − (I − QK1
)
KQX ′
1
BL
]
+ E {[QK1DYF − K
(
I − QK1
)
BL
] ′ [QK1DYF − K
(
I − QK1
)
BL
]}
= E
[(
I − QK1
)
DYF − (I − QK1
)
KQX ′
1
BL
] ′ [(I − QK1
)
DYF − (I − QK1
)
KQX ′
1
BL
]
+ σ2tr (QK1DVD′QK1
)
F ′F + [QK1DX1BX2F − K1BL
] ′ [QK1DX1BX2F − K1BL
] 
Lemma 10. Let A and B be two real symmetric matrices of the same order. For any real number k, if
A − kB  0, then B = 0.
The proof is trivial, we omit it.
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Theorem 7. Consider themodel (1)with the loss function (2), if KBL is inestimable, thenDYF
HL2∼ KBL[H(N, 0)]
if and only if
(1) F = PX ′
2
F and DV = DPX1V.
(2)
(
I − QK1
)
DYF
HL2∼ (I − QK1
)
KQX ′
1
BL[H(N, 0)].
Proof. Necessity. Lemma 7 indicates (1) holds. Assume (2) does not hold, then there exists D1YF , an
estimate of
(
I − QK1
)
KQX ′
1
, which is uniformly better than
(
I − QK1
)
DYF . By lemma 9,
(
I − QK1
)
D1FY is
uniformly better than
(
I − QK1
)
DYF . Let D2 =
(
I − QK1
)
D1 + QK1D, we have
QK1D2 = QK1
(
I − QK1
)
D1 + Q2K1D = QK1D (34)
Eqs. (32) and (34) imply the following relationship,
R
(
D1YF ,B,σ
2
)
− R
(
D2YF ,B,σ
2
)
= E(DYF − KBL)′ (DYF − KBL)− E(D2YF − KBL
) ′ (D2YF − KBL
)
= E
[(
I − QK1
)
DYF − (I − QK1
)
KQX ′
1
BL
] ′ [(I − QK1
)
DYF − (I − QK1
)
KQX ′
1
BL
]
− E
[(
I − QK1
)
D1FY −
(
I − QK1
)
KQX ′
1
BL
] ′ [(I − QK1
)
D1FY −
(
I − QK1
)
KQX ′
1
BL
]
(35)
Since
(
I − QK1
)
D1FY is uniformly better than
(
I − QK1
)
DYF , the right side of (35) is less than or equal
to 0 and the equality does not always hold. It contradicts DYF
HL2∼ KBL[H(N, 0)].
Sufﬁciency. Assume DYF
HL2∼ KBL[H(N, 0)] does not hold, then there exists D1YF , an estimate of KBL,
such that for any
(
B,σ2
)
∈ H(N, 0)), we have
E(DYF − KBL)′(DYF − KBL) − E (D1YF − KBL
) ′ (D1YF − KBL
)
 0 (36)
and the equality does not always hold. By (32), we rewrite (36) as follows:
L′B′K ′1
(
DX1 − D1X1
)
BL  f
(
σ2,X1B
)
(37)
where f
(
σ2,X1B
)
is a known matrix function.
Assume that QK1
(
DX1 − D1X1
)
BL does not always equal to 0, there exists
(
B1,σ
2
1
)
∈ H(N, 0), such
that K ′
1
(
DX1 − D1X1
)
B1L /= 0, so there exists a matrix S, such that,
L′S′K ′1
(
DX1 − D1X1
)
B1L /= 0 (38)
Let B = QX ′
1
B1 + k
(
I − QX ′
1
)
S, k is a real number, then, X1B = X1QX ′
1
B1 + kX1
(
I − QX ′
1
)
S = X1B1. There-
fore,
(
B,σ2
1
)
∈ H(N, 0), notice that QX ′
1
K ′
1
= 0, (37) implies
kL′S′K ′1
(
DX1 − D1X1
)
B1L  f
(
σ21,X1B1
)
holds for any real number k. By Lemma 10, it contradicts (38). Therefore,
QK1DX1 = QK1D1X1 (39)
By Lemma 8 and condition (1), we have
σ2tr
(
QK1DVD
′QK1
)
F ′F  σ2tr
(
QK1D1VD
′
1QK1
)
F ′F (40)
Eqs. (32), (36), (39) and (40) imply that, for any
(
B,σ2
)
∈ H(N, 0),
E
[(
I − QK1
)
DYF − (I − QK1
)
KQX ′
1
BL
] ′ [(I − QK1
)
DYF − (I − QK1
)
KQX ′
1
BL
]
 E
[(
I − QK1
)
D1YF −
(
I − QK1
)
KQX ′
1
BL
] ′ [(I − QK1
)
D1YF −
(
I − QK1
)
KQX ′
1
BL
]
(41)
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and the equality in (41) does not always hold. It contradicts
(
I − QK1
)
DYF
HL2∼ (I − QK1
)
KQX ′
1
BL[H(N, 0)].
The proof is complete. 
Since
(
I − QK1
)
KQX ′
1
BL is an estimable function, theorem7and theorem1 imply the following result.
Theorem 8. Consider themodel (1)with the loss function (2), if KBL is inestimable, thenDYF
HL2∼ KBL[H(N, 0)]
if and only if
(1) F = PX ′
2
F and DV = DPX1V .
(2)
(
I − QK1
)
DX1
(
TX ′
1
NX1T + T
)
X ′
1
D′
(
I − QK1
)

(
I − QK1
)
DX1TQX ′
1
K ′
(
I − QK1
)
.
(3) tr
{
X ′
1
NX1
[
T
(
T − TX ′
1
D′
(
I − QK1
)((
I − QK1
)
DX1TQX ′
1
K ′
(
I − QK1
))+ (I − QK1
)
DX1T
)
+T − T
]}
 1.
(4) rk
[(
I − QK1
)(
DX1 − KQX ′
1
)
T
]
= rk
[(
I − QK1
)(
DX1 − KQX ′
1
)]
.
Similar to Theorem 7, we have
Theorem 9. Consider the model (1) with the loss function (2), if KBL is inestimable, then DYF + M L2∼
KBL[H(N, 0)] if and only if
(1) F = PX ′
2
F and DV = DPX1V.
(2)
(
I − QK1
)
DYF + M L2∼ (I − QK1
)
KQX ′
1
BL
[
H
(
N, 0
)]
.
Theorems 7 and 9 imply the following result:
Theorem 10. Consider the model (1) with the loss function (2), if KBL is inestimable, then DYF + M L2∼
KBL[H(N, 0)] if and only if
(1)
(
I − QK1
)
M ∈ μ
[(
I − QK1
)
(DX1 − KQX ′
1
)
]
.
(2) DYF
HL2∼ KBL[H(N, 0)].
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