Density dependence in vital rates is a key feature affecting temporal fluctuations of natural populations. This has important implications for the rate of random genetic drift. Mating systems also greatly affect effective population sizes, but knowledge of how mating system and density regulation interact to affect random genetic drift is poor. Using theoretical models and simulations, we compare N e in short-lived, density-dependent animal populations with different mating systems. We study the impact of a fluctuating, density-dependent sex ratio and consider both a stable and a fluctuating environment. We find a negative relationship between annual N e /N and adult population size N due to density dependence, suggesting that loss of genetic variation is reduced at small densities. The magnitude of this decrease was affected by mating system and life history. A male-biased, density-dependent sex ratio reduces the rate of genetic drift compared to an equal, density-independent sex ratio, but a stochastic change towards male bias reduces the N e /N ratio. Environmental stochasticity amplifies temporal fluctuations in population size and is thus vital to consider in estimation of effective population sizes over longer time periods. Our results on the reduced loss of genetic variation at small densities, particularly in polygamous populations, indicate that density regulation may facilitate adaptive evolution at small population sizes.
Introduction
Loss of genetic diversity by genetic drift affects the evolutionary potential of a population and the ability to adapt to environmental changes (Nunney & Campbell, 1993; Willi et al., 2006; Eizaguirre & Baltazar-Soares, 2014; Lanfear et al., 2014) . In small populations, genetic drift is particularly important because the total genetic diversity will be distributed among a few individuals, and random fluctuations in individual survival and reproduction can eliminate alleles from the population (Willi et al., 2006; Lanfear et al., 2014) .
The rate of genetic drift is captured by a single parameter, the effective population size N e . Introduced by Wright (1931) , N e is defined as the size of a WrightFisher (WF) ideal population that experience the same rate of loss of heterozygosity, variance in allele frequency change or inbreeding as the population under consideration. A WF ideal population is characterized by constant population size N and discrete generations in which monoecious (hermaphroditic) individuals contribute to the next generation by random sampling of gametes, leading to approximately Poisson-distributed variance in family size. Effective population size is inversely related to genetic drift such that the expected rate of random genetic drift in a diploid population per generation is proportional to 1/(2N e ) (Wright, 1938) . The effective population size is also inversely related to extinction risk (Franklin & Frankham, 1998; Whitlock, 2000; Frankham, 2005) , making knowledge of processes that affect its size important.
In natural populations, N e is often smaller than adult population size N because of deviations from a WF ideal population (Nunney, 1991 (Nunney, , 1993 (Nunney, , 1996 Frankham, 1995; Palstra & Ruzzante, 2008) , but their ratio N e /N may be assumed constant in the absence of density regulation (Frankham, 1995; Vucetich et al., 1997) . Deviations from a WF ideal population occur because natural populations may fluctuate in size, have overlapping generations, deviate from a Poisson-distributed family size and have unequal sex ratios and heterogeneity in reproductive success due to different mating systems (Nunney, 1993 (Nunney, , 1995 Caballero, 1994; Nunney & Elam, 1994; Frankham, 1995; Vucetich et al., 1997; Waples, 2002; Engen et al., 2007; Lee et al., 2011a) . Of these characteristics of natural populations, Frankham (1995) identified fluctuations in population size as the most important factor reducing N e relative to N, followed by larger than Poisson variance in family size. Populations fluctuate in size partly due to a combination of environmental and demographic stochasticity (Saether et al., 2008) , the former affecting survival and reproduction of all individuals in a population in a given year approximately equally, causing vital rates to vary temporally. The latter refers to random variation between individuals within a year in survival and reproduction and is particularly important for population growth rate in small populations . Because of these effects, incorporating environmental and demographic stochasticity is essential for the calculation of N e in natural populations that fluctuate in size.
An important deviation from a WF ideal population is the presence of sexes (Wright, 1931) . In its simplest form (discrete generations, Poisson variance in family size and random mating), Wright (1931) showed that the effective size in a two-sex population was N e = 4N m N f /(N m + N f ) and that the rate of genetic drift was proportional to 1/(8N m ) + 1/(8N f ), where N f and N m are the number of mature females and males, respectively (Wright, 1938) . In two-sex populations, sexes may differ in (variance in) reproductive success (Clutton-Brock, 1988; Nomura, 2002; Saether et al., 2004; Hedrick, 2005) and rates of survival Donald, 2007) , and hence there may be sex-specific demographic stochasticity Saether et al., 2004) . The magnitude of these sex-specific differences is often related to the mating system of the population (Legendre et al., 1999; Saether et al., 2004) . Almost by definition, operational sex ratio differs with mating systems (Emlen & Oring, 1977; Shuster & Wade, 2003) , and there may be a complex relationship between mating systems, sex ratio, variance in reproductive success and the effects on effective population size (Nunney, 1993; Nomura, 2002) . When most offspring are sired by a few males, as in harem polygyny, between-male reproductive variance is large and SR of the breeding population is skewed, causing both a direct reduction in N e (Nunney, 1993) and an indirect reduction through the resulting high demographic stochasticity (Lee et al., 2011a,b) influencing the population growth rate. Polyandric mating systems are typically related to multiple paternity within broods which is expected to increase N e (Sugg & Chesser, 1994; Balloux & Lehmann, 2003; Taylor et al., 2014) . However, females may differ in fecundity, increasing the variance in reproductive success and consequently reducing N e (Nunney, 1993 (Nunney, , 1996 . Through time, demographic stochasticity will cause random fluctuations in a populations' sex ratio. This has been shown to affect the extinction probabilities of populations, but to an extent that depend on mating system and type of density regulation Saether et al., 2004) . Clearly, such interactions should be incorporated into the calculation of effective population size.
Over time, chance events occurring at small population sizes will have larger impacts on the rate of genetic drift of a population than those occurring at larger population sizes. Hence, the harmonic mean, rather than the arithmetic mean effective population size, has frequently been used to describe long-term genetic drift in fluctuating populations (Kalinowski & Waples, 2002; Waples, 2002 Waples, , 2010 Ardren & Kapuscinski, 2003; Saarinen et al., 2010; Baalsrud et al., 2014) , often assuming an ideal structure in the sense of Wright (1931) within a generation (Vucetich et al., 1997; Waples, 2006) . This method was developed for populations with discrete generations (Wright, 1938) , and an important assumption using discrete generation models on populations with overlapping generations is that vital rates are stable (Felsenstein, 1971; Hill, 1972 Hill, , 1979 . This assumption is violated for iteroparous species subject to density regulation since vital rates, and hence the ratio N e /N, depend on N.
Density regulation is common in natural populations of diverse taxa (Turchin, 1990; Gaillard et al., 2000; Lande et al., 2002; Carrete et al., 2006; Grøtan et al., 2009; Saether et al., 2016) , and may be one of several reasons why it has proven difficult to find clear patterns in empirical analyses of variation in the ratio N e /N (Palstra & Ruzzante, 2008; Palstra & Fraser, 2012) . Myhre et al. (2016) argued theoretically and showed by simulations that 1/(2N) was a poor predictor of yearly genetic drift in small monoecious diploid populations subject to density regulation, particularly when the variance in reproductive success was larger than Poisson. In addition, the concept of generation time becomes intricate under density dependence (Caswell, 2001; Gaillard et al., 2005) . When the mean contribution of each individual to the next generation depends on N, the mean age of parents depends on N (Myhre et al., 2016) , and hence treating generation time as a fixed population property is flawed. Hence, predictions of rates of genetic drift and effective population size discussed below relate only to annual measures.
The purpose of this article is to examine how variance in male reproductive success and female fecundity, as well as density dependence in adult sex ratio, affect yearly effective population size and genetic drift in density-dependent populations in a fluctuating environment. We approach this by relating animal mating systems to the effective population size. The sole effects of sex ratio and mating system on effective population size have been examined in depth by others (see Caballero, 1994; Wang et al., 2016 ; and references therein), but to our knowledge, this is the first study that explicitly considers these effects in combination with density regulation in two-sex populations. Because environmental stochasticity affects population growth rate and hence the effective population size (Engen et al., 2005) , we also examine the effects of stochastic fluctuations in the environment. We use a combination of a demographic model for variance effective population size in two-sex populations (Engen et al., 2007) and simulations to examine these processes.
Materials and methods
Consider a diploid, iteroparous population with two sexes. Let subscripts f and m indicate females and males, respectively, so that the numbers of each sex before reproduction in year t is N f and N m , and the total population size is N t = N f + N m . Let survival probability at population size N depend on stage (juvenile or adult) and sex and consider all individuals to mature at age one, which are reasonable assumptions (if we ignore senescence in older individuals (Møller, 2006) ) for 'fast' species (Saether & Bakke, 2000) like small, temperate passerines (Siriwardena et al., 1998; Grøtan et al., 2009; Saether et al., 2016) , small mammals (Oli, 2004) and some lizards and frogs (Chou et al., 2016 ; Appendix E). Due to the assumption of maturation at age one, N t , N f and N m are counts of the mature (sex specific) population (see Table 1 for these and other terms used throughout this paper). In passerine species, first year (prerecruitment) survival rates are commonly lower than adult survival rates and there is a tendency for males to have higher mean survival rates than females (Siriwardena et al., 1998) , which coincide with the male-biased sex ratio commonly found in birds (Donald, 2007) . Let density in year t have the opportunity to affect both the number of offspring produced by a female and the individual survival probability. Furthermore, consider survival and reproduction as independent processes. Because we focus on fast species like small passerines that mature early and have low to moderate survival probability, this assumption should not affect the estimation of effective population size (Jorde & Ryman, 1995) .
We study neutral genetic drift at a diallelic locus (A, a). Variance N e (Kimura & Crow, 1963; Crow & Denniston, 1988 ) is related to random changes in allele frequencies due to sampling between generations (i.e. genetic drift) through the variance in allele frequency change. Following the general expression for variance effective population size of diploid populations (Kimura & Crow, 1963; Pollak, 2000) , we can write the relationship between the rate of genetic drift per annum and annual variance effective population size as
where varðDp t Þ is the variance in allele frequency change between year t and t + 1 and p t is the allele frequency of allele a in year t. Hence, annual genetic drift is proportional to 1/(2N e ) (Wright, 1931) . Engen et al. (2005 Engen et al. ( , 2007 showed that variance N e and the rate of genetic drift of iteroparous populations that fluctuates in size could be predicted by the demographic variance, r 2 dg , of a subpopulation of heterozygotes carrying a rare allele at a diallelic locus (see also Weighting parameter, weighting the effect of the number of adult females (males) on the survival probability of sex y p t Allele frequency of allele a in year t Dp t Change in allele frequency of allele a from year t to year t + 1 u
The environment in a given year allowed to affect vital rates differently , 2000) . The subscript g in r 2 dg indicates that this parameter accounts for genetic stochasticity introduced by Mendelian segregation. Provided the sex ratio at birth is 1:1, Engen et al. (2007) further showed that r 2 dg of a monoecious (hermaphroditic) population is equal to the sex-specific demographic variance, r 2 df (females) or r 2 dm (males) in two-sex populations (having the same vital rates). This produces the neat result that there exists a rather simple relationship between the effective population size and the sex-specific demographic variances.
The sex-specific demographic variances are defined as the variance in the contribution by a single individual of a given sex to the next year's population of the same sex (Engen et al., 2007) . It follows that, besides data on birth sex ratio, r 2 df and r 2 dm are calculated using data on the survival probability of an individual (S af or S am ), and the average (b f or b m ) and variance (r 2 f or r 2 m ) in the number of recruits (both sexes) produced by an individual. Specifically, when sex ratio at birth is 1:1, r
is similar; Engen et al., 2007) . Using the sex-specific demographic variances we find the sex-specific variance effective population sizes N ef and N em . Provided the sex ratio at birth is approximately even, annual variance N ef (and similarly for N em ) can be expressed by (using first-order approximation in 1/N; Engen et al., 2007; Myhre et al., 2016) 
where k f (or k m ), the expected contribution by a single female (male) to the next year's population of females (males), enters the equation because we consider discrete time (Myhre et al., 2016) .
To account for adult sex ratio, we subsequently enter N ef and N em in the formula for effective population size originally developed by Wright (1931) for two-sex populations that may deviate from a 1:1 (adult) sex ratio (made more general by Kimura & Crow (1963) )
In a density-dependent population, equations (2) and (3) depend on the population size as the vital rates entering k f (and k m ) and r 2 df (and r 2 dm ) are density dependent.
Density dependence in the mean environment
We assume that density dependence in vital rates acts through an exponential decay function defined as e Àd½ðNfþNmÞ=R , where d = a f , a m , b or c (for adult female survival, adult male survival, reproduction and juvenile (both sexes) survival, respectively) determines the strength of density dependence. R is a measure of resource availability so that N f /R and N m /R are the population densities. We define carrying capacities K f and K m as the respective number of females and males that gives a mean contribution of 1 same-sex individual into the next year. Explicitly, they are the solutions for N f and N m that provide the mean contribution of samesex individuals by a female k f = 1 and male k m = 1.
We assume that the density-dependent binomial survival probability of all stage-sex classes can be described by S x ¼ S x;0 e Àd½ðNfþNmÞ=R in the mean environment. Depending on the stage-sex class, subscript x takes the values jm, jf, am or af for juvenile males, juvenile females, adult males and adult females, respectively. S x,0 is the survival probability of an individual of a stage-sex class at population sizes of approximately zero (where e Àd½ðNfþNmÞ=R % 1). Because an individual may be more or less affected by individuals of its own sex (Gamelon et al., 2016) we introduce weighting on adult survival probabilities by parameters w yf and w ym , which weights the effect of f or m on y (y = m or f). Specifically, we have that S ay ¼ S ay;0 e
Àay½ðwyfNfþwymNmÞ=R . The density of the population is allowed to affect reproduction through the number of offspring produced by females (which in sum must equal the number sired by males (Shuster & Wade, 2003) ). In year t, we assume that the number of offspring B produced by a female follows a Poisson-lognormal distribution (B $ PLNðK; s 2 f Þ). As such, for population size N, B has expectation Λ and variance K þ K 2 ðe s 2 f À 1Þ in the mean environment (where Λ is the parameter that may depend on N). For s f = 0, this is the Poisson distribution, and s f > 0 is a measure of overdispersion relative to the Poisson distribution. The density regulation acts through the mean number of offspring produced per female,
Àb½ðNfþNmÞ=R , where Λ 0 is the mean number of offspring produced per female at N % 0. All offspring require a mother and a father, and hence, the female population determines the total number of offspring produced, which males are given the opportunity to sire according to the between-male variance in reproductive success. Hence, male reproductive success refers to the number of offspring sired and does not include juvenile survival (see below).
To find expressions for k f ; k m ; r 2 df and r 2 dm , we also need expressions for the mean b f , b m and variance r 2 f ; r 2 m in the number of recruits produced by a single individual. Here, recruits are defined as offspring surviving to maturity. This procedure is slightly different for females and males. The number of recruits produced by a single female, B r conditioned on that she initially produced B offspring is the sum of the number of female B r** and male B r* recruits, where E(B r** ) = S jf Λ/2 and
f À 1Þ (and similar for B r* ; see Appendix S1, for derivations). It is further shown in Appendix S1 that the average number of recruits (both sexes) produced by a female, b f , which enters k f and r 2 df (and subsequently equations 2 and 3), equals b f = E(B r** ) + E(B r* ), and that the respective variance is r for the male population, we first need expressions for the expectation EðB m Þ and variance varðB m Þ in the number of offspring sired by a male. The number of offspring sired by male l depends on (1) his quality Q relative to the other male's quality, as this determines his probability, p Q , to sire any offspring produced by the females (see Fig. S1 ) and (2) on the total number of offspring produced by the females, B T ¼ P Nf i¼1 B i in year t. First, we assume the male's own 'breeding potential', Q, represent some latent quality of the male in question (producing individual heterogeneity), meaning that the value of Q is kept throughout a males life (notice that as neutral genes are studied, the value of Q is independent of his genotype at the locus under consideration). Second, the total number of offspring produced by the female population has expectation EðB T Þ ¼ N f K. We can now find the expected number of offspring produced by a male, which is EðB m Þ ¼ N f K=N m (Appendix S1). It is shown in Appendix S1 that the variance of the number of offspring sired by a male also depends on s 
As the two last terms are very small, this is approximately equal to EðB m Þ, giving an approximate Poisson distribution.
With these expressions for EðB m Þ and varðB m Þ, we find the expression for the average b m and variance r 2 m in the number of recruits produced by a male (which enters r 2 dm and N em ) following the same procedure as for the female population. Specifically,
Environmental stochasticity in vital rates
The effect of a stochastic environment was examined through simulations only. Environmental stochasticity was modelled by multiplying each vital rate with an environmental factor e z (Engen et al., 1998) . We define z ¼ eu À e 2 =2 where e is within the unit interval and u is a standard normal variate, so that the expected factor Eðe z Þ is 1. We let the impact of environmental stochasticity differ between vital rates, but they are all affected by the same environment expressed by u. This is achieved by letting the parameter e vary among vital rates (resulting in z a for adult survival, z j for juvenile survival and z r for reproduction). We assume that both sexes within a stage are affected similarly by the stochastic environment, which is a reasonable assumption for size monomorphic species (Lindstr€ om, 1999) , as demonstrated in the collared flycatcher Ficedula albicollis (Sheldon et al., 1998) .
To confine survival within [0, 1] as the environment fluctuates, the logit link function was used. Let S x (u) be the survival under the influence of environmental variable z a or z j . On logit scale, logitðS x ðuÞÞ ¼ logitðS x Þ þ eu, which gives S x ðuÞ ¼ S x e eu =½1 À S x þ S x e eu in environment u, where S x is as defined in the mean environment. If e z equals its expected value 1, we see that
Reproduction is affected by environmental fluctuations through the mean number of offspring produced per female, Λ, so that the mean number produced in environment u with e [ 0 in year t is Ke zr . Notice that as Eðe zr Þ ¼ 1, the expected value in any year equals the expectation in the average environment Λ.
With these assumptions about how population size and environmental fluctuations affect vital rates, we see that equation (1) 
and genetic drift per year is proportional to 1/(2N e (u, N)).
By rearranging (and assuming the allele in question is neutral), we also find an expression for N e /N extractable from simulated data of density-dependent populations
where the expectation (at any given N) refers to the joint distribution of u and Dp t .
Mating systems
The impact of mating system on N e is generally examined by varying the variance in reproductive success of males and fecundity of females. The theoretical model given above is not defined for genetically monogamous mating systems, but we additionally simulate a genetically monogamous mating system, which represent one
end of the mating systems continuum (where complete promiscuity is at the other end). Hence, the effective population size in this mating system is solely expressed based on simulated data. Please recall that the number of offspring produced by a female is B $ PLNðK; s 2 f Þ. Because s f is an overdispersion parameter relative to Poisson, larger value of s 2 f corresponds to fewer females mating with more males, whereas many females stays unmated. The maximum realized fecundity increases fast with increasing values of s 2 f . Females producing many offspring have a high probability of showing multiple paternity (except for in the monogamous populations). Multiple mating or multiple paternity are often used as measures of polyandry (Reid, 2012; Taylor et al. 2014) ,; hence, increasing s 2 f may resemble increasing levels of polyandry. However, high polyandry does not necessarily signify that females have higher lifetime variance in reproductive success than males (Oring et al., 1991) , and as such high levels in s 2 f is not equivalent to high levels of polyandry. We therefore consider s 2 f [ 0 as polygamous mating systems, but not strictly polyandrous.
The total number of offspring produced each year by female i = 1 to female i = N f equals P Nf i¼1 B i . In the monogamous mating system, each breeding female is paired with a random chosen male in the population to sire all her offspring in year t (i.e. the system is serial monogamous, as a surviving individual may change partner the next year). Because sex ratio is determined by a combination of sex-specific survival rates and demographic stochasticity, there is a chance that the number of females in which B > 0 exceeds the number of males in the population. In such cases, all males in the population were paired with one female each whereas the remaining females (initially with B > 0) got B = 0. The number of offspring produced per female is Poisson-distributed (B $ Po(Λ)) in this system, to acknowledge that individuals often differ in fitness (Saether & Engen, 2015) . In all other systems, the P Nf i¼1 B i offspring in the simulations are sired by males according to a multinomial probability vector reflecting each males' quality relative to the other males in the population alive in year t. The actual number of offspring sired by male l, B m,l is then drawn from a multinomial distribution (containing the p Q,l 's), so that the sum of offspring sired by males P Nm l¼1 B m;l ¼ P Nf i¼1 B i . Assuming that the between-male variance in reproductive success reflects mating systems, choosing s 2 m ¼ 0 so that all males have the same breeding potential and sire offspring with equal probability each year goes towards a promiscuous mating system (when s f = 0). Increasing s 2 m results in higher between-male variance in reproductive success, which is assumed to represent more polygynous mating systems (see Fig. S1 for illustrations). Note that under these assumptions and with a stochastic sex ratio, the mean and variance number of offspring produced per female and sired by a male are not necessarily equal. Further, breeding sex ratio, defined as the number of males that reproduce per reproducing female per year (N Bm /N Bf ), is expected to differ both between mating systems, and within a single population through time due to demographic stochasticity and differences in survival probability between sexes at different densities.
Simulations
In general, the simulations were performed as follows:
(1) In year 1, the N f + N m = K f + K m individuals were randomly assigned genotypes (aa, Aa or AA) based on the predefined initial frequencies of alleles a (p t ) and A (1 À p t ; common for all simulations). This assured that the populations initially were at carrying capacity and in (approximate) Hardy-Weinberg equilibrium. As we included no age structure among adults, a burn-in period was not necessary before starting the analyses. To simulate the transfer of alleles between generations in the monogamous mating system, each offspring of a breeding pair received one allele from each of its parents so that both the female i and her paired partner l contributed with B i = B m,l alleles of which B r survived to recruitment. For all other mating systems, more assumptions were made. Specifically, for each female i and male l producing B i and B m,l offspring in year t, B i and B m,l copies of the alleles were drawn by random sampling from the individuals' diallelic locus (of type AA, Aa or aa) and added to female and male 'allele pools'. Offspring' genotype at the locus under study were subsequently drawn from these pools (one copy from each pool). Hence, individuals per se did not mate in these systems. Allele frequency in year t at population size N, and change in allele frequency from year t (at population size N) to year t + 1, was calculated based on all individuals alive just before reproduction (N t = N f + N m ), which is the ready-to-mate population of adults. When an allele is lost from the population, it could not re-exist by immigration or mutations.
The sex of the offspring was determined at random with a 50% chance of becoming a male (or female), thus assuring a central tendency of 1:1 sex ratio of newborns and that the mean number of female offspring produced by a single female was Λ/2.
We parameterized the models with values assumed to be within the typical range for small passerines (Siriwardena et al., 1998) , chosen so that either (I)
Specifically, the models were parameterized so that (I) the deterministic K f = K m = 43 or (II) the deterministic K f = 40 and K m = 46. In II, the difference in K f and K m was achieved by letting the survival probabilities (S af , S am ), the effect of increasing density (a f , a m ) and weighting parameters (w ff , w mm ) differ between males and females. As a result, sex ratio was density dependent in scenario II, but not in scenario I. In addition, in II, we have two separate processes affecting the availability of mates, in which (1) biased sex ratio affected individuals of different sexes in opposite directions, whereas (2) population density caused the number of potential mates to go in the same direction in both sexes. Although our model was parameterized using values typical for small passerines, s 2 f was allowed to vary beyond what may be reasonable for passerines, but assumed reasonable for some species of fish and frogs. For simplicity, we only simulated scenarios where density affected adult survival probabilities (and sex ratio) whereas the number of offspring produced and offspring survival to recruitment were density independent (but see theoretical examination in Fig. 3 ). We simulated several mating systems: from populations with large between-male variance in reproductive success (s 2 m ¼ 1) to strict monogamy to large female variance in fecundity (s 2 f ¼ 1). We examined the effect of environmental stochasticity on each of the scenarios considered. For each scenario, we simulated 3000 trajectories for 100 years (but increasing from 1000 simulations to 3000 hardly affected the results). Average N e /N per N was calculated using data from all simulations simultaneously (cf. eq. 5), but the same N e /N estimates (for a given N) were also obtained when running 2000 simulations one time step using the same initial N (results not shown). This argues that the methods used here did not introduce any noticeable bias due to temporal autocorrelation within simulations. All simulations and statistical analyses were performed in the software R (R Core Team, 2016). Figures were made using the R-package ggplot2 (Wickham, 2009) .
Results

Genetic drift and effective population size in the mean environment
Mating system and sex ratio both affected the rate of genetic drift (Fig. S2 ) and effective population size (Fig. 1) . The rate of annual genetic drift was not described by 1/(8N f )+1/(8N m ) in any of the mating systems (Fig. S2) , which was an underlying assumption behind the harmonic mean method as described by Wright (1938) . Using the number of breeding individuals (1/(8N Bf )+1/(8N Bm )) could neither explain the relationship (results not shown). Increasing the variance in reproductive success relative to Poisson increased annual rate of genetic drift (Fig. S2) .
The annual N e /N ratio decreased with increasing population size in all the scenarios examined (Fig. 1) . For a given population size and mating system, the ratio was smaller when sex ratio was on average even compared to male-biased (panel A vs. panel B in Fig. 1 ). Predictions based on models (2), (3) were followed by the average from the simulations in scenarios where s In all systems except for the monogamous, the arithmetic mean breeding sex ratio ðN Bm =N Bf Þ depended on mating system and N (Fig. 2) . With increasing population size, breeding sex ratio decreased. This relationship was not restricted to scenario II where SR was density dependent, although the relationship was stronger in this scenario (Fig. 2) . The explanation for such a relationship in scenario I, despite equal survival probabilities in males and females, probably lies in the expected effect a random change in sex ratio towards males has on reproductive output relative to a random change towards females. The former should more often lead to fewer offspring (which was simulated as a density-independent process) as fewer females are available. Subsequently, this would more often lead to a smaller (generally still male-biased) population the next year. Although mediated through a different mechanism, this coincide with a negative effect on population growth rate by male-biased sex ratio in the common lizard Zootoca vivipara (Le Galliard et al., 2005) . When sex ratio by chance is female-biased, more females are available to reproduce and the total number of offspring produced is higher. This would generally cause the (generally still female-biased) population to increase in size to the next year. Due to that both (breeding) sex ratio and N e /N decreased with increasing N, the N e /N ratio increased with increasing proportion of males in the population (Fig. S3) .
The simulations underlying the above results are based on a life history where juveniles and adults survive with probabilities S jf = S jm = 0.3, S af % 0.4 (scenarios I \ II), and S am % 0.4 (scenario I) or 0.489 (scenario
II) at carrying capacity. Life history parameters can affect the effective population size (e.g. Waples et al., 2013) , and we examined whether the results are dependent on this parameter choice by examining the behaviour of the theoretical model using slightly different parameterization (within the limits of the model, i.e. all individuals mature at age one, no age structure among adults, and, given the above results, using s 2 m ; s 2 f 0:5). Specifically, we examined whether life history (indicated by adult survival probability at carrying capacity, either S af = S am = 0 (discrete generations), S af = S am % 0.3 or S af = S am % 0.5) influenced the effect of mating system (s 2 m ; s 2 f ¼ 0; 0:5) and a random change in sex ratio (SR = 0.4, 0.5 or 0.6, where the expected sex ratio (before breeding) was 0.5) on the relationship between N e /N and N. Discrete generations is not a realistic scenario for passerine birds, but it can be easily handled by the theoretical model (Engen et al., 2007) and they were included as an extreme life history. As expected, we found that N e /N decreased with increasing N for all combinations of life history and mating systems (Fig. 3) . The life history with discrete generations generally produced the lowest ratio N e /N for all N (Fig. 3g-i) , followed by the system with low adult survival at carrying capacity (0.3; Fig. 3d-f) and finally, the system in which adults survived with probability 0.5 each year (Fig. 3a-c) . A change in mating system away from promiscuity had strongest effect on the ratio N e /N for a given N when generations were discrete, but polygamous mating systems decreased the ratio (2) and (3). Results are shown for population sizes within the 95% quantiles of the range. The other parameters used are R = 1, S jf,0 = S jm,0 = 0.3, Λ 0 = 4, b = c = 0, a m = a f = 0.0043, S af,0 = S am,0 = 0.6, w ff = w mm = 1.2, w fm = w mf = 1 in (a) and (d). In the remaining panels, some parameters differ to achieve the biased sex ratio. Specifically, a m = 0.003, a f = 0.0045, S af,0 = 0.6, S am,0 = 0.65, w ff = 1.1 and w mm = 1.2. [Colour figure can be viewed at wileyonlinelibrary.com]
compared to promiscuity for all life histories. The effect of a change in sex ratio away from 0.5 depended both on life history and mating system. In general, however, increasing the sex ratio (more males) decreased the N e /N ratio. Within mating systems, a change in sex ratio influenced the relationship between N e /N and N most when generations were discrete, but the effect was little in polygynous mating systems for all life histories (Fig. 3b,e,h ). In particular, the positive effect of a (randomly achieved) female-biased (SR = 0.4) seen in the other mating systems was absent or small when males varied most in their contribution. In addition, a (randomly achieved) male-biased (SR = 0.6) sex ratio resulted in a relatively smaller negative effect on N e /N for a given N in this mating system compared to the other systems. This pattern was independent of life history. Recall that the variance in the number of offspring produced by a male also was dependent on s 2 f and sex ratio (Appendix S1), but the variance in the number of offspring produced by a female was not dependent on s 2 m . This may explain why the effect of a random change in sex ratio (away from the expected value at 0.5) was larger when s 2 f ¼ 0:5 than under polygyny.
The effects of a fluctuating environment
Including environmental stochasticity generally resulted in larger fluctuations in population size (panels d, e, f in Figs 1 and 2 ) compared to the dynamics in the average environment (panels a, b, c in Figs 1 and 2 ). This was particularly true when the variance in female fecundity was larger than the Poisson variance. Within mating systems, environmental stochasticity resulted in slightly lower N e /N ratios compared to the mean environment (Fig. 1, lower panels) . Accordingly, the rate of genetic drift slightly increased when the environment fluctuated (upper versus lower panels, Fig. S2 ). Environmental stochasticity caused sex ratio to vary less 
with N when compared within the range of population sizes experienced in the stable environment (Fig. 2) , and the relationship between N e /N and the proportion of males (as a function of N) was steeper in a fluctuating environment (Fig. S3) .
Discussion
Here, we show that different mating systems and sex ratios affect the rate of genetic drift in densitydependent two-sex populations. Polygynous mating Population size (N) (i) Fig. 3 The expected annual N e /N ratio as a function of population size for density-dependent populations with different life histories (rows) and mating systems (columns) in stable environments. The life history is indicated by the survival rate of adults at carrying capacity. Because of model limitations, the highest annual adult survival rate was set to 0.5 at carrying capacity K f = K m = 86 (top row), followed by adult survival rates of 0.3 at carrying capacity (middle row) and finally, a life history where S af = S am = 0 at all N (discrete generations; bottom row). Mating systems are divided between columns as follows: Poisson variance within both sexes (i.e. promiscuity and s . In all scenarios, survival rates were defined to be equal between sexes at all N, and changes in sex ratio away from its expectation 0.5 (solid, grey line) thus show how a change in sex ratio due to demographic stochasticity affects the ratio N e /N at a given N. When sex ratio is 0.6 (dashed, light grey lines), the system is male-biased, and vice versa when the sex ratio is 0.4 (dotted, black lines). In all scenarios, the lines show smoothed predictions from models (2) and (3). The other parameters are R = 1, S jf,0 = S jm,0 = 0.3334, Λ 0 = 3, b = c = 0, a m = a f = 0.00305, S af,0 = S am,0 = 0.65, w ff = w mm = w fm = w mf = 1 for S af = S am = 0.5 at K = 86. For S af = S am = 0.3 at K = 86, some parameters differ from the above; S jf,0 = S jm,0 = 0.35, Λ 0 = 4, a m = a f = 0.00704, S af,0 = S am,0 = 0.55. Finally, when generations are discrete (S af = S am = 0), the other parameters are R = 1, S jf,0 = S jm,0 = 0.7, Λ 0 = 4, b = 0.00391, c = a m = a f = 0, S af,0 = S am,0 = 0 resulting in a carrying capacity K = 86.
systems and systems with high variance in female fecundity generally exhibited higher rates of genetic drift and lower N e /N ratios relative to promiscuous or monogamous mating systems, which is in accordance with predictions (Nunney, 1993 (Nunney, , 1999 Caballero, 1994; Nomura, 2002; Hedrick, 2005) . We find that N e /N increases towards smaller N. A slightly male-biased, density-dependent sex ratio increased the effective population size relative to an even sex ratio (Fig. 1b vs a) . In agreement with previous results (Myhre et al., 2016) , the harmonic mean method of Wright (1938 Wright ( , 1969 failed to predict the rate of genetic drift (Fig. S2) . Finally, by theoretical examination, we find that the effect of a random change in sex ratio (i.e. demographic stochasticity) on the relationship between N e /N and N depends on a combination of mating system and life history.
It is known, albeit often ignored, that density dependence violates the assumptions of the harmonic mean method. Myhre et al. (2016) showed that 1/(2N) could not predict the annual rate of genetic drift in monoecious density-dependent populations. Our results show that this also hold for two-sex populations (using 1/(8N f ) + 1/(8N m )) and that the size of the deviance from this assumption for a given population size depended on the mating system. A more thorough examination of the validity of such methods and methods based on the harmonic mean annual effective population size in predicting effective size over several years is subject for ongoing work (Myhre et al. In Prep.) .
Several theoretical and empirical studies have described a negative, nonlinear relationship between N e /N and N (e.g. Pray et al., 1996; Ardren & Kapuscinski, 2003; Hedrick, 2005; Jehle et al., 2005; Waples, 2006; Palstra & Ruzzante, 2008; Beebee, 2009; Saarinen et al., 2010; Perrier et al., 2016) . As discussed elsewhere (Ardren & Kapuscinski, 2003; Myhre et al., 2016) , such a relationship may be caused by density regulation, where populations at low density experience a decrease in loss of genetic variation, termed 'genetic compensation' (Ardren & Kapuscinski, 2003; Beebee, 2009) . When resources are plentiful (below carrying capacity), populations may experience a reduction in variance in reproductive success (Ardren & Kapuscinski, 2003; Palstra & Ruzzante, 2008) , and/or increased mean contribution of individuals (Myhre et al., 2016) . As a result, small populations may exhibit relatively high N e /N ratios compared to populations close to carrying capacity where competition for resources is higher. Here, we found that the ratio N e /N increased more rapidly with decreasing population size (below carrying capacity) when females varied substantially in fecundity compared to less polygamous and monogamous populations and that monogamous populations showed the slowest decrease in N e /N with increasing N when K m > K f (Fig. 1) . This suggests that the processes affecting the potential for genetic compensation might depend on, or at least have different effects on the N e /N ratio in populations of different mating systems. To our knowledge, this is the first study to report such a result. One possible explanation is the change in breeding sex ratio towards more male-biased at small N (Fig. 2) , which may have a particularly positive effect on N e when there are few females contributing with most of the (maternal) genetic material to the next year. However, this result may depend on type of life history, because in populations with discrete generations, promiscuity produced a larger total increase in N e /N towards smaller N compared to polygamy (Fig. 3) .
Sex ratio variation can strongly affect effective population size (Wright, 1931; Nunney, 1993; Frankham, 1995; Kalinowski & Waples, 2002; Nomura, 2002) . Nomura (2002) , under the assumptions of constant population size and random mating, found that increasing proportion of males caused largest change in N e /N in systems with no variation in mating success among males, followed by a mating system with Poisson variance among males. In addition, the sex ratio giving the largest ratio N e /N depended on mating system. We also show that the effect of (breeding) sex ratio depended on mating system, but find that the direction of the effect on N e /N when sex ratio moves away from 1:1 depends on the underlying mechanisms producing the biased sex ratio. In particular, if sex ratio bias was caused by K f < K m (panel B, E versus A, D in Fig. 1 ), this produced a higher N e /N ratio for a given N compared to the same mating system when K f = K m . This coincide with the male-biased sex ratio and femalebiased mortality rate found in many passerines (Donald, 2007; Sz ekely et al., 2014) . Assuming an even adult sex ratio had strongest effect on the monogamous mating system, where it, in addition to resulting in a lower N e / N ratio for a given N, caused the populations to fluctuate around a smaller size (Figs 1 and 2 ). Considering that small (or sparse) populations can be affected by Allee effects (Allee et al., 1949) , this coincide with that monogamous populations are more prone to Allee effects when sex ratio is even Bessa-Gomes et al., 2004) ; however, this does not necessarily translate into a higher extinction risk of monogamous populations (Bessa-Gomes et al., 2004) . Here, the effective population size was smaller in polygamous populations, suggesting a higher extinction risk (Franklin & Frankham, 1998) although (depending on the life history, cf. Fig. 3 ) this connection may be buffered by a somewhat larger potential for genetic compensation (Fig. 1) .
When sex ratio bias was solely due to stochasticity (Fig. 3) , theoretical examination showed that a larger proportion of males decreased the ratio N e /N for a given N independent of mating system or life history. In agreement with Nomura's (2002) results, the decrease was more substantial under Poisson variance
(promiscuity) than for a polygynous mating system, and the ratio was always highest for SR = 0.4 in the former. However, in contrast to Nomura (2002) , we find that the ratio is often substantially increased when the proportion of males shifts from 0.5 to 0.4. At first glance, this may be counter-intuitive as standard theory predicts a negative effect of biased sex ratio on N e (Wright, 1931) , and hence a decrease in the ratio N e /N for a given N. In our model, a female-biased sex ratio increases male reproductive success (in terms of offspring produced; EðB m Þ ¼ N f K=N m ) causing N em to be larger when the adult sex ratio (due to demographic stochasticity) is female-biased. Simultaneously, N ef increases simply due to the larger number of females in the population of size N (cf. eq. 2). As a result, the effective population size is increased. Considering that a female-biased sex ratio will increase the chance of multiple paternity (as EðB m Þ [ EðBÞ; except under genetic monogamy), which is expected to increase N e (Sugg & Chesser, 1994; Balloux & Lehmann, 2003) , this result is reasonable. In addition, in species with internal fertilization, females are usually the limiting sex in terms of offspring produced, meaning that the success of any given male may be more dependent on the number of females than the success of any given female is on the number of males (Trivers, 1972) , as is the case in the current model (see Appendix S1). Strong female bias can, however, cause a collapse in reproduction and subsequently increase extinction risk, as found in the polygynous saiga antelope Saiga tatarica tatarica (MilnerGulland et al., 2003) .
We considered fast-lived (bird) populations where male-biased sex ratio is common (Donald, 2007) , and extrapolations of our results to populations with female-biased sex ratio should be done with great caution. Most polygynous mammalian populations have a female-biased sex ratio, which simultaneously is related to lower extinction risk (Bessa-Gomes et al., 2004) . Accordingly, carefully considering sex ratio before drawing conclusions related to mating system is important (Lee et al., 2011b) , also in the context of density dependence (cf. Fig. 3 ). For instance, a combination of simulations and experiments reveals that density and sex ratio fluctuations interact in shaping extinction dynamics in the common lizard (Mugabo et al., 2013) .
Allowing environmental stochasticity to affect vital rates did not influence the main conclusions. It did, however, affect the fluctuations in population size, as the 95% quantiles encompassed a larger range of N (Fig. 1) . It had largest effect on population size when the variance in female fecundity was substantially larger than Poisson. This is due to the effect environment had on reproduction and juvenile survival. When environmental conditions are favourable, the number of offspring produced by a single female may be high depending on the value of s f and the probability of offspring survival increases. When environmental conditions are unfavourable, many females may not reproduce at all, and the survival probability of each offspring is reduced. Over time, such effects on population fluctuations combined with density dependency in vital rates can have large effects on the expected rate of genetic drift (Myhre et al., 2016) and on the probability of fixation of beneficial alleles .
Throughout this paper, we have considered a species with short life expectancy in which all individuals mature at age one. These are assumptions that naturally limit the applicability of our results to species with similar life history. Life history traits such as age at maturity (Lee et al., 2011a; Waples et al., 2013) , adult lifespan (Waples et al., 2013) and adult mortality (Waples, 2016) , as well as age structure (Waples, 2010; Waples et al., 2011) , are all parameters that affect contemporary effective population size. Whether the main patterns found in this study holds for semelparous or long-lived iteroparous species therefore demands further study. This said, the existing knowledge of the relationship between mating systems and effective population size (Nunney, 1993; Nomura, 2002; Kaeuffer et al., 2004; Hedrick, 2005) and the increased evidence of a nonlinear relationship between N e /N and N in several populations of different species (Pray et al., 1996; Ardren & Kapuscinski, 2003; Palstra & Ruzzante, 2008; Beebee, 2009) suggests that similar patterns between mating systems and effective population size could be found for density-dependent populations with different life histories than considered here.
Concluding remarks
In this study, we have established that both mating system and sex ratio participate in determining the relationship between N e /N and N in density-dependent populations. The rate of genetic drift was faster for polygamous compared to promiscuous and monogamous mating systems. Low effective population size is related to higher extinction risk (Franklin & Frankham, 1998) , but the effect of mating system on extinction probability has been found to be strongly dependent on assumptions of density regulation (Saether et al., 2004) and sex ratio (Bessa-Gomes et al., 2004) . Here, we also find that the strength of genetic compensation depended on mating system, probably related to different effects of changes in (breeding) sex ratio. Such effects would be important to consider in conservation and management of different species. In particular, the process of genetic compensation may have implications for sexual selection (Broquet et al., 2009) . If, for instance, mating skew is lower at low density (Emlen & Oring, 1977; Kokko & Rankin, 2006) and partake in the explanation for a higher N e /N ratio at smaller population sizes, this suggests that sexual selection is limited when population density is low (Kokko & Rankin, 2006) . We found that a change in breeding sex ratio was not necessary to establish the pattern between N e / N and N, but the strongest increase in the ratio N e /N towards smaller N was found in polygamous populations, in which the opportunity for sexual selection is stronger (Shuster & Wade, 2003; Shuster, 2009) . The opportunity for genetic drift to cause a runaway process of sexual selection due to random drift in female choice (Lande, 1981) could also be halted due to genetic compensation at small population size. As suggested by Kokko & Rankin (2006) , we encourage more research on how mating systems are affected by density dependence and, importantly, the implications for effective population size and sexual selection. Empirical data of density-dependent populations of different life histories and mating systems should be analysed in the framework of density-dependent effective population size.
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