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RESUMEN
El uso de los entornos virtualizados de ejecucio´n se ha extendido a todos los a´mbitos y,
en particular, se esta´ utilizando para el desarrollo y la ejecucio´n de aplicaciones con un
alto consumo de recursos. Por lo tanto, se hace necesario evaluar si estas plataformas
ofrecen un rendimiento adecuado para este tipo de programas y si es posibl aprovechar
las caracter´ısticas de estas plataformas para favorecer su ejecucio´n.
El objetivo principal de este trabajo ha sido ha sido demostrar que es posible explotar
las caracter´ısticas de los entornos virtualizados de ejecucio´n para ofrecer a los programas
una gestio´n de recursos que se adapte mejor a sus caracter´ısticas.
En este trabajo demostramos que el modelo de ejecucio´n de este tipo de entornos, basado
en la ejecucio´n sobre ma´quinas virtuales, ofrece una nueva oportunidad para implementar
una gestio´n espec´ıfica de recursos, que permite mejorar el rendimiento de los programas
sin renunciar a las numerosas ventajas de este tipo de plataformas como, por ejemplo,
una portabilidad total del co´digo de los programas.
Para demostrar los beneficios de esta estrategia hemos seleccionado como caso de estudio
la gestio´n del recurso memoria para los programas de ca´lculo cient´ıfico en el entorno de
ejecucio´n de Java. Despue´s de un ana´lisis detallado de la influencia que tiene la gestio´n de
memoria sobre este tipo de programas, hemos visto que an˜adir en el entorno de ejecucio´n
una pol´ıtica de prefetch de pa´ginas que se adapte al comportamiento de los programas es
una posible v´ıa para mejorar su rendimiento.
Por este motivo, hemos analizado detalladamente los requerimientos que debe cumplir
esta pol´ıtica y co´mo repartir las tareas entre los diferentes componentes del entorno de
ejecucio´n de Java para cumplir estos requerimientos.
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Como consecuencia, hemos disen˜ado una pol´ıtica de prefetch basada en la cooperacio´n
entre la ma´quina virtual y el sistema operativo. En nuestra propuesta, por un lado, las
decisiones de prefetch se llevan a cabo utilizando todo el conocimiento que la ma´quina
virtual tiene sobre el comportamiento dina´mico de los programas y el conocimiento que
el sistema operativo tiene sobre las condiciones de ejecucio´n. Por otro lado, el encarga-
do de llevar a cabo las decisiones de gestio´n es el sistema operativo, lo que garantiza la
fiabilidad de la ma´quina. Adema´s, esta estrategia es totalmente transparente al progra-
mador y al usuario, respetando el paradigma de portabilidad de los entornos de ejecucio´n
virtualizados.
Hemos implementado y evaluado esta estrategia para demostrar los beneficios que ofrece al
tipo de programas seleccionado y, aunque estos beneficios dependen de las caracter´ısticas
del programa, la mejora del rendimiento ha alcanzado hasta un 40% si se compara con el
rendimiento obtenido sobre el entorno original de ejecucio´n.
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1
INTRODUCCIO´N
Los entornos virtualizados de ejecucio´n han demostrado ser una opcio´n muy atractiva pa-
ra el desarrollo y la ejecucio´n de programas. El intere´s por estos entornos de ejecucio´n ha
crecido al mismo tiempo que se descubr´ıa el potencial de Internet para la ejecucio´n distri-
buida de aplicaciones y la posibilidad de explotar de forma global los recursos conectados
a la red. Para poder aprovechar este potencial es necesario independizar los programas de
las plataformas reales de ejecucio´n, ya que el entorno formado por las ma´quinas conectadas
a Internet es muy heteroge´neo. Esta es precisamente una de las principales caracter´ısti-
cas de este tipo de entornos de ejecucio´n: aislan a los programas de la plataforma real
dota´ndolos de una portabilidad total, que permite que se ejecuten sobre cualquier sistema
operativo y en cualquier arquitectura.
Sin embargo, la portabilidad no es la u´nica ventaja derivada del uso de estos entornos.
Por ejemplo, las facilidades ofrecidas por los lenguajes disen˜ados para el desarrollo de
aplicaciones en este tipo de entornos (como Java o C#) son tambie´n un reclamo para los
programadores.
Por todo ello, el uso de los entornos virtualizados se ha extendido a todos los a´mbitos
de la computacio´n, para el desarrollo de programas con caracter´ısticas muy diversas.
Esto significa que estas plataformas de ejecucio´n se esta´n utilizando para programas con
caracter´ısticas muy diferentes a las que se consideraba durante su creacio´n y, en concreto,
se esta´n utilizando para desarrollar aplicaciones con un alto consumo de recursos. Por
consiguiente, es necesario estudiar si realmente son adecuadas y si existe alguna otra
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caracter´ıstica de estos entornos que se pueda explotar para mejorar el rendimiento de este
tipo de programas.
Una de las caracter´ısticas ma´s relevantes de estos entornos de ejecucio´n viene dada por
su modelo de ejecucio´n. Este modelo se basa en la utilizacio´n de una capa de software
o ma´quina virtual que, en tiempo de ejecucio´n, convierte el co´digo binario del programa
en el co´digo correspondiente a la plataforma real que esta´ soportando la ejecucio´n. Esto
significa que la ma´quina virtual tiene acceso a toda la informacio´n sobre el comporta-
miento dina´mico de los programas y, por lo tanto, es capaz de tomar las decisiones de
gestio´n ma´s adecuadas para este comportamiento. En este trabajo proponemos an˜adir a
los entornos virtualizados de ejecucio´n una gestio´n de recursos basada en la cooperacio´n
entre la ma´quina virtual y el sistema operativo, que aproveche la informacio´n que posee
la ma´quina virtual para adaptar las decisiones de gestio´n a las caracter´ısticas de cada
programa.
1.1 MOTIVACIO´N
La gran diversidad de plataformas de ejecucio´n ha hecho que la portabilidad de los pro-
gramas haya sido siempre una caracter´ıstica muy apreciada por los desarrolladores de
aplicaciones. Sin embargo, el auge de Internet y su utilizacio´n para la ejecucio´n de aplica-
ciones de forma distribuida, han incrementado au´n ma´s el intere´s de esta caracter´ıstica,
debido a la heterogeneidad de las ma´quinas conectadas a esta red.
Por este motivo han aparecido lenguajes, como Java [AGH00] o C# [AW02], en los que
se ha definido el modelo de ejecucio´n recuperando el concepto de ma´quina virtual, con
el objetivo de independizar el co´digo ejecutable de las aplicaciones de la plataforma real
donde se ejecuta. Este modelo de ejecucio´n consiste en generar, durante la fase de com-
pilacio´n, un co´digo intermedio independiente de la ma´quina f´ısica. La ejecucio´n de este
co´digo independiente se hace sobre una ma´quina virtual (la Java Virtual Machine [LY99],
en el caso de los programa Java, o la Common Language Infrastructure [Ecm05], en el
caso de los programas C#), que se encarga de convertir las instrucciones en las corres-
pondientes a la plataforma real. De esta manera, se puede ejecutar el mismo co´digo sobre
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cualquier sistema operativo (SO) y en cualquier ma´quina f´ısica, sin necesidad de repetir
su compilacio´n, consiguiendo una portabilidad total.
Estos lenguajes en principio se utilizaban para implementar pequen˜os co´digos que per-
mit´ıan exportar servicios a trave´s de Internet. Sin embargo, su uso se ha extendido y
diversificado a todos los a´mbitos de la programacio´n, hasta ser utilizados para el desarro-
llo de aplicaciones completas.
Existen varios motivos que han provocado esta diversificacio´n. En primer lugar, las faci-
lidades que ofrecen a los programadores estos lenguajes y sus plataformas de ejecucio´n.
Estas facilidades van ma´s alla´ de la portabilidad e incluyen, por ejemplo, programacio´n
orientada a objetos, gestio´n automa´tica de memoria, una comprobacio´n estricta del co´digo
que lo hace robusto y seguro, etc. Adema´s, el modelo de ejecucio´n y la utilizacio´n de la
ma´quina virtual como parte del entorno de desarrollo permite incluir otras caracter´ısticas
atractivas para los programadores. Por ejemplo, estos entornos garantizan la fiabilidad del
co´digo ejecutado, dan la posibilidad de integrar diferentes lenguajes de programacio´n y
dan facilidades para permitir la interoperabilidad entre diferentes componentes software
[Ric00].
En segundo lugar, la expansio´n de Internet ha ofrecido una nueva opcio´n para la ejecucio´n
de aplicaciones con un alto consumo de recursos. Esta opcio´n consiste en considerar de
forma global los recursos conectados a Internet para ejecutar de forma distribuida es-
tas aplicaciones. De esta manera es posible explotar mejor estos recursos y, por ejemplo,
obtener tiempo de ca´lculo de procesadores que de otra manera se encontrar´ıan ociosos
[CM92, AES97, KaMR02]. Las te´cnicas de grid computing van ma´s alla´ y, entre otros ob-
jetivos, pretenden virtualizar el entorno formado por un conjunto de ma´quinas conectadas
a Internet [FGT02, BFH03, KFH+06].
Por lo tanto, actualmente las plataformas de ejecucio´n basadas en ma´quinas virtuales se
esta´n utilizando para ejecutar programas con un comportamiento diferente al contemplado
durante su disen˜o y, en particular, se esta´n utilizando para la ejecucio´n de programas con
un alto consumo de recursos. Esto significa que es necesario estudiar si estas plataformas
son realmente adecuadas para soportar la ejecucio´n de los nuevos tipos de programas y
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si es posible explotar alguna de sus caracter´ısticas para mejorar el rendimiento obtenido
por estos programas.
Esto es especialmente importante si tenemos en cuenta que, el me´todo de ejecucio´n ba-
sado en ma´quinas virtuales, tiene un coste asociado que disminuye el rendimiento de los
programas con respecto a la ejecucio´n basada en una compilacio´n tradicional. Esta dis-
minucio´n no tiene un impacto significativo cuando se trata de pequen˜os co´digos, como los
que inicialmente se utilizaban como parte de las aplicaciones de Internet. Sin embargo,
su importancia puede aumentar cuando los co´digos ejecutados tienen mayor envergadu-
ra y, aunque el resto de las ventajas de la plataforma compensan esta disminucio´n del
rendimiento, es conveniente minimizar en lo posible sus efectos.
Esta es precisamente la motivacio´n inicial de este trabajo: ¿es posible aprovechar las
caracter´ısticas de los entornos de ejecucio´n basados en ma´quinas virtuales para soportar de
forma eficaz la ejecucio´n de los programas con un alto consumo de recursos, sin renunciar
a las ventajas de este modelo de ejecucio´n?
Una de las caracter´ısticas que distingue a este entorno de ejecucio´n de los entornos tra-
dicionales basados en compilacio´n es que, en tiempo de ejecucio´n, las ma´quinas virtuales
tienen acceso tanto al co´digo como a los datos de los programas. Es decir, tienen ma´s
informacio´n sobre el comportamiento de los programas que los compiladores, que esta´n
limitados a la informacio´n esta´tica, y que los sistemas operativos, que so´lo pueden aproxi-
mar este comportamiento usando la informacio´n que le proporciona el hardware (mediante
algunas excepciones o interrupciones) o los propios programas (mediante las llamadas a
sistema).
Mediante esta informacio´n, las ma´quinas virtuales pueden completar una caracterizacio´n
dina´mica y exhaustiva de los programas, que las capacita para determinar que´ decisiones
de gestio´n de recursos se adaptan a las necesidades de cada programa. Es decir, este tipo
de entorno de ejecucio´n favorece la utilizacio´n de pol´ıticas de gestio´n espec´ıficas para el
comportamiento de cada programa. Hay que decir que los sistemas operativos, tradicio-
nalmente, han implementado pol´ıticas de propo´sito general para la gestio´n de los recursos
de la ma´quina, ya que no disponen de suficiente informacio´n sobre el comportamiento de
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los programas para ofrecer una gestio´n espec´ıfica. Estas pol´ıticas en te´rminos generales
ofrecen un rendimiento aceptable en el caso medio. Sin embargo, es posible optimizar la
gestio´n de recursos si para tomar las decisiones de gestio´n se tiene en cuenta el uso que
cada programa hace de cada recurso.
Se han hecho muchas propuestas para proporcionar a los programas una gestio´n de re-
cursos espec´ıfica. Sin embargo, hasta ahora, ninguna de ellas ha podido satisfacer por
completo los requerimientos de este objetivo (ver cap´ıtulo 7). Esto ha sido as´ı porque, o
bien no ten´ıan acceso a una informacio´n completa sobre los programas (estrategias ba-
sadas en el ana´lisis esta´tico de los compiladores y estrategias que implementan pol´ıticas
espec´ıficas dentro del SO), o bien no respetaban la fiabilidad del sistema o el coste de
asegurarla limitaba demasiado el rendimiento de los programas (estrategias basadas en
permitir que el programador aporte su propio co´digo de gestio´n).
En este trabajo proponemos dotar al entorno de ejecucio´n de una gestio´n espec´ıfica de
recursos basada en la cooperacio´n entre la ma´quina virtual y el SO, que supera las limi-
taciones de los trabajos previos relacionados. En la estrategia que proponemos, por un
lado la ma´quina virtual aporta todo el conocimiento que tiene sobre el comportamiento
de los programas para guiar las decisiones de gestio´n de los recursos. Por otro lado, el SO
comprueba que las condiciones de ejecucio´n son las adecuadas para llevar a cabo dichas
decisiones y, de ser as´ı, las aplica garantizando la fiabilidad del sistema.
1.2 CASO DE ESTUDIO
Para probar los beneficios de la cooperacio´n entre el sistema operativo y la ma´quina virtual
en la gestio´n de recursos, hemos seleccionado como caso de estudio la gestio´n de memoria
en el entorno de ejecucio´n de los programas Java. Hay que destacar, sin embargo, que la
idea es igualmente aplicable a otros entornos virtualizados de ejecucio´n y a la gestio´n de
otros recursos del sistema.
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1.2.1 El lenguaje de programacio´n Java y su plataforma de
ejecucio´n
El lenguaje de programacio´n Java [AGH00] es un lenguaje orientado a objetos, que fue
disen˜ado pensando en la ejecucio´n de programas en un entorno distribuido heteroge´neo,
formado por sistemas empotrados con necesidades de tiempo real [GM96]. En este entorno,
se necesitaba un lenguaje robusto, que garantizara la seguridad y que permitiera que los
programas fueran totalmente independientes de la arquitectura, para poderlos ejecutar
distribuidamente en cualquier nodo de la red heteroge´nea.
Sin embargo, las caracter´ısticas de Java lo han convertido en un lenguaje de programacio´n
muy atractivo y su uso se ha extendido a todo tipo de aplicaciones y en entornos de
ejecucio´n muy diferentes al que origino´ su nacimiento. Por ejemplo, podemos encontrar
proyectos que trabajan en el uso de Java para aplicaciones de comercio [CHL+00], miner´ıa
de datos [MMGL99] o aplicaciones cient´ıficas [MMG+00].
La plataforma de ejecucio´n de Java [Kra96] esta´ formada por dos componentes principales:
la Java Virtual Machine (JVM), que es la ma´quina virtual en la que se basa el modelo
de ejecucio´n, y la Java Application Programming Interface (Java API), que constituye el
interfaz, independiente del SO, que ofrece a los programadores los servicios necesarios.
El modelo de ejecucio´n de Java se basa en la JVM [LY99], que es la encargada de aislar los
programas ejecutables de la ma´quina real donde se ejecutan, y garantiza que un binario de
un programa Java se podra´ ejecutar en cualquier sistema que disponga de la plataforma
de ejecucio´n de Java (ver figura 1.1).
As´ı pues, el compilador de Java (en la figura 1.1, javac), genera para cada fichero fuente
(.java) el fichero correspondiente (.class) con el resultado de traducir el co´digo escrito
en Java a un lenguaje intermedio (bytecode), que es un co´digo binario independiente del
sistema real.
En tiempo de ejecucio´n, la plataforma de Java carga en memoria el bytecode que constitu-
ye el binario del programa y, a medida que el programa invoque funciones de la Java API,
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Figura 1.1 Modelo de ejecucio´n de Java
se cargan dina´micamente los ficheros que las codifican. La JVM se encarga de ejecutar ese
bytecode, convirtie´ndolo en las instrucciones correspondientes al SO y a la ma´quina real
que se esta´ utilizando. En este punto hay que mencionar que la JVM ofrece dos posibili-
dades para realizar esta conversio´n: basarla en la interpretacio´n del bytecode o utilizar un
compilador al vuelo (compilador just-in-time (JIT)) que, en tiempo de ejecucio´n, genera
el co´digo ma´quina correspondiente al bytecode.
1.2.2 Gestio´n de memoria en el entorno de ejecucio´n de Java
La gestio´n del recurso memoria en el entorno de ejecucio´n de Java esta´ dividida entre
los dos niveles de ejecucio´n. En el nivel de usuario, la JVM toma todas las decisiones
sobre la organizacio´n del espacio lo´gico de los programas Java, mientras que, en el nivel
de sistema, el SO continu´a implementando el resto de tareas relacionadas con la gestio´n
de memoria como, por ejemplo, la proteccio´n entre los diferentes programas en ejecucio´n
o la implementacio´n del mecanismo de memoria virtual.
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Hay que destacar que la gestio´n del espacio de direcciones que ofrece la plataforma de
ejecucio´n de Java, constituye una de sus caracter´ısticas ma´s valoradas por los programa-
dores ya que es simple, fiable, robusta, automa´tica y, en muchos aspectos transparente al
programador (en el cap´ıtulo 2 ofrecemos una descripcio´n detallada de esta gestio´n). Por
ejemplo, el programador no necesita controlar expl´ıcitamente las posiciones que ocupan
sus datos en memoria ni existe el tipo de dato puntero a memoria, con lo cual desaparece
una de las mayores causas de error de programacio´n y una de las ma´s complicadas de
detectar y solucionar. Tambie´n se evita que el programador tenga que gestionar la libe-
racio´n de la memoria ocupada por los datos que ya no necesita, ya que esta liberacio´n se
hace automa´ticamente mediante la te´cnica de recoleccio´n de basura (garbage collection).
Sin embargo, dado que Java se esta´ utilizando para desarrollar aplicaciones con carac-
ter´ısticas muy distintas a las que en un principio se consideraban, es necesario evaluar la
influencia que esta gestio´n tiene sobre el rendimiento de estos nuevos tipos de programas.
Por ejemplo, durante el desarrollo inicial de esta plataforma se consideraba un tipo de
programas que utiliza un conjunto de datos de trabajo (working set) pequen˜o. Es decir,
son programas que pueden completar su ejecucio´n sin utilizar el mecanismo de memoria
virtual y, por lo tanto, con una participacio´n reducida del SO en lo referente a la gestio´n de
la memoria. Por este motivo, los esfuerzos durante el disen˜o de la plataforma se dedicaron
a ofrecer al programador una buena gestio´n del espacio lo´gico de direcciones, sin considerar
la posible interaccio´n con las decisiones sobre gestio´n de memoria tomadas por el sistema
operativo.
1.2.3 Entorno de trabajo
Para realizar este trabajo, en primer lugar es necesario determinar la plataforma a utilizar
para el desarrollo de nuestras propuestas. El principal condicionante para esta seleccio´n
es que necesitamos tener acceso al co´digo fuente de los componentes de la plataforma,
para poder modificarlos libremente e incorporar nuestras propuestas. Por este motivo,
hemos seleccionado un SO y una ma´quina virtual cuyo co´digo es de libre distribucio´n.
En concreto trabajamos sobre el SO Linux y sobre la versio´n del entorno de desarrollo
de programas Java (J2SDK Standard Edition) que Sun distribuye para Linux. Durante el
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desarrollo de este trabajo hemos utilizado diferentes versiones tanto del SO como de la
JVM. En cada cap´ıtulo describimos la versio´n utilizada para el trabajo que ese cap´ıtulo
presenta.
En cuanto al a´mbito de los programas de prueba, nos hemos centrado en los programas de
ca´lculo cient´ıfico. As´ı, en las diferentes fases de este trabajo, hemos utilizado programas de
prueba suministrados por el grupo de trabajo JavaGrande [JGF01] y co´digos que forman
parte del conjunto de programas Java NAS [FSJY03]. Adema´s hemos implementado un
benchmark sinte´tico, para utilizar cuando el ana´lisis de nuestras propuestas hac´ıa necesario
un co´digo sencillo que nos permitiera un mayor control sobre su ejecucio´n.
1.3 OBJETIVOS Y PLANTEAMIENTO DE ESTE
TRABAJO
En este trabajo proponemos introducir en los entornos virtualizados de ejecucio´n la po-
sibilidad de ofrecer a los programas una gestio´n de recursos espec´ıfica, aprovechando el
conocimiento que tienen las ma´quinas virtuales sobre el comportamiento de los progra-
mas, haciendo que las decisiones de gestio´n sean compartidas entre el sistema operativo
y las ma´quinas virtuales.
La tesis que vamos a demostrar en este trabajo es la siguiente:
Es posible aprovechar las caracter´ısticas de las plataformas
de ejecucio´n basadas en ma´quinas virtuales para permitir
que soporten de forma eficaz la ejecucio´n de programas
con alto consumo de recursos, sin renunciar a las ventajas
que ofrece su modelo de ejecucio´n.
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Para ello, nuestro objetivo principal es demostrar que:
El modelo de ejecucio´n basado en ma´quinas virtuales pre-
senta la oportunidad de ofrecer a los programas una gestio´n
de recursos espec´ıfica, que se adapta a su comportamiento
dina´mico sin comprometer la fiabilidad del sistema.
El caso de estudio que hemos seleccionado es la gestio´n de memoria en el entorno de
ejecucio´n de los programas Java. Por lo tanto, para incorporar en el entorno de ejecucio´n
de Java una gestio´n de memoria adaptada al comportamiento de los programas, el primer
paso es analizar el uso que estos programas hacen de la memoria y co´mo se ven afectados
por las decisiones que se toman sobre la gestio´n de este recurso. Las conclusiones de este
ana´lisis deben indicar si es posible mejorar el rendimiento de los programas, modificando
las pol´ıticas de gestio´n de memoria existentes o incluyendo alguna nueva pol´ıtica ma´s
adecuada. En cualquier caso, hay que garantizar que las decisiones que se tomen tendra´n
en cuenta el comportamiento particular de cada programa y, adema´s, se respetara´ la
fiabilidad del sistema.
As´ı pues, los objetivos aplicados de este trabajo son:
Analizar detalladamente la gestio´n de memoria que ofrece el entorno de
ejecucio´n de Java y las posibles interacciones entre las tareas que se desa-
rrollan en cada nivel de ejecucio´n (ver cap´ıtulo 2).
Evaluar el uso de la memoria que hacen los programas Java y la influencia
que tiene la gestio´n de memoria sobre su rendimiento (ver cap´ıtulo 3).
Proponer los cambios y las pol´ıticas de gestio´n de memoria adecuadas para
mejorar el rendimiento de los programas (ver cap´ıtulo 3).
Introducir estos cambios en el entorno de ejecucio´n de Java (ver cap´ıtulos 4,
5 y 6):
– Disen˜ando la estrategia que deben seguir las pol´ıticas de gestio´n que
se van a introducir en el entorno de ejecucio´n, para que sus decisiones
se puedan adaptar al comportamiento de cada programa.
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– Implementando estas pol´ıticas mediante un co´digo eficiente, que favo-
rezca la eficacia de las pol´ıticas de gestio´n.
– Y evaluando la implementacio´n para demostrar que el entorno de eje-
cucio´n modificado con nuestras propuestas realmente mejora el rendi-
miento de las aplicaciones.
2
GESTIO´N DE MEMORIA PARA LOS
PROGRAMAS JAVA
En este cap´ıtulo presentamos la gestio´n de memoria que ofrece el entorno de ejecucio´n
de Java. Esta gestio´n aparece distribuida entre los dos niveles de ejecucio´n (nivel de
usuario y nivel de sistema), ya que la JVM se encarga de implementar la organizacio´n y el
mantenimiento del espacio de direcciones de los programas, mientras que el SO conserva
el control del resto de tareas de gestio´n de memoria.
En la seccio´n 2.1 describimos las tareas involucradas en la gestio´n de memoria y co´mo
se reparten entre los dos componentes principales del entorno de ejecucio´n (SO y JVM).
A continuacio´n la seccio´n 2.2 describe la implementacio´n que hace el SO de las tareas
de gestio´n de memoria que lleva a cabo y la seccio´n 2.3 describe la implementacio´n de
las tareas que ejecuta la JVM. Cierra el cap´ıtulo las conclusiones que hemos extra´ıdo del
estudio que sobre la gestio´n de memoria del entorno.
2.1 DIVISIO´N DE TAREAS ENTRE EL SO Y LA JVM
Las tareas de gestio´n de memoria de un proceso se pueden separar en dos grandes grupos.
Por un lado, es necesario gestionar el espacio lo´gico de direcciones del proceso. Es decir,
hay que permitir la reserva y la liberacio´n de memoria en tiempo de ejecucio´n, y mante-
ner que´ regiones del espacio de direcciones son va´lidas y que´ permisos de acceso tienen
asociados.
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Por otro lado, hay que implementar la traduccio´n de direcciones, manteniendo la relacio´n
entre las direcciones lo´gicas y las posiciones f´ısicas que realmente ocupan. Como parte de
esta tarea se implementa la proteccio´n entre los accesos a memoria f´ısica de los diferentes
procesos que esta´n en ejecucio´n y se implementa el mecanismo de memoria virtual. Este
mecanismo permite que parte de los espacios de direcciones de los procesos en ejecucio´n
se mantengan fuera de memoria f´ısica, en el almacenamiento secundario (a´rea de swap),
ya que se garantiza su carga en memoria f´ısica siempre que el proceso necesite acceder a
esas zonas.
En el caso del entorno de ejecucio´n de Java, la JVM releva al SO de las tareas de gestio´n
del espacio lo´gico de direcciones de los programas. Para ello, al principio de la ejecucio´n le
pide al SO que valide el taman˜o ma´ximo de memoria que se va a dedicar para almacenar los
objetos del programa. A partir de ese momento, la JVM gestiona esa memoria, decidiendo
las posiciones que ocupan en cada momento los objetos dentro de este espacio y liberando
la memoria ocupada por objetos que dejan de estar en uso. Sin embargo, el SO sigue
implementando la gestio´n de la traduccio´n de direcciones y del mecanismo de memoria
virtual, lo cual garantiza la fiabilidad e integridad del sistema.
Esto significa que la gestio´n de memoria de un proceso aparece separada entre los dos
niveles de ejecucio´n: la gestio´n del espacio lo´gico de direcciones se lleva a cabo en el nivel
de usuario y la asociacio´n con el espacio f´ısico continu´a ejecuta´ndose en el nivel de sistema
(ver figura 2.1).
Hay que destacar que ambos niveles de gestio´n se ejecutan independientemente, aunque
las decisiones y la ejecucio´n de uno de ellos pueden afectar al rendimiento de las decisiones
del otro nivel. En el disen˜o de la JVM no se tuvo en cuenta el efecto de esta interaccio´n ya
que se pensaba en un entorno de ejecucio´n en el que apenas se utilizaba el mecanismo de
memoria virtual. Recordemos que el objetivo inicial era ejecutar programas de tiempo real
para dispositivos empotrados, y este tipo de programas no deben usar la memoria virtual,
porque eso ralentizar´ıa su ejecucio´n y podr´ıa ser que no cumplieran con las restricciones
de tiempo. Por ese motivo, es necesario estudiar el efecto de esta interaccio´n para aquellos
programas Java que s´ı necesitan utilizar el mecanismo de memoria virtual.
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Figura 2.1 Gestio´n de memoria en el entorno de ejecucio´n de Java
A continuacio´n vamos a describir brevemente los aspectos ma´s relevantes de ambos niveles
de gestio´n en nuestro entorno de trabajo, as´ı como las posibles interacciones que pueden
aparecer entre ellos.
2.2 GESTIO´N DE LA MEMORIA VIRTUAL EN LINUX
La gestio´n de memoria virtual en Linux se basa en paginacio´n bajo demanda. Es decir, si
un proceso accede a una pa´gina de su espacio lo´gico de direcciones que no tiene asociada
una pa´gina f´ısica, el hardware genera una excepcio´n (fallo de pa´gina) que Linux resuelve
para que el proceso pueda completar el acceso a memoria.
Para poder resolver el fallo de pa´gina, Linux debe reservar una pa´gina f´ısica y asociarla a
la pa´gina lo´gica, actualizando la tabla de pa´ginas del proceso. Adema´s, si la pa´gina lo´gica
contiene informacio´n, entonces es necesario recuperar esa informacio´n y escribirla en la
pa´gina f´ısica reservada. Hay que decir que el me´todo utilizado para recuperar los datos de
la pa´gina depende del tipo de regio´n al que pertenezca y de si se trata del primer acceso o
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no. Por lo tanto, en funcio´n de las tareas involucradas en la resolucio´n del fallo de pa´gina,
podemos distinguir tres situaciones distintas:
Fallo debido al primer acceso a una pa´gina de memoria ano´nima: las regiones de
memoria ano´nima son las que no esta´n respaldadas por ningu´n dispositivo lo´gico y
su contenido sera´ el almacenado por el programa durante la ejecucio´n. Es decir, en
el momento de la creacio´n se consideran vac´ıas. Por lo tanto, para resolver este tipo
de fallo de pa´gina, Linux so´lo reserva una pa´gina f´ısica libre y la asocia a la pa´gina
lo´gica.
Fallo debido al primer acceso a una pa´gina de memoria mapeada: en Linux es po-
sible mapear el contenido de un dispositivo lo´gico sobre una regio´n del espacio de
direcciones y acceder a ese dispositivo a trave´s de la regio´n que lo mapea. Para este
tipo de regiones, el fallo de pa´gina debido a un primer acceso debe localizar los datos
correspondientes en el dispositivo lo´gico asociado para cargarlos en la pa´gina f´ısica
que se reserve.
Fallo debido al acceso a una pa´gina ya en uso: cuando no se trata del primer acceso
a una pa´gina, significa que esa pa´gina lo´gica ha tenido que ser expulsada al a´rea de
swap. Por lo tanto, es necesario localizar los datos en el a´rea de swap y cargarlos en
memoria f´ısica.
Hay que destacar que el tiempo dedicado a resolver un fallo de pa´gina es muy diferente
si es necesario realizar una carga de informacio´n en memoria f´ısica (como los dos u´ltimos
casos) o si es posible resolverlos sin ningu´n acceso a un dispositivo lo´gico (como en el caso
del primer fallo de pa´gina sobre memoria ano´nima). Por este motivo, Linux denomina
fallos de pa´gina hard o major a aquellos que involucran una operacio´n de carga, y fallos
de pa´gina soft o minor a los que se resuelven sin esa carga asociada.
En este punto, es interesante mencionar que, adema´s del primer acceso a una pa´gina de
memoria ano´nima, hay otras excepciones de fallo de pa´gina generadas por el hardware
que Linux clasifica como fallos soft. Son accesos que tampoco requieren la carga de la
informacio´n, bien sea porque ya esta´ presente en memoria f´ısica y so´lo es necesario ac-
tualizar la tabla de pa´ginas, o porque ya se encuentra en proceso de ser cargada debido a
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una solicitud previa. Por ejemplo, Linux implementa la optimizacio´n copy on write para
gestionar el uso de la copia de memoria que se da, por ejemplo, durante la creacio´n de
nuevos procesos. Esta te´cnica se basa en permitir la comparticio´n de la memoria copiada
mientras ningu´n proceso intente escribir en la regio´n, momento en el que la copia se hace
realmente efectiva. Para detectar esta situacio´n, Linux marca en la tabla de pa´ginas que
las pa´ginas involucradas son de so´lo lectura. De esta manera, un acceso de escritura sobre
una de esas pa´ginas provoca una excepcio´n de fallo de pa´gina que, si la pa´gina ya esta´ car-
gada, se puede resolver efectuando la copia en una nueva pa´gina f´ısica y actualizando la
tabla de pa´ginas con la nueva asociacio´n y con el permiso de escritura ya activado. Es
decir, es un fallo de pa´gina que no necesita ninguna carga para ser resuelto y que, por
tanto, forma parte de los fallos de pa´gina soft.
2.2.1 Algoritmo de reemplazo
Un aspecto importante relacionado con la memoria virtual es el algoritmo de reemplazo.
Este algoritmo es el encargado de decidir que´ pa´ginas del espacio lo´gico de direcciones de
un proceso son expulsadas al a´rea de swap. El objetivo es mantener en memoria f´ısica las
pa´ginas activas, es decir, las pa´ginas que los procesos esta´n utilizando. De esta manera, se
intenta minimizar el nu´mero de fallos de pa´gina por accesos a pa´ginas que se encuentran
en el a´rea de swap, ya que el acceso a disco necesario para solventar estas excepciones
ralentiza la ejecucio´n de los programas.
El algoritmo utilizado por Linux es una aproximacio´n del LRU (Least Receantly Used). El
algoritmo LRU se basa en el hecho de que el pasado reciente de un proceso aproxima su
futuro inmediato. As´ı, selecciona como pa´ginas v´ıctimas aquellas que hace ma´s tiempo que
no se referencian, suponiendo que sera´n las que el proceso tarde ma´s en necesitar. Para
poder implementar este algoritmo ser´ıa necesario actualizar la informacio´n sobre el uso de
la memoria para cada referencia a una pa´gina, lo que an˜adir´ıa un alto coste al tiempo de
ejecucio´n. Por ese motivo, los sistemas reales implementan algoritmos que aproximan el
comportamiento del LRU. En el caso de Linux, divide la memoria en dos listas diferentes:
las pa´ginas activas y las pa´ginas inactivas. Cada vez que es necesario liberar pa´ginas,
primero recorre la lista de pa´ginas inactivas, reactivando aquellas pa´ginas que han sido
referenciadas (se mueven a la lista de pa´ginas activas) y liberando las pa´ginas que no lo
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han sido (ver figura 2.2). Hay que decir que, si antes de completar la liberacio´n de una
pa´gina, el proceso intenta referenciarla de nuevo, el fallo de pa´gina provocado es un fallo
de pa´gina soft que Linux resuelve asociando de nuevo la pa´gina lo´gica con la pa´gina f´ısica
que conserva los datos. Una vez finalizado el tratamiento de la lista de pa´ginas inactivas,
el algoritmo de reemplazo recorre la lista de pa´ginas activas actualizando el contador de
actividad de cada pa´gina, que sirve para decidir cua´ndo se mueve la pa´gina a la lista de
pa´ginas inactivas: si la pa´gina ha sido referenciada desde la u´ltima ejecucio´n del algoritmo,
se incrementa su contador de actividad y en caso contrario se decrementa.
lista de páginas activas 
lista de páginas inactivas 
lista de páginas libres 
accedidasin actividad
área de swap víctimas 
Figura 2.2 Reemplazo de memoria en Linux
2.2.2 Prefetch de pa´ginas
Tambie´n con el objetivo de minimizar el nu´mero de fallos de pa´gina, Linux implementa
una pol´ıtica muy simple de carga anticipada (prefetch). Esta pol´ıtica esta´ limitada por la
poca informacio´n que tiene el sistema sobre los accesos a memoria de los procesos, que
no le permite implementar una prediccio´n de accesos futuros elaborada. Por este motivo,
el prefetch de Linux simplemente, para cada fallo de pa´gina, solicita del disco la carga de
un nu´mero determinado de pa´ginas consecutivas a partir de la que ha provocado el fallo.
El nu´mero de pa´ginas cargadas con antelacio´n es un para´metro del sistema, global para
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todos los procesos y configurable por el administrador de la ma´quina. Linux no actualiza
la tabla de pa´ginas del proceso con las pa´ginas cargadas con antelacio´n hasta que ocurre la
primera referencia. Es decir, esta carga anticipada tambie´n involucra fallos de pa´gina soft.
Hay que destacar que esta pol´ıtica so´lo puede favorecer a las aplicaciones que acceden de
forma secuencial al espacio de direcciones. Es ma´s, el prefetch de pa´ginas erro´neas puede
perjudicar el rendimiento de la ma´quina ya que se esta´n cargando pa´ginas no necesarias
que pueden provocar la expulsio´n de pa´ginas que s´ı son u´tiles para los procesos. Por
este motivo, las versiones actuales de Linux so´lo utilizan este mecanismo si el sistema de
memoria no esta´ sobrecargado.
2.3 GESTIO´N DEL ESPACIO LO´GICO DE DIRECCIONES
EN JAVA
La JVM es la encargada de gestionar el espacio lo´gico de direcciones de los programas
Java. En esta gestio´n hay que destacar tres aspectos importantes: la estructuracio´n del
heap del programa, la reserva de nuevos objetos y la liberacio´n de objetos no necesarios.
El heap es la zona del espacio de direcciones donde la JVM almacena los objetos de los
programas. Al inicio de la ejecucio´n la JVM pide al SO que valide suficiente memoria
lo´gica para soportar el taman˜o ma´ximo de heap que el programa puede utilizar, aunque
inicialmente no sea necesario todo ese espacio. De esta manera, la JVM pasa a administrar
ese espacio lo´gico, decidiendo en cada momento que´ cantidad de memoria es adecuada
para que el programa se ejecute. Tanto el taman˜o ma´ximo del heap como el taman˜o inicial
que se ofrece al programa son para´metros de la ejecucio´n que puede decidir el usuario al
lanzar el programa, aunque ambos tienen valores por defecto.
La reserva de memoria en Java se hace bajo peticio´n de los programas. Cuando el programa
crea un nuevo objeto, la JVM primero comprueba si hay suficiente espacio en el heap,
y, en ese caso, busca na zona apropiada para el nuevo objeto. Esto significa que la JVM
sabe exactamente las direcciones de memoria asociadas a cada objeto y, por lo tanto, las
direcciones involucradas en cada acceso. Como consecuencia de la reserva de un nuevo
objeto, es posible que la JVM decida hacer crecer el espacio utilizado por el heap, siempre
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respetando los l´ımites establecidos por el taman˜o inicial y el taman˜o ma´ximo al inicio de
la ejecucio´n.
En cuanto a la liberacio´n de memoria, esta´ basada en el mecanismo de garbage collection
y, por lo tanto, es automa´tica y transparente al usuario [JL96a]. Cuando la JVM detecta
que la ocupacio´n del heap hace necesario liberar memoria, inicia el proceso de garbage
collection, buscando aquellos objetos que ya no esta´n en uso y liberando la memoria que
ocupaban. Adema´s, Java tambie´n ofrece a los programadores un method para provocar la
ejecucio´n expl´ıcita de la liberacio´n de memoria.
Todas estas tareas de gestio´n pueden influir en el rendimiento de la memoria virtual de
la ma´quina de dos posibles maneras. Primero, por las decisiones que se toman durante la
gestio´n. Por ejemplo, agrupar en las mismas pa´ginas aquellos objetos que se utilizan al
mismo tiempo puede reducir el nu´mero de fallos de pa´gina de los programas. Y, segundo,
por la propia ejecucio´n de los algoritmos de gestio´n. Tanto el algoritmo de reserva como
el algoritmo de liberacio´n pueden implicar recorridos del heap, y estos recorridos, por
un lado, pueden provocar nuevos fallos de pa´gina y, por otro lado, pueden alterar la
informacio´n que utiliza el algoritmo de reemplazo de memoria virtual para seleccionar las
pa´ginas v´ıctimas.
Por este motivo, es necesario estudiar la influencia de esta interaccio´n en el rendimiento
de los programas Java que requieren el uso de la memoria virtual. Si esta interaccio´n es
responsable de una penalizacio´n significativa sobre el rendimiento, entonces mejorar la
interaccio´n entre ambos niveles puede ser un camino para aumentar el rendimiento de
estos programas, sin renunciar a las ventajas de la plataforma de ejecucio´n.
A continuacio´n describimos en detalle la implementacio´n de las tareas de gestio´n en dos
ma´quinas virtuales diferentes. Las dos ma´quinas que vamos a describir vienen suminis-
tradas por el entorno de desarrollo de programas Java de Sun que hemos utilizado (Java
2 SDK Standard Edition para Linux). Este entorno de ejecucio´n permite que el usuario
pueda seleccionar la JVM que quiere utilizar para la ejecucio´n de sus programas. Estas
ma´quinas virtuales son la JVM classic, versio´n 1.2.2 (seccio´n 2.3.1), y la JVM HotSpot,
versio´n 1.3.1 (seccio´n 2.3.2).
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2.3.1 Gestio´n del heap en la JVM classic
El heap que implementa la JVM classic esta´ totalmente contiguo en memoria lo´gica y
esta´ dividido en dos zonas separadas. En la primera se situ´an las cabeceras de los objetos
(handles) y en la segunda los objetos propiamente dichos (ver figura 2.3). Cada cabecera
contiene las caracter´ısticas del objeto al que representa y la direccio´n donde se encuentra.
Esta separacio´n de cabeceras y datos facilita los posibles cambios de posicio´n de los objetos
supervivientes, que pueden ser necesarios para eliminar la fragmentacio´n externa del heap,
despue´s de una liberacio´n de memoria. Sin embargo, acceder a un objeto en esta JVM
requiere como mı´nimo dos accesos a memoria: uno para obtener su direccio´n y otro para
acceder realmente a los datos.
límite inferior 
heap
cabeceras objetos
cmin cmax/omin omax
límite superior 
heap
última reserva
HEAP
Figura 2.3 Organizacio´n del heap en la JVM classic
La reserva de memoria se hace de forma secuencial y c´ıclica. Cuando el programa instancia
un nuevo objeto, la JVM busca en el heap suficiente memoria contigua para situarlo,
empezando en el punto donde finalizo´ la u´ltima reserva de memoria. La bu´squeda acaba
cuando se encuentra una regio´n de taman˜o suficiente o cuando se alcanza el punto inicial de
la bu´squeda. Este me´todo c´ıclico tiene como objetivo reaprovechar los huecos aparecidos
por las liberaciones previas de objetos en desuso. Hay que destacar que este algoritmo, en
el peor de los casos recorre toda la zona de datos y, por lo tanto, es una potencial fuente
de fallos de pa´gina.
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La liberacio´n de memoria se hace mediante el algoritmo de garbage collection mark and
sweep with compact [JL96b]. Este algoritmo se divide en tres fases principales:
Fase de marcado (mark): durante esta fase se recorre la zona de handles para detectar
y marcar aquellos objetos que esta´n referenciados (objetos vivos) y que, por lo tanto,
no se pueden liberar.
Fase de barrido (sweep): una vez marcados los objetos vivos, el algoritmo accede a
la zona de objetos para liberar la memoria que ocupan los objetos que no se esta´n
marcados (objetos muertos). No´tese que en esta fase se esta´ accediendo a zonas de
memoria que en realidad ya no esta´n en uso y, por lo tanto, se esta´ alterando la
informacio´n sobre el comportamiento del programa que recibe el SO.
Fase de compactacio´n (compact): una vez liberada la memoria ocupada por los obje-
tos muertos, el algoritmo comprueba si el grado de fragmentacio´n externa del heap
aconseja compactar la memoria libre, para evitar que el rendimiento del algoritmo de
reserva degenere. El algoritmo de compactacio´n puede involucrar varios recorridos de
la zona de objetos, ya que intenta mover cada objeto vivo al primer hueco libre de la
zona de objetos, con suficiente espacio para soportarlo. Por lo tanto, esta fase tam-
bie´n puede alterar la informacio´n sobre el uso de la memoria que hace el programa.
Adema´s, al recorrer el heap varias veces, es una potencial fuente de fallos de pa´gina,
que se an˜adir´ıan a los fallos de pa´gina propios del co´digo del programa.
Una vez finalizada la liberacio´n de objetos muertos, la JVM comprueba si es conveniente
aumentar el taman˜o utilizable del heap, siempre respetando los l´ımites del taman˜o ma´xi-
mo. Esta u´ltima operacio´n es muy simple, ya que u´nicamente requiere modificar el valor
de los l´ımites del heap.
En la figura 2.4 representamos el algoritmo ejecutado para liberar memoria cuando no es
posible satisfacer la reserva de memoria para un nuevo objeto.
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reserva ok = reserva(&ultima reserva, taman˜o);
if (!reserva ok) {
marcar objetos refereciados();
compactar = barrer objetos no marcados();
ultima reserva = omin;
if (compactar) {
compactar heap();
ultima reserva = ultimo objeto();
}
if (necesita expandir)
expandir heap();
reserva ok = reserva(&ultima reserva, taman˜o);
}
Figura 2.4 Algoritmo de la liberacio´n de memoria: marcado y barrido con compactacio´n
2.3.2 Gestio´n del heap en la JVM HotSpot
Cuando se implemento´ la JVM HotSpot, la plataforma Java ya se estaba utilizando pa-
ra una amplia gama de aplicaciones diferentes. Por este motivo se intento´ favorecer a
aquellas aplicaciones con mayor consumo de recursos. Este esfuerzo se ve reflejado en la
implementacio´n del modelo de memoria y del garbage collector [Sun01].
En esta versio´n de la JVM los objetos ya no aparecen separados de sus cabeceras, lo que
elimina el problema de la doble indireccio´n necesaria para acceder a los datos. Adema´s se
ha conseguido reducir la cabecera de la mayor´ıa de los objetos a so´lo dos bytes, en lugar
de los tres bytes necesarios en la versio´n classic, lo que disminuye la cantidad de memoria
necesaria para albergar la misma cantidad de objetos.
En la versio´n 1.3.1 de HotSpot, que es la que hemos utilizado en este trabajo, tanto la
organizacio´n del heap como el me´todo de reserva de nuevos objetos depende en gran
medida del algoritmo de garbage collection utilizado. En esta versio´n, el usuario puede
escoger entre dos garbage collectors generacionales diferentes.
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Los garbage collectors generacionales [SMM99, WLM92] esta´n pensados para favorecer
la localidad de referencia y se basan en la suposicio´n de que la mayor´ıa de objetos Java
tienen una vida corta. Por este motivo, la zona de objetos se divide en dos partes: la
zona de objetos de reciente creacio´n (generacio´n joven) y la zona de objetos donde se
van almacenando los objetos que llevan ma´s tiempo en ejecucio´n (generacio´n vieja) (ver
figura 2.5). As´ı, estos garbage collectors acceden frecuentemente a la zona de los objetos
jo´venes para eliminar los que ya no esta´n en uso (minor collections). Cada vez que un
objeto sobrevive a una recoleccio´n se incrementa su edad. Cuando la edad de un objeto
llegue a un determinado l´ımite se considera que es un objeto viejo y se mueve a la zona de
objetos viejos. So´lo cuando una minor collection no consigue liberar suficiente memoria,
se recurre a una limpieza ma´s profunda de la zona de objetos, que considera tambie´n la
zona de objetos viejos (major collection).
Por lo tanto, si se cumple la premisa en la que se basan estos garbage collectors y la
mayor´ıa de objetos mueren jo´venes, entonces se reduce la cantidad de memoria que el
garbage collector tiene que acceder para liberar los objetos muertos. Es decir, se limitan
las posibles interacciones con el mecanismo de memoria virtual.
HEAP
límite superior 
heap 
generación vieja generación joven 
límite inferior 
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eden from to
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Figura 2.5 Organizacio´n del heap en la JVM HotSpot
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Los dos garbage collectors que ofrece la versio´n 1.3.1 de HotSpot coinciden en el algoritmo
utilizado para las minor collections, que es mark and copy. Para ello, la zona de objetos
jo´venes a su vez esta´ divida en 3 zonas diferentes (ver figura 2.5). La zona que se usa para
crear objetos nuevos (eden), una zona que se utiliza para almacenar los supervivientes
y en la que se reservan objetos que no han cabido en el eden (from) y una zona que se
utiliza durante la copia (to). Durante la minor collection se van copiando en la zona to
todos los objetos de eden y from que au´n esta´n vivos. Una vez finalizada la liberacio´n, la
zona from y la zona to intercambian los papeles, mientras que la zona eden queda vac´ıa y
preparada para alojar a los nuevos objetos que se creen a continuacio´n (ver figura 2.6).
límite inferior 
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objetos viejos eden
viejos max
jóvenes max
límite superior 
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última reserva 
Figura 2.6 Liberacio´n de memoria de la generacio´n joven en la JVM HotSpot
Las diferencias entre los dos garbage collectors ofrecidos radican en el me´todo usado para
las major collections. Aunque los dos me´todos usan el algoritmo mark and sweep with
compact, explicado en la seccio´n 2.3.1 (ver figura 2.4), ambos se diferencian en la zona
sobre la que se ejecuta el algoritmo. En el garbage collector que se utiliza por defecto,
cada major collection se hace sobre toda la zona de objetos viejos. La alternativa a esta
opcio´n, es solicitar una limpieza incremental, en cuyo caso cada major collection se hace
so´lo sobre una porcio´n de la zona de objetos viejos. Esta alternativa esta´ orientada a
disminuir el tiempo de pausa de los programas, necesario mientras dura la limpieza de
objetos. Para utilizar la opcio´n del garbage collector incremental, es necesario dividir el
26 Cap´ıtulo 2
heap en diferentes zonas (trenes), de manera que cada ejecucio´n de una major collection
analiza una tren diferente.
En cuanto a la reserva de nuevos objetos siempre se hace en la zona de la generacio´n
joven, de forma consecutiva. La copia de los objetos supervivientes tambie´n se hace a
continuacio´n del u´ltimo objeto. Hay que decir que, durante la copia de los objetos jo´venes
supervivientes, se intenta situar pro´ximos en el heap los objetos que esta´n relacionados,
es decir, los objetos que se referencian entre s´ı, con el objetivo de agrupar los objetos que
tienen una alta probabilidad de ser accedidos con proximidad en le tiempo. En cuanto a
los objetos que deben ser movidos a la zona de los objetos viejos, tambie´n se copian a
continuacio´n del u´ltimo objeto de la zona. En el caso del garbage collector incremental, se
tiene que decidir adema´s si el objeto que pasa a la generacio´n vieja se incluye en el u´ltimo
tren existente, o si es necesario crear un tren nuevo (esta decisio´n afecta a la cantidad de
objetos que se analizan en cada major collection).
2.4 CONCLUSIONES
En este cap´ıtulo hemos presentado brevemente co´mo se gestiona el uso de la memoria en
el entorno de ejecucio´n de Java. En este entorno, el SO sigue siendo el responsable de
gestionar la asociacio´n entre las direcciones del espacio lo´gico del programa y la posicio´n
f´ısica que ocupan. Sin embargo, la JVM es la encargada, desde el nivel de usuario, de
gestionar el espacio lo´gico de direcciones de los programas de forma transparente al SO.
Esta separacio´n de la gestio´n de memoria entre los dos niveles de ejecucio´n tiene como
ventaja que la JVM puede adaptar las decisiones sobre el espacio de direcciones al com-
portamiento del programa, intentando, por ejemplo, favorecer la localidad de referencia
del programa. Adema´s, al no requerir la participacio´n del sistema en cada nueva reserva,
puede mejorar el rendimiento de los programas que necesiten crear un gran nu´mero de
objetos durante su ejecucio´n. Sin embargo, es necesario estudiar la interaccio´n que tienen
entre s´ı las decisiones tomadas de forma independiente en los dos niveles de ejecucio´n, ya
que, durante el disen˜o del lenguaje Java, no se tuvo en cuenta el efecto de esta interaccio´n.
Hay que decir que, las versiones ma´s actuales de JVM, como la JVM HotSpot, tienen una
implementacio´n ma´s cuidadosa de la gestio´n del espacio lo´gico, que pretende favorecer el
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rendimiento de la memoria virtual. A pesar de ello, en el trabajo relacionado no existe
ningu´n estudio detallado sobre el efecto que tiene esta separacio´n de la gestio´n de memoria
entre los dos niveles sobre el rendimiento de los programas que hacen un uso intensivo
del mecanismo de memoria virtual. En el cap´ıtulo 3 presentamos un ana´lisis minucioso
de varios programas que necesitan del uso de la memoria virtual para poder completar
su ejecucio´n, y vemos co´mo se puede mejorar el rendimiento de este mecanismo desde la
gestio´n de memoria implementada como parte de la JVM.
3
EVALUACIO´N DEL USO DE LA MEMORIA
VIRTUAL DE LOS PROGRAMAS JAVA
En este cap´ıtulo presentamos la evaluacio´n que hemos hecho del uso de la memoria de
algunos programas Java que tienen un consumo importante de recursos. El objetivo de
esta evaluacio´n es comprobar si estos programas se ven afectados por el rendimiento de
la memoria virtual y obtener las causas de esta influencia. Adema´s, queremos determinar
si es posible mejorar el rendimiento de los programas Java mediante alguna pol´ıtica de
gestio´n de memoria que aproveche las caracter´ısticas propias del entorno de ejecucio´n de
Java.
Para ello hemos contado y clasificado los fallos de pa´gina provocados por los progra-
mas, as´ı como el tiempo involucrado en estos fallos de pa´gina. De esta manera podemos
cuantificar la penalizacio´n que el uso de la memoria virtual an˜ade al rendimiento de los
programas. Nuestra clasificacio´n nos permite distinguir entre los fallos de pa´gina provo-
cados por el propio co´digo del programa y los fallos de pa´gina debidos a la ejecucio´n del
co´digo de gestio´n. Adema´s, para completar la caracterizacio´n y as´ı acotar nuestro estu-
dio, hemos separado los fallos de pa´gina en funcio´n de la zona del espacio de direcciones
accedida (ver seccio´n 3.2).
Por otro lado, tambie´n hemos obtenido una cota ma´xima del rendimiento de estos progra-
mas, simulando su ejecucio´n sobre un sistema de gestio´n de memoria perfecto. Esta cota,
aunque sea inalcanzable, nos permite estimar si existe margen de mejora en el sistema de
memoria (seccio´n 3.3).
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Por u´ltimo, hemos hecho un ana´lisis del tipo de objetos que utilizan los programas (seccio´n
3.4). El objetivo de este ana´lisis es completar la informacio´n sobre el uso de la memoria
que hacen los programas, para as´ı facilitar las propuestas de mejora de la gestio´n de
memoria.
3.1 ENTORNO DE TRABAJO
En esta seccio´n vamos a describir el entorno de trabajo que hemos utilizado para la
evaluacio´n del uso de la memoria.
Como ya se ha explicado en el cap´ıtulo 1 el SO sobre el que hemos desarrollado este trabajo
es Linux. La versio´n del kernel que hemos utilizado para esta evaluacio´n es la 2.2.12.
En cuanto a la ma´quina virtual de Java, hemos utilizado tanto la JVM classic como la
JVM HotSpot, ambas suministradas por Sun como parte del entorno de desarrollo J2SDK
Standard Edition. Inicialmente, hemos evaluado la influencia de la memoria virtual en el
rendimiento de los programas utilizando la JVM classic (versio´n 1.2.2). Una vez hecha
esta evaluacio´n hemos comparado los resultados con la ejecucio´n sobre la JVM HotSpot
(versio´n 1.3.1), lo que nos ha permitido validar las conclusiones que hab´ıamos obtenido
sobre la JVM classic. Para ambas ma´quinas virtuales, hemos utilizado la versio´n basada
u´nicamente en la interpretacio´n de los programas, sin utilizar compilacio´n al vuelo, para
facilitar la introduccio´n en las JVM de nuestras herramientas de medida.
Todos los experimentos de este evaluacio´n los hemos ejecutado sobre un PC con un pro-
cesador Pentium III a 500 Mhz con 128Mb de memoria f´ısica.
3.1.1 Programas de prueba
El grupo JavaGrande [JGF01] trabaja sobre el uso de Java para computacio´n de altas
prestaciones. Este grupo suministra un conjunto de programas de prueba, para que se
utilicen en la comparacio´n del rendimiento de entornos Java cuando ejecutan programas
con gran consumo de recursos (aplicaciones grandes) [BSW+00].
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En este conjunto de programas hay algunos nu´cleos de uso frecuente en computacio´n de
altas prestaciones y algunas aplicaciones completas. Para cada programa se suministran
tres versiones, con datos de entrada de diferentes taman˜os, identificadas, de menor a mayor
taman˜o, como SizeA, SizeB y SizeC.
De todo este conjunto de programas, hemos seleccionado los que tienen un consumo de
memoria suficiente para que sea necesario el uso de la memoria virtual. La tabla 3.1
resume para cada uno de los benchmarks que hemos utilizado el taman˜o de entrada
correspondiente a cada versio´n (hemos marcado en negrita los datos correspondientes a la
versio´n que utilizamos en los experimentos). A continuacio´n describimos brevemente estos
benchmarks junto con la versio´n que utilizamos en los experimentos (para una descripcio´n
completa se puede consultar [JGF01]).
Programas Unidades de la entrada SizeA SizeB SizeC
Crypt Bytes 3.000.000 20.000.000 50.000.000
HeapSort Enteros 1.000.000 5.000.000 25.000.000
MonteCarlo Muestras 10.000 60.000 n.a.
FFT Nu´meros complejos 2.097.152 8.388.608 16.777.216
Sparse Doubles 50.000x50.000 100.000x100.000 500.000x500.000
Tabla 3.1 Taman˜os de entrada de los benchmarks
Crypt: Este es un kernel que implementa la encriptacio´n y desencriptacio´n de un
array, usando el algoritmo International Data Encryption (IDEA). Para este kernel he-
mos seleccionado el taman˜o mayor (SizeC), que trabaja sobre un array de 50.000.000
bytes.
HeapSort: Este kernel ordena un array de enteros mediante el algoritmo de orde-
nacio´n heap. El taman˜o que hemos utilizado es el mayor (SizeC), que tiene como
entrada un array de 25.000.000 enteros.
MonteCarlo: Este programa consiste en una aplicacio´n completa que implementa
una simulacio´n financiera basada en te´cnicas Monte Carlo, para derivar precios en
base de unos datos histo´ricos. Para esta aplicacio´n so´lo se suministran dos versiones
y hemos elegido la ma´s pequen˜a (SizeA), que genera 10.000 elementos de la serie
temporal, porque consume suficiente memoria para presionar al sistema de memoria.
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FFT: Este kernel implementa una transformada de Fourier sobre un conjunto de
nu´meros complejos. Hemos usado la versio´n ma´s pequen˜a de este programa, ya que
e´sta consume suficiente memoria (SizeA). Esta versio´n trabaja sobre 2.097.152 nu´me-
ros complejos.
Sparse: Este kernel multiplica 200 veces una matriz dispersa por un vector denso. La
matriz esta´ almacenada comprimiendo las filas. Para este kernel hemos seleccionado
la versio´n de mayor taman˜o (SizeC), en la que la matriz tiene 500.000 x 500.000
doubles.
3.2 EVALUACIO´N DEL RENDIMIENTO DE LA
GESTIO´N DE MEMORIA
Hemos hecho tres grupos de experimentos para evaluar el rendimiento de la gestio´n de
memoria actual. El primer grupo nos ha permitido obtener el tiempo que el sistema dedica
a gestionar fallos de pa´gina para los programas de prueba. De esta manera, cuantificamos
la relevancia que tiene la memoria virtual sobre el rendimiento de los programas. Los
otros dos grupos de experimentos nos han servido para determinar el tipo de accesos ma´s
afectado por el uso de la memoria virtual, clasifica´ndolos en funcio´n de la zona del espacio
de direcciones accedida y del tipo de co´digo en ejecucio´n. El resultado de esta clasificacio´n
ha servido para acotar nuestros objetivos para la mejora de la gestio´n de memoria.
3.2.1 Clasificacio´n de los fallos de pa´gina
Para poder realizar esta evaluacio´n hemos definido la siguiente clasificacio´n para los fallos
de pa´gina.
En primer lugar, hemos separado los fallos de pa´gina que implican un acceso a disco
(hard) de aquellos fallos de pa´gina que se pueden resolver sin ningu´n acceso a disco (soft).
Ejemplos de tipos de acceso que provocan un fallo de pa´gina soft son el primer acceso a
una pa´gina sin datos, un acceso que se refiere a una pa´gina que ya esta´ siendo cargada (por
ejemplo, como consecuencia de una operacio´n de prefetch), o un acceso a una pa´gina que
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esta´ en proceso de ser expulsada al a´rea de swap pero que todav´ıa no se ha hecho efectiva
la escritura en disco y, por lo tanto, es posible reactivarla. Hacemos esta distincio´n porque
el tiempo necesario para resolver estos dos tipos de fallos de pa´gina es muy diferente, ya
que el tiempo de acceso a disco domina claramente sobre el resto de tiempo necesario para
la resolucio´n de un fallo de pa´gina.
Para obtener la zona del espacio de direcciones ma´s afectada por los fallos de pa´gina hemos
distinguido entre tres zonas diferentes: zona de objetos, zona de cabeceras y accesos fuera
del heap. En este u´ltimo grupo se engloban fallos provocados por accesos al co´digo del
programa, a las pilas de los flujos de ejecucio´n, etc.
Por u´ltimo hemos separado los fallos de pa´gina provocados durante la ejecucio´n de co´di-
go de gestio´n de los provocados durante la ejecucio´n del co´digo del programa. Adema´s,
nuestra clasificacio´n considera tres tipos de tareas de gestio´n y distingue entre los fallos
de pa´gina provocados por la reserva de nuevos objetos, los provocados durante las fases
de marcado y barrido de la liberacio´n de objetos muertos y los que se dan durante la fase
de compactacio´n del heap.
3.2.2 Metodolog´ıa para la recoleccio´n de datos
Para poder efectuar la clasificacio´n de los fallos de pa´gina hemos necesitado modificar
tanto el kernel de Linux como la JVM.
En el kernel de Linux hemos an˜adido los contadores que nos permiten separar los diferentes
fallos de pa´gina y el tiempo empleado en su resolucio´n, as´ı como el co´digo necesario
para manipular esos contadores. Cada vez que un programa de prueba provoca un fallo
de pa´gina, el kernel de Linux actualiza los contadores correspondientes a su tipo. Para
calcular el tiempo invertido en resolver cada fallo de pa´gina hemos utilizado el contador
de ciclos que posee el procesador sobre el que hemos medido los programas de prueba.
Sin embargo el kernel de Linux carece de suficiente informacio´n para distinguir entre
todos los tipos de fallos de pa´gina que hemos definido y so´lo es capaz de separar fallos
de pa´gina soft y hard. Dado un fallo de pa´gina, Linux so´lo conoce el proceso que lo ha
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provocado, pero no sabe el tipo de co´digo que estaba ejecutando. De la misma manera,
Linux tampoco sabe el uso concreto que se le esta´ dando a una direccio´n involucrada en
un fallo de pa´gina, so´lo puede saber el espacio de direcciones al que pertenece y el tipo
de acceso permitido sobre esa direccio´n.
Por este motivo, adema´s de los contadores, hemos an˜adido al kernel de Linux unas varia-
bles de configuracio´n, que contienen la informacio´n necesaria para que Linux complete la
clasificacio´n de los fallos de pa´gina. Y hemos modificado la JVM para que se encargue de
mantener estas variables con los valores adecuados.
Las variables de configuracio´n contienen los siguientes datos:
Identificador del proceso que se quiere monitorizar
L´ımites de las zonas del espacio de direcciones. Para mantener estos l´ımites hemos
implementado seis variables diferentes, que nos permiten dividir el espacio de direccio-
nes en las tres zonas distintas que queremos considerar. Dos de las variables delimitan
la zona de objetos, otras dos variables limitan la zona que contiene las cabeceras de
los objetos, y las otras dos separan el heap del programa del resto del espacio de
direcciones.
Tipo de co´digo que esta´ en ejecucio´n, es decir, si se trata del co´digo del programa o si
se trata de co´digo de alguna de las tareas de gestio´n (reserva de nuevos objetos, fase
del garbage collector de marcado y barrido o fase de compactacio´n del heap).
Cada vez que hay un fallo de pa´gina, el kernel de Linux consulta estas variables para
determinar, primero, si lo ha provocado el proceso que se esta´ monitorizando y, segundo,
el tipo de fallo de pa´gina y, por lo tanto, los contadores asociados.
Como ya hemos explicado en el cap´ıtulo 2, la JVM decide la organizacio´n del espacio lo´gico
de direcciones de los programas Java y, por lo tanto, conoce exactamente las direcciones
que forman parte en cada momento de cada zona. Adema´s la JVM tambie´n controla
el tipo de co´digo que se ejecuta en cada momento. Es decir, tiene toda la informacio´n
necesaria para configurar la clasificacio´n de fallos de pa´gina.
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Para que la JVM pueda modificar las variables de configuracio´n, es necesario definir
un interfaz entre la JVM y el kernel que lo permita. Hemos implementado este interfaz
mediante el mecanismo que Linux ofrece para interactuar con los gestores de dispositivos
(ver figura 3.1). Este mecanismo permite que se incorporen fa´cilmente nuevos dispositivos
as´ı como el co´digo espec´ıfico que los manipula, sin necesidad de modificar el kernel del SO.
El co´digo espec´ıfico forma parte de gestores externos, y su interfaz con los programas de
usuario debe ser el gene´rico que define Linux para el acceso a cualquier dispositivo. As´ı,
hemos creado en nuestro sistema de ficheros un nuevo dispositivo lo´gico que representa
a los contadores y hemos implementado el co´digo del gestor encargado de manipular
este nuevo dispositivo. En la figura 3.1 mostramos un esquema del funcionamiento del
mecanismo.
SO
gestor
contadores 
consulta
JVM configuración 
bytecode(…)
fallo de página
config. 
cont. 
Figura 3.1 Esquema de funcionamiento del recuento de fallos de pa´gina
El gestor de los contadores implementa u´nicamente tres funciones del interfaz y que des-
cribimos brevemente a continuacio´n.
open: recibe como para´metro el dispositivo lo´gico asociado a los contadores. Esta
funcio´n inicializa los contadores y registra al proceso que la utiliza como proceso para
el que se debe evaluar la memoria virtual:
countFd=open(" /dev/contadores ", O RDONLY)
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ioctl: esta llamada a sistema esta´ pensada para la configuracio´n de los dispositivos y
permite que se utilice para diferentes tareas. El segundo para´metro sirve para indicar
el tipo de tarea solicitada, y en el tercero se pueden pasar los datos necesarios para
la tarea. En nuestro caso la utilizamos para las tareas descritas a continuacio´n.
– Activacio´n y desactivacio´n del recuento: estas opciones permiten suspender mo-
menta´neamente el recuento de fallos de pa´gina y reanudarlo cuando interese,
para poder analizar, en caso necesario, zonas concretas de la ejecucio´n de los
programas. Para esta funcionalidad, el segundo para´metro de la llamada ioctl
contiene la operacio´n que interesa realizar (activar o desactivar), mientras que el
tercer para´metro no se utiliza:
ioctl(countFd, UPDATE ACT STATE, 0)
– Modificacio´n de la variable que indica el tipo de co´digo en ejecucio´n: para llevar
a cabo esta tarea, en el segundo para´metro de la llamada ioctl indicamos que
ha cambiado el tipo de co´digo en ejecucio´n, y en el tercer para´metro se informa
sobre el co´digo que inicia la ejecucio´n:
ioctl(countFd, UPDATE CODE, code type)
– Modificacio´n de las variables que contienen los l´ımites del espacio de direcciones:
mediante estas opciones es posible mantener actualizadas las variables del kernel
que definen los l´ımites de las zonas el heap. El segundo para´metro de la llamada
ioctl indica el l´ımite que se quiere modificar y el tercer para´metro el nuevo valor
para la variable:
ioctl(countFd, LIMIT ID, limit addr)
– Consulta de los valores de los contadores: la implementacio´n que hemos hecho para
la operacio´n de consulta requiere que, mediante el segundo y el tercer para´metro,
se indique el tipo de fallo de pa´gina para el que se quiere consultar los datos
(zona del espacio de direcciones y co´digo involucrado), y el tipo de informacio´n
que se quiere obtener (nu´mero de fallos de pa´gina o tiempo de resolucio´n), y la
llamada devuelve como valor de retorno el contador solicitado. Para el caso de
los contadores del nu´mero de fallos de pa´gina, cada llamada a ioctl devuelve el
valor de uno de ellos. Para los contadores de tiempo de resolucio´n, para cada tipo
de fallo de pa´gina es necesario utilizar dos llamadas a ioctl, ya que el tipo de
datos que devuelve esta llamada (int) es menor que el tipo de datos del contador
Evaluacio´n del uso de la memoria virtual de los programas Java 37
de tiempo (long long) y, por lo tanto, es necesario obtener por separado la parte
baja y la parte alta de su valor.
ioctl(countFd, COUNTER ID|ZONA ID, CODE ID)
close: se libera el uso de los contadores:
close(countFd)
En la figura 3.2 mostramos un ejemplo del uso del interfaz para manipular los contadores.
Cuando la JVM inicia la ejecucio´n utiliza la llamada open sobre el dispositivo lo´gico de los
contadores para registrarse como proceso que va a ser monitorizado. Adema´s debe utilizar
la llamada ioctl para completar la configuracio´n del recuento, es decir, para registrar
los l´ımites de las zonas del heap y para indicar el tipo de co´digo que esta´ en ejecucio´n.
A partir de ese momento, utiliza la llamada ioctl cada vez que es necesario modificar
alguna variable de configuracio´n. Por ejemplo, si se modifica alguno de los l´ımites del
heap, o cada vez que pasa a ejecutar co´digo de gestio´n. Por u´ltimo, antes de finalizar la
ejecucio´n, utiliza la llamada ioctl para consultar el valor de los contadores y la llamada
close para liberar el uso de los contadores.
Ejecucio´n de los experimentos para la evaluacio´n
Las medidas que presentamos para evaluar el rendimiento de la gestio´n de memoria son
el resultado de la ejecucio´n real de los programas de prueba sobre el entorno de ejecucio´n.
Por lo tanto, hay que tener en cuenta que existen factores externos que pueden influir
en los resultados, como por ejemplo, la ejecucio´n de los procesos de gestio´n del SO. Para
suavizar los efectos de estos factores externos, presentamos la media de los resultados
de varias ejecuciones. Adema´s, para que todos los programas se ejecuten en las mismas
condiciones, hemos reiniciado la ma´quina antes de cada bater´ıa de experimentos.
Hemos ejecutado los programas sobre diferentes taman˜os de memoria f´ısica, para poder
evaluar su comportamiento bajo diferentes condiciones de ejecucio´n. Esto se puede con-
seguir a trave´s de un para´metro de arranque del kernel de Linux, con el que se puede
indicar la cantidad de memoria f´ısica disponible en el sistema. De esta manera, aunque
la ma´quina dispon´ıa de 128Mb reales de memoria RAM, los experimentos se han hecho
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. . .
countFd = open(/dev/contadores ”, O RDONLY);
/* configuracio´n de los l´ımites de la zona de Objetos */
ioctl(countFd, TOP OBJECTS, maxHeapAddr);
ioctl(countFd, BOTTOM OBJECTS, minHeapAddr);
. . .
/* registrar el resto de l´ımites del espacio de direcciones */
. . .
/* el programa inicia la ejecucio´n */
ioctl(countFd, UPDATE CODE, program);
/* activa el recuento */
ioctl(countFd, UPDATE ACT STATE, 0);
. . .
/* si cambian los valores de configuracio´n actualizar las variables */
. . .
/* al final de la ejecucio´n desactivar recuento y consultar los valores de los contadores */
ioctl(countFd, UPDATE ACT STATE, 0);
hard pf heap program = ioctl(countFd, HARD PF | HEAP, program);
hard pf heap management = ioctl(countFd, HARD PF | HEAP, jvm);
. . .
hi time = ioctl(countFd, HI HARD PF TIME | HEAP, program);
lo time = ioctl(countFd, LO HARD PF TIME | HEAP, program);
hard pf time heap program = (hi time32)—lo time;
. . .
close(countFd);
. . .
Figura 3.2 Ejemplo de uso del interfaz de manipulacio´n de los contadores
adema´s sobre 64Mb, 32Mb y 16Mb, lo que nos ha permitido analizar la influencia de la
disminucio´n de memoria sobre el comportamiento de los programas.
Otro para´metro de ejecucio´n que puede influir en los resultados es el taman˜o del heap.
Como ya se ha dicho, el usuario tiene la opcio´n de decidir el taman˜o inicial y el taman˜o
ma´ximo del heap, y la JVM adapta el taman˜o actual al ma´s adecuado para cada momento
de la ejecucio´n, respetando siempre los l´ımites fijados. El taman˜o ma´ximo debe ser el
suficiente para soportar todos los objetos que esta´n en uso simulta´neamente. Pero, adema´s
de esa restriccio´n, el taman˜o del heap tambie´n puede influir en el rendimiento de la gestio´n
del espacio de direcciones. Un taman˜o de heap pequen˜o puede aumentar la frecuencia
necesaria de limpieza de memoria. Adema´s puede ralentizar el proceso de reserva de
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memoria, porque se puede complicar la localizacio´n de espacios libres adecuados para
satisfacer las reservas. Para estos experimentos, hemos seleccionado como taman˜o ma´ximo
de heap para cada programa el suficiente para que se ejecute, sin entrar en otro tipo de
consideraciones. En cuanto al taman˜o mı´nimo dejamos que la JVM utilice el taman˜o
mı´nimo que decide por defecto. De esta manera, emulamos el comportamiento de un
usuario esta´ndar, que no tiene por que´ conocer los detalles de implementacio´n de la JVM
que utiliza para ejecutar sus programas.
3.2.3 Importancia del tiempo de gestio´n de fallos de pa´gina
El primer paso que hemos dado en la evaluacio´n es determinar la relevancia que tiene la
memoria virtual sobre el rendimiento de los programas de prueba. Para ello hemos medido
el tiempo que el SO debe dedicar a resolver los fallos de pa´gina de los programas.
En las figuras 3.3 y 3.4 presentamos los resultados de este experimento. Las abscisas de las
dos gra´ficas representan los diferentes taman˜os de memoria f´ısica que hemos considerado,
mientras que el eje de las coordenadas representa el tiempo de ejecucio´n, separando el
tiempo de fallo de pa´gina del resto de tiempo de la aplicacio´n. La figura 3.3 representa
el tiempo en valor absoluto (expresado en horas de ejecucio´n), mientras que en la figura
3.4 el tiempo aparece expresado en porcentaje con respecto al tiempo total de ejecucio´n.
So´lo mostramos el tiempo dedicado a resolver fallos de pa´gina hard , porque hemos visto
que el efecto de los fallos de pa´gina soft se puede ignorar.
En las gra´ficas se puede ver que para Crypt el tiempo de ca´lculo domina claramente
el tiempo de ejecucio´n, y hace que el tiempo dedicado a resolver fallos de pa´gina sea
totalmente insignificante. Adema´s, en la figura 3.3 se puede ver que el tiempo de fallo de
pa´gina se mantiene estable ante los cambios en el taman˜o de memoria y, por lo tanto, el
tiempo de ejecucio´n es pra´cticamente el mismo para todos los taman˜os de memoria que
hemos evaluado.
Para el resto de programas de prueba se puede observar en la figura 3.3 que, cuando la
memoria f´ısica deja de ser suficiente para albergar todo el espacio de direcciones de los
programas, el tiempo dedicado a resolver fallos de pa´gina es considerable. Adema´s, en
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Figura 3.3 Tiempo dedicado a resolver fallos de pa´gina
la figura 3.4 se ve que, en esta situacio´n, el tiempo de fallo de pa´gina representa en la
mayor´ıa de los casos ma´s de un 90% del tiempo total de ejecucio´n.
El tiempo de ejecucio´n deHeapSort y deMonteCarlo aumenta para cada disminucio´n
en el taman˜o de memoria f´ısica, debido al aumento del tiempo necesario para resolver los
fallos de pa´gina. Es ma´s, excepto para la ejecucio´n sobre 128Mb, el tiempo de fallo de
pa´gina de las dos aplicaciones domina por completo el tiempo de ejecucio´n. En el caso
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Figura 3.4 Porcentaje de tiempo dedicado a resolver fallos de pa´gina
de HeapSort este incremento del tiempo es ma´s evidente. Si se ejecuta sobre 128Mb,
el working set del programa cabe en memoria y por lo tanto no provoca ningu´n fallo de
pa´gina, y el tiempo de ejecucio´n es 50 minutos. Sin embargo, si se ejecuta sobre 64Mb, el
tiempo de ejecucio´n pasa a ser de ma´s de 2 d´ıas, con casi un 98% del tiempo dedicado a
resolver fallos de pa´gina. Y si se ejecuta so´lo con 16Mb entonces el tiempo de ejecucio´n
supera los 10 d´ıas con un tiempo de ca´lculo insignificante comparado con el tiempo de
fallo de pa´gina. En el caso de MonteCarlo, aunque el tiempo absoluto no sufre un
incremento tan considerable, tambie´n se observa que el porcentaje de tiempo dedicado a
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resolver fallos de pa´gina se multiplica, y pasa de ser nulo, en el caso de la ejecucio´n sobre
128Mb, a representar un 78,6% sobre el tiempo total del programa, si la ejecucio´n se hace
sobre 64Mb, y un 94,6% si se hace sobre 16Mb.
Sparse y FFT necesitan menos cantidad de memoria para albergar todos sus datos,
y se ejecutan sobre 128Mb y sobre 64Mb sin provocar fallos de pa´gina. Sin embargo,
si la cantidad de memoria deja de ser suficiente para almacenar su working set, para
ambas aplicaciones el tiempo de fallo de pa´gina se incrementa considerablemente y, como
consecuencia tambie´n lo hace el tiempo total de ejecucio´n.
En el caso de Sparse, si comparamos la ejecucio´n sobre 32 Mb con la ejecucio´n sobre
128Mb, podemos observar en la figura 3.3 que el tiempo total de ejecucio´n se ha multipli-
cado por un factor de 2,3, y en la figura 3.4 vemos que el porcentaje de tiempo dedicado
a resolver fallos de pa´gina deja de ser nulo y pasa a ser de un 40%. Si la comparacio´n la
hacemos de la ejecucio´n sobre 16Mb con la ejecucio´n sobre 128Mb, el factor multiplicativo
del tiempo de ejecucio´n pasa a ser 990, ya que el programa pasa de ejecutarse en u´nica-
mente 21 minutos sobre 128Mb a necesitar aproximadamente 350 horas para completar
su ejecucio´n sobre 16Mb. Adema´s, en la figura 3.4 se ve que para la ejecucio´n sobre 16Mb
el porcentaje de tiempo de fallo de pa´gina de Sparse convierte en insignificante el resto
de tiempo de su ejecucio´n.
Para FFT la diferencia en el tiempo de ejecucio´n sobre 128Mb y sobre 32Mb viene
afectada por un factor multiplicativo de 70, ya que pasa de una ejecucio´n de 6 minutos
sobre 128Mb a una ejecucio´n de aproximadamente 7 horas sobre 32Mb (ver figura 3.3), y
el porcentaje de tiempo dedicado a resolver fallos de pa´gina pasa de ser nulo a representar
un 90% del tiempo total (ver figura 3.4). En cuanto a la comparacio´n entre la ejecucio´n
sobre 128Mb y la ejecucio´n sobre 16Mb, el tiempo de ejecucio´n se multiplica por un factor
de 347 y pasa a ser aproximadamente 39 horas sobre 16Mb, con un porcentaje dedicado
a resolver fallos de pa´gina del 95% sobre el tiempo total de ejecucio´n.
Adema´s, tanto para Sparse como para FFT se observa un incremento en el tiempo que
no se dedica a resolver fallos de pa´gina. Este incremento se debe al aumento de ca´lculo
necesario para gestionar el uso de la memoria virtual.
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Los resultados de este experimento nos muestran que, cuando la memoria f´ısica no es
suficiente para soportar el espacio de direcciones de los programas, la memoria virtual se
convierte en un aspecto cr´ıtico para el rendimiento. Por lo tanto, analizando las causas
de esta penalizacio´n, se podra´ ver si es posible optimizar la ejecucio´n de los programas en
este tipo de escenarios.
3.2.4 Distribucio´n de los fallos de pa´gina en el espacio de
direcciones
El objetivo de este experimento es determinar que´ regiones del espacio de direcciones de
las aplicaciones tienen ma´s accesos que involucran fallos de pa´gina. Como ya se ha dicho,
hemos considerado tres posibles zonas: objetos, cabeceras de objetos, y resto del espacio
de direcciones.
La tabla 3.2 resume los resultados significativos de este experimento para cada taman˜o
de memoria f´ısica que estamos considerando, y contiene el porcentaje que representan los
fallos de pa´gina provocados por los accesos a objetos sobre el total de los provocados por
los programas. Recordemos que en la subseccio´n 3.2.3 hemos visto que la ejecucio´n de
los programas FFT y Sparse sobre 64Mb y 128Mb y la de HeapSort sobre 128Mb se
completan sin provocar fallos de pa´gina y, por lo tanto, para este experimento no aplica
ejecutar estas dos aplicaciones sobre estos dos taman˜os de memoria f´ısica (en la tabla 3.2,
las casillas correspondientes a estos resultados aparecen marcadas como n/a).
Programas / Tam. mem. 16Mb 32Mb 64Mb 128Mb
Crypt SizeC 96.99% 97.50% 98.05% 97.73%
HeapSort SizeC 100% 100% 99.99% n/a
MonteCarlo SizeA 90.29% 95.81% 96.96% 95.60%
FFT SizeA 99.96% 99.93% n/a n/a
Sparse SizeC 100% 99.90% n/a n/a
Tabla 3.2 Fallos de pa´gina en los accesos a objetos (%)
El resultado de este experimento nos muestra que la mayor´ıa de los fallos de pa´gina
provocados por los programas evaluados se deben a accesos a la zona de objetos. Se puede
ver en la tabla 3.2 que el porcentaje menor es de un 90% mientras que para el resto de
ejecuciones supera siempre el 95%.
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Esto significa que ni los accesos a las cabeceras de los objetos ni los accesos a co´digo o
pilas son relevantes para el rendimiento de la memoria virtual. Por lo tanto, de cara a
buscar fuentes de mejora para este rendimiento podemos centrarnos so´lo en la zona de
objetos y en los accesos involucrados.
3.2.5 Origen de los fallos de pa´gina
El objetivo de este experimento es distinguir entre los fallos de pa´gina provocados por
el co´digo de las aplicaciones de los provocados por la ejecucio´n del co´digo de gestio´n de
la JVM. De esta manera, se puede determinar la penalizacio´n que la interaccio´n entre el
co´digo de gestio´n de la JVM y la memoria virtual esta´ an˜adiendo al rendimiento de los
programas.
Como ya se ha dicho en la subseccio´n 3.2.1, en esta clasificacio´n hemos considerado tres
tipos de tareas: reserva de memoria, liberacio´n de memoria (marcado y barrido) y com-
pactacio´n del heap.
Sin embargo, esta clasificacio´n no es suficiente para determinar por completo el impacto
que la ejecucio´n de la JVM tiene sobre los programas. Por ejemplo, no nos permite separar
los fallos de pa´ginas que, provocados por el co´digo del programa, son debidos a la ejecucio´n
del co´digo de gestio´n, que puede haber causado la expulsio´n anticipada de las pa´ginas que
el programa necesitaba a continuacio´n.
Para evaluar la importancia de este efecto, ejecutamos cada programa de prueba de dos
maneras diferentes. La primera, es la que ya se ha utilizado en los experimentos anteriores
y emula el tipo de ejecucio´n que un usuario esta´ndar utilizar´ıa. La segunda manera intenta
reducir al ma´ximo la ejecucio´n del co´digo de gestio´n de la JVM. Esta limitacio´n se consi-
gue lanzando los programas con un taman˜o inicial de heap igual que el taman˜o ma´ximo,
es decir, el suficiente para albergar los objetos vivos del programa. De esta manera, no
sera´ necesario que se ejecute en ningu´n momento la liberacio´n de memoria ni la compac-
tacio´n del heap. Adema´s, la reserva de memoria pasa a ser una tarea muy simple, ya que
consiste en asignar siempre la posicio´n contigua a la asignada en la u´ltima operacio´n de
reserva. Por u´ltimo, para tratar las posibles llamadas expl´ıcitas que los programas hagan
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al garbage collector, hemos substituido el garbage collector de la ma´quina por un co´digo
vac´ıo, que retorna inmediatamente al ser invocado (garbage collector nulo).
Si el co´digo del programa provoca menos fallos de pa´gina al reducir de esta manera el
co´digo de gestio´n de la JVM, podremos concluir que la ejecucio´n del co´digo de gestio´n de
la JVM esta´ perjudicando el uso de la memoria virtual que hace el co´digo del programa.
A la hora de comparar los resultados de los dos tipos de ejecucio´n hay que tener en
cuenta que la ejecucio´n con gestio´n de memoria mı´nima puede provocar que el espacio
de direcciones de los programas sea mayor, ya que en ningu´n momento se liberan objetos
que ya no son necesarios. Como consecuencia, puede ser que la cantidad de memoria
f´ısica necesaria para la ejecucio´n sea mayor y que el nu´mero de fallos de pa´gina del
programa aumente. Si se da esta situacio´n, la u´nica conclusio´n que podemos extraer de
esta comparacio´n, es que los beneficios obtenidos por la ejecucio´n del co´digo de gestio´n
de la JVM son mayores que la posible influencia negativa que su ejecucio´n pueda tener
sobre el uso de la memoria virtual del programa.
En la figura 3.5 se muestran los resultados que hemos obtenido, tanto para la ejecucio´n
normal (las columnas de la gra´fica marcadas como gc) como para la ejecucio´n con gestio´n
de memoria mı´nima (las marcadas como gcnulo). So´lo aparecen los fallos de pa´gina debidos
a los accesos a objetos ya que, como hemos mostrado en la seccio´n 3.2.4, e´sta es la regio´n
ma´s afectada por los fallos de pa´gina.
Lo primero que hay que destacar es que, para todos los programas excepto para Mon-
teCarlo, el co´digo de los programas es la fuente de la mayor´ıa de los fallos de pa´gina
provocados. Adema´s, el resultado de ejecutarlos con la gestio´n de memoria habitual o con
la gestio´n de memoria mı´nima es pra´cticamente el mismo.
Para entender este comportamiento hemos contado el nu´mero de veces que estos pro-
gramas necesitan que se libere memoria durante la ejecucio´n con la gestio´n de memoria
habitual, y hemos visto que este nu´mero es muy bajo (var´ıa entre tres, para FFT y Heap-
Sort, y siete, para Sparse). Este es el motivo por el que el rendimiento de los programas
apenas se ve afectado si no se ejecuta esta tarea. Por este motivo, tambie´n, una mejora
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Figura 3.5 Clasificacio´n de los fallos de pa´gina segu´n su origen
del rendimiento del mecanismo de liberacio´n de memoria no influir´ıa en el rendimiento de
estos programas.
Respecto a la tarea de reserva de memoria, estos resultados no nos permiten asegurar que
no esta´ influyendo en el rendimiento de los programas. Como ya hemos dicho, si no se
liberan objetos, el proceso de reserva es muy simple y no an˜ade sobrecarga a la ejecucio´n.
Sin embargo, durante este proceso se decide la distribucio´n de los objetos en el heap, y
esa decisio´n puede influir sobre la efectividad de la memoria virtual. Desde el punto de
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vista del rendimiento de la memoria virtual, la decisio´n adecuada sobre la situacio´n de
los objetos ser´ıa la que agrupara en las mismas pa´ginas los objetos que esta´n en uso al
mismo tiempo, para conseguir que las decisiones que el SO toma a nivel de pa´gina se
correspondan tambie´n con el uso a nivel de objeto. Para poder estudiar la influencia de
esta decisio´n, hemos analizado el tipo de objetos que estos programas reservan y co´mo se
utilizan (ver seccio´n 3.4).
Comportamiento particular de MonteCarlo
El programa MonteCarlo se comporta diferente al resto de programas que hemos
ejecutado. Este programa s´ı que necesita una participacio´n importante de la liberacio´n de
memoria y, por lo tanto, los resultados son muy diferentes si se ejecuta el programa con
la gestio´n de memoria habitual o con la gestio´n de memoria mı´nima.
En primer lugar, si analizamos la ejecucio´n con gestio´n de memoria mı´nima, vemos que se
consigue que todos los fallos de pa´gina sean debidos a la ejecucio´n del co´digo del programa.
Adema´s, este nu´mero de fallos de pa´gina se mantiene estable aunque se reduzca la cantidad
de memoria f´ısica disponible. Esto se debe al patro´n de accesos del programa: su working
set, los datos que utiliza el programa al mismo tiempo, ocupa poco espacio de memoria,
y los fallos de pa´gina se producen so´lo durante los cambios de working set.
Por otro lado, en la ejecucio´n con la gestio´n de memoria habitual el nu´mero de fallos de
pa´gina se incrementa considerablemente con cada reduccio´n en el taman˜o de la memoria
f´ısica. Sin embargo, todo el incremento se debe a fallos de pa´gina provocados por el co´digo
de gestio´n, mientras que los fallos de pa´gina debidos al co´digo del programa se mantienen
estables. Esto significa que la ejecucio´n del co´digo de gestio´n no afecta a los fallos de
pa´gina provocados por el co´digo del programa. A continuacio´n se analiza los efectos de
cada una de las tareas de gestio´n sobre el rendimiento final del programa.
Reserva de memoria: esta es la tarea que provoca ma´s fallos de pa´gina cuando la
memoria f´ısica disponible es reducida. Esto se debe a que implementa una bu´squeda
c´ıclica por toda la zona de objetos, empezando a partir del punto donde se hizo la
u´ltima reserva. Este recorrido de la zona de objetos finaliza cuando encuentra suficiente
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espacio contiguo para albergar al nuevo objeto o cuando se alcanza el punto inicial
de la bu´squeda, en cuyo caso se inicia la liberacio´n de memoria. Por lo tanto, en el
peor de los casos, si no se encuentra el espacio adecuado, puede implicar un recorrido
completo de toda la zona de objetos, con los fallos de pa´gina que eso implica.
Marcado y barrido: la ejecucio´n de este algoritmo de liberacio´n de memoria esta´ ge-
nerando alrededor del 30% de los fallos de pa´gina del co´digo de gestio´n. Durante la
fase de marcado, recorre la zona de cabeceras de los objetos para marcar los objetos
que no esta´n en uso. La fase de barrido es la que accede a la zona de objetos, y so´lo
accede a aquellos objetos marcados, para liberar la memoria que ocupan. Adema´s, se
ejecuta en menos ocasiones que la tarea de reserva, ya que so´lo se lanza cuando la
reserva no ha sido capaz de satisfacer la creacio´n de un objeto nuevo y como respuesta
a una u´nica llamada expl´ıcita que hace el programa al final de su ejecucio´n.
Compactacio´n del heap: por u´ltimo, los fallos de pa´gina provocados por la compacta-
cio´n del heap representan menos del 10% del total de los fallos de pa´gina del co´digo
de gestio´n. Esta fase debe recorrer varias veces todo el heap, para mover los objetos
y eliminar la fragmentacio´n externa del heap. Sin embargo, MonteCarlo so´lo re-
quiere una ejecucio´n de esta compactacio´n. Por este motivo, aunque es un algoritmo
susceptible de provocar una gran cantidad de fallos de pa´gina, para este programa su
impacto es menos importante que el resto de tareas de gestio´n.
Finalmente, comparando los resultados entre ambos tipos de ejecucio´n, podemos observar
que el nu´mero de fallos de pa´gina provocados por el co´digo del programa es ligeramente
superior si utilizamos la gestio´n de memoria mı´nima. Esto es debido a que la liberacio´n
de memoria consigue reducir el taman˜o del a´rea de objetos y, de esta manera, la cantidad
de memoria f´ısica necesaria para soportarla.
3.2.6 Validacio´n de los resultados en la JVM HotSpot
HotSpot es otra implementacio´n de JVM que, junto con la JVM classic, Sun suministra con
el entorno de de ejecucio´n J2SDK. Esta JVM ha sido disen˜ada pensando en la ejecucio´n
de programas con mayor consumo de recursos.
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Hemos ejecutado los programas de prueba tambie´n sobre la JVM HotSpot para comprobar
el efecto que tiene sobre su rendimiento una gestio´n de memoria ma´s elaborada y para
validar las conclusiones que hemos extra´ıdo de la ejecucio´n sobre la JVM classic.
Para ello, hemos comparado la cantidad de fallos de pa´gina provocados sobre la JVM
HotSpot y los provocados sobre la JVM classic, separando los fallos fallos de pa´gina
debidos al co´digo de gestio´n de los fallos de pa´gina debidos al co´digo del programa. Como
ya se ha explicado en el cap´ıtulo 2, la gestio´n de memoria implementada en HotSpot es
muy diferente de la implementada en la JVM classic, por este motivo, no hemos utilizado
la subdivisio´n de tareas de gestio´n que hemos considerado durante la evaluacio´n de la
ejecucio´n sobre la JVM classic en la seccio´n 3.2.5.
La JVM HotSpot ofrece dos posibles configuraciones: una para aplicaciones servidor y otra
para aplicaciones cliente. Hemos seleccionado la configuracio´n para aplicaciones servidor
porque es la que esta´ pensada para trabajar con mayor demanda de recursos.
Adema´s, como ya se ha explicado en la seccio´n 2.3.2, la JVM HotSpot permite que el
usuario decida si la limpieza sobre la zona de objetos viejos debe ser incremental o no.
En este experimento hemos lanzado los programas con las dos opciones, para comprobar
si influ´ıan de alguna manera en el resultado.
En la gra´fica 3.6 mostramos los resultados que hemos obtenido, tanto para la ejecucio´n
con limpieza incremental (HS-incgc en la gra´fica), como para la ejecucio´n con limpieza
total (HS-noincgc), comparados con los resultados de la ejecucio´n sobre la JVM classic.
So´lo presentamos los resultados para la cantidad de memoria f´ısica que hace necesario el
uso de la memoria virtual para cada programa.
Por un lado, podemos observar que, excepto para MonteCarlo, el comportamiento de
los tres tipos de ejecucio´n es muy similar. Como ya se ha dicho en la seccio´n 3.2.5, estas
aplicaciones apenas requieren la ejecucio´n de la liberacio´n de memoria, lo cual tambie´n
simplifica la reserva de memoria. Por lo tanto, la ejecucio´n del co´digo de estos programas
son los causantes de la mayor´ıa de los fallos de pa´gina para las tres opciones y, aunque
la JVM HotSpot implementa una gestio´n de memoria ma´s cuidadosa, esta mejora apenas
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Figura 3.6 HotSpot vs. classic
influye en los resultados. Hay que recordar que la gestio´n de memoria de la JVM puede
influir en el rendimiento de la memoria virtual no so´lo por su propia ejecucio´n sino tambie´n
a trave´s de la pol´ıtica que decide la situacio´n de los objetos en el espacio de direcciones.
Aunque HotSpot intenta adaptar la situacio´n de los objetos en el heap para favorecer la
localidad de referencia y agrupar en las mismas pa´ginas objetos relacionados, esta pol´ıtica
tampoco consigue mejorar el rendimiento con respecto a la ejecucio´n sobre la JVM classic.
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En cuanto al programa MonteCarlo, que s´ı requiere de una participacio´n activa del
garbage collector, se puede ver que se beneficia de las mejoras introducidas en la gestio´n
de memoria de HotSpot, y la ejecucio´n sobre esta JVM reduce substancialmente el nu´mero
de fallos de pa´gina provocados por el co´digo de gestio´n, aunque sigue superando al nu´mero
de fallos de pa´gina provocados por el co´digo del programa.
Por lo tanto, despue´s de ejecutar los programas de prueba sobre la JVM HotSpot, hemos
comprobado que u´nicamente uno de ellos (MonteCarlo) se ha visto beneficiado por
la gestio´n de memoria mejorada que ofrece HotSpot. De todas maneras, la ejecucio´n del
co´digo de gestio´n sigue penalizando el rendimiento de MonteCarlo en mayor medida
que el co´digo propio del programa. El resto de programas, se comportan de manera similar
en ambas JVM, independientemente del modelo de liberacio´n de memoria utilizado en la
JVM HotSpot. Es decir, mejorar las pol´ıticas de gestio´n del espacio de direcciones no ha
servido para mejorar el uso de la memoria virtual que estos programas hacen y, por lo
tanto, es necesario buscar otras posibles v´ıas para optimizar su ejecucio´n.
3.3 RENDIMIENTO O´PTIMO DE LA GESTIO´N DE
MEMORIA EN JAVA
El objetivo de la evaluacio´n que hemos realizado es determinar que´ aspectos de la gestio´n
de memoria en un entorno Java son susceptibles de mejora. Para ello es necesario medir
el rendimiento de la gestio´n actual, y determinar los aspectos que son ma´s cr´ıticos para el
rendimiento de los programas. Pero tambie´n es necesario determinar si este rendimiento
es mejorable o si por el contrario no es posible ofrecer una mejor gestio´n a los programas.
En esta seccio´n presentamos los resultados que hemos obtenido al simular la ejecucio´n de
los programas de prueba sobre un sistema de memoria o´ptimo. Este sistema de memoria
ofrece el mejor rendimiento teo´rico, dado un patro´n de accesos y una cantidad de memoria
f´ısica. El rendimiento lo medimos en te´rminos de fallos de pa´gina, y nos centramos u´ni-
camente en los producidos por accesos a la zona de objetos ya que los resultados indican
que es la zona ma´s afectada.
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Aunque no es factible implementar la gestio´n o´ptima que proponemos sobre un sistema
real, nos sirve para obtener una cota superior del rendimiento de la gestio´n de memoria y
nos permite estimar el margen de mejora que existe para el rendimiento de esta gestio´n.
3.3.1 Modelo de gestio´n de memoria o´ptima
La gestio´n de memoria o´ptima en un entorno Java ser´ıa la compuesta tanto de una gestio´n
o´ptima de la memoria virtual como de una gestio´n o´ptima del espacio de direcciones del
proceso.
La gestio´n o´ptima de la memoria virtual es la que minimiza el nu´mero de intercambios
con el a´rea de swap y consigue mantener en memoria las pa´ginas que esta´n en uso. Esto es
posible combinando la paginacio´n bajo demanda con el algoritmo de reemplazo o´ptimo.
Este algoritmo de reemplazo selecciona como pa´ginas v´ıctimas aque´llas que el programa
va a tardar ma´s tiempo en referenciar. De esta manera, los accesos al a´rea de swap son
so´lo los inevitables. Este algoritmo de reemplazo no es implementable en un sistema
real, ya que requiere conocer los accesos futuros de los programas para poder seleccionar
adecuadamente las pa´ginas v´ıctimas.
En cuanto al espacio de direcciones, los programas Java ejecutados sobre memoria virtual
tendra´n una gestio´n o´ptima si e´sta consigue que los objetos que ocupan la memoria f´ısica
en cada momento sean los que se esta´n utilizando en ese instante y, adema´s, consigue
que, si un objeto tiene que ser expulsado de memoria f´ısica, so´lo se almacene en el a´rea
de swap si todav´ıa esta´ vivo. Esto so´lo ser´ıa posible utilizando una pol´ıtica de asignacio´n
de memoria que cambiara de posicio´n dina´micamente los objetos en funcio´n de su uso y
un algoritmo de liberacio´n de memoria perfecto.
La pol´ıtica de asignacio´n de memoria o´ptima deber´ıa, pues, estar vinculada al algoritmo
de reemplazo y al mecanismo de paginacio´n bajo demanda. Cada vez que el algoritmo
de reemplazo seleccione una pa´gina v´ıctima, la pol´ıtica de asignacio´n de memoria lo´gica
deber´ıa mover a esa pa´gina los objetos que se va a tardar ma´s tiempo en referenciar. De
la misma manera, cada vez que sea necesario cargar una pa´gina almacenada en el a´rea de
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swap, se deber´ıa mover a esta pa´gina todos los objetos del a´rea de swap que se vayan a
necesitar antes.
El algoritmo de liberacio´n de memoria perfecto ser´ıa aquel capaz de detectar inmediata-
mente que´ objetos dejan de ser necesarios, para liberar la memoria que ocupan y evitar
adema´s movimientos innecesarios al a´rea de swap.
Aunque el coste de implementar esta gestio´n del espacio de direcciones no es asumible
por un sistema real, la simulacio´n de esta gestio´n, combinada con la gestio´n o´ptima de la
memoria virtual, cumple con el objetivo de ofrecer una cota superior del rendimiento del
sistema de memoria.
3.3.2 Implementacio´n del modelo de gestio´n de memoria
o´ptima
Para obtener el rendimiento del modelo de gestio´n de memoria o´ptima hemos implemen-
tado un simulador, que tiene como datos de entrada la traza que describe el uso de la
memoria del programa que se quiere evaluar (ver figura 3.7), y que ofrece como resultado
el nu´mero de accesos al a´rea de swap inevitables.
traza del 
programa
simulador  
óptimo
accesos a disco 
inevitables 
Figura 3.7 Simulacio´n de la gestio´n o´ptima de memoria
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La traza de entrada debe contener para cada objeto creado por el programa el instante
de su creacio´n y su taman˜o, para poder simular en cada momento su situacio´n en el
espacio de direcciones. Adema´s, para poder simular el uso de la memoria virtual, la traza
debe describir todos los accesos a los objetos, es decir, el instante de cada referencia y,
para poder tratar con objetos que ocupan ma´s de una pa´gina, la posicio´n concreta del
objeto accedida. Por u´ltimo, para poder implementar el algoritmo de reemplazo o´ptimo,
la agrupacio´n de objetos en pa´ginas y la liberacio´n perfecta de memoria, la traza debe
contener tambie´n el instante de la pro´xima referencia de cada uno de los objetos.
Para poder generar una traza con esta informacio´n hemos tenido que modificar la JVM,
introduciendo en el tratamiento de los bytecodes de creacio´n y de acceso a objetos el co´digo
necesario para registrar los datos de la traza en un fichero de salida.
A continuacio´n describimos brevemente estas modificaciones, as´ı como la implementacio´n
del simulador.
Adquisicio´n de datos sobre el comportamiento de los
programas
La informacio´n que necesita el simulador de gestio´n o´ptima de memoria esta´ asociada a
la creacio´n de nuevos objetos y a todos los accesos a objetos.
Para cada bytecode de creacio´n de objetos (listados en la tabla 3.3) registramos en el
fichero de trazas los datos que describen esta operacio´n. Es decir:
Cabecera del objeto, que permitira´ identificar al objeto durante toda la simulacio´n.
Direccio´n inicial asignada, que permitira´ localizar al objeto en el espacio de direccio-
nes.
Taman˜o del objeto, para usar en el algoritmo de asignacio´n de memoria, es decir, du-
rante la creacio´n y en cada cambio de situacio´n del objeto en el espacio de direcciones.
Instante de su pro´xima referencia, para simular el algoritmo de asignacio´n de memoria,
los intercambios con el a´rea de swap y la liberacio´n de memoria.
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Bytecode Descripcio´n
new Creacio´n de objeto
newarray Creacio´n de array de escalares
anewarray Creacio´n de array de referencias
multianewarray Creacio´n de array multidimensional
Tabla 3.3 Bytecodes de creacio´n de objetos
En cuanto a los bytecodes de acceso (ver tabla 3.4), necesitamos registrar la siguiente
informacio´n:
Cabecera del objeto, que lo identifica durante la simulacio´n.
Posicio´n accedida, para determinar la pa´gina de memoria involucrada en el acceso,
necesario si el objeto ocupa varias pa´ginas.
Instante de su pro´xima referencia, necesario para simular la asignacio´n de memoria,
los intercambios con el a´rea de swap y la liberacio´n de memoria.
Bytecode Descripcio´n
iload/istore Lectura/escritura sobre escalares
lload/lstore
fload/fstore
dload/dstore
aload/astore
iaload/iastore Lectura/escritura sobre arrays
laload/lastore
faload/fastore
daload/dastore
aaload/aastore
baload/bastore
caload/castore
saload/sastore
getfield/putfield Lectura/escritura sobre campos de objeto
Tabla 3.4 Bytecodes de acceso a objetos
La figura 3.8 contiene el pseudoco´digo que describe el co´digo que hemos an˜adido a la JVM
para generar la traza con el uso de la memoria del programa. Ba´sicamente, registramos
en un fichero una l´ınea con los datos de cada nueva creacio´n o nuevo acceso, indicando
el tipo de l´ınea mediante el bytecode. Para registrar el campo que contiene la siguiente
referencia al objeto, mantenemos siempre cua´l ha sido su u´ltimo acceso registrado. De
esta manera, dado un acceso podemos retroceder en el fichero hasta la l´ınea del acceso
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previo, actualizar su campo de siguiente referencia para que sea el acceso actual, y marcar
el acceso actual como u´ltimo acceso al objeto.
if (generacion trazas activada) {
registrar(codigo operacion);
registrar(objeto.cabecera);
if (codigo operacion == creacion) {
registrar(objeto.direccion inicial);
registrar(objeto.tam objeto);
marcar esta como ultima referencia(objeto);
}
else {
registrar(desplazamiento acceso);
marcar esta como ultima referencia(objeto);
acceso previo=buscar acceso previo(objeto);
accceso previo.proximo acceso = instante actual
}
}
Figura 3.8 Algoritmo para generar las trazas
Hay que tener en cuenta que los programas de prueba tienen un alto consumo de me-
moria y millones de referencias a objetos. Esto significa que guardar una l´ınea para cada
acceso implicar´ıa una traza de gran taman˜o, lo que dificultar´ıa y ralentizar´ıa su procesado
posterior, adema´s de hacer necesaria una gran cantidad de espacio de disco disponible.
Por este motivo, durante el registro de la traza, hemos filtrado informacio´n que no aporta
datos relevantes para la simulacio´n (ver figura 3.9).
El filtro que hemos implementado afecta u´nicamente a la informacio´n sobre los accesos a
objetos, y consiste en eliminar referencias consecutivas a un objeto que no influyen sobre
las decisiones de gestio´n. En particular hemos adoptado el siguiente criterio: si dado un
conjunto de referencias consecutivas a un objeto, la cantidad de memoria cargada entre la
primera de ellas y la u´ltima es menor que la cantidad de memoria de la ma´quina, entonces
las referencias intermedias no son registradas en el fichero de trazas.
A continuacio´n demostramos intuitivamente que eliminar estas referencias del fichero de
trazas no modifica el resultado del simulador de memoria o´ptima.
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Figura 3.9 Esquema de la generacio´n de trazas
Consideremos la siguiente secuencia de referencias de un programa:
Ref = {O1,
L
︷ ︸︸ ︷
Xi, · · · , O2, · · · , Yj, O3, · · · , Zk
︸ ︷︷ ︸
N
, O4} donde L < M < N
Siendo O1, O2, O3 y O4 cuatro accesos consecutivos al objeto O y M la cantidad de
memoria f´ısica de la ma´quina. Suponiendo que la cantidad de memoria necesaria para
satisfacer las referencias entre O1 y O3 es L, y N es la cantidad de memoria implicada
entre O1 y O4.
Despue´s de la referencia O1 el objeto O pasa a estar cargado en memoria f´ısica. La
referencia O2 sera´ relevante para el resultado de la simulacio´n si es la responsable de que
el objeto permanezca en memoria hasta que ocurra la referencia O3. Es decir, si eliminar
la referencia O2 del fichero de trazas puede hacer que la simulacio´n del algoritmo de
reemplazo seleccione a O como objeto v´ıctima entre las referencias O1 y O3. Pero esto so´lo
podr´ıa ocurrir si a partir de O1 todos los objetos cargados en memoria son referenciados
antes de que ocurra O3. Sin embargo, partiendo de la base de que la cantidad de memoria
cargada entre O1 y O3 es menor que la cantidad de memoria f´ısica, si la memoria esta´ llena
seguro que hay objetos cargados que no se han referenciado entre O1 y O3, y por lo
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tanto son los candidatos a ser expulsados de memoria en este intervalo de referencias,
independientemente de la presencia o no de O2 en la traza.
Sin embargo, si filtramos tambie´n el acceso O3, los dos accesos consecutivos a O pasan a
ser O1 y O4. Entre estos dos accesos se esta´ utilizando ma´s memoria (N) que la memo-
ria f´ısica del sistema, y ya no es posible asegurar que el comportamiento del simulador
sea equivalente al que tendr´ıa en caso de disponer tambie´n de la informacio´n sobre O3.
Esta equivalencia depende de la cadena concreta de referencias y de las cantidades de
memoria involucradas y, por lo tanto, la decisio´n de filtrarlo requiere un ana´lisis de cada
situacio´n particular. Para simplificar el algoritmo de filtrado y evitar hacer este ana´lisis
para cada situacio´n hemos adoptado la opcio´n conservadora de grabar siempre este tipo
de referencias.
Es decir, dado un conjunto de referencias que involucren tantas pa´ginas diferentes como
memoria f´ısica haya en el sistema, para cada uno de los objetos guardamos el primer y el
u´ltimo acceso que se hace a ese objeto dentro de ese conjunto.
Ref = {
M
︷ ︸︸ ︷
O1, Xi, · · · , O2, · · · , O3, Yj, · · · ,Wl, · · · , Zk, O4} registramos O1, O3 y O4
Aunque con este algoritmo es posible que conservemos algunos accesos no relevantes para
la simulacio´n, el porcentaje de filtrado que hemos obtenido es suficiente para hacer de las
trazas una informacio´n fa´cilmente manipulable.
Implementacio´n del simulador
El simulador que hemos implementado recibe como para´metro el fichero de trazas que
describe el comportamiento de los programas, y la cantidad de memoria f´ısica libre. Como
resultado devuelve el nu´mero de fallos de pa´gina que requieren acceso a disco y que son
inevitables.
En la figura 3.10 mostramos el pseudoco´digo del simulador.
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if (!objeto.presente) {
tam necesario = objeto.tam objeto;
if (tam necesario > memoria libre) {
memoria libre += liberar objetos inactivos();
while (tam necesario > memoria libre) {
objeto victima = seleccionar objeto presente referenciado mas tarde();
objeto victima.presente=FALSO;
memoria libre+=objeto victima.tam objeto;
}
}
if (! primer acceso(objeto))
fallos de pagina hard += (tam necesario/TAM PAGINA);
objeto.presente = CIERTO;
memoria libre-= objeto.tam objeto;
}
actualizar informacion sobre proxima referencia()
if (ultima referencia(objeto))
objeto.inactivo = CIERTO;
Figura 3.10 Simulador para la gestio´n de memoria o´ptima
Mientras haya memoria f´ısica disponible, se simula la carga de pa´ginas a medida que se
referencian. Cuando la memoria libre no es suficiente para satisfacer una carga, entonces
primero se libera la memoria ocupada por objetos no necesarios (aquellos para los que
ya se ha tratado su u´ltimo acceso). De esta manera simulamos la liberacio´n perfecta de
objetos.
Si con la memoria obtenida por esta liberacio´n no es suficiente, entonces se continu´a con la
liberacio´n de memoria mediante la simulacio´n del algoritmo de reemplazo, hasta obtener
la suficiente memoria libre. Este algoritmo de reemplazo libera la memoria ocupada por
aquellos objetos que tardara´n ma´s tiempo en ser referenciados. De esta manera se simula el
reemplazo de memoria o´ptimo y el movimiento de los objetos en el espacio de direcciones
para agrupar en las pa´ginas v´ıctimas los que tardara´n ma´s tiempo en ser necesarios.
En el momento de cargar un objeto, si no es la primera referencia al objeto se debe
actualizar el contador de fallos de pa´gina. Para simular la carga conjunta de objetos
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utilizados al mismo tiempo, incrementamos ese contador con la fraccio´n de pa´gina ocupada
por el objeto cargado.
3.3.3 Evaluacio´n del rendimiento de la gestio´n o´ptima de
memoria
En la figura 3.11 comparamos los resultados de la ejecucio´n real de los programas con los
resultados que hemos obtenido de la simulacio´n sobre el sistema de gestio´n de memoria
o´ptimo. Como ya hemos dicho, medimos el rendimiento de ambos sistemas mediante los
fallos de pa´gina provocados por los accesos a la zona de objetos.
En las gra´ficas presentamos los resultados para los diferentes taman˜os de memoria que
hemos considerado durante toda la evaluacio´n, aunque los taman˜os relevantes para esta
simulacio´n son los que hacen necesaria la utilizacio´n de la memoria virtual. Se puede ver
que en estos casos, para todos los programas de prueba, el rendimiento de la ejecucio´n
real esta´ muy lejos de acercarse al rendimiento o´ptimo.
Este resultado hace que tenga sentido plantearse la bu´squeda de alternativas de gestio´n
que mejoren el rendimiento de la memoria ya que, aunque el rendimiento de la gestio´n
o´ptima es inalcanzable, el margen existente para la mejora es considerable.
3.4 EVALUACIO´N DEL TIPO DE OBJETOS
Para completar la evaluacio´n del uso de la memoria que hacen los programas Java y
determinar las posibles mejoras que se pueden introducir en su gestio´n, hemos analizado
los objetos que estos programas crean durante su ejecucio´n.
Adema´s, este ana´lisis nos va a permitir determinar si la pol´ıtica de asignacio´n de memoria
utilizada por la JVM esta´ influyendo de alguna manera en el rendimiento de los programas.
Aunque en las secciones 3.2.5 y 3.2.6 hemos visto que, para cuatro de los cinco programas
evaluados, la ejecucio´n del co´digo de gestio´n de la JVM apenas influye en el rendimiento de
la memoria virtual, los resultados obtenidos no nos permiten descartar que las decisiones
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Figura 3.11 Ejecucio´n real vs. gestio´n o´ptima
sobre la situacio´n de los objetos en el heap no este´n penalizando el rendimiento del sistema
de memoria.
El primer paso para este ana´lisis es saber que´ tipo de objetos crean estos programas, cua´l
es su taman˜o, y que´ uso se hace de ellos. Esto permite decidir si es posible obtener una
agrupacio´n diferente de los objetos en pa´ginas que sea ma´s favorable al rendimiento de la
memoria virtual.
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Esta informacio´n se puede obtener generando una traza durante la ejecucio´n de los pro-
gramas, que registre todas las creaciones de objetos que hace el programa. Para cada
nueva reserva guardamos en el fichero de traza el objeto implicado, su direccio´n inicial,
su tipo y su taman˜o. De esta manera, se puede analizar la distribucio´n de objetos en el
heap y co´mo va evolucionando durante la ejecucio´n.
Con la informacio´n de esta traza hemos clasificado a los objetos en funcio´n de su taman˜o,
considerando tres posibles grupos. El primer grupo es el de los objetos cuyo taman˜o es
menor que 4Kb (el taman˜o de una pa´gina de memoria en el procesador sobre el que
trabajamos). El segundo grupo es el de los objetos cuyo taman˜o es menor que 64Kb (16
pa´ginas). Y el tercer grupo es el de los objetos mayores de 64Kb.
En la figura 3.12.a mostramos la cantidad de objetos de cada grupo que los programas
reservan y en la figura 3.12.b, mostramos la cantidad de memoria ocupada por cada uno
de los grupos de objetos. So´lo mostramos los resultados para los programas de prueba
que necesitan poca participacio´n de las tareas de gestio´n de la JVM.
Se puede observar que los programas de prueba reservan pocos objetos mayores de 64Kb:
uno en los casos de HeapSort y FFT, tres en el caso de Crypt y cinco para Sparse.
Sin embargo, pra´cticamente el 100% de la zona de objetos esta´ ocupada por este tipo de
objetos para los cuatro programas de prueba. Esto significa que los objetos implicados
en el uso de la memoria virtual ocupan ma´s de una pa´gina y, por lo tanto, la decisio´n
sobre co´mo agrupar objetos en pa´ginas no les afecta. Es decir, la pol´ıtica de situacio´n de
objetos en el heap tampoco esta´ influyendo en el rendimiento de la memoria virtual.
Un posible camino para mejorar el rendimiento de la memoria en estos programas es
aplicar la te´cnica de prefetch en los accesos a estos objetos de grandes dimensiones. Para
que esta te´cnica sea efectiva, es necesario anticipar las pro´ximas referencias a memoria,
para cargar esas pa´ginas con antelacio´n y de forma solapada con el ca´lculo y, de esta
manera reducir el nu´mero de fallos de pa´gina de los programas.
La informacio´n de la traza que hemos generado indica que estos objetos de grandes di-
mensiones son de tipo array y los trabajos previos nos dicen que este tipo de objetos se
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Figura 3.12 Clasificacio´n de objetos por taman˜o
suelen utilizar con un patro´n de acceso regular y, por lo tanto, predecible [GG97], lo que
facilita la implementacio´n de un prefetch efectivo.
Un ana´lisis ma´s detallado del uso que los programas de prueba hacen de los objetos nos ha
mostrado que, la mayor parte de las instrucciones que acceden a los vectores de grandes
dimensiones lo hacen mediante un patro´n regular. La tabla 3.5 resume el tipo de acceso
que se utiliza en cada uno de los programas y a continuacio´n lo describimos brevemente.
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HeapSort SizeC: este programa utiliza un u´nico vector de grandes dimensiones. Se
trata del array que recibe como datos de entrada que tiene 25.000.000 enteros, es decir,
ocupa 95,37Mb. De los accesos que este programa hace sobre el vector de entrada,
la mayor parte son aleatorios y dependen del contenido del vector. Unicamente dos
de las instrucciones utilizan un patro´n predecible, basado en una separacio´n entre
accesos consecutivos (stride) de valor -1. Hay que decir que el nu´mero de veces que se
ejecutan estas dos instrucciones hace que su influencia sobre el comportamiento del
programa se pueda ignorar.
Sparse SizeC: este programa trabaja sobre 5 arrays de grandes dimensiones. Dos
de ellos se recorren de forma aleatoria, y son la matriz dispersa que se utiliza como
entrada y el vector resultado de la multiplicacio´n. Ambos arrays tienen 500.000 dou-
bles (ocupan 3,81Mb cada uno) y la posicio´n a la que se accede en cada momento
viene determinada por el contenido de otros dos vectores. Estos vectores de ı´ndices se
recorren de forma secuencial y tienen 2.500.000 elementos de tipo entero (cada uno
ocupa 9,53Mb). El quinto array es el que se utiliza para almacenar el vector denso
que se multiplica con la matriz dispersa. Este vector tiene 2.500.000 doubles (ocupa
19,07Mb) y se recorre de forma secuencial.
FFT SizeA: el u´nico vector de grandes dimensiones que utiliza este programa es el
que recibe como entrada. Este vector tiene 4194304 doubles (32Mb), que codifican los
nu´meros complejos sobre los que trabaja el programa. Este programa utiliza un patro´n
regular para acceder al vector, y los accesos se hacen desde instrucciones que forman
parte de bucles anidados (hasta tres niveles de anidacio´n como ma´ximo). El stride
utilizado por cada instruccio´n en el acceso al vector depende del bucle anidado al que
afecte el cambio de iteracio´n. Es decir, las instrucciones que se utilizan como parte de
tres bucles anidados, pueden utilizar tres niveles diferentes de stride: uno para cada
cambio de iteracio´n del bucle ma´s interno, otro diferente cuando el cambio de iteracio´n
afecta adema´s al segundo bucle, y el tercer stride cuando se cambia la iteracio´n del
bucle exterior. Adema´s, para algunas de las instrucciones de este programa, el stride
utilizado en el bucle ma´s interno depende de la iteracio´n de los bucles externos que
se este´ ejecutando. Es decir, algunos de los strides utilizados son dina´micos.
Crypt SizeC: este programa, adema´s del vector de entrada, utiliza otros dos vecto-
res donde almacena el resultado de encriptar los datos de entrada y el resultado de
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desencriptarlo. Cada vector tiene 50.000.000 elementos de tipo byte (en total suman
143,05Mb) y los tres se recorren de forma secuencial.
Programas Nu´mero de arrays Memoria ocupada Tipo de acceso
HeapSort SizeC 1 95,37Mb Strided y aleatorio
Sparse SizeC 2 7,62Mb Aleatorio
3 38,13Mb Secuencial
FFT SizeA 1 32Mb Strided dina´mico (3 niveles)
Crypt SizeC 3 143,05Mb Secuencial
Tabla 3.5 Uso de los arrays de grandes dimensiones
Por lo tanto, dotar al entorno de ejecucio´n de un prefetch de memoria que aproveche
la predictibilidad de los accesos strided sobre los arrays para cargar con antelacio´n sus
pa´ginas, parece una alternativa viable para mejorar el rendimiento de la memoria virtual
de estos programas Java.
3.5 OPORTUNIDADES DE MEJORA
En este cap´ıtulo hemos presentado una evaluacio´n completa y novedosa en el entorno de
ejecucio´n de Java, del rendimiento del sistema de memoria. En esta evaluacio´n hemos
obtenido la penalizacio´n que involucra el uso de la memoria virtual en los programas de
computacio´n de altas prestaciones escritos en Java, distinguiendo entre la penalizacio´n
debida al co´digo del programa y su patro´n de acceso de la debida al co´digo de gestio´n
necesario en el entorno de ejecucio´n de Java.
Hay que decir que, aunque esta evaluacio´n la hemos llevado a cabo sobre la versio´n de la
JVM basada en la interpretacio´n, las conclusiones que hemos extra´ıdo son independientes
del modelo de ejecucio´n que se utilice, ya que este modelo no afecta a las caracter´ısticas
de los objetos que han determinado las conclusiones de la evaluacio´n.
Las principales conclusiones que hemos extra´ıdo de la evaluacio´n son:
La memoria virtual influye de forma significativa en el rendimiento de los programas
cuando e´stos trabajan sobre un conjunto de datos mayor que la memoria disponible.
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La zona del espacio de direcciones que ma´s influye en la pe´rdida de rendimiento es la
zona que contiene los objetos.
Existen programas de ca´lculo nume´rico que se ejecutan sin apenas participacio´n del
co´digo de gestio´n de la JVM que manipula el espacio de direcciones, y que so´lo deben
la penalizacio´n a la ejecucio´n de su propio co´digo. Para este tipo de programas, no
existen trabajos previos sobre co´mo mejorar su rendimiento, ya que todos los trabajos
hechos sobre la gestio´n de memoria en Java se han centrado en optimizar las tareas
de gestio´n que implementa la JVM (ver cap´ıtulo 7).
El rendimiento de los programas evaluados esta´ muy lejos del rendimiento o´ptimo que
se obtendr´ıa con la ejecucio´n sobre un sistema de memoria perfecto. Por lo tanto, el
amplio margen de mejora invita a trabajar en posibles optimizaciones para el sistema
de gestio´n de memoria en Java.
Estos programas ocupan la mayor parte del espacio de direcciones con pocos objetos de
gran taman˜o y reservados al inicio de la ejecucio´n. Por lo tanto no es viable optimizar
el rendimiento de la memoria virtual mejorando las te´cnicas de gestio´n del espacio de
direcciones, que apenas esta´n influyendo. Adema´s, estos objetos grandes son de tipo
array que t´ıpicamente tienen un patro´n de accesos predecible.
Por todo ello, en este trabajo proponemos mejorar el rendimiento del sistema de memoria
dotando al entorno de ejecucio´n de Java de un mecanismo de prefetch de pa´ginas, que
aproveche las caracter´ısticas propias del entorno de ejecucio´n para adaptar sus decisiones
al comportamiento de los programas, y sea capaz de cargar, anticipadamente y de forma
solapada con el tiempo de ca´lculo, las pa´ginas que el programa accede.
4
MEJORA DEL RENDIMIENTO DE LOS
PROGRAMAS JAVA MEDIANTE EL
PREFETCH DE MEMORIA
En el cap´ıtulo 3 hemos visto que implementar una pol´ıtica de prefetch efectiva en el
entorno de ejecucio´n de Java puede mejorar el rendimiento de los programas de ca´lculo
cient´ıfico.
Esto nos ha llevado a seleccionar esta pol´ıtica como caso pra´ctico para evaluar nuestra
propuesta. Por este motivo, hemos disen˜ado e implementado, dentro del entorno de eje-
cucio´n de Java, una pol´ıtica de prefetch que, utilizando las caracter´ısticas propias del
entorno, adapta sus decisiones al comportamiento de los programas.
Antes de disen˜ar el mecanismo de prefetch es necesario analizar las tareas involucradas
en el prefetch y cua´les son los requerimientos impuestos por el entorno de ejecucio´n para
que estas tareas sean efectivas.
Tambie´n es necesario analizar las facilidades que ofrece cada componente del entorno de
ejecucio´n para desarrollar cada una de las tareas de prefetch. De esta manera, se puede
asignar cada una de ellas al componente ma´s adecuado para cumplir sus requerimientos.
Adema´s, partimos de la base de que, ante varias estrategias que ofrezcan un rendimiento
equivalente, el me´todo ideal es el que exija menos modificaciones sobre el entorno de
trabajo, ya que esto facilita la utilizacio´n de este mecanismo en diferentes plataformas.
En este cap´ıtulo presentamos este ana´lisis previo. Vemos co´mo el entorno de ejecucio´n
de Java ofrece una oportunidad en la asignacio´n de tareas, que no existe en los entornos
de ejecucio´n basados en compilacio´n, y que permite adaptar las decisiones de gestio´n al
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comportamiento de los programas, de una forma eficiente y totalmente transparente al
usuario y al programador.
Por u´ltimo, presentamos una visio´n general de la propuesta de prefetch, que desarrollare-
mos en profundidad en los siguientes cap´ıtulos.
4.1 TAREAS Y REQUERIMIENTOS PARA UN
PREFETCH EFECTIVO
El objetivo de las te´cnicas de prefetch de pa´ginas es mejorar el rendimiento del sistema
de memoria reduciendo el nu´mero de fallos de pa´gina provocados por los programas y, de
esta manera, reduciendo el tiempo de bloqueo implicado en la carga en memoria f´ısica de
las direcciones referenciadas mientras estaban almacenadas en el a´rea de swap.
Estas te´cnicas se basan en determinar con anticipacio´n las referencias a memoria que hacen
los programas para iniciar su carga antes de que se efectu´en, si es que se encuentran en el
a´rea de swap, y realizarla en paralelo con la ejecucio´n del co´digo del programa. Si cuando
el programa accede a las direcciones involucradas en el prefetch, e´stas ya esta´n cargadas
en memoria f´ısica, se consigue solapar por completo el tiempo de ca´lculo con el tiempo
de carga, con la potencial mejora que ese solapamiento puede tener en el tiempo total de
ejecucio´n.
As´ı pues, el prefetch de memoria se puede dividir en dos grandes tareas. La primera tarea
consiste en seleccionar las pa´ginas que se deben cargar con antelacio´n; la segunda en
cargar las pa´ginas seleccionadas de forma as´ıncrona con la ejecucio´n del programa, para
que el solapamiento de carga y ca´lculo sea real.
El primer requisito para que una pol´ıtica de prefetch sea efectiva es que la seleccio´n de
pa´ginas sea acertada y consiga anticipar las pro´ximas referencias a memoria. Esto es
necesario no so´lo para poder solapar el mayor nu´mero de cargas posibles sino, tambie´n,
para evitar sobrecargar el sistema con lecturas de disco erro´neas. Hay que tener en cuenta
que, las cargas erro´neas de pa´ginas pueden ser las responsables de expulsar al a´rea de
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swap pa´ginas que s´ı son necesarias para el programa. Esto significa que estos errores
en la seleccio´n, no so´lo penalizan el rendimiento por la lectura de disco de las selecciones
equivocadas sino que, adema´s, pueden ser los responsables de aumentar, innecesariamente,
el nu´mero de intercambios con el a´rea de swap realizados para satisfacer las referencias
del programa.
La precisio´n de esta seleccio´n depende de la cantidad de informacio´n disponible sobre
el comportamiento dina´mico de los programas. Para poder automatizar la seleccio´n de
pa´ginas de prefetch es necesario obtener un patro´n con los accesos a memoria realizados
por el programa, que se puede aplicar para predecir los accesos futuros. Cua´nta ma´s
informacio´n se tenga sobre estos accesos, ma´s preciso podra´ ser el patro´n generado y,
consecuentemente, ma´s precisas sera´n las predicciones efectuadas.
Para que el prefetch sea efectivo no es suficiente con detectar las pro´ximas referencias a
memoria, tambie´n es necesario solicitar su carga con la antelacio´n adecuada (distancia
de prefetch). Esta distancia se debe tener en cuenta durante la seleccio´n de pa´ginas de
prefetch y tiene que ser la suficiente para completar la carga antes de que el programa
referencie esa pa´gina. Pero este no es el u´nico condicionante ya que, adema´s, es necesario
evitar que la pa´gina precargada sea expulsada de memoria antes de ser utilizada, situacio´n
que podr´ıa darse si se utilizara una distancia de prefetch demasiado alta.
Para poder determinar el valor adecuado de la distancia de prefetch es necesario, una vez
ma´s, conocer el comportamiento del programa (co´digo ejecutado antes de la referencia).
Sin embargo, este no es el u´nico factor que influye en este para´metro. Tambie´n hay que
tener en cuenta las caracter´ısticas del sistema, tanto del hardware como del software, y las
condiciones de ejecucio´n. As´ı, por ejemplo, influye la velocidad del procesador, el tiempo
necesario para acceder a disco, las pol´ıticas de planificacio´n de recursos implementadas
por el SO, la cantidad de procesos en ejecucio´n y su comportamiento, etc.
En cuanto a la carga de pa´ginas, es necesario disponer de un mecanismo as´ıncrono, que
permita solicitar la carga de memoria y que el programa continu´e en paralelo con su
ejecucio´n, sin esperar a que esta carga concluya. La carga de memoria requiere acceder
al disco y a memoria f´ısica y, como todo acceso al hardware, es primordial que respete
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la fiabilidad del sistema, y que no arriesgue la correcta ejecucio´n del resto de programas
de la ma´quina. Adema´s, este mecanismo tambie´n debe detectar si las condiciones de
ejecucio´n son las adecuadas para efectuar la carga anticipada o si, por el contrario, el
sistema esta´ tan sobrecargado que hacerlo perjudicar´ıa al rendimiento de los programas
y, por lo tanto, es mejor desestimar el prefetch.
Otro aspecto a tener en cuenta en la implementacio´n del prefetch, es que su ejecucio´n
debe ser eficiente, de manera que no oculte los beneficios de la carga solapada. Para ello,
adema´s de implementar las tareas de prefetch mediante un co´digo eficiente, es importante
aplicar optimizaciones como, por ejemplo, desactivar el prefetch para aquellos casos en
los que no se puede anticipar las pro´ximas referencias a memoria, o evitar la solicitud de
carga para aquellas pa´ginas que ya esta´n presentes en memoria.
En el caso de las aplicaciones Java existe un requerimiento adicional, que no aparece en
los entornos de ejecucio´n basados en la compilacio´n. Este requerimiento es garantizar la
portabilidad de los programas, ya que e´stos deben poder ejecutarse en cualquier ma´quina
sin tan siquiera ser compilados de nuevo. Por lo tanto, an˜adir prefetch al entorno de eje-
cucio´n debe respetar este paradigma. En este sentido, hay que recordar que la eficacia del
prefetch depende de la ma´quina sobre la que se ejecuta y de las condiciones de ejecucio´n.
Por lo tanto, es deseable que esta te´cnica pueda auto configurarse en tiempo de ejecucio´n,
adapta´ndose a las caracter´ısticas del momento.
Teniendo claras las tareas de prefetch y los requerimientos para que estas tareas sean
eficaces, el siguiente paso consiste en determinar que´ componente del entorno de ejecucio´n
es el ma´s adecuado para cumplir los requerimientos de cada tarea. En las secciones 4.2
y 4.3 presentamos esta discusio´n para cada una de las grandes tareas involucradas en el
prefetch: seleccio´n de pa´ginas y lectura anticipada.
4.2 SELECCIO´N DE PA´GINAS DE PREFETCH
La tarea de seleccionar las pa´ginas para el prefetch requiere un profundo conocimiento
sobre los accesos a memoria que hacen los programas.
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La informacio´n sobre que´ direcciones de memoria accede el programa permite generar un
patro´n de accesos que se puede utilizar para predecir los accesos futuros del programa.
Cuanta mayor sea la granularidad de esta informacio´n mayor precisio´n tendra´ el patro´n
generado y, por lo tanto, ma´s precisas sera´n las predicciones obtenidas a partir de esta
prediccio´n.
Pero si, adema´s de las direcciones involucradas en los accesos, se tiene una informacio´n
completa sobre estos accesos (objeto almacenado en la direccio´n, caracter´ısticas del obje-
to e instruccio´n que efectu´a el acceso), entonces es posible mantener patrones de acceso
independientes en funcio´n de las caracter´ısticas de cada instruccio´n y de cada objeto, me-
jorando au´n ma´s la precisio´n de estos patrones y simplificando su generacio´n automa´tica.
Con esta caracterizacio´n completa, es posible, por ejemplo, tratar de una forma muy
simple con instrucciones que utilizan patrones de acceso muy diferentes. Por ejemplo,
un programa puede tener instrucciones cuyos accesos son aleatorios y, por lo tanto, no
siguen un patro´n regular y predecible, mientras que otras instrucciones pueden utilizar un
patro´n totalmente predecible (en la tabla 3.5 del cap´ıtulo 3 podemos ver que los programas
HeapSort y Sparse tienen este comportamiento). En esta situacio´n, generar un patro´n
global es complicado, ya que los accesos aleatorios introducen ruido dif´ıcil de aislar. Sin
embargo, distinguiendo la instruccio´n que efectu´a cada acceso, es posible detectar y aislar
los accesos aleatorios del resto de instrucciones, de manera que so´lo esa funcio´n sea tratada
como impredecible.
Es ma´s, tambie´n es posible utilizar funciones de prediccio´n espec´ıficas para cada tipo de
acceso que tengan en cuenta sus caracter´ısticas. En particular, esto facilita la optimizacio´n
de evitar ejecutar el co´digo de prefetch para aquellas instrucciones que no siguen un patro´n
de accesos regular ya que, una vez detectada la situacio´n, se les puede asociar funciones
de prefetch nulas, lo cual permite desactivar el prefetch u´nicamente para las instrucciones
que no se pueden beneficiar de su ejecucio´n.
Por lo tanto, la automatizacio´n de la seleccio´n de pa´ginas de prefetch se debe incluir en el
componente del entorno de ejecucio´n que tenga ma´s informacio´n sobre las caracter´ısticas
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de los accesos de los programas, ya que, cuanto ma´s completa sea la caracterizacio´n de
estos accesos, ma´s simple y efectiva podra´ ser la tarea.
4.2.1 Limitaciones del SO para la seleccio´n de pa´ginas
La u´nica informacio´n que tiene el SO sobre los accesos a memoria de los programas es la
proporcionada por la excepcio´n de fallo de pa´gina. Esto significa que, de todos los accesos
que hace un programa, so´lo sera´ informado sobre los que se refieren a pa´ginas que en el
momento del acceso no estaban presentes en memoria f´ısica. Esta limitacio´n, reduce la
cantidad de datos que el SO puede utilizar para generar los patrones de acceso. Hay que
destacar que hacer un trap al sistema para cada acceso del programa tendr´ıa un coste
inaceptable que, en ningu´n caso, podr´ıa ser compensado por los beneficios del prefetch.
Adema´s, para poder caracterizar estos accesos, el SO so´lo dispone de la informacio´n que e´l
mantiene sobre el espacio de direcciones de los programas y la informacio´n proporcionada
por el hardware durante la excepcio´n de fallo de pa´gina.
La u´nica informacio´n que tiene el SO sobre el espacio de direcciones de los programas es
la que describe que´ regiones son va´lidas y que´ permisos de acceso tiene cada una de ellas,
pero no conoce las caracter´ısticas del contenido de cada regio´n, ya que es algo decidido
en el nivel de usuario de forma transparente al SO.
Por otro lado, la informacio´n proporcionada por el hardware ante un fallo de pa´gina es
u´nicamente la necesaria para resolver dicha excepcio´n. Es decir, identificador del proce-
so (para localizar la informacio´n sobre su espacio de direcciones), direccio´n accedida al
provocar el fallo de pa´gina (para poder resolver el fallo determinando si el acceso es co-
rrecto y, en ese caso, cargando en memoria la pa´gina accedida), y direccio´n que ocupa
la instruccio´n que ha provocado el fallo (para reanudarla, si el SO resuelve con e´xito la
excepcio´n).
Es decir, ante un fallo de pa´gina el SO no puede determinar ni el tipo de instruccio´n que
se estaba ejecutando, ni el objeto sobre el que estaba accediendo ni las caracter´ısticas del
objeto. Con esta escasez de informacio´n sobre el comportamiento previo del programa es
Mejora del rendimiento de los programas Java mediante el prefetch de memoria 73
complicado determinar su patro´n de accesos y, por lo tanto, anticipar cua´les sera´n sus
pro´ximas referencias a memoria.
Por este motivo, las u´nicas pol´ıticas de prefetch implementadas dentro de los SO han sido
pol´ıticas sencillas y gene´ricas, que intentan favorecer comportamientos habituales en los
programas (como por ejemplo el acceso secuencial).
4.2.2 Limitaciones del compilador para la seleccio´n de
pa´ginas
El compilador, desde el nivel de usuario, puede extraer ma´s informacio´n sobre los accesos
a memoria de los programas que la disponible en el nivel de sistema.
A la hora de traducir el co´digo fuente, el compilador puede analizar el co´digo y sus accesos
a memoria para determinar que´ patro´n siguen y an˜adir en el ejecutable generado las
operaciones necesarias para seleccionar las pa´ginas que se quieren cargar con antelacio´n.
Sin embargo, hay que tener en cuenta que este ana´lisis so´lo puede ser esta´tico y, por
lo tanto, carece de cualquier dato dependiente de la ejecucio´n como, por ejemplo, el
comportamiento dependiente del valor de los para´metros de la ejecucio´n.
En tiempo de compilacio´n se desconocen tambie´n las caracter´ısticas de la ma´quina sobre la
que se va a ejecutar el programa y las condiciones de ejecucio´n que habra´ en ese momento,
factores que influyen en la distancia de prefetch y, por tanto, tambie´n determinan la
seleccio´n de pa´ginas. Hay que tener en cuenta que una compilacio´n dependiente de la
plataforma f´ısica no respetar´ıa el paradigma de portabilidad de Java.
Una posibilidad para adaptar las decisiones tomadas por el compilador a las caracter´ısti-
cas de cada ejecucio´n ser´ıa implementar las operaciones de prefetch dentro de librer´ıas
dina´micas y mantener una versio´n diferente de estas librer´ıas para cada plataforma f´ısica
donde se quisiera ejecutar el programa. De esta manera, en tiempo de ejecucio´n, el co´digo
de prefetch podr´ıa acceder a la informacio´n sobre las condiciones de ejecucio´n para com-
pletar las decisiones de prefetch. Sin embargo, esta opcio´n tampoco es suficiente ya que
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implicar´ıa poder acceder al co´digo fuente en la fase de compilacio´n para enlazarlo con las
librer´ıas correspondientes. Es decir, esta te´cnica so´lo podr´ıan utilizarla aquellos usuarios
que tuvieran acceso al co´digo fuente de los programas, lo que, en general, no se puede
suponer que vaya a ocurrir.
4.2.3 Superacio´n de las limitaciones mediante la JVM
La JVM, como el compilador, tiene acceso a todo el co´digo y datos de los programas Java.
Esto se debe a que la JVM es la encargada de ejecutar cada instruccio´n del programa.
Por lo tanto, para cada una de ellas sabe si va a acceder a memoria, cua´l es el objeto
destino del acceso y cua´l es la posicio´n concreta del objeto. Adema´s, la JVM gestiona las
caracter´ısticas de todos los objetos, incluida la posicio´n que ocupan en memoria, y por
ello es capaz de determinar la direccio´n involucrada en el acceso.
Es decir, la JVM dispone de una informacio´n completa sobre todos los accesos, que le
permite realizar una caracterizacio´n detallada del comportamiento del programa. Esta
caracterizacio´n la puede utilizar para generar un patro´n minucioso sobre los accesos del
programa y para determinar las funciones de prediccio´n ma´s adecuadas.
Adema´s, toda esta informacio´n se obtiene en tiempo de ejecucio´n. Esto significa que, a
diferencia del compilador, la caracterizacio´n se realiza sobre el comportamiento dina´mico
de los programas.
Otra ventaja sobre la opcio´n de extraer esta informacio´n mediante el compilador, es que en
el caso de la JVM estos datos se obtienen de forma totalmente transparente al programador
de las aplicaciones y al usuario que las ejecuta, y so´lo necesita el co´digo generado por un
compilador esta´ndar. Es decir, ni siquiera es necesario disponer del co´digo fuente de los
programas para poder obtener esta informacio´n.
Por lo tanto, en el entorno de ejecucio´n de Java, la JVM es el componente que dispone
de ma´s informacio´n sobre el comportamiento de los programas, y eso la convierte en la
candidata ideal para contener el co´digo de seleccio´n de pa´ginas de prefetch.
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As´ı pues, nuestra propuesta consiste en modificar la JVM para que, para cada instruccio´n
de acceso a memoria, utilice la informacio´n sobre la referencia para actualizar el patro´n
de accesos del programa y, luego, aplique ese patro´n para seleccionar las pa´ginas que se
deben cargar con anticipacio´n.
Hay que destacar que, como el ana´lisis que hace la JVM es en tiempo de ejecucio´n, es
posible adaptar las decisiones de prefetch a las caracter´ısticas de la plataforma real de
ejecucio´n y de las condiciones de cada instante, sin comprometer la portabilidad de los
programas. Por lo tanto podra´ utilizar estas caracter´ısticas, por ejemplo, para determinar
el valor adecuado de la distancia de prefetch y aplicarlo en la seleccio´n de pa´ginas de
prefetch. Adema´s, tener acceso a esta informacio´n puede ser u´til de cara a optimizar la
ejecucio´n del co´digo de prefetch y, por ejemplo, evitar solicitar la carga anticipada de
aquellas pa´ginas seleccionadas que ya se encuentren presentes en memoria f´ısica.
Prediccio´n a nivel de instruccio´n
Como ya hemos dicho, conocer la instruccio´n y el objeto relacionados con cada acce-
so, permite una mayor granularidad en la prediccio´n, al poder tener patrones de acceso
independientes en funcio´n de las caracter´ısticas de las instrucciones y de los objetos.
Las ventajas de poder tener patrones independientes se ven claramente en el caso de los
accesos a objetos de tipo array. Normalmente los arrays se utilizan desde instrucciones
que forman parte de un bucle. Esto significa que cada una de estas instrucciones se ejecuta
varias veces (tantas como indique la variable de control del bucle) y que, por lo tanto, se
puede asociar un patro´n independiente al conjunto de accesos de todas sus ejecuciones. En
este caso, la granularidad de los patrones de acceso es ma´xima, obteniendo una prediccio´n
a nivel de instruccio´n y el consiguiente aumento de precisio´n en la seleccio´n de pa´ginas.
El ana´lisis que hemos efectuado sobre el comportamiento de los programas que se van
a beneficiar del prefetch, nos ha demostrado que los accesos que esta´n provocando los
fallos de pa´gina son los asociados a arrays de grandes dimensiones, que se realizan desde
instrucciones que forman parte de bucles (ver la seccio´n 3.2.1 y la seccio´n 3.4 del cap´ıtulo
3).
76 Cap´ıtulo 4
Por lo tanto, en este trabajo nos hemos centrado en intentar optimizar el acceso a este tipo
de objetos, y la solucio´n que hemos adoptado consiste en implementar la prediccio´n de
accesos futuros a nivel de instruccio´n. Es decir, para cada instruccio´n de acceso a arrays,
se intenta detectar el patro´n de accesos que sigue, para utilizarlo en la prediccio´n de los
accesos que realizara´ en sus pro´ximas ejecuciones.
Sin embargo, asociar un patro´n de accesos a cada instruccio´n puede no ser suficiente
porque este patro´n puede depender de las caracter´ısticas del objeto que se esta´ accediendo
y las instrucciones pueden acceder a varios objetos durante la ejecucio´n del programa.
Por ejemplo, consideremos el caso de una funcio´n de multiplicacio´n de matrices. Las
instrucciones que recorren las matrices seguira´n un patro´n con varios strides, donde el
valor de cada stride dependera´ del taman˜o de cada columna y de cada fila y, por lo tanto,
dependera´ de las caracter´ısticas de las matrices que reciba como para´metro.
Por lo tanto, la prediccio´n a nivel de instruccio´n deber´ıa considerar tambie´n los objetos
utilizados por cada una y la influencia que pueden tener sobre el patro´n de sus accesos.
Adema´s, para poder completar la seleccio´n de pa´ginas de prefetch, es necesario tener en
cuenta la distancia de prefetch. Es decir, adema´s de predecir las referencias a memoria
de las pro´ximas ejecuciones de una instruccio´n hay que determinar el instante apropiado
para solicitar su carga anticipada. Esto dependera´ del tiempo necesario para completar su
carga y del momento previsto para la ejecucio´n de las iteraciones de la instruccio´n que las
referencian. A su vez, estos tiempos vienen determinados por el co´digo del programa, las
caracter´ısticas de la plataforma de ejecucio´n y las condiciones presentes en la ejecucio´n.
Como la JVM conoce todo el co´digo del programa en ejecucio´n puede estimar fa´cilmente
el tiempo de ejecucio´n entre dos iteraciones de cada instruccio´n. En cuanto al resto de
factores, se pueden averiguar, o aproximar de forma bastante precisa, desde el nivel de
usuario. Sin embargo, para definir el me´todo para obtener este valor hay que tener muy
en cuenta su tiempo de ca´lculo, ya que es importante no ralentizar innecesariamente la
ejecucio´n del mecanismo de prefetch. Por este motivo, puede ser necesario substituir parte
de la informacio´n real sobre la ejecucio´n por heur´ısticas que la aproximen.
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Otro aspecto a considerar durante la seleccio´n de pa´ginas de prefetch es el estado de
las pa´ginas seleccionadas. Puede ser que algunas de estas pa´ginas seleccionadas ya este´n
presentes en memoria y no sea necesario solicitar su carga. Hay que evaluar el tiempo
involucrado en estas solicitudes y, si es relevante sobre el tiempo total, el mecanismo de
prefetch debera´ comprobar el estado de las pa´ginas antes de solicitar su carga y filtrar de
la seleccio´n aque´llas que ya este´n presentes en memoria.
Desde el nivel de usuario no se tiene acceso a la informacio´n sobre el estado de las pa´ginas.
Por lo tanto, para que la tarea de seleccio´n de pa´ginas pueda filtrar estas peticiones
innecesarias, es necesario dotarla de un me´todo para obtener esta informacio´n. Para ello
contamos con dos opciones. La primera es utilizar algu´n tipo de heur´ıstica que permita
aproximar el estado de las pa´ginas desde el nivel de usuario. La segunda opcio´n consiste
en modificar el SO para que exporte esta informacio´n. Para tomar esta decisio´n, hay que
comparar, por una parte, el nu´mero de solicitudes innecesarias que se evitan con ambos
me´todos y, por otra parte, el tiempo necesario para aplicar el filtro en los dos casos ya
que, para que esta optimizacio´n tenga sentido, es necesario que el me´todo utilizado tenga
una sobrecarga menor que el de solicitar pa´ginas para prefetch.
4.3 CARGA ASI´NCRONA Y ANTICIPADA
En cuanto a la tarea de cargar en memoria las pa´ginas seleccionadas, como cualquier
acceso al hardware, tiene el requerimiento primordial de respetar la fiabilidad del sistema.
Por este motivo, la solucio´n ma´s adecuada es que se lleve a cabo desde el nivel sistema.
El otro aspecto relacionado con la carga es co´mo solicitar desde el nivel usuario que el SO
inicie la carga de las pa´ginas seleccionadas.
La carga anticipada debe ser as´ıncrona con respecto a la ejecucio´n de los programas. Es
decir, una vez solicitada la carga, el programa debe continuar la ejecucio´n sin bloquearse
hasta que la carga finalice. En los SO actuales, la gestio´n de memoria virtual so´lo dispone
de un mecanismo que provoca la carga de memoria desde nivel de usuario, y es el fallo de
pa´gina. El fallo de pa´gina es la excepcio´n que se produce cuando un programa accede a
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una direccio´n de memoria que en ese momento no esta´ presente en memoria f´ısica. Como
consecuencia, el SO bloquea al programa y carga en memoria la pa´gina accedida. Hasta
que esta carga no finaliza, el programa no puede continuar la ejecucio´n. Es decir, es un
mecanismo s´ıncrono.
Por lo tanto, como el entorno de ejecucio´n no dispone de un interfaz para iniciar la carga
as´ıncrona de pa´ginas residentes en el a´rea de swap, es necesario an˜adirle un mecanismo
que lo permita. En este punto nos planteamos dos alternativas.
Una solucio´n es adaptar, desde el nivel de usuario, el mecanismo ya existente y dotarlo de
as´ıncrona con respecto a la ejecucio´n del programa. Esto se puede conseguir an˜adiendo a la
JVM un nuevo flujo de ejecucio´n. Este flujo puede acceder a las pa´ginas seleccionadas para
provocar los fallos de pa´gina que desencadenara´n su carga en memoria f´ısica. Mientras
este flujo espera bloqueado a que finalice la carga de las pa´ginas, el flujo del programa
puede continuar as´ıncronamente con su ejecucio´n. Esta solucio´n consigue que la carga
anticipada sea transparente al SO, en el sentido de que el SO no distingue si las pa´ginas
solicitadas son por carga anticipada o por fallo de pa´gina real. Por lo tanto, al no modificar
el SO, favorece el objetivo de minimizar el nu´mero de cambios introducidos en el sistema
y, de esta manera, la portabilidad del mecanismo.
La otra solucio´n es an˜adir al SO un nuevo interfaz que permita que los programas soliciten
la carga as´ıncrona y que, una vez solicitada, continu´en la ejecucio´n concurrentemente con
la carga de la pa´gina. Esta opcio´n implica modificar el SO para incluir este nuevo sevicio.
Sin embargo, con esta alternativa, se involucra al SO en el mecanismo de prefetch y se le
permite que distinga entre lecturas de disco relacionadas con prefetch del resto de lecturas,
informacio´n que puede utilizar al aplicar las pol´ıticas de gestio´n de acceso a disco.
Como ya hemos dicho, la estrategia que requiera menos modificaciones en el entorno de
ejecucio´n es la que ma´s facilita su introduccio´n en diferentes plataformas de ejecucio´n.
Por este motivo, en nuestro disen˜o inicial hemos adoptado la primera solucio´n, con el ob-
jetivo de implementar un mecanismo totalmente transparente al SO (ver cap´ıtulo 5). Este
primer disen˜o nos ha permitido evaluar los aspectos de´biles de la estrategia de prefetch
transparente al SO y determinar aque´llos puntos es los que es aconsejable una mayor
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participacio´n del SO para dotar al mecanismo de una mayor estabilidad y eficiencia. Co-
mo consecuencia de este ana´lisis, nuestra propuesta final propone modificar el SO para
implementar un estrategia de prefetch basada en la cooperacio´n entre el SO y la JVM, y
adopta la solucio´n de implementar un interfaz dedicado para el prefetch (ver cap´ıtulo 6).
En cualquier caso, antes de llevar a cabo la carga anticipada de una pa´gina, es necesario
evaluar si las condiciones de ejecucio´n son favorables para la utilizacio´n de prefetch, ya
que existen situaciones en las que la ejecucio´n del prefetch es incapaz de beneficiar a
los programas y puede incluso perjudicar su rendimiento. Por ejemplo, si el sistema de
memoria esta´ sobrecargado, cargar de forma anticipada una pa´gina puede provocar que
se expulsen pa´ginas que todav´ıa este´n en uso y que se vuelvan a referenciar incluso antes
de que se acceda a la pa´gina que provoco´ su expulsio´n.
Por lo tanto, la implementacio´n de esta tarea necesita utilizar la informacio´n sobre la
carga del sistema para descartar las peticiones de prefetch no adecuadas. El me´todo para
obtener esta informacio´n dependera´ de la estrategia que se utilice para solicitar la carga.
El caso de la estrategia transparente al SO requiere consultar esta informacio´n desde el
nivel de usuario y, en este caso, hay que definir un me´todo para obtener estos datos o para
aproximarlos sin comprometer la eficiencia del mecanismo. En la estrategia alternativa,
que involucra al SO en la solicitud de carga, como el co´digo del SO tiene acceso directo
a esta informacio´n, no es necesario definir ningu´n nuevo me´todo y, simplemente, antes de
iniciar una carga anticipada, debe acceder a sus estructuras de datos para descartarla si
las condiciones de ejecucio´n desaconsejan utilizar prefetch.
4.4 VISIO´N GENERAL DE LA PROPUESTA DE
PREFETCH
En este cap´ıtulo hemos analizado los requerimientos que debe cumplir la estrategia de
prefetch para ser an˜adida en el entorno de ejecucio´n de los programas Java, y co´mo esta
te´cnica se puede beneficiar de las caracter´ısticas propias del entorno para optimizar el
rendimiento del sistema de memoria. Este ana´lisis nos ha permitido obtener un primer
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esbozo de la estrategia de prefetch, decidiendo que´ componente del entorno de ejecucio´n
debe encargarse de cada tarea involucrada en el prefetch, para maximizar su rendimiento.
En esta seccio´n resumimos las principales conclusiones de este ana´lisis, presentando una
visio´n general de la estrategia de prefetch que proponemos an˜adir al entorno de ejecucio´n
de Java (ver figura 4.1).
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física 
disco 
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bytecode(pc, obj, pos, caract) 
página i 
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Figura 4.1 Visio´n general del mecanismo de prefetch
Proponemos que la JVM se encargue de la tarea de seleccio´n de pa´ginas de prefetch. Para
ello, para cada bytecode de acceso a memoria, actualiza la informacio´n que tiene sobre el
patro´n de accesos del programa y, utilizando este patro´n, se encarga de predecir cua´les
sera´n las pro´ximas referencias a memoria (ver figura 4.1). Hay que destacar que toda la
informacio´n que tiene la JVM sobre los accesos a memoria de las instrucciones permite
obtener un patro´n de accesos muy minucioso, y, por lo tanto, permite predecir de forma
muy precisa los pro´ximos accesos de las instrucciones.
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Adema´s, esta estrategia permite mantener diferentes patrones de acceso en funcio´n de
las caracter´ısticas de la instruccio´n y del objeto accedido, lo cual tambie´n simplifica la
obtencio´n del patro´n de accesos y optimiza la ejecucio´n de la tarea de seleccio´n. En el caso
de los accesos a arrays la seleccio´n que proponemos se ejecuta a nivel de instruccio´n. Es
decir, para cada instruccio´n se mantiene un patro´n de accesos independiente, que tambie´n
tiene en cuenta el objeto accedido, y que se utiliza para predecir las referencias de esa
instruccio´n en sus pro´ximas ejecuciones.
Para completar la seleccio´n de pa´ginas de prefetch, es necesario decidir la distancia de
prefetch adecuada y aplicar el filtro para eliminar peticiones de prefetch innecesarias.
Para ello, existen dos alternativas: se pueden utilizar heur´ısticas que aproximen el estado
de la memoria o se puede modificar el SO para que exporte esta informacio´n al nivel de
usuario. Es necesario evaluar las dos alternativas para determinar si el uso de heur´ısticas
es suficiente para obtener un buen rendimiento o si, por el contrario, es necesario modificar
el SO para poder acceder a la informacio´n real sobre el estado de la memoria. Por este
motivo, en la figura 4.1 hemos querido representar tambie´n la posible participacio´n del
SO en la tarea de seleccio´n de pa´ginas.
En cuanto a la carga en memoria de las pa´ginas seleccionadas, proponemos que sea el SO
en el encargado de llevarla a cabo (ver figura 4.1). De esta manera, se garantiza que los
accesos al hardware involucrados respetan la integridad de la ma´quina y la proteccio´n del
resto de procesos en ejecucio´n. Sin embargo, nos hemos planteado dos posibilidades para
la solicitud de esta carga. La primera opcio´n es que la JVM aproveche algu´n mecanismo
ya existente en el sistema para provocar la carga as´ıncrona de las pa´ginas seleccionadas.
Esta opcio´n obtiene una carga anticipada transparente al SO y, por lo tanto, el SO no
puede colaborar para optimizar el mecanismo. La segunda opcio´n consiste en modificar el
SO con un interfaz dedicado para la carga as´ıncrona de memoria. Con esta opcio´n, el SO
puede participar tambie´n en las decisiones de carga anticipada, por ejemplo, descartando
las operaciones de prefetch si las condiciones de ejecucio´n as´ı lo recomiendan. En la figura
4.1 tambie´n hemos representado la posible participacio´n del SO en la solicitud de carga.
Nuestra propuesta supera las desventajas de las estrategias de prefetch propuestas en los
entornos tradicionales basados en compilacio´n en los siguientes aspectos:
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Selecciona de forma precisa las pa´ginas de prefetch. La JVM es el componente del
entorno de ejecucio´n capaz de predecir los pro´ximos accesos con mayor precisio´n, ya
que dispone de ma´s informacio´n sobre los accesos:
– Conoce todos los accesos, a diferencia del SO, que so´lo es informado de los accesos
involucrados en fallos de pa´gina.
– Conoce todas las caracter´ısticas de los accesos, a diferencia del SO, que so´lo tiene
la informacio´n proporcionada por la excepcio´n de fallo de pa´gina.
– Y adema´s en tiempo de ejecucio´n, no como el compilador que so´lo puede hacer
un ana´lisis esta´tico de los programas.
Respeta el paradigma de portabilidad de los programas Java. A diferencia del com-
pilador, es capaz de adaptar las decisiones de prefetch, en tiempo de ejecucio´n, a las
caracter´ısticas de la plataforma f´ısica y a las condiciones de ejecucio´n sin necesidad
de regenerar el ejecutable del programa y de forma transparente al usuario.
Es transparente al programador y al usuario. Cualquier programa se puede beneficiar
de esta te´cnica sin participacio´n del programador, ni del usuario y sin requerir siquiera
el co´digo fuente.
Respeta la fiabilidad del sistema, ya que el SO es el encargado de llevar a cabo la
carga de las pa´ginas.
Como consecuencia del ana´lisis que presentamos en este cap´ıtulo, hemos visto factible la
implementacio´n de un mecanismo eficaz de prefetch totalmente transparente al SO. Por
este motivo, nuestro disen˜o inicial evita cualquier modificacio´n del SO y utiliza so´lo el
interfaz existente, junto con las heur´ısticas necesarias para suplir, si es necesario, la falta
de informacio´n exacta.
En el cap´ıtulo 5 presentamos este disen˜o inicial, su implementacio´n y su evaluacio´n. Los
resultados de la evaluacio´n nos muestran que, aunque con esta estrategia hemos obtenido
un prefetch eficaz, es posible mejorar su estabilidad y eficiencia si se an˜ade al mecanismo
cierto grado de cooperacio´n con el SO.
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En el cap´ıtulo 6 presentamos el disen˜o del prefetch cooperativo en el que se basa nuestra
propuesta final. En este disen˜o introducimos los cambios necesarios en el interfaz del SO
para conseguir un mecanismo ma´s estable y poder eliminar algunas heur´ısticas de las que,
aunque han demostrado ser una buena aproximacio´n de la realidad en los programas que
hemos evaluado, no es posible asegurar su eficacia para el resto de programas. Mediante
esta estrategia obtenemos un mecanismo eficaz y estable, que demuestra que es posible
mejorar el rendimiento de los programas Java implementando la cooperacio´n entre el SO y
la JVM para obtener una gestio´n de recursos adaptada al comportamiento del programa.
5
PREFETCH GUIADO POR LA JVM Y
TRANSPARENTE AL SO
En este cap´ıtulo presentamos el disen˜o y la implementacio´n de un prefetch a nivel de
usuario, que se ejecuta de forma totalmente transparente al SO. En esta estrategia, la JVM
utiliza la informacio´n que tiene sobre el comportamiento de los programas para predecir de
forma precisa las pro´ximas referencias a memoria y solicitar su carga anticipada. Adema´s,
para completar una seleccio´n eficiente de pa´ginas de prefetch sin modificar el SO, aproxima
mediante heur´ısticas la informacio´n sobre el estado de la memoria. Una vez seleccionadas
las pa´ginas, la JVM solicita su carga aprovechando el mecanismo ya existente para resolver
los fallos de pa´gina de los procesos, de manera que, aunque el SO es el encargado de leer
la pa´gina del a´rea de swap, no es necesario modificarlo con ninguna nueva funcionalidad.
En las secciones 5.1 y 5.2 presentamos una discusio´n sobre los aspectos ma´s relevantes que
hay que tener en cuenta durante la implementacio´n de las dos tareas principales del pre-
fetch (seleccio´n de pa´ginas y carga as´ıncrona), y en la seccio´n 5.3 mostramos una visio´n
general de la estrategia. A continuacio´n, explicamos detalladamente la implementacio´n
de ambas tareas as´ı como los puntos cr´ıticos de esta implementacio´n para obtener una
estrategia eficiente (seccio´n 5.4). Completa este cap´ıtulo los resultados que hemos obte-
nido de la evaluacio´n de la estrategia de prefetch transparente al SO (seccio´n 5.5) y las
conclusiones que hemos extra´ıdo durante el desarrollo y la evaluacio´n de esta estrategia
(seccio´n 5.6).
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5.1 SELECCIO´N DE PA´GINAS DE PREFETCH
Como hemos visto en el cap´ıtulo 4, la JVM es el componente del entorno de ejecucio´n
ma´s adecuado para predecir las pro´ximas referencias a memoria que los programas van a
realizar. Por lo tanto la estrategia de prefetch que proponemos se basa en introducir el
co´digo de seleccio´n dentro de la JVM. La seleccio´n de pa´ginas que proponemos consiste
en utilizar la informacio´n sobre los accesos a memoria de cada instruccio´n para predecir
las pro´ximas referencias del programa, aplicar a las referencias predichas la distancia de
prefetch adecuada y filtrar del conjunto aquellas pa´ginas que ya se encuentran presentes
en memoria f´ısica.
En este trabajo nos estamos centrando en el tratamiento de los arrays de grandes dimen-
siones que provocan el uso intensivo de la memoria virtual. Por este motivo, proponemos
una seleccio´n de pa´ginas de prefetch a nivel de instruccio´n. Es decir, para cada instruccio´n
predecimos las referencias a memoria que realizara´ en sus pro´ximas ejecuciones. Esto im-
plica mantener para cada una de ellas la informacio´n sobre su patro´n de accesos, teniendo
en cuenta, adema´s, el objeto que esta´ accediendo en cada momento. Adema´s, como hemos
visto en la seccio´n 3.4 del cap´ıtulo 3, normalmente el patro´n de acceso a un array suele
ser strided, por lo que el algoritmo de prediccio´n que hemos implementado esta´ orientado
a detectar los strides de acceso de las instrucciones. Esta focalizacio´n en el uso de los
arrays nos permite tambie´n ligar la ejecucio´n de la seleccio´n de pa´ginas so´lo a las instruc-
ciones que ejecutan bytecodes de acceso a arrays, sin afectar al tratamiento del resto de
bytecodes (ver figura 5.1).
Hay que destacar que esta simplificacio´n no cierra las puertas a aplicar nuestra propues-
ta de prefetch a otro tipo de aplicaciones en un trabajo futuro. Recordemos que tener
la informacio´n sobre las instrucciones que realizan los accesos a memoria, nos permite
utilizar varias funciones de prediccio´n en funcio´n de las caracter´ısticas del objeto o de la
instruccio´n. Por lo tanto, ser´ıa posible mantener la prediccio´n strided para los bytecodes
de acceso a vectores y asociar al resto de bytecodes de acceso a memoria un algoritmo de
prediccio´n ma´s gene´rico capaz de detectar su patro´n de acceso.
Prefetch guiado por la JVM y transparente al SO 87
.
.
.
.
.
.
iload
iaload
iastore
.
.
.
.
.
.
Selección 
páginas 
Código 
bytecode 
Figura 5.1 Prediccio´n a nivel de instruccio´n
5.1.1 Efectividad de la prediccio´n a nivel de instruccio´n
Para aproximar la efectividad de la seleccio´n de pa´ginas a nivel de instruccio´n hemos
implementado un prototipo de prediccio´n. Este prototipo consiste en modificar la JVM
para que cada instruccio´n de acceso a array, antes de realizar el acceso correspondiente,
prediga y acceda tambie´n a la direccio´n que referenciara´ en su pro´xima ejecucio´n. Hay que
destacar que este acceso a la pa´gina predicha provoca un fallo de pa´gina, si la pa´gina se
encuentra en el a´rea de swap y, por lo tanto, la carga en memoria anticipada a la referencia
real del proceso. Sin embargo, no es una operacio´n de prefetch ya que la carga se hace de
forma s´ıncrona, es decir, el proceso se bloquea hasta que se completa el tratamiento de
fallo de pa´gina y, por tanto, la lectura de disco asociada.
El algoritmo de prediccio´n que hemos implementado es muy sencillo y es capaz de detectar
un patro´n con varios strides. Para ello, calcula el stride utilizado por cada instruccio´n
(guardando siempre la direccio´n accedida por la ejecucio´n previa de la instruccio´n) y
almacena los valores de cada stride obtenido, el nu´mero de accesos consecutivos que se
realizan usando cada uno de ellos, y el orden de las transiciones entre los diferentes strides.
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En este prototipo, pues, cada instruccio´n de acceso a array realiza dos accesos a memoria:
primero, el que se corresponde con la direccio´n predicha y, luego, el correspondiente a la
instruccio´n en curso. Para aproximar la tasa de aciertos de la prediccio´n, hemos contado
por separado los fallos de pa´gina producidos por el co´digo de prediccio´n y los fallos de
pa´gina producidos por el co´digo del programa. As´ı, es posible obtener el nu´mero teo´rico
de fallos de pa´gina que el algoritmo de prediccio´n podr´ıa evitar. Para este recuento, hemos
adaptado el gestor de dispositivo implementado para la evaluacio´n del uso de memoria,
descrito en el cap´ıtulo 3, al nuevo criterio de clasificacio´n de fallos de pa´gina.
La plataforma que hemos utilizado para este experimento es la misma utilizada para la
evaluacio´n del cap´ıtulo 3: PC con un procesador Pentium III a 500 Mhz y 128Mb de
memoria f´ısica, la versio´n 2.2.12 del kernel de Linux y la versio´n 1.3.1 de la JVM HotSpot
de Sun.
En la figura 5.2 mostramos el resultado de este experimento para los cuatro programas que,
segu´n los resultados presentados en el cap´ıtulo 3, son candidatos a mejorar su ejecucio´n
mediante prefetch: Crypt, HeapSort, FFT y Sparse. Hemos ejecutado cada programa
sobre la cantidad de memoria f´ısica que hace necesario el uso de memoria virtual para
completar su ejecucio´n. Cada gra´fica presenta el nu´mero de fallos de pa´gina de cada
programa tanto en el entorno de ejecucio´n original (en la figura, Sin prediccio´n) como
en el entorno modificado con el prototipo de prediccio´n (en la figura, Prediccio´n (instr-
obj)). Los fallos de pa´gina en el entorno modificado aparecen divididos en dos tipos: los
provocados por el co´digo de prediccio´n y los provocados por el co´digo del programa. La
situacio´n ideal ser´ıa que en el entorno modificado el co´digo del programa no provocara
ningu´n fallo de pa´gina y todos fueran debidos a la ejecucio´n del co´digo de prediccio´n.
Se puede observar que, para tres de los cuatro programas evaluados (Crypt, FFT y
Sparse), el resultado de este prototipo se acerca bastante al ideal y, aunque la ejecucio´n
del co´digo de prediccio´n no elimina por completo los fallos de pa´gina del co´digo del
programa, consigue reducirlos considerablemente. As´ı, el porcentaje de fallos de pa´gina
del programa no eliminados es de 9,7% para el peor caso (FFT), de 3,46% para Sparse
y de 1,17% en el mejor caso (Crypt).
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Figura 5.2 Efectividad de la prediccio´n a nivel de bytecode
En cuanto a HeapSort, en la figura 5.2, podemos observar que los fallos de pa´gina pro-
vocados por el co´digo de prediccio´n no consiguen evitar los fallos de pa´gina del programa,
ya que se deben a predicciones erro´neas. Es ma´s, al cargar la memoria con pa´ginas no
necesarias, se incrementa el nu´mero de fallos de pa´gina del programa, lo cual penaliza el
rendimiento del sistema. Este comportamiento se debe a que este programa no utiliza un
patro´n de accesos regular y, por lo tanto, no es posible anticipar cua´les sera´n sus accesos
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futuros. La implementacio´n final del co´digo de prediccio´n debe ser capaz de detectar esta
situacio´n y desactivar el prefetch, para no perjudicar el rendimiento del sistema.
Hemos querido aprovechar el prototipo para comparar la precisio´n de la estrategia a nivel
de instruccio´n con la que se podr´ıa obtener mediante una caracterizacio´n parcial de los
accesos. En particular, hemos implementado dentro del prototipo una prediccio´n a nivel
global, en la que el algoritmo de prediccio´n se comporta como si no tuviera la informacio´n
sobre la instruccio´n que esta´ realizando el acceso ni sobre el objeto situado en la direccio´n
accedida y calcula los strides en funcio´n de los u´ltimos accesos a arrays. Hay que destacar
que la prediccio´n a nivel global aproxima el tipo de prediccio´n que podr´ıa hacer el SO, ya
que e´ste so´lo dispone de informacio´n sobre la direccio´n accedida. Es ma´s, la informacio´n
del SO es incluso menor ya que so´lo es informado sobre los accesos que provocan fallos de
pa´gina y en este prototipo se usa la informacio´n sobre todos los accesos.
Adema´s de esta comparacio´n entre las dos estrategias extremo, hemos evaluado tambie´n la
tasa de aciertos que se tendr´ıa manteniendo el patro´n de accesos so´lo a nivel de instruccio´n
(sin tener en cuenta el objeto que utiliza en cada momento), y mantenie´ndolo so´lo a nivel
de objeto (sin tener en cuenta desde que´ instruccio´n se accede al objeto). El objetivo
de la evaluacio´n de estas estrategias intermedias es determinar si es posible optimizar la
seleccio´n de pa´ginas reduciendo la cantidad de datos manejada, sin renunciar a la precisio´n
obtenida mediante la caracterizacio´n completa de los accesos.
En la figura 5.3 presentamos los resultados de emular estos tipos de predicciones sobre
los tres programas con patro´n de accesos predecible: Crypt, FFT y Sparse. Podemos
observar que, para los tres programas, la prediccio´n que tiene un peor comportamiento
(la que evita menos fallos de pa´gina del programa) es la que se ejecuta sin tener en cuenta
ni el objeto accedido ni la instruccio´n en ejecucio´n (en la figura 5.3, Prediccio´n global). Es
decir, intentar predecir los pro´ximos accesos usando so´lo la informacio´n disponible en el
SO ofrece una baja tasa de aciertos.
Los tres programas tambie´n coinciden en comportarse de forma similar tanto si se man-
tiene el patro´n a nivel de instruccio´n y teniendo en cuenta el objeto accedido (en la figura
5.3, Prediccio´n (instr-obj)), como si se mantiene u´nicamente a nivel de instruccio´n (en la
Prefetch guiado por la JVM y transparente al SO 91
Crypt SizeC 
0,00E+00
2,20E+04
4,40E+04
6,60E+04
8,80E+04
Pr
ed
ic
ci
ón
 (i
ns
tr-
ob
j)
Pr
ed
ic
ci
ón
 (i
ns
tr)
Pr
ed
ic
ci
ón
 (o
bj
)
Pr
ed
ic
ci
ón
 g
lo
ba
l
Fa
llo
s 
d
e
 p
á
g
in
a
 h
a
rd
Código predicción
Código aplicación
FFT SizeA 
0,00E+00
2,40E+06
4,80E+06
7,20E+06
9,60E+06
Pr
ed
ic
ci
ón
 (i
ns
tr-
ob
j)
Pr
ed
ic
ci
ón
 (i
ns
tr)
Pr
ed
ic
ci
ón
 (o
bj
)
Pr
ed
ic
ci
ón
 g
lo
ba
l
Fa
llo
s 
d
e
 p
á
g
in
a
 h
a
rd
Sparse SizeC 
0,00E+00
5,30E+05
1,06E+06
1,59E+06
2,12E+06
Pr
ed
ic
ci
ón
 (i
ns
tr-
ob
j)
Pr
ed
ic
ci
ón
 (i
ns
tr)
Pr
ed
ic
ci
ón
 (o
bj
)
Pr
ed
ic
ci
ón
 g
lo
ba
l
Fa
llo
s 
d
e
 p
á
g
in
a
 h
a
rd
Figura 5.3 Informacio´n sobre accesos y eficacia de la prediccio´n
figura 5.3, Prediccio´n (instr)). Esto es debido a que, para estos tres programas, en la mayor
parte de casos una instruccio´n so´lo accede a un objeto, y por lo tanto no hay variaciones en
el patro´n obtenido en ambos casos. El u´nico caso en el que hay instrucciones que acceden
a varios objetos lo encontramos en el programa Crypt, en el que existe una funcio´n que
se ejecuta dos veces y cada una de ellas sobre objetos diferentes. Por lo tanto, para este
programa, podr´ıa esperarse alguna diferencia entre ambas estrategias de prediccio´n. La
explicacio´n para que esto no sea as´ı la encontramos en el patro´n de accesos de la funcio´n.
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Esta funcio´n ejecuta un u´nico recorrido secuencial (stride 1) sobre cada objeto, ambos del
mismo taman˜o. Es decir, la caracterizacio´n correcta de los accesos de esta funcio´n, con-
sistir´ıa en mantener dos patrones independientes ide´nticos: stride 1 que se aplica tantas
veces como elementos tiene el objeto. Sin embargo, si no se distingue entre los objetos
accedidos, se mantiene un u´nico patro´n para cada instruccio´n que utiliza dos strides. El
primero es el que se aplica para recorrer secuencialmente los dos arrays. El segundo es el
que se detecta al cambiar el array que se esta´ recorriendo, es decir, despue´s de usar tantas
veces el primer stride como elementos tiene un array, y su valor es la separacio´n entre
los dos arrays. Hay que decir que este segundo stride so´lo se intentara´ aplicar una vez, al
terminar el recorrido del segundo array, momento en el que se acaba la segunda y u´ltima
invocacio´n de la funcio´n. Por este motivo, so´lo se realiza una prediccio´n erro´nea.
Generar los patrones de acceso considerando u´nicamente el objeto, sin tener en cuenta la
instruccio´n desde la que se accede (en la figura 5.3, Prediccio´n (obj)), puede ser efectivo si
todas las instrucciones que lo utilizan lo hacen con el mismo patro´n. En el caso de Crypt
esto es as´ı, ya que todas las instrucciones acceden de forma secuencial a los objetos. El
programa Sparse accede siempre secuencialmente a tres de sus objetos mientras que otros
dos pueden ser accedidos secuencialmente (durante la inicializacio´n) o de forma aleatoria
(durante el bucle de la multiplicacio´n). Sin embargo, debido al taman˜o de estos dos objetos
y al uso que se hace de ellos, su impacto sobre el rendimiento de la memoria virtual es
muy pequen˜o, por lo que no se se aprecia diferencia entre la prediccio´n considerando
so´lo el objeto o considerando tanto el objeto como la instruccio´n que accede. En cuanto a
FFT, este programa accede desde varias instrucciones y con diferentes patrones de acceso
al array de gran taman˜o que utiliza. Por este motivo, usar so´lo la informacio´n sobre el
objeto para generar el patro´n de accesos no es suficiente para predecir de forma correcta
los accesos futuros.
Como conclusiones del ana´lisis de este prototipo inicial de prediccio´n podemos decir que,
independientemente del co´digo y de los datos del programa, una prediccio´n global es la
peor opcio´n para captar el patro´n de accesos de los programas. Esta conclusio´n nos lleva a
confirmar que implementar la tarea de seleccio´n de pa´ginas de prefetch dentro del SO no
es una opcio´n adecuada, dado que, con la informacio´n que e´ste tiene sobre los accesos a
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memoria de los programas, so´lo podr´ıa implementar una estrategia de seleccio´n de pa´ginas
basada en una prediccio´n global.
En cuanto a la ganancia de tener la prediccio´n a nivel de instruccio´n y objeto, con respecto
a tenerla so´lo a nivel de instruccio´n o so´lo a nivel de objeto, dependera´ del tipo de uso que
las instrucciones hagan de los objetos. En cualquier caso, teniendo en cuenta so´lo uno de
los dos para´metros (objeto o instruccio´n) no se mejora la tasa de aciertos de usar ambos
para´metros.
5.1.2 Caracterizacio´n del patro´n de accesos
La JVM tiene toda la informacio´n necesaria para poder caracterizar el patro´n de acceso
de las instrucciones y, en el caso de los accesos strided a arrays lo puede hacer de una
manera muy simple.
Para determinar el stride utilizado por una instruccio´n en el acceso a un array es suficiente
con mantener almacenada la direccio´n referenciada por su ejecucio´n previa sobre ese array
y calcular la separacio´n (stride) que esa direccio´n tiene con respecto a la direccio´n que
esta´ referenciando en la ejecucio´n actual de la instruccio´n.
Si las instrucciones utilizaran so´lo un stride en sus accesos, la caracterizacio´n consistir´ıa
u´nicamente en calcular el stride que separa los accesos de sus dos primeras ejecuciones
sobre el array.
Sin embargo, para ser capaces de tratar con instrucciones que utilizan varios strides en los
accesos a un vector, como ocurre, por ejemplo, en las instrucciones que forman parte de
bucles anidados, la JVM tiene que ser capaz de detectar diferentes strides y de determinar
cua´l debe usar en cada momento para predecir los pro´ximos accesos.
Es decir, los para´metros que sirven para caracterizar el patro´n de accesos strided son el
nu´mero de strides utilizados y el valor de cada uno, el nu´mero de veces consecutivas que
se aplica cada uno de ellos y el orden de utilizacio´n entre ellos.
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La caracterizacio´n se puede dar por finalizada al detectar una transicio´n que completa
un ciclo entre los diferentes strides y comprobar que ese ciclo representa el patro´n que la
instruccio´n aplica repetitivamente en el resto de sus accesos.
Por ejemplo, consideremos el algoritmo de multiplicacio´n de matrices almacenadas en
memoria por filas. En este caso, cada matriz fuente es accedida mediante una instruccio´n
que utiliza tres strides diferentes (ver figura 5.4).
s2
s1
s3
COLS_A
FI
LA
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A
Matriz A Matriz B
FILA
S_
B
R[i,j] := R[i,j] + A[i,k]*B[k,j] 
s1
s2 s3
COLS_B
Figura 5.4 Patro´n de accesos en la multiplicacio´n de matrices
Para acceder a la matriz que se recorre por filas (matriz A en la figura 5.4), se utiliza
un primer stride para recorrer de uno en uno todos los elementos de una fila (s1 == 1).
Despue´s de completar el acceso a cada fila, utiliza un segundo stride que sirve para repetir
el uso de la fila. Es decir, en cada ejecucio´n de la instruccio´n que sea mu´ltiplo del nu´mero
de elementos de una fila se utiliza como stride el valor adecuado para situarse de nuevo
al inicio de la fila (s2 == -(COLS A - 1)). El nu´mero de recorridos que se realizan sobre
cada fila viene determinado por el nu´mero de columnas de la segunda matriz fuente (la
que es recorrida por columnas). Despue´s de este nu´mero de recorridos, se cambia la fila
fuente utilizando un tercer stride. Suponiendo que las matrices se almacenan por filas, su
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valor es el mismo que para el stride de primer nivel (s3 == 1). Este patro´n de accesos se
puede representar mediante el grafo de estados que aparece en la figura 5.5.
s1 == 1 
s2 == -(COLS_A -1)
s3 == 1
s2
COLS_A*COLS_B
COLS_A
1
1
s3s1
!=COLS_A*COLS_B 
!=COLS_A 
Figura 5.5 Grafo del recorrido por filas en la multiplicacio´n de matrices
En cuanto a la matriz que se recorre por columnas (matriz B en la figura 5.4), el primer
stride es el que se utiliza para recorrer todos los elementos de una columna. Su valor
depende del nu´mero de elementos de la fila (s1 == COLS B). El segundo stride es el
que permite cambiar de columna, y su valor, depende del taman˜o de cada fila y del de
cada columna (s2 == -((COLS B * FILAS B) - 1)). Se utiliza despue´s de haber recorrido
toda una columna, es decir, en cada ejecucio´n de la instruccio´n mu´ltiplo del nu´mero de
elementos de la columna. El tercer stride es el se utiliza cuando se inicia el ca´lculo de la
siguiente fila destino, es decir, despue´s de haber utilizado tantas veces el primer stride
como elementos tiene la matriz, y sirve para volver a recorrer toda la matriz. Su valor es
el taman˜o de la matriz, pero con signo negativo (s3 == -((COLS B * FILAS B) - 1)).
En la figura 5.6 representamos el grafo de estados que representa el patro´n que siguen los
accesos a la matriz recorrida por columnas.
5.1.3 Consideraciones para la optimizacio´n de la seleccio´n de
pa´ginas
Como ya se dijo en el cap´ıtulo 4, un requerimiento importante para que la te´cnica de
prefetch sea efectiva es que el tiempo involucrado en su ejecucio´n sea el menor posible,
para que no oculte los beneficios de la carga anticipada.
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s1 == COLS_B 
s2 == -(FILAS_B -1) 
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Figura 5.6 Grafo del recorrido por columnas en la multiplicacio´n de matrices
Existen varios aspectos relacionados con la seleccio´n de pa´ginas que permiten la simplifi-
cacio´n del co´digo ejecutado para realizar esta tarea y que, por lo tanto, se deben tener en
cuenta en su implementacio´n.
El primer aspecto es el que se refiere a las instrucciones que siguen un patro´n de accesos
irregular y, por lo tanto, impredecible. Estas situaciones se deben detectar durante la
fase de generacio´n del patro´n de accesos para poder desactivar la ejecucio´n del co´digo de
prediccio´n para esa instruccio´n y, de esta manera, evitar la ejecucio´n de un co´digo incapaz
de mejorar el rendimiento del programa.
Otro aspecto a tener en cuenta para optimizar la ejecucio´n es evitar selecciones redun-
dantes de pa´ginas de prefetch. El objetivo del algoritmo de prediccio´n es seleccionar las
pa´ginas que vamos a cargar con antelacio´n. Esto significa que lo que nos interesa deter-
minar es el stride en unidades de pa´gina, en lugar de unidades de elementos del vector,
para saber cuales son las pa´ginas que se referenciara´n despue´s de la actual.
Adema´s, si una instruccio´n tiene como prediccio´n la misma pa´gina en varias ocasiones
diferentes, y entre las dos predicciones la pa´gina no ha sido expulsada de memoria, en-
tonces la segunda prediccio´n es redundante y, por lo tanto, se podr´ıa evitar la ejecucio´n
del co´digo que la ha seleccionado. El co´digo necesario para prever esta situacio´n de forma
gene´rica es complicado, y no tiene sentido implementarlo si el objetivo es minimizar el
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coste del co´digo de prediccio´n. Sin embargo existen situaciones particulares en las que se
da esta redundancia y que son muy sencillas de determinar.
Por ejemplo, si la ejecucio´n de una instruccio´n accede a la misma pa´gina que su ejecucio´n
anterior, calculando el stride en unidades de pa´gina, el resultado de la prediccio´n sera´ el
mismo y, por lo tanto, no es necesario ejecutar ese co´digo.
Tambie´n existen patrones de acceso que permiten detectar de forma sencilla predicciones
ide´nticas y aproximar de forma bastante exacta si son redundantes o no. Se trata de las
instrucciones que dividen los vectores en subconjuntos de elementos, y cada uno de estos
subconjuntos constituyen el working set de la instruccio´n durante un periodo de tiempo,
en el que accede de forma repetitiva a los elementos del working set. Si dos de los working
sets caben en memoria, so´lo es necesario ejecutar el co´digo de prediccio´n para el primer
acceso a cada elemento del working set, para predecir el elemento del siguiente working
set que se va a utilizar.
Este tipo de patro´n se da con frecuencia en las operaciones sobre matrices cuando la
unidad de trabajo es la fila o la columna. Por ejemplo, si las matrices esta´n almacenadas
por filas el mismo conjunto de pa´ginas albergara´ varias columnas consecutivas. Mientras
se acceda a esas columnas, se estara´ usando el mismo working set de pa´ginas de forma
repetitiva, hasta que la columna objetivo forme parte del siguiente working set de pa´ginas
(ver figura 5.7).
Un patro´n de accesos que represente estrictamente este comportamiento tendr´ıa como
primer stride el que se usa para recorrer todos los elementos de una columna y como
segundo stride el que se usa para cambiar de columna. Sin embargo, si es posible mante-
ner en memoria los dos working sets consecutivos al mismo tiempo, se puede optimizar
el co´digo de prediccio´n utilizando u´nicamente un stride que permita predecir la pa´gina
equivalente del siguiente working set (la que contiene los elementos de la misma fila en el
siguiente conjunto de columnas) y aplicar este stride u´nicamente durante el recorrido de
la primera columna de cada working set.
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Figura 5.7 Prediccio´n basada en working sets
Para poder aplicar esta simplificacio´n en el patro´n es necesario, adema´s de detectar el uso
de working sets con estas caracter´ısticas, comprobar que es posible mantener dos de ellos
en memoria. Hemos basado esta simplificacio´n en dos heur´ısticas.
La primera heur´ıstica es para decidir si es posible mantener simulta´neamente en memoria
dos working sets de una instruccio´n. Consiste en comprobar, una vez detectado el uso de
working sets, si los dos u´ltimos working sets cargados permanecen en memoria. Si es as´ı se
puede asumir que para el resto del recorrido se mantendra´ este comportamiento, y por lo
tanto, se puede aplicar el patro´n de accesos simplificado.
La segunda heur´ıstica es necesaria para determinar si un conjunto de pa´ginas esta´ car-
gado en memoria o no. Habitualmente esta informacio´n sobre el estado de las pa´ginas
no esta´ disponible desde el nivel de usuario. Para poder utilizar estos datos sin modifi-
car el SO, y as´ı conseguir una estrategia de prefetch totalmente transparente al sistema,
hemos implementado un bitmap en el nivel de usuario que representa de forma aproxi-
mada el estado de las pa´ginas del heap de la aplicacio´n. Hay que decir que esta heur´ıstica
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servira´ tambie´n para poder filtrar de las pa´ginas seleccionadas para prefetch las que se
encuentran presentes en memoria f´ısica, y as´ı evitar las peticiones innecesarias de carga.
Respecto al resto de selecciones redundantes de pa´ginas que no se pueden evitar de una
forma eficiente, s´ı que se puede evitar la solicitud de su carga utilizando esta segunda
heur´ıstica y consultando el bitmap que aproxima el estado de las pa´ginas del heap. Es
decir, antes de hacer efectiva la solicitud de carga de una pa´gina seleccionada se debe
comprobar en el bitmap si ya esta´ presente en memoria f´ısica y, si es as´ı se debe filtrar del
conjunto de pa´ginas seleccionadas. De esta manera, aunque no somos capaces de evitar
la ejecucio´n del co´digo de prediccio´n que ha generado estas solicitudes, s´ı que evitamos la
sobrecarga asociada al intento innecesario de carga.
5.2 CARGA ASI´NCRONA Y ANTICIPADA
El acceso al a´rea de swap, para leer de forma anticipada las pa´ginas seleccionadas por el
co´digo de prediccio´n, permite completar el prefetch de memoria.
Como ya hemos visto en el cap´ıtulo 4, este acceso a disco debe realizarlo el SO, para
garantizar de forma sencilla y eficiente la fiabilidad de la ma´quina. Por lo tanto, es nece-
sario definir el mecanismo que se puede utilizar para solicitar esta lectura desde el nivel
de usuario.
Para evitar cualquier modificacio´n en el SO, y as´ı conseguir una estrategia de prefetch
totalmente transparente al SO, hay que utilizar el mecanismo de fallo de pa´gina que,
aunque es un mecanismo s´ıncrono, es el u´nico interfaz que desde el nivel de usuario
provoca la carga en memoria de pa´ginas que esta´n en el a´rea de swap.
Debido a la sincron´ıa de este mecanismo, el flujo de ejecucio´n del programa no puede
encargarse de provocar los fallos de pa´gina que desencadenen la carga anticipada, ya que
e´sta se debe realizar en paralelo con la ejecucio´n del programa. Por este motivo, hemos
an˜adido un nuevo flujo de ejecucio´n en la JVM (prefetcher) que u´nicamente se encarga de
solicitar las pa´ginas seleccionadas. Es decir, este nuevo flujo accede a cada direccio´n que
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interesa cargar con antelacio´n, provocando el fallo de pa´gina que desencadena su carga
y bloquea´ndose hasta que la carga concluye, mientras el flujo de ejecucio´n del programa
continu´a la ejecucio´n.
Adema´s del flujo de prefetch, hemos an˜adido las estructuras de datos y el co´digo necesario
para implementar la comunicacio´n y la sincronizacio´n necesarias entre el prefetcher y el
flujo de ejecucio´n del programa.
El flujo de ejecucio´n debe comunicar al prefetcher las pa´ginas que ha seleccionado para
cargar con anticipacio´n. El mecanismo seleccionado para la comunicacio´n tiene que res-
petar la as´ıncron´ıa necesaria para que la carga sea efectiva. Es decir, el flujo de ejecucio´n
del co´digo del programa no debe bloquearse tampoco para hacer efectivo este paso de
informacio´n. Este objetivo se puede conseguir fa´cilmente implementando la comunicacio´n
entre ambos flujos mediante un buffer circular compartido, donde la JVM vaya dejando
las direcciones que interesa cargar con antelacio´n, y el prefetcher las vaya recogiendo para
solicitar del SO su carga.
La implementacio´n de este mecanismo de comunicacio´n lleva asociada la necesidad de
decidir el comportamiento de ambos flujos si se da el caso de que no haya peticiones
pendientes y si ocurre que el buffer se llena porque la velocidad de generacio´n de peticiones
de la JVM es demasiado alta comparada con la velocidad con la que se pueden resolver
esas peticiones.
En el caso de que el prefetcher no tenga peticiones pendientes, para no consumir CPU
innecesariamente, lo ma´s adecuado es bloquearlo hasta que la JVM tenga preparada
nuevas solicitudes. Por lo tanto, cuando el co´digo de seleccio´n de pa´ginas de prefetch
introduzca una nueva peticio´n en el buffer, debera´ comprobar si el prefetcher estaba
bloqueado para, en ese caso, desbloquearlo y permitir que continu´e con las solicitudes de
carga.
Para tratar el caso del buffer lleno, hay que tener en cuenta que el co´digo del progra-
ma no deber´ıa bloquearse como consecuencia de una solicitud de carga anticipada, para
conseguir el solapamiento entre carga y ca´lculo. Teniendo en cuenta, adema´s, que otro
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de los requisitos es obtener un co´digo eficiente, la u´nica opcio´n es descartar alguna de
las solicitudes de carga anticipada. Sin embargo, la pe´rdida de peticiones de prefetch es
una situacio´n que se deber´ıa evitar en la medida de lo posible, ya que se pierden posibles
puntos de optimizacio´n del rendimiento. Por este motivo, es importante dimensionar de
forma adecuada el buffer de peticiones.
El mecanismo de solicitud de carga descrito en esta seccio´n se puede implementar me-
diante un co´digo muy simple. Sin embargo, para que la implementacio´n sea eficaz, debe
tener en cuenta varios aspectos de bajo nivel, como por ejemplo, la influencia que puede
tener la pol´ıtica de planificacio´n de flujos del SO, la influencia en el rendimiento de los
cambios de contexto necesarios entre los dos flujos, o el coste de ejecutar las operaciones
de sincronizacio´n.
Adema´s, hay que tener en cuenta que estamos implementando una pol´ıtica de prefetch
totalmente transparente al SO. Es decir, el prefetcher, desde el nivel de usuario, toma
decisiones que forman parte de la gestio´n de memoria de un programa y que, por lo tanto,
interaccionan con las decisiones de gestio´n de memoria que el SO sigue tomando sin tener
en cuenta este nuevo co´digo. Esto hace necesario analizar esta interaccio´n para comprobar
su efecto sobre el rendimiento final del programa.
5.3 VISIO´N GENERAL: PREFETCH A NIVEL DE
USUARIO
En la figura 5.8 presentamos una visio´n general de la estrategia de prefetch implementada
por completo en el nivel de usuario.
En esta estrategia hemos modificado u´nicamente la JVM, de manera que el prefetch es
totalmente transparente al SO. Adema´s, cualquier programa ejecutado sobre la JVM
puede beneficiarse del prefetch, sin que sea necesario ni tan siquiera recompilarlo.
Para cada bytecode de acceso a array se ejecuta el co´digo de seleccio´n de pa´ginas que, si
es necesario, actualiza la informacio´n sobre el patro´n de accesos de la instruccio´n usando
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los datos del acceso actual y de la prediccio´n anterior, y se encarga de decidir si es
adecuado cargar anticipadamente alguna pa´gina. De ser as´ı, dejara´ la direccio´n de la
pa´gina seleccionada en el buffer compartido con el flujo de prefetch y continuara´ con la
ejecucio´n normal del bytecode. Por su parte, el flujo de prefetch accede a este buffer para
recoger las solicitudes de prefetch, y las lleva a cabo simplemente accediendo a la direccio´n
involucrada. Si la pa´gina esta´ almacenada en el a´rea de swap, el acceso provocara´ un fallo
de pa´gina que bloqueara´ al prefetcher hasta que la rutina de atencio´n al fallo de pa´gina
complete la carga.
El co´digo de seleccio´n de pa´ginas no dispone de una informacio´n exacta sobre las pa´ginas
presentes en memoria, por lo tanto puede ser que se hagan solicitudes de prefetch para
pa´ginas ya presentes. En este caso, el acceso de prefetch se convierte en un acceso a
memoria normal, y por lo tanto no implica accesos a disco innecesarios.
memoria  
física 
disco 
i
p
fallo de 
página
SO
accede(i)
bytecode(pc, obj, pos, caract) 
página i
JVM
accede(p)
predice(p)
Figura 5.8 Visio´n general del prefetch transparente al SO
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5.4 IMPLEMENTACIO´N DEL PREFETCH A NIVEL DE
USUARIO
En esta seccio´n describimos de una forma detallada la implementacio´n del prefetch a nivel
de usuario. Los algoritmos y las estructuras de datos involucradas en el prefetch son a
priori sencillos. Sin embargo, para obtener una implementacio´n eficaz hemos tenido que
ser muy cuidadosos por dos motivos principales.
El primer motivo es que el co´digo de prefetch, presumiblemente, se va a ejecutar con
mucha frecuencia y, por lo tanto, es primordial que sea eficiente. Hay que tener en cuenta
que recorrer un array de grandes dimensiones requiere millones de ejecuciones del bytecode
de acceso. Por lo tanto, la repercusio´n de cualquier l´ınea de co´digo an˜adida al tratamiento
del bytecode viene multiplicada por ese factor.
El segundo motivo es que estamos implementando una optimizacio´n del uso de recursos
de forma transparente al SO, lo que implica que el SO reacciona ante este co´digo de la
misma manera que ante cualquier co´digo de usuario, sin tener en cuenta su objetivo de
gestio´n, lo que le puede llevar a tomar decisiones de gestio´n que perjudiquen la ejecucio´n
del prefetch o que entren en conflicto con las decisiones de prefetch y, por lo tanto, que
perjudiquen su eficacia.
Durante la fase de implementacio´n hemos analizado el tiempo de prefetch invertido en la
ejecucio´n de los programas, para determinar los posibles puntos de optimizacio´n, tanto los
debidos a la ejecucio´n del propio co´digo de prefetch como los debidos a la interaccio´n con el
SO. Este ana´lisis nos ha permitido ajustar la implementacio´n hasta obtener un prototipo
de prefetch eficaz capaz de mejorar el rendimiento de los programas tipo objetivo de
nuestra propuesta.
La implementacio´n que presentamos se ha hecho sobre la versio´n 2.4.18 del kernel de
Linux. Hemos introducido el co´digo de prefetch en la JVM HotSpot, versio´n 1.3.1, que se
distribuye con la Java 2 SDK Standard Edition de Sun para Linux. De las dos posibles con-
figuraciones de esta JVM hemos seleccionado la configuracio´n server, que esta´ sintonizada
para favorecer la ejecucio´n de aplicaciones con alto consumo de recursos. Adema´s, para
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facilitar la fase de implementacio´n, hemos modificado u´nicamente el co´digo del inte´rprete
de la JVM. Sin embargo, las modificaciones que hemos introducido como parte del trata-
miento de cada bytecode, podr´ıan formar parte tambie´n del co´digo generado por el JIT
asociado a cada bytecode, consiguiendo que el co´digo de prefetch se ejecutara igualmente.
En la seccio´n 5.4.1 detallamos todos los aspectos relacionados con la implementacio´n de
la tarea de seleccio´n de pa´ginas de prefetch y en la seccio´n 5.4.2 nos centramos en la tarea
de carga de las pa´ginas seleccionadas.
5.4.1 Implementacio´n de la seleccio´n de pa´ginas
Para poder introducir el co´digo de seleccio´n de pa´ginas en la JVM hemos modificado el
tratamiento de aquellos bytecodes que acceden a arrays. En la tabla 5.1 se muestra cua´les
son estos bytecodes junto con una breve descripcio´n.
Bytecode Descripcio´n
iaload/iastore Lectura/escritura sobre un array de enteros
laload/lastore Lectura/escritura sobre un array de longs
faload/fastore Lectura/escritura sobre un array de floats
daload/dastore Lectura/escritura sobre un array de doubles
aaload/aastore Lectura/escritura sobre un array de referencias
baload/bastore Lectura/escritura sobre un array de bytes
caload/castore Lectura/escritura sobre un array de caracteres
saload/sastore Lectura/escritura sobre un array de shorts
Tabla 5.1 Bytecodes de acceso a arrays
En Java, el acceso a un array es traducido a un bytecode diferente en funcio´n del tipo
del array y del tipo de acceso que se intenta realizar. As´ı, cada tipo de array tiene su
propio bytecode de lectura de un elemento y su propio bytecode de escritura, con un
co´digo espec´ıfico asociado para su tratamiento. En todos los casos, en el momento de la
ejecucio´n de uno de estos bytecodes, la pila de operandos de la JVM contiene la direccio´n
base del array, el ı´ndice del elemento sobre el que se quiere efectuar el acceso y, en el
caso de los bytecodes de escritura, el valor que se quiere almacenar en esa posicio´n del
vector. Adema´s, durante el tratamiento del bytecode tambie´n se conoce la posicio´n de ese
bytecode dentro del co´digo del programa (es decir, un program counter lo´gico) y se tiene
acceso a todas las caracter´ısticas del objeto como, por ejemplo, su taman˜o.
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El co´digo que hemos introducido forma parte del tratamiento de cada bytecode y se
ejecuta previamente al tratamiento original. Lo primero que comprueba es que el taman˜o
del array objeto del acceso sea superior al umbral establecido. Si no se trata de un array
grande se continu´a con el tratamiento original del bytecode.
La siguiente comprobacio´n se utiliza para reducir la cantidad de co´digo de prediccio´n
ejecutada, y forma parte de las heur´ısticas que utilizamos para evitar selecciones redun-
dantes de pa´ginas. Esta comprobacio´n consiste en comparar la pa´gina del acceso de la
instruccio´n actual con la que accedio´ en su ejecucio´n previa sobre el mismo objeto: si la
pa´gina es la misma, se asume que el co´digo de prediccio´n seleccionara´ la misma pa´gina
de prefetch y, por lo tanto, no es necesario ejecutarlo y se continu´a con el tratamiento del
bytecode.
Si el acceso supera estos dos filtros, entonces se invoca a la funcio´n de prediccio´n co-
rrespondiente, pasa´ndole como para´metros los datos necesarios para describir el acceso:
instruccio´n desde la que se realiza (el program counter lo´gico), la direccio´n base del array,
el taman˜o de cada elemento del array y el ı´ndice del elemento accedido. Cuando la funcio´n
de prediccio´n retorna, se continu´a con la ejecucio´n original del bytecode (ver figura 5.9).
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Figura 5.9 Visio´n general de la implementacio´n de la seleccio´n de pa´ginas
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En este punto hay que comentar que la JVM que estamos modificando, inicia el trata-
miento de cada bytecode con un co´digo que se ha escrito en ensamblador, con el objetivo
de que el ejecutable generado para la JVM sea ma´s optimizado que el generado por el
compilador. So´lo para aquellos bytecodes que requieren un tratamiento complejo se ha
primado el objetivo de la portabilidad del co´digo de la JVM y se ha utilizado un lenguaje
de alto nivel para implementar las funciones que completan el tratamiento y que se llaman
desde el co´digo inicial. El tratamiento adicional que hemos introducido para los bytecodes
de acceso a arrays sigue el mismo criterio: tiene los dos filtros iniciales implementados en
ensamblador y so´lo si es necesario ejecutar el co´digo de prediccio´n se invoca a una funcio´n
escrita en alto nivel. De esta manera optimizamos el co´digo necesario para descartar la
prediccio´n de las instrucciones que no superan los filtros: primero, porque el co´digo en
ensamblador que hemos escrito esta´ ma´s optimizado que el generado por el compilador y,
segundo, porque evitamos ejecutar todo el co´digo necesario para gestionar la llamada a
la funcio´n y el correspondiente salto al co´digo de la misma.
Para implementar la prediccio´n a nivel de instruccio´n, necesitar´ıamos almacenar, para
cada par instruccio´n-objeto los datos necesarios para predecir los accesos de esa instruccio´n
sobre ese objeto. Sin embargo, para esta implementacio´n hemos optado por asociar para
cada instruccio´n los mismos datos de prediccio´n independientemente del objeto al que
este´ accediendo. Los experimentos que hemos realizado previamente nos han mostrado que
para nuestros programas de prueba es suficiente mantener esta informacio´n de prediccio´n.
Esto es as´ı porque para la mayor´ıa de estos programas cada instruccio´n utiliza so´lo un
objeto. Adema´s, para los casos en los que no es as´ı, el cambio de objeto se puede tratar
como un nuevo stride cuyo valor sea la separacio´n entre el objeto anterior y el actual
(ver los resultados que se muestran en la figura 5.3, seccio´n 5.1.1). Esta simplificacio´n
permite optimizar, sobre todo, la localizacio´n de la informacio´n que se debe usar en cada
prediccio´n.
Los datos de prediccio´n incluyen, no so´lo el valor de los para´metros que determinan
el patro´n de accesos de la instruccio´n sino tambie´n, la funcio´n de prediccio´n utilizada
para seleccionar las futuras referencias de la instruccio´n sobre el objeto. De esta manera
somos capaces de utilizar una funcio´n de prediccio´n adaptada a las caracter´ısticas de la
instruccio´n y del objeto.
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Para cada uno de los datos necesarios, hemos definido un array que contiene su valor
para cada instruccio´n (ver figura 5.10). Se podr´ıa haber organizado toda esta informacio´n
en un u´nico array de estructuras, donde cada campo de la estructura fuera uno de los
datos necesarios. Sin embargo, hemos observado que el compilador presente en nuestro
entorno para compilar la JVM genera un co´digo menos eficiente cuando el acceso a todos
los datos de la prediccio´n requieren acceder a campos de una estructura. Esta disminucio´n
de la eficiencia en el acceso a los datos adquiere una gran importancia cuando se trata de
accesos que se realizan millones de ocasiones.
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Figura 5.10 Organizacio´n de la informacio´n de prediccio´n
Con los datos de la prediccio´n organizados en arrays, dada una instruccio´n es necesario
localizar de forma eficiente sus datos. Hemos implementado la indexacio´n de estos arrays
mediante una funcio´n de hash. El comportamiento ideal de la funcio´n de hash es el que
no genera ninguna colisio´n, es decir, el que establece una biyeccio´n entre instruccio´n y
posicio´n del array, ya que de esta manera se minimiza el coste de la indexacio´n. Experi-
mentalmente, hemos obtenido una funcio´n de hash que exhibe este comportamiento ideal
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para todos los programas que hemos evaluado. Esta funcio´n obtiene el ı´ndice del array
basa´ndose el valor del program counter lo´gico (ver figura 5.11).
#define HASH(pc) ((pc & 0xF000)  1 ) | (pc & 0x7FF)
Figura 5.11 Funcio´n de hash para localizar la informacio´n de prediccio´n
Implementacio´n del algoritmo de prediccio´n
En la implementacio´n de la prediccio´n, hemos simplificado el algoritmo de generacio´n de
patrones de acceso limitando el nu´mero ma´ximo de strides considerados a tres. Por lo
tanto, el algoritmo que hemos implementado es capaz de captar el patro´n de acceso de las
instrucciones que forman parte de bucles de hasta tres niveles de anidacio´n como ma´ximo.
La generalizacio´n de este algoritmo no ser´ıa complicada. Es ma´s existen muchas propuestas
en la literatura sobre prediccio´n del comportamiento de los programas dedicadas a este
propo´sito [PZ91, CKV93, GA94, VK96]. Sin embargo, el algoritmo que proponemos es
capaz de detectar los patrones de todos los benchmarks que hemos utilizado y nos sirve
para demostrar los beneficios de nuestra propuesta. Por lo tanto, una implementacio´n ma´s
gene´rica del algoritmo de prediccio´n queda fuera de los objetivos que nos hemos planteado
en este trabajo.
Este algoritmo, pues, intenta detectar hasta tres strides diferentes as´ı como el nu´mero
de ejecuciones consecutivas de cada uno de ellos y las transiciones entre ellos. Para ello
calcula, para cada instruccio´n, la separacio´n entre dos accesos consecutivos. Si el valor
coincide con el stride utilizado para el acceso previo, entonces incrementa el nu´mero de
usos consecutivos del stride. Si por el contrario es un valor diferente, considera que es
el siguiente nivel (cambio de iteracio´n en el bucle exterior) y registra el nuevo valor,
actualizando tambie´n la informacio´n sobre el orden de transiciones entre strides.
Adema´s hemos querido que el algoritmo de prediccio´n fuera capaz de tratar con aquellas
instrucciones que, au´n usando un u´nico stride para cada recorrido del array implicado en
un bucle interno, el valor de este stride es diferente al cambiar de iteracio´n en alguno de los
bucles externos. Para tratar con este caso, al iniciar cada grupo de aplicaciones del primer
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stride se comprueba si el valor del stride ha cambiado y se actualiza en consecuencia los
para´metros de la prediccio´n.
El otro aspecto relacionado con el algoritmo de prediccio´n es el que se refiere a las pre-
dicciones redundantes que, como comentamos en la seccio´n 5.1.2, se pueden dar en las
instrucciones cuyo patro´n de accesos referencia repetitivamente pa´ginas de un working set
que cabe en memoria y se aplica sucesivamente sobre diferentes working sets. Si adema´s
del working set en uso, el sistema es capaz de mantener el siguiente working set en me-
moria, entonces se puede simplificar el algoritmo de seleccio´n para que el primer acceso a
una pa´gina de un working set provoque la carga anticipada de la pa´gina equivalente del
siguiente working set.
Para comprobar si la instruccio´n sigue este tipo de patro´n, se debe cumplir que el uso
del segundo stride sirva para repetir el acceso al mismo conjunto de pa´ginas, situacio´n
que se puede comprobar guardando la primera direccio´n referenciada por la instruccio´n y
compara´ndola con la accedida despue´s de aplicar el segundo stride. Adema´s, el tercer stride
debe servir para cambiar el conjunto de pa´ginas utilizadas, es decir, debe ser la distancia
entre la u´ltima pa´gina accedida del working set actual y la primera del siguiente. Despue´s
del cambio de working set, se debe repetir el uso del nuevo subconjunto mediante los
patrones determinados por los otros dos strides.
Una vez comprobado que el acceso al vector viene determinado por este tipo de patro´n, se
debe comprobar si es posible mantener en memoria simulta´neamente dos de los subcon-
juntos del vector. Como simplificacio´n, hemos supuesto que si los dos primeros working
sets se pueden mantener en memoria al mismo tiempo, entonces tambie´n sera´ posible
hacerlo con el resto de working sets utilizados por la instruccio´n. Si esto es as´ı, se actua-
liza la informacio´n que describe el patro´n de accesos, registrando como u´nico stride, la
separacio´n entre las pa´ginas equivalentes de los dos working sets y almacenando, adema´s,
el nu´mero de accesos repetitivos que se hacen sobre un working set, para detectar cua´ndo
la instruccio´n va a cambiar el working set y activar entonces la seleccio´n de pa´ginas para
el primer acceso a cada pa´gina del nuevo working set.
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Hay que decir que si se captan correctamente los para´metros que caracterizan el patro´n
de accesos de una instruccio´n, entonces no es necesario calcularlos para cada ejecucio´n de
la instruccio´n, sino que es suficiente con aplicarlos para predecir los pro´ximos accesos de
la instruccio´n. Este me´todo tambie´n permite reducir la cantidad de co´digo de prediccio´n
que se ejecuta para cada instruccio´n. Por este motivo, el ca´lculo de cada para´metro pasa
por una fase inicial en la que se calcula y se comprueba la efectividad del valor captado.
Si de estas comprobaciones se deriva que el valor del para´metro es estable a trave´s de
las ejecuciones, entonces se considera validado y se pasa a la fase estabilizada, que sim-
plemente, consiste en aplicar el valor captado sin repetir su ca´lculo. Si por el contrario,
el co´digo de prediccio´n no es capaz de alcanzar la fase estabilizada, se supone que ese
para´metro no tiene un comportamiento predecible y se desestima su uso para el resto de
ejecuciones de la instruccio´n. En particular, si no es posible estabilizar el ca´lculo de los
tres posibles strides que estamos considerando, entonces se desactiva la prediccio´n para
esa instruccio´n y la JVM pasa a ejecutar u´nicamente el tratamiento original del bytecode.
La figura 5.12 representa el grafo de estados por el que pasa el co´digo de prediccio´n aso-
ciado a cada instruccio´n. En esta figura podemos ver la evolucio´n del co´digo de prediccio´n
a medida que se validan los diferentes para´metros del patro´n de accesos.
Hemos desglosado el algoritmo de prediccio´n en varias funciones, dependiendo del estado
en el que se encuentre la generacio´n del patro´n de acceso de la instruccio´n y en funcio´n
del tipo de patro´n obtenido. El objetivo de esta separacio´n es conseguir reducir el co´digo
ejecutado en cada prediccio´n al estrictamente necesario segu´n el estado en el que se en-
cuentre la caracterizacio´n de los accesos de la instruccio´n. As´ı, a medida que el co´digo de
prediccio´n valida el valor de los para´metros de prediccio´n, tambie´n cambia la funcio´n de
prediccio´n asociada a la instruccio´n por otra en la que ya no aparece el co´digo de valida-
cio´n del patro´n (ver figura 5.13). Se podr´ıa haber implementado con una u´nica funcio´n de
prediccio´n que, mediante sentencias condicionales decidiera el fragmento de co´digo que se
debe ejecutar para el estado actual de la prediccio´n de la instruccio´n. Sin embargo, hemos
detectado que el coste de la ejecucio´n de los condicionales tiene suficiente repercusio´n
sobre el rendimiento final como para recomendar su eliminacio´n.
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Figura 5.12 Grafo de estados del algoritmo de prediccio´n
Heur´ısticas para aproximar el estado de la memoria
La tarea de seleccio´n de pa´ginas necesita tener informacio´n sobre el estado de la memoria
del programa en varias de las decisiones que debe implementar. Por ejemplo, esta infor-
macio´n es imprescindible para evitar la peticio´n de carga para pa´ginas ya presentes en
memoria f´ısica y puede ayudar en la decisio´n de la distancia de prefetch aconsejable para
la solicitud de carga anticipada.
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Figura 5.13 Actualizacio´n de la funcio´n de prediccio´n asociada
Como ya hemos dicho en la subseccio´n anterior, el co´digo de generacio´n de patro´n de
accesos es capaz de detectar algunos patrones que generan selecciones redundantes de
pa´ginas y de adaptar el patro´n asociado a la instruccio´n para evitar estas selecciones en
las siguientes predicciones.
Hay que destacar que, la solicitud de una pa´gina ya cargada en memoria f´ısica, no implica
ningu´n error en la ejecucio´n. Sin embargo, es importante evitarlas para optimizar la
ejecucio´n de la tarea de seleccio´n de pa´ginas. Adema´s tambie´n influye en el rendimiento
de la tarea de carga anticipada ya que, aunque la peticio´n de una pa´gina ya presente en
memoria f´ısica no involucra un acceso a disco, la solicitud tiene un coste asociado como,
por ejemplo, el debido al cambio de contexto para ceder el uso de la CPU al flujo de
prefetch.
Por este u´ltimo motivo, tambie´n se intenta filtrar, de las pa´ginas seleccionadas, aquellas
que ya se encuentran en memoria f´ısica para evitar el coste de una peticio´n de carga
innecesaria.
Para implementar estas dos optimizaciones, es necesario tener acceso, desde el nivel de
usuario, a la informacio´n sobre el estado de la pa´gina en la memoria virtual. Los SO
actuales no exportan esta informacio´n, por lo tanto, o bien se modifica el co´digo del SO
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para introducir un interfaz que permita a la JVM consultar esta informacio´n, o bien se
utilizan heur´ısticas que permitan que la JVM aproxime esta informacio´n.
Uno de los objetivos de este cap´ıtulo es comprobar si es factible dotar al entorno de
ejecucio´n de Java de una pol´ıtica de prefetch efectiva y adaptada a las caracter´ısticas
de cada programa, sin necesidad de modificar el co´digo del SO. Por este motivo, hemos
aproximado la informacio´n del estado de las pa´ginas mediante una heur´ıstica, que, aunque
puede ser que no refleje el estado real de la memoria del programa, sirve para evitar
suficientes peticiones redundantes como para ser beneficiosa para la ejecucio´n de la tarea
de seleccio´n.
La implementacio´n de esta heur´ıstica consiste en mantener, dentro de la JVM, un bitmap
que representa el estado en memoria virtual de todas las pa´ginas del heap de un programa
(ver figura 5.14).
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Figura 5.14 Utilizacio´n de la heur´ıstica que aproxima del estado de la memoria
La JVM marca en el bitmap todas las pa´ginas que son cargadas en memoria, basa´ndose
en la informacio´n que ella tiene sobre los accesos del programa (i.e. cada vez que una
instruccio´n accede a una pa´gina, la JVM actualiza el bit que representa el estado de esa
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pa´gina). Esta informacio´n representa de forma bastante fiel la carga en memoria de las
pa´ginas del programa.
El otro aspecto de la memoria virtual, la expulsio´n al a´rea de swap, esta´ totalmente
controlado por el algoritmo de reemplazo que implementa el SO y que decide en cada
momento que´ pa´ginas son las ma´s adecuadas para abandonar la memoria f´ısica y ser
almacenadas en el a´rea de swap. Este algoritmo se ejecuta de forma transparente a la
JVM, lo que significa que e´sta no conoce el instante en el que una pa´gina es expulsada
y, por lo tanto, debe actualizar su estado en el bitmap. Si bien es cierto que se podr´ıa
implementar un simulador del algoritmo de reemplazo en la JVM para que aproximara
el momento en el que una pa´gina abandona la memoria f´ısica, el coste de ejecutar este
co´digo anular´ıa las ventajas de tener esta informacio´n. Por este motivo, hemos optado
por una implementacio´n menos precisa, consistente en considerar que todas las pa´ginas
son expulsadas al a´rea de swap cuando es necesario ejecutar el algoritmo de reemplazo.
En la implementacio´n que evaluamos en este cap´ıtulo, se toma la decisio´n de suponer la
expulsio´n de todas las pa´ginas en base a un nuevo para´metro que recibe la JVM y que
le indica la cantidad de memoria f´ısica disponible para almacenar los arrays de grandes
dimensiones.
Es decir, las pa´ginas marcadas como presentes por el bitmap que hemos implementado son
un subconjunto de las pa´ginas que realmente esta´n cargadas en memoria. Esto significa
que el uso de este bitmap nunca sera´ la causa de no cargar anticipadamente una pa´gina,
aunque s´ı puede ser que no evite todas las peticiones redundantes.
Para completar la seleccio´n de pa´ginas, es necesario considerar la distancia de prefetch
adecuada para solicitar aquellas pa´ginas para las que el prefetch tenga opciones de ser
efectivo. El valor adecuado de la distancia viene condicionado por el propio co´digo del
programa y por las condiciones de ejecucio´n. Por lo tanto, es un valor que se deber´ıa
reajustar en tiempo de ejecucio´n, para lo cual puede ser necesario utilizar la informacio´n
sobre el estado de las pa´ginas. Para la implementacio´n que evaluamos en este cap´ıtulo,
la distancia de prefetch es un valor esta´tico (no cambia durante la ejecucio´n) y global
(se aplica el mismo valor para todas las instrucciones), que determinamos experimental-
mente y que pasamos como para´metro al inicio de la ejecucio´n. Hay que decir que hemos
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adoptamos esta simplificacio´n temporalmente, y que, sobre la versio´n definitiva de nues-
tra propuesta de prefetch, hemos realizado un estudio sobre el me´todo apropiado para
obtener la distancia y la implementacio´n de su ca´lculo dina´mico (ver seccio´n 6.5.3 en el
cap´ıtulo 6).
5.4.2 Solicitud de carga as´ıncrona: prefetcher
En la seccio´n 5.2 hemos planteado las bases que va a seguir la implementacio´n de la
carga anticipada en la estrategia de prefetch transparente al SO. El mecanismo de carga
propuesto, aparentemente, se puede implementar de manera muy sencilla. Sin embargo,
un ana´lisis detallado de la interaccio´n del mecanismo con el propio co´digo del SO, nos ha
desvelado que existen detalles en la implementacio´n del SO que pueden influir en gran
manera sobre el rendimiento de la carga anticipada.
En esta seccio´n describimos las decisiones que hemos tomado para la implementacio´n de
este co´digo y co´mo han venido influidas por la implementacio´n del co´digo del SO presente
en nuestro entorno de trabajo.
Las modificaciones que hemos introducido en la JVM consisten en an˜adir el flujo de
ejecucio´n prefetcher que se encarga de hacer efectiva la carga anticipada de las pa´ginas
seleccionadas por el flujo de la JVM encargado de la ejecucio´n de los programas.
El co´digo que solicita la carga anticipada es un bucle muy sencillo que consiste en, mien-
tras haya solicitudes pendientes, acceder a la direccio´n objetivo de la solicitud para que,
mediante el mecanismo del fallo de pa´gina, se provoque la carga anticipada de la pa´gina
solicitada (ver figura 5.15). Si en algu´n momento no hay peticiones pendientes, entonces
el co´digo de carga debe parar momenta´neamente su ejecucio´n, para evitar el consumo
innecesario de CPU, y reanudarlo en cuanto haya una nueva solicitud de prefetch.
Para obtener las solicitudes de carga que debe realizar, el prefetcher accede al buffer com-
partido con el flujo de ejecucio´n del programa. Extrae las peticiones del buffer siguiendo
una pol´ıtica FIFO, es decir, primero solicita la carga de la peticio´n ma´s antigua que ha
recibido.
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Figura 5.15 Mecanismo de carga as´ıncrona transparente al SO
Si en algu´n momento el buffer se queda vac´ıo, es decir, no hay peticiones pendientes, el
prefetcher se bloquea sobre un sema´foro hasta que la JVM, al introducir una peticio´n
en el buffer y comprobar que el prefetcher esta´ bloqueado, actu´a sobre el sema´foro para
desbloquearlo. La necesidad de esta operacio´n de sincronizacio´n involucra dos llamadas a
sistema. Sin embargo, los experimentos que hemos realizado demuestran que esta sobre-
carga es asumible por la te´cnica de prefetch (ver seccio´n 5.5).
En cuanto a la situacio´n complementaria, que se da cuando la JVM necesita depositar
una nueva solicitud de carga y el buffer se encuentra lleno, lo ma´s ra´pido para el flujo de
ejecucio´n del programa es, o bien descartar la peticio´n que lleva ma´s tiempo en el buffer
esperando a ser servida, o bien descartar la nueva que no cabe en el buffer. Hemos optado
por descartar la peticio´n ma´s antigua y hemos decidido sobreescribirla con la nueva. Esta
decisio´n la hemos tomado asumiendo que las peticiones que hace ma´s tiempo que se han
solicitado son las que tienen menos margen para ser cargadas antes de que el programa
las referencie y, por lo tanto, la probabilidad de no ser capaces de cargarlas a tiempo
es ma´s alta que para el caso de las nuevas solicitudes. De todas maneras, consideramos
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necesario evaluar este u´ltimo extremo para poder asegurar que esta opcio´n es la que
ofrece el mejor rendimiento posible. Adema´s, es deseable que esta situacio´n no se de con
frecuencia, ya que implica la pe´rdida de oportunidades en la carga solapada de memoria.
Sin embargo, se da la circunstancia de que, para los programas que hemos evaluado,
hemos observado que el comportamiento habitual es tener una sola peticio´n pendiente
en el buffer. Por lo que todos los para´metros de configuracio´n del buffer (dimensio´n del
buffer, orden de extraccio´n de las peticiones del buffer y tratamiento del caso del buffer
lleno), no influyen en el rendimiento de los experimentos que vamos a realizar. Por lo
tanto, en la implementacio´n evaluada en este cap´ıtulo no hemos profundizado ma´s en el
ana´lisis de esta estructura de datos.
Caracter´ısticas del flujo de prefetch
El flujo de ejecucio´n que hemos an˜adido es un nuevo proceso ligero, que hemos creado
mediante el interfaz que ofrece el SO de nuestro entorno. Por lo tanto, este nuevo flujo
comparte todo el espacio de direcciones con el resto de flujos de la JVM. Esto significa
que el prefetcher tiene acceso a todo el heap del programa, algo necesario para que pueda
provocar la carga de direcciones usando el mecanismo de fallo de pa´gina. Adema´s, esta
facilidad tambie´n permite optimizar la gestio´n del buffer de peticiones.
Implementar el prefetch mediante un proceso ligero tambie´n tiene repercusiones positivas
en la eficiencia de la gestio´n de procesos implementada por el SO, ya que facilita la
optimizacio´n del uso de recursos y aumenta el rendimiento de algunas de las operaciones
de gestio´n.
La alternativa a la implementacio´n como proceso ligero habr´ıa sido la implementacio´n
como un proceso tradicional. En este caso, se tendr´ıa que haber usado alguna te´cnica de
memoria compartida entre procesos, para permitir que el prefetcher compartiera con el
resto de flujos de la JVM tanto el heap como el buffer de peticiones de prefetch. Hay que
decir que en la gestio´n de memoria compartida entre procesos, el SO debe garantizar la
coherencia entre las visiones que ambos procesos tienen de la memoria, lo cual repercute
en el tiempo de gestio´n de la memoria. Hemos evaluado la influencia que el uso de este
tipo de memoria tiene sobre el rendimiento de los accesos a memoria de un proceso, y
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hemos comprobado que el tiempo de gestio´n de un fallo de pa´gina sobre una zona de
memoria compartida es considerablemente mayor que el tiempo de gestio´n involucrado
cuando la zona es de memoria ano´nima no compartida. Es ma´s, los accesos de escritura,
aunque no impliquen un fallo de pa´gina, tambie´n tienen un coste mayor cuando se hacen
sobre una zona de memoria compartida. As´ı, hemos observado que ejecutar un programa
que escribe sobre una zona de memoria compartida tiene un rendimiento 3,5 veces peor
que el mismo programa accediendo a una zona de memoria ano´nima.
Aunque todo parece indicar que la opcio´n de implementar el prefetcher como un proce-
so tradicional se podr´ıa haber descartado sin ningu´n tipo de evaluacio´n previa, hemos
querido realizar esta evaluacio´n porque durante el desarrollo de este trabajo hemos ob-
servado co´mo detalles de implementacio´n del SO pueden ser los responsables de que los
resultados teo´ricos esperados no se correspondan con la ejecucio´n real. En particular, en
versiones anteriores del kernel de Linux, que hemos utilizado durante las fases iniciales
de este trabajo (versiones 2.2.12 y 2.4.2), hemos observado un detalle de implementacio´n
de la rutina de tratamiento de fallo de pa´gina que podr´ıa perjudicar el rendimiento del
prefetcher implementado como proceso ligero. En esas versiones, en el tratamiento de la
excepcio´n del fallo de pa´gina se utilizaban locks de granularidad muy gruesa, para garan-
tizar la consistencia en las estructuras de datos del sistema y evitar posibles condiciones
de carrera. Este me´todo de sincronizacio´n era tan radical que no permit´ıa el tratamiento
simulta´neo de fallos de pa´gina de procesos ligeros que pertenecieran a la misma tarea. Por
lo tanto, si mientras se estaba resolviendo un fallo de pa´gina, el kernel recib´ıa una excep-
cio´n debido a un acceso al mismo espacio de direcciones, el flujo que hubiera provocado el
segundo fallo de pa´gina se bloqueaba al inicio de la rutina de gestio´n de la excepcio´n. Esto
era as´ı aunque se trataran de fallos de pa´gina totalmente independientes cuya resolucio´n
no implicara a las mismas estructuras del sistema y, por lo tanto, no fuera posible una
condicio´n de carrera que arriesgara la integridad de los datos del sistema.
Este detalle de implementacio´n interna del SO podr´ıa perjudicar el rendimiento de la
estrategia de prefetch si se implementaba el prefetcher como un proceso ligero. Ya que
los fallos de pa´gina provocados por el prefetcher, con el objetivo de solapar la carga de
memoria con el ca´lculo del programa, podr´ıan ralentizar la resolucio´n de otros fallos de
pa´gina provocados por los flujos de la JVM y anular las ventajas de la carga anticipada.
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En las siguientes versiones del kernel de Linux, el mecanismo de proteccio´n para evitar
las condiciones de carrera en la gestio´n de los fallos de pa´gina se ha refinado, con lo que
el problema que podr´ıa aparecer al usar un proceso ligero ha desaparecido haciendo que
e´sta sea la opcio´n ma´s eficiente para la implementacio´n del prefetcher. Sin embargo, este
ejemplo de la evolucio´n del co´digo del kernel y de su influencia sobre el rendimiento del
prefetch es interesante para mostrar la sensibilidad de la estrategia de prefetch al ser
implementada de forma transparente al SO.
Otras caracter´ısticas del flujo de prefetch que hay que tener en cuenta son las relaciona-
das con la pol´ıtica de planificacio´n de flujos del SO. Para que el prefetch sea eficaz, es
importante que el SO asigne la CPU al prefetcher siempre que e´ste tenga una peticio´n
pendiente, para que provoque su carga con la antelacio´n adecuada. Una vez solicitada la
carga el prefetcher se bloqueara´ hasta que se complete el fallo de pa´gina que ha provocado,
con lo que la CPU quedara´ libre para que el SO se la pueda asignar al resto de flujos del
sistema. Para lograr este efecto, hemos utilizado una funcionalidad que ofrece Linux y que
permite dar prioridad al prefetcher en el uso de la CPU. Esta funcionalidad es la que sirve
para asignar a un flujo la categor´ıa de flujo de tiempo real, convirtie´ndolo en el candidato
a ocupar la CPU siempre que esta´ preparado para la ejecucio´n.
Hemos comparado la influencia de este cambio en la pol´ıtica de planificacio´n del prefetcher
y la aplicacio´n que hemos evaluado mejora su rendimiento hasta un 2% con respecto a
planificar al prefetcher mediante la pol´ıtica de planificacio´n que usa Linux por defecto.
Este bajo porcentaje de mejora se debe a que la aplicacio´n que hemos utilizado tiene
un bajo porcentaje de ca´lculo, lo que significa que se bloquea con mucha frecuencia, de
manera que, aunque se use la pol´ıtica de planificacio´n por defecto, el prefetcher tiene
muchas opciones de ocupar la CPU en cuanto esta´ preparado para ejecutarse. Por lo
tanto, en una aplicacio´n con mayor tiempo de ca´lculo se espera que la influencia del
cambio de la pol´ıtica de planificacio´n sea mayor.
Influencia de la gestio´n de memoria del SO
Al an˜adir el prefetch de memoria al entorno de ejecucio´n, estamos introduciendo una
nueva tarea en la gestio´n de memoria que, inevitablemente, interacciona con el resto de
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tareas de gestio´n de memoria del entorno. Este efecto es ma´s acusado al hacer que la
estrategia de prefetch sea transparente al SO. En este caso, el SO puede tomar decisiones
gene´ricas que perjudican el rendimiento del prefetcher y que podr´ıa evitar si, por ejemplo,
fuera capaz de distinguir entre las pa´ginas solicitadas por pura carga bajo demanda y las
pa´ginas solicitadas por el prefetcher.
En la seccio´n anterior ya hemos visto un ejemplo de como la implementacio´n del meca-
nismo de fallo de pa´gina puede influir en el rendimiento del prefetcher. Pero existen ma´s
decisiones en la gestio´n de memoria de Linux que pueden perjudicar el rendimiento de
nuestra propuesta.
Como ya hemos dicho, Linux implementa una estrategia de prefetch muy simple que
intenta favorecer a las aplicaciones que usan un patro´n de accesos secuencial (ver seccio´n
2.2 en el cap´ıtulo 2). Esta estrategia consiste en, para cada fallo de pa´gina, adema´s de
cargar la pa´gina que ha provocado la excepcio´n, cargar tambie´n las siguientes pa´ginas
consecutivas. Por lo tanto, Linux aplicara´ este prefetch tambie´n para las pa´ginas cargadas
anticipadamente por nuestra estrategia de prefetch. En el mejor de los casos, si el programa
que se esta´ ejecutando sigue un patro´n de accesos secuencial, la aplicacio´n simulta´nea
del prefetch de Linux y de nuestra estrategia de prefetch, resulta redundante. Pero en
general, para las aplicaciones que siguen patrones de acceso no secuenciales, el prefetch de
Linux puede perjudicar el rendimiento de nuestra estrategia de prefetch, ya que para cada
pa´gina que solicitemos con antelacio´n, Linux cargara´ otra serie de pa´ginas, que au´n siendo
innecesarias para el programa, pueden aumentar la presio´n sobre el sistema de gestio´n de
memoria.
Afortunadamente, Linux permite que su estrategia de prefetch se desactive desde el nivel
de usuario, por lo que hemos adoptado esta posibilidad para las ejecuciones sobre nuestro
entorno modificado con prefetch en el nivel de usuario.
El otro aspecto de la gestio´n de memoria que interactu´a con la estrategia de prefetch es el
reemplazo de memoria. Esta interaccio´n se puede manifestar de dos maneras diferentes:
primero, por la propia ejecucio´n del co´digo de reemplazo y, segundo, por las pa´ginas que
selecciona para ser expulsadas al a´rea de swap. En este punto hay que comentar, una
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vez ma´s, que hemos observado grandes diferencias en el efecto que esta interaccio´n tiene
sobre rendimiento del prefetch, dependiendo de la versio´n de kernel de Linux presente en
el entorno de ejecucio´n. De esta manera, una evaluacio´n de nuestra estrategia sobre una
versio´n anterior de kernel (versio´n 2.4.2), nos demostro´ que, comparado con los resultados
obtenidos sobre la versio´n de kernel 2.4.18, las interferencias con el reemplazo de memo-
ria penalizaban hasta cuatro veces su rendimiento. Hay que decir que, incluso con esta
mala interaccio´n con el algoritmo de reemplazo, nuestra estrategia de prefetch tambie´n
consegu´ıa mejorar el rendimiento de los programas sobre la versio´n 2.4.2.
5.5 EVALUACIO´N DEL PREFETCH A NIVEL DE
USUARIO
En esta seccio´n presentamos la evaluacio´n de la implementacio´n final que hemos propuesto
para la estrategia de prefetch transparente al SO.
Recordemos que la versio´n de la JVM que hemos modificado con la estrategia de prefetch
es la JVM HotSpot, versio´n 1.3.1, que Sun distribuye como parte del entorno de desarrollo
del paquete Java 2 SDK Standard Edition para Linux. Adema´s el kernel de Linux sobre
el que ejecutamos los experimentos es el 2.4.18, el mismo que hemos utilizado durante la
implementacio´n de esta estrategia.
La plataforma f´ısica sobre la que hemos ejecutado estos experimentos es un PC con un
procesador Pentium III a 500 Mhz y 128Mb de memoria f´ısica.
5.5.1 Metodolog´ıa para los experimentos
Para evaluar la efectividad de nuestra estrategia hemos evaluado los programas de prueba
tanto en el entorno original de ejecucio´n como en el entorno modificado con nuestra
estrategia de prefetch. En el caso del entorno original, hemos analizado el rendimiento
obtenido con el prefetch de Linux activado (comportamiento por defecto) y el obtenido
al desactivar esa estrategia simple de prefetch. Para la evaluacio´n de nuestra propuesta
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de prefetch, como ya hemos comentado en la seccio´n 5.15, hemos optado por desactivar
siempre el prefetch de Linux.
La evaluacio´n ha consistido en contar los fallos de pa´gina provocados por la ejecucio´n
de los programas, separando los fallos de pa´gina provocados por el co´digo del programa
de aquellos provocados por el prefetcher ya que, e´stos u´ltimos son los susceptibles de ser
resueltos en paralelo con la ejecucio´n del programa. Adema´s, tambie´n contamos de forma
separada aquellos fallos de pa´gina provocados por el acceso a direcciones que ya esta´n
en proceso de carga. Esta segunda clasificacio´n tambie´n nos sirve para evaluar la eficacia
del prefetch ya que estos fallos de pa´gina se deben a pa´ginas que el prefetcher no ha sido
capaz de cargar a tiempo. Adema´s, es importante tenerlo en cuenta a la hora de analizar
el tiempo de ejecucio´n ya que, habitualmente, el tiempo involucrado en resolver uno de
estos fallos de pa´gina es menor que el necesario para resolver un fallo de pa´gina completo.
Tambie´n evaluamos el tiempo de ejecucio´n de los programas, distinguiendo el porcentaje
de este tiempo que ha sido necesario para resolver cada uno de los tipos de fallos de
pa´gina. Esto es necesario para asegurar que, en los casos en los que el prefetcher es capaz
de evitar los fallos de pa´gina de los programas, se obtiene la correspondiente reduccio´n
en el tiempo de ejecucio´n.
Para efectuar estas medidas, utilizamos el mismo mecanismo, basado en los gestores de
dispositivos de Linux, que hemos descrito en el cap´ıtulo 3, pero adaptando el co´digo
a las necesidades de la nueva clasificacio´n. Para esta nueva clasificacio´n, simplemente
necesitamos que el kernel considere dos grupos de contadores: los asociados al prefetcher
y los asociados al flujo que ejecuta el co´digo del programa. Para ello, hemos introducido
una nueva variable de configuracio´n que la JVM inicializa con los identificadores de proceso
de los flujos que interesa distinguir.
5.5.2 Programas de prueba
Para efectuar esta evaluacio´n hemos seleccionado como programa de prueba el co´digo de
la multiplicacio´n de matrices. El motivo de esta seleccio´n es que se trata de un kernel
muy utilizado en las aplicaciones de ca´lculo cient´ıfico y, adema´s, se trata de un algoritmo
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sencillo y muy controlado, que facilita el ana´lisis de los resultados. Hay que decir que
esta facilidad para el ana´lisis ha sido especialmente importante durante toda la fase de
desarrollo de la estrategia. Durante esta fase, el controlar perfectamente el co´digo del
programa de prueba, nos ha permitido entender aquellos puntos del co´digo an˜adido a la
JVM que eran cr´ıticos para poder obtener un co´digo eficiente. Y lo que es ma´s importante,
nos ha facilitado la tarea de entender el comportamiento de las tareas de gestio´n de Linux
y su interaccio´n con nuestro co´digo, para as´ı poder llegar a una implementacio´n que ofrece
un buen rendimiento para la estrategia de prefetch.
Este programa lo hemos ejecutado con diferentes taman˜os para las matrices multiplicadas.
El objetivo es evaluar el comportamiento de nuestra estrategia bajo diferentes condicio-
nes de presio´n para el sistema de memoria. A continuacio´n describimos brevemente los
taman˜os seleccionados y la tabla 5.2 los resume.
Matrices pequen˜as: el taman˜o de estas matrices se ha seleccionado para que el
sistema de memoria fuera capaz de albergar a las tres matrices durante todo el algo-
ritmo de multiplicacio´n. Es decir, el programa no hace uso de la memoria virtual y,
por tanto, el prefetch de memoria no puede mejorar su rendimiento
Matrices grandes: el taman˜o de estas matrices es tal que hace necesario el uso de la
memoria virtual y, por lo tanto, la estrategia de prefetch podr´ıa beneficiarle, y adema´s
permite guardar en memoria dos de los working sets que utiliza la multiplicacio´n, lo
que significa que el algoritmo de seleccio´n de pa´ginas puede optimizar el co´digo de
seleccio´n.
Matrices extra-grandes: en este experimento se aumenta la presio´n sobre el
sistema de memoria. El taman˜o de los working sets del programa son demasiado
grandes como para mantener dos simulta´neamente en memoria, con lo que el algoritmo
de seleccio´n de pa´ginas no puede aplicar la optimizacio´n de simplificar el patro´n de
accesos.
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Benchmark Matriz A (doubles) Matriz B (doubles)
Matrices pequen˜as 500x500 (1,9Mb) 500x500 (1,9Mb)
Matrices grandes 1024x4096 (32Mb) 4096x4096 (128Mb)
Matrices extra-grandes 128x28672 (28Mb) 28762x2048 (448Mb)
Tabla 5.2 Taman˜os de las matrices de entrada para la multiplicacio´n (AxB)
5.5.3 Rendimiento del prefetch a nivel de usuario
En la figura 5.16 mostramos los resultados obtenidos en la evaluacio´n del prefetch sobre el
benchmark que utiliza la matriz que se mantiene por completo en memoria f´ısica durante
toda la ejecucio´n. Es decir, la multiplicacio´n de matrices se completa sin provocar ningu´n
fallo de pa´gina. La figura 5.16.a mostramos el tiempo de ejecucio´n de este programa en el
entorno original de ejecucio´n, tanto con el prefetch de kernel activado (en la figura, JVM
original (prefetch kernel)) como con esta estrategia desactivada (en la figura, JVM original
(sin prefetch kernel)), separando el tiempo de fallo de pa´gina del resto del tiempo de
ejecucio´n del programa. En esta figura se puede observar como, efectivamente, el tiempo
de ca´lculo ocupa el 100% del tiempo de ejecucio´n del programa y, adema´s, dado que
se ejecuta sin provocar fallos de pa´gina, el prefetch de kernel no tiene ningu´n efecto
sobre su ejecucio´n y el rendimiento del programa en los dos escenarios es ide´ntico. Por el
mismo motivo, nuestra estrategia de prefetch tampoco puede beneficiar el rendimiento del
programa. Es ma´s, en esta implementacio´n no hemos incluido todav´ıa la caracter´ıstica de
desactivar el prefetch cuando las condiciones de ejecucio´n no lo hacen necesario, por lo que
la ejecucio´n de este programa nos sirve para evaluar la sobrecarga an˜adida por nuestro
co´digo de prediccio´n. En la figura 5.16.b comparamos la ejecucio´n en el entorno original
con su comportamiento por defecto (i.e. con el prefetch de Linux activado, en la figura
5.16.b, JVM original (prefetch kernel)) con el comportamiento del entorno de ejecucio´n
modificado con nuestra propuesta de prefetch (en la figura 5.16.b, JVM con prefetch).
Vemos que en la ejecucio´n sobre el entorno que hemos modificado igualmente el tiempo
de ca´lculo representa el 100% del tiempo total de ejecucio´n. Por otro lado, el incremento
del tiempo total con respecto a la ejecucio´n en el entorno original representa un 12%.
Hay que destacar que una versio´n definitiva de la estrategia de prefetch debe detectar si
un proceso no esta´ utilizando el mecanismo de memoria virtual y entonces desactivarse,
con lo cual esta sobrecarga so´lo debe tenerse en cuenta para las situaciones en las que el
prefetch es beneficioso. En la implementacio´n que presentamos en este cap´ıtulo no hemos
Prefetch guiado por la JVM y transparente al SO 125
incorporado esta desactivacio´n ya que su objetivo es evaluar si la estrategia de prefetch
transparente al SO puede mejorar el rendimiento de los programas que requieren el uso
de memoria virtual, por lo que hemos pospuesto la implementacio´n de este detalle hasta
tener el disen˜o definitivo de la estrategia.
Este benchmark, adema´s de evaluar la sobrecarga del co´digo de prediccio´n, nos ha permi-
tido analizar los beneficios de las optimizaciones que hemos implementado en la tarea de
seleccio´n de pa´ginas. Las instrucciones de la multiplicacio´n de matrices siguen un patro´n
de accesos repetitivo sobre cada uno de sus working sets, de manera que se puede aplicar
la simplificacio´n que hemos descrito en la seccio´n 5.1.3 sobre el patro´n aplicado en la
seleccio´n de pa´ginas.
Hemos observado que el rendimiento de este benchmark, aplicando estrictamente el patro´n
de accesos en lugar de aplicar el patro´n simplificado, es ma´s de 6 veces peor que el
rendimiento de la estrategia que utiliza la seleccio´n optimizada. Si tampoco aplicamos la
optimizacio´n de evitar las predicciones consecutivas sobre la misma pa´gina, entonces el
tiempo de ejecucio´n se multiplica por otro factor de 3.
Este alto incremento el tiempo de ejecucio´n demuestra la importancia de intentar evitar
la ejecucio´n de co´digo de prediccio´n que genera selecciones de pa´ginas redundantes, y
justifica las simplificaciones implementadas en el algoritmo de seleccio´n.
En las figuras 5.17 y 5.18 mostramos los resultados de la ejecucio´n del benchmark con el
siguiente conjunto de datos. Estos datos tienen la caracter´ıstica de no caber en memoria, y
por lo tanto, una te´cnica de prefetch capaz de captar su patro´n de accesos puede mejorar
su rendimiento. Adema´s, las dimensiones de las matrices permiten mantener en memoria
al mismo tiempo varios working sets de las instrucciones, de manera que el algoritmo
de seleccio´n de pa´ginas, a medida que se referencian por primera vez las pa´ginas de un
working set, puede ir solicitando la carga de las pa´ginas del siguiente working set.
En la figura 5.17 podemos ver el tiempo de ejecucio´n del programa sobre el entorno
original de ejecucio´n. Podemos observar que para la ejecucio´n con el comportamiento
por defecto (JVM original (prefetch kernel)), el porcentaje de tiempo dedicado a resolver
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Figura 5.16 Multiplicacio´n de matrices pequen˜as
fallos de pa´gina alcanza el 52% del tiempo total de ejecucio´n. En el caso de la ejecucio´n
desactivando el prefetch de kernel JVM original (sin prefetch kernel) este porcentaje se
incrementa hasta el 84%. Este porcentaje hay que tenerlo en cuenta a la hora de evaluar
los beneficios obtenidos por nuestra te´cnica, ya que la eficacia del prefetch se basa en
el solapamiento del tiempo de carga con el tiempo de ca´lculo, por lo tanto, los posibles
beneficios vienen limitados por el tiempo de CPU consumido durante la ejecucio´n de los
programas.
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Figura 5.17 Comportamiento de la Multiplicacio´n de matrices grandes
En la figura 5.18.a comparamos el tiempo de ejecucio´n sobre el entorno original, tanto
usando la configuracio´n por defecto (JVM original (prefetch kernel)) como desactivando el
prefetch de kernel (JVM original (sin prefetch kernel), y sobre el entorno modificado con
nuestra propuesta (JVM con prefetch). El primer aspecto a destacar es que la ejecucio´n del
prefetch de Linux esta´ perjudicando al rendimiento de este programa, y que, simplemente
desactivando esta pol´ıtica ya se consigue una mejora en el rendimiento de los programas.
Sin embargo, si ejecutamos el programa con nuestra estrategia de prefetch la mejora
aumenta hasta un 43%, comparado con la ejecucio´n sobre el comportamiento por defecto
del entorno original, y hasta un 30% si se compara con la ejecucio´n sobre el entorno
original con el prefetch de kernel desactivado.
En la figura 5.18.b mostramos los fallos de pa´gina provocados por el programa en los tres
entornos de ejecucio´n que estamos considerando. Hemos separado los fallos de pa´gina en
funcio´n de su tipo: fallos de pa´gina que no implican acceso a disco y que incluyen los que
se provocan por el acceso a direcciones que ya esta´n en proceso de carga (fp soft), o fallos
de pa´gina para los que el tiempo de espera incluye la carga completa de la pa´gina (fp
hard). Adema´s, para la ejecucio´n sobre el entorno modificado con nuestra propuesta de
prefetch, distinguimos entre los fallos de pa´gina provocados por el co´digo del programa
(JVM) y los provocados por el prefetcher (prefetcher).
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Figura 5.18 Resultados de la Multiplicacio´n de matrices grandes
Podemos ver co´mo en el entorno original de Linux, el prefetch de kernel no consigue
eliminar los fallos de pa´gina del programa. Esto es debido a que su algoritmo de prediccio´n
no representa los accesos a la matriz recorrida por columnas. Hay que decir que, por un
efecto lateral, alguna de las pa´ginas precargadas son utilizadas por el programa. Pero en
este caso incluso el rendimiento no es bueno, ya que el programa las necesita antes de que
la carga se complete, provocando un fallo de pa´gina de los que hemos categorizado como
soft. Adema´s, la carga de pa´ginas no necesarias incrementa el tiempo de ejecucio´n del
programa ya que provoca que el algoritmo de reemplazo se tenga que ejecutar con mayor
frecuencia para devolver al a´rea de swap las pa´ginas cargadas sin necesidad.
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En el caso de la ejecucio´n sobre el entorno modificado con nuestra estrategia de prefetch,
podemos ver que el prefetcher no es capaz de evitar todos los fallos de pa´gina del programa.
Hay que destacar que los fallos de pa´gina del programa son debidos a que el prefetcher
no carga a tiempo las pa´ginas (son fallos de pa´gina soft). Sin embargo, la importante
reduccio´n en el tiempo de ejecucio´n indica que el tiempo de resolucio´n de estos fallos es
muy bajo. Adema´s, debido al poco tiempo de ca´lculo consumido durante la ejecucio´n de
este programa, no es posible obtener un mayor grado de solapamiento entre las lecturas
de disco y el ca´lculo del programa. Es decir, nuestra estrategia de prefetch se acerca a
la ma´xima mejora teo´rica del rendimiento que se puede obtener utilizando prefetch de
pa´ginas.
El tercer caso que hemos considerado es aquel en el que la dimensio´n de los datos mani-
pulados solo permite mantener en memoria f´ısica un working set de cada instruccio´n de
acceso a una matriz fuente. Esto significa que no es posible aplicar la simplificacio´n en el
patro´n de accesos de las instrucciones. En esta situacio´n el prefetcher so´lo puede solicitar
la carga de las pa´ginas del siguiente working set de una instruccio´n cuando detecta que el
working set actual ya no es necesario y, por lo tanto, puede ser expulsado al a´rea de swap
para liberar el espacio en memoria f´ısica y permitir que sea ocupado por el siguiente. Sin
embargo, el espacio de tiempo que transcurre desde que el working set actual deja de ser
necesario hasta que se inician los accesos al siguiente working set es demasiado pequen˜o.
En las figura 5.19 y 5.20 mostramos los resultados de calcular so´lo una fila de la matriz
resultado, porque estos resultados son representativos del comportamiento de toda la eje-
cucio´n. En la figura 5.19 aparece el tiempo de ejecucio´n de este benchmark, distinguiendo
entre tiempo de fallo de pa´gina y resto del tiempo de ejecucio´n. So´lo mostramos los re-
sultados para la ejecucio´n sobre el entorno original con el prefetch de kernel desactivado.
El motivo es porque despue´s de 24 horas en ejecucio´n sobre el entorno original con el pre-
fetch de kernel activado no se hab´ıa completado el ca´lculo de la fila resultado. Esta gran
pe´rdida de rendimiento provocada por el prefetch de kernel se debe a que la penalizacio´n
debida a la carga de pa´ginas innecesarias se incrementa a medida que lo hace la presio´n
sobre el sistema de memoria.
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Figura 5.19 Comportamiento de la Multiplicacio´n de matrices extra-grandes
En cuanto a la ejecucio´n sobre el entorno modificado con nuestra propuesta, en la figura
5.20.b podemos ver que el prefetcher no es capaz de evitar ningu´n fallo de pa´gina del
programa, aunque todos ellos pasan a ser fallos de pa´gina soft. Esto es debido al poco
tiempo que pasa entre el momento en el que se puede iniciar la solicitud y el momento
en el que las pa´ginas son accedidas por el programa. Sin embargo en la figura 5.20.a
podemos ver que, aunque el escenario que representa este benchmark no es favorable
para que nuestra propuesta sea eficaz, la ejecucio´n sobre nuestro entorno tiene el mismo
rendimiento que la ejecucio´n sobre el entorno sin prefetch.
5.5.4 Conclusiones de la evaluacio´n
En esta seccio´n hemos presentado los resultados de evaluar tres tipos de benchmarks sobre
el entorno modificado con nuestra propuesta de prefetch transparente al SO.
El primer benchmark se ejecuta sin provocar fallos de pa´gina y, por lo tanto, la ejecucio´n
del co´digo de prefetch simplemente selecciona pa´ginas que, al comprobar que ya esta´n
cargadas en memoria, no solicita su carga. Por lo tanto nos ha servido para evaluar
la sobrecarga de la ejecucio´n de este co´digo y co´mo se consigue reducir al aplicar las
optimizaciones en el algoritmo de seleccio´n que hemos descrito en 5.1.3. Esta sobrecarga,
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como hemos visto en el ana´lisis del siguiente benchmark, es completamente asumible para
las aplicaciones penalizadas por el uso de la memoria virtual, ya que las ganancias de
utilizar prefetch para este tipo de aplicaciones superan con creces la penalizacio´n de la
ejecucio´n del co´digo de prediccio´n. Adema´s, hay que destacar que la desactivacio´n del
prefetch para aquellas aplicaciones que no usan la memoria virtual es uno de los detalles
pendientes de refinar en la versio´n definitiva de la implementacio´n de nuestra estrategia.
El segundo benchmark representa al conjunto de aplicaciones que hacen un uso intensivo
de la memoria virtual y que son candidatas a ser mejoradas mediante un prefetch efec-
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tivo de memoria. Para este benchmark hemos demostrado que el entorno de ejecucio´n
modificado con nuestro prefetch mejora un 43% el rendimiento obtenido sobre el entorno
original.
Y el tercer benchmark representa al conjunto de aplicaciones que elevan la presio´n sobre
el sistema de memoria a tal punto que es imposible cargar con anticipacio´n las siguientes
pa´ginas referenciadas por las instrucciones, ya que el taman˜o de su working set impide
ocupar la memoria f´ısica con ellas. En este caso, aunque las condiciones de ejecucio´n de-
saconsejan la utilizacio´n del prefetch, nuestra te´cnica iguala el rendimiento que se obtiene
en el entorno original de ejecucio´n con el prefetch de Linux desactivado, y supera, con
creces, el rendimiento obtenido sobre el entorno de ejecucio´n original con la configuracio´n
por defecto, que se ve muy penalizado por el uso del prefetch que implementa Linux.
Por lo tanto, podemos afirmar que nuestra propuesta de prefetch transparente al SO
consigue ofrecer a las aplicaciones el mejor rendimiento teo´rico que las caracter´ısticas de
sus accesos a memoria pueden esperar.
5.6 PREFETCH TRANSPARENTE AL SO: SO´LO UN
PASO EN EL CAMINO
En este cap´ıtulo hemos demostrado que es posible implementar una te´cnica de prefetch
que, utilizando el conocimiento que tiene la JVM sobre el comportamiento de los progra-
mas, se ejecute de forma transparente al SO y mejore substancialmente el rendimiento de
los programas que hacen un uso intensivo de la memoria virtual.
Hemos dotado al entorno de ejecucio´n de Java de una te´cnica de prefetch que cumple los
requerimientos necesarios para que el prefetch sea eficaz ya que:
Implementa una seleccio´n precisa, como parte del tratamiento de los bytecodes, apro-
vechando la informacio´n que tiene la JVM, en tiempo de ejecucio´n, sobre todos los
accesos a memoria de los programas y sus caracter´ısticas.
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Respeta la portabilidad de los programas, ya que las modificaciones forman parte de
la JVM, y cualquier programa ejecutado sobre ella se puede beneficiar de esta te´cnica.
Es transparente al programador y al usuario, ya que no es necesario ni modificar de
ninguna manera el co´digo del programa ni recompilarlo.
Respeta la fiabilidad de sistema, ya que la operacio´n de carga la efectu´a el SO, como
respuesta a la solicitud que hace la JVM usando el interfaz de la excepcio´n del fallo
de pa´gina.
El objetivo de conseguir una te´cnica totalmente transparente era favorecer la portabilidad
del mecanismo en s´ı, evitando tener que adaptarlo en funcio´n del SO presente en el sistema.
Sin embargo, el desarrollo de este prototipo nos ha demostrado que esta te´cnica es muy
sensible al resto del entorno de ejecucio´n. Por un lado, hay que tener en cuenta que el
prefetch es una tarea con importantes restricciones de tiempo: para que sea eficaz, la
lectura de disco de la pa´gina seleccionada debe finalizar antes de que el programa la
acceda y, adema´s, si esto no es posible, puede ser preferible descartar esa lectura para
no penalizar al resto de accesos ni de peticiones de prefetch. Por otro lado, su ejecucio´n
esta´ interaccionando con el co´digo del SO encargado del resto de decisiones de gestio´n de
memoria del programa, con lo cual es necesario que las decisiones de ambos niveles de
gestio´n de memoria no se interfieran. Pero, en esta estrategia, el SO no es consciente de las
tareas ejecutadas por el prefetcher, por lo que trata a las pa´ginas de prefetch como al resto
de pa´ginas cargadas bajo demanda y no hace ninguna comprobacio´n especial durante la
ejecucio´n de su propio co´digo de gestio´n.
Por este motivo, durante la implementacio´n del prototipo hemos tenido que analizar, paso
a paso, la interaccio´n de cada una de nuestras decisiones de implementacio´n con el co´digo
del SO utilizado en nuestra plataforma de desarrollo. Es ma´s, hemos comprobado que
esta interaccio´n era diferente para diferentes versiones del kernel de Linux, y era necesario
adaptar el co´digo de prefetch de acuerdo a la nueva implementacio´n del kernel.
Esto significa que el co´digo de la estrategia de prefetch a nivel de usuario, no so´lo depende
del interfaz del SO como cualquier programa sino que, adema´s, depende tambie´n de la
implementacio´n del SO. Por lo que, para obtener una estrategia eficiente, es necesario
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implementar un co´digo espec´ıfico para la versio´n de SO utilizada. Es ma´s, un cambio en
esta versio´n implica analizar de nuevo la eficacia del mecanismo de prefetch para, en caso
necesario, reajustar las decisiones a la nueva implementacio´n del SO.
Si se asume que la eficacia del prefetch depende de la implementacio´n del SO y que, por
lo tanto, no se garantiza la portabilidad de la estrategia, el siguiente paso consiste en
analizar las posibles ventajas de involucrar al SO en la estrategia de prefetch guiada por
la JVM, obteniendo una estrategia de prefetch basada en la cooperacio´n entre el SO y la
JVM. En el siguiente cap´ıtulo presentamos este nuevo paso en la estrategia de prefetch.
6
PREFETCH COOPERATIVO ENTRE LA JVM Y
EL SO
En este cap´ıtulo presentamos el disen˜o y la implementacio´n de la estrategia de prefetch
basada en la cooperacio´n entre el SO y la JVM.
En el cap´ıtulo anterior hemos visto que es posible implementar una estrategia de prefetch
transparente al SO, usando el conocimiento que tiene la JVM sobre el comportamiento del
programa y substituyendo la informacio´n necesaria sobre las condiciones de ejecucio´n por
el uso de heur´ısticas que aproximan esta informacio´n. Sin embargo, aunque las decisiones
de prefetch son transparentes al SO, su participacio´n en la carga es inevitable si se quiere
garantizar la fiabilidad del sistema. Para conseguir esta participacio´n, manteniendo el
prefetch transparente al SO, es necesario utilizar mecanismos ya existentes dentro del SO
para otros propo´sitos, lo cual complica el co´digo de prefetch y lo hace sumamente sensible
a cambios en la versio´n de kernel instalada en la plataforma de ejecucio´n. Es decir, la
portabilidad del mecanismo, u´nica ventaja de su transparencia al sistema, no se puede
garantizar.
En este cap´ıtulo proponemos una estrategia en la que el SO es consciente de las operaciones
de prefetch que la JVM solicita, y colabora activamente en las decisiones asociadas. El
mecanismo resultante de esta colaboracio´n es estable, eficiente y no necesita el uso de
heur´ısticas para poder tomar las decisiones de prefetch. Adema´s, su implementacio´n es
simple y sin los efectos laterales que sufre la estrategia transparente al SO.
La figura 6.1 refleja la participacio´n que tienen tanto el SO como la JVM en la implemen-
tacio´n del prefetch. En la tarea de seleccio´n de pa´ginas, la JVM aporta su conocimiento
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sobre el comportamiento del programa para predecir los pro´ximos accesos a memoria,
y el SO aporta su conocimiento sobre el estado de la ma´quina para que la JVM pueda
optimizar la seleccio´n de pa´ginas y decidir la distancia de prefetch adecuada. En cuanto a
la carga anticipada, la JVM solicita al SO que inicie la carga as´ıncrona de las pa´ginas que
ha seleccionado, aunque e´ste tiene la decisio´n final sobre la conveniencia o no, de acuerdo
a las condiciones de ejecucio´n, de completar cada operacio´n de prefetch.
prefetch
JVM SO
predicción
carga
Figura 6.1 Cooperacio´n entre JVM y SO para la estrategia de prefetch
En la seccio´n 6.1 y en la seccio´n 6.2 describimos en detalle estas dos tareas de la estrategia
de prefetch (seleccio´n de pa´ginas y carga as´ıncrona) y en la seccio´n 6.3 describimos el
interfaz que hemos an˜adido al SO para permitir la cooperacio´n entre la JVM y el SO en
las decisiones de prefetch. Despue´s de estas secciones mostramos una visio´n general del
funcionamiento de la estrategia de prefetch cooperativo (seccio´n 6.4), y presentamos sus
detalles de implementacio´n, tanto los relacionados con co´digo del SO como los relacionados
con co´digo de la JVM (seccio´n 6.5). Para finalizar el cap´ıtulo, en la seccio´n 6.6 presentamos
los experimentos que demuestran la efectividad de esta estrategia y en la seccio´n 6.7
presentamos las conclusiones que hemos extra´ıdo del desarrollo y evaluacio´n del prefetch
cooperativo.
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6.1 SELECCIO´N DE PA´GINAS DE PREFETCH
En esta seccio´n presentamos que´ aspectos de la tarea de seleccio´n de pa´ginas de prefetch
se deben modificar para aprovechar la posible participacio´n del SO dentro de la estrategia
de prefetch.
Uno de los puntos importantes dentro de la tarea de seleccio´n es la prediccio´n precisa
de los accesos futuros de las instrucciones. En esta prediccio´n no influye el estado del
sistema, ya que so´lo depende del comportamiento del programa y, por lo tanto, no es
necesaria la participacio´n del SO. Esto ha quedado patente en los resultados que hemos
mostrado en el cap´ıtulo anterior y en la alta tasa de aciertos que hemos obtenido con la
prediccio´n transparente al SO (ver seccio´n 5.1.1 del cap´ıtulo 5). Por lo tanto, dentro del
prefetch cooperativo, hemos conservado la estrategia de prediccio´n de pa´ginas utilizada
como parte del prefetch transparente al SO (ver seccio´n 5.1 en el cap´ıtulo 5).
Sin embargo, hay otros aspectos relacionados con la seleccio´n de pa´ginas de prefetch que
se pueden beneficiar si el SO participa en la estrategia de prefetch.
Un aspecto de la seleccio´n de pa´ginas que se puede mejorar consiste en eliminar las
heur´ısticas que necesitaba la estrategia de prefetch transparente al SO para aproximar la
informacio´n sobre el estado de las pa´ginas del proceso (si estaban presentes en memoria
f´ısica o si, por el contrario se encontraban en el a´rea de swap). Hay que destacar que,
aunque la heur´ıstica utilizada ha demostrado un buen comportamiento en los experimentos
que hemos ejecutado, no se puede garantizar que esto sea as´ı para otros benchmarks o
entornos de ejecucio´n.
En la estrategia de prefetch basada en la cooperacio´n, hemos modificado el SO para que
exporte esta informacio´n al nivel de usuario. As´ı, la JVM de una manera eficiente, puede
consultar esta informacio´n y utilizarla para optimizar el algoritmo de seleccio´n y para
evitar la peticio´n de carga de pa´ginas ya presentes en memoria f´ısica.
Otra modificacio´n que hemos introducido en la seleccio´n de pa´ginas se refiere a la distancia
de prefetch. En el caso de la estrategia de prefetch transparente al SO, el valor de la
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distancia es un para´metro de ejecucio´n y global para todas las instrucciones que utilizaban
el mecanismo de prefetch.
En la estrategia de prefetch basada en la cooperacio´n, la distancia de prefetch pasa a ser
una caracter´ıstica ma´s del patro´n de accesos de cada instruccio´n, que se calcula de forma
automa´tica y se ajusta dina´micamente para adaptarse a las condiciones de ejecucio´n.
Hemos basado este ajuste en el estado de la pa´gina que la instruccio´n referencia en cada
momento. Si la distancia de prefetch es la adecuada, y asumiendo que la prediccio´n de
accesos es correcta, entonces los accesos realizados por la instruccio´n sera´n sobre pa´ginas
ya presentes en memoria f´ısica. Por lo tanto, hemos incorporado, como parte de la seleccio´n
de pa´ginas de prefetch, el co´digo que comprueba si la pa´gina que referencia la ejecucio´n
actual de la instruccio´n esta´ presente en memoria f´ısica y, de no ser as´ı, corrige el valor
de la distancia usado para esa instruccio´n, para adaptarlo a las condiciones de ejecucio´n.
Adema´s, la cooperacio´n del SO en la estrategia de prefetch, permite que la JVM agrupe
varias solicitudes de carga anticipada y, as´ı, se aumente la posibilidad de que el SO pueda
optimizar los accesos a disco debidos a sus peticiones de prefetch. Esto puede hacerse
porque hemos an˜adido un nuevo interfaz al SO que permite que un flujo solicite la carga
de una pa´gina de forma as´ıncrona, sin tan siquiera esperar a que se inicie el acceso a disco
y, por lo tanto, un mismo flujo puede tener varias peticiones pendientes de carga al mismo
tiempo.
6.2 CARGA ASI´NCRONA Y ANTICIPADA
En el cap´ıtulo 4 hemos visto que era necesario decidir co´mo efectuar la solicitud de carga
as´ıncrona y anticipada, porque los SO actuales no disponen de un interfaz dedicado a
este objetivo, y planteamos dos posibles alternativas. La primera, se basaba en utilizar
algu´n mecanismo ya existente dentro del SO para conseguir as´ı una estrategia totalmente
transparente al SO, y es la que hemos presentado en el cap´ıtulo anterior (ver seccio´n 5.2 en
el cap´ıtulo 5). La segunda, consiste en modificar el SO con un nuevo interfaz que permita
la lectura as´ıncrona de pa´ginas del a´rea de swap, y que este´ dedicado a la solicitud de
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carga anticipada. Esta segunda opcio´n implica la modificacio´n del SO y es la solucio´n
adoptada en la estrategia de prefetch cooperativo que presentamos en este cap´ıtulo.
An˜adir un interfaz dedicado para la peticio´n de carga as´ıncrona tiene varias consecuencias
positivas.
La primera consecuencia es que el SO diferencia las peticiones debidas al mecanismo de
carga bajo demanda y las peticiones debidas al prefetch. Esto significa que puede usar
esta informacio´n para tratar cada tipo de carga de acuerdo a sus requerimientos. Por
ejemplo, para las solicitudes de prefetch, las condiciones de ejecucio´n del sistema pueden
aconsejar descartar la operacio´n de prefetch para no sobrecargar el sistema de memoria.
Sin embargo, ante un fallo de pa´gina no es posible descartar el acceso a disco involucrado,
ya que es imprescindible para permitir que el proceso pueda continuar la ejecucio´n.
Otra consecuencia positiva es que, la implementacio´n del mecanismo de carga anticipada
integrada dentro del SO, permite tener en cuenta la ejecucio´n del resto de tareas de gestio´n
de memoria que implementa el SO, lo cual favorece el objetivo de evitar las interferencias
entre las decisiones de las diferentes tareas.
Por u´ltimo, adoptar esta solucio´n hace que deje de ser necesario el nuevo flujo de ejecucio´n
dentro de la JVM, que se utilizaba para dotar de asincron´ıa al mecanismo de fallo de
pa´gina. Esto representa una simplificacio´n importante en el co´digo introducido dentro de
la JVM, y elimina la necesidad de ajustar la interaccio´n de este nuevo flujo con el SO,
con el consiguiente aumento de estabilidad y eficiencia de la estrategia de prefetch (ver
las secciones 5.4.2 y 5.6 del cap´ıtulo 5).
6.3 INTERFAZ ENTRE EL SO Y LA JVM PARA
PERMITIR LA COOPERACIO´N
El interfaz que hemos an˜adido en el SO para implementar la estrategia de prefetch coope-
rativo tiene dos propo´sitos principales. El primero es exportar al nivel de usuario la infor-
macio´n sobre el estado de la memoria, necesaria para poder prescindir de las heur´ısticas
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durante la tarea de seleccio´n de pa´ginas de prefetch. El segundo propo´sito es permitir que
desde el nivel de usuario se pueda solicitar de forma as´ıncrona la lectura de una pa´gina
que se encuentra en el a´rea de swap. En las siguientes secciones describimos el interfaz
que hemos disen˜ado para cumplir ambos propo´sitos.
6.3.1 Exportacio´n del estado de la memoria
Para permitir que el SO exporte la informacio´n sobre el estado de la memoria, hemos
implementado una zona de memoria compartida entre el nivel de sistema y el nivel de
usuario, donde el SO mantiene la informacio´n que interesa hacer visible a la JVM. Esta
zona de memoria compartida, en la implementacio´n que hemos hecho, contiene un bit-
map que representa el estado de cada pa´gina de una regio´n determinada del espacio de
direcciones. Es decir, para cada pa´gina nos indica si se encuentra en memoria f´ısica o si
se encuentra en el a´rea de swap. Sin embargo, dejamos como trabajo futuro el estudio de
la conveniencia de que el SO exporte otros para´metros sobre el estado de la memoria, que
puedan ayudar a la JVM en la toma de decisiones de prefetch.
El SO es el encargado de mantener actualizado el bitmap ante cada solicitud de carga
(debida a un fallo de pa´gina o a una solicitud de prefetch) y ante cada expulsio´n al a´rea de
swap realizada por el algoritmo de reemplazo. De manera que, desde el nivel de usuario,
la JVM tiene una visio´n exacta del estado de la memoria del programa.
Por su parte, la JVM es la encargada de solicitar al SO la creacio´n e inicializacio´n de
la zona de memoria compartida, y lo hace como parte de la inicializacio´n del heap del
programa. Para ello debe indicar al SO cua´les son los l´ımites de la regio´n del espacio de
direcciones que interesa representar en el bitmap que, en nuestro caso, se corresponden
con los l´ımites del heap del programa.
Hemos implementado el interfaz para la configuracio´n del bitmap utilizando el mecanismo
que ofrece Linux para introducir nuevos gestores de dispositivos. Por lo tanto, hemos
creado un dispositivo lo´gico nuevo, que representa la zona de memoria compartida, y que
permite que la JVM configure el bitmap mediante el interfaz de Linux para el acceso y
control de dispositivos.
Prefetch cooperativo entre la JVM y el SO 141
Una vez configurado el bitmap, cuando la JVM necesite consultarlo, simplemente tiene
que acceder a la zona de memoria compartida como a cualquier otra de sus variables. Hay
que tener en cuenta que, presumiblemente, esta operacio´n de consulta se va a efectuar en
millones de ocasiones, para evitar la peticio´n de pa´ginas ya presentes en memoria f´ısica
y la entrada innecesaria en el sistema que estas peticiones involucran. Por este motivo,
es especialmente importante utilizar un me´todo de consulta ra´pido y que no implique la
entrada en el sistema.
En la seccio´n 6.5.1 describimos detalladamente todos los aspectos relacionados con la
implementacio´n del bitmap que representa el estado de las pa´ginas que albergan el heap
del programa.
6.3.2 Solicitud de carga as´ıncrona
En esta seccio´n vamos a describir el interfaz que hemos an˜adido al SO para permitir
que, desde el nivel de usuario, se pueda solicitar la carga as´ıncrona en memoria de una
pa´gina que se encuentra en el a´rea de swap. De esta manera, la JVM podra´ solicitar
anticipadamente la carga de las pa´ginas seleccionadas de prefetch y continuar con la
ejecucio´n del programa, en paralelo con la lectura de disco de las pa´ginas.
Este interfaz consiste en una nueva llamada a sistema que recibe como para´metro la
direccio´n de memoria que se quiere cargar de forma as´ıncrona (ver figura 6.2).
int async page read(int *address)
descripcio´n: solicita la carga as´ıncrona de la pa´gina a la que pertenece la direccio´n address
valores de retorno:
0: solicitud de carga en curso
-1: solicitud de carga cancelada
EINTRANSIT: pa´gina ya esta´ en tra´nsito
ESATDISK: gestor de disco saturado
ENOFREEMEM: memoria f´ısica libre escasa
ENOLOAD: error en la carga de pa´gina
Figura 6.2 Interfaz de la llamada a sistema de carga as´ıncrona
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Ante esta peticio´n, el SO comprueba si las condiciones de ejecucio´n son favorables para
completar la operacio´n de carga anticipada y, si es as´ı, reserva una nueva pa´gina en
memoria f´ısica para albergar los datos que se van a cargar del a´rea de swap, entrega la
peticio´n al gestor de disco y retorna al nivel de usuario indicando que la carga esta´ en
curso, de manera que el programa puede continuar con la ejecucio´n en paralelo mientras
se realiza la lectura de disco.
Sin embargo, si el SO determina que, dada las condiciones del sistema, efectuar esa carga
anticipada puede perjudicar el rendimiento del proceso, entonces cancela la operacio´n y
retorna al nivel de usuario indicando que no ha sido posible iniciar la carga solicitada.
Hemos detectado dos posibles situaciones que aconsejan la cancelacio´n de las peticiones
de prefetch: cuando la memoria f´ısica libre es muy escasa y cuando existen demasiadas
peticiones pendientes de acceso a disco y, por lo tanto, el gestor de disco se encuentra
saturado.
Por lo tanto, mediante este interfaz de lectura as´ıncrona, estamos implementando un
mecanismo de carga anticipada en el que la JVM indica al SO las pa´ginas que ser´ıa
beneficioso para el proceso cargar con anticipacio´n, pero es el SO en u´ltima instancia el
que decide si esta carga es conveniente o no, en funcio´n de las condiciones de ejecucio´n.
Adema´s, como el SO informa al nivel de usuario de que no ha sido posible completar la
solicitud, se da la opcio´n de gestionar dentro de la JVM las operaciones canceladas de
la manera ma´s adecuada para el comportamiento del programa. En la implementacio´n
que hemos hecho del prefetch cooperativo, la JVM registra las operaciones canceladas y
aprovecha los momentos en los que disminuye la carga del sistema para reintentar estas
operaciones.
En la seccio´n 6.5.2 describimos en detalle la implementacio´n de esta llamada a sistema,
as´ı como algunas alternativas de disen˜o que nos hemos planteado y que hemos descartado
debido a su bajo rendimiento.
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6.4 VISIO´N GENERAL: PREFETCH COOPERATIVO
En la figura 6.3 presentamos una visio´n general de la estrategia de prefetch basada en la
cooperacio´n entre el SO y la JVM, que a continuacio´n explicamos.
SO
disco 
accede(i) (5)
bytecode(pc, obj, pos, caract) 
página i
i
p
fallo de 
página
JVM
predice (1)
reemplazo
Estado páginas
memoria  
física
pide(p) (3) 
(2) 
(a)
(b)
(c) 
(d)
(4) 
syscall
Figura 6.3 Visio´n general del prefetch cooperativo entre JVM y SO
Para cada bytecode de acceso a array, como en el caso de la estrategia transparente al SO,
la JVM ejecuta el co´digo de la tarea de seleccio´n de pa´ginas (1). Este co´digo actualiza,
si es necesario, el valor de la distancia de prefetch y la informacio´n sobre el patro´n de
accesos de la instruccio´n y aplica ese patro´n para determinar los pro´ximos accesos de la
instruccio´n sobre el array. Para dar la opcio´n de que el SO agrupe las peticiones de acceso
a disco, la JVM aplica varias veces el patro´n para predecir un conjunto de pa´ginas.
Adema´s, la JVM utiliza la informacio´n sobre el estado de la memoria para filtrar, del
conjunto de pa´ginas seleccionadas, las que ya se encuentran presentes en memoria f´ısica
y, por lo tanto, no es necesario solicitar su carga anticipada (2). El SO es el encargado
de mantener actualizada la informacio´n sobre el estado de las pa´ginas, ante cualquier
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operacio´n de intercambio con el a´rea de swap (algoritmo de reemplazo (a), fallo de pa´gina
(b) o llamada a sistema de peticio´n de prefetch (c)), y de hacerla visible al nivel de usuario
a trave´s del interfaz de memoria compartida que hemos implementado.
Una vez finalizada la seleccio´n de pa´ginas de prefetch, la JVM utiliza la llamada a sistema
para pedir la lectura as´ıncrona de las pa´ginas que ha seleccionado como candidatas a ser
cargadas anticipadamente (3).
Ante esta peticio´n, si las condiciones de ejecucio´n son favorables, el SO inicia la carga
de los datos solicitados (d), reservando una nueva pa´gina f´ısica para ellos, entregando al
gestor del disco la solicitud de acceso e informando a la JVM de que el proceso de carga
se ha iniciado de forma satisfactoria. Si, por el contrario, las condiciones de ejecucio´n
desaconsejan iniciar la operacio´n de prefetch, el SO retorna a usuario indicando que la
solicitud ha sido cancelada.
Al retornar de la llamada a sistema, la JVM comprueba cua´l ha sido el resultado de
la solicitud (4). Si el SO ha decidido cancelarla, la JVM la almacena en un buffer de
peticiones pendientes para reintentar la operacio´n si las condiciones de carga del sistema
mejoran. Si, por el contrario, la carga anticipada esta´ en curso, la JVM comprueba si tiene
pendiente alguna operacio´n cancelada previamente para reintentar su solicitud.
Finalmente, la JVM continu´a con la ejecucio´n del co´digo del programa (5), de manera
que, cuando e´ste intente acceder a a los datos que se han podido cargar con antelacio´n, si
la distancia de prefetch ha sido la adecuada, el acceso se podra´ efectuar sin generar una
excepcio´n de fallo de pa´gina.
6.5 IMPLEMENTACIO´N DEL PREFETCH
COOPERATIVO
En esta seccio´n describimos las modificaciones que hemos introducido tanto en la JVM
como en el SO para implementar la estrategia de prefetch cooperativo. La versio´n de
kernel de Linux que hemos modificado es la 2.4.18-14 y la versio´n de la JVM que hemos
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utilizado es la 1.3.1 de HotSpot que se distribuye con la Java 2 SDK Standard Edition de
Sun para Linux
Adema´s de las soluciones finales que hemos adoptado para la implementacio´n, tambie´n
presentamos algunas alternativas que nos hemos planteado as´ı como el motivo que nos
ha llevado a descartarlas. En la seccio´n 6.6, como parte de la evaluacio´n de la estrategia,
presentamos los resultados de unos experimentos que sirven para validar las decisiones
que hemos tomado durante la implementacio´n del prefetch cooperativo.
En las secciones 6.5.1 y 6.5.2 describimos la implementacio´n del interfaz que hemos in-
corporado en el SO, para permitir su participacio´n en el prefetch guiado por la JVM. En
cuanto a la seccio´n 6.5.3, describe las modificaciones que hemos introducido en la JVM
para utilizar este interfaz en la solicitud de carga anticipada, substituyendo el uso del pre-
fetcher y de las heur´ısticas que formaban parte de la estrategia de prefetch transparente
al SO.
6.5.1 Implementacio´n para exportar el estado de la memoria
La implementacio´n del interfaz del SO que permite exportar el estado de la memoria se
puede dividir en dos partes diferentes.
La primera parte consiste en el co´digo necesario para crear la zona de memoria compartida
entre el SO y la JVM, y para configurar el bitmap que se guarda en esta zona y que
representa el estado de las pa´ginas de una regio´n de memoria. La segunda parte es la
necesaria para mantener actualizada la informacio´n que contiene el bitmap. Este co´digo
se ha introducido en el SO, como parte de la implementacio´n de la carga de memoria y
como parte de la liberacio´n de memoria f´ısica.
Inicializacio´n y configuracio´n del bitmap
Como ya hemos adelantado en la seccio´n 6.3.1, hemos basado la implementacio´n de la
zona de memoria que soporta el bitmap en el mecanismo que ofrece Linux para incorporar
nuevos gestores de dispositivos. Por este motivo, hemos creado un nuevo dispositivo lo´gico
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que representa al bitmap y hemos implementado el gestor de este nuevo dispositivo, con
las funciones del interfaz de manipulacio´n de dispositivos necesarias para que la JVM cree
y configure este bitmap.
Para configurar el bitmap lo u´nico necesario es asociarle la regio´n que va a representar,
para que as´ı el SO pueda determinar las pa´ginas cuyo cambio de estado debe reflejar en el
bitmap. Es decir, hay que registrar los para´metros que caracterizan la regio´n: direcciones
que la limitan y espacio de direcciones al que pertenece. Para ello, hemos creado una nueva
estructura de datos en el kernel que contiene las caracter´ısticas del bitmap y la posicio´n
que ocupa en el espacio de direcciones del kernel, y que la JVM inicializa durante la fase
de configuracio´n (ver figura 6.4).
struct bitmap struct {
/* estructura de datos que describe al proceso que usa el bitmap */
struct task struct *bitmaptask;
/* direccio´n inicial de la regio´n representada por el bitmap */
unsigned long initAddr;
/* direccio´n final de la regio´n */
unsigned long lastAddr;
/* taman˜o de la regio´n */
unsigned long length;
/* posicio´n que ocupa el bitmap en el espacio del kernel */
unsigned char *kernelBitmapAddr;
}
Figura 6.4 Estructura de datos que caracteriza al bitmap dentro del SO
A continuacio´n se describe brevemente las funciones que hemos implementado como parte
del gestor del bitmap.
open: recibe como para´metro el dispositivo lo´gico asociado al bitmap y simplemente
registra al proceso que la utiliza como espacio de direcciones que se quiere representar
en el bitmap.
bitmapFd = open(" /dev/bitmap ", O RDONLY)
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ioctl: esta es la llamada a sistema que se utiliza para configurar los dispositivos
lo´gicos. La implementacio´n que hemos hecho de esta funcio´n permite hacer dos ope-
raciones de configuracio´n diferentes que describimos a continuacio´n.
– Inicializacio´n del bitmap: esta operacio´n reserva la zona de memoria en el es-
pacio de direcciones del kernel que soporta el bitmap y le asocia los datos que
caracterizan la regio´n que representa. Los para´metros que recibe esta llamada a
sistema son la direccio´n inicial de la regio´n que se quiere representar en el bit-
map (es decir, la direccio´n base del heap) y el taman˜o de esa regio´n (es decir,
el taman˜o ma´ximo del heap). Utilizando estos para´metros calcula el taman˜o que
debe tener el bitmap y reserva la cantidad de memoria necesaria para soportarlo,
fija´ndola, adema´s, de forma permanente en memoria f´ısica. Por u´ltimo, inicializa
todos los bits a 0, ya que se parte del estado en que ninguna pa´gina de la regio´n
esta´ presente (se supone que la inicializacio´n del bitmap se realiza al mismo tiem-
po que la inicializacio´n de la regio´n que va a representar). Como valor de retorno,
esta funcio´n devuelve el taman˜o de la zona compartida con el kernel que se ha
reservado.
bitmapSize = ioctl(bitmapFd, BITMAP CONFIG, regionInfo)
– Desactivacio´n del uso del bitmap: en este caso, la llamada ioctl no necesita
ningu´n para´metro ya que, simplemente, desactiva el uso del bitmap, eliminando
la asociacio´n con la regio´n que representaba y liberando la memoria que ocupaba
en el kernel.
ioctl(bitmapFd, BITMAP DEACT, 0)
mmap: mediante esta funcio´n es posible mapear en el espacio de direcciones de usuario
un dispositivo lo´gico, y permitir que el programa acceda a este dispositivo a trave´s de
la memoria donde esta´ mapeado. La llamada mmap consigue este efecto reservando
una nueva regio´n y asociando a esta regio´n las funciones que, mediante el mecanismo
de fallo de pa´gina, permitira´n traducir los accesos a memoria en los correspondientes
accesos al dispositivo. Estas funciones deben formar parte tambie´n de la implemen-
tacio´n del gestor del dispositivo mapeado. En nuestro caso, utilizamos la llamada a
mmap dentro de la JVM para reservar una nueva regio´n en su espacio de direccio-
nes y mapear en ella el dispositivo del bitmap. La implementacio´n espec´ıfica de la
llamada mmap, que hemos hecho dentro del gestor del bitmap, marca a las pa´ginas
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de la nueva regio´n para que no sean candidatas a ser expulsadas al a´rea de swap, a
continuacio´n asocia a la regio´n las funciones que hemos implementado para vincularla
con la regio´n del bitmap reservada en el kernel y, por u´ltimo, devuelve, como valor de
retorno, la direccio´n base de la regio´n reservada en el espacio de usuario, que la JVM
podra´ utilizar para acceder al bitmap.
bitmapAddr = mmap(0, bitmapSize, PROT READ, MAP SHARED, bitmapFd, 0);
Respecto a la funcio´n que establece el v´ınculo entre la regio´n reservada y el dispositivo
mapeado, forma parte del tratamiento de los fallos de pa´gina que se producen por el
primer acceso a una pa´gina lo´gica. Esta funcio´n es invocada por la rutina de gestio´n de
fallo de pa´gina del SO, una vez que ha comprobado la validez del acceso, para obtener
la pa´gina con la que debe actualizar la tabla de pa´ginas del proceso y completar
as´ı la resolucio´n de la excepcio´n. En el caso del dispositivo del bitmap, para poder
convertir los accesos a la regio´n de la JVM en los correspondientes accesos a la regio´n
del bitmap, lo u´nico necesario es asociar las mismas pa´ginas f´ısicas a ambas regiones.
Por lo tanto, la funcio´n de fallo de pa´gina inicial que hemos implementado se encarga
de determinar la pa´gina f´ısica correspondiente y devolverla a la rutina de fallo de
pa´gina para que actualice con ella la tabla de pa´ginas de la JVM. Hay que decir que
los u´nicos fallos de pa´gina provocados por accesos a la regio´n que mapea el bitmap
sera´n los debidos al primer acceso a cada pa´gina, ya que las pa´ginas que soportan
el bitmap no son candidatas a ser expulsadas al a´rea de swap. Por lo tanto, so´lo es
necesario establecer el v´ınculo entre ambas regiones durante el primer acceso.
close: se libera el uso del dispositivo virtual asociado al bitmap.
close(bitmapFd);
En la figura 6.5 mostramos el co´digo que debe ejecutar la JVM, como parte del tratamiento
de inicializacio´n del heap del programa, para inicializar y configurar el uso del bitmap, y
en la figura 6.6 representamos el resultado de esta inicializacio´n. Podemos ver que la JVM
le pide al gestor del bitmap, mediante la llamada a ioctl, que cree la zona de memoria
compartida y la configure para representar el estado del heap del programa y, mediante
la llamada a mmap, le pide que mapee el bitmap en su propio espacio de direcciones.
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. . .
bitmapFd = open(/dev/bitmap ”, O RDONLY);
/* taman˜o ma´ximo del heap */
regionInfo[0] = maxHeapAddr-minHeapAddr;
/* direccio´n base del heap */
regionInfo[1] = minHeapAddr ;
/* crea la regio´n en el espacio del kernel para representar el estado del heap */
bitmapSize = ioctl(bitmapFd, BITMAP CONFIG, regionInfo);
/* mapea el bitmap en una nueva regio´n del espacio de la JVM */
bitmapAddr = mmap(0, bitmapSize, PROT READ, MAP SHARED, bitmapFd, 0);
/* completar la inicializacio´n del heap */
. . .
Figura 6.5 Configuracio´n del bitmap en la JVM
gestor bitmapJVM
espacio de direcciones 
minHeapAddr
bitmapAddr
maxHeapAddr
kernelBitmapAddr
SO
ioctl
mmap
ioctlmmap
Figura 6.6 Resultado de la inicializacio´n del bitmap
Una vez configurado el bitmap, la JVM puede comprobar el estado de cualquier pa´gina del
heap accediendo a la regio´n que la llamadammap ha reservado en su espacio de direcciones.
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Para ello so´lo debe calcular la posicio´n del bitmap que representa el estado de la pa´gina
y consultar el valor de ese bit, lo que, sabiendo cua´l es la pa´gina inicial representada por
ese bitmap, se reduce a una operacio´n aritme´tica muy sencilla (ver figura 6.7).
ix = (p - minHeapPage)  3;
pos = (p - minHeapPage) & 0x7;
present = (bitmapAddr[ix] & (1  pos));
Figura 6.7 Acceso al estado de la pa´gina p
Co´digo del SO para mantener el estado de las pa´ginas
El SO es el responsable de mantener actualizada la informacio´n del bitmap, para que e´ste
refleje en todo momento el estado de las pa´ginas del heap del programa. Para ello, hemos
introducido en el SO el co´digo necesario para modificar el bitmap cada vez que cambia el
estado de una de las pa´ginas que representa. Es decir, hemos modificado tanto la rutina
que libera pa´ginas f´ısicas y que, por lo tanto, provoca que una pa´gina lo´gica deje de estar
presente en memoria f´ısica, como las rutinas que cargan en memoria f´ısica las pa´ginas
lo´gicas que no estaban presentes.
Lo primero que hace el co´digo que hemos an˜adido es comprobar si la pa´gina cuyo estado
va a cambiar forma parte de la regio´n representada por el bitmap. Para ello basta con
acceder a las variables de configuracio´n del bitmap (ver figura 6.4), que contienen los
datos que caracterizan la regio´n, y que son inicializadas por la JVM en el momento de
creacio´n del bitmap.
La liberacio´n de memoria, en la versio´n de kernel que estamos utilizando, se hace efectiva
en una u´nica rutina (try to unmap one) que recibe como para´metro la pa´gina que se
quiere liberar y la entrada de la tabla de pa´ginas a la que pertenece (ver figura 6.8). A
trave´s de esta entrada, es posible obtener la estructura de datos que describe el espacio
de direcciones al que pertenece la pa´gina, de manera que somos capaces de comprobar si
es el mismo espacio de direcciones que se esta´ representando en el bitmap. Por otro lado,
mediante la direccio´n lo´gica involucrada en la liberacio´n de memoria, se puede comprobar
si adema´s se trata de una pa´gina de la regio´n, y en ese caso, calcular la posicio´n que
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int try to unmap one(struct page * page, pte t * ptep) {
/* obtiene la direccio´n lo´gica a partir de la entrada de la TP */
unsigned long address = ptep to address(ptep);
/* obtiene la estructura del espacio de direcciones a partir de la entrada de la TP */
struct mm struct * mm = ptep to mm(ptep);
. . .
if (bitmap.bitmap task->mm == mm) {
if ((address >= bitmap.initAddr) && (address<=bitmap.lastAddr)) {
ix = ((address12)3);
pos = ((address12) & 0x7);
bitmap.kernelBitmapAddr[ix] &= ˜ (1pos);
}
}
. . .
}
Figura 6.8 Actualizacio´n del bitmap en la liberacio´n de memoria
ocupa el bit que la representa para poner a cero su valor, y marcar as´ı que la pa´gina ya
no esta´ presente en memoria f´ısica.
El otro cambio de estado de las pa´ginas que el SO debe registrar en el bitmap es el
correspondiente a su carga en memoria f´ısica (ver figura 6.9). Esto puede ocurrir como
consecuencia de un fallo de pa´gina o como consecuencia de una peticio´n de carga an-
ticipada. En cualquiera de las dos situaciones, la rutina ejecutada tiene acceso tanto al
proceso que solicita la carga como a la pa´gina que se quiere cargar en memoria f´ısica. Por
lo tanto se puede comprobar si se trata de una pa´gina representada por el bitmap y, de
ser as´ı, calcular el bit que la representa para activar su valor y marcar que la pa´gina ya
se encuentra presente en memoria f´ısica.
En ambas situaciones actualizamos el bitmap antes de finalizar la rutina y de retornar al
nivel de usuario. Sin embargo, hay que destacar que en el caso de la llamada a sistema
de carga as´ıncrona la rutina finaliza al entregar la solicitud de carga al gestor de disco y,
por lo tanto, se esta´ marcando como presente en memoria f´ısica una pa´gina que todav´ıa
esta´ en proceso de ser cargada. Esta decisio´n se ha tomado para permitir que la JVM
evite tambie´n la solicitud de pa´ginas que ya se encuentran en tra´nsito.
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. . .
/* macro current del kernel devuelve la estructura del proceso actual */
if (bitmap.bitmap task->mm == current->mm) {
if ((address >= bitmap.initAddr) && (address<=bitmap.lastAddr)) {
ix = ((address12)3);
pos = ((address12) & 0x7);
bitmap.kernelBitmapAddr[ix] |= (1pos);
}
}
. . .
Figura 6.9 Actualizacio´n del bitmap en la carga de memoria
6.5.2 Implementacio´n de la llamada a sistema para la carga
as´ıncrona
El interfaz que hemos implementado para permitir la peticio´n as´ıncrona de carga desde
el nivel de usuario consiste en una nueva llamada a sistema. Esta llamada recibe como
para´metro una direccio´n de memoria de la pa´gina que se quiere cargar de forma as´ıncrona
y su ejecucio´n se completa o bien con la entrega de la peticio´n al gestor de disco o bien
con la cancelacio´n de la solicitud, si el SO considera que llevarla a cabo puede perjudicar
el rendimiento del programa.
Ba´sicamente, el co´digo de esta nueva llamada a sistema sigue el mismo camino de ejecucio´n
que la rutina del kernel responsable de cargar una pa´gina como respuesta a un fallo de
pa´gina. La principal diferencia entre ambos co´digos radica en que la carga as´ıncrona
evita todas las situaciones que, para poder continuar con la carga de memoria, requieren
bloquear al proceso que efectu´a la llamada. Ante una situacio´n de este tipo, la llamada a
sistema cancela la solicitud de carga y retorna al usuario informando de que no ha sido
posible completar la peticio´n, ya que ello implicar´ıa el retardo asociado a los bloqueos y
la consiguiente pe´rdida de rendimiento de la estrategia de prefetch. Hay que destacar que
la opcio´n de cancelar la peticio´n de carga no es viable para la rutina de gestio´n de fallo
de pa´gina ya que el proceso que ha provocado esa excepcio´n necesita que se complete la
carga de la pa´gina para poder continuar la ejecucio´n.
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En la figura 6.10 mostramos el camino de ejecucio´n tanto para el mecanismo de fallo de
pa´gina (a) como para la peticio´n de carga as´ıncrona (b), para poder sen˜alar las diferencias
entre ambos co´digos.
En ambos casos suponemos que ya se ha validado el acceso a la direccio´n. Es decir es una
direccio´n va´lida y el tipo de acceso esta´ permitido por los permisos de acceso asociados a la
regio´n a la que pertenece. Por lo tanto, lo primero que hacen ambas rutinas es comprobar
que la pa´gina realmente se encuentra en el a´rea de swap. Es decir, que no esta´ ya cargada
en memoria f´ısica (1) ni se encuentra en proceso de carga (2). En cualquiera de las dos
situaciones, ambas rutinas finalizan la ejecucio´n indicando que no es necesario efectuar la
lectura de disco de los datos.
Si la pa´gina esta´ en el a´rea de swap, el siguiente paso necesario para poder cargarla en
memoria consiste en asignarle una pa´gina f´ısica libre. En la rutina de reserva de memoria
libre es donde aparece la primera diferencia entre ambas situaciones de carga, si la cantidad
de memoria f´ısica es inferior a un determinado umbral (cuyo valor es configurable por el
administrador de la ma´quina) y, por lo tanto, se considera muy escasa (3).
En esta situacio´n, la rutina de gestio´n de fallo de pa´gina bloquea al proceso hasta que el
algoritmo de reemplazo de memoria de Linux consigue liberar memoria, enviando al a´rea
de swap las pa´ginas que se consideran menos necesarias para los procesos en ejecucio´n.
Por el contrario, la llamada a sistema de carga as´ıncrona cancela la peticio´n de carga, y
retorna al usuario indicando que la cantidad de memoria libre hace imposible iniciar la
carga anticipada sin bloquear al proceso.
Si la reserva de memoria finaliza con e´xito, a continuacio´n hay que entregar al gestor de
disco la peticio´n de lectura de los datos. Este paso tambie´n puede necesitar el bloqueo
del proceso en situaciones de alta presio´n para el sistema y, por lo tanto, el co´digo de
la llamada a sistema se vuelve a diferenciar del co´digo de resolucio´n de fallo de pa´gina.
La operacio´n consiste en inicializar una estructura de datos, que describe el acceso que
se quiere realizar, y en introducir esa estructura en una cola de peticiones pendientes
asociada al gestor de disco, para que e´ste la atienda cuando le sea posible. El nu´mero
de peticiones pendientes que puede contener esta cola esta´ limitado por una variable del
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Figura 6.10 Fallo de pa´gina vs. carga as´ıncrona
kernel. Cuando este l´ımite se supera, se asume que el gestor de disco esta´ saturado y,
por lo tanto, el co´digo original de Linux bloquea al proceso que solicita el acceso a disco
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hasta que alguna de las peticiones pendientes se completan (4). Hemos modificado este
comportamiento so´lo para las solicitudes de acceso debidas a una carga anticipada de
manera que, si no es posible encolar la peticio´n para el gestor de disco sin bloquear antes
al proceso, se descarta el acceso. En esta situacio´n, se cancela la operacio´n de prefetch,
liberando la pa´gina que se hab´ıa reservado para soportar los datos y retornando al usuario
el motivo de la cancelacio´n.
Finalmente, si es posible entregar la solicitud de acceso a disco al gestor, en el caso de
la rutina de fallo de pa´gina, el proceso se bloquea hasta que la lectura de la pa´gina se
completa. Cuando eso ocurre, el controlador del disco genera una interrupcio´n que el SO
gestiona desbloqueando al proceso que estaba esperando este evento. El proceso, entonces,
continu´a la ejecucio´n completando la rutina de gestio´n de fallo de pa´gina, que actualiza
la tabla de pa´ginas del proceso antes de retornar al co´digo de usuario. En el caso de la
carga as´ıncrona, el SO finaliza inmediatamente la llamada a sistema, informando al ni-
vel de usuario de que la carga esta´ en curso. Cuando el controlador de disco genere la
interrupcio´n para notificar al SO la finalizacio´n del acceso, el SO debe comprobar si se
trata de una lectura as´ıncrona y, en ese caso, debe gestionar la interrupcio´n completan-
do el tratamiento de la carga anticipada. Es decir, debe ser capaz de identificar la tabla
de pa´ginas y actualizar la entrada asociada a la pa´gina cargada. Para esta actualizacio´n
necesita, adema´s de la direccio´n f´ısica, los permisos de acceso de la regio´n a la que per-
tenece. Adema´s este co´digo debe respetar el tratamiento que hace Linux para evitar las
condiciones de carrera que podr´ıan dan˜ar la integridad de sus estructuras de datos. En
este sentido ha sido necesario proteger el acceso a la estructura de la pa´gina, y a la tabla
de pa´ginas. Adema´s, ha sido necesario liberar el acceso a la entrada del a´rea de swap
que conten´ıa la pa´gina cargada. Para ello, hemos an˜adido en la estructura de datos que
representa una pa´gina en Linux todos los campos necesarios (ver figura 6.11). Antes de
finalizar la llamada a sistema, se actualizan estos campos con los valores adecuados, ya
que desde la llamada a sistema, igual que desde la rutina de fallo de pa´gina, se tiene acceso
a todas las variables necesarias.
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typedef struct page {
. . .
pte t * page table; /*puntero a la entrada de la TP involucrada */
pgprot t prot; /* permisos de acceso asociados a la pa´gina */
swp entry t entry; /* para liberar uso de la entrada del a´rea de swap*/
struct mm struct * mm; /* para liberar uso de la TP*/
}
Figura 6.11 Campos an˜adidos a la estructura que representa una pa´gina en Linux
Alternativas para la implementacio´n de la carga as´ıncrona
Durante la implementacio´n de esta llamada a sistema, nos hemos planteado dos alterna-
tivas que hemos considerado interesante evaluar.
La primera de ellas afecta al interfaz de la llamada, y se refiere a la cancelacio´n de la
solicitud de prefetch que puede hacer el SO. La alternativa es no permitir esta cancelacio´n
y dejar que la JVM decida que´ operaciones de prefetch se inician, aprovechando que conoce
exactamente las pa´ginas que el proceso necesita en un futuro inmediato. De manera que,
si la solicitud de carga as´ıncrona respeta la integridad del sistema, siempre se finaliza
la llamada con el proceso de carga preparado para ser iniciado. Por lo tanto, con esta
alternativa, puede ser necesario que el SO bloquee al proceso tanto durante la asignacio´n
de memoria libre como durante la introduccio´n de la peticio´n de lectura en la cola del
gestor de disco. En la seccio´n 6.6.2 presentamos los resultados de evaluar esta alternativa,
y vemos que el tiempo de bloqueo implicado en las solicitudes de carga impiden que el
programa extraiga todos los beneficios posibles de la estrategia de prefetch.
La segunda alternativa no afecta al disen˜o del interfaz y es so´lo una decisio´n de implemen-
tacio´n en la carga anticipada. Se trata de no actualizar la tabla de pa´ginas del proceso
en la rutina de atencio´n al disco, sino esperar hasta que el proceso acceda por primera
vez a la pa´gina cargada as´ıncronamente provocando, de esta manera una excepcio´n de
fallo de pa´gina. Hay que destacar que esta es la opcio´n utilizada por Linux para gestionar
las pa´ginas cargadas por su estrategia de prefetch secuencial, y que estos fallos de pa´gina
Prefetch cooperativo entre la JVM y el SO 157
se resuelven simplemente actualizando la tabla de pa´ginas del proceso. Esta alternativa
simplifica el co´digo de gestio´n de la carga as´ıncrona y, adema´s, evita las posibles actua-
lizaciones innecesarias de la tabla de pa´ginas que pueden hacerse debido a predicciones
erro´neas durante la fase de estabilizacio´n de los patrones de acceso. Sin embargo, hemos
evaluado esta alternativa para la implementacio´n y hemos observado que, en situaciones
de alta presio´n para el sistema de memoria, retrasar el momento de la actualizacio´n de la
tabla de pa´ginas puede provocar un bajo rendimiento en la estrategia de prefetch (ver la
seccio´n 6.6.2).
6.5.3 Modificaciones de la JVM para usar el prefetch
cooperativo
En esta seccio´n describimos las modificaciones que se han introducido en la JVM para
usar el interfaz de prefetch que hemos definido en el SO, y optimizar el rendimiento de
la estrategia de prefetch explotando las posibilidades que ofrece el nuevo interfaz. Hay
que destacar que, como ya hemos dicho en la seccio´n 6.1, el mecanismo de prediccio´n
que utilizamos continu´a siendo el mismo que describimos para la estrategia de prefetch
transparente al SO (ver la seccio´n 5.4.1 del cap´ıtulo 5), ya que la JVM dispone de toda
la informacio´n necesaria para obtener una prediccio´n precisa y el SO no puede aportar
ningu´n dato que la mejore.
La primera modificacio´n necesaria consiste en la inicializacio´n y configuracio´n del bitmap,
utilizando el interfaz de manipulacio´n del dispositivo lo´gico bitmap de la manera que se
indica en la figura 6.5. Estas operaciones forman parte de la inicializacio´n del heap y
permiten que, a partir de ese momento, la JVM pueda consultar el estado de cualquier
pa´gina del heap en lugar de intentar aproximarlo mediante heur´ısticas.
As´ı, en la tarea de seleccio´n de pa´ginas, hemos substituido el uso de heur´ısticas por la
consulta de este bitmap en todos los puntos donde la JVM necesita conocer el estado
de alguna pa´gina del heap. Esto es, durante la generacio´n del patro´n de accesos, para
aplicar la simplificacio´n relacionada con el uso de working sets que describimos en la
seccio´n 5.11, y antes de solicitar al SO la carga as´ıncrona de una pa´gina, para evitar las
peticiones redundantes. En la seccio´n 6.6.2, mostramos los resultados de un experimento
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que demuestran la relevancia que tiene para el rendimiento de prefetch el uso del bitmap,
para evitar las peticiones de prefetch que se refieren a pa´ginas ya presentes o que ya se
encuentran en proceso de carga.
Tambie´n hemos an˜adido la automatizacio´n del ca´lculo de la distancia de prefetch. Como
ya hemos dicho en la seccio´n 6.1, asociamos un valor de distancia de prefetch a cada ins-
truccio´n como un para´metro ma´s de su patro´n de accesos, que ajustamos dina´micamente
para adaptarse a las condiciones de ejecucio´n.
Esta distancia indica la anticipacio´n con la que se debe solicitar la carga as´ıncrona de una
pa´gina para que cuando la instruccio´n acceda a esa pa´gina se haya podido completar su
carga. Habitualmente, su unidad de medida es una iteracio´n, es decir, su valor indica el
nu´mero de ejecuciones de la instruccio´n asociada que deben ocurrir desde que se solicita
la carga de la pa´gina hasta que se accede. Sin embargo, el co´digo de seleccio´n de pa´ginas
de prefetch no se ejecuta para cada ejecucio´n de la instruccio´n, sino so´lo cuando esa
instruccio´n cambia la pa´gina destino de su acceso. Por este motivo, nosotros usamos
como unidad para la distancia una ejecucio´n de co´digo de seleccio´n. Es decir, el valor de
la distancia indica el nu´mero de pa´ginas diferentes que la instruccio´n accede desde que se
solicita la carga de una pa´gina hasta que la instruccio´n la referencia.
Existe una excepcio´n en el uso que hacemos de la distancia. Se trata de los patrones de
acceso simplificados que representan el uso de working sets. En este caso, la unidad de
medida de la distancia es el working set de la instruccio´n. Adema´s, para este patro´n de
accesos, el valor de esta distancia siempre es un working set, ya que, durante los accesos
a un working set predecimos las pa´ginas que forman parte del siguiente working set que
se va a referenciar.
Para el resto de patrones de acceso, ajustamos el valor de la distancia utilizando la si-
guiente estrategia. Antes de predecir se comprueba si la prediccio´n anterior fue efectiva,
consultando si la pa´gina que la ejecucio´n actual referencia ya esta´ cargada en memoria.
Para ello, el co´digo de seleccio´n de pa´ginas se adelanta al acceso que hace el co´digo de
tratamiento del bytecode y mide el tiempo necesario para ese acceso, de manera que puede
determinar si se trata de un fallo de pa´gina o no. Hay que destacar que este me´todo no
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perjudica el rendimiento de los programas, ya que lo u´nico que hace es adelantar unas
instrucciones el momento en el que se lleva a cabo el acceso que el propio programa ne-
cesita. El motivo por el que hemos utilizado este me´todo en lugar de consultar el bitmap
con el estado de las pa´ginas, es que la informacio´n del bitmap esta´ orientada a evitar las
peticiones de carga redundante, que son las que se refieren tanto a pa´ginas ya presentes
como a pa´ginas en proceso de ser cargadas y, por lo tanto, no distingue entre estos dos
estados. Sin embargo, un acceso a una pa´gina en tra´nsito tambie´n indica que la distancia
de prefetch no ha sido suficiente.
Si la pa´gina no esta´ cargada, entonces se asume que la distancia de prefetch no es suficiente
para las condiciones de ejecucio´n actuales y se incrementa hasta que su valor alcanza una
cota superior. Recordemos que el valor de la distancia tambie´n influye en la cantidad
de pa´ginas cargadas con antelacio´n: cuanto mayor sea menos operaciones de prefetch se
efectu´an y, por lo tanto, sera´ menor la cantidad de lecturas que se pueden solapar con el
tiempo de ca´lculo.
Para poder implementar esta estrategia es necesario decidir el valor de tres para´metros:
valor del incremento, valor inicial de la distancia y valor ma´ximo que puede alcanzar. En
la implementacio´n que evaluamos en este trabajo, cada vez que se debe incrementar la
distancia multiplicamos por dos su valor, porque esta operacio´n es muy ra´pida de efectuar.
Como valor ma´ximo hemos seleccionado 1024 pa´ginas, porque experimentalmente hemos
comprobado que este valor queda lejos del que ofrece mejor rendimiento para todos los
programas que hemos evaluado. Y el valor inicial viene determinado por la cantidad de
pa´ginas que se piden para cada ejecucio´n de la seleccio´n de prefetch que, como explicamos
a continuacio´n, es 16 pa´ginas. En la seccio´n 6.23, se puede ver los resultados de aplicar
esta heur´ıstica tan sencilla ofrece un buen rendimiento para todos los programas que
hemos evaluado, sin que el tiempo de ca´lculo involucrado perjudique el rendimiento de
los programas.
Otra modificacio´n que hemos introducido en la tarea de seleccio´n de pa´ginas consiste en
aprovechar el uso de la llamada a sistema de lectura as´ıncrona para seleccionar varias
pa´ginas en cada ejecucio´n de una instruccio´n y, as´ı facilitar las optimizaciones del SO en
el acceso a disco. Hay que decir que, mientras el patro´n de accesos de una instruccio´n no
160 Cap´ıtulo 6
se considera estabilizado so´lo se solicita la carga anticipada de una pa´gina, para evitar
peticiones de prefetch erro´neas (ver figura 6.12).
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Figura 6.12 Prediccio´n de accesos no estabilizada
El co´digo necesario para implementar esta funcionalidad consiste simplemente en aplicar
el patro´n de accesos varias veces para predecir el pro´ximo conjunto de pa´ginas que interesa
cargar anticipadamente (cluster). Por lo tanto, el nu´mero de ejecuciones que provocan la
prediccio´n de pa´ginas para una instruccio´n se divide por el taman˜o del cluster (ver figura
6.13).
En la implementacio´n actual de nuestra estrategia hemos seleccionado como taman˜o de
cluster 16 pa´ginas y e´ste es tambie´n el valor inicial de la distancia de prefetch. El motivo
para seleccionar este valor es que es el nu´mero de pa´ginas que se aconseja utilizar como
ma´ximo en la estrategia de prefetch secuencial implementada en Linux, ya que ma´s alla´ de
esta cantidad no es posible optimizar el nu´mero de accesos al a´rea de swap.
Una vez obtenido el conjunto de pa´ginas que interesa cargar con antelacio´n, para cada
pa´gina de ese conjunto que se encuentra en el a´rea de swap la JVM solicita su carga
as´ıncrona, mediante la nueva llamada a sistema. En este punto, hay que destacar que
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Figura 6.13 Prediccio´n de accesos estabilizada
hemos eliminado de la JVM el flujo que se encarga del prefetch en la estrategia de prefetch
transparente al SO, y todo el co´digo necesario para gestionarlo. Esto supone una gran
simplificacio´n del co´digo de prefetch y permite aumentar la estabilidad y eficiencia del
mecanismo.
Una vez ejecutada la llamada a sistema de peticio´n de carga, la JVM comprueba el
resultado de la solicitud. En caso de que el sistema se encuentre sobrecargado y, por
lo tanto, haya cancelado la operacio´n de prefetch, la JVM almacena la peticio´n en un
buffer de pa´ginas pendientes de prefetch (ver figura 6.14). Si, por el contrario, el sistema
indica que ha entregado con e´xito al gestor de disco la peticio´n de carga, entonces la JVM
inicia la gestio´n de las peticiones que tenga pendientes de prefetch, aprovechando que las
condiciones del sistema son ma´s favorables para la carga en memoria (ver figura 6.15).
La gestio´n que hemos implementado para las operaciones de prefetch canceladas por el SO
es muy sencilla. El orden de tratamiento es FIFO y, como ya hemos dicho, se inicia si las
solicitudes de carga correspondientes a la ejecucio´n de la instruccio´n actual se completan
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Figura 6.14 Condiciones no favorables para el prefetch: operaciones canceladas
con e´xito. Para tratar cada peticio´n, se extrae del buffer de peticiones pendientes y se
comprueba el estado de la pa´gina involucrada y, si todav´ıa se encuentra en el a´rea de
swap, se solicita de nuevo su carga as´ıncrona. El tratamiento de las peticiones pendientes
se suspende cuando ya no es posible completar con e´xito las solicitudes de carga, es decir,
cuando el SO cancela una de las operaciones, y se reanuda cuando el SO sea capaz de
volver a aceptar solicitudes de carga as´ıncrona.
Hay que decir que esta pol´ıtica tan sencilla para la gestio´n de las operaciones ha demos-
trado un buen rendimiento para la estrategia de prefetch en los experimentos que hemos
ejecutado (ver seccio´n 6.6.2).
Alternativa para el tratamiento de las operaciones de prefetch
canceladas
Una alternativa ma´s simple para el tratamiento de las operaciones de prefetch canceladas
por el SO consiste en descartarlas. Hay que destacar que esta es la opcio´n adoptada por
la estrategia de prefetch secuencial que ofrece Linux, en la versio´n de kernel que hemos
usado en esta implementacio´n, ya que, cuando la carga de la ma´quina es alta, simplemente
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Figura 6.15 Condiciones favorables para el prefetch: prefetch en curso
desactiva su estrategia de prefetch, para dedicarse so´lo a las cargas que realmente son
imprescindibles para que los procesos continu´en.
Sin embargo, hemos evaluado el uso de esta opcio´n en el prefetch cooperativo y hemos
visto que provoca que baje su rendimiento (ver seccio´n 6.6.2). El motivo es que, cuando el
sistema de memoria se encuentra bajo una alta presio´n, las probabilidades de solicitar una
operacio´n de prefetch en un momento de saturacio´n del sistema son muy altas y, por lo
tanto, son muchas las operaciones que, en primera instancia, se tienen que cancelar. Como
esta alternativa no da la opcio´n de reintentar estas operaciones, todas las cancelaciones
se convierten en oportunidades perdidas para solapar los accesos a disco con el tiempo de
ca´lculo del proceso.
6.6 EVALUACIO´N DEL PREFETCH COOPERATIVO
En esta seccio´n presentamos los resultados de los experimentos que hemos realizado para
evaluar la estrategia de prefetch cooperativo. Estos experimentos se pueden separar en dos
grandes grupos. El primer grupo de experimentos, que se describen en la seccio´n 6.6.2, son
los que nos han servido para validar las decisiones que hemos tomado durante la imple-
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mentacio´n de la estrategia. El segundo grupo de experimentos compara el rendimiento de
un conjunto de aplicaciones ejecutadas sobre el entorno modificado con nuestra propuesta
de prefetch cooperativo y ejecutadas sobre el entorno original (ver seccio´n 6.6.3).
Hemos ejecutado todos estos experimentos sobre un PC con un procesador Pentium IV a
1,8 GHz y con 256Mb de memoria. El objetivo de las te´cnicas de prefetch es mejorar el
rendimiento de los programas que hacen un uso intensivo de la memoria virtual. Por este
motivo, para cada programa, hemos seleccionado la cantidad de memoria f´ısica que hace
necesario que el programa utilice el mecanismo de memoria virtual durante su ejecucio´n, y
hemos arrancado la ma´quina limitando a esa cantidad la memoria disponible en el sistema.
6.6.1 Metodolog´ıa para los experimentos
Para evaluar el rendimiento del prefetch cooperativo hemos utilizado el mismo mecanismo
de contadores utilizado en el cap´ıtulo 3 y en el cap´ıtulo 5, adapta´ndolo a las necesidades
de esta evaluacio´n.
En estos experimentos nos interesa desglosar el tiempo de ejecucio´n separando el tiempo
dedicado a resolver fallos de pa´gina del resto del tiempo de ejecucio´n. A su vez, clasificamos
el tiempo de fallo de pa´gina en funcio´n del tipo de fallo de pa´gina involucrado: fallos de
pa´gina que no requieren un acceso a disco para ser completados (fallos soft), como, por
ejemplo, los que se deben al acceso a pa´ginas que se encuentran en proceso de intercambio
con el a´rea de swap, y fallos de pa´gina que s´ı necesitan del acceso a disco para poder ser
resueltos (fallos hard). Tambie´n, hemos evaluado el tiempo de bloqueo que sufre el proceso
durante las operaciones de prefetch, para lo cual hemos introducido un nuevo contador en
el kernel. Del resto de tiempo de ejecucio´n, la u´nica distincio´n an˜adida que nos interesa
es saber la cantidad de tiempo dedicada a ejecutar la tarea de seleccio´n de pa´ginas. Este
tiempo so´lo puede ser medido por la JVM, por lo que, utilizando los contadores hardware
de tiempo que ofrece nuestro procesador, hacemos que la JVM acumule en una variable
el tiempo invertido en esa tarea.
En cuanto a las peticiones de lectura del a´rea de swap, queremos distinguir entre las que
provienen de la llamada a sistema de prefetch y las que solicitan los fallos de pa´gina del
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programa, separando tambie´n los fallos de pa´gina que realmente implican un acceso al
a´rea de swap, y los que se pueden resolver sin ese acceso.
Por u´ltimo, hay que tener en cuenta la influencia que puede tener en el rendimiento
de los programas la estrategia de prefetch secuencial implementada por Linux ya que,
en el mejor de los casos, sus decisiones son redundantes con respecto a las decisiones
del prefetch cooperativo. En la versio´n de kernel que hemos utilizado para desarrollar y
evaluar el prefetch cooperativo (versio´n 2.4.18-14), si la cantidad de memoria f´ısica libre es
muy baja, Linux descarta la utilizacio´n de su estrategia de prefetch. Este comportamiento,
que no se daba en las versiones previas de Linux que hemos utilizado durante el desarrollo
de este trabajo, hace previsible que Linux no aplique sus propias decisiones de prefetch
durante la ejecucio´n de nuestros experimentos, ya que e´stos involucran una alta carga para
el sistema de memoria. De todas maneras, hemos optado por desactivar expl´ıcitamente
el prefetch original de Linux durante la ejecucio´n de los benchmarks sobre el prefetch
cooperativo.
6.6.2 Evaluacio´n de las decisiones de disen˜o
En esta seccio´n presentamos el grupo de experimentos que hemos utilizado para validar
las decisiones de disen˜o y de implementacio´n que hemos tomado en el desarrollo de esta
estrategia.
En estos experimentos era importante utilizar un benchmark que facilitara el ana´lisis
de los resultados, por lo que hemos seleccionado el kernel de multiplicacio´n de matrices.
El taman˜o de las matrices de entrada que hemos seleccionado hace necesario el uso de
la memoria virtual, y por lo tanto tiene sentido aplicar la estrategia de prefetch para
mejorar su rendimiento (ver tabla 6.1). Adema´s, con estas matrices de entrada, es posible
mantener varios working sets en memoria, ya que, como se puede ver en la tabla 6.1,
se necesita alrededor de 16Mb para almacenar una fila de la matriz recorrida por filas
(matriz A) y varias columnas consecutivas de la matriz recorrida por columnas (matriz
B). Por lo tanto, se puede simplificar el patro´n de accesos asociado a las instrucciones tal
y como se describio´ en la seccio´n 5.1.3 del cap´ıtulo 5. Es decir, una vez captado el patro´n
de accesos, se toma una decisio´n de prefetch para el primer acceso a cada pa´gina de un
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working set y, como consecuencia, se solicita la carga anticipada de la pa´gina equivalente
del siguiente working set. En este tipo de simplificacio´n, pues, medimos la distancia de
prefetch en unidades de working set del programa y siempre vale una unidad.
Matriz Taman˜o Pa´ginas fila Pa´ginas columna
Matriz A (ints) 1024x4096 (16Mb) 4 (0,015Mb) 1024 (4Mb)
Matriz B (ints) 4096x16384 (256Mb) 16 (0,062Mb) 4096 (16Mb)
Tabla 6.1 Caracter´ısticas de las matrices de entrada para la multiplicacio´n (AxB)
Los resultados que mostramos en esta seccio´n son los obtenidos tras el ca´lculo de cinco
filas de la matriz resultado, ya que esto es suficiente para analizar el comportamiento de
las alternativas para la implementacio´n del prefetch cooperativo.
Eficiencia del bitmap
En este primer experimento medimos la necesidad de utilizar el bitmap que representa el
estado de las pa´ginas del heap. Para ello hemos querido estimar el coste que implicar´ıa
hacer todas las solicitudes de carga, sin filtrar las que se refieren a pa´ginas ya presentes
en memoria f´ısica.
El coste de este tipo de solicitudes redundantes se limita pra´cticamente al coste de entrar
en el sistema, ya que el co´digo de la llamada a sistema lo primero que hace es comprobar
en la tabla de pa´ginas del proceso si la pa´gina ya esta´ presente en memoria y, de ser as´ı,
retorna a usuario inmediatamente. Por lo tanto, medir el tiempo utilizado para ejecutar
los traps involucrados es una buena estimacio´n de la sobrecarga que implica no filtrar las
peticiones redundantes. Para hacer esta medida, hemos substituido el uso de la llamada a
sistema de prefetch por una llamada a sistema vac´ıa, y hemos medido el tiempo asociado
a las llamadas tanto si se consulta el bitmap para eliminar las peticiones redundantes
como si no se hace.
Bitmap Num. peticiones pref. Tiempo de trap Tiempo de fp hard
No usado 369.604.819 241,18 segs 279,51 segs
Usado 421.952 0,29 segs 267,63 segs
Tabla 6.2 Influencia en el rendimiento del bitmap del estado de las pa´ginas
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En la tabla 6.2 mostramos el resultado de este experimento. Hemos contado para cada
caso, el nu´mero de peticiones de prefetch que se ejecutan, el tiempo de trap implicado en
esas peticiones y el tiempo que el SO ha dedicado a resolver fallos de pa´gina del proceso.
Podemos observar que, si no se utiliza el bitmap para filtrar peticiones redundantes, el
nu´mero de entradas en el sistema es casi 370 millones y el tiempo necesario para ejecutarlas
es alrededor de 241 segundos. Teniendo en cuenta que el tiempo dedicado a resolver fallos
de pa´gina es de alrededor de 268 segundos, aunque la estrategia de prefetch sea capaz de
evitar todos los fallos de pa´gina, la sobrecarga involucrada en el mecanismo para cargar
anticipadamente las pa´ginas hace imposible mejorar el rendimiento final del programa.
Sin embargo, si se consulta el bitmap y se entra en el sistema so´lo para aquellas pa´ginas
que se encuentran en el a´rea de swap, entonces el nu´mero de traps se reduce a unos 422
mil con un tiempo asociado de tan solo 0,29 segundos.
Es decir, la consulta del bitmap permite dividir por un factor mayor de 1000 la sobrecarga
que an˜aden los traps al sistema sobre el mecanismo de prefetch. Por lo tanto, se incrementa
considerablemente el margen para los posibles beneficios de la estrategia de prefetch.
Alternativas en el comportamiento de la solicitud de carga
anticipada
Durante el disen˜o e implementacio´n de la estrategia de prefetch, hemos considerado tres
posibles comportamientos de las solicitudes de carga anticipada. En esta seccio´n presenta-
mos los resultados de los experimentos que hemos realizado para validar la decisio´n final
que hemos adoptado en nuestra estrategia de prefetch.
Lo primero que hay que decir es que las tres opciones coinciden en dar a la JVM el papel
de gu´ıa del prefetch, ya que es ella la que, en base al conocimiento que tiene sobre el
comportamiento del programa, selecciona las pa´ginas que conviene cargar con antelacio´n
para evitar fallos de pa´gina.
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Partiendo de esta base, las dos primeras alternativas afectan a la participacio´n del sistema
en las decisiones de prefetch. La primera opcio´n es hacer que una llamada a sistema de
prefetch, siempre que respete la fiabilidad del sistema, concluya con la peticio´n de lectura
entregada al gestor de disco. Es decir, las peticiones de prefetch que hace la JVM son de
ejecucio´n obligatoria y, por lo tanto, el SO se limita a efectuar la operacio´n, bloqueando
en caso necesario al proceso que la solicita (ver seccio´n 6.5.2). La segunda opcio´n es la
que hemos adoptado como parte de nuestra propuesta. Consiste en dar al SO la facultad
de cancelar las solicitudes de prefetch cuando las condiciones de ejecucio´n hacen necesario
bloquear al proceso para poder completar la solicitud. Con esta alternativa cada peticio´n
de prefetch de la JVM es una pista para mejorar el rendimiento del programa, pero la
decisio´n final queda en manos del SO.
La alternativa de implementar la peticio´n de prefetch como una pista tiene a su vez dos
posibles comportamientos. La primera posibilidad es que el SO implemente la cancelacio´n
de forma transparente a la JVM. En este caso, la JVM no es consciente de que´ solicitudes
se han cancelado y, por lo tanto, no tiene opcio´n de reaccionar adecuadamente (pista
sin reaccio´n). La segunda posibilidad consiste en que el SO informe a la JVM, mediante
el valor de retorno de la llamada a sistema, sobre aquellas operaciones que ha debido
cancelar para no perjudicar el rendimiento del proceso. De esta manera, la JVM puede
gestionar estas operaciones canceladas reintentando su solicitud cuando las condiciones
de ejecucio´n sean ma´s favorables (pista con reaccio´n). Este u´ltimo es el comportamiento
que sigue nuestra propuesta de prefetch cooperativo.
En la figura 6.16 comparamos las tres alternativas de comportamiento de una peticio´n de
prefetch: obligatoria, pista sin reaccio´n y pista con reaccio´n. La figura 6.16.a muestra el
tiempo de ejecucio´n desglosado del benchmark: tiempo de fallo de pa´gina hard (tfp hard),
tiempo de fallo de pa´gina soft (tfp soft), tiempo de bloqueo de la peticio´n de prefetch
(bloqueo peticio´n), tiempo de seleccio´n de pa´ginas de prefetch (seleccio´n) y resto de tiempo
de ca´lculo (ca´lculo). Por otro lado, la figura 6.16.b muestra el nu´mero de fallos de pa´gina
(fp hard y fp soft) y el nu´mero de pa´ginas cargadas por prefetch (carga anticipada).
Lo primero que podemos observar es que la opcio´n de solicitud obligatoria consigue evitar
pra´cticamente todos los fallos de pa´gina del programa y, como consecuencia, se elimina
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Figura 6.16 Posibles comportamientos de las peticiones de carga anticipada
el tiempo dedicado a resolver fallos de pa´gina. Sin embargo, el tiempo de bloqueo que
aparece durante la atencio´n a las peticiones de prefetch es significante, lo cual impide un
total solapamiento entre los accesos a disco y el ca´lculo del proceso y limita los beneficios
que se pueden obtener del prefetch.
Hemos analizado detalladamente las causas que provocan el tiempo de bloqueo, para
determinar en que´ situaciones era aconsejable cancelar la peticio´n de prefetch. Los motivos
de bloqueo que hemos encontrado son dos: la saturacio´n de la cola de peticiones del
gestor de disco y la escasez de memoria f´ısica libre durante la reserva de la pa´gina para
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soportar los datos cargados. De hecho, la mayor parte del tiempo de bloqueo es debido a
la saturacio´n de la cola de disco. Por este motivo, decidimos evaluar el comportamiento
de la estrategia de prefetch al cancelar la operacio´n so´lo cuando la cola del gestor de disco
se saturaba. Los resultados de esa evaluacio´n nos demostraron que esas cancelaciones
no eran suficientes para eliminar el tiempo de bloqueo ya que, entonces, aumentaba la
presio´n sobre la tarea de reserva de memoria y, por lo tanto, aumentaba considerablemente
el tiempo de bloqueo implicado en esa reserva.
Por lo tanto, para eliminar el tiempo de bloqueo asociado a las peticiones de prefetch es
necesario cancelar las peticiones tanto en el caso de saturacio´n de disco como en el caso
de saturacio´n del sistema de reserva de memoria.
Respecto a la alternativa de cancelar las peticiones de forma transparente a la JVM (pista
sin reaccio´n), hay que decir que es la alternativa que peor rendimiento ofrece a la estrategia
de prefetch (ver figura 6.16.a). El motivo es que la ejecucio´n del benchmark esta´ ejerciendo
mucha presio´n sobre el sistema de memoria, con lo cual es necesario cancelar muchas
peticiones de prefetch. Como consecuencia, ma´s del 25% de las pa´ginas cargadas con
antelacio´n en la opcio´n de peticio´n obligatoria pasan a ser fallos de pa´gina en la ejecucio´n
sobre esta alternativa (ver figura 6.16.b). Hay que destacar que la estrategia de prefetch
secuencial implementada por Linux tiene un comportamiento similar a esta opcio´n: si
el sistema se encuentra sobrecargado Linux decide descartar la ejecucio´n de la carga
anticipada sin considerar posibles reintentos.
Por u´ltimo, la opcio´n de pista con reaccio´n es la alternativa que hemos seleccionado como
parte de la estrategia de prefetch cooperativo ya que es la que ofrece un mejor rendimiento.
Esta alternativa coincide con el caso de pista sin reaccio´n en que ambas consiguen que
las peticiones de prefetch se ejecuten sin ningu´n tiempo de bloqueo asociado, lo que
permite que las lecturas as´ıncronas de disco se solapen con el tiempo de ca´lculo del
proceso (ver figura 6.16.a). La diferencia radica en la cantidad de cargas as´ıncronas que se
completan con e´xito. La opcio´n de peticio´n pista con reaccio´n es capaz de aprovechar las
bajadas momenta´neas en la carga del sistema para reintentar y completar las operaciones
previamente canceladas, lo cual permite que evite la mayor´ıa de fallos de pa´gina del
proceso a diferencia de la opcio´n pista sin reaccio´n. Hay que decir que los reintentos de
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las operaciones canceladas llevan asociado un aumento en el tiempo dedicado a la tarea
de seleccio´n de pa´ginas, que es ignorable para las otras dos alternativas. Sin embargo,
este incremento de tiempo de ca´lculo no impide el buen rendimiento de la estrategia de
prefetch al adoptar esta alternativa. Adema´s, hay que destacar que, como hemos dicho
en la seccio´n 6.5.3, la implementacio´n de la gestio´n del buffer de peticiones pendientes se
basa en una pol´ıtica FIFO muy simple, por lo que cabe la opcio´n de que una estrategia
ma´s sofisticada pueda optimizar este tratamiento.
Alternativas en la actualizacio´n de la TP
Como hemos explicado en la seccio´n 6.5.2, la carga as´ıncrona de una pa´gina no se puede
dar por finalizada hasta que se actualiza la tabla de pa´ginas del proceso, estableciendo la
asociacio´n entre la pa´gina lo´gica y la pa´gina f´ısica y, consiguiendo de esta manera, que
los accesos del proceso a esas direcciones se puedan resolver sin provocar fallo de pa´gina.
Hemos evaluado las dos alternativas que se pueden utilizar para completar este tratamien-
to y mostramos los resultados de esta evaluacio´n en la figura 6.17. La primera es imitar el
tratamiento que hace Linux para las pa´ginas cargadas mediante su estrategia de prefetch
secuencial. Este tratamiento consiste en esperar al primer acceso del proceso a una pa´gina
de prefetch para actualizar su entrada en la tabla de pa´ginas (act. fp en la figura 6.17).
La segunda opcio´n, que es la que hemos adoptado en el prefetch cooperativo, consiste en
modificar la rutina de atencio´n al disco para que se encargue de actualizar la entrada de
la tabla de pa´ginas en cuanto la lectura de la pa´gina concluya (act. int. disco en la figura).
La figura 6.17.a muestra el tiempo de ejecucio´n desglosado del benchmark y la figura 6.17.b
muestra los fallos de pa´gina y el nu´mero de pa´ginas cargadas con antelacio´n. Podemos ver,
que para ambas opciones, el nu´mero de pa´ginas cargadas de forma as´ıncrona es el mismo
(carga anticipada en la figura 6.17.b). Sin embargo, el efecto de estas cargas anticipadas
sobre el rendimiento del proceso depende de la opcio´n utilizada para actualizar la tabla de
pa´ginas. Podemos observar que, con la opcio´n de actualizar la tabla de pa´ginas durante
el primer acceso a cada pa´gina, las operaciones de prefetch no consiguen evitar que el
proceso se ejecute provocando un alto nu´mero de fallos de pa´gina de acceso a disco (fp
hard en la figura 6.17.b). De tal manera que, como se ve en la figura 6.17.a, el tiempo
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Figura 6.17 Alternativas para la actualizacio´n de la tabla de pa´ginas
dedicado a resolver fallos de pa´gina (tfp hard) es seis veces mayor que para la ejecucio´n
utilizando la alternativa de actualizar la tabla de pa´ginas al gestionar las interrupciones
de disco.
La explicacio´n a este comportamiento la encontramos en la interaccio´n con el algoritmo
de reemplazo de memoria que implementa Linux. Este algoritmo se ejecuta cuando es
necesario liberar memoria f´ısica y selecciona, para enviar al a´rea de swap, las pa´ginas que
los procesos no esta´n usando activamente. En la implementacio´n que hace la versio´n de
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Linux sobre la que hemos desarrollado el prefetch, se asume que las pa´ginas que no se
encuentran ligadas a ninguna tabla de pa´ginas son las candidatas ma´s adecuadas para
ser expulsadas al a´rea de swap. Por lo tanto, si retrasamos el momento de asociar a la
tabla de pa´ginas correspondiente las pa´ginas cargadas por prefetch, estamos aumentando
la probabilidad de que sean expulsadas de nuevo al a´rea de swap antes de que el proceso
las referencie. Este efecto, unido a la alta frecuencia con la que es necesario ejecutar el
algoritmo de reemplazo cuando la presio´n sobre el sistema de memoria es alta, explica el
bajo rendimiento de la estrategia de prefetch cuando la actualizacio´n de la tabla de pa´ginas
se efectu´a durante el acceso del proceso. Sin embargo, si en el momento de finalizar la
lectura de disco actualizamos la tabla de pa´ginas correspondiente, entonces esas pa´ginas
pasan a tener las mismas oportunidades de permanecer en memoria f´ısica que las pa´ginas
cargadas bajo demanda, consiguiendo as´ı que permanezcan en memoria hasta que el
proceso las referencia.
6.6.3 Evaluacio´n de los beneficios del prefetch cooperativo
En esta seccio´n presentamos la evaluacio´n de la estrategia de prefetch cooperativo. Para
ello, hemos ejecutado varios nu´cleos de ca´lculo y aplicaciones sobre el entorno de ejecu-
cio´n que ofrece Linux por defecto y sobre le entorno modificado con nuestra estrategia.
Recordemos que hemos desactivado el prefetch de Linux para las ejecuciones de los bench-
marks sobre el entorno con nuestra estrategia. Por otro lado, para evaluar la influencia
que tiene la estrategia de prefetch de Linux sobre el rendimiento del entorno original de
ejecucio´n, hemos ejecutado los benchmarks tambie´n sobre el entorno original desactivando
su estrategia de prefetch.
Durante la evaluacio´n de la estrategia de prefetch hemos querido aislar la influencia que
puede tener sobre su rendimiento la heur´ıstica que utilizamos para automatizar el ca´lculo
de la distancia de prefetch. Por este motivo, hemos hecho un primer grupo de experimentos
utilizando como distancia de prefetch un valor determinado experimentalmente. En el
segundo grupo de experimentos utilizamos la distancia obtenida de forma automa´tica en
tiempo de ejecucio´n, de manera que podemos evaluar la eficacia de la heur´ıstica que hemos
implementado.
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Benchmarks
Adema´s del kernel de multiplicacio´n de matrices, que hemos utilizado para validar las
decisiones de disen˜o, utilizamos algunos benchmarks de los suministrados como parte del
conjunto de programas de prueba JavaGrande [BSW+00] y como parte del conjunto de
programas Java NAS [FSJY03].
En la seccio´n 6.6.2 hemos descrito las caracter´ısticas del kernel de multiplicacio´n de matri-
ces. Por otra parte, en la seccio´n 3.1.1 del cap´ıtulo 3 se puede encontrar una descripcio´n de
los benchmarks de JavaGrande que vamos a utilizar, de los que seleccionamos u´nicamente
aquellos que se pueden ver afectados por nuestra estrategia de prefetch, es decir, los que
utilizan arrays de grandes dimensiones.
Respecto al conjunto de programas Java NAS hemos seleccionado el kernel RHS. Se trata
de una rutina usada por los programas SP y BT, que forman parte de los programas
suministrados como parte de los Java NAS. Esta rutina calcula el vector del lado derecho
de un sistema de ecuaciones. Hemos seleccionado la versio´n clase B, que requiere 128Mb
para albergar todo el conjunto de datos. Todos estos datos esta´n organizados en una serie
de arrays que la rutina RHS utiliza con un patro´n de accesos strided. Para ejecutar este
programa, arrancamos la ma´quina limitando su taman˜o de memoria f´ısica a 128Mb.
La tabla 6.3 resume las principales caracter´ısticas de los experimentos que realizamos.
Programas Memoria Boot Memoria arrays grandes Tipos de acceso
Multiplicacio´n de matrices 128Mb 336Mb Strided (3 niveles)
RHS Clase B 128Mb 185Mb Strided (3 niveles)
Crypt SizeC 64Mb 143,05Mb Secuencial
Sparse SizeC 32Mb 45,75Mb Aleatorio y secuencial
FFT SizeA 32Mb 32Mb Strided dina´mico (3 niveles)
HeapSort SizeC 64Mb 95,37Mb Strided y aleatorio
Tabla 6.3 Resumen de las caracter´ısticas de los experimentos
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Resultados de los experimentos con distancia de prefetch
manual
En esta seccio´n comparamos los resultados que hemos obtenido al ejecutar los bench-
marks sobre el prefetch cooperativo (Prefetch cooperativo) y sobre el entorno original de
ejecucio´n tanto con el comportamiento por defecto que ofrece Linux (Entorno original
(prefetch kernel)) como desactivando el prefetch de Linux (Entorno original (sin prefetch
kernel)). En la ejecucio´n sobre el prefetch cooperativo, la distancia de prefetch que utili-
zamos la hemos decidido de forma experimental y se aplica el mismo valor para todas las
instrucciones.
Los resultados de los experimentos que hemos realizado se muestran desde la figura 6.18
hasta la figura 6.23. En estas figuras presentamos tanto el tiempo de ejecucio´n de los
programas como las peticiones de acceso al a´rea de swap. Hemos desglosado el tiempo de
ejecucio´n distinguiendo el tiempo dedicado a resolver fallos de pa´gina de acceso a disco
(tfp hard), el tiempo dedicado a resolver fallos de pa´gina que no requieren de ese acceso
(tfp soft) y el resto de tiempo del programa (ca´lculo) que incluye tambie´n el dedicado
a la tarea de seleccio´n de pa´ginas. Hay que destacar que hemos obviado el tiempo de
bloqueo debido a las peticiones de prefetch, porque es nulo para la implementacio´n de
estas peticiones que hemos seleccionado. En cuanto a las peticiones de acceso al a´rea de
swap, distinguimos entre las debidas a peticiones de carga as´ıncrona (carga anticipada),
las debidas a fallos de pa´gina que realmente requieren esa lectura (fp hard), y las debidas
a fallos de pa´gina que se pueden resolver sin ese acceso (fp soft).
El primer aspecto a destacar es que todos estos benchmarks sobrecargan el sistema de
memoria virtual. Por este motivo, en cuanto Linux detecta esta sobrecarga, decide de-
sactivar su estrategia de prefetch independientemente de la configuracio´n decidida por el
administrador de la ma´quina. Esto explica que el comportamiento de los benchmarks en
el entorno original, tanto con la configuracio´n por defecto como con el prefetch de Linux
desactivado, sea muy similar.
En la figura 6.18 mostramos los resultados de la ejecucio´n de la multiplicacio´n de
matrices, ejecutada sobre 128Mb de memoria y con una distancia de un working set.
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Figura 6.18 Resultados de la multiplicacio´n de matrices
La figura 6.18.a muestra el tiempo de ejecucio´n y la figura 6.18.b muestra las peticiones
de acceso al a´rea de swap. Podemos observar que las pa´ginas cargadas con antelacio´n
con el prefetch cooperativo evitan la mayor´ıa de fallos de pa´gina de la aplicacio´n (ver
figura 6.18.b). Como consecuencia, en la figura 6.18.a se puede ver que el rendimiento del
programa ejecutado sobre nuestro entorno mejora alrededor de un 22% comparado con el
obtenido sobre el entorno original de Linux. Hay que destacar que usando prefetch coo-
perativo, aunque el nu´mero de fallos de pa´gina hard se puede ignorar, el tiempo necesario
para resolverlos au´n representa alrededor de un 35% del tiempo total de ejecucio´n del
benchmark. Esto significa que el tiempo medio de fallo de pa´gina aumenta considerable-
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mente. Este incremento se debe a que la ejecucio´n con el prefetch cooperativo aumenta
el nu´mero de peticiones acumuladas en la cola del gestor de disco, con lo que tambie´n
aumenta el tiempo de respuesta del gestor a esas peticiones y, por lo tanto, el tiempo
que pasa desde que el proceso provoca el fallo de pa´gina hasta que el gestor es capaz
de completar la lectura de los datos solicitados. Por este motivo, para conseguir que la
estrategia de prefetch sea eficaz es muy importante conseguir eliminar la mayor´ıa de los
fallos de pa´gina, ya que la penalizacio´n sobre el rendimiento de los que no se evitan es
muy alta.
En las figuras 6.19.a y 6.19.b mostramos los resultados de la ejecucio´n de RHS. La canti-
dad de memoria f´ısica utilizada es de 128Mb y, para el prefetch cooperativo se ha utilizado
un valor de distancia de prefetch de 32 pa´ginas. En la figura 6.19.b se observa que el pre-
fetch cooperativo es capaz de eliminar la mayor´ıa de los fallos de pa´gina de acceso a disco
que el programa genera durante su ejecucio´n en el entorno original. Sin embargo, aparece
un incremento en la cantidad de fallos de pa´gina soft, debido a las pa´ginas solicitadas
con antelacio´n cuya carga no es posible completar antes de que el proceso las referencie.
A pesar de este incremento, hay que destacar que el tiempo dedicado a resolver fallos de
pa´gina, considerando tanto los fallos de pa´gina hard como los soft, es menos de la mitad
que el necesario para resolver los fallos de pa´gina en el entorno original de Linux (ver
figura 6.19.a). Esta importante reduccio´n en el tiempo de resolucio´n de fallo de pa´gina se
refleja tambie´n en una mejora del rendimiento global del programa alrededor del 40% con
respecto al rendimiento obtenido en el entorno original de ejecucio´n (ver figura 6.19.a).
Los resultados de la ejecucio´n de Crypt se muestran en las figuras 6.20.a y 6.20.b. Este
experimento se ha realizado utilizando 64Mb de memoria f´ısica y con una distancia de
prefetch para el prefetch cooperativo es de 128 pa´ginas.
En la figura 6.20.a podemos comparar los resultados de la ejecucio´n sobre el entorno ori-
ginal de ejecucio´n y sobre el entorno modificado con el prefetch cooperativo. Podemos
observar que la ejecucio´n con el prefetch cooperativo reduce en un 73,2% el tiempo de-
dicado a resolver fallos de pa´gina, lo cual involucra una mejora en el rendimiento global
de un 13,11% con respecto a la ejecucio´n en el entorno original de Linux. Hay que tener
en cuenta que este programa, ejecutado sobre el entorno original, dedica so´lo un 18% de
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Figura 6.19 Resultados de RHS
su tiempo total de ejecucio´n a la resolucio´n de fallos de pa´gina. Por este motivo, aunque
nuestra estrategia de prefetch consigue una reduccio´n muy importante en el tiempo de
fallo de pa´gina, el impacto de esta reduccio´n sobre el tiempo total de ejecucio´n no es tan
significativo. En la figura 6.20.b podemos comprobar que el prefetch cooperativo elimina
ma´s del 97% de los fallos de pa´gina provocados por el programa en el entorno original de
ejecucio´n. Tambie´n podemos observar, que tal y como ocurr´ıa en el caso de la ejecucio´n
de RHS, se incrementan el nu´mero de fallos de pa´gina soft, aunque esto no impide que
la reduccio´n del tiempo de fallo de pa´gina sea importante.
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(b) Crypt (JavaGrande SizeC): peticiones de páginas
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Figura 6.20 Resultados de Crypt
En la figura 6.21 mostramos los resultados de la ejecucio´n del benchmark Sparse, ejecu-
tado sobre 32Mb de memoria f´ısica y utilizando una distancia de prefetch de 64 pa´ginas
en el prefetch cooperativo.
En la figura 6.21.a podemos ver el tiempo de ejecucio´n del benchmark, y se observa que
el prefetch cooperativo consigue una mejora del 24,4% sobre el tiempo de ejecucio´n ob-
tenido en el entorno original de ejecucio´n. Hay que decir que, a pesar de esta mejora del
rendimiento, el tiempo de fallo de pa´gina sigue siendo considerable. Este tiempo de fallo
de pa´gina se debe, en su mayor parte, a que el sistema no es capaz de cargar con la su-
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Figura 6.21 Resultados de Sparse
ficiente antelacio´n las pa´ginas solicitadas as´ıncronamente, con lo que so´lo se consigue un
solapamiento parcial entre tiempo de acceso a disco y tiempo de ca´lculo. La explicacio´n
a este comportamiento la encontramos en el bajo porcentaje de tiempo de ca´lculo del
programa, que representa so´lo un 18,4% del tiempo total de ejecucio´n, y que limita el
grado de solapamiento alcanzable por el prefetch de memoria. Por otro lado, en la figura
6.21.b podemos ver que la mayor´ıa de accesos que involucran fallos de pa´gina en el entor-
no original de ejecucio´n son solicitados anticipadamente por el prefetch cooperativo, de
manera que se eliminan el 97,7% de los fallos de pa´gina hard. Los fallos de pa´gina hard
que no se pueden evitar son los debidos a los accesos aleatorios que ejecuta este programa
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y que, por lo tanto, son impredecibles. Tenemos que remarcar que la estrategia de pre-
fetch cooperativo es capaz de detectar este comportamiento y se desactiva para aquellas
instrucciones impredecibles, evitando de esta manera la sobrecarga de ejecutar un co´digo
que no puede beneficiar su rendimiento.
En la figura 6.22 mostramos el resultado de ejecutar el benchmark FFT. La cantidad de
memoria f´ısica sobre la que se ha ejecutado este experimento es 32Mb y la distancia usada
por el prefetch cooperativo es 8 pa´ginas. La figura 6.22.a muestra el tiempo de ejecucio´n.
La primera cosa a destacar es que el tiempo de ca´lculo de este benchmark representa so´lo
un 0,35% del tiempo total de ejecucio´n. Esto significa que esta aplicacio´n ofrece muy
pocas posibilidades para solapar tiempo de carga de disco y tiempo de ca´lculo, y, por lo
tanto, es dif´ıcil mejorar su rendimiento usando la te´cnica de prefetch. Por este motivo, el
prefetch cooperativo se comporta de forma muy parecida al comportamiento por defecto
del entorno original. En este punto hay que destacar que el tiempo de ca´lculo debido a
la tarea de seleccio´n no es significativo, como se puede observar comparando el tiempo
de ejecucio´n en el entorno original y el tiempo de ejecucio´n sobre el entorno modificado
con el prefetch cooperativo. Sin embargo, en la figura 6.22.b se puede comprobar que el
prefetch cooperativo es capaz de evitar alrededor de un 55% de los fallos de pa´gina que
provoca el programa en su ejecucio´n sobre el entorno original. Esta alta tasa de aciertos
en las predicciones, sin un aumento significativo del tiempo de ca´lculo, es especialmente
destacable porque este programa utiliza un patro´n de accesos complejo que, aunque se
basa en el uso de strides, utiliza varios valores de stride que cambian a lo largo de la
ejecucio´n. Por tanto, este resultado anima a pensar que otras aplicaciones con patrones
de acceso complejos pero con un relacio´n mejor balanceada entre tiempo de ca´lculo y
tiempo dedicado a accesos a disco, tambie´n pueden mejorar su rendimiento si se ejecutan
usando el prefetch cooperativo
Por u´ltimo, en la figura 6.23 mostramos los resultados de ejecutar el benchmark Heap-
Sort. La cantidad de memoria f´ısica sobre la que se ha ejecutado este experimento es
64Mb. Recordemos que el comportamiento de este benchmark es pra´cticamente por com-
pleto aleatorio, ya que el nu´mero de ejecuciones de las instrucciones con acceso strided
es muy bajo comparado con el nu´mero total de instrucciones ejecutadas. Por lo tanto,
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Figura 6.22 Resultados de FFT
como nuestra estrategia de prefetch detecta esta situacio´n y se desactiva, el resultado de
la ejecucio´n es equivalente para ambos entornos de ejecucio´n (ver figura 6.23).
Efectos de la automatizacio´n de la distancia
En la seccio´n anterior hemos presentado la evaluacio´n de la estrategia de prefetch, utili-
zando como distancia de prefetch para cada benchmark el mejor valor que hemos obtenido
experimentalmente. En esta seccio´n mostramos que´ influencia tiene sobre el rendimiento
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Figura 6.23 Resultados de HeapSort
de los programas la incorporacio´n en la estrategia del ca´lculo automa´tico de la distancia
de prefetch.
Antes de iniciar el ana´lisis es conveniente aclarar que para la implementacio´n de la es-
trategia que utiliza la distancia de prefetch recibida como para´metro, este valor se aplica
por igual a todas las instrucciones para las que se utiliza prefetch, sin tener en cuenta
las posibles particularidades de cada una de ellas. Por lo tanto, aunque el valor que he-
mos seleccionado para cada programa es el que ofrec´ıa mejores resultados no se garantiza
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que este resultado no se pueda mejorar si se permite utilizar una distancia para cada
instruccio´n, como ocurre en la estrategia con distancia automatizada.
En las figuras 6.24, 6.25 y 6.26 comparamos el rendimiento de los programas ejecutados
sobre el entorno original, tanto con la configuracio´n por defecto (Entorno original (pre-
fetch kernel)) como con el prefetch de Linux desactivado (Entorno original (sin prefetch
kernel)), y sobre la estrategia de prefetch cooperativo, cuando la distancia de prefetch es
un para´metro de la ejecucio´n (Prefetch cooperativo (dist. manual))y cuando se calcula la
distancia adecuada para cada instruccio´n (Prefetch cooperativo (dist. aut.)). Para cada
uno de los benchmarks mostramos el tiempo de ejecucio´n distinguiendo entre el tiempo
dedicado a resolver fallos de pa´gina hard (tfp hard), fallos de pa´gina soft (tfp soft) y el
resto del tiempo del programa (ca´lculo).
Mostramos los resultados de aquellos benchmarks que se pueden ver afectados por esta
automatizacio´n del ca´lculo. Es decir, todos los programas excepto la multiplicacio´n de
matrices, que como utiliza el patro´n simplificado basado en working sets las predicciones
asociadas a sus instrucciones se refieren siempre al siguiente working set, HeapSort, que
como utiliza un patro´n de accesos aleatorio desactiva la estrategia de prefetch, y fft,
cuyo porcentaje de tiempo de ca´lculo no es suficiente para poder solapar la carga de sus
pa´ginas.
En la figura 6.24 mostramos los resultados de la ejecucio´n de rhs. Podemos observar
que la automatizacio´n del ca´lculo de la distancia aumenta el rendimiento de la estrategia
de prefetch ya que es capaz de disminuir au´n ma´s el tiempo dedicado a resolver fallos
de pa´gina hard. Esto se debe a la flexibilidad que da poder tener diferentes distancias
para cada instruccio´n, ya que es posible adaptar ese valor a las necesidades del prefetch
asociado a cada una. As´ı, el ca´lculo experimental para las distancias globales nos hab´ıa
llevado a seleccionar como para´metro una distancia de 32 pa´ginas. Mientras que el ca´lculo
automatizado selecciona diferentes distancias para diferentes instrucciones en un rango
que va desde 16 pa´ginas hasta 256. Como consecuencia, la estrategia de prefetch coope-
rativo con distancias calculadas automa´ticamente mejora el rendimiento del benchmark
alrededor de un 43,03% si se compara con su ejecucio´n en el entorno original.
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Figura 6.24 Influencia de la automatizacio´n de la distancia para rhs
Las figuras 6.25 y 6.26 muestran, respectivamente, los resultados para la ejecucio´n de
crypt y de sparse. Podemos comprobar que el efecto de incluir la automatizacio´n de la
distancia es similar para los dos benchmarks. En ambos casos, la estrategia de prefetch
sigue mejorando el rendimiento del entorno original de Linux, tanto si se utiliza la con-
figuracio´n por defecto como si se desactiva el prefetch de Linux. As´ı, la estrategia con
distancia automa´tica mejora el rendimiento obtenido en el entorno original alrededor de
un 10,29%, para el caso de Crypt y alrededor de un 20,12% para el caso de Sparse.
Sin embargo esta mejora es ligeramente inferior a la que obtenemos seleccionando la dis-
tancia experimentalmente. Si comparamos el resultado de las dos implementaciones de la
estrategia de prefetch podemos ver que, para estos dos benchmarks, el uso de la distancia
automa´tica y a nivel de instruccio´n es capaz de reducir el tiempo dedicado a resolver
fallos de pa´gina hard. Sin embargo, aumenta el tiempo necesario para resolver fallos de
pa´gina soft, debidos a accesos a pa´ginas en tra´nsito, ya que, las caracter´ısticas de estos
benchmarks, impiden que el sistema logre cargar a tiempo las pa´ginas solicitadas.
Hay que remarcar que esta ligera disminucio´n del rendimiento al automatizar la distancia
no impide que la estrategia de prefetch cooperativo siga mejorando, de manera significa-
tiva, el rendimiento ofrecido por el entorno original de Linux. Adema´s, esta mejora sigue
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estando muy cerca del ma´ximo beneficio teo´rico que una estrategia de prefetch puede
ofrecer a unos programas con el comportamiento de crypt y sparse.
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Figura 6.25 Influencia de la automatizacio´n de la distancia para crypt
Sparse (JavaGrande SizeC): tiempo de ejecución
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Figura 6.26 Influencia de la automatizacio´n de la distancia para sparse
Por lo tanto, estos experimentos demuestran que es posible que la JVM calcule, en tiempo
de ejecucio´n, la distancia de prefetch adecuada para las peticiones de cada instruccio´n,
adaptando este valor a las condiciones de ejecucio´n. Hay que destacar que, aunque en
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algunos casos el rendimiento no alcance el obtenido por el valor calculado de forma ex-
perimental, la disminucio´n del rendimiento es muy baja y esta´ ampliamente compensada
por los beneficios que supone para el usuario el ca´lculo automa´tico de ese valor.
6.6.4 Conclusiones de la evaluacio´n
En esta seccio´n hemos presentado los resultados de la evaluacio´n del prefetch coopera-
tivo. En primer lugar, describimos los experimentos en los que hemos apoyado nuestras
decisiones de disen˜o e implementacio´n. En segundo lugar, comparamos la ejecucio´n de
algunas aplicaciones sobre el entorno original de ejecucio´n y sobre el entorno modificado
con nuestra estrategia de prefetch cooperativo.
El prefetch cooperativo ha demostrado ser una estrategia eficaz, capaz de mejorar el rendi-
miento que obtiene la ejecucio´n de los benchmarks sobre el entorno original de ejecucio´n,
cuando las caracter´ısticas de los programas los hacen susceptibles de ser mejorados a
trave´s del prefetch. Esta mejora se consigue por varios motivos:
La JVM es capaz de captar los patrones de acceso de las instrucciones que tienen un
comportamiento regular y usarlo para aplicar una prediccio´n espec´ıfica para cada una
de ellas. De hecho, es capaz de captar patrones complejos, como lo demuestra la alta
tasa de aciertos que se obtiene en la ejecucio´n del programa FFT. Con esta prediccio´n
precisa se puede implementar un prefetch ma´s eficaz que el resultante de la prediccio´n
simple que aplica el kernel de Linux en el entorno original, que so´lo puede beneficiar
a las aplicaciones que acceden de forma secuencial.
La JVM tambie´n es capaz de detectar que´ instrucciones no tienen un comportamiento
predecible, y desactivar el prefetch u´nicamente para esas instrucciones. De esta manera
se elimina la sobrecarga que se tendr´ıa al cargar en memoria pa´ginas seleccionadas
de forma equivocada, pero se permite que el resto de instrucciones del programa con
patro´n predecible se beneficien del uso del prefetch. Se puede comprobar los beneficios
de este comportamiento en el rendimiento que obtiene el programa Sparse.
El prefetch cooperativo es capaz de sacar ma´s rendimiento del sistema en situacio-
nes de alta presio´n. En estas situaciones la estrategia de prefetch del entorno original
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simplemente descarta las peticiones de prefetch. En el caso del prefetch cooperativo
tambie´n se cancelan para no perjudicar el rendimiento del programa, pero se aprove-
chan los momentos en los que esta carga baja para reintentar de nuevo las solicitudes
de prefetch, consiguiendo completar con e´xito un alto porcentaje de ellas. Por este
motivo, incluso para aquellos programas que siguen el patro´n de accesos secuencial
como Crypt, el prefetch cooperativo supera el rendimiento del prefetch secuencial
que se intenta aplicar en el entorno original de Linux.
Adema´s, el incremento de tiempo de ca´lculo debido a la ejecucio´n del prefetch coo-
perativo es asumible por las aplicaciones, dado el alto porcentaje de mejora que se
obtiene con la carga anticipada de las pa´ginas accedidas.
Hay que destacar que el porcentaje de la mejora obtenida para cada programa depende
de la relacio´n que haya entre tiempo de ca´lculo y tiempo dedicado a resolver fallos de
pa´gina.
Si el tiempo de ca´lculo del proceso es muy bajo comparado con el tiempo de fallo de pa´gina,
entonces se reducen las posibilidades de poder solapar el tiempo de carga anticipada con el
tiempo de ca´lculo del programa. Por ejemplo, en el caso del benchmark Sparse, aunque el
prefetch cooperativo elimina casi el 97% de sus fallos de pa´gina hard, la mejora obtenida
en el rendimiento no pasa del 24,4%, ya que el programa no dispone de ma´s tiempo de
ca´lculo para solapar las cargas anticipadas. El caso extremo de esta situacio´n lo tenemos
en la ejecucio´n del programa FFT, que so´lo dedica un 0,35% de su tiempo a ca´lculo y
por lo tanto no da opcio´n a solapar el tiempo de acceso a disco. A pesar de ello, hay que
decir que con este comportamiento del programa tan poco favorable para usar prefetch,
la ejecucio´n del programa sobre el entorno con prefetch cooperativo tiene un rendimiento
equivalente al que se obtiene sobre el entorno original de ejecucio´n.
Por otro lado, si el porcentaje de tiempo de fallo de pa´gina es mucho menor que el
porcentaje de tiempo de ca´lculo, entonces, aunque la estrategia de prefetch consiga reducir
gran parte del fallo de pa´gina la repercusio´n sobre el rendimiento total no tendra´ un
impacto equivalente. Es lo que sucede en el caso de la aplicacio´n Crypt que dedica so´lo
un 18% de su tiempo a resolver fallos de pa´gina, por lo que la reduccio´n del 73% que la
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estrategia de prefetch consigue sobre su tiempo de fallo de pa´gina se corresponde con un
13,11% de mejora sobre el rendimiento global del programa.
De esta manera, en funcio´n de las caracter´ısticas del programa, el uso de la estrategia de
prefetch cooperativo consigue mejorar el rendimiento hasta un 40%, para el caso de RHS,
pasando por un 24,4% para Sparse, un 22% para laMultiplicacio´n de matrices y un
13,11% para Crypt, y consigue no empeorarlo para aquellos programas cuyo rendimiento
no es mejorable utilizando una te´cnica de prefetch de pa´ginas como ocurre con FFT o
HeapSort.
En cuanto a la automatizacio´n del ca´lculo de la distancia, hemos demostrado que es
posible que la JVM realice este ca´lculo de forma automa´tica, ajusta´ndolo de acuerdo a
los cambios en las condiciones de ejecucio´n, con un coste asociado totalmente ignorable,
si se compara con las ventajas que tiene para el usuario la automatizacio´n del ca´lculo de
ese para´metro.
6.7 COOPERACIO´N ENTRE JVM Y EL SO: LA BASE
PARA UNA ESTRATEGIA DE PREFETCH ESTABLE
Y EFICAZ
En este cap´ıtulo hemos presentado el disen˜o y la implementacio´n de la estrategia de
prefetch cooperativo que hemos an˜adido al entorno de ejecucio´n de Java.
Esta estrategia se basa en utilizar tanto el conocimiento de la JVM sobre el comporta-
miento del programa como el conocimiento del SO sobre las condiciones de ejecucio´n del
sistema, para tomar las decisiones de prefetch ma´s adecuadas para mejorar el rendimiento
del programa. La JVM selecciona las pa´ginas que se deben cargar con antelacio´n, usando
la informacio´n que ella tiene sobre el programa y la que exporta el SO sobre el estado de
la ma´quina, y solicita al SO la carga as´ıncrona esas pa´ginas. El SO por su parte, efectu´a
las operaciones de carga, so´lo si las condiciones de ejecucio´n son favorables.
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De esta manera, se consigue una te´cnica de prefetch que iguala las ventajas que ofrec´ıa la
estrategia transparente al SO (que describimos en el cap´ıtulo 5). Pero, adema´s, consigue
superar sus limitaciones involucrando al SO en la toma de decisiones, ya que constituye un
mecanismo ma´s estable y es capaz de explotar mejor los recursos del sistema en situaciones
de alta presio´n.
Es decir, conseguimos una estrategia que cumple todos los requerimientos necesarios para
que el prefetch sea eficaz:
Predice de forma precisa las pro´ximas referencias a memoria de las instrucciones.
Respeta la portabilidad de los programas Java.
Es transparente al programador y al usuario.
Respeta la fiabilidad del sistema.
Pero adema´s, con la participacio´n del SO en las decisiones de prefetch:
No es necesario utilizar heur´ısticas para aproximar el estado de la ma´quina, ya que el
SO exporta al nivel de usuario la informacio´n sobre ese estado que permite optimizar
la seleccio´n de pa´ginas de prefetch.
Se puede utilizar un interfaz dedicado para la solicitud de carga por prefetch, de
manera que:
– El SO puede gestionar estas solicitudes de forma diferente al resto de accesos a
disco. Esto le permite, por ejemplo, descartar las operaciones de prefetch si el
sistema de memoria esta´ sobrecargado y, por lo tanto, completar esas operaciones
puede empeorar el rendimiento del programa.
– El SO puede controlar la interaccio´n de las operaciones de carga anticipada con
el resto de tareas de gestio´n de memoria implementadas por el SO.
– La JVM puede agrupar varias solicitudes de prefetch, dando opcio´n al SO a
optimizar los accesos a disco involucrados.
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– la JVM puede reintentar las operaciones de prefetch canceladas, al detectar que
las condiciones de ejecucio´n son ma´s favorables si todav´ıa es posible mejorar el
rendimiento de la instruccio´n mediante su carga anticipada.
Se simplifica el co´digo de prefetch ejecutado en el nivel de usuario, lo cual reduce
el impacto que las decisiones de gestio´n del SO puede tener sobre el rendimiento de
ese co´digo. Recordemos que la estrategia de prefetch transparente al SO requiere un
nuevo flujo de ejecucio´n que se encarga de solicitar la carga anticipada. Por lo tanto, el
rendimiento de la estrategia depende de las decisiones de gestio´n que el SO tome sobre
la ejecucio´n de ese flujo, que, adema´s pueden depender de detalles de implementacio´n
de la versio´n de kernel instalada en la ma´quina.
Por lo tanto, la cooperacio´n entre la JVM y el SO permite implementar un prefetch
eficaz, mediante un mecanismo estable, capaz de adaptarse tanto a las caracter´ısticas del
programa como a las condiciones de ejecucio´n para mejorar de una forma considerable el
rendimiento de los programas.
7
TRABAJO RELACIONADO
En este cap´ıtulo presentamos el trabajo relacionado con los aspectos desarrollados en
nuestro trabajo. Para ello distinguimos tres grandes grupos. El primer grupo es el relacio-
nado con la evaluacio´n del uso de la memoria que hacen los programas Java, primer paso
necesario para hacer las propuestas de mejora de su gestio´n. El segundo grupo se refiere
a los trabajos que intentan mejorar el rendimiento de la gestio´n de memoria de la plata-
forma de ejecucio´n de Java. Por u´ltimo, el tercer grupo engloba las estrategias orientadas
a ofrecer a los programas una gestio´n de recursos espec´ıfica para su comportamiento.
7.1 EVALUACIO´N DEL USO DE LA MEMORIA
Existen muchos trabajos que estudian cada una de las tareas de gestio´n de memoria por
separado: memoria virtual, reserva de memoria lo´gica y liberacio´n de memoria lo´gica. Sin
embargo, la mayor parte de estos trabajos se han hecho para otros entornos de ejecucio´n
y no para Java. Hay que tener en cuenta que el rendimiento de la gestio´n de memoria
depende en gran medida de los patrones de acceso de los programas, y estos patrones
esta´n muy relacionados con las caracter´ısticas del lenguaje. Por este motivo, era necesario
evaluar el rendimiento de estas tareas en el entorno de ejecucio´n de Java.
A continuacio´n describimos algunos de los trabajos que han analizado el comportamiento
de los programas Java y las diferencias que existen entre estos trabajos y la evaluacio´n
que hemos presentado en este trabajo.
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Kim y Hsu han estudiado la interaccio´n que hay entre las memoria cache y los programas
Java, cuando se ejecutan utilizando compilacio´n en tiempo de ejecucio´n (Just In Time
Compiler) [KH00]. Adema´s en este trabajo estudian la influencia que puede tener el ta-
man˜o inicial del heap sobre el rendimiento de la memoria cache, y mencionan que este
taman˜o puede influir tambie´n sobre el rendimiento de la memoria virtual.
Li et. al. tambie´n analizan la ejecucio´n sobre compiladores al vuelo [LJNS01]. Su trabajo
se centra en entender la actividad del SO durante la ejecucio´n de programas Java. En esta
actividad se incluye la gestio´n de la memoria virtual y, por lo tanto, tambie´n cuantifican
el tiempo invertido en esta gestio´n. Sin embargo, no distinguen entre el tiempo debido al
co´digo del programa y el tiempo debido al co´digo de gestio´n de la JVM.
El estudio de Dieckmann y Ho¨lzle [DH99] estaba orientado a ayudar a los implementadores
de garbage collectors, y mostraba el tipo de objetos que los programas Java reservan
as´ı como la distribucio´n en el tiempo de esas reservas.
La evaluacio´n que presentamos en este trabajo consiste en un ana´lisis completo del rendi-
miento de la memoria virtual, inexistente hasta el momento. En este ana´lisis aislamos la
zona del espacio de direcciones ma´s afectada por el uso de la memoria virtual y separamos
la sobrecarga debida al co´digo del programa de la debida al co´digo de gestio´n de la JVM.
Adema´s, los estudios previos sobre el comportamiento de los programas Java se han hecho
sobre los programas del conjunto SPECjvm98 [SPE98]. Este conjunto de programas de
pruebas, aunque realizan numerosos accesos a memoria y, por lo tanto, hacen un uso
intensivo de memoria, tienen un working set pequen˜o, que requiere muy poca memoria
f´ısica. Dieckmann y Ho¨lzle mostraron que estos programas se pueden ejecutar sobre un
heap de taman˜o menor que 8Mb. Esto significa que durante su ejecucio´n no necesitan la
intervencio´n de la gestio´n de memoria virtual y que el porcentaje de tiempo dedicado a
resolver fallos de pa´gina es ignorable comparado con el tiempo de ca´lculo de los programas.
Sin embargo, los programas de prueba que hemos utilizado en la evaluacio´n que pre-
sentamos son parte del conjunto de programas de prueba suministrado por el grupo de
trabajo JavaGrande (ver seccio´n 3.1.1 del cap´ıtulo 3). Estos programas tienen working
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sets mayores que requieren de una mayor cantidad de memoria f´ısica y, por lo tanto, se
ven afectados por la ejecucio´n de la gestio´n de memoria virtual.
7.2 GESTIO´N DE MEMORIA EN JAVA
A medida que la popularidad de Java ha ido creciendo y se han diversificado los programas
que utilizan su plataforma de ejecucio´n, ha aumentado la preocupacio´n por el rendimiento
ofrecido por su gestio´n de memoria. Por este motivo, han aparecido numerosos estudios
dedicados a mejorar este rendimiento.
As´ı, podemos encontrar propuestas para que la gestio´n del espacio lo´gico que implementa
la JVM respete la localidad de referencia de los programas. Por ejemplo, hay propuestas de
algoritmos de garbage collection que al gestionar los objetos supervivientes no alteran la
localidad de los datos [Boe00, SGBS02]; tambie´n hay propuestas que durante la asignacio´n
de memoria a los objetos creados intentan tanto favorecer la localidad de referencia como
disminuir el tiempo dedicado a cada ejecucio´n del garbage collector [SGBS02, SGF+02,
SZ98].
Fuera del a´mbito de la gestio´n del espacio direcciones, tambie´n encontramos propuestas
para mejorar el rendimiento de los accesos a objetos pequen˜os. Por ejemplo, Cahoon
y McKinley [CM01, CM02] proponen an˜adir prefetch de cache al entorno de ejecucio´n
de Java. Este trabajo se centra en mejorar los accesos a pequen˜os arrays y a objetos
enlazados como parte de una lista. Para ello proponen modificar el compilador de Java
para insertar en el co´digo generado las operaciones de prefetch de cache adecuadas. Por lo
tanto, el ana´lisis que proponen es esta´tico, realizado en tiempo de compilacio´n, y no pueden
utilizar la informacio´n sobre el comportamiento dina´mico de los programas. Hay que decir
que tambie´n proponen simplificar las te´cnicas de ana´lisis que se utilizan en compilacio´n
tradicional, para incorporarlas como parte del compilador al vuelo que puede utilizar
Java en tiempo de ejecucio´n. De esta manera, el ana´lisis para insertar las operaciones
de prefetch podr´ıa usar tambie´n la informacio´n sobre el comportamiento dina´mico de los
programas. Sin embargo, dejan para una futura evaluacio´n la viabilidad de esta propuesta.
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Hay que destacar que ninguno de estos trabajos han considerado las necesidades de los
programas que trabajan sobre objetos de grandes dimensiones en uso durante toda la
ejecucio´n, para los que no influye la ejecucio´n de las tareas de gestio´n del espacio lo´gico.
Al contrario, todos los trabajos previos se centran en mejorar el rendimiento de programas
que durante su ejecucio´n realizan numerosas creaciones de objetos pequen˜os con un tiempo
de vida corto.
Adema´s, en ningu´n caso aprovechan el potencial que ofrece el conocimiento que tiene la
JVM sobre el comportamiento dina´mico de los programas para adaptar las decisiones de
gestio´n a sus necesidades.
7.3 GESTIO´N ESPECI´FICA DE RECURSOS
Durante los u´ltimos an˜os han aparecido muchas propuestas que intentan conseguir una
gestio´n de recursos espec´ıfica para los programas. En esta gestio´n podemos distinguir
dos tareas principales: la toma de decisiones y la realizacio´n de esas decisiones. Teniendo
en cuenta estas dos tareas, podemos clasificar las estrategias propuestas en tres grupos
diferentes.
En el primer grupo de propuestas, el sistema operativo se encarga tanto de las toma de
decisiones como de su realizacio´n. En estos trabajos los sistemas operativos utilizan la
informacio´n que tienen sobre el comportamiento de los programas, para intentar hacer
predicciones sobre el comportamiento futuro, y, en funcio´n de esas predicciones gestionar
los recursos. Debido a la poca informacio´n que tienen sobre el comportamiento de los
programas, las predicciones que pueden hacer son, en general, poco precisas. Por ejemplo,
Vitter y Krishnan han trabajado sobre algoritmos para pure prefetching [VK96, KV94],
un modelo teo´rico de carga anticipada y as´ıncrona, que ignora la ejecucio´n del algoritmo
de reemplazo y que asume que no hay latencia de prefetch; y Vilayannur et al. [VSK05]
han trabajado para predecir cua´l es el momento adecuado para reemplazar una pa´gina
determinada, para favorecer el rendimiento de las decisiones de reemplazo.
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Todas estas estrategias se basan en determinar el patro´n de accesos de los programas
usando como datos de entrada la u´nica informacio´n que tiene el sistema operativo sobre los
accesos de los programas, esto es, los fallos de pa´gina. Por lo tanto, esta poca informacio´n
limita la precisio´n de los algoritmos de prediccio´n.
Fraser y Chang [FC03] proponen utilizar ejecucio´n especulativa para anticipar los accesos
a disco realizados por las aplicaciones. Esta estrategia implica una profunda y complicada
modificacio´n del sistema operativo y so´lo puede ser efectiva en entornos en los que la
CPU esta´ ociosa durante un tiempo suficiente. La propuesta se basa en tener un flujo de
ejecucio´n especulativo que ejecuta por adelantado el co´digo de la aplicacio´n, aprovechando
los instantes en los que la CPU pasar´ıa a estar ociosa. El sistema operativo tiene que
garantizar que el flujo especulativo no modifica los datos utilizados por el flujo de ejecucio´n
real, lo que implica el uso de la te´cnica de copy-on-write, aumentando la cantidad de
memoria necesaria para la ejecucio´n del programa. Este incremento puede penalizar el
rendimiento de las aplicaciones que tengan un alto consumo de memoria, aunque las
decisiones de prefetch sean precisas. Por este motivo, como parte de la estrategia, han
implementado un mo´dulo que evalu´a los beneficios obtenidos de la ejecucio´n especulativa,
para poder desactivarla si estos beneficios son bajos.
En el otro extremo, tenemos el grupo de propuestas que permiten que el nivel de usuario
suministre el co´digo de gestio´n que contendra´ la toma de decisiones y su realizacio´n.
Esta alternativa ha sido estudiada profundamente a lo largo de los an˜os [SS96]. As´ı,
encontramos propuestas que van desde losmicrokernels iniciales [AR89, Jr,87], los sistemas
operativos extensibles (como Vino [SESS96] o Spin [BSP+95]) y los exokernels [EKJ95].
Este grupo de propuestas se enfrentan al compromiso entre dos caracter´ısticas necesarias
y muchas veces opuestas: fiabilidad y eficiencia. Esto es as´ı porque tienen que garantizar
que el co´digo que suministra el usuario, y que ejecuta las decisiones de gestio´n, no arriesga
la integridad del sistema. Adema´s tienen otra gran desventaja que es la necesidad de que
el programador aporte el co´digo de gestio´n que conviene utilizar para su programa. Esto
implica que el programador debe, en el mejor de los casos, analizar el tipo de gestio´n que
es conveniente para optimizar el rendimiento del programa lo cual no siempre es una tarea
sencilla asumible por cualquier programador, y, en el peor de los casos, debe implementar
tambie´n el co´digo de esa gestio´n.
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El tercer grupo de propuestas, se basan en la cooperacio´n entre el nivel de usuario y el
nivel de sistema para gestionar los recursos. En estas propuestas el nivel usuario se puede
encargar de la toma de decisiones mientras que el sistema operativo es el encargado de
realizarlas. La opcio´n de pedirle a un usuario que modifique el co´digo del programa para
insertar las operaciones de gestio´n no es siempre una alternativa viable. Por este motivo
se ha trabajado en la insercio´n automa´tica de estas peticiones.
Hay muchos trabajos sobre compiladores para que este software, durante la generacio´n del
ejecutable, se encargue de analizar el co´digo de los programas y de insertar las operaciones
de gestio´n [BMK96, BM00]. Sin embargo, esta opcio´n tiene varias limitaciones. La primera
limitacio´n es que la necesidad de que el usuario posea el co´digo fuente de los programas,
lo cual no siempre es posible. Otra limitacio´n importante es que los compiladores so´lo
disponen de la informacio´n esta´tica. Por lo tanto, no pueden tener en cuenta todas aquellas
caracter´ısticas de los programas que dependen de condiciones de ejecucio´n. Adema´s, la
eficacia de algunas decisiones de gestio´n depende no so´lo del programa, sino tambie´n
de las caracter´ısticas de la ma´quina y de sus condiciones en el momento de ejecutar
el programa. As´ı, para poder tener en cuenta el estado de la ma´quina ser´ıa necesario
recompilar el programa cada vez que se quiera ejecutar.
Algunos trabajos han intentado complementar el trabajo del compilador para que se pueda
considerar al menos el estado de la ma´quina en tiempo de ejecucio´n [CG99]. Estos tra-
bajos an˜aden al entorno de ejecucio´n una capa de software que, en tiempo de ejecucio´n,
filtran aque´llas operaciones insertadas por el compilador pero no adecuadas a las condi-
ciones actuales de la ma´quina. Sin embargo esta capa no tiene acceso a las caracter´ısticas
dina´micas de los programas. En cualquier caso, para que el usuario pueda ejecutar el pro-
grama usando esta estrategia, es necesario poseer el co´digo fuente del programa lo que,
en general, no se puede suponer que suceda.
En este grupo de trabajos tambie´n se puede incluir el propuesto por Guitart et. al.
[GMTA03]. Este trabajo se centra en mejorar el rendimiento de aplicaciones Java pa-
ralelas ejecutadas sobre multiprocesadores de memoria compartida. Para ello propone
permitir la cooperacio´n entre el nivel de usuario y el nivel de sistema para decidir el grado
de paralelismo que debe explotar el programa para obtener un buen rendimiento. Sin em-
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bargo, es responsabilidad del programador insertar en el co´digo las operaciones adecuadas
para informar al sistema de sus necesidades.
Nuestra propuesta tambie´n se basa en la cooperacio´n entre el nivel usuario y el sistema
operativo, sin embargo supera todas las limitaciones de la opcio´n de los compiladores y es
totalmente automa´tica y transparente al programador y al usuario. Adema´s, ni tan solo
es necesario disponer del co´digo fuente de los programas. En nuestra propuesta la JVM es
la encargada de guiar las decisiones de gestio´n utilizando la informacio´n que tiene sobre
el comportamiento dina´mico de los programas, lo que permite adaptar automa´ticamente
las decisiones de gestio´n a las necesidades del programa. El SO es el encargado de llevar a
cabo estas decisiones so´lo si las condiciones de ejecucio´n son favorables, lo que garantiza
la fiabilidad del sistema y facilita tener en cuenta el estado del sistema a la hora de tomar
las decisiones de gestio´n.
8
CONCLUSIONES Y TRABAJO FUTURO
8.1 RESUMEN DEL TRABAJO
El objetivo principal de este trabajo ha sido demostrar que es posible mejorar el rendi-
miento de los entornos con ejecucio´n basada en ma´quinas virtuales como, por ejemplo, el
entorno de ejecucio´n de Java o de C#, explotando las caracter´ısticas propias del entorno
para ofrecer una gestio´n de recursos ma´s adecuada al comportamiento de los programas.
Una de las caracter´ısticas ma´s relevantes de este tipo de entornos de ejecucio´n es la porta-
bilidad de los programas. Sin embargo, el precio de esta portabilidad es una disminucio´n
del rendimiento con respecto al que se puede obtener en un entorno tradicional basado en
la compilacio´n. Esto es as´ı ya que los programas se ejecutan sobre una ma´quina virtual
que, en tiempo de ejecucio´n, convierte el co´digo independiente de la plataforma f´ısica en
el correspondiente a la ma´quina real sobre la que se intenta ejecutar el programa. En
este trabajo hemos propuesto aprovechar, precisamente, la ejecucio´n basada en el uso de
una ma´quina virtual para ofrecer a los programas una gestio´n de recursos espec´ıfica para
su comportamiento, mejorando de esta manera el rendimiento de los programas. Para
demostrar los posibles beneficios de esta estrategia, nos hemos centrado en la gestio´n del
recurso memoria y en el entorno de ejecucio´n de Java.
De esta manera, hemos analizado el uso de la memoria que hacen los programas Java
cuyo rendimiento viene limitado por la gestio´n de memoria. Los objetivos de este ana´lisis,
novedoso en el a´mbito de ejecucio´n de Java, han sido determinar las posibles v´ıas para
mejorar el rendimiento de la gestio´n de memoria del entorno de Java [BCGN03]. Para
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ello hemos comprobado la influencia que tiene el uso de la memoria virtual, teniendo en
cuenta tanto la zona del espacio de direcciones ma´s afectada como la interaccio´n con las
tareas de gestio´n del espacio de direcciones que implementa la JVM.
Las conclusiones de esta evaluacio´n del uso de la memoria, nos han llevado a determinar
que una estrategia de prefetch de pa´ginas eficaz puede mejorar el rendimiento de estos
programas. Por este motivo, hemos analizado los requerimientos de las diferentes tareas
de prefetch para poder asignar cada tarea al componente del entorno de ejecucio´n ma´s
adecuado para realizarla. Las conclusiones de este ana´lisis nos han llevado al siguiente
reparto de tareas: la seleccio´n de pa´ginas de prefetch debe ser guiada, en tiempo de
ejecucio´n, por la JVM, y la carga en memoria debe ser efectuada por el SO. De esta
manera es posible dotar a la estrategia de prefetch de:
Un algoritmo de prediccio´n preciso implementado a nivel de instruccio´n, que tenga
en cuenta la informacio´n que posee la JVM en tiempo de ejecucio´n, sobre todos los
accesos que realiza la instruccio´n y sobre las caracter´ısticas espec´ıficas de la instruc-
cio´n y del objeto que accede. Esta cantidad de informacio´n sobre el comportamiento
dina´mico de los programas supera con creces a la que tienen disponible tanto el SO
como el compilador y, por lo tanto, la precisio´n de la prediccio´n implementada por la
JVM es mucho mayor que la puede ofrecer cualquier otro componente de los entornos
tradicionales basados en compilacio´n.
Una seleccio´n de pa´ginas capaz de adaptarse a las condiciones de ejecucio´n presentes
en cada momento, necesario, por ejemplo, para determinar la distancia de prefetch
adecuada o para filtrar peticiones de prefetch redundantes. Esta capacidad de adap-
tacio´n no existe si se implementa la seleccio´n de pa´ginas con un ana´lisis esta´tico en
tiempo de compilacio´n.
Una carga en memoria que respete la fiabilidad del sistema, ya que garantiza que el
SO, u´nico componente del entorno fiable, realiza los accesos al hardware involucrados
en la operacio´n de carga.
Un mecanismo totalmente transparente al programador y al usuario, que respeta el
paradigma de portabilidad de Java y que ni tan so´lo requiere del usuario el co´digo
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fuente del programa, a diferencia de las estrategias basada en modificar el co´digo
generado por el compilador.
A partir de este primer ana´lisis hemos contemplado dos posibles alternativas para la
estrategia de prefetch, que hemos implementado y evaluado.
Una primera opcio´n consiste en dotar al entorno de ejecucio´n de Java de un mecanismo
de prefetch totalmente transparente al SO [BGCN06b, BGCN06c]. Esta opcio´n se basa en
utilizar heur´ısticas para aproximar las condiciones de ejecucio´n, necesarias para adaptar
las decisiones de prefetch al estado en el que se encuentra en cada momento el sistema,
y en solicitar la carga anticipada de las pa´ginas mediante un mecanismo ya existente en
el SO para otros propo´sitos (la excepcio´n del fallo de pa´gina). La ventaja de esta opcio´n
es que favorece la portabilidad de la estrategia de prefetch ya que, al ser transparente
al SO, no requiere modificar el sistema de las ma´quinas donde se quiera incorporar. La
evaluacio´n de esta alternativa ha ofrecido una mejora, con respecto al entorno original
de ejecucio´n, de hasta el 43% para los benchmarks utilizados. Sin embargo, un ana´lisis
detallado nos ha llevado a descartarla por varios motivos. El principal motivo es que el
grado de portabilidad de la estrategia no es tan alto como el que se esperaba ya que,
aunque este me´todo no requiere la modificacio´n del SO, s´ı que es necesario analizar cui-
dadosamente la interaccio´n entre el co´digo de prefetch que hemos introducido y el resto
de decisiones de gestio´n que sigue tomando el SO, ajeno a este nuevo nivel de gestio´n
introducido. Adema´s, el uso de heur´ısticas no ofrece las mismas garant´ıas de e´xito como
poder consultar la informacio´n real, que se puede obtener con una mayor involucracio´n
del SO en las decisiones de prefetch.
La segunda opcio´n, que es la que hemos adoptado como propuesta final para la estrategia
de prefetch, consiste en implementar una estrategia cooperativa en la que tanto la JVM
como el SO participen en las decisiones de prefetch [BGCN06a]. En esta opcio´n, se subs-
tituye el uso de heur´ısticas por la consulta de la informacio´n real sobre el estado de la
ma´quina, lo cual dota al sistema de una mayor fiabilidad. Adema´s, la mayor participacio´n
del SO tambie´n permite obtener un mecanismo ma´s estable, ya que el SO es capaz de
controlar la interaccio´n de las decisiones de prefetch con el resto de decisiones que toma
en la gestio´n de los recursos de la ma´quina.
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Para implementar esta estrategia, ha sido necesario modificar el SO con el interfaz nece-
sario para implementar la cooperacio´n entre la JVM y el SO que, ba´sicamente, consiste en
una zona de memoria compartida en la que el SO exporta al nivel de usuario la informa-
cio´n sobre el estado de la memoria, y una nueva llamada a sistema que permite solicitar
la carga as´ıncrona de una pa´gina que se encuentra en el a´rea de swap.
As´ı pues, el papel de ambos componentes en la estrategia final de prefetch es el siguiente:
La JVM utiliza su informacio´n sobre el comportamiento dina´mico del programa para
implementar la prediccio´n a nivel de instruccio´n. Adema´s utiliza la informacio´n que
exporta el SO sobre el estado de la memoria para determinar la distancia de pre-
fetch, filtrar las peticiones redundantes de prefetch, y determinar si las condiciones
del sistema son favorables para solicitar nuevas cargas anticipadas, e incluso reintentar
peticiones que fueron solicitadas en momentos poco adecuados, o si es ma´s apropiado
posponer la solicitud hasta que la carga del sistema sea menor.
El SO efectu´a los accesos a disco y a memoria f´ısica necesarios para realizar las cargas
solicitadas por la JVM, cancela aquellas solicitudes que pueden perjudicar el ren-
dimiento del programa dada la carga del sistema y exporta al nivel de usuario la
informacio´n sobre el estado de la memoria para que la JVM la utilice durante la
seleccio´n y solicitud de pa´ginas de prefetch.
La evaluacio´n de esta estrategia nos ha permitido comprobar que las mejoras en el ren-
dimiento de los programas, con respecto a la ejecucio´n en el entorno original, alcanzan
hasta un 40%. Hay que decir que hay programas cuyas caracter´ısticas limitan el posible
porcentaje de mejora del rendimiento que pueden obtener mediante una te´cnica de pre-
fetch. Por ejemplo, si el programa no tiene un comportamiento predecible o si no tiene
suficiente tiempo de ca´lculo para poder solapar la carga con el consumo de CPU. Sin em-
bargo, en el peor de los casos, para los programas que no pueden ser mejorados mediante
una estrategia de prefetch, la ejecucio´n sobre el entorno modificado con nuestra estrategia
ofrece un rendimiento similar a la ejecucio´n sobre el entorno original.
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Por lo tanto, la estrategia de prefetch cooperativo que hemos desarrollado en este trabajo
constituye un ejemplo que co´mo mejorar el rendimiento de los programas Java, median-
te una pol´ıtica de gestio´n totalmente adaptada al comportamiento de cada programa,
capaz de utilizar tanto el conocimiento que tiene la JVM sobre los programas, como el
conocimiento que tiene el SO sobre las condiciones de ejecucio´n.
8.2 CONTRIBUCIONES DE ESTE TRABAJO
As´ı pues, las principales contribuciones de esta tesis son:
Hemos demostrado que es posible mejorar el rendimiento de los programas
con ejecucio´n basada en la interpretacio´n, sin renunciar a las caracter´ısticas
que hacen de estos entornos una opcio´n atractiva para la ejecucio´n de
programas.
Hemos demostrado que los entornos de ejecucio´n basados en ma´quinas
virtuales constituyen el escenario ideal para implementar una gestio´n de
recursos adaptada al comportamiento de los programas, que supera las
limitaciones presentes en los entornos tradicionales basados en compilacio´n.
As´ı, en estos entornos es posible ofrecer a los programas pol´ıticas de gestio´n
de recursos espec´ıficas, que se adapten a su comportamiento dina´mico y
respeten la fiabilidad del sistema, de una forma totalmente transparente
al programador y al usuario.
Para llegar hasta estas aportaciones, hemos acotado nuestro caso de estudio a la gestio´n de
memoria en el entorno de ejecucio´n de Java, y hemos aportado las siguientes contribuciones
aplicadas:
Hemos evaluado de forma detallada el comportamiento de los programas Java cuya
ejecucio´n necesita el mecanismo de memoria virtual, que nos ha llevado a determinar
que una pol´ıtica de prefetch eficaz puede mejorar su rendimiento, ya que:
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– El uso de la memoria virtual influye de forma significativa sobre los programas
Java cuando la memoria f´ısica disponible no es suficiente para soportar el conjunto
de datos del programa
– La zona del espacio de direcciones que se ve ma´s afectada es la zona donde se
almacenan los objetos, de manera que es posible obviar la influencia que tiene
el uso de la memoria virtual sobre los accesos al resto de zonas del espacio de
direcciones.
– Existen programas que apenas requieren la participacio´n de las tareas de gestio´n
del espacio de direcciones que implementa la JVM, por lo que mejorar la interac-
cio´n entre la ejecucio´n de estas tareas y la gestio´n de memoria implementada por
el SO no es un camino factible para mejorar su rendimiento.
– El tipo de objetos que provocan la necesidad del uso de la memoria virtual son
arrays de grandes dimensiones, que ocupan la mayor parte del espacio de direc-
ciones del programa. Adema´s, estos objetos son accedidos siguiendo un patro´n
predecible, por lo que es posible anticipar cua´les sera´n los pro´ximos accesos del
programa e implementar su carga anticipada.
– El rendimiento del sistema de memoria esta´ muy lejos del rendimiento ofrecido
por una gestio´n o´ptima de memoria, por lo que el margen de mejora es muy
amplio.
Hemos analizado la manera ma´s adecuada para repartir las tareas de prefetch entre los
diferentes componentes del entorno de ejecucio´n para obtener una pol´ıtica eficiente,
adaptada a las caracter´ısticas de cada programa, fiable, que respete la portabilidad
de los programas Java y que sea transparente al usuario y al programador.
Hemos demostrado que es posible obtener una pol´ıtica de prefetch eficaz, totalmente
dirigida por la JVM y sin involucrar al SO en la decisiones de gestio´n asociadas. Sin
embargo, es necesario utilizar heur´ısticas para aproximar las condiciones de ejecucio´n
del sistema. Adema´s, el mecanismo resultante es muy sensible a la implementacio´n
del resto de tareas de gestio´n del SO. Esto hace necesario un ana´lisis detallado de
la interaccio´n del mecanismo de prefetch con la versio´n del SO instalada en cada
plataforma donde se quiera implantar comprometiendo, de esta manera, la potencial
portabilidad que puede tener una estrategia implementada por completo en el nivel
de usuario.
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Hemos disen˜ado, implementado y evaluado una estrategia de prefetch basada en la
cooperacio´n entre la JVM y el SO. Esta pol´ıtica de gestio´n adapta sus decisiones
al comportamiento de cada programa y a las condiciones de ejecucio´n del sistema,
y supera las limitaciones de las estrategias de prefetch propuestas en los entornos
tradicionales basados en compilacio´n.
8.3 TRABAJO FUTURO
Como trabajo futuro nos planteamos los siguientes puntos:
Refinamiento de la estrategia de prefetch cooperativo, explorando los siguientes as-
pectos:
– Cantidad de pa´ginas solicitadas para cada prediccio´n: en este trabajo hemos fijado
el nu´mero ma´ximo de peticiones en base a las posibles optimizaciones que puede
hacer Linux en el acceso al a´rea de swap. Como trabajo futuro nos planteamos
analizar en profundidad la influencia que este para´metro puede tener sobre la
estrategia de prefetch.
– Gestio´n de las operaciones canceladas: en la implementacio´n presentada en este
trabajo, la gestio´n de las solicitudes de prefetch canceladas se hace mediante una
pol´ıtica FIFO muy sencilla, que ha dado buen resultado para los programas que
hemos evaluado. En versiones futuras de nuestra estrategia, queremos investigar
la influencia que puede tener sobre el rendimiento una pol´ıtica ma´s elaborada.
– Automatizacio´n del ca´lculo de la distancia: en este trabajo hemos demostrado que
la JVM es capaz de adaptar el valor de la distancia de prefetch a las condiciones
de ejecucio´n del sistema. Esta adaptacio´n la hemos implementado mediante una
heur´ıstica muy sencilla que incrementa el valor de la distancia si el actual no
es suficiente para completar la carga anticipada. Como parte de nuestro trabajo
futuro pretendemos evaluar posibles refinamientos sobre esta heur´ıstica como,
por ejemplo, permitir que el valor de la distancia tambie´n pueda disminuir si la
presio´n sobre el sistema de memoria disminuye durante la ejecucio´n.
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– Desactivacio´n del prefetch: en este trabajo hemos implementado la desactivacio´n
del prefetch cuando el comportamiento de las instrucciones no es predecible. Tam-
bie´n hemos implementado la cancelacio´n de las operaciones de prefetch cuando
las condiciones de ejecucio´n desaconsejan llevarlas acabo. Sin embargo, queda
pendiente desactivar la estrategia para los programas que no utilizan el mecanis-
mo de memoria virtual y, que por lo tanto, ver´ıan ralentizada su ejecucio´n por
la estrategia de prediccio´n y solicitud de pa´ginas ya presentes en memoria f´ısica.
La implementacio´n de esta funcionalidad es muy sencilla, teniendo en cuenta que
el SO puede informar a la JVM sobre el estado del sistema, usando la zona de
memoria que comparten.
– Nuevas funciones de prediccio´n: en este trabajo nos hemos centrado en mejorar los
accesos a objetos de tipo array de grandes dimensiones, ya que este tipo de objetos
era el que provocaba el uso de la memoria virtual en los benchmarks con los que
hemos trabajado. Como parte de nuestro trabajo futuro queremos incorporar
nuevos algoritmos de prediccio´n, capaces de gestionar el acceso a objetos de otro
tipo.
Evaluacio´n de la estrategia de prefetch cooperativo en aplicaciones pertenecientes a
otros a´mbitos, ya que todos los benchmarks utilizados en este trabajo son de ca´lculo
cient´ıfico.
Evaluacio´n de la influencia que puede tener el uso de compiladores en tiempo de eje-
cucio´n sobre el rendimiento del prefetch. Hay que decir que la estrategia propuesta
es totalmente aplicable si se utiliza un compilador al vuelo, ya que es suficiente con
modificar el compilador, para que incorpore en el co´digo ma´quina que genera las ins-
trucciones encargadas de seleccionar y solicitar las pa´ginas de prefetch. Sin embargo,
es necesario evaluar los posibles efectos laterales que esta compilacio´n al vuelo pueda
tener sobre el rendimiento de la estrategia de prefetch.
Implementar la cooperacio´n entre la JVM y el SO para ofrecer tambie´n una gestio´n
espec´ıfica para el uso de otros recursos como, por ejemplo, el procesador.
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