Abstract. We report simultaneous measurements of volatile organic compound (VOC) mixing ratios including C 6 to C 8 aromatics, isoprene, monoterpenes, acetone and organic aerosol mass loadings at a rural location in southwestern Ontario, Canada by Proton-Transfer-Reaction Mass Spectrometry (PTR-MS) and Aerosol Mass Spectrometry (AMS), respectively. During the three-week-long Border Air Quality and Meteorology Study in June-July 2007, air was sampled from a range of sources, including aged air from the polluted US Midwest, direct outflow from Detroit 50 km away, and clean air with higher biogenic input. After normalization to the diurnal profile of CO, a long-lived tracer, diurnal analyses show clear photochemical loss of reactive aromatics and production of oxygenated VOCs and secondary organic aerosol (SOA) during the daytime. Biogenic VOC mixing ratios increase during the daytime in accord with their light-and temperature-dependent sources. Long-lived species, such as hydrocarbon-like organic aerosol and benzene show little to no photochemical reactivity on this timescale. From the normalized diurnal profiles of VOCs, an estimate of OH concentrations during the daytime, measured O 3 concentrations, and laboratory SOA yields, we calculate integrated local organic aerosol production amounts associated with each measured SOA precursor. Under the assumption that biogenic precursors are uniformly distributed across the southwestern Ontario location, we conclude that such precursors contribute significantly to the total amount of SOA formation, even durCorrespondence to: S. J. Sjostedt (steve.sjostedt@ec.gc.ca) ing the period of Detroit outflow. The importance of aromatic precursors is more difficult to assess given that their sources are likely to be localized and thus of variable impact at the sampling location.
Introduction
Although ozone and particulate matter have been historically viewed as two independent criteria for characterizing air quality, it is now recognized that there is a tight relationship between them. In particular, it is well known that oxidation of volatile organic compounds (VOCs) leads to tropospheric ozone production. Under close scrutiny of late is the coupled role that photochemistry and VOCs play in the production of secondary organic aerosol (SOA) (Seinfeld and Pankow, 2003; Kroll and Seinfeld, 2008; de Gouw and Jimenez, 2009; Hallquist et al., 2009) .
The oxidation of VOCs is initiated by reaction with atmospheric radicals, and by ozone in the case of olefins (Atkinson and Arey, 2003) . During the day the primary oxidant is the hydroxyl radical (OH) and, in the presence of sunlight and NO x the products go on to form ozone and oxygenated volatile organic compounds (OVOCs). OVOCs can be further oxidized to form multi-functional-group species, including carboxylic acids. Thus, the oxidation of VOCs can lead to a reduction of vapor pressure relative to the precursor molecule due to the addition of polar functional groups. The decrease in vapor pressure can be offset by a reduction in the length of the carbon backbone by carbon-carbon bond cleavage, since the vapor pressure of larger compounds is less than that of smaller ones. However, should the oxidation of the parent VOC ultimately lead to a substantial decrease in the vapor pressure and decomposition does not occur to a sizable degree, the products can then go into the condensed phase to form secondary organic aerosol (SOA) (Pankow, 1994) . Formation of an oxygenated product of sufficiently low vapor pressure may require multiple generations of oxidation products. Whether the oxidation products ultimately end up as an aerosol depends on several factors such as the structure of the parent compound, the composition of the aerosol and the NO x concentration. Low NO x environments may be more conducive to SOA production due to the formation of low vapor pressure organic peroxides from reaction with HO 2 de Gouw and Jimenez, 2009; Hallquist et al., 2009) . Also, note that SOA formation may occur in the aqueous phase via condensed-phase processes, such as those driven by carbonyl uptake.
To assess the degree of SOA formation via gas phase oxidation and subsequent condensation that might have occurred over a specific region a standard approach is to incorporate organic aerosol laboratory yields, i.e. the amount of SOA formed from a specific VOC precursor under a prescribed set of conditions in a large reaction chamber, into a chemical transport model that includes spatially resolved VOC emission fluxes, gas-phase chemistry, horizontal and vertical air transport, gas and particle deposition, etc. (Chen et al., 2006; Kleeman et al., 2007; Murphy and Pandis, 2009 ). This approach is taken in the paper by Stroud et al. (2011) that is part of this special issue, using Environment Canada's AURAMS chemical transport model (Gong et al., 2003; Stroud et al., 2008; Makar et al., 2009) .
Here, we present a novel measurement-based approach where we match the degree of chemical loss of diurnally averaged SOA precursors to the simultaneous measurement of oxygenated organic aerosol formation. This allows us to assess the degree to which the measured VOCs contribute to the total SOA formed locally. Carbon monoxide is used to normalize for dynamical effects, particularly associated with the changing height of the boundary layer (de Gouw et al., 2009) . The advantage of this method is that both the VOC precursor and organic aerosol amounts are directly measured, without the need for an emissions model. The only external information required is the yield of SOA from specific VOC precursors and the rate constants for radical-driven loss of the VOCs, both of which can be taken from laboratory experiments described in the literature. Uncertainties to this approach are also important to point out, the most significant of which is that the measurements are from only one location whereas SOA formation occurs over a wider geographic extent. For that reason, we emphasize that the SOA formation rate calculations are for just the observation location; a chemical transport model is necessary to assess SOA formation regionally.
To illustrate this analysis approach we use measurements taken during the Boundary Air Quality and Meteorology Study (BAQS-Met) , an air quality study during the summer of 2007 involving Environment Canada, academic researchers, and the Ontario Ministry of the Environment. The overall goal of BAQS-Met was to evaluate the degree to which pollution in southwestern Ontario is influenced by long-range transport or formed locally, and by complex meteorology that prevails across many areas due to the high frequency of lake breezes associated with the Great Lakes.
For this paper, a specific goal was to assess the relative degree to which different VOC precursors contributed to SOA formation at a rural location -Harrow, Ontario -using the analysis approach outlined above. Although VOCs of both biogenic and anthropogenic origin are known to be important in the formation of SOA, the magnitude of each contribution remains an open question (de Gouw et al., 2005 (de Gouw et al., , 2008 Heald et al., 2005; Volkamer et al., 2006; Kleinman et al., 2007) . Past studies in polluted environments have had difficulty obtaining closure between the amount of SOA formed and that predicted by models. Agreement in biogenic regimes has been better of late (Capes et al., 2009; Slowik et al., 2010) . Harrow provides a locale that is influenced by both local and regional biogenic sources and anthropogenically impacted air that is photochemically fresh (when from Detroit, Michigan) and aged (when from the Ohio Valley). As such, we focus on the relative degree to which biogenic sources contribute to the local rates of SOA formation relative to aromatic (i.e. anthropogenic) precursors for this location. Finally, we perform an initial comparison of our results to those from the AURAMS chemical transport model.
Experimental

BAQS-Met field campaign
Measurements were conducted from mid June through early July 2007 at the Agriculture Canada field site at Harrow (Fig. 1) . Harrow is a small farming community in southwestern Ontario that can be influenced by air flow from Detroit (∼50 km NW), the Ohio Valley (∼400 km SW) as well as by local biogenic sources. The shores of Lake Erie are 5 km to the south. The measurement site was in a field, about 100 m from a two-lane rural highway, i.e. removed from major local particle sources. A major four-lane highway was located about 30 km to the north. For the most part the three week study was conducted under dry conditions, with three notable exceptions. There was measurable rainfall during the afternoon of 27 June, the pre-dawn hours of 4 July and the afternoon and evening of 5 July. None of these periods was greater than eight hours in length. A small number of VOC measurements are reported of BTEX from a Windsor sampling site, which is part of the Windsor/Detroit metropolitan region, and from Bear Creek, a rural site on the shores of Lake St. Clair located about 50 km east of Detroit and roughly the same distance northeast of Harrow (Fig. 1) . 
Measurements
Volatile organic compounds (VOCs) levels were measured using a proton-transfer reaction mass spectrometer (PTR-MS) (Lindinger et al., 1998; de Gouw and Warneke, 2007) (Ionicon Analytik). In the PTR-MS, H 3 O + ions generated by a discharge in water vapor ionize trace gases that have a higher proton affinity than water. The resulting ions are detected with a quadrupole mass spectrometer. Because this soft ionization technique causes relatively little fragmentation, measured mass-to-charge ratios can frequently be directly related to the parent ion, and so VOCs can be identified to some degree. Species with the same molecular weight, such as the xylenes and ethylbenzene cannot be distinguished. The same is true with all the monoterpenes, and with methyl vinyl ketone and methacrolein, that yield signal at the same mass-to-charge ratio.
The PTR-MS was calibrated with a custom standard that contained, amongst other species: acetone, isoprene, methyl vinyl ketone, benzene, toluene, and α-pinene in the 500 ppbv range (Apel-Riemer Environmental Inc., USA). Speciesdependent calibration factors and detection limits, along with the activated charcoal backgrounding method and sample line details, are described in detail elsewhere (Vlasenko et al., 2009) . For this study the sample line inlet was at 3 m above the ground. The mass spectrometer was operated in full scan mode with data points collected across the full mass range (m/z 21-160) every 140 s.
Please refer to Levy et al. (2010) , which is part of this special issue, for details on the measurements of CO, O 3 , and SO 2 . BTEX measurements from Windsor and Bear Creek were analyzed using the methods from Wang et al. (2005) .
A compact time-of-flight aerosol mass spectrometer (CToF AMS, Aerodyne Inc., USA) measured the composition of the non-refractory component of submicron aerosol. The non-refractory component is empirically defined as species that are vaporizable over a roughly 1 s time interval at 870 K and 10 −7 torr. AMS operating principles are described elsewhere (Drewnick et al., 2005; Jayne et al., 2000; Jimenez et al., 2003) while operation and analysis procedures during the present study are described in a paper in this special issue .
PMF analysis of the organic aerosol mass spectra
Positive Matrix Factorization (Paatero and Tapper, 1994; Paatero, 1997) was applied to the organic aerosol mass spectral data using the PMF2 software package (P. Paatero, U. of Helsinki, Finland) in robust mode, together with the CU AMS PMF Tool ). Details of the PMF are given in Slowik et al. (2011) . As described in that paper, the best PMF solution consisted of four factors, which we label HOA (hydrocarbon-like organic aerosol), OOA-1, OOA-2 (oxygenated organic aerosol, types 1 and 2) and Factor 4. Briefly, the HOA factor is thought to arise from primary anthropogenic emissions and has a mass spectrum characteristic of aliphatic hydrocarbons. The OOA-1 and OOA-2 factors are more oxygenated; using the empirical relationship between the fraction of organic signal occurring at m/z 44 (CO + 2 ion) and the molecular O:C ratio derived by Aiken et al. (2008) , we estimate O:C values of ∼0.96 and ∼0.50 for OOA-1 and OOA-2, respectively. The OOA-1 and OOA-2 mass spectra are similar to those of low-volatility OOA (LV-OOA) and semivolatile OOA (SV-OOA), respectively . It is likely that OOA-1 represents the less volatile and more aged SOA fraction. Factor 4 (also referred to as the UNKN factor in Slowik et al., 2011) , was only a minor component of the organic aerosol except at the end of the study, when winds shifted to a moderate, steady south/southwest flow. The CO + 2 ion (m/z 44) intensity constitutes only 0.01 of its spectrum, suggesting a low O:C ratio. This factor coincides with a period of high isoprene and low aromatics, suggesting a biogenic influence, and a sulfate plume from Midwestern US locations. Taken together, these observations suggest the Factor 4 may be due to uptake of fresh biogenic VOCs onto preexisting sulfate aerosol or reactive uptake of isoprene, but we recognize this is highly speculative (see Slowik et al., 2011 and its interactive discussion).
AURAMS model
AURAMS is an off-line chemical transport model that is driven by the Canadian operational weather forecast model, GEM. AURAMS was run in a one way nested configuration with a continental scale outer domain at 42 km grid spacing, an inner regional domain at 15 km grid spacing, and a highresolution domain at 2.5 km grid spacing. Hourly anthropogenic emission files were prepared for AURAMS using the 2005 Canadian and 2005 US emissions inventories. Further details about the biogenic emission algorithms (BEIS v3.09) and the organic chemistry mechanism in AURAMS can be found in Slowik et al. (2010) . 3 Results and discussion
Diurnal profiles for the full campaign
The full gas-phase data set has been broken down into three specific groups for analysis. Aromatics, which consists of benzene, toluene, and C 8 aromatics (xylenes + ethyl benzene), are species of anthropogenic origin with variable chemical lifetimes. Biogenics are comprised of relatively short-lived (i.e. lifetimes less than a day) chemicals directly emitted from foliage, such as the monoterpenes and isoprene as well as the 1st generation oxidation products of isoprene, methacrolein (MACR) and methyl vinyl ketone (MVK). The final group is comprised of acetone and ozone, which are relatively longer-lived oxygenates primarily produced photochemically from the processing of both biogenic and anthropogenic VOC precursors. To this group we add carbon monoxide (CO) as a tracer species that is longer lived than the above species and sulfur dioxide (SO 2 ) as a primary pollutant from industrial fossil fuel combustion. Time series of the mixing ratios of these species are in Figs. 2, 3 and 4. The aerosol data have been divided into two subsets. The first delineates the sub-micron aerosol mass arising from organics and the inorganic species, sulfate (SO 2− 4 ), nitrate (NO − 3 ) and ammonium (NH + 4 ). The second shows the organic aerosol factors that have been derived from the PMF analysis. There are four factors that arise, as described in the previous section. These time series are in Fig. 5 .
The measurements exhibit consistent diurnal profiles for both the gas phase species and aerosol composition. As is commonly recognized, such diurnal changes in observed values can be attributed to both chemistry and dynamical effects, such as changes in the boundary layer height that occur over the course of a 24 h day. To account as best as possible for these dynamical effects, the diurnally averaged signals for each species are normalized to CO, given that it is a long-lived chemical tracer. This technique is used widely, for example by de Gouw et al. (2009) where it was applied to both gas and aerosol data from the MILAGRO campaign in Mexico City. In our case, a background concentration of 80 ppbv was assumed for the Northern Hemisphere around the summer solstice Li et al., 2004) . We assume the background is pervasive throughout the atmosphere, and so we normalize to the mixing ratios of CO less this background value. We recognize that this approach inherently assumes that species above the boundary layer scale with CO in a linear manner, i.e. that use of CO can account for mixing of species from the free troposphere to the boundary layer. This approach will not be able to account for situations where, for example, there is considerable vertical structure to the SOA-CO relationship. However, as illustrated in the Supplementary Information, there were Twin Otter flights that studied southwestern Ontario air as a part of the BAQS-met campaign. The vertical structure of the averaged measurements of the flights indicates no vertical bias in the OA-CO relationship. Nevertheless, to gain some sense for how normalization to CO affects the quantities presented in this paper, we present both data and calculations with and without CO normalization. The diurnal profile of CO at Harrow during the study is shown in Fig. 6 , where it is seen that mixing ratios rise throughout the night, indicative of relatively local emissions occurring into an increasingly shallow boundary layer. During the time of afternoon heating the mixing ratios are smallest due to mixing within a deeper boundary layer. (Note that for this diurnal profile, and for all others in the paper, we do a 21-point running average of all data, where the average is the arithmetic mean.) We acknowledge that CO could be impacted by short episodes of high anthropogenic input and/or a diurnal profile in the rate of local CO production that can be of biogenic or anthropogenic origin. However, these effects are minimized by our location, which is largely removed from major local sources of pollution, and by averaging data across the full campaign period.
After CO normalization, the aromatics (Fig. 7 ) exhibit a consistent pre-dawn peak and, for toluene and the C 8 species, an afternoon minimum that extends from about 12:00 to 19:00 EDT. Such a pattern is consistent with chemical species whose source is direct emission and whose primary oxidant is the hydroxyl radical. After normalization, benzene mixing ratios remain constant throughout the day, consistent with the relatively long chemical lifetime of this species. Note that the flat diurnal profile for benzene provides added support that the normalization to the CO diurnal variation is a justifiable approach for decoupling boundary layer mixing from chemical loss processes, for the primary anthropogenic VOCs at least. Conversely, secondary chemical species that are formed from photochemistry such as acetone, ozone and PTR-MS formaldehyde (not shown) display an enhancement during the afternoon hours (see Fig. 6 ). The peak, with normalization to the boundary layer, is around 18:00 EDT. The diurnal profiles of acetone and ozone are quite similar to each other, indicating that both are photochemically produced and that both have relatively long chemical lifetimes. The biogenic species (isoprene and MVK/MACR) also peak in the late afternoon (Fig. 7) . Qualitatively, the profiles are consistent with enhanced isoprene emissions during the day and with subsequent loss via reaction with OH, although the isoprene signals likely arise from more local emissions than those of the longer-lived oxidation products. It is somewhat surprising that MVK/MACR does not peak after isoprene, perhaps due to transport effects, e.g. downward transport of these species during the day. The release of monoterpenes is dependent on temperature and thus the early evening maximum is likely due to local emissions and decreasing OH as the sun sets.
The concentrations of the aerosol species also displayed prominent diurnal profiles (Fig. 8) . Over the entire campaign organic matter constituted the largest fraction (∼50 %) of the sub-micron aerosol mass, as is common with a large number of sites worldwide (Zhang et al., 2007) . Of the remaining half of the particulate matter, the majority was contributed by sulfate followed by ammonium and nitrate. The organics and sulfate displayed a prominent daytime enhancement, similar to that of O 3 and acetone, indicative of photochemical formation of each species, whereas the nitrate profile was enhanced early in the morning and reached a minimum in the afternoon. The nitrate profile is likely affected by a variety of factors, such as accumulation of HNO 3 at night arising from N 2 O 5 hydrolysis and by low temperatures of night that preferentially partition nitrate to particulates and the warm daytime temperatures which do not allow nitrate to persist. The sulfate afternoon maximum will be driven by photochemistry, arising from gas-phase oxidation of SO 2 to form H 2 SO 4 , which either partitions to pre-existing particles or participates in new particle formation.
As described above, the organic aerosol fraction was broken down into four factors by Positive Matrix Factorization. Briefly, HOA is representative of primary, hydrocarbon-like emissions, whereas OOA-1 and OOA-2 both represent oxidized organic aerosol, with the former more oxygenated than the latter. Factor 4 is associated with a significant fraction of the total organic mass only during the last three days of the campaign.
With diurnal analysis (Fig. 8) , the normalized profiles show that the amounts of aerosol mass attributed to the two oxygenated factors and to Factor 4 rise in the afternoon when photochemistry is most active. OOA-1 reaches its peak value somewhat later than OOA-2, consistent with it arising from oxidation of OOA-2 components and being more oxidized. Both factors rise in value at the same time just before 12:00 EDT. Conversely, HOA remains relatively unchanged throughout the 24-h day, much like the long-lived aromatic species, benzene. We interpret this to indicate that the timescale for heterogeneous or photochemical oxidation of HOA chemical components into volatile products or into a more oxygenated factor is longer than a few hours.
Campaign episodes
Although this paper focuses primarily on the overall behavior observed during the BAQS campaign at Harrow, a variety of air mass types were prevalent during the full campaign. To demonstrate this, we illustrate three distinct periods (see shaded regions in Figs. 2 to 5 ). Please refer to for an analysis of the nature and transformation of the organic aerosol during specific campaign periods.
The first period is from 06:00 EDT on 24 June until 16:00 EDT on 27 June, during which the acetone levels are especially high while the C 8 aromatics are not. Winds were generally out of the southwest. Furthermore, the tolueneto-benzene ratio, a marker of photochemical aging (Roberts et al., 1984) , is also low (mean value = 1.4), indicative of photochemically processed air. In the aerosol phase, sulfate was the dominant species by mass, although substantial organics were present. This period is referred to as Processed Air, which we believe arrived from the US Midwest by passing over Lake Erie without recent significant anthropogenic VOC input. In particular, the fetch from the north shore of Lake Erie is quite short, only a few km, to the observation site over farmland. Temperatures were also elevated with air flow from the south. During the Processed Air period OOA1 was the largest organic PMF component, generally consistent with the view that OOA1 is indicative of highly aged, oxidatively processed air.
The second period, from midnight on 5 July until 12:00 EDT on 7 July, was dominated by winds out of the northwest, in the direction of Detroit. As such, this period is referred to as Detroit Air. In contrast to the Processed Air the aromatic mixing ratios reached their highest mixing ratios during this period. Also, the toluene to benzene ratio (mean = 2.4) was higher indicating that Harrow was influenced by fresher anthropogenic emissions. In the aerosol phase the highest organic mass loading occurred at this time and there was little sulfate. During the Detroit Air plume, the OOA2 factor, less oxygenated than OOA1, is more dominant, consistent with new SOA formation.
The final period, from 05:00 EDT on 8 July until the end of the campaign, looks similar to the processed air in that the toluene-to-benzene ratio is diminished (mean = 1.4). This period is distinguished from the Processed Air period by the extremely low aromatic signals and the enhanced mixing ratios of isoprene, which reached their peak values during this time. There is a steady wind flow from the southwest-west and the temperatures are high. As the sulfate levels are elevated at times, we refer to this period as Sulfate and Biogenic Air, and we believe it is characterized by aged air to which fresh biogenic emissions have been injected. PMF Factor 4 is attributed to the majority of the organic aerosol mass during this period.
We now examine diurnal profiles of the selected time periods. Whereas diurnal profiles for a full three week campaign are expected to give some average representation of the nature of the air at the site, we anticipate that average diurnal profiles over short time periods of a few days will not be as smooth due to more prominent interference by specific events. Nevertheless, qualitatively, the results are expected to provide valuable insight into the atmospheric processes involved.
In particular, in Fig. 9 , the diurnal profiles of the OOA-1 factor during these different episodes are all roughly the same, with similar timing and amounts of organic aerosol formed during the day. During the Processed Air event, the increase in OOA-1 levels is more than a factor of two higher than that of OOA-2 formed, whereas the amount of OOA-2 formation is similar to the amount of OOA-1 formation during Detroit Air. It appears as though there are similar levels of OOA-1 precursors (and oxidants) present in all the sampled air masses suggesting that OOA-1 formation occurs in a highly regional manner, whereas the levels of OOA-2 precursors are significantly enhanced during the polluted episode of Detroit Air. This is consistent with the higher levels of aromatics measured at that time, and perhaps unmeasured, semivolatile VOCs (Robinson et al., 2007) , that are likely to also form OOA-2.
Relationship of VOCs to SOA formation
The goal in this section is to assess the relative degree to which specific VOCs lead to SOA formation. The approach we take uses the data from Sect. 3.1 where diurnal profiles were presented for the whole campaign. We attempt to quantitatively connect the integrated loss rate of VOCs to the total formation of organic aerosol mass. We also perform the same analysis on the full campaign period without the Detroit Air period, to assess the importance of this outflow time to the overall campaign. Also, we present results for just the Detroit Air period. Specifically, the approach we take is to calculate the integrated production rate of SOA ( SOA) due to OH oxidation according to:
where Y is the yield of SOA from a specific VOC precursor, k VOC+Oxid is the gas-phase rate constant for reaction of the VOC with either O 3 or OH, [Oxidant] is either the OH or O 3 concentration at time t, and [VOC] is the VOC concentration at time t. Appropriate unit conversions are performed so that SOA is expressed in µg m −3 . In practice we approximate the integral of Eq.
(1) as a summation, with time steps of 5 min. We recognize that the quantity SOA represents the total production of SOA over a time period T under the assumption that the OH and VOC concentrations, and the SOA yield, are the same at locations upwind of the observation site, i.e. that the local production rate as calculated by Eq.
(1) at Harrow is constant over a spatial extent corresponding to the distance traveled by a gas-phase precursor during its chemical lifetime. While clearly a major assumption, we believe that uncertainties that may arise are diminished by the use of average diurnal behavior across the full campaign time period plus the fact that the environs close to Harrow are all similar, with small sections of forest interspersed amongst agricultural land. Thus, we expect that this assumption will be more valid for biogenic precursors that will have more spatially uniform emission sources. For aromatics, however, where the sources will be more localized, greater uncertainties may arise. In particular, this approach does not account for very short-lived species that contribute to SOA formation upwind of Harrow but are not measured at the site. These issues are discussed in greater detail below. We now discuss how each of the terms in Eq.
(1) was obtained. First, the laboratory yields of SOA from a variety of VOC precursors have been studied extensively in numerous chamber experiments. For example, for the aromatics, studies (e.g. Hurley et al., 2001; Jang and Kamens, 2001; Ng et al., 2007b; Hildebrandt et al., 2009 ) have measured yields with many showing high NO x levels leading to lower SOA yields. Biogenic precursors have also been studied (e.g. Kroll et al., 2006; Ng et al., 2007a; Kleindienst et al., 2009 ) and a NO x dependence has also been observed in some cases. For use in Eq. (1), we have chosen to use the following yields: (i) for the aromatics we take the two-product parameters from (Ng et al., 2007b) for high NO x conditions and the massindependent yields from the same paper for low NO x conditions. Note that for the two-product cases, yields are assessed using the organic mass present at a specific time step in the summation, (ii) for isoprene, for high NO x , we use the average yield from Experiments 9, 11 and 12 in Kroll et al. (2006) given that the organic mass loading in those experiments is close to the average organic aerosol mass during BAQS. For low NO x , we take the two-product parameters from Henze and Seinfeld (2006) , and (iii) for the monoterpenes, we consider both OH oxidation and ozonolysis. For ozonolysis, we have employed the two-product parameters from Shilling et al. (2008) . Note that we assume that α-pinene constitutes all of the PTR-MS monoterpene signal. Separating the contributions of ozone and hydroxyl radicals to SOA formation from monoterpenes in chamber studies is non trivial. In Ng et al. (2007a) the authors explicitly change OH sources from HOOH to HONO to examine the effect of NO x . This leads to a low NO x SOA yield of 38 % and high NO x SOA yield of 7 % (Experiments 1 and 4 from Table 2 of Ng et al.) . The authors acknowledge that in the low NO x experiments 30 ppbv of O 3 is formed and up to 35 % of the SOA observed during peak formation may be attributable to ozonlysis. Even taking the contribution of ozone into account the yield of monoterpene OH oxidation in a low NO x environment provides the dominant SOA source on a molar basis. By contrast, a recent study (Hao et al., 2011) utilizing oxidant modulation indicates that OH oxidation products were 20-50 % more volatile than ozonolysis products although the authors note that the OH oxidation products may undergo further oxidation that could lead to a higher SOA yield. We have decided to use the high NO x yield from Ng et al., and a 25 % low NO x yield that takes into account the ozonolysis contribution.
Second, the gas-phase rate constant between OH and the VOC is taken directly from Atkinson et al. (2006) , calculated for the field temperature conditions. In the case of the C 8 aromatics, with the PTR-MS signal possibly arising from the three different xylenes and also from ethyl benzene, we weight the rate constants for the four individual species by the typical relative mixing ratios for these species measured in tunnel emission studies (Schauer et al., 1999 (Schauer et al., , 2002 .
Third, the VOC concentrations are taken directly from the time-resolved, diurnally averaged VOC mixing ratios measured at Harrow.
Finally, given that OH concentrations were not measured at Harrow, we estimate the amount of OH present near the observation site by following the approach published by de Gouw et al. (2009) who evaluated the average amount of OH present in Mexico City during the MILAGRO field campaign. We refer the reader to this paper for additional details. Briefly, noting that the loss of C 8 aromatics and toluene is due to OH chemistry, we use the following expression:
This expression is the integrated rate equation for loss of aromatics due to OH chemistry over a time period t extending from an initial time 0 to time T . The factor A takes into account that aromatics may be emitted locally during the day and are not lost to reaction with OH, i.e. the value of A would be unity if there were no local daytime emissions. Its value can be determined empirically by noting that the most reactive C 8 aromatics, i.e. the xylenes and ethyl benzene, reach a steady minimum value early in the afternoon that extends through to early evening. For this work, we estimate the average OH concentration,
[OH] est , that extends from 06:00 EDT to 18:00 EDT, corresponding to the total time over which there is loss of aromatics observed, i.e. the aromatic mixing ratios rise after 18:00 EDT due to decreasing OH and continued aromatic emissions. Thus, we set T = 12 h. We choose the A factor from the C 8 aromatic time series, i.e. the most reactive aromatics, as the minimum value within a five-hour window about 15:00 EDT. At this time, the aromatic mixing ratio is 0.28 of its starting value (i.e. as a one-hour average centered at 06:00 EDT), representing an A value of 0.72. The average OH concentration was then calculated from Eq. (2) for both the C 8 aromatic and the toluene data, yielding an average value of 3.6 × 10 6 molecules cm −3 . Specifically, this is a measure of the average OH concentration at the Harrow site over the 12 h window from 06:00 EDT to 18:00 EDT. We do not believe this value is accurate to more than a factor of two given the uncertainties involved in its calculation. As an example, if we choose, instead, the A factor from the value for the C 8 aromatics for a one-hour window around 18:00 EDT, i.e. the end period of the minimum plateau reached by the aromatics, we arrive instead at a value for A = 0.61. In this case, the average OH concentration across the 12-h window is estimated to be 6.7 × 10 6 molecules cm −3 . On the other hand, we know that the A value is not unity. In particular, there certainly are local emissions of aromatics during the day because the C 8 aromatic signal reaches its minimum value so close to noon. If there were no local emissions, the PTR-MS signal for these species would continue to drop throughout the afternoon hours when OH concentrations are high.
To accurately implement Eq.
(1), we require time resolved OH concentrations, whereas the above calculation yields only a 12-h average. To determine the average OH concentrations in each 5-min interval we scale the time-resolved OH concentrations calculated from the averaged results of the AURAMS model that was run for the Harrow study time period to give the average concentration from the 06:00 EDT to 18:00 EDT time period that was determined above. A diurnal profile of OH concentration is shown in the Supplement.
The results from the calculation of the integrated and CO normalized SOA formation amounts during the entire campaign are presented in Table 1 , where we include values under both high and low NO x conditions. Also included in the table are the observed increases in the AMS organic aerosol amount from the same time period, as deduced from Fig. 8 . In particular, we estimate the increase of organic aerosol amount by taking the difference between one hour averages about the minimum and maximum values observed diurnally. Finally, we include the contribution to the SOA that may arise from ozonolysis of monoterpenes calculated using Eq. (1) with measured ozone concentrations, and the appropriate rate constant (Atkinson et al., 2006) and laboratory secondary aerosol yields for α-pinene (Shilling et al., 2008) , specifically, two-product fits for data with measured aerosol densities. We note that with no HO 2 measurements at Harrow, it is difficult to determine whether SOA formation was proceeding in a high or low NO x regime. Specifically, a key step in the reaction mechanism that leads to condensable organics is thought to be the loss of the RO 2 radical that is formed after initial OH attack on the VOC precursor and subsequent O 2 addition. The RO 2 species can react either with peroxy radicals, principally HO 2 , or with NO. Without HO 2 measurements, we include in Table 1 SOA formation by OH oxidation under conditions of both high and low NO x , as specified by the different yields measured in laboratory experiments.
The results are also presented graphically as a function of time-of-day SOA production amounts per 5 min time bin, where the time-dependent contributions to the overall SOA formation can be assessed (Fig. 10) . In Tables 2-3, results for equivalent calculations are presented for: (i) the Detroit Air episode only, and (ii) the full campaign but without the Detroit Air episode included. From Table 1 it is clear that this approach predicts that the biogenic sources of SOA during the BAQS-Met study at Harrow dominate over the aromatic sources. In particular, the source of the biogenics will be the dispersed forests amongst farmland that extend for hundreds of kilometers in southwestern Ontario. An important caveat is that there may be unidentified anthropogenic VOCs that act as SOA precursors as well, such as primary alkanes associated with transportation emissions, so in this work we can only compare the role of biogenics relative to aromatics measured by the PTR-MS, in terms of SOA formation capability.
We recognize that there are uncertainties in the absolute values of the SOA production values that need to be discussed in detail. First, there are uncertainties in the OH values as described above. Second, an assumption is that the VOC mixing ratios measured at Harrow are representative of those in the surrounding regions in which the daytime production of SOA is proceeding. With an average wind speed of 3.3 m s −1 during the campaign in the daytime time period, this region is very roughly on the order of 70 to 140 km, related to time period of 6 to 12 h over which the SOA formation occurs. Overall, land usage close to the measurement site is typical of the surrounding terrain, i.e. mostly farmland with interspersed forests of mixed deciduous and coniferous trees, with the notable exception of Windsor/Detroit. Thus, the biogenic measurements at Harrow may be representative of the SOA biogenic precursor fetch. However, the aromatics are likely arising from localized sources. To gain a sense of the variability of such sources, BTEX measurements (Tables S1-S3) illustrate that for the same time periods, measurements in Windsor (part of the Detroit/Windsor metropolitan region) are on average 4.0 times higher for toluene and 2.8 times higher for C8 aromatics. This gives an upper limit for how significant upwind SOA formation from BTEX may be during the period of Detroit Air. For the rural site Bear Creek to the northeast of Harrow, the measurements were on average a factor of two lower, however. This suggests that in clean conditions, the role of the aromatics may be overestimated using the Harrow values, which may have higher local pollution sources or indirect input from nearby large urban sources.
Third, processes not addressed with this approach include aerosol deposition during the time interval under study. However, aerosol depositional is apparently quite small given the flat diurnal profiles of the CO-normalized HOA PMF factor. The flat diurnal profile indicates that there are no substantial loss processes of particles containing HOA species, either chemical or depositional.
Fourth, we have done the analyses using average values. If, we use median values we find that the predicted SOA closure (i.e. comparison between modeled and measured values) is decreased by roughly a factor of two, i.e. roughly 50 % less SOA is generated. This gives some indication of the sensitivity of the calculations to extreme episodes. Tables 2 and  3 provide a further estimate of this uncertainty, where the results without and with the Detroit Air episode are presented. It is seen that the time period without urban outflow is generally similar to the full campaign results, with the degree of closure the same to within 60-70 % and the biogenics dominating as SOA precursors. It should be noted that the derived OH values used for Table 3 , without Detroit Air, are attenuated by 15 % over the total campaign due to lower mean predawn aromatic concentrations. As expected, during Detroit Air, the relative importance of aromatic SOA is enhanced compared to the results when Detroit air is excluded. Interestingly, the absolute amounts of biogenic SOA calculated to form are roughly the same during Detroit outflow as at other times.
Fifth, as with many models, we are only using the SOA yields from processes studied in traditional chamber experiments is occurring and we assume instantaneous formation of SOA after VOC loss. We are not accounting for SOA that might arise from multiphase processes such as carbonyl uptake processes that might occur on acidic particles.
Finally, to address the impact of vertical mixing and role of CO normalization in this regard, we present results in the Supplementary Information without CO normalization. It is seen that the relative contributions to SOA formation from the biogenics and aromatics remain generally unchanged. The absolute degree of closure of SOA formation amounts improves in high NO x scenarios without CO normalization and in low NO x conditions exceeds the observed change in organic mass. Note that without CO normalization, the diurnal formation of SOA is not as pronounced. We consider the CO normalization approach to be a more accurate portrayal of the chemistry, however, given the degree to which it shows that relatively long lived species such as benzene and HOA are steady in amount throughout the day.
To gain an additional sense of the level of uncertainties involved, two more calculations are presented. In particular, we also report the calculated and observed integrated formation rates of the sulfate aerosol species. We assume that the formation of sulfate in the afternoon proceeds via OH chemistry, specifically via the rate-limiting gas-phase reaction of SO 2 with the OH radical. Indeed, the formation rate of sulfate in the afternoon resembles that of organics which are presumably also forming via OH-driven processes. We are not addressing processing that may occur via clouds, which would not have the same diurnal profile. Once ultimately formed from this chemistry, gas-phase sulfuric acid condenses to form aerosol sulfate. This is clearly seen in Fig. 8 where the diurnal analysis indicates a large amount of sulfate production during the photochemically active daytime. Contrary to the organics where the VOC precursors are more uniform both spatially and temporally, SO 2 mixing ratios are temporally variable due primarily to passage of sporadic pollution plumes arising from power plants nearby, both in Ontario and the US Midwest. Part of the morning enhancement in SO 2 levels may be due to mixing from aloft as the boundary layer breaks up in the morning.
Using the equivalent form of Eq. (1) but with the VOCs replaced by SO 2 and with the appropriate gas-phase rate constant (Sander, 2006) , the calculated and observed sulfate integrated production rates are: 2.5 × 10 −2 and 6.2 × 10 −2 µg m −3 ppbv −1 , respectively. We assume that the yield, Y , is equal to unity, i.e. all sulfuric acid formed by SO 2 oxidation condenses to form AMS-measureable sulfate. The agreement between the calculated and observed sulfate amounts is roughly a factor of two. If the higher estimate of the OH concentration offered above were used, then the level of agreement would be close to 100 %. We believe this degree of agreement provides a level of validation for the general approach that we present with regards to the estimate of OH levels and the CO normalization procedure, but it does not address the added factors that affect the yield of organic aerosol, related to its semi-volatile nature and that the yield depends on precursor, oxidation conditions, etc.
As a second evaluation, we performed very simple calculations where we calculate the amount of SOA that would form, when accounting for yield, from the diurnal loss in the normalized aromatic mixing ratios displayed in Fig. 7 . For the sum of all the aromatics, we find that the SOA formation amount is essentially the same, to within 4 %, as that calculated with the more detailed approach presented in Table 1 .
Comparison to predictions from an air quality model
The approach we have presented for the calculation of SOA production amounts is empirically based, relying on simultaneous measurements of VOCs and organic aerosol amounts, and literature values for VOC/oxidant rate constants and SOA yields. It is computationally simple, but has considerable uncertainties associated with it, as outlined above. By contrast, commonly used chemical transport models are highly complex, relying on coupled chemical, emissions and dynamics modules. Although such models are clearly the first choice for modeling organic aerosol formation across a regional domain, it is important that their output can be validated through detailed diagnostic evaluations, i.e. they need to be able to match observations and evaluations of relevant processes at a fixed site as we have done here.
To that end we compare diurnal profiles of AURAMS model predictions and the PTR-MS and AMS measurements at Harrow during BAQS. It is seen in Fig. 11 that the comparison for the gas-phase aromatics is good, especially for the reactive species toluene and the C 8 aromatics. On the other hand, the comparison with the biogenic SOA precursors is poor, with substantial levels of isoprene and monoterpenes observed during the day whereas the AURAMS model predicts low levels, likely due to a combination of (1) excessive OH levels within the model, (2) too low local biogenic emissions and/or (3) not enough vertical mixing at dusk and dawn in the model. Finally, the predicted levels of SOA formation during the day (i.e. the increase during the daytime hours) are somewhat lower than those observed at Harrow, likely because of insufficient biogenic SOA contributions (Fig. 12) . While we point these differences out, detailed analysis of the source of these inconsistencies within the model are well outside the scope of this paper. Overall, the degree of SOA closure (i.e. to within roughly factors of two to three) from the simple approach presented in this paper is not dissimilar to that for the full chemical transport model.
Summary
In this paper we have applied a diurnal analysis approach to assess the role of different VOC precursors to the rates of SOA formation at a specific location, where the VOCs are measured by PTR-MS. Measurements were conducted at a rural site in southwestern Ontario subject to a wide variety of air masses during a three-week campaign near summer The calculations suggest that biogenic precursors dominate SOA production over aromatic source gases at this site during the full campaign, consistent with continental observations that indicate a large contribution from modern (versus fossil fuel) carbon to SOA (de Gouw and Jimenez, 2009 ). An important caveat to the relative importance of the biogenics is the possible role of SOA formation from aromatic precursors upwind of the observation site. In particular, by analyzing an individual time period when Detroit outflow was prevalent, we do indeed predict a more substantial role for the aromatics than when this period is excluded from the analysis. By performing analyses on the campaign without Detroit Air we are able to emphasize the importance of biogenic precursors to the local formation rate of SOA at Harrow. This simple analytic approach has important uncertainties arising from dilution/transport effects that may not be captured by the CO normalization approach and errors in the estimated OH concentrations, as described in detail above. Nevertheless, even with these uncertainties, it is intriguing that the degree of SOA closure (i.e. between 38 and 71 % depending on high or low NO x conditions with CO normalization) is quite good given recent reports of large disagreements between measured and modeled levels of organic aerosol (de Gouw and Jimenez, 2009 ). In particular, agreement between models and measurements in biogenically dominated regimes is comparably good (Capes et al., 2009; Slowik et al., 2010) . However, we stress that this comparison between predicted and measured organic aerosol production rates is subject to large uncertainties, for example with the SOA yields from from OH + Monoterpenes, and that a full chemical transport model is preferred to make such estimates as accurately as possible.
We propose that measurements of this type, that are now relatively standard (such as those by PTR-MS and AMS, and increasingly OH), could be performed at multiple sites across a region to determine the generality of diurnal profiles observed at any one site. If similar, this straightforward approach for estimating secondary aerosol production rates would be validated and thus act as a valuable method for assessing chemical transport model predictions of SOA formation across the same region.
Supplementary material related to this article is available online at: http://www.atmos-chem-phys.net/11/5745/2011/ acp-11-5745-2011-supplement.pdf.
