Subharmonic solutions for nonautonomous sublinear first order
  Hamiltonian systems by Chouikha, A. Raouf & Timoumi, Mohsen
ar
X
iv
:1
30
2.
43
09
v1
  [
ma
th.
DS
]  
18
 Fe
b 2
01
3
Subharmonic solutions for nonautonomous sublinear first order
Hamiltonian systems
A. Raouf Chouikha ∗ and Mohsen Timoumi†
Abstract In this paper, the existence of subharmonic solutions for a class of non-
autonomous first-order Hamiltonian systems is investigated. We also study the minimal-
ity of periods for such solutions. Our results which extend and improve many previous
results will be illustrated by specific examples. Our main tools are the minimax methods
in critical point theory and the least action principle.
Key words. Hamiltonian systems. Critical point theory. Least action principle. Sub-
harmonic solutions.
1. Introduction. Consider the nonautonomous first-order Hamiltonian system
(H) x˙(t) = JH ′(t, x(t))
where H : R × R2N −→ R, (t, x) 7−→ H(t, x) is a continuous function, T− periodic
(T > 0) in the first variable and differentiable with respect to the second variable with
continuous derivative H ′(t, x) = ∂H
∂x
(t, x) and J is the standard symplectic matrix:
J =
(
0 −IN
IN 0
)
IN being the identity matrix of order N .
In this work, we are focused in the existence of subharmonic solutions of (H). Assuming
that T > 0 is the minimal period of the time dependence of H(t, x), by subharmonic
solution of (H) we mean a kT−periodic solution, where k is any integer; when moreover
the periodic solution is not T−periodic we call it a true subharmonic.
Considerable attention has been paid in the last years to the subharmonic solutions of
Hamiltonian systems. Most research on subharmonics concern second order systems.
Indeed, several papers have been published in this direction, we refer the reader to
[3,4,8,14,18] and references therein. Concerning the first order, few researchers are inter-
ested because the problem difficult at first. Note, however, the following works [1,2,6,7,9].
Using variational methods, many papers devoted to the existence of subharmonics for
(H) with various assumptions on the growth of the Hamiltonian. In particular, under
the assumptions that there exists a constant M > 0 such that
(1.1) |H ′(t, x)| ≤M, ∀x ∈ R2N , ∀t ∈ [0, T ],
∗ Universite Paris 13 LAGA, Villetaneuse 93430, chouikha@math.univ-paris13.fr
† Faculte des Sciences de Monastir, Tunisie, m timoumi@yahoo.com.
1
2and
(1.2) lim
|x|−→∞
H(t, x) = ±∞, uniformly in t ∈ [0, T ],
[16] has shown that the system (H) admitted a sequence of subharmonic solutions. After
that, [1] generalized this result to the sublinear case. Precisely, it was assumed that the
nonlinearity satisfied the following restrictions:
(1.3) |H ′(t, x)| ≤ f(t) |x|α + g(t), ∀x ∈ R2N , a.e. t ∈ [0, T ],
(1.4)
1
|x|2α
∫ T
0
H(t, x)dt −→ +∞ as |x| −→ +∞,
where f ∈ L 21−α (0, T ;R+) and g ∈ L2(0, T ;R+) are T− periodic and α ∈ [0, 1[.
(1.5) There exists a subset C of [0, T ] with meas(C) > 0 and a T− periodic function
f ∈ L1(0, T ;R) such that
H(t, x) −→ +∞ as |x| −→ ∞, for a.e. t ∈ C,
and
H(t, x) ≥ f(t), ∀x ∈ R2N , a.e. t ∈ [0, T ].
Under these conditions, subharmonic solutions of the system (H) have been obtained.
More precisely, it was proved that for all integer k ≥ 1, the system (H) possesses a kT−
periodic solution xk such that ‖xk‖∞ −→ ∞ as k −→ ∞.
Our paper is organized as follows. In section 3, we will be interested in the existence
of subharmonics of (H) under some more general conditions than (1.3), (1.4). In section
4, we will study the minimality of periods of the subharmonic solutions. We will give
examples in order to show the originality of our results which improve many previous
results among them [1,14,16].
For the proofs, we will apply a Generalized Saddle Point Theorem to the Least Action
Integral and use a Generalized Egoroff’s Lemma.
2. Preliminaries. Firstly, let us recall a critical point theorem due to [5] which will
be useful in the sequel.
Let E = W⊕Z be a Banach space and (En =Wn⊕Zn) be a sequence of closed subspaces
with Z0 ⊂ Z1 ⊂ ... ⊂ Z, W0 ⊂ W1 ⊂ ... ⊂ W , 1 ≤ dim Wn < +∞. For f ∈ C1(E,R),
we denote by fn = f|En the restriction of f into En. Then we have fn ∈ C1(En,R), for
all n ≥ 1.
Definition 2.1. Let f ∈ C1(E,R) and c ∈ R. The function f satisfies the Palais-Smale
condition with respect to (Xn) at a level c ∈ R if every sequence (xn) satisfying
nj −→∞, xnj ∈ Enj , f(xnj) −→ c, f ′nj (xnj ) −→ 0
3possesses a subsequence which converges in E to a critical point of f . The above prop-
erty will be referred as the (PS)∗c condition with respect to (En).
Theorem 2.1 (Generalized Saddle Point Theorem). Let f ∈ C1(E,R). Assume that
there exists a constant r > 0 such that with Y = {w ∈ W : ‖w‖ = r}:
a) sup
Y
f ≤ inf
Z
f,
b) f is bounded above on A = {w ∈ W : ‖w‖ ≤ r} ,
c) f satisfies the (PS)∗c, with
c = inf
A∈A
sup
x∈A
f(x),
with
A = {A ⊂ E : A is closed, Y ⊂ A, catE,Y (A) = 1} .
Then c is a critical value of f and c ≥ infZ f .
Remark 2.1. In a) we may replace Z by q + Z, q ∈ W .
Consider the Hilbert space E = H
1
2 (S1,R2N) where S1 = R/(TZ) and the continuous
quadratic form Q defined in E by
Q(u) =
1
2
∫ T
0
Ju˙ · udt
where x · y inside the sign integral is the inner product of x, y ∈ R2N . Let us denote
by E0, E−, E+ respectively the subspaces of E on which Q is null, negative definite
and positive definite. It is well known that these subspaces are mutually orthogonal in
L2(S1,R2N ) and in E with respect to the bilinear form:
B(u, v) =
1
2
∫ T
0
Ju˙ · vdt, u, v ∈ E
associated to Q. If u ∈ E+ and v ∈ E−, then B(u, v) = 0 and Q(u+ v) = Q(u) + Q(v).
For u = u+ + u− + u0 ∈ E, the expression
||u|| = [Q(u+)−Q(u−) + |u0|2] 12
is an equivalent norm in E. Moreover, the space E is compactly embedded in Ls(S1,R2N )
for all s ∈ [1,∞[ (see [11]). In particular for all s ∈ [1,∞[, there exists a constant λs > 0
such that for all u ∈ E,
(2.1) ||u||Ls ≤ λs||u||.
3. Existence of subharmonics. Let γ : R+ −→ R+ be a nondecreasing contin-
uous function satisfying the properties:
(i) γ(s+ t) ≤ c(γ(s) + γ(t)), ∀s, t ∈ R+,
(ii) 0 ≤ γ(t) ≤ atα + b, ∀t ∈ R+,
4(iii) γ(t) −→ +∞ as t −→ +∞,
where a, b, c are positive constants and α ∈ [0, 1[. Consider the following assumptions:
(H1) There exist two T−periodic functions p ∈ L
2
1−α (0, T ;R+) and q ∈ L2(0, T ;R+) such
that
|H ′(t, x)| ≤ p(t)γ(|x|) + q(t), ∀x ∈ R2N , a.e. t ∈ [0, T ];
(H2) Either
(i)
1
γ2(|x|)
∫ T
0
H(t, x)dt −→ +∞ as |x| −→ +∞,
or
(ii)
1
γ2(|x|)
∫ T
0
H(t, x)dt −→ −∞ as |x| −→ +∞;
(H3) There exist a subset C of [0, T ] with meas(C) > 0 and a T− periodic function
f ∈ L1(0, T ;R) such that either
(i) H(t, x) −→ +∞ as |x| −→ ∞, a.e. t ∈ C,
and
H(t, x) ≥ f(t), ∀x ∈ R2N , a.e. t ∈ [0, T ];
or
(ii) H(t, x) −→ −∞ as |x| −→ ∞, a.e. t ∈ C,
and
H(t, x) ≤ f(t), ∀x ∈ R2N , a.e. t ∈ [0, T ].
Our main result in this section reads as follows.
Theorem 3.1. Suppose (H1)− (H3) hold. Then, for all positive integer k, the Hamil-
tonian system (H) possesses at least one kT− periodic solution xk satisfying
lim
k−→∞
‖xk‖∞ = +∞
where ‖x‖∞ = supt∈R |x(t)|.
Corollary 3.1. Assume H satisfies assumption (H1) and
(H4) There exist a subset C of [0, T ] with meas(C) > 0 and a T− periodic function
f ∈ L1(0, T ;R) such that either
(i)
H(t, x)
γ2(|x|) −→ +∞ as |x| −→ ∞, a.e. t ∈ C,
and
H(t, x) ≥ f(t), ∀x ∈ R2N , a.e. t ∈ [0, T ],
or
(ii)
H(t, x)
γ2(|x|) −→ −∞ as |x| −→ ∞, a.e. t ∈ C,
5and
H(t, x) ≤ f(t), ∀x ∈ R2N , a.e. t ∈ [0, T ].
Then the conclusion of Theorem 3.1 holds.
Example 3.1. Theorem 3.1 in [16] and Theorem 1.1 in [1] are special cases of Theorem
3.1 with control function γ(t) = tα, 0 ≤ α < 1, t ∈ R+. What’s more, there are functions
H(t, x) satisfying our theorem and do not satisfy the results in [1,16]. For example, we
consider the Hamiltonian
H(t, x) = θ(t)ln
3
2 (1 + |x|2),
where θ is the T− periodic function such that its restriction to [0, T ] is given by.
θ(t) =
{
sin(2pi
T
t), t ∈ [0, T
2
]
0, t ∈ [T
2
, T ],
It is clear that H(t, x) does not satisfy (1.1), (1.2) nor (1.3), (1.4), (1.5). Take γ(t) =
ln
1
2 (1 + t2). It is not difficult to see that γ is nondecreasing and satisfies (i) and (iii).
For (ii), we have
1 + (s+ t)2 ≤ (1 + s2)2(1 + t2)2,
and since ln is increasing, we get
ln(1 + (s+ t)2) ≤ 2[ln(1 + s2) + ln(1 + t2)]
which with the property
√
a+ b ≤ √a+√b, ∀a, b ∈ R+ yield
ln
1
2 (1 + (s+ t)2) ≤
√
2[ln
1
2 (1 + s2) + ln
1
2 (1 + t2)].
It is easy to verify that H satisfies (H1), (H2) and (H3) with C =]0,
T
2
[.
Proof of Theorem 3.1. Firstly, let us remark the following:
Remark 3.1. Let x(t) be a periodic solution of (H), then by replacing t by −t in (H),
we obtain
x˙(−t) = JH ′(−t, x(−t)).
So it is clear that the function y(t) = x(−t) is a periodic solution of the system
y˙(t) = −JH ′(−t, y(t)).
Moreover, −H(−t, x) satisfies (H2)(i) − (H4)(i) whenever H(t, x) satisfies respectively
(H2)(ii)−(H4)(ii). Hence, in the following, we will assume that H satisfies (H1), (H2)(i)
and (H3)(i).
By making the change of variables t −→ t
k
, the system (H) transforms to
(Hk) u˙(t) = kJH ′(kt, u(t)).
Hence, to find kT− periodic solutions of (H), it suffices to find T− periodic solutions of
(Hk).
6Consider the family of functionals (Φk)k∈N defined on the space E introduced above by
Φk(u) =
∫ T
0
[
1
2
Ju˙(t) · u(t) + kH(kt, u(t))]dt.
By assumption (H1) and the property (ii) of γ, we have
(3.1) |H ′(t, x)| ≤ p(t)[a |x|α + b] + q(t), ∀x ∈ R2N , a.e. t ∈ [0, T ].
So, by Proposition B.37 [11], Φk ∈ C1(E,R) and critical points of Φk on E correspond
to the T− periodic solutions of (Hk), moreover one has
(3.2) Φ′k(u)v =
∫ T
0
[Ju˙(t) + kH ′(kt, u(t))] · v(t)dt, ∀u, v ∈ E.
Let us fix a positive integer k, we will study the existence of critical points of the
functional Φk. To this aim we will apply the Generalized Saddle Point Theorem to the
functional Φk with the decomposition W = E
−, Z = E0 ⊕ E+ of E and with respect to
the sequence of subspaces
En = {u ∈ E/ u(t) =
∑
|m|≤n
exp(
2π
T
mtJ)uˆm a.e.}, n ≥ 0.
Firstly, let us check the Palais-Smale condition.
Lemma 3.1. For all level c ∈ R, the functional Φk satisfies the (PS)∗c condition with
respect to the sequence (En)n∈N.
Proof : Let c ∈ R and let (un)n∈N be a sequence such that for a subsequence (nj) of N
nj −→∞, unj ∈ Enj , Φk(unj) −→ c and Φ′k,nj(unj) −→ 0 as j −→∞,
where Φk,nj is the functional Φk restricted to Enj . Set unj = u¯nj + u˜nj , with u¯nj =
1
T
∫ T
0
unj(t)dt and u˜nj = unj − u¯nj , we have the relation
Φ′k,nj(unj)(u
+
nj
− u−nj) = 2
∥∥u˜nj∥∥2 + k
∫ T
0
H ′(kt, unj).(u
+
nj
− u−nj )dt.
Since Φ′k,nj(unj) −→ 0 as j −→∞, there exists a constant c1 > 0 such that
(3.3)
∣∣∣Φ′k,nj(unj)(u+nj − u−nj)
∣∣∣ ≤ c1 ∥∥u˜nj∥∥ , ∀j ∈ N.
By Ho¨lder’s inequality and (H1)∣∣∣∣
∫ T
0
H ′(kt, unj).− (u+nj − u−nj)dt
∣∣∣∣ ≤ ∥∥u˜nj∥∥L2 (
∫ T
0
∣∣H ′(kt, unj)∣∣2 dt) 12
≤ ∥∥u˜nj∥∥L2 (
∫ T
0
[p(kt)γ(
∣∣unj ∣∣) + q(kt)]dt) 12
7(3.4) ≤ ∥∥u˜nj∥∥L2
[
(
∫ T
0
p2(kt)γ2(
∣∣unj ∣∣)dt) 12 + ‖q‖L2 ].
Now, by the nondecreasing and the properties (i) and (ii) of γ, we have
(
∫ T
0
p2(kt)γ2(
∣∣unj ∣∣)dt) 12 ≤ (
∫ T
0
p2(kt)γ2(
∣∣u˜nj ∣∣+ ∣∣u¯nj ∣∣)dt) 12
≤ c(
∫ T
0
[p2(kt)[γ(
∣∣u˜nj ∣∣) + γ(∣∣u¯nj ∣∣)]2dt) 12
≤ c[(
∫ T
0
p2(kt)γ2(
∣∣u˜nj ∣∣)dt) 12 + ‖p‖L2 γ(∣∣u¯nj ∣∣)]
≤ c[(
∫ T
0
p2(kt)(a
∣∣u˜nj ∣∣α + b)2dt) 12 + ‖p‖L2 γ(∣∣u¯nj ∣∣)]
≤ c[a(
∫ T
0
p2(kt)
∣∣u˜nj ∣∣2α dt) 12 + b ‖p‖L2 + ‖p‖L2 γ(∣∣u¯nj ∣∣)]
(3.5) ≤ c[a ‖p‖
L
2
1−α
∥∥u˜nj∥∥αL2 + b ‖p‖L2 + ‖p‖L2 γ(
∣∣u¯nj ∣∣)].
Therefore by (2.1), (3.4) and (3.5), there exists a positive constant c2 such that
k
∣∣∣∣
∫ T
0
H ′(kt, unj).(u
+
nj
− u−nj)dt
∣∣∣∣ ≤ c2
∥∥u˜nj∥∥ [ ∥∥u˜nj∥∥α + γ(∣∣u¯nj ∣∣) + 1]
which with (3.3) yield
c1 ≥ 2
∥∥u˜nj∥∥− c2[ ∥∥u˜nj∥∥α + γ(∣∣u¯nj ∣∣) + 1]
and
(3.6) c2γ(
∣∣u¯nj ∣∣) ≥ ∥∥u˜nj∥∥ [2− c2 ∥∥u˜nj∥∥α−1 ]− c1 − c2.
Assume that (u˜nj) is unbounded, then by going to a subsequence, if necessary, we can
assume that
∥∥u˜nj∥∥ −→ ∞ as j −→ ∞. Since 0 ≤ α < 1, we deduce from (3.6) that
there exists constant c3 > 0 such that
(3.7)
∥∥u˜nj∥∥ ≤ c3(γ(∣∣u¯nj ∣∣) + 1)
for j large enough. By the continuity of γ and (3.7), we have
∣∣u¯nj ∣∣ −→∞ as j −→∞.
Now, by the Mean Value Theorem, Ho¨lder’s inequality, properties (2.1), (3.7), property
(ii) of γ and since α < 1, we obtain as above
k
∣∣∣∣
∫ T
0
(H(kt, unj)−H(kt, u¯nj))dt
∣∣∣∣ = k
∣∣∣∣
∫ T
0
∫ 1
0
H ′(kt, u¯nj + su˜nj) · .u˜njdsdt
∣∣∣∣
k ≤ ∥∥u˜nj∥∥L2
∫ 1
0
( ∫ T
0
∣∣H ′(kt, u¯nj + su˜nj)∣∣2 dt) 12ds
≤ c4
∥∥u˜nj∥∥ [ ∥∥u˜nj∥∥α + γ(∣∣u¯nj ∣∣) + 1]
8≤ c4(γ(
∣∣u¯nj ∣∣) + 1)[cα3 (γ(∣∣u¯nj ∣∣) + 1)α + γ(∣∣u¯nj ∣∣) + 1]
(3.8) ≤ c5γ2((
∣∣u¯nj ∣∣)
for j large enough, where c4, c5 are two positive constants. Therefore by (3.7), (3.8)
there exists a positive constant c6 such that for j large enough
Φk(unj) =
∥∥∥u+nj
∥∥∥2 −
∥∥∥u−nj
∥∥∥2 + k
∫ T
0
[H(kt, unj)−H(kt, u¯nj)]dt+ k
∫ T
0
H(kt, u¯nj)dt
≥ −c23(γ(
∣∣u¯nj ∣∣) + 1)1 − c5γ2(∣∣u¯nj ∣∣) + k
∫ T
0
H(kt, u¯nj)dt
= γ2(
∣∣u¯nj ∣∣)[−c23(1 + 1γ2(∣∣u¯nj ∣∣))
2 − c5 + k
γ2(
∣∣u¯nj ∣∣)
∫ T
0
H(kt, u¯nj)dt]
which by assumption (H2)(i) implies that Φk(unj) −→ ∞ as j −→ ∞. This contradicts
the boundedness of (Φk(unj)). So (u˜nj) is bounded.
Assume that (u¯nj) is unbounded, then up to a subsequence, if necessary, we can assume
that
∣∣u¯nj ∣∣ −→ ∞ as j −→ ∞. As in (3.8), there exists a positive constant c7 such that
for j large enough
(3.9) k
∣∣∣∣
∫ T
0
[H(kt, unj)−H(t, u¯nj)]dt
∣∣∣∣ ≤ c7γ(
∣∣u¯nj ∣∣).
So by (3.9), we get for a positive constant c8
Φk(unj) ≥ −c8γ(
∣∣u¯nj ∣∣) + k
∫ T
0
H(kt, u¯nj)dt
= γ2(
∣∣u¯nj ∣∣)[− c8γ(∣∣u¯nj ∣∣) +
k
γ2(
∣∣u¯nj ∣∣)
∫ T
0
H(kt, u¯nj)dt]
which by assumption (H2)(i) implies that Φk(unj) −→ ∞ as j −→ ∞. This contradicts
the boundedness of (Φk(unj)). Then (u¯nj) is also bounded and therefore (unj) is bounded.
Going if necessary to a subsequence, we can assume that u˜nj ⇀ u˜, u¯nj −→ u¯. Notice
that ∥∥∥u+nj − u+
∥∥∥ = (Φ′k,nj(unj)− Φ′k(u)
)
(u+nj − u+)
−k
∫ T
0
(H ′(kt, unj)−H ′(kt, u)).(u+nj − u+)dt
which implies that u+nj −→ u+ in E. Similarly, u−nj −→ u− in E. It follows that unj −→ u
in E as j −→ ∞ and Φ′k(u) = 0. So Φk satisfies the (PS)∗c condition for all level c ∈ R.
The proof of Lemma 3.1 is complete.
9Now, let u = u+ + u¯ ∈ Z, then as in (3.8), we have for a positive constant c9
k
∣∣∣∣
∫ T
0
[H(kt, u)−H(kt, u¯)]dt
∣∣∣∣ ≤ c9
∥∥u+∥∥ [ ∥∥u+∥∥α + γ(|u¯|) + 1].
So we have
(3.10) Φk(u) ≥
∥∥u+∥∥2 − c9 ∥∥u+∥∥ [ ∥∥u+∥∥α + γ(|u¯|) + 1]+ k
∫ T
0
H(kt, u¯)dt.
Let 0 < ǫ < 1, we have
(3.11) c9
∥∥u+∥∥ γ(|u¯|) ≤ c29γ2(|u¯|)
ǫ2
+ ǫ2
∥∥u+∥∥2 .
By combining (3.10) and (3.11) we get
Φk(u) ≥ (1− ǫ2)
∥∥u+∥∥2 − c9 ∥∥u+∥∥1+α − c9 ∥∥u+∥∥
+γ2(u¯)
[− c29
ǫ2
+
k
γ2(u¯)
∫ T
0
H(kt, u¯)dt
]
.
Since 0 ≤ α < 1, we deduce by (H2)(i) that
(3.12) Φk(u) −→ +∞ as ‖u‖ −→ ∞, u ∈ Z.
Let u ∈ W and ξ ∈ R2N be such that |ξ| > 0, we have by the Mean Value Theorem,
Ho¨lder′s inequality, assumption (H1) and the nondecreasing and properties (i), (ii) of γ∣∣∣∣
∫ T
0
[H(kt, u)−H(kt, ξ)]dt
∣∣∣∣ =
∣∣∣∣
∫ T
0
∫ 1
0
H ′(kt, ξ + s(u− ξ)).(u− ξ)dsdt
∣∣∣∣
≤ ‖u− ξ‖L2
∫ 1
0
( ∫ T
0
|H ′(kt, (1− s)ξ + su)|2 dt) 12ds
≤ ‖u− ξ‖L2
∫ 1
0
( ∫ T
0
[p(kt)γ(|(1− s)ξ + su|) + q(kt)]2dt) 12ds
≤ ‖u− ξ‖L2
∫ 1
0
( ∫ T
0
p2(kt)γ2(|(1− s)ξ + su|)dt) 12 + ‖q‖L2
)
ds
≤ ‖u− ξ‖L2
[
c(
∫ T
0
p2(kt)[γ(|u|) + γ(|ξ|)]2dt) 12 + ‖q‖L2
]
≤ ‖u− ξ‖L2
[
c(
∫ T
0
p2(kt)γ2(|u|)dt) 12 + c ‖p‖L2 γ(|ξ|) + ‖q‖L2
]
≤ ‖u− ξ‖L2
[
c
∫ T
0
p2(kt)[a |u|α + b]2dt) 12 + c ‖p‖L2 γ(|ξ|) + ‖q‖L2
]
≤ ‖u− ξ‖L2
[
ca(
∫ T
0
p2(t) |u|2α dt) 12 + cb ‖p‖L2 + c ‖p‖L2 γ(|ξ|) + ‖q‖L2
]
≤ ‖u− ξ‖L2
[
ca ‖p‖
L
2
1−α
‖u‖αL2 + cb ‖p‖L2 + c ‖p‖L2 γ(|ξ|) + ‖q‖L2
]
.
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So, by (2.1), for ξ fixed there exists a positive constant c10 such that
k
∣∣∣∣
∫ T
0
[H(kt, u)−H(kt, ξ)]dt
∣∣∣∣ ≤ c10(‖u‖+ 1)(‖u‖α + 1).
Therefore
Φk(u) = −‖u‖2 + k
∫ T
0
[H(kt, u)−H(kt, ξ)]dt+ k
∫ T
0
H(kt, ξ)dt
≤ −‖u‖2 + c10(‖u‖+ 1)(‖u‖α + 1) + k
∫ T
0
H(kt, ξ)dt.
Since 0 ≤ α < 1, then
(3.13) Φk(u) −→ −∞ as ‖u‖ −→ ∞, u ∈ W.
Combining Lemma 3.1 and properties (3.12), (3.13) we deduce that the functional Φk
satisfies all the assumptions of Theorem 2.1. Hence the Hamiltonian system (Hk) pos-
sesses at least one T− periodic solution uk which is a critical point of Φk and by remark
2.1, it satisfies
(3.14) Φk(uk) = Ck ≥ inf
u∈Z
Φk(
√
ke+ u)
where e(t) = 1√
pi
exp(2pi
T
tJ)e1 ∈ W , e1 denotes the first element of the standard basis
of R2N , with xk(t) = uk(
t
k
) is a kT− periodic solution of (H). We will prove that the
sequence (uk)k≥1 has the following property:
(3.15) lim
k−→∞
1
k
Φk(uk) = +∞.
This will be done by the use of some estimates on the levels Ck of Φk. For this aim the
following two lemmas will be needed.
Lemma 3.2.[13] Let F : R×R2N −→ R be a continuous function T− periodic in t and
let C be a subset of [0, T ] with meas(C) > 0. Assume that there exists a T− periodic
function f ∈ L1(0, T ;R) such that
F (t, x) −→ +∞ as |x| −→ ∞, a.e. t ∈ C,
and
F (t, x) ≥ f(t), ∀x ∈ R2N , a.e. t ∈ [0, T ].
Then for every δ > 0, there exists a measurable subset Cδ of C with meas(C − Cδ) < δ
such that
(3.16) F (t, x) −→ +∞ as |x| −→ ∞, uniformly in t ∈ Cδ.
Lemma 3.3. Assume that H satisfies (H3)(i), then
(3.17) lim
k−→∞
inf
u∈Z
Φk(
√
ke + u)
k
= +∞.
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Proof : Arguing by contradiction and assume that there exist sequences kj −→ ∞,
(uj) ⊂ Z and a constant c11 such that
(3.18) Φkj (
√
kje+ uj) ≤ kjc11, ∀j ∈ N.
Taking uj =
√
kj(u
+
j + u¯j), with u
+
j ∈ E+, u¯j ∈ R2N , we obtain by an easy calculation
(3.19) Φkj (
√
kje+ uj) = kj
[ ∥∥u+j ∥∥2 − 1 +
∫ T
0
H(kjt,
√
kj(e + u
+
j + u¯j))dt
]
.
On the other hand, by (H3)(i) we have
(3.20)
∫ T
0
H(kjt,
√
kj(e + u
+
j + u¯j))dt ≥
∫ T
0
f(kjt)dt =
∫ T
0
f(t)dt
so there exists a positive constant c12 such that
(3.21) Φkj (
√
kje+ uj) ≥ kj(
∥∥u+j ∥∥2 − c12).
The inequalities (3.18) and (3.21) imply that (u+j ) is a bounded sequence in E. Up to a
subsequence, if necessary, we can find u+ ∈ E+ such that
(3.22) u+j (t) −→ u+(t) as j −→∞, a.e. t ∈ [0, T ].
We claim that (u¯j) is also bounded in E. Indeed, if we assume otherwise, then by taking
a subsequence if necessary, (3.22) implies that
(3.23)
√
kj
∣∣e(t) + u+j (t) + u¯j∣∣ −→∞ as j −→∞, a.e. t ∈ [0, T ].
Let δ = 1
2
meas(C) and Cδ be as defined in Lemma 3.2. For all positive integer j, let us
define the subset Cjδ of [0, T ] by
Cjδ =
1
kj
∪kj−1r=0 (Cδ + rT ).
It is easy to verify that meas(Cjδ ) = meas(Cδ) and
(3.24) H(kjt, x) −→ +∞ as |x| −→ ∞, uniformly in t ∈ Cjδ .
By (H3)(i), we have ∫ T
0
H(kjt,
√
kj(e+ u
+
j + u¯j))dt
≥
∫
C
j
δ
H(kjt,
√
kj(e + u
+
j + u¯j))dt+
∫
[0,T ]−Cj
δ
f(kjt)dt
(3.25) ≥
∫ T
0
χ
C
j
δ
H(kjt,
√
kj(e+ u
+
j + u¯j))dt−
∫ T
0
|f(t)| dt.
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On the other hand, by (3.24) and Fatou’s lemma, we get
(3.26)
∫
C
j
δ
H(kjt,
√
kj(e+ u
+
j + u¯j))dt −→ +∞ as j −→∞
so we deduce from (3.19), (3.25) and (3.26) that
(3.27)
Φkj (
√
kje+ uj)
kj
−→ +∞ as j −→∞
which contradicts (3.18) and proves our claim. Hence, by taking a subsequence, if nec-
essary, we can assume that there exists u¯ ∈ E0 such that
e(t) + u+j (t) + u¯j −→ u(t) = e(t) + u+(t) + u¯ as j −→∞, a.e. t ∈ [0, T ].
By Fourier analysis, we have e(t) + u+(t) + u¯ 6= 0 for almost every t ∈ [0, T ]. Therefore
(3.28)
√
kj
∣∣e(t) + u+j (t) + u¯j∣∣ −→∞ as j −→ ∞, a.e. t ∈ [0, T ]
and by using (3.24) and Fatou’s lemma, we obtain (3.27) as above, which contradicts
(3.18). This concludes the proof of Lemma 3.3.
Now, by (3.14) and Lemma 3.3, we have
(3.29)
Ck
k
−→∞ as k −→∞.
We claim that ‖uk‖∞ = ‖xk‖∞ −→ ∞ as k −→ ∞. Indeed, if we suppose otherwise,
(uk) possesses a bounded subsequence (ukj). Since
Φkj (ukj)
kj
= −1
2
∫ T
0
H ′(kjt, ukj).ukjdt +
∫ T
0
H(kjt, ukj)dt
the sequence (
Ckj
kj
) is bounded, which contradicts (3.29). Consequently, we have ‖uk‖∞ −→
∞ as k −→∞, which completes the proof of Theorem 3.1.
Proof of Corollary 3.1. Using Lemma 3.2, it is easy to see that assumption (H4)
implies assumptions (H2) and (H3). Then Corollary 3.1 is a particular case of Theorem
3.1.
4. Minimal periods. In this section, we consider a continuous increasing function
γ : R+ −→ R+ satisfying the properties (i)-(iii) in section 3 and the following property:
(iv) There exists a positive constant c0 such that for all constant c
lim
r−→∞
1
γ2(r)
[
∫ r
1
γ2(u)
u
du− c lnr] ≥ c0.
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Consider the assumptions:
(H ′1) There exist two T− periodic functions p ∈ L∞(0, T ;R+) and q ∈ L2(0, T ;R+) such
that
|H ′(t, x)| ≤ p(t)γ(|x|) + q(t), ∀x ∈ R2N , a.e. t ∈ [0, T ].
(H5) There exists a T− periodic function f ∈ L1(0, T ;R) such that either
(i)
H ′(t, x).x
γ2(|x|) −→ +∞ as |x| −→ +∞, uniformly in t ∈ [0, T ],
or
(ii)
H ′(t, x).x
γ2(|x|) −→ −∞ as |x| −→ +∞, uniformly in t ∈ [0, T ].
Our main result in this section is:
Theorem 4.1. Suppose (H ′1) and (H5) hold. Then, for all positive integer k, the
Hamiltonian system (H) possesses at least one kT− periodic solution xk such that
lim
k−→∞
‖xk‖∞ = +∞.
If moreover H satisfies the following assumption
If u(t) is a periodic function with minimal period rT,
(H) r rational, and H ′(t, u(t)) is a periodic function with
minimal period rT, then r is necessary an integer,
then, for any sufficiently large prime number k, kT is the minimal period of xk.
Example 4.1. The function γ : R+ −→ R+, t 7−→ ln 12 (1 + t2) is a continuous nonde-
creasing function satisfying conditions (i)− (iv). Take
H(t, x) = (
3
2
+ sin(
2π
T
t))ln
5
2 (1 + |x|2).
It is easy to verify that H satisfies (H ′1), (H5) and does not satisfy the assumptions of
Theorem 1.2 in [1]. Theorem 1.2 in [1] is then a particular case of Theorem 4.1 with
control function γ(t) = tα, α ∈ [0, 1[, t ∈ R+.
Proof of Theorem 4.1. By Remark 3.1, it suffices to prove the case when H satisfies
(H5)(i).
Firstly, let us prove that assumptions (H ′1), (H5)(i) imply (H2)(i). Indeed, by (H5)(i),
for all ρ > 0, there exists a constant cρ such that
(4.1) H ′(t, x).x ≥ ργ2(|x|)− cρ, ∀x ∈ R2N , ∀t ∈ [0, T ].
Let x ∈ R2N be such that |x| ≥ 1, we have by the Mean Value Theorem
H(t, x) = H(t, 0) +
∫ 1
|x|
0
H ′(t, sx).xds+
∫ 1
1
|x|
H ′(t, sx).xds.
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By (H ′1), we have for a.e.t ∈ [0, T ]
(4.2)
∣∣∣∣∣
∫ 1
|x|
0
H ′(t, sx).xds
∣∣∣∣∣ ≤ |x|
∫ 1
|x|
0
[p(t)γ(s |x|) + q(t)]ds ≤ p(t)γ(1) + q(t).
By (4.1), we get∫ 1
1
|x|
H ′(t, sx).xds =
∫ 1
1
|x|
H ′(t, sx).sx
ds
s
≥
∫ 1
1
|x|
[ργ2(s |x|)− cρ]ds
s
(4.3) = ρ
∫ 1
1
|x|
γ2(s |x|)ds
s
− cρln(|x|) = ρ
∫ |x|
1
γ2(u)
du
u
− cρln(|x|).
Combining (4.2), (4.3), yields
(4.4) H(t, x) ≥ −p(t)γ(1)− q(t) + ρ
∫ |x|
1
γ2(u)
du
u
− cρln(|x|) +H(t, 0),
which by property (iv) of γ, imply that H(t, x) −→ +∞ as |x| −→ ∞, a.e. t ∈ [0, T ]
and assumption (H3)(i) is satisfied. By integrating (4.4), we obtain∫ T
0
H(t, x)dt ≥ −γ(1)
∫ T
0
p(t)dt−
∫ T
0
q(t)dt
+Tρ
∫ |x|
1
γ2(u)
du
u
− Tcρln(|x|) +
∫ T
0
H(t, 0)dt
and by property (iv) of γ, we get
(4.5) lim
|x|−→∞
1
γ2(|x|)
∫ T
0
H(t, x)dt ≥ c0ρT.
Since ρ is arbitrary chosen, then H satisfies (H2)(i).
We deduce from Theorem 3.1, that for all positive integer k, the system (H) possesses at
least one kT− periodic solution xk satisfying limk−→∞ ‖xk‖∞ =∞. It remains to study
the minimality of periods of xk, k ≥ 1. Consider the family of functionals
ψk(x) =
1
2
∫ kT
0
Jx˙.xdt +
∫ kT
0
H(t, x)dt
defined respectively on the spaces Ek = H
1
2 (S1k ,R
2N) with S1k = R/(kTZ). It is easy to
see that for all k ≥ 1, xk is a critical point of ψk and by (3.29), we have
(4.6) lim
k−→∞
ψk(xk)
k
= +∞, .
Now, let us denote by ST the set of T−periodic solutions of (H). We claim that ST is
bounded in H
1
2
T . Indeed, assume by contradiction that there exists a sequence (xn) ⊂ ST
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such that ‖xn‖ −→ ∞ as n −→ ∞. Let xn = x+n + x−n + x0n. Multiplying both sides of
the identity
(4.7) Jx˙n +H
′(t, xn(t)) = 0
by x+n and integrating, we obtain
(4.8) 2
∥∥x+n∥∥2 +
∫ T
0
H ′(t, xn(t)) · x+n dt = 0.
Using Ho¨lder’s inequality, assumption (H ′1), property (ii) of γ and inequality (2.1), we
can find as above a positive constant c13 such that∥∥x+n∥∥ ≤ c13
(
‖xn‖α + 1
)
.
Since 0 ≤ α < 1, this yields
(4.9)
‖x+n ‖
‖xn‖ −→ 0 as n −→ ∞.
Similarly, we have
(4.10)
‖x−n ‖
‖xn‖ −→ 0 as n −→ ∞.
Taking yn =
xn
‖xn‖ and using (4.9) and (4.10), we may assume without loss of generality
that yn −→ y0 ∈ E0, with |y0| = 1. Since the embedding E −→ L2, u 7−→ u is compact,
we can assume, by taking a subsequence if necessary that
(4.11) yn(t) −→ y0 as n −→ ∞, a.e. t ∈ [0, T ],
and consequently
(4.12) |xn(t)| −→ +∞ as n −→∞, a.e. t ∈ [0, T ].
So by Fatou’s lemma and property (iii) of γ, we obtain
(4.13)
∫ T
0
γ2(|xn|)dt −→∞ as n −→∞.
On the other hand, by (4.1), we have
(4.14) ρ
∫ T
0
γ2(|xn(t)|)dt− cρ ≤
∫ T
0
H ′(t, xn(t)).xn(t)dt.
Furthermore, by Proposition 3.2 in [8], we have
(4.15)
∫ T
0
H ′(t, xn(t))xn(t)dt ≤ T
2π
∫ T
0
|H ′(t, xn(t))|2 dt.
Combining (4.14), (4.15) yields
(4.16) ρ
∫ T
0
γ2(|xn|)dt− cρ ≤ T
2π
∫ T
0
|H ′(t, xn)|2 dt.
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Using (H ′1) and Ho¨lder’s inequality we obtain for a positive constant c14
(
∫ T
0
|H ′(t, xn)|2 dt) 12 ≤ (
∫ T
0
[p(t)γ(|xn|) + q(t)]2dt) 12
≤ ‖p‖∞
√
T (
∫ T
0
γ2(|xn|)dt) 12 + ‖q‖L2
(4.17) ≤ c
1
2
14
√
2π√
T
(∫ T
0
γ2(|xn|)dt+ 1
) 1
2
.
Combining (4.16) and (4.17) yields
(4.18) ρ
∫ T
0
γ2(|xn|)dt− cρ ≤ c14
(∫ T
0
γ2(|xn|)dt+ 1
)
.
Since ρ > 0 is arbitrary chosen then (
∫ T
0
γ2(|xn|)dt) must be bounded, which contradicts
(4.13). Hence ST is bounded and as a consequence ψ1(ST ) is bounded. On the other
hand, for any x ∈ ST one has ψk(x) = kψ1(x), so there exists a positive constant M such
that
(4.19) ∀x ∈ ST , ∀k ≥ 1, |ψk(x)|
k
≤ M.
Consequently (4.6) and (4.19) show that for for all integer k sufficiently large, xk /∈ ST .
So , by assumption (H), if k is chosen to be prime number, the minimal period of xk has
to be kT . The proof of Theorem 4.1 is complete.
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