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Abstract. We consider the inverse problem of concentration imaging in chemical species
tomography with limited data sets. The measurement setup involves simultaneous acquisition of
near infrared wavelength-modulated spectroscopic measurements from a small number of pencil
beams equally distributed among six projection angles surrounding the plume. We develop
an approach for image reconstruction that involves constraining the value of the image to the
conventional concentration bounds and a projection into low-dimensional subspaces to reduce
the degrees of freedom in the inverse problem. We impose three types of inequality constraints,
namely positivity, boundedness and logarithmic boundedness in a simple and elegant way that
yields an unconstrained optimisation problem in a new set of surrogate parameters. Testing
this numerical scheme with simulated and controlled experimental data indicates that the
combination of affine inequality constraints and subspace projection leads to images that are
qualitatively and quantitatively superior in spatial resolution to Tikhonov-based reconstructions.
This improvement is more profound in targeting concentration profiles with small variation.
We present images and convergence graphs from solving these inverse problems using Gauss-
Newton’s algorithm to demonstrate the performance and convergence of our method.
1. Introduction
We consider the inverse problem in chemical species tomography (CST) for reconstructing the
concentration image x from the discrete linear attenuation model
y = Ax+ , (1)
where A ∈ Rm×n is the discretized measurement operator and  is additive zero-mean noise. We
are interested in the situations where the degrees of freedom n in the sought image exceeds by far
the number of available datam, as this tends to be the conventional setting in CST measurements
[1]. For m n the underdetermined model (1) attains a large null space and thus admits infinite,
invariably different solutions, making the reconstruction of the true concentration problematic
with limited data sets. To rectify the situation one typically applies some form of regularisation,
usually of a Tikhonov-type [2], that stabilises the inversion process and yields imaging with
adequate resolution but when n is large it becomes computationally expensive, and challenging
to optimise.
Our approach seeks to enforce some affine inequality constraints on the image so that to
bound the concentration to its default admissible range, as well reducing the dimension of the
parameter space by projecting the image onto a subspace of basis functions that are consistent
with its expected features. The methodology we propose has two distinct phases: We first
model the concentration using a family of surrogate functions and parameters and then we
formulate the inverse problem with respect to these new set of parameters projected onto the
low-dimensional subspace. This provides an elegant way to impose affine inequality constraints
and reduce the dimensionality of the inverse problem, transforming it into a small unconstrained
optimisation problem for a convex-differentiable cost function. The appeal of this approach lies
in its simplicity of implementation and computational robustness, although other constrained
convex optimisation algorithms, such as the projected gradients algorithms [3], active sets [4],
interior point methods [5] or through sequential unconstrained programming using penalty and
barrier formulations [6], are also suitable to the task.
We describe our methodology beginning with some important definitions. The subspace of
bounded vectors in S1 ⊂ Rn
S1 .= {x ∈ Rn | ` ≤ x ≤ u}, where 0 < ` < u, (2)
for some finite bounds ` and u. Further let a continuous and invertible, one-to-one mapping
υ : Rn → S1. Then there exists a unique vector of unconstrained parameters ρ ∈ Rn such that
x = υ(ρ), ∀x ∈ S1. (3)
We aim to compute the projection of the high-dimensional ρ in a low-dimensional space of basis
functions S2 ⊂ Rn, such that
S2 .= {Φr | r ∈ Rs}, (4)
where Φ ∈ Rn×s is a matrix whose columns form an orthonormal basis of some feature functions
{φ1, . . . , φs} with s  n. This arrangement allows to formulate an inverse problem for the
projection of the unconstrained vector of parameters ρ in S2, from which we ultimately obtain
a constrained concentration image
xˆ = υ(Πρˆ), where Πρ = Φρ, (5)
for Π : Rn → S2 the associated projection matrix operator. This framework enforces affine
inequality constraints on the admissible range of the image while it approximates the solution
within a subspace of basis functions that are consistent with the expected features of the
concentration image. For the targeted CST application the benefit of this approach is twofold.
It constrains the concentration image within its intrinsic bounds 0 – 100%, and thereafter it
allows to formulate the inverse problem for the logarithm of the concentration and thus making
it more suitable to image low-contrast concentration plumes. In the next section we present the
foundation of our approach, namely the use of nonlinear surrogate functions that are suitable
to model the constraints on the concentration image.
2. Surrogate functions
For a fixed S1, we can find a reparameterisation of x ∈ S1 via an invertible and analytic mapping
υ : R→ S1 (6)
that we name the surrogate mapping. The invertibility provides υ with the simultaneous
surjectivity and injectivity, whereas the analyticity provides υ with infinite differentiability.
The most simple and practical manner to insure invertibility consists in considering mappings
that are strictly monotonic.
We describe a practical method that can be used to obtain a surrogate mapping. We focus
initially on a surrogate mapping that satisfies the strict positiveness of the concentration.
Thereafter, we show how we can reuse this surrogate mapping in order to obtain another
surrogate mapping that bounds x or its logarithm between two strictly positive bounds.
2.1. Strict positiveness.
If S1 is the set of the real numbers that are larger than a real number ` > 0 then the following
invertible and analytic function
υp(ρ; `)
.
= eρ + `, ∀ ρ ∈ R,
is a model of the surrogate mapping (6). In particular, υp(ρ; 0) is the inverse of the logarithmic
function that has already been proposed as a model of the inverse mapping of (6) [7].
2.2. Boundedness.
Consider the following function
υs(ρ; `, u)
.
= `+
u− `
1 + ρ−1
, ∀ ρ ∈ R, ∀ `, u ∈ R, ` < u.
If S1 is the set of the real numbers in the open interval of endpoints ` and u, with 0 < `, then for
a real number q such that 0 ≤ q ≤ u we can define the following invertible and analytic function
υb(ρ; `, q, u)
.
= υs(υp(ρ; `− q); `, u) = `+ u− `
1 + (eρ + `− q)−1 , ∀ ρ ∈ R, (7)
so that the following function
υb(ρ; `, `, u) = `+
u− `
1 + e−ρ
, ∀ ρ ∈ R,
thus υb is just another expression of a model of (6).
2.3. Logarithmic boundedness.
A particular case of boundedness occurs when we consider x in an interval that is spanning over
several orders of magnitude, or when the interval is extremely narrow. In such cases, it is more
appropriate to bound the logarithm of x. Indeed by noting that
e` < x < eu ⇐⇒ ` < log x < u,
then by using a function
υl(ρ)
.
= log ρ, ∀ ρ ∈ R, s.t. ρ > 0,
and the mapping υp described in section 2.1, we can relate the boundedness of log x to the
ordinary boundedness described in section 2.2. For ρ = log x it follows that ρ = υl(υp(ρ; 0)) and
thus
υl ◦ υp : log x 7→ υb(ρ; `, `, u).
Note that if S1 is the set of the real numbers that are strictly positive and whose logarithm
is in the open interval with endpoints ` and u, then υb(ρ; `, `, u) is not a model of the surrogate
mapping (6), because υb maps ρ ∈ R to log x instead of x. However, since the range of
υb(ρ; `, `, u) is the interval with endpoints ` and u, since x can be obtained from υb univocally,
then
υp(υb(ρ; `, `, u); 0)
always maps x onto S1, and it is just another expression of a model of (6).
2.4. Generic surrogate mapping.
According to the constraints applied on x, using the invertible and analytic mappings described
in section 2.1-2.3, we can define a model of the surrogate mapping (6) as follows:
x = υ(ρ)
.
=

υp(ρ; `) if S1 = {x ∈ Rn | 0 < ` < x} (8a)
υb(ρ; `, `, u) if S1 = {x ∈ Rn | 0 < ` < x < u} (8b)
υp(υb(ρ; `, `, u); 0) if S1 = {x ∈ Rn | 0 < x, ` < log x < u} (8c)
Notice that (8a) is a special case of (8b). Indeed, if in (7) we replace υs with the identity
mapping id(υp) = υp then υb(ρ; `, 0, u) = υp(ρ; `). Similarly, (8b) is a special case of (8c).
Indeed, if 0 < ` and we replace log x and υp respectively with x and the identity mapping
id(υb) = υb then υp(υb(ρ; `, `, u); 0) = υb(ρ; `, `, u). For this reason, we can obtain the derivatives
of υ by considering only the derivatives of (8c). To keep the notation as general as possible, for
all x ∈ S1 and ρ ∈ Rn we have
x = Υ(ρ) = [Υj(ρ)]
n
j=1, Υj(ρ)
.
= υ(ρj), (9)
and we notice that if n = 1 then Υ reduces to υ. The Jacobian matrix of Υ is then shown to be
JΥ(ρ) = D
[
d
dρj
υ(ρj)
]n
j=1
, (10)
where D is an operator that transforms a vector ρ in the diagonal matrix whose main diagonal
equals ρ. By applying the chain rule of differentiation on (8c) we obtain that
d
dρj
υ(ρj) =
d
dυb
υp(υb(ρj ; `, `, u); 0)
d
dυp
υs(υp(ρj ; 0); `, u)
d
dρj
υp(ρj ; 0)
=
υp(υb(ρj ; `, `, u); 0)(u− `)υp(ρj ; 0)
(1 + υp(ρj ; 0))2
,
therefore in general the derivative of υ is
d
dρj
υ(ρj) =

υp(ρj ; 0) if (8a)
(u−`) υp(ρj ;0)
(1+υp(ρj ;0))2
if (8b)
υ(ρj) (u−`) υp(ρj ;0)
(1+υp(ρj ;0))2
if (8c)
. (11)
3. The projected inverse problem
Having defined the surrogate functions for the concentration image we set out to cast the inverse
problem with respect to the surrogate parameters ρ. To stabilise the inversion we reduce the
degrees of freedom in the resulting inverse problem, by adopting the following assumption. If we
consider a projection Πρ ∈ S2 then we seek to reconstruct x when its corresponding surrogate
image ρ = υ−1(x) satisfies
‖ρ−Πρ‖
‖ρ‖ < w < 1,
since ultimately our approach is restricted to reconstructing only the Πρ of x. The choice of
basis functions Φ involved in the projection Π = Φ(ΦTΦ)−1ΦT is made to impart some level
of smoothness to the expected image, as this is consistent with the expected profile of the
concentration and plume velocity. From the surrogate form of model (1),
y = Aυ(ρ) + , (12)
linearising at point ρ(i) yields
y ≈ A(υ(ρ(i)) + JΥ(ρ(i))(ρ− ρ(i)))+ ,
and thus imposing Πρ = Φr and setting y(ρ(i)) = y − Aυ(ρ(i)) + AJΥ(ρ(i))ρ(i) and K(ρ(i)) =
AJΥ(ρ(i)), we arrive at the ith projected surrogate model
y(ρ(i)) = K(ρ(i))Φr + ˜, (13)
with the noise ˜ now including also the projection approximation error. In the context of the
Gauss-Newton algorithm, an image can be reconstructed iteratively by solving the regularised
problems
rˆ(i+1) = argmin
r∈Rs
{∥∥y(ρ(i))−K(ρ(i))Φr∥∥2 + λ2∥∥r − r(i)‖2}, i = 1, 2, . . . , (14)
where λ is a regularisation parameter, ρ(i) = Φr(i), and the Jacobian of υ can be obtained from
the formulas (8a)-(8c). The progress of the iterations is governed by Morozov’s discrepancy
principle, while the value of λ can be adjusted as shown in [1]. Ultimately, the reconstructed
concentration image can be obtained from (14) by xˆ(i) = υ(Φrˆ(i)).
4. Numerical results
In this section we present some results obtained from numerical simulation experiments. Data
were computed from (1) based a high resolution grid with n = 10000 elements for a target
concentration image x and then infused with zero-mean Gaussian noise with variance of 1% of
the mean data value. The bounds for the true concentration were at 3×10−4 ≤ x ≤ 1 and for this
test we have used a subspace of 225 radial basis functions, orthonormalised through the Gram-
Schmidt process [8]. In turn this led to a projection approximation error of ‖ρ−Πρ‖/‖ρ‖ ≈ 0.12
which forms the lower bound of the image reconstruction error. We run the algorithm described
in the previous section for the three types of surrogate mappings and compare the results with
that obtained from the Tikhonov solution
xˆt = (A
TA+ λ2RTR)−1(AT y + λ2RTRx0), (15)
for a smoothness imposing regularisation matrix R ∈ Rn×n and a uniform prior guess x0.
These simulations we computed with a scaled-down version of the data model having n = 4900
parameters on which we have also approximated the targeted concentration to aid comparison
in the reconstructions. The images, which are presented in figure 1, show that the performance
of our scheme exceeds that of Tikhonov method, which yields irrational negative concentration
values. The results correspond to running 10 Gauss-Newton iterations on the projected inverse
problem for the surrogate parameters with λ fixed at 10−2. In this ‘high-variation’ benchmark
test the three surrogate formulations perform almost equally well, converging to a solution after
the first 8 iterations as shown in figure 3. The Tikhonov solution with the same data and λ = 1
attains a smaller data error at 7 × 10−3 but the error in the image is higher. To make the
comparison objective all initial prior guess images were chosen to be positive and homogenous.
To investigate the situation of low variation concentration we repeat the simulations on a
similar phantom but the concentration levels are adjusted to the range 1.51× 10−5 ≤ x ≤ 0.16
as shown in figure 2. In this setting we repeat the simulations using the same values of λ and
number of iterations and have obtained the images illustrated in figure 2 and the convergence
plots in the right hand side of figure 3. In consistency with the ‘high-variation’ results our
methodology seems to perform better than the smoothness imposing Tikhonov regularisation,
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Figure 1. At the top row the high-variation target image x in a 70 × 70 square grid, its
projection Πρ on the same grid, and the Tikhonov solution. Below, the images after 10
Gauss-Newton iterations based on with positiveness, boundedness and logarithmic boundedness
surrogate functions.
even when the subspace projection error is larger, see for example the discrepancy between
the images of the target υ(ρ) (on the coarser grid) and its subspace projection Πρ in figure 2.
This set of results reveals also that in this case bounding the values of the image or indeed the
logarithm of the image improves the reconstruction, both in terms of the spatial resolution of
the images but also in terms of the convergence of the reconstruction algorithm.
5. Real data reconstruction
In this section we present some reconstructions from measurements captured from phantom
experiments using the FLITES instrumentation system [1]. The data correspond to two circular,
homogenous Carbon dioxide plumes arranged diagonally with the computational domain, one
at 40 cm diameter and the other at 60 cm. The concentration of the gas we set to about 6%
for both plumes. In the image reconstruction we have used the same surrogate formulations as
above, although in this case we have projected the surrogate problem into a basis of 64 discrete
cosine basis functions. The results are plotted in figure 4 were obtained after 4 iterations of the
Gauss-Newton algorithm for the three different surrogate formulations at a relative data error
of around 0.6. Compared to the smooth Tikhonov image, the iterative results appear to be
quantitatively and qualitatively superior. Unfortunately, the difference in the diameter of the
two plumes is less profound in these images.
6. Conclusions
We presented an algorithmic framework for solving the chemical species concentration
tomography problem with affine inequality constraints. The key aspect of our approach is
the use of surrogate functions that model the affine constraints and transform the constrained
inverse problem into an unconstrained one. To cope with the shortage of data the problem was
subsequently projected onto a low-dimensional basis of interpolation functions. The resulting
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Figure 2. At the top row the low-variation target image x in a 70 × 70 square grid, its
projection Πρ on the same grid, and the Tikhonov solution. Below, the images after 10
Gauss-Newton iterations based on with positiveness, boundedness and logarithmic boundedness
surrogate functions.
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Figure 3. Left the data error reduction plots at each Gauss-Newton iteration for the three
surrogate transformations in the ‘high-variation’ test. The corresponding error for the Tikhonov
reconstruction was at 7 × 10−3. To the right the corresponding curves for the ‘low-contrast’
test where the boundedness and logarithmic boundedness perform significantly better than the
positiveness surrogate projected solution. In this case too the error of the Tikhonov solution
was found to be 7× 10−3.
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Figure 4. At the top row the high-dimensional Tikhonov solution and the image reconstruction
with the positiveness surrogate. Below the corresponding images with boundedness and
logarithmic boundedness constraints.
problem was then addressed using the Gauss-Newton algorithm and results from simulated
and real measurements demonstrated that the spatial resolution of the images is significantly
enhanced compared to Tikhonov-type solutions with smoothness imposing regularisation.
Moreover, the results showed that bounding the image or its logarithm from below and above
is critical in reconstructing plumes with low variation in their concentration profiles. The
advantage of this is both quantitative and qualitative as the chemical concentration levels are
recovered with better accuracy and at the same time the spatial resolution of the image is
enhanced.
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