Abstract-In this paper, we study travel time and energy cost prediction at any future departure time for a targeted road segment and vehicle. These two prediction tasks play an important part in the design of advanced driver-assistance systems (ADAS) that can automatically manage battery charging, energy saving, and route planning for fully electric vehicles. Compared with the fundamental problem of travel time prediction, which usually learns from the historical and current data of travel time itself, energy cost prediction is a more complex problem that involves multiple context conditions and vehicle status measured by various time-invariant and time-variant data. We define a general learning problem based on multiple time-invariant and time-variant inputs to unify these two prediction tasks. To solve the defined learning problem, we propose heterogeneous delay embedding (HDE), which extracts an informative feature space for regression analysis and aims at achieving satisfactory prediction for any future departure time. The proposed HDE first categorizes the historical and current data of a time-variant measurement into different types, then incorporates different delay settings for embedding multiple types of time-series data, and finally removes redundant information and noise from the generated features using orthogonal locality preserving projection. Experimental results demonstrate the effectiveness of the proposed method for both short-and long-term predictions of travel time and energy cost.
distances to the nearest charging station for route planning based on various context information such as traffic conditions [5] , weather conditions [1] , driver distractions [6] , and distributions of charging stations [7] .
In this paper, our research is focused on an important component of ADAS design, which aims at predicting the travel time and energy consumption at any future departure time for a targeted road segment and vehicle. The predicted results will be used by ADAS to determine the optimal route. Such prediction is made by learning from the past and through online experience sharing related to the targeted road segment and vehicle. The experience data is automatically recorded by an embedded communication unit of the EcoGem ADAS for each FEV. It includes information on traffic flow, vehicle speed, consumed energy, and context conditions for every traveled road segment, as well as the real-time updates of vehicle/battery conditions during the trip.
As already known, travel time prediction is a fundamental and important problem in intelligent transportation systems. Much research work has been boosted by applying various prediction techniques to forecast traffic flow or to predict travel time. The commonly used prediction techniques include (extended) Kalman filtering [8] , [9] and various time-series analysis techniques such as (seasonal) autoregressive integrated moving average [10] , [11] and the generalized autoregressive conditional heteroscedasticity model [12] , as well as simulation-assignment models [13] . Apart from these approaches, various machine learning algorithms constitute another major group of techniques for tackling the traffic prediction problem, for example, linear regression [14] , k-nearest neighbors (KNN) [15] , support vector machine regression [16] [17] [18] , neural networks and fuzzy theory [19] [20] [21] [22] [23] , spectral analysis [24] , delta and Bayesian techniques for the construction of prediction intervals [25] , and Gaussian process models for regression [26] . It is also possible to combine different types of prediction techniques, leading to various aggregation approaches [27] , [28] . Extensions of existing time-series forecasting methods are also developed to accommodate traffic data that were recorded at irregular time intervals [29] . In this paper, we attempt to solve the prediction tasks through regression analysis. To apply a regression algorithm, it is necessary to first generate a feature space from the historical and current data of the travel time, which are then used as the input of a regressor. Delay embedding (DE) [30]- [32] is the standard method for constructing such feature space and is widely used in travel time prediction [15] [16] [17] [18] , with its success particularly demonstrated for short-term prediction [15] , [17] .
1524-9050/$31.00 © 2012 IEEE However, rather than short-term prediction, ADAS requires predicting the travel time and consumed energy at any future departure time to provide full flexibility of planning. Moreover, for energy cost prediction, the consumed energy is related to not only context conditions such as humidity and temperature but also the status of the vehicle itself, such as its audio, light, air conditioner, and battery status, as well as vehicle mass. Among various relevant conditions and status, some are time variant, e.g., temperature, humidity, and audio status, whereas some are time invariant, e.g., vehicle and battery types. Thus, compared to travel time prediction by learning from its own historical and current data, energy cost prediction is a more complex problem that involves learnings from both timeinvariant measurements and the historical and current data of multiple time-variant measurements. Many existing techniques for travel time prediction cannot directly be applied to solve this problem.
To accommodate the aforementioned needs of ADAS for advanced prediction, we define a general learning problem based on multiple time-invariant and time-variant inputs to formulate the travel time and energy cost prediction tasks. To achieve satisfactory prediction at any future departure time, we propose heterogeneous delay embedding (HDE), which can extract an informative feature space from time-invariant measurements and the historical and current data of multiple time-variant measurements. The method first categorizes the historical and current data into different types based on the data collecting time and then combines multiple delays for embedding multiple types of data. To remove the redundant information and noise from the generated features, the spectral embedding method of orthogonal locality preserving projection (OLPP) [33] , [34] is used to further reduce the feature dimensionality. The embedded low-dimensional features are finally used as the input of a KNN regressor to construct the prediction model. This paper is organized as follows. Section II explains the proposed prediction system based on HDE and KNN regression. Section III reports the experimental results and comparative analyses, whereas Section IV concludes this paper.
II. PROPOSED PREDICTION SYSTEM

A. Problem Formulation
Given the current time t 0 (between 00:00 and 24:00) and current day d 0 , our goal is to predict the travel time and energy cost at any future departure time t and day d for a targeted road segment and FEV. As explained in Section I, the communication unit of ADAS provides the historical and current data of travel time, collected for the targeted road segment from the targeted and other connected FEVs, for travel time prediction. For energy cost prediction, the provided experience data include both time-invariant measurements, e.g., the vehicle and battery type, and the historical and current data of timevariant measurements, e.g., the audio, light, air conditioner, and battery status, humidity, and temperature, collected for the targeted road segment from the targeted and other connected FEVs. Considering the task nature and properties of the available input information, we model the two prediction tasks as one general problem. It is to estimate the future values of a timevariant measurement from the following three types of data: 1) its own historical and current values; 2) various timeinvariant measurements; and 3) the historical and current values of other time-variant measurements. This general definition allows ADAS to freely include any type of new measurements to improve the prediction system.
Let
i=1 denote a total of l 2 time-invariant measurements and
i=1 be a total of l 1 time-variant measurements collected at time t on day d. The notation of f i (d 0 − Δd, t 0 − Δt) denotes the historical value of the measurement f i collected Δt min ahead of time t 0 on day d 0 − Δd, where Δt ≥ 0 is a real-valued number (in minutes), and Δd ≥ 0 is an integer with day units. By restricting Δt not to excess 24 h, which is 0 ≤ Δt < 60 × 24 = 1440, any historical data of f i can uniquely be referred by f i (d 0 − Δd, t 0 − Δt), corresponding to the current time t 0 and current day d 0 . Similarly, the notation of
denotes the future value of f i that will be collected δ t min after time t 0 on day d 0 + δ 0 , where δ t and δ d possess minute and day units, respectively. We set 0 ≤ δ t < 1440 and δ d ≥ 0; subsequently, any future data of f i can uniquely be referred by
, corresponding to the current time t 0 and current day d 0 .
Based on the aforementioned definitions, the two tasks of travel time and energy cost prediction can be unified by one general learning problem. This problem attempts to learn a prediction function φ(
where j ∈ {1, 2, . . . , l 1 } indicates which time-variant measurement will be predicted. For travel time prediction, we have l 1 = 1 and l 2 = 0, and f 1 corresponds to the measurement of travel time. For energy cost prediction, we have l 1 > 0 and l 2 > 0, and f j corresponds to the measurement of consumed energy.
B. Heterogeneous Delay Embedding (HDE)
To solve the learning problem defined in Section II-A using regression analysis, the first step is to extract a k-D feature space R k for each query instance
and the historical and current data of the time-variant measurements
. The generated feature space should be informative and possess the least noise and redundant information. For time-invariant measurements, it is natural to use {g i } l 2 i=1 as features without any changes. However, for time-variant measurements, it is impossible to simply gather all their historical and current data as features without any processing.
1) Delay-Based Data Categorization: Starting from the simplest case, we first discuss how we extract a feature space from one single time-variant measurement f i . The historical and current data of f i are a sequence of data points measured at successive times that are spaced at uniform time intervals. This approach is known as time series. Letting τ i > 0 denote the employed time interval for sampling the measurement f i , DE [30]- [32] converts a given series of f i into data points in an n i -D feature space by considering a fixed number of delayed values n i − 1. In the embedded space generated by DE, the n i -D feature vector of a data point that corresponds to a current time t 0 and a current day d 0 is given as
Different from DE, Rice and Zwet [14] propose that a future travel time can be expressed as a linear combination of the historical mean and the current status (HMCS) of travel time. This indicates that it is possible to extract a 2-D feature space from the historical and current data of a time-variant measurement f i , where one feature is the historical mean, given as 
where d * = d 0 − Δd denotes the latest day in the past that successfully records the historical data at time t, and D i is a positive integer that controls the number of past days used to compute the historical mean for the measurement f i .
By comparing (1) and (2), it is shown that features that are generated by DE are independent of the future time, whereas the HMCS features rely on the future time. When conducting predictions for different future departure time, DE always learns from the same features, unless the delay number n i is changed, whereas HMCS learns from different features that are adaptive to the future time. This case explains why DE is favored by short-term prediction, whereas HMCS can be used for prediction at any future departure time.
To further investigate the feature generation problem for a time-variant measurement f i , we illustrate its historical, current, and future data in Fig. 1 , where, for simplicity, the future departure time t is on the same day as the current time t 0 , which leads to δ d = 0. In Fig. 1 , the green line, which is marked by a question mark, corresponds to f i (d 0 , t) to be predicted. The unknown future data f i (d 0 , t 0 + δ t ), where 0 < δ t < t − t 0 , is marked by box B. DE utilizes the current data f i (d 0 , t 0 ), indicated by the red line, and the historical data
corresponding to the box A. HMCS utilizes the current data in a red line and the historical data f i (d 0 − Δd, t) in a blue line, which were collected at time t in the past days.
In the following discussion, we categorize the historical and current data of a time-variant measurement, expressed as f i (d 0 − Δd, t 0 − Δt), with Δd ≥ 0 and 0 ≤ Δt < 1440, into the following four different types.
• Type 1: same-day zero-delay data (current), given as f i (d 0 , t 0 ) and marked by the red line in Fig. 1 ; • Type 2: same-day Δt-delay data that correspond to the current time t 0 and current day d 0 (historical), given as f i (d 0 , t 0 − Δt) and marked by box A in Fig. 1 ; Fig. 1 . Historical, current, and future data for a time-variant measurement.
• Type 3: past-day time-t data that correspond to the future time t and current day d 0 (historical), given as Data type 1 is used by both DE and HMCS, data type 2 is used by DE, and data type 3 is used by HMCS. Another commonly used method for travel time prediction, known as the current-travel-time prediction (CTTP) method [35] only uses data type 1. It performs well for short-term prediction but not for long-term prediction. On the opposite, the existing method, i.e., historical mean prediction (HMP) [36] , uses data type 3. It performs better for long-term prediction but may be not as good for short-term prediction. As a summary, data types 1 and 2 are independent of the future departure time and are more suitable for short-term prediction, e.g., DE and CTTP. Data types 3 and 4 rely on the future departure time and are more suitable for long-term prediction, e.g., HMCS and HMP. To obtain satisfactory prediction performance for any future departure time, we propose the following feature generation method by combining all four types of data.
2) Feature Generation: We extract features from the timeinvariant measurements {g i }
and the historical and current data of all the time-variant measurements
based on the aforementioned categorization of data types. Given a time series of f i , the following HDE-based feature vector is computed by incorporating multiple delay settings for embedding multiple types of data:
. . .
where m i denotes the number of delays used to process the historical data of f i collected before time t on day d * − j, 
as one single feature, HDE separately uses them as D i + 1 independent features, offering more flexibility than historical mean. Compared with DE, HDE incorporates extra information on data types 3 and 4 by employing multiple delays. By dramatically increasing the number of delays n i used for DE, data type 2 could cover data types 3 and 4; however, redundant information contained in historical data collected at time that is very different from t and t 0 would also be included. Such information, marked by the gray box in Fig. 1 (called unused data), are not very important for the prediction. This indicates that DE has to produce very high dimensional features with a large amount of redundant information by increasing the value of n i to become as informative as HDE; thus, it is less efficient.
By taking into account all the available measurements, the following k-D feature vector is computed:
The resulting dimensionality of the embedded space is k =
We apply the dimensionality reduction technique to compute a compact representation of the k-D features to further eliminate redundancy and reduce noise. The resulting low-dimensional feature should preserve the original properties and characteristics of the input feature space. Relevant algorithms that can be used for such a purpose include principal component analysis [37] , which preserves the data variance, multidimensional scaling (MDS) [38] , which preserves Euclidean distances between the original data points, and also manifold learning and spectral analysis algorithms that preserve the intrinsic geometry of the data, as captured by the aggregate pairwise proximity information based on local neighborhood graphs, such as locally linear embedding (LLE) [39] , locality preserving projection [33] , and OLPP [34] . In this paper, we use the spectral embedding method OLPP to further process features that are generated by HDE. Previous research has shown that spectral embedding is a powerful, flexible, and handy dimensionality reduction technique for many applications [40] [41] [42] . In addition, compared to other spectral embedding approaches, e.g., MDS and LLE, OLPP supports embedding computation for new query samples (out-of-sample extension), other than for the given training samples only. Another advantage of OLPP is that it produces embedding with flexible shapes by controlling the local geometry of the data with varying levels of neighborhood.
denote a set of training instances of dimension k. In addition, the feature vector
T is generated by (4) . Each instance corresponds to a query f j (d 0 + δ d , t 0 + δ t ) for predicting the future value. Our goal is to learn a set of new features
, where
T . The transformed l × h feature matrix Z = [z ij ] should be an accurate representation of the original l × k feature matrix X = [x ij ]. To achieve this, OLPP attempts to minimize the following penalized distances between the transformed feature vectors:
where w ij represents the degree of similarity or closeness between the ith and the jth instances; W = [w ij ] is the corresponding n × n weight matrix; and D w is a diagonal matrix, with its ith diagonal element d i equal to n j=1 w ij . To achieve out-of-sample extension, the projection technique is employed by incorporating Z = XP into (5), where P is a k × h projection matrix. Consequently, a set of optimal projections are computed by solving the following constrained optimization problem:
The constraint of P T P = I h×h is used to obtain orthogonal projections. The weight matrix is defined based on a local neighborhood graph obtained from the input features X, for which the most frequently used setting is the following Gaussian-based similarity between undirected neighbors, given as
where N (x i , t) represents the t-nearest neighbors of x i based on Euclidean distances, and σ is the parameter that controls the Gaussian-based similarity weight. The optimal solution P * of the constrained optimization problem in (6) are the top second to (h + 1)th eigenvectors of the k × k matrix X T (D w − W)X, which correspond to its second to (h + 1)th smallest eigenvalues [34] . The final features to be used as the input of a regressor are then computed by Z * = XP * .
C. Regression Analysis
After extracting the feature matrix
and the historical and current data of {f i } l 1 i=1 using the method proposed in Section II-B, the prediction problem can be solved by a regression algorithm. An approximationŷ(z) of the function Ψ : z ∈ R h → y ∈ R is calculated with the training set, where y represents the desired output for a query instance. The obtained approximation can be used as the prediction function as follows:
where z is the h-D feature vector that is generated by HDE for an arbitrary query that corresponds to a future time, indicated by
In this paper, KNN regression is employed to conduct the final prediction. Detailed descriptions of the KNN regression algorithm can be found in the existing literature [43] .
III. EXPERIMENTAL RESULTS AND ANALYSIS
A. Data Preparation
To obtain the travel time and energy consumption data for conducting prediction experiments, we build the traffic simulation platform and FEV model based on instructions and models provided by the existing literature [44] [45] [46] [47] .
For travel time prediction, the driving speed profile was derived based on real-world traffic measurements provided by the Traffic Management Center (TMC), Minnesota. 1 The measurements were collected from a number of inductive loop detectors that are installed on major highways of the Twin City, including vehicle counts and occupancy rates measured every 30 s, from which the traffic speed or travel time can be estimated [44] . In the experiment, we incorporated the TMC data that were collected from April 1, 2010 to May 30, 2010 into the Simulation of Urban Mobility (SUMO) platform [45] for traffic simulation.
To model the energy consumption procedure, we simulated an FEV model that takes into account the vehicle speed, the weather conditions of temperature and humidity, and six vehicle status, i.e., vehicle mass, audio status, light status, air conditioner status, battery state of charge (SoC), and battery state of health (SoH). The total energy cost was modeled by summing two major types of energy consumption due to the road load force and onboard devices, respectively. For the time period [t 0 , t], the consumed energy is determined by
where v(t) denotes the vehicle speed at time t, F (t) is the road load force at time t, P (t) is the power of all the onboard devices of an FEV at time t, η M (t) is the efficiency indicator of the FEV motor at time t, and η B (t) is the efficiency indicator of the FEV battery at time t. We explain how we can model the relevant variables, e.g., v(t), F (t), P (t), η B (t), and η M (t), involved in the formulation of (9) as follows.
• To simulate the vehicle speed v(t), the humidity factor H(t) for snowy, rainy, and foggy weather was used to modify the original driving speed v 0 (t) derived from the real-world traffic measurements provided by TMC, which leads to
where the min(·, ·) and max(·, ·) functions return the minimum and maximum values of the two inputs, respectively, v b (t) and v u (t) denote the minimum and the maximum speed allowed by the targeted road segment at time t, respectively, and H(t) denotes the humidity at time t.
1 http://www.d.umn.edu/~tkwon/TMCdata/TMCarchive.html
• The road load force model [46] was used to obtain F (t), given as
where f r (t) is the rolling friction coefficient at time t and was computed by f r (t) = μ + 7 × 10 −6 v 2 (t), with μ set between 0.025 and 0.037 for ordinary car tires on a concrete road with snow and between 0.012 and 0.015 without snow [48] , m(t) denotes the vehicle mass at time t, and g is the gravity acceleration rate (9.8 m/s 2 ). The three parameters of air density ρ, air resistance coefficient α, and vehicle cross area A control the aerodynamic drag force and were defined as ρ = 1.025 kg/m 3 , α = 0.28, and A = 2.0 m 2 , respectively. F a (t) is the linear acceleration force at time t and was approximated in a similar way as used in [46] by adding 20 kg to the vehicle mass m(t). The last item of the aforementioned equation computes the rotational acceleration force provided by the motor to propel the wheels of the vehicle, where M is the moment of the inertia of the rotor of the motor and was set as a very small value compared with the vehicle mass, a(t) is the acceleration rate and can be approximated from the speed profile v(t), and the remaining three parameters of gear ratio G, tire radius r, and the gear efficiency indicator η g were set as 11, 0.3 m, and 0.95, respectively.
• The efficiency indicator of the battery η B (t) represents the rate of the converted energy that is related to the contained energy in the battery. It is defined as
where the current I(t) can be estimated from the opencircuit voltage V oc (t) and the internal resistance R i (t), and w η B (t) ∼ N (0, 0.01 2 ) is a Gaussian noise added to η B (t) for incorporating the manufacture differences in the battery's performance across different FEVs simulated. Because acid-lead batteries are widely used in electric vehicles, V oc (t) and R i (t) were simulated based on a general model of acid-lead battery [47] , given as
where S c (t) and S h (t) denote the values of two different battery parameters at time t. The SoC, which is denoted by S c (t), indicates the amount of charge left in the battery and can be obtained from the controller area network bus of the electric vehicles. The SoH, which is denoted by S h (t), evaluates the performance deterioration of a battery after it has been used for a certain period of time compared to a brand new battery and can be measured with the internal resistance, i.e., the ratio of a new battery's internal resistance over the battery to be measured. The use of S h (t)
as the denominator in (14) considers that the longer the battery is used, the larger the internal resistance becomes, and thus, the lower performance the battery possesses.
• Another indicator η M (t) evaluates the motor efficiency.
We used a general model that was developed for all types of motors [46] to approximate the motor efficiency of an FEV, given as
where the motor torque τ (t) and the angular speed ω(t) can be computed by
The item k c τ 2 (t) computes the copper loss at time t that resulted from the electrical resistance of the wires of the motor, k i ω(t) computes the iron loss and the friction loss at time t, and k ω ω 3 (t) is the windage loss at time t. Other losses, e.g., the power used for the control circuit, are represented by C, which was considered a constant (C = 20) for all the simulated FEVs. The three parameters of k c , k i , and k ω were set as 0.8, 0.1, and 10 −5 , respectively. The road load force F (t) is computed by (11) , and the vehicle speed v(t) is computed by (10) . The same values of gear ratio G and tire radius r as used in (11) were adopted here.
• We only considered the audio, light, and air conditioner devices for computing the power P (t) of onboard electric devices of an FEV, leading to
where s audio (t), s light (t), and s air (t) denote the status of the audio, light, and air conditioner devices, respectively, with 0 indicating that the device is off, and 1 indicating that the device is on. The three parameters of P audio , P light , and P air denote the corresponding power of these three devices and were set as 0.04, 0.1, and 2 kWh, respectively. The aforementioned simulation relates the energy consumption E(t) to various context conditions and vehicle/battery status, including humidity H(t), vehicle speed v(t), vehicle mass m(t), battery SoC S c (t), battery SoH S h (t), audio status s audio (t), light status s light (t), and air conditioner status s air (t). To investigate whether the proposed method can satisfactorily predict the future energy cost from the historical and current data of various measurements of H(t), v(t), m(t), S c (t), S h (t), s audio (t), s light (t), and s air (t), as well as the historical and current data of E(t) itself, we define various rules for simulating the context conditions and vehicle/battery status. The status of the three onboard devices were assumed to possess Bernoulli distribution, where the success probability (probability of being switched on) was set as different constants for different time intervals within each day for s audio (t) and s light (t). The success probability of the air conditioner s air (t) was set as a linear function of the environmental temperature T (t). The vehicle mass m(t), battery SoC S c (t), and battery SoH S h (t) were randomly drawn from a uniform distribution. Both the temperature T (t) and the humidity H(t) were modeled by incorporating Gaussian noise to a cosine function that repeats its values every 12 h. As aforementioned, the vehicle speed v(t) was derived by incorporating the environmental humidity into the real-world traffic data based on (10) .
Distributions of the context conditions of T (t) and H(t), the vehicle status of m(t), s audio (t), s light (t), and s air (t), the battery status of S c (t) and S h (t), and the travel time that is proportional to the inverse of the vehicle speed v(t) for a targeted road segment are illustrated in Fig. 2 . In the following experiments, we study travel time prediction based on its own historical and current data and energy cost prediction based on the historical and current data of various context conditions and vehicle/battery status, as well as the historical and current data of the energy cost itself.
B. Experimental Setup
We aim at comparing the proposed method with the existing approaches for travel time and energy cost prediction required by ADAS. The competing methods include CTTP [35] , HMP [36] , HMCS [14] , and DE [30] . CTTP and HMP can directly be used as predictors on their own [16] . HMCS conducts prediction using a linear regressor based on one current status feature and one historical mean feature [14] . DE is a feature generation method and can be combined with any regression algorithm [16] . Here, we used the same KNN regressor for both DE and the proposed HDE. To apply CTTP, HMP, HMCS, and DE, we treat energy cost prediction in the same way as travel time prediction by predicting the future value of the consumed energy only from its own current and historical data, because these methods do not directly support the processing of multiple time-invariant and time-variant measurements. The mean absolute percentage error (MAPE) and root-mean-square error (RMSE) [12] are applied as performance indices of the two prediction problems. All the experiments were conducted using MATLAB R2011a on a 3.06-GHz central processing unit and 4-GB memory machine running Mac OS X.
C. Results
We first observe how DE performs for predicting travel time at a large range of departure time, varying between 1 min and 56 days from the current time. This leads to δ t varying from 1 to 1440 × 56 = 80 640. The time interval for sampling the historical data of travel time was fixed as τ = 1 min, and the number of delays was set as N = 10. When δ t varies from 1 to 80 640, the number of available instances for regression analysis changes from 260 635 to 179 996. Based on these instances, we randomly chose a set of 1000 instances for training the KNN regressor, another 1000 instances for selecting the number of KNNs used by the regressor (model selection), and a different set of 6000 instances for computing the MAPE performance (model assessment). The plot of MAPE versus departure time is provided in Fig. 3 , with δ t varying from 1 min to 56 days. For a more detailed illustration of MAPE change, we provide the same plot but with δ t varying from 1 min to 7 days in Fig. 4 . In Figs. 3 and 4 , it can be observed that value of MAPE periodically changes as δ t increases. During every 24 h, MAPE always first rapidly increases and then rapidly decreases after a while (see Fig. 4 ). By learning from the historical information collected during a short time interval ahead of the current time t 0 , DE performs better at predictions with departure time close to t 0 on each future day, e.g., the future departure time marked by red dots in Fig. 4 . In addition, every 7 days, MAPE with departure time close to t 0 always increases first and then decreases (see Fig. 3 ). This case indicates that DE performs better at predictions around t 0 and on the same weekday as the current day, e.g., given the current time 7:00 A.M. on Monday, DE provides better predictions for every future Monday around 7:00 A.M. that other time. As a summary, in Figs. 3 and 4 , it can be observed that DE is better at short-term prediction than long-term prediction. In addition, for long-term prediction, DE provides better performance for a future departure time close to the current time and on the same week day of the current day due to the periodic traffic behavior, where similar traffic patterns most likely repeat every day and every week.
To compare with DE, we evaluate the prediction performance of HMCS, CTTP, HMP, and the proposed HDE using the same training, validation, and test set as used by DE, where HDE and HMCS are particularly designed for prediction at any future departure time. The number of past days used for prediction was set as D = 10 for HDE, HMCS, and HMP. We compare the MAPE plots of different methods in Fig. 5 , with δ t varying from 1 min to 3 days. It is shown in Fig. 5 that our HDE provides better performance (lower MAPE value) compared with the rest of the competing approaches for longer term prediction. In addition, HMCS and HMP perform much better than DE and CTTP for long-term prediction. In Fig. 6 , we compare the predicted travel time obtained by HDE and the KNN regressor with the real travel time for 200 test instances, where the prediction is made for a future departure time of 10 h from the current time. It is shown that the predicted travel time can well approximate the real one and can thus be reliably used by the ADAS routing system. Table I compares the performance of the proposed HDE with the competing methods of CTTP, HMP, HMCS, and DE for travel time and energy cost prediction. Both the MAPE and RMSE performance is recorded. The future departure time δ t was set as 10 min, 1 h, 5 h, and 10 h to cover both short-and long-term predictions. In this set of experiments, the sampling rate was set as τ i = 10 min for all the time-variant measurements, the used numbers of delays were set as n i , m i = 10, and the number of past days was set as D i = 7 for all the relevant methods and measurements. We used fivefold cross validation (CV) to evaluate the final regression performance. The model selection procedure for determining the number of KNNs for the KNN regressor and the model parameters of the proposed HDE, e.g., the neighbor number t and eigenvector number h for implementing OLPP, was conducted by performing a threefold CV within the training set of each training-test partition of the fivefold CV.
In Table I , it is shown that the prediction performance of HMCS, HMP, and the proposed HDE do not change as much as the other two methods of DE and CTTP when the future departure time varies from 10 min to 20 h. Such observations relate to the characteristics of different algorithms; for example, DE and CTTP are designed for short-term prediction, whereas the other methods, i.e., HMCS, HMP and the proposed HDE, can be used for both short-and long-term predictions. The performance changes of DE and CTTP for energy cost prediction are less obvious than for travel time prediction, because the noises introduced for constructing the FEV model, e.g., randomly distributed vehicle mass, battery SoC, and SoH, increase the difficulties of both the short-and long-term prediction problems of energy cost. Table I shows that, for long-term prediction (δ t = 1, 5, and 10 h), the proposed HDE provides the best performance for both travel time and energy cost predictions. In the case of short-term prediction (δ t = 10 min), HDE provides comparable performance for travel time prediction to the best performed one CTTP in that trial, whereas for energy cost prediction HDE performs the best. Based on Table I , DE and HDE are the two best methods for energy cost prediction, of which the MAPE performance is around 11.79% for HDE and 12.29% or slightly worse for DE, given a different departure time. To further investigate whether the DE and HDE perfor- mance is significantly different, we used the two-sample t-test by applying the MATLAB function "ttest2" to the two sets of test performance of DE and HDE for all the training-test partitions of the 5-fold CV and for all the four different departure times. The null hypothesis that HDE and DE possess similar performance is rejected at the 5% level, with a p-value around 6.7 × 10 −6 based on the MAPE performance, and rejected with a p-value around 5.9 × 10 −7 based on the RMSE performance. A small value of p-value indicates significant difference. Using the same instances for preparing Fig. 6 , we also compare the predicted and real energy cost for a future departure time of 10 h from the current time in Fig. 7 . It is shown that the main variation of the predicted energy cost almost matches the real consumed energy.
IV. CONCLUSION
In this paper, we have developed a prediction system to facilitate the ADAS route planning for FEVs. The system predicts the travel time and consumed energy at any future departure time for a targeted road segment and FEV so that the output can be used by ADAS to determine the most efficient route in terms of travel time and fuel/energy expense. The system supports reliable prediction for any future departure time to provide full flexibility of planning. It simultaneously processes multiple time-invariant and time-variant measurements for context-based energy cost prediction. To construct the prediction system, we have defined a general learning problem based on multiple time-invariant and time-variant inputs to unify both travel time and energy cost prediction tasks. The system consists of two components: One component generates an informative feature space from the time-invariant measurements and the historical and current data of multiple time-variant measurements, and the other component applies regression analysis to the resulting features for final prediction. For feature generation, we have proposed HDE, which combines multiple delays for embedding multiple types of data and removes redundant information and noise from the generated features using OLPP. We have conducted various experiments based on a traffic simulating platform using real-world traffic data provided by MTC. The proposed method is evaluated and compared with four existing prediction methods, where HDE outperforms the existing approaches for both short-and longterm predictions. Field trials for collecting real-world context and vehicle/battery status data are in procedure in Turin Area (Chieri), Italy, where two FEVs (FAAM Ecomile and Jolly 2000) are used as the testbed. Our future work will focus on further study and deeper analysis for energy cost prediction using a data set that was collected from field trials.
