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The cohomology of the moduli space M(n, d) of stable holomorphic vector bundles of co-
prime rank n and degree d over a fixed compact Riemann surface Σ of genus g ≥ 2 has been
intensely studied over many years. In the case when n = 2 we now have a very thorough
understanding of its structure [3, 24, 49, 56]. For arbitrary n it is known that the cohomology
has no torsion [1], and inductive and closed formulas for computing the Betti numbers have
been obtained [1, 8, 9, 19, 32], as well as a set of generators for the cohomology ring [1].
When n = 2 the relations between these generators can be explicitly described [3, 20, 24, 49,
51, 56] and in particular a conjecture of Mumford, that a certain set of relations is a complete
set, is now known to be true [29, 56]. Less is known about the relations between the generators
when n > 2, although in principle these can be obtained from the formulas given in [23, 55] for
the evaluation of polynomials in the generators on the fundamental class of M(n, d). It was
shown in [11] that the most obvious generalisation of Mumford’s conjecture to the cases when
n > 2 is false, although a modified version of the conjecture (using ‘dual Mumford relations’
together with the original Mumford relations) is true for n = 3. In this paper we generalise the
concept of the Mumford relations somewhat further and show that these generalised Mumford
relations form a complete set for arbitrary rank n.
The generators for H∗(M(n, d)) given by Atiyah and Bott in [1] are obtained from a (nor-
malised) universal bundle V over M(n, d) × Σ. With respect to the Ku¨nneth decomposition
of
H∗(M(n, d)× Σ)
the rth Chern class cr(V ) of V can be written as
cr(V ) = ar ⊗ 1 +
2g∑
j=1
bjr ⊗ αj + fr ⊗ ω
where {1}, {αj : 1 ≤ j ≤ 2g}, and {ω} are standard bases for H0(Σ), H1(Σ) and H2(Σ), and
ar ∈ H
2r(M(n, d)), bjr ∈ H
2r−1(M(n, d)), fr ∈ H
2r−2(M(n, d)), (0.1)
for 1 ≤ r ≤ n and 1 ≤ j ≤ 2g. It was shown in [1, Prop. 2.20 and p.580] that the classes ar
and fr (for 2 ≤ r ≤ n) and brj (for 1 ≤ r ≤ n and 1 ≤ j ≤ 2g) generate the rational cohomology
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ring of M(n, d).
Since tensoring by a fixed holomorphic line bundle of degree e gives an isomorphism between
the moduli spaces M(n, d) and M(n, d+ ne), we may assume without loss of generality that
(2g − 2)n < d < (2g − 1)n.
This implies that H1(Σ, E) = 0 for any stable bundle of rank n and degree d [44, Lemma 5.2],
and hence that π!V is a bundle of rank d− n(g − 1) over M(n, d), where
π :M(n, d)× Σ→M(n, d)
is the projection onto the first component and π! is the K-theoretic direct image map. It follows
that
cr(π!V ) = 0,
for r > d− n(g − 1). Via the Grothendieck-Riemann-Roch theorem we can express the Chern
classes of π!V as polynomials in the generators ar, b
j
r, fr described above, and hence their van-
ishing gives us relations between these generators. Mumford conjectured [1, p.582] that when
n = 2 these relations can be used to obtain a complete set. This is indeed true when n = 2
(see [29, 56]) but not in general for n > 2 [11, p.19]. However we will show that a similar
construction can be used to obtain a complete set of relations, as follows.
Suppose that 0 < nˆ < n, and that dˆ is coprime to nˆ. Then we have a universal bundle Vˆ
over M(nˆ, dˆ)× Σ, and both V and Vˆ can be pulled back to M(nˆ, dˆ)×M(n, d)× Σ. If
dˆ
nˆ
>
d
n
then there are no nonzero holomorphic bundle maps from a stable bundle of rank nˆ and degree
dˆ to a stable bundle of rank n and degree d, and hence, if
π :M(nˆ, dˆ)×M(n, d)× Σ→M(nˆ, dˆ)×M(n, d),
is the projection onto the first two components, it follows that −π!(Vˆ ∗⊗V ) is a bundle of rank
nnˆ(g − 1)− dnˆ+ dˆn over M(nˆ, dˆ)×M(n, d). Thus
0 = cr(−π!(Vˆ
∗ ⊗ V )) ∈ H∗(M(nˆ, dˆ)×M(n, d))
if r > nnˆ(g − 1)− dnˆ+ dˆn and hence the slant product
cr(−π!(Vˆ
∗ ⊗ V ))\γ ∈ H∗(M(n, d))
of cr(−π!(Vˆ ∗ ⊗ V )) with any homology class γ ∈ H∗(M(nˆ, dˆ)) vanishes when
r > nnˆ(g − 1)− dnˆ+ dˆn.
The main result of this paper (see Theorem 2.1 in §2 below) is that the relations obtained
between the generators ar, b
j
r, fr in this way
1 for 0 < nˆ < n and
d
n
+ 1 >
dˆ
nˆ
>
d
n
1A little more care must be taken when nˆ and dˆ are not coprime.
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and
nnˆ(g − 1)− dnˆ+ dˆn < r < nnˆ(g + 1)− dnˆ+ dˆn
form a complete set of relations (which are essentially Mumford’s relations when n = 2 and are
essentially the relations described in [11] when n = 3.) This is generalised to moduli spaces of
parabolic bundles in Theorem 7.1.
In principle all the relations between the Atiyah-Bott generators can be obtained by Poincare´
duality from the formulas given in [23, 55] for the evaluation of polynomials in these genera-
tors on the fundamental class [M(n, d)], but the linear algebra involved would be extremely
laborious, and our approach is a more geometric one. However we use the formulas of [23] in
the final section of the paper to give explicit formulas for the generalised Mumford relations in
terms of the Atiyah-Bott generators.
The first section of this paper describes background needed from [1] and [11] and the second
gives a careful statement of the main result, Theorem 2.1. §3 introduces modified completeness
criteria for relations between the generators similar to those used in [11, 29]. §4 contains the
heart of the proof, which involves a diagonal argument and the (excess) Porteous formula, and
§5 refines this to complete the case when dˆ is coprime to nˆ. §6 generalises what has been
done so far to cover parabolic bundles, and §7 proves a weak version of the main result in the
case of parabolic bundles with full flags. This is extended to the general case in §8 using the
method of reduction to a maximal torus (cf. [30]). §9 completes the proof of the main theorem
by restricting the range of dˆ and r required for a complete set of relations, and finally §10
uses nonabelian localisation [23] to provide some explicit formulas for the generalised Mumford
relations.
1 Background
There are many descriptions, from very different points of view, of the moduli space M(n, d)
of stable holomorphic bundles of coprime rank n and degree d over a compact Riemann surface
Σ of genus g ≥ 2: see for example [1, 16, 21, 34, 40, 41, 44]. The construction we shall use
is due to Atiyah and Bott in [1]; it is closely analogous to the construction of quotients in
geometric invariant theory [33, 38, 44] but involves a space and a group which are both infinite
dimensional. There are other constructions ofM(n, d) as genuine geometric invariant theoretic
quotients of nonsingular quasi-projective varieties by reductive group actions, which are in some
sense finite dimensional approximations to the construction of Atiyah and Bott (see [27]), and
the arguments we shall use could all be rewritten in terms of these finite-dimensional quotient
constructions.
In [1] Atiyah and Bott obtained generators for the cohomology ring of M(n, d). In the
next section we shall state our main theorem giving a complete set of relations between these
generators. In fact it will be enough to describe the relations between generators over the
rationals, since the cohomology ring of M(n, d) is torsion-free [1, p.578]. All cohomology
groups in this paper will therefore have rational coefficients unless specified otherwise.
Recall that a holomorphic vector bundle E over Σ is called semistable (respectively stable)
if every holomorphic subbundle D of E satisfies
µ(D) ≤ µ(E), (respectively µ(D) < µ(E)),
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where µ(D) = degree(D)/rank(D) is the slope of D. Nonsemistable bundles are said to be
unstable. Note that semistable bundles of coprime rank and degree are stable.
Let E be a fixed C∞ complex vector bundle of rank n and degree d over Σ. Let C be
the space of all holomorphic structures on E and let Gc denote the group of all C
∞ complex
automorphisms of E . Atiyah and Bott [1] identify the moduli space M(n, d) with the quotient
Css/Gc where Css is the open subset of C consisting of all semistable holomorphic structures
on E . The group Gc is the complexification of the gauge group G which consists of all smooth
automorphisms of E which are unitary with respect to a fixed Hermitian structure on E [1,
p.570]. We shall write G for the quotient of G by its U(1)-centre and Gc for the quotient of Gc
by its C∗-centre. There are natural isomorphisms [1, 9.1]
H∗(Css/Gc) = H
∗(Css/Gc) ∼= H
∗
Gc
(Css) ∼= H∗G(C
ss)
since the centre of Gc acts trivially on Css, while Gc acts freely on Css and Gc is the complexifi-
cation of G. Atiyah and Bott [1, Thm. 7.14] show that the restriction map H∗
G
(C)→ H∗
G
(Css) is
surjective. Further H∗
G
(C) ∼= H∗(BG) since C is an infinite-dimensional affine space [1, p.565].
So putting this all together we find that there is a natural surjection
Φ : H∗(BG) ∼= H∗G(C)→ H
∗
G
(Css) ∼= H∗(M(n, d)). (1.1)
Thus generators of the cohomology ring H∗(BG) give generators of the cohomology ring of the
moduli space M(n, d).
The cohomology rings of the classifying spaces BG and BG are described in [1, §§ 2, 9].
It is shown in [1, Prop. 2.4] that the classifying space BG can be identified with the space
Mapd(Σ, BU(n)) of all smooth maps f : Σ → BU(n) such that the pullback to Σ of the
universal vector bundle over BU(n) has degree d. If we pull back this universal bundle using
the evaluation map
Mapd(Σ, BU(n))× Σ→ BU(n) : (f,m) 7→ f(m)
then we obtain a rank n vector bundle V0 over BG × Σ. If further we restrict the pullback
bundle induced by the maps
Css × EG × Σ→ C × EG × Σ→ C ×G EG × Σ
≃
→ BG × Σ
to Css×{e}×Σ for some e ∈ EG then we obtain a G-equivariant holomorphic bundle on Css×Σ.
The centre of G acts as scalar multiplication on the fibres, and the associated projective bundle
descends to a holomorphic projective bundle over M(n, d)× Σ.
In fact this projective bundle is the projective bundle of a holomorphic vector bundle V over
M(n, d)× Σ [1, pp. 579-580]. This vector bundle V has the universal property that, for any
[E] ∈M(n, d) representing a bundle E over Σ, the restriction of V to {[E]} × Σ is isomorphic
to E.
Before constructing such a universal bundle V we note that tensoring with the pullback to
M(n, d)× Σ of any holomorphic bundle K over M(n, d) preserves the universal property and
the associated projective bundle remains unchanged. If we fix x ∈ Σ and identify Css with the
subset Css×{x} of Css×Σ then the C∗-centre of Gc acts on the fibres of det(V0|Css) with weight
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n and acts on the fibres of det(π!V0) with weight d − n(g − 1) where π : Css × Σ → Css is the
first projection and π! is the direct image map of K-theory. Since n and d are coprime there
exist integers u and v such that
un+ v(d− n(g − 1)) = 1.
Thus the C∗-centre of Gc acts on the fibres of
K = det(V0|Css)
u ⊗ det(π!V0)
v
as scalar multiplication, and hence acts trivially on the bundle
V = V0 ⊗ π
∗(K−1)
over Css × Σ. This bundle V then descends to a universal bundle V over M(n, d)× Σ.
Tensoring a universal bundle V by the pullback to M(n, d)×Σ of any holomorphic bundle
K over M(n, d) changes the generators ar, bjr and fr of H
∗(M(n, d)). In particular it changes
a1 by nc1(K) and c1(π!(V )) by (d − n(g − 1))c1(K). (Here we are using π to denote the first
projection M(n, d) × Σ → M(n, d) as well as π : Css × Σ → Css.) Therefore tensoring V by
π∗(K) changes ua1+ vc1(π!V ) by c1(K), with u and v chosen as above. Our choice of universal
bundle V satisfies
ua1 + vc1(π!V ) = 0, (1.2)
i.e. it is normalised in the sense used by Atiyah and Bott [1, p.582].
By a slight abuse of notation we define elements ar, b
j
r, fr in H
∗(BG;Q) by writing
cr(V) = ar ⊗ 1 +
2g∑
j=1
bjr ⊗ αj + fr ⊗ ω 1 ≤ r ≤ n.
where, as before, ω is the standard generator of H2(Σ) and α1, ..., α2g form a fixed canonical
cohomology basis for H1(Σ). Atiyah and Bott show [1, Prop. 2.20] that the ring H∗(BG) is
freely generated as a graded algebra over Q by the elements
{ar : 1 ≤ r ≤ n} ∪ {b
j
r : 1 ≤ r ≤ n, 1 ≤ j ≤ 2g} ∪ {fr : 2 ≤ r ≤ n}. (1.3)
The only relations among these generators are that the ar and fr commute with everything else
and that the bjr anticommute with each other.
The fibration BU(1)→ BG → BG induces an isomorphism [1, p.577]
H∗(BG) ∼= H∗(BG)⊗H∗(BU(1)),
where H∗(BU(1)) is a polynomial ring on one generator in degree two, which we can identify
with a1. The generators ar, b
j
r and fr ofH
∗(BG) can be pulled back via a section of this fibration
to give rational generators of the cohomology ring of BG. We may if we wish omit a1 since its
image in H∗(BG) can be expressed in terms of the other generators. The only other relations
are again the commuting of the ar and fr with all other generators, and the anticommuting of
the bjr. These generators for H
∗(BG) restrict to the generators ar, bjr, fr (0.1) for H
∗(M(n, d))
under the surjection (1.1).
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The relations between these generators for H∗(M(n, d);Q) are then given by the kernel of
the restriction map (1.1) which in turn is determined by the restriction map
H∗G(C)
∼= H∗G(C)⊗H
∗(BU(1))→ H∗
G
(Css)⊗H∗(BU(1)) ∼= H∗G(C
ss). (1.4)
The bundle V is universal in the sense that its restriction to {[E]} × Σ is isomorphic to
E for each semistable holomorphic bundle E over Σ of rank n and degree d, and π!V is the
alternating sum of the ith higher direct image sheaves Riπ∗V (see [17, §3.8]), whose stalks at
[E] are given by
H i(π−1([E]), V|π−1([E])) = H
i(Σ, V|[E]×Σ) ∼= H
i(Σ, E).
Tensoring E with a holomorphic line bundle over Σ of degree e gives an isomorphism between
M(n, d) and M(n, d + ne). Since n and d are coprime we may assume without any loss of
generality that
(2g − 2)n < d < (2g − 1)n.
From [44, lemma 5.2] we know that H1(Σ, E) = 0 for any semistable holomorphic bundle E of
slope greater than 2g − 2, and H i(Σ, E) = 0 if i > 1 since the complex dimension of Σ is one.
Thus π!V is in fact a vector bundle over M(n, d) with fibre H0(Σ, E) over [E] ∈M(n, d) and,
by the Riemann-Roch theorem, of rank d− n(g − 1).
In particular, if we express the Chern classes cr(π!V ) in terms of the generators ar, b
j
r and fr
of H∗(M(n, d)), then the fact that they vanish for r > d− n(g − 1) gives us relations between
the generators. Mumford conjectured [1, p.582] that when n = 2 these relations can be used
to obtain a complete set and this was proved in [29] and [56]. For n ≥ 3 the relations obtained
from the vanishing of the Chern classes of π!V above its rank do not in general form a complete
set [11, p.19]. However one can also obtain dual Mumford relations from vanishing Chern classes
of π!(V
∗), because H1(Σ, E∗) = 0 for any semistable bundle E over Σ of rank n and degree d
satisfying (1 − 2g)n < d < (2 − 2g)n, and in [11] it is shown that when n = 3 the Mumford
relations together with the dual Mumford relations form a complete set. In this paper we shall
further modify Mumford’s relations to obtain a complete set for general n.
Remark 1.1 We could also choose d such that −n < d < 0, which implies that H0(Σ, E) = 0
for any semistable bundle of rank n and degree d over Σ. Then −π!V is a bundle over M(n, d)
of rank n(g − 1)− d, so that cr(−π!V ) = 0 if r > n(g − 1)− d. By Serre duality the relations
obtained are equivalent to the dual Mumford relations, while the relations obtained by choosing
d satisfying 0 < d < n, so that −π(V ∗) is a bundle of rank n(g − 1) + d, are equivalent to the
original Mumford relations.
2 Statement of Results
Suppose now that nˆ and dˆ are integers satisfying 0 < nˆ < n and
dˆ
nˆ
>
d
n
.
Then, as in §1, we have a G(n, d)-equivariant bundle V over C(n, d)×Σ and a G(nˆ, dˆ)-equivariant
bundle Vˆ over C(nˆ, dˆ) × Σ. (Note that as it is now important to specify the values of n and
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d we denote C and G by C(n, d) and G(n, d).) Both V and Vˆ can then be pulled back to
C(nˆ, dˆ)× C(n, d)× Σ.
Let π : C(nˆ, dˆ)× C(n, d)×Σ→ C(nˆ, dˆ)× C(n, d) be the projection. As dˆ/nˆ > d/n there are
no nonzero holomorphic bundle maps from a semistable bundle Eˆ of rank nˆ and degree dˆ to a
semistable bundle E of rank n and degree d, and hence by the Riemann-Roch theorem we have
H0(Σ, Eˆ∗ ⊗ E) = 0 and dimH1(Σ, Eˆ∗ ⊗E) = nˆn(g − 1)− dnˆ + dˆn.
Therefore the restriction to C(nˆ, dˆ)ss × C(n, d)ss of −π!(Vˆ∗ ⊗ V) is a bundle of rank
nˆn(g − 1)− dnˆ+ dˆn.
This means that its equivariant Chern classes
cr(−π!(Vˆ
∗ ⊗ V)) ∈ H∗G(n,d)(C(n, d))⊗H
∗
G(nˆ,dˆ)
(C(nˆ, dˆ)) (2.1)
restrict to zero in C(n, d)ss × C(nˆ, dˆ)ss when r > nˆn(g − 1)− dnˆ+ dˆn. Therefore if we restrict
the equivariant Chern class cr(−π!(Vˆ∗ ⊗ V)) to C(n, d)ss × C(nˆ, dˆ)ss for such a value of r, and
take its slant product with any element of H
G(nˆ,dˆ)
∗ (C(nˆ, dˆ)ss), this gives us an element of the
kernel of the restriction map
H∗G(n,d)(C(n, d))→ H
∗
G(n,d)(C(n, d)
ss) ∼= H∗(M(n, d))⊗H∗(BU(1)).
The main aim of this paper is to show that the kernel of this restriction map is generated as
an ideal in H∗G(n,d)(C(n, d)) by the elements obtained in this way. Equivalently these relations,
together with the relation (1.2) due to the normalisation of the universal bundle, give a complete
set of relations among the generators ar, b
j
r and fr of H
∗(M(n, d)).
We need to bear in mind that, although by assumption n and d are coprime, we are not
assuming that nˆ and dˆ are necessarily coprime. When nˆ and dˆ are coprime we can express the
relations obtained above in terms of universal bundles V and Vˆ over the moduli spacesM(n, d)
and M(nˆ, dˆ) as in the introduction, and take slant products with elements of H∗(M(nˆ, dˆ)).
However when nˆ and dˆ are not coprime we need to take care about the distinction between stable
and semistable bundles, and the bundle Vˆ over C(nˆ, dˆ)×Σ does not in general induce a universal
bundle Vˆ , even over the product with Σ of the moduli space Ms(nˆ, dˆ) ∼= C(nˆ, dˆ)s/G(nˆ, dˆ) of
stable bundles over Σ [44, Chapter 5]. Thus the precise statement of our main result is phrased
in terms of C(nˆ, dˆ), not M(nˆ, dˆ), as follows.
Theorem 2.1 If n and d are coprime then the kernel of the restriction map
H∗G(n,d)(C(n, d))→ H
∗
G(n,d)(C(n, d)
ss)
is generated as an ideal in H∗G(n,d)(C(n, d)) by slant products of the form
cr(−π!(Vˆ
∗ ⊗ V))\γ
for integers nˆ, dˆ and r satisfying 0 < nˆ < n and d
n
< dˆ
nˆ
< d
n
+ 1 and
nnˆ(g − 1)− dnˆ+ dˆn < r < nnˆ(g + 1)− dnˆ+ dˆn
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where
cr(−π!(Vˆ
∗ ⊗ V)) ∈ H∗
G(nˆ,dˆ)
(C(nˆ, dˆ))⊗H∗G(n,d)(C(n, d))
is the rth equivariant Chern class of the equivariant virtual bundle −π!(Vˆ∗ ⊗V) over C(nˆ, dˆ)×
C(n, d), and γ lies in the image of the natural map
HG(nˆ,dˆ)∗ (C(nˆ, dˆ)
ss)→ HG(nˆ,dˆ)∗ (C(nˆ, dˆ)).
We shall rephrase this theorem more explicitly in terms of a complete set of relations among
the generators ar, b
j
r, fr for H
∗(M(n, d)) in § 10 (see Theorems 10.2 and 10.4 and Remark 10.5).
3 Completeness Criteria
We have observed that the relations between the generators ar, b
j
r and fr for H
∗(M(n, d)) are
determined by the kernel of the restriction map
H∗G(C)
∼= H∗G(C)⊗H
∗(BU(1))→ H∗
G
(Css)⊗H∗(BU(1)) ∼= H∗G(C
ss).
In order to describe this kernel we consider the Harder-Narasimhan-Shatz stratification of the
space C of holomorphic structures on a fixed C∞ complex vector bundle E of rank n and degree
d over Σ [1, 19, 48]. The stratification {Cµ : µ ∈M} is indexed by the partially ordered set M
consisting of all the types of holomorphic bundles of rank n and degree d, as follows.
Any holomorphic bundle E over M of rank n and degree d has a filtration (or flag) [19,
p.221],[33]
0 = E0 ⊂ E1 ⊂ · · · ⊂ Es = E
of subbundles such that the quotient bundles Qp = Ep/Ep−1 are semistable for 1 ≤ p ≤ s and
satisfy
µ(Qp) =
dp
np
>
dp+1
np+1
= µ(Qp+1)
where dp and np are respectively the degree and rank of Qp, and µ(Qp) = dp/np is its slope.
This filtration is canonically associated to E and is called the Harder-Narasimhan filtration of
E. We define the type of E to be
µ = (µ(Q1), ..., µ(Qs)) ∈ Q
n
where the entry µ(Qp) is repeated np times. The semistable bundles have type
µ0 = (d/n, ..., d/n)
and form the unique open stratum. The set M of all possible types of holomorphic vector
bundles over Σ provides an indexing set for the stratification, and if µ ∈ M then the subset
Cµ ⊆ C is defined to be the set of all holomorphic vector bundles over Σ of type µ. A partial
order on M is defined as follows. Let σ = (σ1, ..., σn) and τ = (τ1, ..., τn) be two types; we
define
σ ≥ τ if and only if
∑
j≤i
σj ≥
∑
j≤i
τj for 1 ≤ i ≤ n− 1. (3.1)
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The stratification has the following properties:-
(i) The stratification is smooth and Gc-invariant. That is, each stratum Cµ is a locally closed
Gc-invariant complex submanifold of C. Furthermore, by [1, 7.8], the closure in C of the stratum
Cµ for any µ ∈M satisfies
Cµ ⊆
⋃
ν≥µ
Cν . (3.2)
(ii) Each stratum Cµ is connected and has finite (complex) codimension dµ in C, given by
the formula [1, 7.16]
dµ =
∑
i>j
(nidj − njdi + ninj(g − 1)), (3.3)
when µ = (d1/n1, ..., dP/nP ) as above. Moreover given any integer N there are only finitely
many µ ∈M such that dµ ≤ N .
(iii) The gauge group G acts on C preserving the stratification which is equivariantly perfect
with respect to this action [1, Thm. 7.14]. In particular there is an isomorphism of vector
spaces
HkG(C)
∼=
⊕
µ∈M
H
k−2dµ
G (Cµ) = H
k
G(C
ss)⊕
⊕
µ6=µ0
H
k−2dµ
G (Cµ).
The restriction map HkG(C)→ H
k
G(C
ss) is the projection onto the summand HkG(C
ss) and so the
kernel is isomorphic as a vector space to
⊕
µ6=µ0
H
k−2dµ
G (Cµ). (3.4)
(iv) Let µ = (d1/n1, ..., ds/ns). Atiyah and Bott show [1, Prop. 7.12] that the map
s∏
p=1
C(np, dp)
ss → Cµ,
which sends a sequence of semistable bundles (F1, ..., Fs) to the direct sum F1⊕·· ·⊕Fs, induces
an isomorphism
H∗G(Cµ)
∼=
⊗
1≤p≤s
H∗G(np,dp)(C(np, dp)
ss).
Remark 3.1 It follows from the isomorphism (3.4) that for any set of relations in H∗G(C
ss)
to be complete it is necessary that the least degree of a nontrivial relation in the set must be
equal to the smallest real codimension of an unstable stratum. When n > 2 and n/2 < d < n
then the least real codimension of an unstable stratum is 2(n − d + (n − 1)(g − 1)) and the
smallest degree of any of the original Mumford relations is 2(d+ (n− 1)(g− 1)) [11, p.19], and
consequently the set of original Mumford relations is not generally complete.
Remark 3.2 By property (i) above, the subset
Uµ = C −
⋃
ν>µ
Cν =
⋃
ν 6>µ
Cν
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is an open subset of C containing Cµ as a closed submanifold. Hence there is a long exact
sequence (the Thom-Gysin sequence)
· · · → H
j−2dµ
G (Cµ)→ H
j
G(Uµ)→ H
j
G(Uµ − Cµ)→ · · · .
From (iii) we know that the stratification is equivariantly perfect, which means that each of
these long exact sequences break up into short exact sequences 0 → H
j−2dµ
G (Cµ) → H
j
G(Uµ) →
HjG(Uµ − Cµ) → 0, and so the maps H
∗
G(C) → H
∗
G(Uµ) are all surjective. In fact Atiyah and
Bott show that the stratification is equivariantly perfect by considering the composition
H
j−2dµ
G (Cµ)→ H
j
G(Uµ)→ H
j
G(Uµ − Cµ)
which is multiplication by eµ, the equivariant Euler class of the normal bundle to Cµ in C.
Atiyah and Bott show [1, p.569] that eµ is not a zero-divisor in H
∗
G(Cµ) and deduce that the
Thom-Gysin maps
H
j−2dµ
G (Cµ)→ H
j
G(Uµ)
are all injective.
This leads to certain criteria for a set of relations to be complete, described in [29, Prop.
1] (see also [11, Prop. 4] where the criteria are slightly modified and the proof of completeness
is corrected). First we introduce a total order  on M extending the partial order ≤ defined
at (3.1) above. This total order  is a lexicographic ordering: given µ = (µ1, ..., µn) and
ν = (ν1, ..., νn) in M we define
µ ≺ ν if there exists q ∈ {1, ..., n} with µq < νq and µi = νi for 1 ≤ i < q.
We then write µ  ν if µ ≺ ν or µ = ν.
Following [48] and [1, § 7] we associate with µ = (d1/n1, . . . , ds/ns) the convex polygon Pµ
with vertices
(0, 0), (n1, d1), (n1 + n2, d1 + d2), . . . , (n1 + · · ·+ ns, d1 + · · ·+ ds) = (n, d).
We see that µ ≤ ν if and only if Pµ lies below Pν whereas µ  ν if and only if Pµ and Pν
agree to the left of some vertex and Pµ lies below Pν immediately to the right of this vertex.
Notice that the total order  introduced here differs from that of [11, p.20] and is in a sense
its dual; in [11]  is defined by µ  ν if and only if Pµ and Pν agree to the right of some vertex
and Pµ lies below Pν immediately to the left of this vertex.
By [11, Prop. 4] we have:
Proposition 3.3 (Completeness Criteria) Let R be a subset of the kernel of the restriction
map
H∗G(C)→ H
∗
G(C
ss).
Suppose that for each unstable type µ 6= µ0 there is a subset Rµ of the ideal generated by R in
H∗G(C) such that the image of Rµ under the restriction map
H∗G(C)→ H
∗
G(Cν)
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is zero when ν ≺ µ and when ν = µ contains the ideal of H∗G(Cµ) generated by the equivariant
Euler class eµ of the normal bundle Nµ to the stratum Cµ in C. Then R generates the kernel of
the restriction map
H∗G(C)→ H
∗
G(C
ss)
as an ideal of H∗G(C).
In order to simplify later arguments, we now observe that Atiyah and Bott could have used
a coarser stratification of C.
Definition 3.4 For any integers n1 and d1 let Sn1,d1 be the subset of C consisting of all those
holomorphic structures with Harder-Narasimhan filtration
0 = E0 ⊂ E1 ⊂ · · · ⊂ Es = E
where E1 has rank n1 and degree d1. We shall say that such a holomorphic structure has coarse
type (n1, d1). When it is necessary to specify the dependence of Sn1,d1 on n and d we shall write
S
(n,d)
n1,d1
. Then
Sn,d = C
ss = Cµ0
and each Sn1,d1 is a union of finitely many strata from the stratification {Cµ : µ ∈ M} of C by
type. Moreover since
Cµ ⊆
⋃
µ′≥µ
Cµ′
we have
Sm,k ⊆

 ⋃
k′
m′
> k
m
Sm′,k′

 ∪

 ⋃
k′
m′
= k
m
,k′≥k
Sm′,k′

 .
Now Cµ is locally a submanifold of finite codimension
dµ = dimH
1(Σ,End′′E) =
∑
i>j
nidj − njdi + ninj(g − 1)
where E is any holomorphic bundle of type µ and End′′E is the quotient of EndE by the
subbundle End′E of holomorphic endomorphisms of E which preserve its Harder-Narasimhan
filtration (see [1, §7]). The proof of this is based on the observation that
H0(Σ,End′′E) = 0
which is a direct consequence of the fact that if D1 and D2 are semistable bundles of rank n1
and n2 and degrees d1 and d2 satisfying d1/n1 > d2/n2 then there are no nonzero bundle maps
from D1 to D2. If we replace End
′E by the bundle of holomorphic endomorphisms of E which
preserve the first proper subbundle E1 in its Harder-Narasimhan filtration and replace End
′′E
by the quotient of EndE by this subbundle, then we still have H0(Σ,End′′E) = 0, and the
argument of [1, § 7] that Cµ is locally a submanifold of finite dimension dµ in C applies equally
well to show that Sn1,d1 is locally a submanifold of finite codimension
δn1,d1 = (n− n1)d1 − n1(d− d1) + n(n− n1)(g − 1)
= nd1 − n1d+ n1(n− n1)(g − 1)
(3.5)
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in C.
Note that if d1/n1 > d/n then a holomorphic bundle E has coarse type (n1, d1) if and only
if E has a semistable subbundle E1 of rank n1 and degree d1 such that the coarse type (n2, d2)
of the quotient bundle E/E1 satisfies d2/n2 < d1/n1. Thus the proof of [1, Prop. 7.12] shows
that
H∗G(Sn1,d1)
∼= H∗G(n1,d1)(C(n1, d1)
ss)⊗H∗G(n−n1,d−d1) (U(n1, d1)) (3.6)
where
U(n1, d1) =
⋃
d2
n2
<
d1
n1
S
(n−n1,d−d1)
n2,d2
= C(n− n1, d− d1)\
⋃
d2
n2
≥
d1
n1
S
(n−n1,d−d1)
n2,d2
is an open subset of C(n− n1, d− d1).
The isomorphism (3.6) is induced by inclusions
C(n1, d1)
ss × U(n1, d1) →֒ C(n1, d1)× C(n− n1, d− d1) →֒ C(n, d) = C
and
G(n1, d1)× G(n− n1, d− d1) →֒ G(n, d) = G,
given by identifying our fixed C∞ bundle of rank n and degree d over Σ with the direct sum
of fixed C∞ bundles of ranks n1 and n − n1 and degrees d1 and d − d1 respectively. The
gauge group G(n, d) has a constant central circle subgroup acting trivially on C(n, d), and
therefore G(n1, d1) × G(n − n1, d − d1) has a central subgroup T = (S1)2 acting trivially on
C(n1, d1)× C(n− n1, d− d1). Moreover at a point of C(n1, d1)ss × U(n1, d1) corresponding to a
direct sum of bundles E = D1 ⊕D2, the normal to Sn1,d1 is naturally isomorphic to
H1(Σ,End′′E) = H1(Σ, D∗1 ⊗D2) (3.7)
(cf. [1, §7]) and an element (t1, t2) ∈ (S1)2 = T acts on this as scalar multiplication by t
−1
1 t2.
Thus the representation of T on the normal to Sn1,d1 is primitive, and so by Atiyah and Bott’s
criterion [1, 13.4] the equivariant Euler class en1,d1 of the normal to Sn1,d1 in C is not a zero
divisor in H∗G(Sn1,d1). Therefore by [1, 1.9] we have proved (cf. [1, Thm. 7.14]),
Proposition 3.5 The stratification{
Sn1,d1 : 0 < n1 < n,
d1
n1
>
d
n
}⋃
{Sn,d}
of C by coarse type is equivariantly perfect.
Let PG(X)(t) denote the equivariant Poincare´ series
PG(X)(t) =
∑
i≥0
ti dimH iG(X)
of a topological space X acted on by a group G. Then Proposition 3.5 together with (3.6) tells
us that
PG(C)(t) = PG(C
ss)(t) +
∑
0 < n1 < n,
d1/n1 > d/n
t2δn1,d1PG(Sn1,d1)(t)
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where
PG(Sn1,d1)(t) = PG(n1,d1)(C(n1, d1)
ss)(t)PG(n−n1,d−d1)(U(n1, d1))(t)
= PG(n1,d1)(C(n1, d1)
ss)(t)
[
PG(n−n1,d−d1)(C(n− n1, d− d1))(t)
−
∑
d2
n2
≥
d1
n1
t2δ(n−n1,d−d1)n2,d2PG(n−n1,d−d1)(S
(n−n1,d−d1)
n2,d2
)(t)

 ,
with
δn1,d1 = nd1 − n1d+ n1(n− n1)(g − 1)
and
δ
(n−n1,d−d1)
n2,d2
= (n− n1 − n2)d2 − n2(d− d1 − d2) + n2(n− n1 − n2)(g − 1)
= (n− n1)d2 − n2(d− d1) + n2(n− n1 − n2)(g − 1).
Since [1, Thm. 2.15]
PG(C)(t) =
∏n
k=1(1 + t
2k−1)2g∏n
k=1(1 + t
2k)
∏n
k=2(1 + t
2k−2)
,
this gives us an inductive formula for PG(C
ss)(t), and hence for the Betti numbers of M(n, d)
when n and d are coprime. This is easily seen to be equivalent to the formula
PG(C)(t) = PG(C
ss)(t) +
∑
µ=(d1/n1,...,ds/ns)6=µ0
t2dµ
∏
1≤j≤s
PG(nj ,dj)(C(nj , dj)
ss)(t) (3.8)
of Atiyah and Bott [1, Prop. 7.12, Thm. 7.14] since
dµ =
∑
i>j
nidj − njdi + ninj(g − 1)
=
s−1∑
j=1



 s∑
i=j+1
ni

 dj − nj

 s∑
i=j+1
di

+ nj

 s∑
i=j+1
ni

 (g − 1)


= δn1,d1 + δ
(n−n1,d−d1)
n2,d2
+ δ
(ns−1+ns,ds−1+ds)
ns,ds .
This inductive formula is equivalent to the following closed formula [8, 32, 57]
P (M(n, d))(t) =
∑
n1+···nl=n
(−1)l−1
(1 + t)2gl
(1− t2)l−1
l∏
j=1
nj−1∏
i=1
(1 + t2i+1)2g
(1− t2i)(1− t2i+2)
×
×
l−1∏
j=1
t
2
∑
i<j
ninj(g−1)+
∑l−1
i=1
(ni+ni+1)〈−(n1+···+nj)d/n〉
1− t2(nj+nj+1)
. (3.9)
The fact that the equivariant Euler class en1,d1 of the normal to any stratum Sn1,d1 in C is not
a zero-divisor in H∗G(Sn1,d1) also gives us an alternative (and slightly simpler) version of the
completeness criteria (Proposition 3.3 above) as follows.
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Proposition 3.6 (Modified Completeness Criteria) Let R be a subset of the kernel of the
restriction map
H∗G(C)→ H
∗
G(C
ss).
Suppose that for each pair of integers (nˆ, dˆ) with 0 < nˆ < n and dˆ
nˆ
> d
n
there is a subset Rnˆ,dˆ
of the ideal generated by R in H∗G(C) such that the image of Rnˆ,dˆ under the restriction map
H∗G(C)→ H
∗
G(Sn1,d1)
is zero when d1/n1 < dˆ/nˆ or d1/n1 = dˆ/nˆ and n1 < nˆ and when (n1, d1) = (nˆ, dˆ) equals the ideal
of H∗G(Snˆ,dˆ) generated by the equivariant Euler class enˆ,dˆ of the normal bundle to the stratum
Snˆ,dˆ in C. Then R generates the kernel of the restriction map
H∗G(C)→ H
∗
G(C
ss)
as an ideal of H∗G(C).
Proof: Suppose that η ∈ HjG(C) lies in the kernel of the restriction map H
∗
G(C) → H
∗
G(C
ss).
There are only finitely many pairs of integers (nˆ, dˆ) with 0 < nˆ < n and dˆ/nˆ > d/n for which
the real codimension
2δnˆ,dˆ = 2(ndˆ− nˆd+ nˆ(n− nˆ)(g − 1))
of the stratum Snˆ,dˆ is at most j; let these be
(nˆ1, dˆ1), (nˆ2, dˆ2), . . . , (nˆk, dˆk)
ordered so that (nˆ1, dˆ1) = (n, d) and
dˆi/nˆi < dˆi+1/nˆi+1 or dˆi/nˆi = dˆi+1/nˆi+1 and nˆi < nˆi+1
for 1 ≤ i < k. Then by Proposition 3.5 we have short exact sequences
0→ H
j−2δ
nˆi,dˆi
G (Snˆi,dˆi)→ H
j
G(U(nˆi, dˆi) ∪ Snˆi,dˆi)→ H
j
G(U(nˆi, dˆi))→ 0 (3.10)
for 1 ≤ i < k, where U(nˆ1, dˆ1) = C
ss and U(nˆi, dˆi) ∪ Snˆi,dˆi = U(nˆi+1, dˆi+1) and the restriction
map
HjG(C)→ H
j
G(U(nˆk, dˆk) ∪ Snˆk,dˆk)
is an isomorphism.
By assumption η lies in the kernel of the restriction map H∗G(C) → H
∗
G(C
ss) which is the
composition of the restriction maps
HjG(C)→ H
j
G(U(nˆk, dˆk) ∪ Snˆk,dˆk)→ H
j
G(U(nˆk, dˆk))
→ HjG(U(nˆk−1, dˆk−1))→ · · · → H
j
G(U(nˆ1, dˆ1)) = H
j
G(C
ss).
Therefore its image η1 in H
j
G(U(nˆ2, dˆ2)) = H
j
G(U(nˆ1, dˆ1) ∪ Snˆ1,dˆ1) lies in the kernel of the
restriction to HjG(U(nˆ1, dˆ1)), which by (3.10) is the image of the Thom-Gysin map
TG : H
j−2δ
nˆ1,dˆ1
G (Snˆ1,dˆ1)→ H
j
G(U(nˆ1, dˆ1) ∪ Snˆ1,dˆ1).
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Let ζ1 ∈ H
j−2δ
nˆ1,dˆ1
G (Snˆ1,dˆ1) be such that η1 = TG(ζ1); then by hypothesis there is some σ1
in the ideal generated by R whose restriction to Css is 0 and whose restriction to Snˆ1,dˆ1 is
ζ1enˆ1,dˆ1). Since σ1 restricts to 0 in C
ss = U(nˆ1, dˆ1) it restricts to TG(ξ1) in U(nˆ2, dˆ2) for some
ξ1 ∈ H
j−2δ
nˆ1,dˆ1
G (Snˆ1,dˆ1). But then the restriction of σ1 to S(nˆ1,dˆ1) is ζ1enˆ1,dˆ1) = ξ1enˆ1,dˆ1), and as
enˆ1,dˆ1) is not a zero-divisor in H
∗
G(Snˆ1,dˆ1) it follows that ζ = ξ. Thus η and σ1 both restrict to
TG(ζ1) in H
∗
G(U(nˆ2, dˆ2)), so the restriction of η − σ1 to H
j
G(U(nˆ3, dˆ3)) lies in the image of the
Thom-Gysin map
TG : H
j−2δ
nˆ2,dˆ2
G (Snˆ2,dˆ2)→ H
j
G(U(nˆ2, dˆ2) ∪ Snˆ2,dˆ2).
Repeating the argument above with Snˆ2,dˆ2 replacing Snˆ1,dˆ1 we find that there is some σ2 in the
ideal generated by R such that η−σ1−σ2 restricts to 0 in H
j
G(U(nˆ3, dˆ3)). Repeating the same
argument k times gives us σ1, . . . , σk in the ideal generated by R such that η − σ1 − · · · − σk
restricts to 0 in
HjG(U(nˆk, dˆk) ∪ Snˆk,dˆk)
∼= HjG(C),
and so η = σ1 + · · ·+ σk lies in the ideal generated by R as required.
4 Diagonals
The modified completeness criteria of Proposition 3.6 tell us that for each pair of positive
integers (nˆ, dˆ) with 0 < nˆ < n and dˆ
nˆ
> d
n
we need to look for a set of relations whose restriction
in H∗G(Sn1,d1) is zero when d1/n1 < dˆ/nˆ or d1/n1 = dˆ/nˆ and n1 < nˆ, and when (n1, d1) = (nˆ, dˆ)
equals the ideal of H∗G(Snˆ,dˆ) generated by the equivariant Euler class enˆ,dˆ of the normal to Snˆ,dˆ
in C. Recall from (3.6) that
H∗G(Sn1,d1)
∼= H∗G(n1,d1)(C(n1, d1)
ss)⊗H∗G(n−n1,d−d1)(U(n1, d1))
where
U(n1, d1) =
⋃
d2
n2
<
d1
n1
S(n− n1, d− d1)n2,d2)
is an open subset of C(n − n1, d − d1). Moreover it follows from Proposition 3.5 and Remark
3.2 that the restriction map
H∗G(n−n1,d−d1)(C(n− n1, d− d1))→ H
∗
G(n−n1,d−d1)(U(n1, d1))
is surjective. Thus given
η ∈ H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss)⊗H∗
G(n−nˆ,d−dˆ)
(C(n− nˆ, d− dˆ))
it suffices to find a relation whose image under the restriction map
H∗G(C)→ H
∗
G(n1,d1)(C(n1, d1)
ss)⊗H∗G(n−n1,d−d1)(U(n1, d1))
is zero when d1/n1 < dˆ/nˆ or d1/n1 = dˆ/nˆ and n1 < nˆ, and when (n1, d1) = (nˆ, dˆ) equals
ηenˆ,dˆ
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(or, more precisely, the product of the restriction of η to C(nˆ, dˆ)ss × U(nˆ, dˆ) with enˆ,dˆ.)
By Lefschetz duality [50, p.297], since C(nˆ, dˆ)s/G(nˆ, dˆ) =Ms(nˆ, dˆ) is a manifold of dimension
D(nˆ, dˆ) = 2[(nˆ2 − 1)(g − 1) + g] = 2(nˆ2g − nˆ2 + 1)
we have a natural map
LD : HG(nˆ,dˆ)∗ (C(nˆ, dˆ)
s) ∼= H∗(M
s(nˆ, dˆ))→ HD(nˆ,dˆ)−∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss) (4.1)
such that if γ ∈ HG(nˆ,dˆ)∗ (C(nˆ, dˆ)s) then LD(γ) is the element of the dual of
H
G(nˆ,dˆ)
D(nˆ,dˆ)−∗
(C(nˆ, dˆ)ss)
which takes a G(nˆ, dˆ)-equivariant cycle on C(nˆ, dˆ)ss to its intersection, modulo G(nˆ, dˆ), with γ.
This makes sense because G(nˆ, dˆ) acts freely on C(nˆ, dˆ)s with quotient the manifold Ms(nˆ, dˆ);
thus modulo G(nˆ, dˆ) we can make the intersection transverse and count the number of inter-
section points with signs in the usual way.
In this section we shall prove that if η = LD(γ) where γ ∈ HG(nˆ,dˆ)∗ (C(nˆ, dˆ)s) and we identify
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss) with its image in
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss)⊗H∗
G(n−nˆ,d−dˆ)
(C(n− nˆ, d− dˆ)s),
then the relations given by the slant products
cr(−π!(Vˆ
∗ ⊗ V))\γ
with r ≥ nnˆ(g − 1) + nˆd− ndˆ + 1 will have the required properties.
Remark 4.1 When nˆ and dˆ are coprime then C(nˆ, dˆ)ss equals C(nˆ, dˆ)s and its quotient by
G(nˆ, dˆ), namely M(nˆ, dˆ), is a compact manifold. In this case the Lefschetz duality map is
essentially Poincare´ duality and the map LD is an isomorphism. When nˆ and dˆ are not
coprime we will have more work to do to find suitable relations for all η ∈ H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss).
First we prove:
Lemma 4.2 If γ ∈ HG(nˆ,dˆ)∗ (C(nˆ, dˆ)s) where dˆ/nˆ > d/n, and if r ≥ r(nˆ, dˆ) where r(nˆ, dˆ) =
nnˆ(g − 1) + nˆd− ndˆ+ 1, then the image of the slant product
cr(−π!(Vˆ
∗ ⊗ V))\γ
under the restriction map
H∗G(C)→ H
∗
G(Sn1,d1)
∼= H∗G(n1,d1)(C(n1, d1)
ss)⊗H∗G(n−n1,d−d1)(U(n1, d1))
is zero when d1/n1 < dˆ/nˆ, and also when d1/n1 = dˆ/nˆ and n1 < nˆ.
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Proof: Let Eˆ be a stable bundle of rank nˆ and degree dˆ, and let E = D ⊕ C where D is
semistable of rank n1 and degree d1 and C has rank n− n1 and degree d− d1 and coarse type
(n2, d2) where d2/n2 < d1/n1. If d1/n1 < dˆ/nˆ there are no nonzero bundle maps from Eˆ to
D, since Eˆ and D are both semistable, and if d1/n1 = dˆ/nˆ then, because Eˆ is stable, the only
nonzero bundle maps from Eˆ to D are injections which cannot exist if n1 < nˆ [44, 5.1, 5.2].
Thus H0(Σ, Eˆ∗ ⊗D) = 0. Moreover since C has coarse type (n2, d2) where
d2
n2
<
d1
n1
≤
dˆ
nˆ
,
the Harder-Narasimhan filtration
0 = C0 ⊂ C1 ⊂ · · · ⊂ Cs = C
of C has semistable subquotients Cj/Cj−1 of rank mj and degree cj satisfying
cj
mj
≤
c1
m1
=
d2
n2
<
d1
n1
.
Therefore if d1/n1 ≤ dˆ/nˆ, the projection of any bundle map θ : Eˆ → C onto C/Cs−1 is zero,
so θ maps Eˆ into Cs−1, but then the projection of θ onto Cs−1/Cs−2 is zero, so θ maps Eˆ into
Cs−2, and inductively we find that θ = 0. Hence H
0(Σ, Eˆ∗ ⊗ C) = 0 and
H0(Σ, Eˆ∗ ⊗ E) = H0(Σ, Eˆ∗ ⊗ C)⊕H0(Σ, Eˆ∗ ⊗D) = 0.
Therefore by the Riemann-Roch theorem the restriction of −π!(Vˆ∗ ⊗ V) to
C(nˆ, dˆ)s × C(n1, d1)
ss × U(n1, d1)
is a bundle of rank nnˆ(g − 1) + nˆd− ndˆ; so if r is strictly greater than this value the image of
the rth equivariant Chern class cr(−π!(Vˆ∗ ⊗ V)) in
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)s)⊗H∗G(n1,d1)(C(n1, d1)
ss)⊗H∗G(n−n1,d−d1)(U(n1, d1))
is zero. The result follows.
Definition 4.3 Let aˆ1, a
(1)
1 and a
(2)
1 be the generators of the first, second and third copies of
the polynomial ring H∗(BU(1)) in
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)s)⊗H∗G(n1,d1)(C(n1, d1)
ss)⊗H∗G(n−n1,d−d1)(U(n1, d1))
where
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)s) ∼= H∗(BU(1))⊗H∗G(nˆ,dˆ)(C(nˆ, dˆ)
s),
H∗G(n1,d1)(C(n1, d1)
ss) ∼= H∗(BU(1)⊗H∗G(n1,d1)(C(n1, d1)
ss),
H∗G(n−n1,d−d1)(U(n1, d1))
∼= H∗(BU(1)⊗H∗G(n−n1,d−d1)(U(n1, d1)).
Note that the restriction of a1 ∈ H∗G(n,d)(C(n, d)) to C(n1, d1)
ss × U(n1, d1) is a
(1)
1 + a
(2)
1 .
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Definition 4.4 Let V1 and V2 be the universal bundles over C(n1, d1) and C(n−n1, d− d1), so
that the restriction of V to C(n1, d1)ss × U(n1, d1) is V1 ⊕ V2.
We need to consider the restriction of a relation of the form cr(−π!(Vˆ∗⊗V))\γ to H∗G(Snˆ,dˆ);
that is, we consider the case when (nˆ, dˆ) = (n1, d1).
Proposition 4.5 If γ ∈ HG(nˆ,dˆ)∗ (C(nˆ, dˆ)s) where dˆ/nˆ > d/n, and if r = r(nˆ, dˆ) + j where
r(nˆ, dˆ) = nnˆ(g − 1) + nˆd− ndˆ+ 1,
then the image of the slant product cr(−π!(Vˆ∗ ⊗ V))\γ under the restriction map
H∗G(C)→ H
∗
G(Snˆ,dˆ)
∼= H∗G(nˆ,dˆ)(C(nˆ, dˆ)
ss)⊗H∗
G(n−nˆ,d−dˆ)
(U(nˆ, dˆ))
is the product
(−a(1)1 )
jLD(γ)enˆ,dˆ
of the equivariant Euler class enˆ,dˆ of the normal bundle to Snˆ,dˆ in C with the image of γ under
the Lefschetz duality map
LD : HG(nˆ,dˆ)∗ (C(nˆ, dˆ)
s) ∼= H∗(Ms(nˆ, dˆ))→ H
D(nˆ,dˆ)−∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss)
and j copies of minus the generator a
(1)
1 ∈ H
∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss).
The proof of Proposition 4.5 is based on the following three lemmas.
Lemma 4.6 The restriction of the equivariant Chern polynomial
c(−π!(Vˆ
∗ ⊗ V))(t) =
∑
k≥0
ck(−π!(Vˆ
∗ ⊗ V))tk
to C(nˆ, dˆ)s × C(nˆ, dˆ)ss × U(nˆ, dˆ) equals the product
c(−π!(Vˆ
∗ ⊗ V1))(t)c(−π!(Vˆ
∗ ⊗ V2))(t)
where c(−π!(Vˆ∗ ⊗ V2))(t) is a polynomial in t of degree at most
nˆ(n− nˆ)(g − 1) + nˆd− ndˆ
as predicted by the Riemann-Roch theorem. Moreover the restriction of the Chern polynomial
c(−π!(Vˆ∗ ⊗ V1))(t) to the complement in C(nˆ, dˆ)s × C(nˆ, dˆ)ss × U(nˆ, dˆ) of ∆s × U(nˆ, dˆ) where
∆s = {(F1, F2) ∈ C(nˆ, dˆ)
s × C(nˆ, dˆ)ss : F1 ∼= F2}
is a polynomial in t of degree at most nˆ2(g − 1) as predicted by Riemann-Roch.
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Lemma 4.7 There is a line bundle L over ∆s with first Chern class
c1(L) = a
(1)
1 − aˆ1
such that
Vˆ
∣∣∣
∆s×U(nˆ,dˆ)×Σ
⊗ π∗L ∼= V1|∆s×U(nˆ,dˆ)×Σ
and hence
π!(Vˆ
∗ ⊗ V2)
∣∣∣
∆s×U(nˆ,dˆ)
∼= L ⊗ π!(V
∗
1 ⊗ V2)|∆s×U(nˆ,dˆ) .
Moreover the codimension of ∆s in C(nˆ, dˆ)s × C(nˆ, dˆ)s is nˆ2(g − 1) + 1 and its normal bundle
has equivariant Chern polynomial
c(−π!(V
∗
1 ⊗ V1))(t) = c(−π!(Vˆ
∗ ⊗ Vˆ))(t) = c(−L∗ ⊗ π!(Vˆ
∗ ⊗ V1))(t).
Lemma 4.8 If j ≥ 0 then the restriction to C(nˆ, dˆ)s × C(nˆ, dˆ)ss × U(nˆ, dˆ) of
cnˆ2(g−1)+j+1(−π!(Vˆ
∗ × V1))
is
(aˆ1 − a
(1)
1 )
j[∆s × U(nˆ, dˆ)]
where [∆s × U(nˆ, dˆ)] is the equivariant cohomology class in
H∗
G(nˆ,dˆ)×G(nˆ,dˆ)×G(n−nˆ,d−dˆ)
(C(nˆ, dˆ)s × C(nˆ, dˆ)ss × U(nˆ, dˆ))
dual to the closed subvariety ∆s × U(nˆ, dˆ) of C(nˆ, dˆ)s × C(nˆ, dˆ)ss × U(nˆ, dˆ). The restriction of
cr(nˆ,dˆ)+j(−π!(Vˆ
∗ ⊗ V))
is
enˆ,dˆ(aˆ1 − a
(1)
1 )
j[∆s × U(nˆ, dˆ)]
where enˆ,dˆ = cnˆ(n−nˆ)(g−1)+nˆd−ndˆ(−π!(Vˆ
∗
1⊗V2)) is the equivariant Euler class of the normal bundle
to Snˆ,dˆ in C.
Proof of Proposition 4.5 given Lemma 4.8: We need to show that if r = r(nˆ, dˆ) + j and
γ ∈ HG(nˆ,dˆ)∗ (C(nˆ, dˆ)s) then the restriction to
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss)⊗H∗
G(n−nˆ,d−dˆ)
(U(nˆ, dˆ))
of the slant product
cr(−π!(Vˆ
∗ ⊗ V))\γ
equals (−a(1)1 )
jLD(γ)enˆ,dˆ. By Lemma 4.8 it suffices to show that the slant product
enˆ,dˆ(aˆ1 − a
(1)
1 )
j[∆s × U(nˆ, dˆ)]\γ
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equals (−a(1)1 )
jLD(γ)enˆ,dˆ, where by abuse of notation enˆ,dˆ is being used to denote cohomology
classes on two different spaces. By the definition of the slant product
H∗(A× B)⊗H∗(B)→ H
∗(A)
we have
〈c\b, a〉 = 〈c, a× b〉
for all a ∈ H∗(A), b ∈ H∗(B) and c ∈ H∗(A × B), where 〈, 〉 denotes the natural pair-
ing between cohomology and homology [50, p.287]. Note that the slant product with any
γ ∈ HG(nˆ,dˆ)∗ (C(nˆ, dˆ)s) of any multiple of aˆ1 is zero, because multiples of the generator aˆ1 of
H∗(BU(1)) in
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)s) ∼= H∗(BU(1))⊗H∗G(nˆ,dˆ)(C(nˆ, dˆ)
s)
annihilate H
G(nˆ,dˆ)
∗ (C(nˆ, dˆ)s). Thus we need to show that
((−a(1)1 )
jenˆ,dˆ[∆
s × U(nˆ, dˆ)]\γ = (−a(1)1 )
jenˆ,dˆLD(γ),
or equivalently that
〈(−a(1)1 )
jenˆ,dˆ[∆
s × U(nˆ, dˆ)], a× γ〉 = 〈(−a(1)1 )
jLD(γ)enˆ,dˆ, a〉
for all a ∈ HG(nˆ,dˆ)×G(n−nˆ,d−dˆ)∗ (C(nˆ, dˆ)ss × U(nˆ, dˆ)). But
〈(−a(1)1 )
jenˆ,dˆ[∆
s × U(nˆ, dˆ)], a× γ〉 = 〈(−a(1)1 )
jenˆ,dˆ
∣∣∣
∆s×U(nˆ,dˆ)
, (a× γ) ∩ (∆s × U(nˆ, dˆ))〉
by the definition of the cohomology class [∆s × U(nˆ, dˆ)] dual to the closed subvariety ∆s ×
U(nˆ, dˆ) of C(nˆ, dˆ)s × C(nˆ, dˆ)ss × U(nˆ, dˆ). On the right hand side here, we are working with the
G(nˆ, dˆ)× G(nˆ, dˆ)× G(n− nˆ, d− dˆ)-equivariant cohomology and homology of ∆s × U(nˆ, dˆ). As
above we identify this with the tensor product of the cohomology (respectively homology) of
BU(1)×BU(1) and the G(nˆ, dˆ)×G(nˆ, dˆ)×G(n− nˆ, d− dˆ)-equivariant cohomology (respectively
homology) of ∆s × U(nˆ, dˆ). The action of G(nˆ, dˆ)× G(nˆ, dˆ) on ∆s is free and its quotient, the
diagonal in Ms(nˆ, dˆ) × Ms(nˆ, dˆ), can be identified naturally with Ms(nˆ, dˆ). Therefore we
can identify the G(nˆ, dˆ) × G(nˆ, dˆ) × G(n − nˆ, d − dˆ)-equivariant cohomology and homology of
∆s×U(nˆ, dˆ) naturally with the G(n− nˆ, d− dˆ)-equivariant cohomology of Ms(nˆ, dˆ)×U(nˆ, dˆ).
The intersection of a product a × b of cycles in H∗(A) with the diagonal in A × A becomes
the intersection a ∩ b when the diagonal is identified with A, and under Lefschetz duality the
intersection (or cap) product ∩ corresponds to the cup product of cohomology, so we get
〈(−a(1)1 )
jenˆ,dˆ
∣∣∣
∆s×U(nˆ,dˆ)
, (a× γ) ∩ (∆s × U(nˆ, dˆ))〉 = 〈(−a(1)1 )
jLD(γ)enˆ,dˆ, a〉
for any γ ∈ HG(nˆ,dˆ)∗ ∼= H∗(Ms(nˆ, dˆ)). This completes the proof of Proposition 4.5, given Lemmas
4.6, 4.7, 4.8.
Proof of Lemma 4.6: First note that the restriction of the equivariant Chern polynomial
c(−π!(Vˆ
∗ ⊗ V))(t) =
∑
k≥0
ck(−π!(Vˆ
∗ ⊗ V))tk
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to C(nˆ, dˆ)s × (C(nˆ, dˆ)ss × U(nˆ, dˆ)) equals the product
c(−π!(Vˆ
∗ ⊗ V1))(t)c(−π!(Vˆ
∗ ⊗ V2))(t)
where V1 ⊕ V2 is the restriction of V to C(nˆ, dˆ)ss × U(nˆ, dˆ). Since dˆ/nˆ > d/n we have dˆ/nˆ >
(d− dˆ)/(n− nˆ), and so if F1 and F2 are semistable bundles of ranks nˆ and n− nˆ and degrees
dˆ and d − dˆ respectively then H0(Σ, F ∗1 ⊗ F2) = 0. Hence c(−π!(Vˆ
∗ ⊗ V2))(t) is a polynomial
whose degree is given by the Riemann-Roch theorem to be at most
nˆ(n− nˆ)(g − 1) + nˆ(d− dˆ)− (n− nˆ)dˆ = nˆ(n− nˆ)(g − 1) + nˆd− ndˆ.
On the other hand if F1 and F2 are both semistable of the same rank and degree, and one of
them is stable, then H0(Σ, F ∗1 ⊗ F2) = 0 unless F1
∼= F2 in which case H0(Σ, F ∗1 ⊗ F2) = C [44,
Lemma 5.1]. Thus the restriction of c(−π!(Vˆ∗ ⊗ V1))(t) to the complement in
C(nˆ, dˆ)s × C(nˆ, dˆ)ss × U(nˆ, dˆ)
of ∆s × U(nˆ, dˆ) where
∆s = {(F1, F2) ∈ C(nˆ, dˆ)
s × C(nˆ, dˆ)ss : F1 ∼= F2},
= {(F1, F2) ∈ C(nˆ, dˆ)
s × C(nˆ, dˆ)s : F1 ∼= F2}. (4.2)
is a polynomial whose degree is given by the Riemann-Roch formula to be at most nˆ2(g − 1).
Proof of Lemma 4.7: By definition ∆s is the inverse image of the diagonal in Ms(nˆ, dˆ) ×
Ms(nˆ, dˆ) under the quotient map
C(nˆ, dˆ)s × C(nˆ, dˆ)s →
C(nˆ, dˆ)s × C(nˆ, dˆ)s
G(nˆ, dˆ)× G(nˆ, dˆ)
=Ms(nˆ, dˆ)×Ms(nˆ, dˆ).
Therefore its codimension is dimMs(nˆ, dˆ) = nˆ2(g − 1) + 1 and its normal bundle in C(nˆ, dˆ)s ×
C(nˆ, dˆ)s is the pullback of the normal bundle to the diagonal in Ms(nˆ, dˆ), whose Chern poly-
nomial is just the Chern polynomial of the tangent bundle TMs(nˆ, dˆ) when the diagonal is
identified with Ms(nˆ, dˆ) in the obvious way.
Now the constant central subgroup U(1) of G(nˆ, dˆ) acts trivially on C(nˆ, dˆ)s, the quotient
G(nˆ, dˆ) = G(nˆ, dˆ)/U(1) acts freely with quotientMs(nˆ, dˆ) and we have a canonical isomorphism
[1, p.577]
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)s) ∼= H∗G(nˆ,dˆ)(C(nˆ, dˆ)
s)⊗H∗(BU(1))
∼= H∗(Ms(nˆ, dˆ))⊗H∗(BU(1)).
Similarly the central subgroup U(1)×U(1) of G(nˆ, dˆ)×G(nˆ, dˆ) acts trivially on ∆s (and on its
normal bundle), the quotient G(nˆ, dˆ)× G(nˆ, dˆ) acts freely with quotient Ms(nˆ, dˆ) and we have
H∗
G(nˆ,dˆ)×G(nˆ,dˆ)
(∆s) ∼= H∗G(nˆ,dˆ)×G(nˆ,dˆ)(∆
s)⊗H∗(BU(1))⊗H∗(BU(1))
∼= H∗(Ms(nˆ, dˆ))⊗H∗(BU(1))⊗H∗(BU(1)). (4.3)
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By [1, p.582], in K-theory we may write
TMs(nˆ, dˆ) = 1− π!(Vˆ
∗ ⊗ Vˆ)
if we note that U(1) acts as scalar multiplication on the fibres of Vˆ and hence acts trivially on
Vˆ∗⊗Vˆ , so that Vˆ∗⊗Vˆ descends to a bundle overMs(nˆ, dˆ). Thus the normal bundle to ∆s has
equivariant Chern polynomial
c(1− π!(Vˆ
∗ ⊗ Vˆ))(t) = c(−π!(Vˆ
∗ ⊗ Vˆ))(t), (4.4)
which lies in the component
H∗
G(nˆ,dˆ)×G(nˆ,dˆ)
(∆s) ∼= H∗(Ms(nˆ, dˆ))
of H∗
G(nˆ,dˆ)×G(nˆ,dˆ)
(∆s) as decomposed at (4.3) above. Note that the rank of this normal bundle
is nˆ2(g − 1) + 1.
The only endomorphisms of a stable bundle are multiplication by scalars [44, Lemma 5.1],
so if (F1, F2) ∈ ∆s then H0(Σ, F ∗1 ⊗ F2)
∼= C. It follows from this that there is a line bundle
L over ∆s whose fibre at (F1, F2) ∈ ∆s is H0(Σ, Vˆ∗ ⊗ V1
∣∣∣
{F1}×{F2}×Σ
), and the restriction of
L to the diagonal in C(nˆ, dˆ)s × C(nˆ, dˆ)s is trivial. The action of G(nˆ, dˆ) × G(nˆ, dˆ) on ∆s lifts
naturally to L, and if t1 and t2 lie in the constant central subgroup U(1) of G(nˆ, dˆ) then
(t1, t2) ∈ G(nˆ, dˆ) × G(nˆ, dˆ) acts on the fibres of L as scalar multiplication by t
−1
1 t2. Thus the
G(nˆ, dˆ)× G(nˆ, dˆ)-equivariant Chern class of L is given by
c1(L) = a
(1)
1 − aˆ1,
where aˆ1, a
(1)
1 and a
(2)
1 are the generators of the first, second and third copies of the polynomial
ring H∗(BU(1)) in
H∗
G(nˆ,dˆ)×G(nˆ,dˆ)×G(n−nˆ,d−dˆ)
(∆s × U(nˆ, dˆ)),
so that the restriction of a1 equals a
(1)
1 + a
(2)
1 (see Definition 4.4 above). There is a natural
isomorphism
Vˆ
∣∣∣
∆s×U(nˆ,dˆ)×Σ
⊗ π∗L ∼= V1|∆s×U(nˆ,dˆ)×Σ
of bundles over ∆s × U(nˆ, dˆ) × Σ, where π∗L is the pullback to ∆s × Σ of the line bundle L
over ∆s. (By abuse of notation we are using π to denote the projection from X × Σ to X for
several different spaces X .) Hence
π!(Vˆ
∗ ⊗ V2)
∣∣∣
∆s×U(nˆ,dˆ)
∼= L ⊗ π!(V
∗
1 ⊗ V2)|∆s×U(nˆ,dˆ) ,
and
π!(Vˆ
∗ ⊗ Vˆ)
∣∣∣
∆s×U(nˆ,dˆ)
∼= π!(V
∗
1 ⊗ V1)|∆s×U(nˆ,dˆ)
∼= L∗ ⊗ π!(Vˆ
∗ ⊗ V1)
∣∣∣
∆s×U(nˆ,dˆ)
.
This completes the proof of Lemma 4.7.
Proof of Lemma 4.8: To prove Lemma 4.8 we use Porteous’ Formula [2, p.86], [14, §14.4],
as in Beauville’s proof [3] of the theorem of Atiyah and Bott that the classes ar, b
j
r, fr generate
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H∗(M(n, d)) (cf. [52] and [13]). We can choose an effective divisor D on Σ with no multiple
points such that for all semistable bundles F1 and F2 of rank nˆ and degree dˆ we have
H1(Σ, F ∗1 ⊗ F2 ⊗O(D)) = 0.
Then tensoring the exact sequence
0→ O → O(D)→ OD → 0
with Vˆ∗ ⊗ V1 over C(nˆ, dˆ)s × C(nˆ, dˆ)ss × U(nˆ, dˆ)× Σ gives us
π!(Vˆ
∗ ⊗ V1)→ π!(Vˆ
∗ ⊗ V1 ⊗O(D))→ π!(Vˆ
∗ ⊗ V1 ⊗OD) (4.5)
corresponding to the standard long exact sequence of cohomology. By our choice ofD the second
and third terms in the sequence (4.5) are vector bundles over C(nˆ, dˆ)s×C(nˆ, dˆ)ss×U(nˆ, dˆ) which
we will call W1 and W2. Then
c(−π!(Vˆ
∗ ⊗ V1))(t) = c(W2 −W1)(t). (4.6)
Moreover, by the argument above, the kernel of the map W1 → W2 is a skyscraper sheaf
supported on ∆s×U(nˆ, dˆ). Therefore ∆s×U(nˆ, dˆ) is the degeneracy locus of the mapW1 →W2,
and by Riemann-Roch the expected codimension
rank W2 − rank W1 + 1
of the degeneracy locus is equal to its actual codimension nˆ2(g − 1) + 1 (see Lemma 4.7).
Therefore by Porteous’ Formula the Poincare´ dual of ∆s × U(nˆ, dˆ) in
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)s)⊗H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss)⊗H∗
G(n−nˆ,d−dˆ)
(U(nˆ, dˆ))
is
cnˆ2(g−1)+1(W2 −W1) = cnˆ2(g−1)+1(−π!(Vˆ
∗ ⊗ V1).
In other words we have shown that the restriction of cnˆ2(g−1)+1(−π!(Vˆ
∗ ⊗ V1)) to C(nˆ, dˆ)s ×
C(nˆ, dˆ)ss × U(nˆ, dˆ) is the equivariant cohomology class [∆s × U(nˆ, dˆ)] defined by ∆s × U(nˆ, dˆ)
in
H
nˆ2(g−1)+1
G(nˆ,dˆ)×G(nˆ,dˆ)×G(n−nˆ,d−dˆ)
(C(nˆ, dˆ)s × C(nˆ, dˆ)ss × U(nˆ, dˆ)).
We can express the higher Chern classes of −π!(Vˆ∗⊗V1) in a similar way using Fulton’s excess
Porteous formula [14, p.258]. We have been considering the degeneracy locus of the map
W1 →W2 (defined as the locus where the rank of the map is strictly less than rankW1). More
generally for any k ≤ min{rank W1, rank W2}} we can consider the kth degeneracy locus where
the rank of the map is at most k. But we know that if F1 and F2 are both semistable bundles
of rank nˆ and degree dˆ and one of them is stable, then H0(Σ, F ∗1 ⊗ F2) = 0 unless F1
∼= F2 in
which case H0(Σ, F ∗1 ⊗ F2)
∼= C. Thus the rank of the map W1 → W2 is at least rank W1 − 1
everywhere on C(nˆ, dˆ)s×C(nˆ, dˆ)ss×U(nˆ, dˆ), so the kth degeneracy locus of the map W1 →W2
is empty for any k < rank W1− 1. The same is of course true of the map W1 →W2⊕Cj given
by composing W1 → W2 with the inclusion W2 → W2 ⊕ Cj for any j > 0. This means that
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we can apply the excess Porteous formula (see [14], Examples 14.4.7 and 14.4.1) to this map
W1 →W2 ⊕ Cj . Since the Chern polynomial of W2 ⊕ Cj is the same as that of W2, we obtain
cnˆ2(g−1)+j+1(W2 ⊖W1) = cj(L
∗ ⊗ (F ⊕ Cj)⊖N )[∆s × U(nˆ, dˆ)] (4.7)
where the restriction of W1 →W2 to ∆
s × U(nˆ, dˆ) fits into an exact sequence
0→ L →W1 →W2 → F → 0 (4.8)
and N is the normal bundle to ∆s × U(nˆ, dˆ) in C(nˆ, dˆ)s × C(nˆ, dˆ)ss × U(nˆ, dˆ). Here the kernel
L is of course the line bundle over ∆s which first appeared in Lemma 4.7. From the exact
sequence (4.8) over ∆s × U(nˆ, dˆ) we obtain
c(F)(t) = c(W2 ⊖W1 ⊕ L)(t)
= c(−π!(Vˆ
∗ ⊗ V1)⊕ L)(t).
Moreover by Lemma 4.7 the normal bundle N to ∆s×U(nˆ, dˆ) has equivariant Chern polynomial
c(−L∗ ⊗ π!(Vˆ
∗ ⊗ V1))(t).
Therefore c(L∗ ⊗ (F ⊕ Cj)⊖N )(t) is equal to
c(L∗ ⊗ ((−π!(Vˆ
∗ ⊗ V1))⊕L⊕ C
j)⊕ L∗ ⊗ π!(Vˆ
∗ ⊗ V1))(t)
= c(L∗ ⊗ L⊕ L∗ ⊗ Cj)(t) = (c(L∗)(t))j = (1− c1(L)t)
j = (1 + (aˆ1 − a
(1)
1 )t)
j .
Thus by (4.6) and (4.7)
(aˆ1 − a
(1)
1 )
j[∆s × U(nˆ, dˆ)] = cnˆ2(g−1)+j+1(W2 ⊖W1)
= cnˆ2(g−1)+j+1(−π!(Vˆ
∗ ⊗ V1)).
This completes the proof of the first part of Lemma 4.8.
By Lemma 4.6 the restriction to C(nˆ, dˆ)s × C(nˆ, dˆ)ss × U(nˆ, dˆ) of c(−π!(Vˆ∗ ⊗ V))(t) equals
c(−π!(Vˆ
∗ ⊗ V1))(t)c(−π!(Vˆ
∗ ⊗ V2))(t)
where c(−π!(Vˆ∗ ⊗ V2))(t) is a polynomial of degree at most
nˆ(n− nˆ)(g − 1) + nˆd− ndˆ.
If r ≥ r(nˆ, dˆ) then
r − nˆ(n− nˆ)(g − 1) + nˆd− ndˆ ≥ nˆ2(g − 1) + 1
and so the restriction of cr(−π!(Vˆ
∗ ⊗ V)) is the coefficient of tr in∑
k≥nˆ2(g−1)+1
ck(−π!(Vˆ
∗ ⊗ V1))t
kc(−π!(Vˆ
∗ ⊗ V2))(t),
which we have just seen is equal to∑
j≥0
(aˆ1 − a
(1)
1 )
j [∆s × U(nˆ, dˆ)]tnˆ
2(g−1)+j+1c(−π!(Vˆ
∗ ⊗ V2))(t)
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= [∆s × U(nˆ, dˆ)]
(
tnˆ
2(g−1)+1
1 + (a
(1)
1 − aˆ1)t
c(−π!(Vˆ
∗ ⊗ V2))(t)
)
.
By Lemma 4.7 we have
π!(Vˆ
∗ ⊗ V2)
∣∣∣
∆s×U(nˆ,dˆ)
∼= L ⊗ π!(V
∗
1 ⊗ V2)|∆s×U(nˆ,dˆ) .
If F is a vector bundle of rank k and L is a line bundle then the Chern polynomials c(F )(t)
and c(F ⊗ L)(t) are related by the formula
tkc(F ⊗ L)(t−1) = (t+ c1(L))
kc(F )((t+ c1(L))
−1)
[6, 21.10]. The same is therefore true if F is a virtual vector bundle of virtual rank k. Thus
tnˆ(n−nˆ)(g−1)+nˆd−ndˆc(−π!( Vˆ
∗ ⊗ V2)
∣∣∣
∆s×U(nˆ,dˆ)
)(t−1)
equals
(t+ c1(L))
nˆ(n−nˆ)(g−1)+nˆd−ndˆc(−π!(V
∗
1 ⊗ V2)|∆s×U(nˆ,dˆ))((t+ c1(L))
−1).
Hence the restriction of cr(−π!(Vˆ∗⊗V)) is the coefficient of t−r in the product of [∆s×U(nˆ, dˆ)]
with
t−nˆ
2(g−1)−1
1 + (a
(1)
1 − aˆ1)/t
c (−π! (V
∗ ⊗ V2)) (t
−1)
=
t−nˆ
2(g−1)(t+ a
(1)
1 − aˆ1)
nˆ(n−nˆ)(g−1)+nˆd−ndˆ
(t+ a
(1)
1 − aˆ1)tnˆ(n−nˆ)(g−1)+nˆd−ndˆ
c (−π! (V
∗
1 ⊗ V2))
(
1
t+ a
(1)
1 − aˆ1
)
= t−r(nˆ,dˆ)+1(t + a
(1)
1 − aˆ1)
nˆ(n−nˆ)(g−1)+nˆd−ndˆ−1c (−π! (V
∗
1 ⊗ V2))
(
1
t+ a
(1)
1 − aˆ1
)
.
This coefficient is the coefficient of t−r+r(nˆ,dˆ)−1 in
[∆s × U(nˆ, dˆ)](t+ a(1)1 − aˆ1)
nˆ(n−nˆ)(g−1)+nˆd−ndˆ−1c (−π! (V
∗
1 ⊗ V2))
(
1
t+ a
(1)
1 − aˆ1
)
.
But r ≥ r(nˆ, dˆ), so −r+ r(nˆ, dˆ)− 1 is strictly negative, and c(−π!(V
∗
1 ⊗V2))(t) is a polynomial
of degree at most nˆ(n− nˆ)(g − 1) + nˆd− ndˆ in t, so that
(t + a
(1)
1 − aˆ1)
nˆ(n−nˆ)(g−1)+nˆd−ndˆ−1c (−π! (V
∗
1 ⊗ V2))
(
1
t+ a
(1)
1 − aˆ1
)
is the sum of
cnˆ(n−nˆ)(g−1)+nˆd−ndˆ−1 (−π! (V
∗
1 ⊗ V2))
t+ a
(1)
1 − aˆ1
=
enˆ,dˆ
∣∣∣
∆s×U(nˆ,dˆ)
t+ a
(1)
1 − aˆ1
and a polynomial in t. Thus the coefficient we want is equal to the coefficient of t−r+r(nˆ,dˆ)−1 in
[∆s × U(nˆ, dˆ)]
(
enˆ,dˆ
t + a
(1)
1 − aˆ1
)
= enˆ,dˆ[∆
s × U(nˆ, dˆ)]

∑
j≥0
(−(a(1)1 − aˆ1))
j
tj+1

 .
This completes the proof of Lemma 4.8 and hence of Proposition 4.5.
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5 Some refinements
Recall that given η ∈ H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss)⊗H∗
G(n−nˆ,d−dˆ)
(C(n− nˆ, d− dˆ)) we wish to find a relation
whose restriction to C(n1, d1)
ss × U(n1, d1) is zero when d1/n1 < dˆ/nˆ or d1/n1 = dˆ/nˆ and
n1 < n, and when (n1, d1) = (nˆ, dˆ) equals ηenˆ,dˆ. Lemma 4.2 and Proposition 4.5 deal with η in
the image of the Lefschetz duality map LD which maps H
G(nˆ,dˆ)
∗ (C(nˆ, dˆ)s) to H∗G(nˆ,dˆ)(C(nˆ, dˆ)
ss)
and thus into
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss) = H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss)⊗H∗(BU(1)),
and more generally with η of the form
η = (−a(1)1 )
jLD(γ), (5.1)
for some γ ∈ HG(nˆ,dˆ)∗ (C(nˆ, dˆ)s) where a
(1)
1 is the generator of H
∗(BU(1)). When nˆ and dˆ are
coprime this gives us all η ∈ H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss).
We know that H∗G(n,d)(C(n, d)) is generated (as an algebra over Q) by the Ku¨nneth compo-
nents ar, b
j
r, fr for 1 ≤ r ≤ n and 1 ≤ j ≤ 2g of the equivariant Chern classes
cr(V) = ar ⊗ 1 +
2g∑
j=1
bjr ⊗ αj + fr ⊗ ω ∈ H
∗
G(n,d)(C(n, d))⊗H
∗(Σ)
where {1}, {α1, . . . , α2g}, {ω} are standard bases for H0(Σ), H1(Σ) and H2(Σ) respectively.
The equivariant Chern classes of V are the elementary symmetric polynomials in its (formal)
equivariant Chern roots A1, ..., An. All symmetric polynomials in the Chern roots A1, ...An
represent elements of H∗G(n,d)(C(n, d))×H
∗(Σ), and in particular we have
n∑
j=1
(Aj)
r ∈ H∗G(n,d)(C(n, d))⊗H
∗(Σ)
for r ≥ 0. Moreover all symmetric polynomials in A1, ..., An can be expressed as polynomials
in
{
n∑
j=1
(Aj)
r : 1 ≤ r ≤ n},
(this follows by induction fromGirard’s formula; see [37, p 195]) and in particular c1(V), ..., cn(V)
can be expressed thus. Therefore the generators ar, b
j
r, fr can all be expressed as polynomials
in the Ku¨nneth components of {
∑n
j=1(Aj)
r : 1 ≤ r ≤ n} and thus these Ku¨nneth components
generate H∗G(n,d)(C(n, d)) as a Q-algebra. Similarly
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ))⊗H∗
G(n−nˆ,d−dˆ)
(C(n− nˆ, d− dˆ))
is generated as a Q-algebra by the Ku¨nneth components of
nˆ∑
j=1
(Bj)
r
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for 1 ≤ r ≤ nˆ and of
n∑
j=nˆ+1
(Bj)
r
for 1 ≤ r ≤ n − nˆ, where B1, ..., Bnˆ are the G(nˆ, dˆ)-equivariant Chern roots of the universal
bundle V1 over C(nˆ, dˆ) and Bnˆ+1, ..., Bn are the G(n− nˆ, d− dˆ)-equivariant Chern roots of the
universal bundle V2 over C(n − nˆ, d − dˆ). We may assume that Bj is the restriction of Aj to
C(nˆ, dˆ)× C(n− nˆ, d− dˆ) for 1 ≤ j ≤ n. Then
nˆ∑
j=1
(Bj)
r +
n∑
j=nˆ+1
(Bj)
r =
n∑
j=1
(Aj)
r
∣∣∣∣∣∣
C(nˆ,dˆ)×C(n−nˆ,d−dˆ)
for 1 ≤ r ≤ n. This proves:
Lemma 5.1
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ))⊗H∗
G(n−nˆ,d−dˆ)
(C(n− nˆ, d− dˆ))
is generated as a module over H∗G(C) by H
∗
G(nˆ,dˆ)
(C(nˆ, dˆ)).
When nˆ and dˆ are coprime, we have now obtained the relations we need:
Proposition 5.2 Let nˆ and dˆ be positive integers with 0 < nˆ < n and dˆ/nˆ > d/n, and suppose
η ∈ H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss)⊗H∗
G(n−nˆ,d−dˆ)
(U(nˆ, dˆ)) ∼= H∗G(Snˆ,dˆ).
If nˆ and dˆ are coprime there is a relation in the ideal in H∗G(C) generated by the slant products
{cr(−π!(Vˆ
∗ ⊗ V))\γ : r ≥ r(nˆ, dˆ) = nnˆ(g − 1) + nˆd− ndˆ+ 1, γ ∈ HG(nˆ,dˆ)∗ (C(nˆ, dˆ)
ss)}
whose image under the restriction map
H∗G(n,d)(C(n, d))→ H
∗
G(n1,d1)
(C(n1, d1))⊗H
∗
G(n−n1,d−d1)
(U(n1, d1))
is zero when d1/n1 < dˆ/nˆ and also when d1/n1 = dˆ/nˆ and n1 < nˆ, and when (n1, d1) = (nˆ, dˆ)
equals ηenˆ,dˆ.
Proof: This follows from Remark 4.1, Lemma 4.2, Proposition 4.5 and Lemma 5.1, together
with the fact (see Remark 3.2 and Proposition 3.3) that the restriction maps
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ))→ H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss)
and
H∗
G(n−nˆ,d−dˆ)
(C(n− nˆ, d− dˆ))→ H∗
G(n−nˆ,d−dˆ)
(U(nˆ, dˆ))
are surjective.
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6 Parabolic bundles
At this point we need to observe that all our arguments can be generalised from vector bundles
over a compact Riemann surface Σ to apply to moduli spaces of parabolic vector bundles over
Σ equipped with finitely many marked points p1, . . . , pk. For more details on parabolic bundles
see [36, 45, 46, 47].
To simplify the notation in this discussion we shall assume that there is only one marked
point p. A parabolic bundle on (Σ, p) is a holomorphic bundle E on Σ with a flag
0 = E(m+1)p ⊂ E
(m)
p ⊂ . . . ⊂ E
(1)
p = Ep (6.1)
of length m ≥ 1 in the fibre Ep of E at p, together with a sequence of weights 0 ≤ α1 < α2 <
. . . < αm < 1.
A holomorphic subbundle F of the parabolic bundle E inherits a parabolic structure by
intersecting the flag (6.1) with the fibre Fp of F at p and taking the corresponding weights, but
omitting any intersections Fp ∩E(k)p such that Fp ∩E
(k)
p = Fp ∩E
(k−1)
p . A quotient bundle of E
becomes a parabolic bundle in a similar way.
If 1 ≤ k ≤ m then the multiplicity of the weight αk is
jk = dim(E
(k)
p /E
(k+1)
p ),
the parabolic degree of E is
pardeg(E) = deg(E) +
m∑
k=1
αk dim(E
(k)
p /E
(k+1)
p )
and the parabolic slope of E is
parµ(E) =
pardeg(E)
rank(E)
.
Stability and semistability for parabolic bundles are then defined just as for vector bundles, and
each parabolic bundle has a canonical Harder-Narasimhan filtration by parabolic subbundles.
Remark 6.1 It will be important for us to have sufficient conditions on n, d, (α1, . . . , αm)
and (j1, . . . , jm) for all semistable parabolic bundles with rank n, degree d, parabolic weights
α1, . . . αm and multiplicities j1, . . . , jm to be stable. Such a semistable parabolic bundle E is
not stable if and only if it has a proper subbundle Eˆ such that
pardeg(Eˆ)
rank(Eˆ)
=
pardeg(E)
rank(E)
,
and so there exist integers nˆ, dˆ and jˆ1, . . . , jˆm such that 0 < nˆ < n and 0 ≤ jˆk ≤ jk and
jˆ1 + · · ·+ jˆm = nˆ and
dˆ+
∑m
k=1 αk jˆk
nˆ
=
d+
∑m
k=1 αkjk
n
.
It is easy to see that the set of parabolic weights (α1, . . . , αm) for which there exist integers nˆ, dˆ
and jˆ1, . . . , jˆm such that 0 < nˆ < n and 0 ≤ jˆk ≤ jk and jˆ1 + · · ·+ jˆm = nˆ and
dˆ+
∑m
k=1 αk jˆk
nˆ
=
d+
∑m
k=1 αkjk
n
28
is closed in {(α1, . . . , αm) ∈ Rm : 0 ≤ α1 < . . . < αm < 1}, since there are only finitely many
choices of nˆ and jˆ1, . . . , jˆm and then
dˆ =
nˆd
n
+
m∑
k=1
αk
(
nˆjk
n
− jˆk
)
is required to be an integer. This set is also nowhere dense in {(α1, . . . , αm) ∈ R
m : 0 ≤ α1 <
. . . < αm < 1} unless
(i) d, n and j1, . . . , jm have a common factor h > 1,
(ii) nˆ is an integer multiple of n/h and
(iii) dˆ = nˆd/n and jˆk = nˆjk/n for 1 ≤ k ≤ m,
in which case there are no constraints on α1, . . . , αm other than 0 ≤ α1 < . . . < αm < 1. In
particular this set is nowhere dense in {(α1, . . . , αm) ∈ Rm : 0 ≤ α1 < . . . < αm < 1} if jk = 1
for some k.
Nitsure [45] showed that it is possible to generalise to parabolic bundles the methods of
Atiyah and Bott [1] for calculating the Betti numbers of the moduli spaces M(n, d), and
finding generators for their cohomology rings, provided that n, d, (α1, . . . , αm) and (j1, . . . , jm)
are such that semistability coincides with stability. For this we fix a C∞ bundle E over Σ with
rank n and degree d, and a filtration of the fibre of E at p as at (6.1) with associated weights
0 ≤ α1 < . . . < αm < 1. As before we let C be the space of holomorphic structures on E ,
and we let ParG (respectively ParGc) be the subgroup of the gauge group G (respectively the
complexified gauge group Gc) consisting of all complex C∞ automorphisms of E which preserve
the parabolic filtration. Then ParGc acts on C and its orbits correspond to the isomorphism
classes of parabolic bundles over Σ of the given rank, degree and parabolic structure.
The parabolic Harder–Narasimhan filtration defines for us a smooth ParG-equivariantly
perfect stratification of C whose unique open stratum Cparss consists of those induced parabolic
structures on E which are semistable. However the strata are in general not connected, and the
connected components may even have different dimensions. So Nitsure refines the stratification
by using the compound type (µ, I) of a parabolic bundle E. Here µ is the parabolic Harder–
Narasimhan type of E given by
µ = (parµ(E1/E0), . . . , parµ(Es/Es−1))
where 0 = E0 ⊂ E1 ⊂ . . . ⊂ Es = E is the parabolic Harder–Narasimhan filtration of E and
the entry parµ(Ej/Ej−1) is repeated dim(Ej/Ej−1) times, while I is the s × m intersection
matrix (Ik,ℓ) of E with entries defined by
I1,m = dim((E1)p ∩ E
(m)
p )
and
Ik,ℓ = dim((Ek)p ∩ E
(ℓ)
p )−
∑
1 ≤ i ≤ k
ℓ ≤ j ≤ m
(i, j) 6= (k, ℓ)
Ii,j
29
for 1 ≤ k ≤ s and 1 ≤ ℓ ≤ m, where (Ek)p is the fibre at the marked point p of the subbundle
Ek of E, and E
(ℓ)
p is the ℓth term in the fixed flag (6.1) in Ep. If Cµ,I denotes the subset of C
corresponding to all holomorphic structures on E with the same compound type (µ, I) as E,
then Cµ,I is connected and
H∗ParG(Cµ,I)
∼=
s⊗
i=1
H∗ParG(Ei/Ei−1)(C(Ei/Ei−1)
parss) (6.2)
where 0 = E0 ⊂ E1 ⊂ . . . ⊂ Es = E is a fixed C∞ filtration of E of type (µ, I), while
C(Ei/Ei−1)parss and ParG(Ei/Ei−1) are defined just as Cparss and ParG except that E is re-
placed by Ei/Ei−1 with its induced parabolic structure. Moreover by [45] Proposition 3.6 the
ParG-equivariant Euler class eµ,I of the normal bundle to Cµ,I in C is not a zero divisor in
H∗ParG(Cµ,I), and hence by the criterion of Atiyah and Bott [1] §13 the stratification of C with
strata Cµ,I indexed by compound type (µ, I) is ParG-equivariantly perfect (see [45] §3). Thus
the restriction map
H∗ParG(C)→ H
∗
ParG(C
parss)
is surjective, and by [45] Proposition 3.2 we have
H∗ParG(C)
∼= H∗(BG)⊗H∗(F)
where F is the flag variety of flags in Cn of the type specified by the parabolic structure.
Furthermore, when semistability coincides with stability we have
H∗ParG(C
parss) ∼= H∗(M)⊗H∗(BU(1))
whereM = Cparss/ParG is the moduli space of parabolic bundles over Σ of the given parabolic
data (that is, the given rank, degree, weights and multiplicities).
Thus generators of H∗(BG) and H∗(F) provide generators for the rational cohomology of
the moduli space M, and the completeness criteria described in Proposition 3.3 generalise
immediately to give completeness criteria for relations between these generators in terms of the
strata Cµ,I .
Just as in the non-parabolic case, these completeness criteria can be simplified by using a
coarser stratification of C indexed by the coarse compound parabolic type of parabolic bundles.
Here a parabolic bundle E has coarse compound parabolic type (n1, d1, j1,1, . . . , jm,1) if its
parabolic Harder–Narasimhan filtration
0 = E0 ⊂ E1 ⊂ . . . ⊂ Es = E
is such that E1 has rank n1 and degree d1 and
jℓ,1 = dim

 (E1)p ∩ E(ℓ)p
(E1)p ∩ E
(ℓ+1)
p


for 1 ≤ ℓ ≤ m, where (E1)p is the fibre of E1 at p and E(ℓ)p is the ℓth term in the fixed flag (6.1)
in the fibre Ep of E at the marked point p. We will denote by Sn1,d1,j1,1,...,jm,1 the subset of C
consisting of all parabolic structures with coarse compound parabolic type (n1, d1, j1,1, . . . , jm,1).
The proof that the stratification of C by coarse type is smooth and Gc-equivariantly perfect
(se §3) carries over directly to give a proof that the stratification of C by coarse compound
parabolic type is smooth and ParG-equivariantly perfect, and we obtain
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Proposition 6.2 (Modified Parabolic Completeness Criteria) Let R be a subset of the kernel
of the restriction map
H∗ParG(C)→ H
∗
ParG(C
parss).
Suppose that for each sequence of integers (nˆ, dˆ, jˆ1, . . . , jˆm) with 0 < nˆ < n and 0 ≤ jˆℓ ≤ jℓ for
1 ≤ ℓ ≤ m and jˆ1 + · · ·+ jˆm = nˆ and
dˆ+
∑m
ℓ=1 αℓjˆℓ
nˆ
>
d+
∑m
ℓ=1 αℓjℓ
n
,
there is a subset Rnˆ,dˆ,jˆ1,...,jˆm of the ideal generated by R in H
∗
ParG(C) such that the image of
Rnˆ,dˆ,jˆ1,...,jˆm under the restriction map
H∗ParG(C)→ H
∗
ParG(Sn1,d1,j1,1,...,jm,1)
is zero when either
d1 +
∑m
ℓ=1 αℓjℓ,1
n1
<
dˆ+
∑m
ℓ=1 αℓjˆℓ
nˆ
or equality holds and n1 ≤ nˆ, except for the case when
(n1, d1, j1,1, . . . , jm,1) = (nˆ, dˆ, jˆ1, . . . , jˆm),
and in the latter case the image of Rnˆ,dˆ,jˆ1,...,jˆm equals the ideal of H
∗
ParG(Snˆ,dˆ, jˆ1, . . . , jˆm) gener-
ated by the equivariant Euler class enˆ,dˆ,jˆ1,...,jˆm of the normal bundle to the stratum Snˆ,dˆ, jˆ1, . . . , jˆm
in C. Then R generates the kernel of the restriction map
H∗ParG(C)→ H
∗
ParG(C
parss)
as an ideal in H∗ParG(C).
Furthermore, in the notation used at (6.2), we have
H∗ParG(Snˆ,dˆ,jˆ1,...,jˆm)
∼= H∗ParG(E1)(C(E1)
parss)⊗H∗ParG(E/E1)(U(nˆ, dˆ, jˆ1, . . . , jˆm)) (6.3)
where U(nˆ, dˆ, jˆ1, . . . , jˆm) is an open subset of C(E/E1) such that the restriction map from
H∗ParG(E/E1)(C(E/E1)) to H
∗
ParG(E/E1)
(U(nˆ, dˆ, jˆ1, . . . , jˆm)) is surjective (cf. (3.6)).
Suppose now that (nˆ, dˆ, jˆ1, . . . , jˆm)) is a sequence of integers satisfying the conditions of
Proposition 6.2. Since
dˆ+
∑m
ℓ=1 αℓjˆℓ
nˆ
>
d+
∑m
ℓ=1 αℓjℓ
n
,
there are no nonzero parabolic bundle maps from a semistable parabolic bundle of rank nˆ and
degree dˆ with parabolic weights (α1, . . . , αm) having multiplicities (jˆ1, . . . , jˆm) to a semistable
parabolic bundle E of rank n and degree d with parabolic weights (α1, . . . , αm) having multi-
plicities (j1, . . . , jm). Therefore if ParHom(Vˆ,V) denotes the subsheaf of Vˆ∗⊗V over C(n, d)×
C(nˆ, dˆ)×Σ consisting of parabolic bundle maps, then the restriction to C(n, d)parss×C(nˆ, dˆ)parss
of −π!(ParHom(Vˆ,V) is a bundle (rather than just a virtual bundle) whose rank is given by
the Riemann–Roch theorem as follows:
31
Lemma 6.3 The restriction to
C(n, d)parss × C(nˆ, dˆ)parss
of the virtual bundle −π!(ParHom(Vˆ,V) is a bundle of rank
nnˆ(g − 1) + dˆn− dnˆ+
m∑
ℓ=2
(j1 + · · ·+ jℓ−1)jˆℓ.
Proof (cf. [45] Proposition 1.17): There is an exact sequence of sheaves
0→ ParHom(Vˆ,V)→ Vˆ∗ ⊗ V → S → 0
over C(n, d)× C(nˆ, dˆ)×Σ, where S is supported on C(n, d)× C(nˆ, dˆ)× {p} and is the pullback
of the skyscraper sheaf on Σ supported at p with fibre
Vˆ∗p ⊗ Vp
ParHom(Vˆp,Vp)
which has dimension
m∑
ℓ=2
(j1 + · · ·+ jℓ−1)jˆℓ =
m−1∑
ℓ=1
jℓ(jˆℓ+1 + · · ·+ jˆm).
The Riemann–Roch theorem tells us that the virtual rank of −π!(Vˆ∗⊗V) is nnˆ(g−1)+ dˆn−dnˆ
(cf. (3.5) or [1] §7) and the result follows.
It follows from this lemma that the equivariant Chern classes
cr(−π!(ParHom(Vˆ,V)) ∈ H
∗
ParG(C(n, d))⊗H
∗
ParGˆ
(C(nˆ, dˆ))
restrict to zero in C(nˆ, dˆ)parss × C(n, d)parss when
r > r(nˆ, dˆ, jˆ1, . . . , jˆm) = nnˆ(g − 1) + dˆn− dnˆ+
m∑
ℓ=2
(j1 + · · ·+ jℓ−1)jˆℓ,
and then their slant products with any γ ∈ HParGˆ∗ (C(nˆ, dˆ)
parss) give us elements of the kernel
of the restriction map
H∗ParG(C(n, d))→ H
∗
ParG(C(n, d)
parss) ∼= H∗(M)⊗H∗(BU(1)).
The arguments of §4 and §5 now generalise directly to the case of parabolic bundles, and the
proof of Proposition 5.2 gives us
Proposition 6.4 Let nˆ, dˆ and jˆ1, . . . , jˆm be integers satisfying 0 < nˆ < n and 0 ≤ jˆℓ ≤ jℓ and
jˆ1 + · · ·+ jˆm = nˆ and
dˆ+
∑m
ℓ=1 αℓjˆℓ
nˆ
>
d+
∑m
ℓ=1 αℓjℓ
n
,
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and suppose that η is any element of
H∗ParG(Snˆ,dˆ, jˆ1, . . . , jˆm)
∼= H∗ParG(E1)(C(E1)
parss)⊗H∗ParG(E/E1)(U(nˆ, dˆ, jˆ1, . . . , jˆm)).
If every semistable parabolic bundle of rank nˆ, degree dˆ and parabolic weights (α1, . . . , αm) with
multiplicities (jˆ1, . . . , jˆm) is stable, then there is a relation in the ideal in H
∗
ParG(C) generated
by the slant products
{cr(−π!(ParHom(Vˆ,V)))\γ : r > r(nˆ, dˆ, jˆ1, . . . , jˆm), γ ∈ H
ParGˆ(nˆ,dˆ)
∗ (C(nˆ, dˆ)
parss)}
whose image in
H∗ParG(Snˆ,dˆ, jˆ1, . . . , jˆm)
∼= H∗ParG(E1)(C(E1)
parss)⊗H∗ParG(E/E1)(U(nˆ, dˆ, jˆ1, . . . , jˆm))
is zero when
d1 +
∑m
ℓ=1 αℓjℓ,1
n1
<
dˆ+
∑m
ℓ=1 αℓjˆℓ
nˆ
and also when equality holds and n1 ≤ nˆ, except for the case (n1, d1, j1,1, . . . , jm,1) = (nˆ, dˆ, jˆ1, . . . , jˆm)
when it equals ηenˆ,dˆ.
7 The good case
We are aiming to prove the following generalisation of Theorem 2.1 which is stated using the
notation introduced in §6.
Theorem 7.1 If n and d are coprime and C(n, d)parss = C(n, d)pars then the kernel of the
restriction map
ρ : H∗ParG(C(n, d))→ H
∗
ParG(C(n, d)
parss)
is generated as an ideal in H∗ParG(C(n, d)) by slant products of the form
cr(−π!(ParHom(Vˆ,V)))\γ
for integers nˆ, dˆ, jˆ1, . . . , jˆm and r satisfying jˆ1 + · · ·+ jˆm = nˆ with 0 < nˆ < n and 0 ≤ jˆℓ ≤ jℓ
for 1 ≤ ℓ ≤ m, and
d+
∑m
ℓ=1 αℓjℓ
n
<
dˆ+
∑m
ℓ=1 αℓjˆℓ
nˆ
<
d+
∑m
ℓ=1 αℓjℓ
n
+ 1 (7.1)
and
nnˆ(g − 1) < r − dˆn + dnˆ−
m∑
ℓ=2
(j1 + · · ·+ jℓ−1)jˆℓ < nnˆ(g + 1), (7.2)
where
cr(−π!(ParHom(Vˆ,V)) ∈ H
∗
ParG(C(n, d))⊗H
∗
ParGˆ
(C(nˆ, dˆ))
is the rth equivariant Chern class of the virtual bundle −π!(ParHom(Vˆ,V)) and γ lies in the
image of the natural map
HParGˆ(nˆ,dˆ)∗ (C(nˆ, dˆ)
parss)→ HParGˆ(nˆ,dˆ)∗ (C(nˆ, dˆ)).
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The slightly weaker version of Theorem 7.1 omitting the second inequalities in (7.1) and in
(7.2) follows immediately from Propositions 6.2 and 6.4 in the special case when the choices of
d, n and the parabolic data (α1, . . . , αm) and (j1, . . . , jm) satisfy the following condition:
Definition 7.2 We shall call d, n and the parabolic data (α1, . . . , αm) and (j1, . . . , jm) a good
choice of parabolic data if every semistable parabolic bundle of rank nˆ, degree dˆ, parabolic
weights (α1, . . . , αm) and multiplicities (jˆ1, . . . , jˆm) satisfying (7.1) and jˆ1 + · · ·+ jˆm = nˆ, with
0 < nˆ < n and 0 ≤ jˆℓ ≤ jℓ for 1 ≤ ℓ ≤ m, is stable.
Remark 7.3 In fact if we look carefully at this proof of the slightly weaker version of Theorem
7.1 for good parabolic data (in particular at the proofs of Propositions 3.6 and 4.5), we find
that if η lies in the kernel of the restriction map ρ then we can write
η = σ1 + · · ·+ σk
where
σi = cri(−π!(ParHom(Vˆ
(i),V))\γi
for some (nˆi, dˆi, jˆ1,i, . . . , jˆm,i, ri) satisfying 0 < nˆi < n and 0 ≤ jˆℓ,i ≤ jℓ for 1 ≤ ℓ ≤ m and
jˆ1,i + · · ·+ jˆm,i = nˆi and
d+
∑m
ℓ=1 αℓjℓ
n
<
dˆ1 +
∑m
ℓ=1 αℓjˆℓ,1
nˆ1
≤ · · · ≤
dˆk +
∑m
ℓ=1 αℓjˆℓ,k
nˆk
and
ri > nnˆi(g − 1) + dˆin− dnˆi +
m∑
ℓ=2
(ji + · · ·+ jℓ−1)jˆℓ,i,
where Vˆ(i) is a universal bundle while γi is given by the image of a suitable restriction of η under
the inverse of an appropriate Lefschetz duality map, which is an isomorphism since semistability
equals stability (cf. Remark 4.1).
Remark 7.4 If L is any line bundle over Σ, then a parabolic bundle E is semistable (respec-
tively stable) if and only if E ⊗ L is semistable (respectively stable). Thus the condition that
every semistable parabolic bundle of rank nˆ, degree dˆ, parabolic weights (α1, . . . , αm) and mul-
tiplicities (jˆ1, . . . , jˆm) is stable depends on dˆ only through its remainder modulo nˆ. Thus for
given n and d there are effectively only finitely many choices of nˆ, dˆ and (jˆ1, . . . , jˆm) to consider
in Definition 7.2.
Remark 7.5 It follows from Remarks 6.1 and 7.4 that if jk = 1 for 1 ≤ k ≤ m = n then an
arbitrarily small perturbation can be made to any parabolic weights (α1, . . . , αm) to give us
good parabolic data in the sense of Definition 7.2.
Remark 7.6 Suppose that every semistable parabolic bundle of rank n, degree d, parabolic
weights (α1, . . . , αm) and multiplicities (j1, . . . , jm) is stable. Then it follows from Remark 6.1
that if the parabolic weights (α1, . . . , αm) are perturbed very slightly then the semistability
condition is unaffected (that is, C(n, d)parss remains the same) and in addition the conditions
on the integers nˆ, dˆ, (jˆ1, . . . , jˆm) and r in (7.1) and (7.2) of Theorem 7.1 are unaltered. Thus
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if an arbitrarily small perturbation of the parabolic weights can be chosen to give us good
parabolic data in the sense of Definition 7.2, then the weaker version of Theorem 7.1 omitting
the second inequalities in (7.1) and (7.2) must hold. In particular Remark 7.5 tells us that if
d and n are coprime and jℓ = 1 for 1 ≤ ℓ ≤ m = n then this weaker version of Theorem 7.1
holds.
8 Reduction to the good case
We have now proved the following weaker version of Theorem 7.1 in the special case when
m = n and j1 = . . . = jm = 1 (see Remark 7.6). Our aim in this section is to deduce the
general case.
Theorem 8.1 If n and d are coprime and C(n, d)parss = C(n, d)pars then the kernel of the
restriction map
ρ : H∗ParG(C(n, d))→ H
∗
ParG(C(n, d)
parss)
is generated as an ideal in H∗ParG(C(n, d)) by slant products of the form
cr(−π!(ParHom(Vˆ,V)))\γ
for integers nˆ, dˆ, jˆ1, . . . , jˆm and r satisfying 0 < nˆ < n and 0 ≤ jˆℓ ≤ jℓ for 1 ≤ ℓ ≤ m and
jˆ1 + · · ·+ jˆm = nˆ and
d+
∑m
ℓ=1 αℓjℓ
n
<
dˆ+
∑m
ℓ=1 αℓjˆℓ
nˆ
(8.1)
and
nnˆ(g − 1) + dˆn− dnˆ+
m∑
ℓ=2
(j1 + · · ·+ jℓ−1)jˆℓ < r (8.2)
where
cr(−π!(ParHom(Vˆ,V)) ∈ H
∗
ParG(C(n, d))⊗H
∗
ParGˆ
(C(nˆ, dˆ))
is the rth equivariant Chern class of the equivariant virtual bundle −π!(ParHom(Vˆ,V) and γ
lies in the image of the natural map
HParGˆ(nˆ,dˆ)∗ (C(nˆ, dˆ)
parss)→ HParGˆ(nˆ,dˆ)∗ (C(nˆ, dˆ)).
To deduce this theorem from the special case when m = n and j1 = . . . = jm = 1, we exploit
the relationship between the kernel of ρ and the kernel of the corresponding restriction map
ρT : H∗ParT G(C(n, d))→ H
∗
ParT G
(C(n, d)parT ss)
where ρT , ParTG and C(n, d)parT ss are defined as ρ, ParG and C(n, d)Parss except that m is
replaced by n, the multiplicities jℓ all become 1 and the weights (α1, . . . , αm) are replaced by
(αT1 , . . . , α
T
n ) with the following properties:
(i) 0 ≤ αT1 < α
T
2 < . . . < α
T
n < 1,
(ii) if 1 ≤ i ≤ m then jiαi =
∑
j1+···ji−1<j≤j1+···+ji
αTj and
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(iii) αTj is a small perturbation of αi if j1 + · · · ji−1 < j ≤ j1 + · · ·+ ji.
Let B be the standard Borel subgroup of GL(n;C) and let P be the parabolic subgroup
which preserves the flag
C
j1 ⊂ Cj1+j2 ⊂ . . . ⊂ Cj1+···+jm−1 ⊂ Cn.
Let F = GL(n;C)/P ∼= U(n)/P ∩ U(n) and FT = GL(n;C)/B ∼= U(n)/T where T is the
standard maximal torus of U(n). Note that if
φp : G → U(n)
is the homomorphism which associates to any g ∈ G its action on the fibre of E at the marked
point p of Σ then
ParTG = φ
−1
p (T )
and
ParG = φ−1p (P ∩ U(n)).
We have
H∗ParG(C)
∼= H∗(BG)⊗H∗(F) (8.3)
while
H∗ParT G(C)
∼= H∗(BG)⊗H∗(FT ) (8.4)
and
H∗ParG(C)
∼= [H∗ParT G(C)]
W (8.5)
where W is the Weyl group of P ∩ U(n) (cf. [45] Proposition 3.2 and [5] Theorem 20.6). By
[30] Lemma 7.10 and Remarks 7.11 and 7.12 (see also Remark 10.5 below), if η ∈ H∗ParG(C)
∼=
[H∗ParTG(C)]
W then
η ∈ ker ρ if and only if Dη ∈ ker ρT (8.6)
and, furthermore, multiplication byD defines an isomorphism from ker ρ to ker ρT∩[H∗ParTG(C)]
antiW ,
with inverse given by
ζ 7→
1
|W |D
∑
w∈W
(−1)ww(ζ).
Here D is the image in H∗ParT G(C) of the element of H
∗
T (C)
∼= H∗(BT ) represented by the
product of the positive roots of U(n) under the map
H∗T (C)→ H
∗
ParT G
(C)
induced by the homomorphism φp : ParTG → T . Under the decomposition (8.4) D corresponds
to the fundamental class in H∗(FT ). Note that D is anti-invariant for the action of the Weyl
group W in the sense that w(D) = (−1)wD for all w ∈ W , where (−1)w is the determinant of
w regarded as an automorphism of the Lie algebra of T . We denote by [H∗ParT G(C)]
antiW the set
of elements of H∗ParT G(C) which are anti-invariant for the action of W ; if η ∈ H
∗
ParT G
(C) then
η ∈ H∗ParT G(C)]
antiW if and only if
η =
1
|W |
∑
w∈W
(−1)ww(η).
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Proof of Theorem 8.1: Suppose that η ∈ ker ρ. Then by (8.6) we have Dη ∈ ker ρT . But by
Remark 7.6 we know that Theorem 8.1 is true when m = n and j1 = . . . = jn = 1. Therefore
Dη lies in the ideal in H∗ParT G(C) generated by slant products of the form
cr(−π!(ParHomTˆ ,T (Vˆ,V)))\γ
for integers nˆ, dˆ and r and a subset J of {1, . . . , n} with nˆ elements, satisfying 0 < nˆ < n and
d+
∑m
ℓ=1 αℓjℓ
n
<
dˆ+
∑
ℓ∈J αℓ
nˆ
(8.7)
and
nnˆ(g − 1) + dˆn− dnˆ+
n∑
ℓ=2
|J ∩ {ℓ, . . . , n}| < r. (8.8)
Here Tˆ is the standard maximal torus of U(nˆ), while
cr(−π!(ParHomTˆ ,T (Vˆ,V)) ∈ H
∗
ParT G
(C(n, d))⊗H∗
Par
Tˆ
Gˆ
(C(nˆ, dˆ))
is the rth equivariant Chern class of the virtual bundle −π!(ParHomTˆ ,T (Vˆ ,V), which is defined
as in §6 with ParG and ParGˆ replaced by ParTG and ParTˆ Gˆ, and γ lies in the image of the
natural map
H
Par
Tˆ
Gˆ(nˆ,dˆ)
∗ (C(nˆ, dˆ)parss)→ H
Par
Tˆ
Gˆ(nˆ,dˆ)
∗ (C(nˆ, dˆ)). (8.9)
Moreover by Remark 7.3 we can take γ to be the image of the restriction of Dη under the
inverse of a suitable Lefshetz duality map.
There is an exact sequence of sheaves
0→ ParTˆ ,THom(Vˆ,V)→ ParHom(Vˆ,V)→ Sˆ → 0
over C(n, d)× C(nˆ, dˆ)× Σ where Sˆ is supported on C(n, d)× C(nˆ, dˆ)× {p} and is the pullback
of the skyscraper sheaf on Σ supported at p with fibre
ParHom(Vˆp,Vp)
ParHomTˆ ,T (Vˆp,Vp)
.
For integers nˆ, dˆ and r and a subset J of {1, . . . , n} with nˆ elements as above, define integers
jˆ1, . . . , jˆm by
jˆk = |J ∩ {j1 + · · ·+ jk−1 + 1, . . . , j1 + · · ·+ jk}|
for 1 ≤ k ≤ m. Then 0 ≤ jˆk ≤ jk and since j1 · · ·+ jm = n we have
jˆ1 + · · ·+ jˆm = |J | = nˆ.
The weights of the action of Tˆ ×T on ParHom(Vˆp,Vp) are λℓ− λˆi for 1 ≤ i ≤ nˆ and 1 ≤ ℓ ≤ n
such that h ≤ k where h and k satisfy
jˆ1 + · · ·+ jˆh−1 < i ≤ jˆ1 + · · ·+ jˆh
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and
j1 + · · ·+ jk−1 < ℓ ≤ j1 + · · ·+ jk.
The weights of the action of Tˆ × T on ParHomTˆ ,T (Vˆp,Vp) are λℓ − λˆi for 1 ≤ i ≤ nˆ and
1 ≤ ℓ ≤ n such that
i ≤ |J ∩ {1, . . . , ℓ}| .
Since i > |J ∩ {1, . . . , ℓ}| and j1 + · · ·+ jk−1 < ℓ implies that i > jˆ1 + · · ·+ jˆk, it follows that
the weights of the action of Tˆ × T on
ParHom(Vˆp,Vp)
ParHomTˆ ,T (Vˆp,Vp)
are λℓ − λˆi for 1 ≤ i ≤ nˆ and 1 ≤ ℓ ≤ n such that
i > |J ∩ {1, . . . , ℓ}|
and
jˆ1 + · · ·+ jˆk−1 < i ≤ jˆ1 + · · ·+ jˆk
and
j1 + · · ·+ jk−1 < ℓ ≤ j1 + · · ·+ jk
for some k ∈ {1, . . . , m}. Thus the equivariant Chern polynomial of π!Sˆ is
c(π!Sˆ)(t) =
m∏
k=1
j1+···+jk∏
ℓ=j1+···+jk−1+1
jˆ1+···+jˆk∏
i=|J∩{1,...,ℓ}|+1
(
1 + (λℓ − λˆi)t
)
.
Therefore the equivariant Chern polynomials of−π!(ParHom(Vˆ,V)) and−π!(ParHomTˆ ,T (Vˆ,V))
are related by
c(−π!(ParHomTˆ ,T (Vˆ,V)))(t) = c(−π!(ParHom(Vˆ,V)))(t) c(π!Sˆ)(t)
where c(π!Sˆ)(t) is a polynomial of degree
m∑
k=1
j1+···+jk∑
ℓ=j1+···+jk−1+1
jˆ1 + · · ·+ jˆk − |J ∩ {1, . . . , ℓ}|
=
m∑
k=1
j1+···+jk∑
ℓ=j1+···+jk−1+1
|J ∩ {ℓ+ 1, . . . , n}| − (jˆk+1 + · · ·+ jˆm)
=
n−1∑
ℓ=1
|J ∩ {ℓ+ 1, . . . , n}| −
m−1∑
k=1
jk(jˆk+1 + · · ·+ jˆm)
=
n∑
ℓ=2
|J ∩ {ℓ, . . . , n}| −
m∑
k=2
(j1 + · · · jk−1)jˆk.
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Hence if the image of c(−π!(ParHom(Vˆ,V)))(t) under some homomorphism is a polynomial in
t of degree at most
nnˆ(g − 1) + dˆn− dnˆ+
m∑
k=2
(j1 + · · ·+ jk−1)jˆk
then the image of c(−π!(ParHomTˆ ,T (Vˆ,V)))(t) under the same homomorphism is a polynomial
in t of degree at most
nnˆ(g − 1) + dˆn− dnˆ+
n∑
ℓ=2
|J ∩ {ℓ, . . . , n}| .
Thus the ideal in H∗ParT G(C(n, d)) generated by all elements of the form
cr(−π!(ParHomTˆ ,T (Vˆ,V)))\γ,
for r > nnˆ(g − 1) + dˆn − dnˆ +
∑n
ℓ=2 |J ∩ {ℓ, . . . , n}| and γ in the image of the natural map
from H
Par
Tˆ
Gˆ(nˆ,dˆ)
∗ (C(nˆ, dˆ)parss) to H
Par
Tˆ
Gˆ(nˆ,dˆ)
∗ (C(nˆ, dˆ)), is contained in the ideal generated by all
elements of the form
cr(−π!(ParHom(Vˆ,V)))\γ
for r > nnˆ(g − 1) + dˆn − dnˆ +
∑m
ℓ=2(j1 + · · ·+ jℓ−1)jˆℓ and γ in the image of the natural map
from H
Par
Tˆ
Gˆ(nˆ,dˆ)
∗ (C(nˆ, dˆ)parss) to H
Par
Tˆ
Gˆ(nˆ,dˆ)
∗ (C(nˆ, dˆ)), and so Dη lies in this ideal. Recall from
(8.5) that
H∗ParG(C(n, d))
∼= [H∗ParT G(C(n, d))]
W
and analogously we have
H∗
ParGˆ
(C(nˆ, dˆ)) ∼= [H∗Par
Tˆ
Gˆ
(C(nˆ, dˆ))]Wˆ .
By using the dual version of (8.6) for equivariant homology, together with the observation after
(8.9), based on Remark 7.3, that we can take γ to be the image under a suitable duality map
of a restriction of Dη, and by replacing γ by
1
|Wˆ |
∑
wˆ∈Wˆ
wˆγ
if necessary, we find that we can assume that γ lies in the image of the natural map from
H
ParGˆ(nˆ,dˆ)
∗ (C(nˆ, dˆ)parss) to H
ParGˆ(nˆ,dˆ)
∗ (C(nˆ, dˆ)) ∼= [H∗Par
Tˆ
Gˆ
(C(nˆ, dˆ))]Wˆ . Thus Dη lies in the ideal
in H∗ParT G(C(n, d)) generated by all elements of the form
cr(−π!(ParHom(Vˆ,V)))\γ
for r > nnˆ(g − 1) + dˆn − dnˆ +
∑m
ℓ=2(j1 + · · ·+ jℓ−1)jˆℓ and γ in the image of the natural map
from H
ParGˆ(nˆ,dˆ)
∗ (C(nˆ, dˆ)parss) to H
ParGˆ(nˆ,dˆ)
∗ (C(nˆ, dˆ)).
Finally we consider the action of W on
H∗ParT G(C)
∼= H∗(BG)⊗H∗(FT )
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(cf. (8.4)). Since multiplication by D defines a bijection from the set ofW -invariant elements of
H∗ParT G(C) to the set of elements which are anti-invariant for the action of W (see for example
[13] Lemma 1.2), by writing
Dη =
1
|W |
∑
w∈W
(−1)ww(Dη)
we deduce that η lies in the ideal in
H∗ParG(C(n, d))
∼= [H∗ParT G(C(n, d))]
W
generated by elements of the form
cr(−π!(ParHom(Vˆ,V)))\γ
for r > nnˆ(g − 1) + dˆn − dnˆ +
∑m
ℓ=2(j1 + · · ·+ jℓ−1)jˆℓ and γ in the image of the natural map
from H
ParGˆ(nˆ,dˆ)
∗ (C(nˆ, dˆ)parss) to H
ParGˆ(nˆ,dˆ)
∗ (C(nˆ, dˆ)), as required.
9 Further refinements
As a special case of Theorem 8.1 we have
Theorem 9.1 If n and d are coprime then the kernel of the restriction map
H∗G(n,d)(C(n, d))→ H
∗
G(n,d)(C(n, d)
ss)
is generated as an ideal in H∗G(n,d)(C(n, d)) by slant products of the form
cr(−π!(Vˆ
∗ ⊗ V))\γ
for integers nˆ, dˆ and r satisfying 0 < nˆ < n and dˆ
nˆ
> d
n
and
r > nnˆ(g − 1)− dnˆ+ dˆn
where
cr(−π!(Vˆ
∗ ⊗ V)) ∈ H∗
G(nˆ,dˆ)
(C(nˆ, dˆ))⊗H∗G(n,d)(C(n, d))
is the rth equivariant Chern class of the virtual bundle −π!(Vˆ∗⊗V) over C(nˆ, dˆ)×C(n, d), and
γ lies in the image of the natural map
HG(nˆ,dˆ)∗ (C(nˆ, dˆ)
ss)→ HG(nˆ,dˆ)∗ (C(nˆ, dˆ)).
In order to complete the proof of Theorem 2.1 it remains only to restrict the range of dˆ and
r in the statement of Theorem 9.1 to
d
n
<
dˆ
nˆ
<
d
n
+ 1 and nˆn(g − 1)− dnˆ+ dˆn < r < nˆn(g + 1)− dnˆ+ dˆn.
For this recall that for any δ ∈ Z there is an isomorphism from M(nˆ, dˆ) to M(nˆ, dˆ+ nˆδ) given
by tensoring bundles of rank nˆ and dˆ by a fixed line bundle L over Σ of degree δ. Recall that
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C(nˆ, dˆ) is the space of all holomorphic structures on a fixed C∞ bundle E of rank nˆ and degree
dˆ on Σ, so we may take C(nˆ, dˆ + nˆδ) to be the space of all holomorphic structures on L ⊗ E .
Then the isomorphism fromM(nˆ, dˆ) toM(nˆ, dˆ+ nˆδ) and its inverse come from maps between
C(nˆ, dˆ) and C(nˆ, dˆ+ nˆδ) given by tensoring with L and L−1. This also gives us an isomorphism
H∗
G(nˆ,dˆ+nˆδ)
(C(nˆ, dˆ+ nˆδ)ss)→ H∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss).
Under the map C(nˆ, dˆ)→ C(nˆ, dˆ+ nˆδ), the universal bundle on
C(nˆ, dˆ+ nˆδ)× Σ
pulls back to the tensor product Vˆ ⊗ L of the universal bundle Vˆ over C(nˆ, dˆ) × Σ and the
line bundle L over Σ, identified with its pullback to C(nˆ, dˆ) × Σ. Since c1(L) = δω where ω
is the usual generator of H2(Σ), the Grothendieck-Riemann-Roch Theorem tells us that the
equivariant Chern character of −π!((Vˆ ⊗ L)∗ ⊗ V) is
ch(−π!((Vˆ ⊗ L)
∗ ⊗ V)) = π∗(((g − 1)ω − 1)ch(L
∗ ⊗ Vˆ∗ ⊗ V))
= π∗(((g − 1)ω − 1)e
δωch(Vˆ∗ ⊗ V))
= ch(−π!(Vˆ
∗ ⊗ V)) + δch
(
Vˆ∗ ⊗ V
∣∣∣
C(nˆ,dˆ)×C(n,d)×{p}
)
for any p ∈ Σ, so its equivariant Chern polynomial satisfies
c(−π!((Vˆ ⊗ L)
∗ ⊗ V))(t) = c(−π!(Vˆ
∗ ⊗ V))(t) (c
(
Vˆ∗ ⊗ V
∣∣∣
C(nˆ,dˆ)×C(n,d)×{p}
)
(t))δ.
Now
c
(
Vˆ∗ ⊗ V
∣∣∣
C(nˆ,dˆ)×C(n,d)×{p}
)
(t)
is the Chern polynomial of a vector bundle of rank nnˆ over C(nˆ, dˆ)×C(n, d), so it is a polynomial
of degree at most nˆn in t with coefficients in
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ))⊗H∗G(n,d)(C(n, d)).
Moreover the difference between
nnˆ(g − 1)− nˆd+ (dˆ+ nˆδ)n and nnˆ(g − 1)− dnˆ+ dˆn
is δnnˆ. It follows that if δ ≥ 0 and r > nnˆ(g − 1)− nˆd + (dˆ + nˆδ)n, then the rth equivariant
Chern class of the virtual bundle −π!((Vˆ ⊗ L)∗ ⊗ V) belongs to the ideal in
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ))⊗H∗G(n,d)(C(n, d)).
generated by the equivariant Chern classes cr′(−π!(Vˆ∗ ⊗ V)) such that
r′ > nnˆ(g − 1)− dnˆ+ dˆn.
This means we can replace the condition that dˆ/nˆ > d/n in the statement of Theorem 9.1 by
d
n
<
dˆ
nˆ
≤
d
n
+ 1.
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Since d and n are coprime and 0 < nˆ < n, this is equivalent to the condition
d
n
<
dˆ
nˆ
<
d
n
+ 1.
Next we use the Grothendieck-Riemann-Roch Theorem to obtain explicit formulas for the
equivariant Chern polynomial c(−π!(Vˆ∗⊗V))(t) in terms of the Atiyah-Bott generators ar, bjr, fr
of H∗G(n,d)(C(n, d)) and corresponding generators of H
∗
G(nˆ,dˆ)
(C(nˆ, dˆ)).
Proposition 9.2 The equivariant Chern polynomial c(−π!(Vˆ∗ ⊗ V))(t) is equal to
Ω(t)g−1
n∏
k=1
nˆ∏
l=1
(1 + (δk − δˆl)t)
−Wk,l exp
{
−Ξ(k, l)t
1 + (δk − δˆl)t
}
(9.1)
where δ1, . . . , δn and δˆ1, ..., δˆnˆ are formal degree two classes such that the rth elementary sym-
metric polynomial in δ1, . . . , δn is ar and the rth elementary symmetric polynomial in δˆ1, ..., δˆnˆ
is aˆr. Here
Ω(t) =
n∏
k=1
nˆ∏
l=1
(1 + (δk − δˆl)t)
is the equivariant Chern polynomial of the restriction of Vˆ∗ ⊗ V restricted to C(n, d)× {p} for
any p ∈ Σ, and hence can be expressed in terms of the equivariant Chern polynomials
c(V|C(n,d)×{p})(t) = 1 + a1t+ a2t
2 + · · ·+ ant
n
and
c(Vˆ
∣∣∣
C(nˆ,dˆ)×{p}
)(t) = 1 + aˆ1t + aˆ2t
2 + · · ·+ aˆnˆt
nˆ.
Also
Wk,l =
n∑
i=1
fi
∂δk
∂ai
−
nˆ∑
j=1
fˆj
∂δˆk
∂aˆj
+
g∑
s=1

 n∑
i=1
bsi
∂
∂ai
+
nˆ∑
j=1
bˆsj
∂
∂aˆj



 n∑
i=1
bs+gi
∂
∂ai
+
nˆ∑
j=1
bˆs+gj
∂
∂aˆj

 (δk − δˆl),
and
Ξk,l =
g∑
s=1

 n∑
i=1
bsi
∂δk
∂ai
−
nˆ∑
j=1
bˆsj
∂δˆl
∂aˆj



 n∑
i=1
bs+gi
∂δk
∂ai
−
nˆ∑
j=1
bˆs+gj
∂δˆl
∂aˆj

 .
Equivalently c(−π!(Vˆ∗ ⊗ V))(t) equals
Ω(t)g−1 exp


∫ t
0

d+ dˆ
u
−

 n∑
i=1
fi
∂
∂ai
−
nˆ∑
j=1
fˆj
∂
∂aˆj
+ (9.2)
g∑
s=1

 n∑
i=1
bsi
∂
∂ai
+
nˆ∑
j=1
bˆsj
∂
∂aˆj



 n∑
i=1
bs+gi
∂
∂ai
+
nˆ∑
j=1
bˆs+gj
∂
∂aˆj



( log Ω(u)
u2
) du

 .
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Proof: We modify the proof of [11, Prop. 10]. We can write
ch(V) =
n∑
k=1
eγk and ch(Vˆ∗) =
nˆ∑
l=1
e−γˆl
where γ1, ..., γn and γˆ1, ..., γˆnˆ are formal degree two classes such that the rth elementary sym-
metric polynomial of γ1, ..., γn equals
cr(V) = ar ⊗ 1 +
2g∑
s=1
bsr ⊗ αs + fr ⊗ ω
for 1 ≤ r ≤ n and the rth elementary symmetric polynomial of γˆ1, ..., γˆnˆ equals
cr(Vˆ) = aˆr ⊗ 1 +
2g∑
s=1
bˆsr ⊗ αs + fˆr ⊗ ω
for 1 ≤ r ≤ nˆ. For each k ≥ 0 there exist coefficients ρ(k)r1,...,rn such that
(γ1)
k + · · ·+ (γn)
k =
∑
ρ(k)r1,...,rn(c1(V))
r1 · · · (cn(V))
rn
where the sum is taken over all nonnegative r1, ..., rn such that r1 + 2r2 + · · ·+ nrn = k. Now
(a1 ⊗ 1 +
2g∑
s=1
bs1 ⊗ αs + f1 ⊗ ω)
r1 · · · (an ⊗ 1 +
2g∑
s=1
bsn ⊗ αs + fn ⊗ ω)
rn
equals
(a1)
r1 · · · (an)
rn ⊗ 1 +
n∑
i=1
2g∑
s=1
bsi
∂
∂ai
(a1)
r1 · · · (an)
rn ⊗ αs
+
n∑
i=1
fi
∂
∂ai
(a1)
r1 · · · (an)
rn ⊗ ω +
n∑
i=1
n∑
j=1
g∑
s=1
bsi b
s+g
j
∂2
∂ai∂aj
(a1)
r1 · · · (an)
rn ⊗ ω.
Since ∑
ρ(k)r1,...,rn(a1)
r1 · · · (an)
rn = (δ1)
k + · · ·+ (δn)
k
we find that ch(V) equals
n∑
k=1
eδk ⊗ 1 +
n∑
i=1
2g∑
s=1
n∑
k=1
bsi
∂
∂ai
eδk ⊗ αs
+
n∑
i=1
n∑
k=1
fi
∂
∂ai
eδk ⊗ ω +
n∑
i=1
n∑
j=1
n∑
k=1
g∑
s=1
bsi b
s+g
j
∂2
∂ai∂aj
eδk ⊗ ω.
We have a similar formula for ch(V∗) and so by the Grothendieck-Riemann-Roch Theorem (and
substantial manipulation) obtain
ch(−π!(Vˆ
∗ ⊗ V)) = π∗(ch(Vˆ
∗)ch(V)((g − 1)ω − 1))
=
n∑
k=1
nˆ∑
l=1
(g − 1−Wk,l − Ξk,l)e
δk−δˆl.
Since Wk,l is a formal class of degree zero and Ξk,l is a formal class of degree two, it follows
from Lemma 9 of [11] that c(−π!(Vˆ∗⊗V))(t) equals (9.1) as required. Further manipulation of
this expression following the arguments of [11, pp. 28-9] give the second expression (9.2).
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Corollary 9.3 The equivariant Chern polynomial c(−π!(Vˆ∗ ⊗ V))(t) satisfies the equation
(Ω(t))2
d
dt
(
c(−π!(Vˆ
∗ ⊗ V))(t)
)
= Q(t)c(−π!(Vˆ
∗ ⊗ V))(t)
where
Q(t) = (g − 1)Ω′(t)−
n∑
k=1
nˆ∑
l=1
(
Ω(t)
1 + (δk − δˆl)t
)2
(Wk,l(1 + (δk − δˆl)t) + Ξk,l)
is a polynomial of degree at most 2nnˆ− 1 in t with coefficients in
H∗G(n,d)(C(n, d))⊗H
∗
G(nˆ,dˆ)
(C(nˆ, dˆ)).
Proof: This follows from Proposition 9.2, together with two observations; firstly that Ω(t)
is a polynomial in t of degree nnˆ and is divisible by (1 + (δk − δˆl)t) for all k, l, and secondly
that the polynomial
n∑
k=1
nˆ∑
l=1
(
Ω(t)
1 + (δk − δˆl)t
)2
(Wk,l(1 + (δk − δˆl)t) + Ξk,l)
in t is invariant under the actions of the permutation groups on {1, ..., n} and on {1, ..., nˆ},
and hence its coefficients can be expressed as polynomial functions of the generators ar, b
j
r, fr
of H∗G(n,d)(C(n, d)) and aˆr, bˆ
r
j , fˆr of H
∗
G(nˆ,dˆ)
(C(nˆ, dˆ)).
Now we can complete the proof of Theorem 2.1. For
c(−π!(Vˆ
∗ ⊗ V))(t) =
∑
r≥0
cr(−π!(Vˆ
∗ ⊗ V))tr
and
d
dt
(
c(−π!(Vˆ
∗ ⊗ V))(t)
)
=
∑
r≥0
(r + 1)cr+1(−π!(Vˆ
∗ ⊗ V))tr.
Therefore if r ≥ 0 the coefficient of tr in
(Ω(t))2
d
dt
(
c(−π!(Vˆ
∗ ⊗ V))(t)
)
is the sum of (r + 1)cr+1(−π!(Vˆ∗ ⊗ V)) and an element of the ideal in
H∗G(n,d)(C(n, d))⊗H
∗
G(nˆ,dˆ)
(C(nˆ, dˆ)).
generated by
{cr−j(−π!(Vˆ
∗ ⊗ V)) : 0 ≤ j ≤ 2nnˆ− 1},
whereas the coefficient of tr in
Q(t)c(−π!(Vˆ
∗ ⊗ V))(t)
is an element of this same ideal. Thus it follows from Corollary 9.3 that if r ≥ 0 then
cr+1(−π!(Vˆ∗ ⊗ V)) lies in the ideal generated by
{cr−j(−π!(Vˆ
∗ ⊗ V)) : 0 ≤ j ≤ 2nnˆ− 1}.
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Hence the ideal in H∗G(n,d)(C(n, d))⊗H
∗
G(nˆ,dˆ)
(C(nˆ, dˆ)) generated by
{cr(−π!(Vˆ
∗ ⊗ V)) : r > nnˆ(g − 1)− dnˆ+ dˆn}
is also generated by
{cr(−π!(Vˆ
∗ ⊗ V)) : nnˆ(g − 1)− dnˆ+ dˆn < r < nnˆ(g + 1)− dnˆ+ dˆn}
and the ideal in H∗G(n,d)(C(n, d)) generated by the slant products
{cr(−π!(Vˆ
∗ ⊗ V))\γ : nnˆ(g − 1)− dnˆ+ dˆn < r, γ ∈ HG(nˆ,dˆ)∗ (C(nˆ, dˆ)
ss)}
is also generated by those cr(−π!(Vˆ
∗ ⊗ V))\γ with
nnˆ(g − 1)− dnˆ+ dˆn < r < nnˆ(g + 1)− dnˆ+ dˆn, γ ∈ HG(nˆ,dˆ)∗ (C(nˆ, dˆ)
ss)}.
This completes the strengthening of Theorem 9.1 to give us Theorem 2.1.
Remark 9.4 Similar arguments in the parabolic case allow us to refine Theorem 8.1 to get
Theorem 7.1.
Remark 9.5 In principle Corollary 10.4 gives us a recurrence relation for the relations cr(−π!(Vˆ∗⊗
V))\γ (cf. [24, 56] for the case when n = 2).
10 Explicit formulas for relations
We can give explicit formulas for the relations
cr(−π!(Vˆ
∗ ⊗ V))\γ
which appear in Theorem 2.1 in terms of the generators ar, b
j
r and fr of H
∗
G(n,d)(C(n, d)). First
let us consider the case when nˆ and dˆ are coprime. In this case the Lefschetz duality map (4.1)
is an isomorphism
LD : HG(nˆ,dˆ)∗ (C(nˆ, dˆ)
ss) ∼= H∗(M(nˆ, dˆ)) ∼= H
D(nˆ,dˆ)−∗(M(nˆ, dˆ))
∼= H
D(nˆ,dˆ)−∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss)
given by Poincare´ duality on M(nˆ, dˆ), and if γ ∈ HD(nˆ,dˆ)−∗
G(nˆ,dˆ)
(C(nˆ, dˆ)ss) and η = LD−1(γ) ∈
H
G(nˆ,dˆ)
∗ (C(nˆ, dˆ)ss) then
cr(−π!(Vˆ
∗ ⊗ V))\γ =
∫
M(nˆ,dˆ)
Φ(ηcr(−π!(Vˆ
∗ ⊗ V)))
where Φ : H∗G(n,d)(C(n, d)) ⊗ H
∗
G(nˆ,dˆ)
(C(nˆ, dˆ)) → H∗G(n,d)(C(n, d)) ⊗ H
∗(M(nˆ, dˆ)) is the natural
map defined as at (1.1). This integral over the moduli space M(nˆ, dˆ) can be calculated using
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Witten’s principle of nonabelian localisation [55] and the results of [22, 23], as we shall now
describe.
In fact the moduli spaces considered in the papers [22, 23, 55] are not the moduli spaces
M(n, d) but instead are the moduli spacesMΛ(n, d) of semistable bundles over Σ with coprime
rank n and degree d and fixed determinant line bundle Λ. However if Jacd(Σ) =M(1, d) denotes
the Jacobian of degree d line bundles over Σ, then the fibration det :M(n, d)→ Jacd(Σ) with
fibre MΛ(n, d) induces an isomorphism
H∗(M(n, d)) ∼= H∗(MΛ(n, d))⊗H
∗(Jacd(Σ))
such that the generators b11, ..., b
2g
1 of H
∗(M(n, d)) correspond to the standard generators of
H∗(Jacd(Σ)) ∼= H∗((S1)2g) (see [1]), and thus it is easy to translate the results of [22, 23, 55]
from MΛ(n, d) to M(n, d).
In [55] Witten used physical methods to obtain explicit formulas for the evaluations on the
fundamental class [MΛ(n, d)] (or equivalently the integrals over MΛ(n, d)) of polynomial ex-
pressions in the generators ar, b
j
r and fr. He derived these formulas using an infinite-dimensional
version of his principle of nonabelian localisation. Using another version of nonabelian locali-
sation [22] applied to MΛ(n, d) regarded as the symplectic quotient of an SU(n) action on an
extended moduli space [21], equivalent formulas were obtained in [23]. This version of non-
abelian localisation involves looking at the fixed points of the action of the maximal torus T
of SU(n) on the extended moduli space, and these correspond, roughly speaking, to bundles of
rank n and degree d which are direct sums of line bundles. Technical difficulties arise because
the extended moduli space is noncompact, which is reflected in the fact that the fixed point set
of T has infinitely many components; this problem is overcome in [23] by exploiting a certain
periodicity in the situation. In order to calculate∫
M(nˆ,dˆ)
Φ(ηc(−π!(Vˆ
∗ ⊗ V))(t))
(as a polynomial in t with coefficients in H∗G(n,d)(C(n, d))), we need to consider the image of
ηc(−π!(Vˆ∗ ⊗ V))(t) under the restriction map
H∗
G(nˆ,dˆ)
(C(nˆ, dˆ))→ ⊕nˆl=1H
∗
G(1,dˆl)
(C(1, dˆl)) (10.1)
given by identifying our fixed C∞ bundle of rank nˆ and degree dˆ with a direct sum of C∞ line
bundles of degrees dˆ1,...,dˆnˆ where
dˆ1 + ...+ dˆnˆ = dˆ,
and then embedding C(1, dˆ1)× ...× C(1, dˆnˆ) into C(nˆ, dˆ) via
(L1, ..., Lnˆ) 7→ L1 ⊕ ...⊕ Lnˆ.
We also need to see what happens to this image when the degrees dˆ1,...,dˆnˆ of these line bundles
are modified so that for some p ∈ {1, ..., nˆ} the degree dˆp is decreased by one, while dˆp+1 is
increased by one and the other degrees dˆl for l 6= p, p+ 1 are all unchanged.
Let aˆl1 and bˆ
s,l
1 (for 1 ≤ s ≤ 2g) be the generators of H
∗
G(1,dˆl)
(C(1, dˆl)) defined as at (1.3).
The map (10.1) is determined by the fact that the Chern polynomial
c(Vˆ)(t) = 1 +
nˆ∑
r=1
(aˆr ⊗ 1 +
2g∑
s=1
bˆsr ⊗ αs + fˆr ⊗ ω)t
r
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maps to
nˆ∏
l=1
c(Vˆl)(t) =
nˆ∏
l=1
(1 + (aˆl1 ⊗ 1 +
2g∑
s=1
bˆs,l1 ⊗ αs + dˆl ⊗ ω)t)
where Vˆl is a universal bundle over C(1, dˆl) × Σ for 1 ≤ l ≤ nˆ. Thus aˆr is mapped to the rth
elementary symmetric polynomial σnˆr (aˆ
i
1 : 1 ≤ i ≤ nˆ) in aˆ
1
1, ..., aˆ
nˆ
1 (or equivalently the formal
degree two classes δˆ1, ..., δˆnˆ introduced in Proposition 9.2 are mapped to aˆ
1
1, ..., aˆ
nˆ
1 ), while
bˆsr 7→
nˆ∑
l=1
bˆs,l1 σ
nˆ−1
r−1 (aˆ
i
1 : i 6= l)
and
fˆr 7→
nˆ∑
l=1

dˆlσnˆ−1r−1 (aˆi1 : i 6= l) +∑
k 6=l
2g∑
s=1
bˆs,l1 bˆ
s+g,k
1 σ
nˆ−2
r−2 (aˆ
i
1 : i 6= k, l)

 .
The image of c(−π!(Vˆ∗ ⊗ V))(t) under the map (10.1) is
c(−π!(
nˆ⊕
l=1
Vˆ∗l ⊗ V))(t) =
nˆ∏
l=1
c(−π!(Vˆ
∗
l ⊗ V))(t), (10.2)
and by Proposition 9.2 this is
n∏
k=1
nˆ∏
l=1
(1 + (δk − aˆ
l
1)t)
g−1+dˆl−Wk exp
{
−Ξ(k,l)t
1 + (δk − aˆl1)t
}
(10.3)
where
Wk =
n∑
i=1
fi
∂δk
∂ai
+
g∑
s=1
n∑
i=1
bsi b
s+g
j
∂2δk
∂ai∂aj
(10.4)
and
Ξ(k,l) =
g∑
s=1
(
n∑
i=1
bsi
∂δk
∂ai
− bˆs,l1
)(
n∑
i=1
bs+gi
∂δk
∂ai
− bˆs+g,l1
)
. (10.5)
If we formally modify the degrees dˆ1, ..., dˆnˆ so that for some p ∈ {1, ..., nˆ} the degree dˆp is
decreased by one, while dˆp+1 is increased by one and the other degrees dˆl for l 6= p, p+1 are all
unchanged, then c(−π!(Vˆ∗ ⊗ V))(t) is multiplied by the factor
n∏
k=1
1 + (δk − aˆ
p+1
1 )t
1 + (δk − aˆ
p
1)t
. (10.6)
In [23] Theorem 8.1 (see also [23] Remark 8.3(c)) it is proved that if η is any polynomial
expression in the generators aˆr and b
j
r of H
∗
G(nˆ,dˆ)
(C(nˆ, dˆ)), not involving the generators fr, then
∫
M(nˆ,dˆ)
Φ(η exp(ǫfˆ2)) =
(−1)nˆ(nˆ−1)(g−1)/2
nˆ!
ResY1=0... (10.7)
...ResYnˆ−1=0

 ∑
w∈Wnˆ−1
exp(〈ǫ[[wcˆ]], X〉)
∫
(S1)2gnˆ η(X) exp(ǫω)
D2g−2nˆ
∏nˆ−1
l=1 (exp(ǫYl)− 1)


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when ǫ 6= 0, where (S1)nˆ is identified in the usual way with the maximal torus of U(nˆ) consisting
of diagonal unitary matrices (which appears in (10.7) but not in [23], because we are working
with the moduli space M(nˆ, dˆ) not MΛ(nˆ, dˆ)), while T = (S1)nˆ ∩ SU(nˆ) is the standard
maximal torus of SU(nˆ). Also any X ∈ Lie(T ) has coordinates
Y1 = X1 −X2, ..., Ynˆ−1 = Xnˆ−1 −Xnˆ
defined by the simple roots of SU(nˆ), and the Weyl group Wnˆ−1 of SU(nˆ − 1) is embedded
in SU(nˆ) in the standard way using the first nˆ − 1 coordinates. The polynomial function
Dnˆ : Lie(T ) → R is defined to be the product of the positive weights of SU(nˆ). Also if
γ ∈ Lie(T ) then [[γ]] is the unique element of the fundamental domain defined by the simple
roots for the translation action on Lie(T ) of the integer lattice, such that [[γ]] − γ lies in the
integer lattice, and
cˆ = [[(dˆ/nˆ, ..., dˆ/nˆ, dˆ/nˆ− dˆ)]].
Moreover ResYj=0 is the usual residue at 0 of a meromorphic function of the variable Yj, and
〈, 〉 denotes the inner product on Lie(SU(nˆ)) given by
〈X,X〉 = −Trace(X2)/4π2.
ω is the standard symplectic form on (S1)2gnˆ, normalised so that
∫
(S1)2gnˆ
exp(ω) = (nˆ)g,
and the appearance of η in the integral∫
(S1)2gnˆ
η(X) exp(ǫω)
is interpreted as the image of η under the map (10.1), via the identification
H∗
G(1,dˆl)
(C(1, dˆl)) ∼= H
∗(BS1)⊗H∗(M(1, dˆl)) (10.8)
when we identify (S1)2g with the Jacobian Jacdˆl(Σ) =M(1, dˆl). It does not matter here which
dˆl (for 1 ≤ l ≤ nˆ) we choose in the identification of (S1)2g with M(1, dˆl); tensoring by any
fixed line bundle of degree δ gives us an isomorphism from M((1, dˆl) to M(1, dˆl + δ) which
preserves the image of η since η is a polynomial in the generators aˆr and bˆ
j
r (the generators fr
are not involved). However, in some sense the appropriate choice for dˆl here is dˆ/nˆ − [[wcˆ]]l;
this accounts for the occurrence of the term exp(〈ǫ[[wcˆ]], X〉) in the formula (10.7).
Remark 10.1 The formula given by Witten in [55] for an integral of the form
∫
M(nˆ,dˆ)
Φ(η exp(ǫfˆ2))
is not expressed as an iterated residue. Instead it is an infinite sum running over the intersection
of the weight lattice of SU(nˆ) with the interior of a fundamental Weyl chamber. These two
formulas can be reconciled using an argument of Szenes (see [23] Proposition 2.2), based on the
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elementary fact that the sum of all the residues of a meromorphic function on C which vanishes
sufficiently fast at infinity is zero. This means that an iterated residue of the form (10.7) can
be rewritten as a sum of iterated residues at the nonzero points Yl ∈ 2πiǫ−1Z\{0} where the
terms exp(ǫYl)− 1 vanish. There are of course infinitely many such points, but they contribute
simple poles whose residues are easy to calculate.
The product
nˆ−1∏
l=1
(exp(ǫYl)− 1)
appears in the residue formula (10.7) because when we formally modify the degrees dˆ1, ..., dˆnˆ
so that for some p ∈ {1, ..., nˆ} the degree dˆp is decreased by one, while dˆp+1 is increased by one
and the other degrees dˆl for l 6= p, p+ 1 are all unchanged, then the image of η exp(ǫfˆ2) under
the map (10.1) is multiplied by exp(ǫ(aˆp1 − aˆ
p+1
1 )). The generators aˆ
1
1, ..., aˆ
nˆ
1 correspond to the
coordinates X1, ..., Xnˆ on the Lie algebra of the maximal torus of U(nˆ), and exp(ǫ(aˆ
p
1 − aˆ
p+1
1 ))
then corresponds to
exp(ǫ(Xp −Xp+1)) = exp(ǫYp).
If we apply the proof of [23] Theorem 8.1 to ηc(−π!(Vˆ
∗ ⊗ V))(t) instead of η exp(ǫfˆ2), then by
(10.6) the term
nˆ−1∏
l=1
(exp(ǫYl)− 1)
is replaced by
nˆ−1∏
l=1
(
n∏
k=1
1 + (δk −Xl+1)t
1 + (δk −Xl)t
− 1
)
,
and the same proof gives us
Theorem 10.2 If η is any polynomial expression in the generators aˆr and b
j
r of H
∗
G(nˆ,dˆ)
(C(nˆ, dˆ)),
not involving the generators fr, then
∫
M(nˆ,dˆ)
Φ(ηc(−π!(Vˆ
∗ ⊗ V))(t)) =
(−1)nˆ(nˆ−1)(g−1)/2
nˆ!
ResY1=0...
...ResYnˆ−1=0

 ∑
w∈Wnˆ−1
∫
(S1)2gnˆ
η(X)
nˆ∏
l=1
n∏
k=1
(1 + (δk −Xl)t)
g−1+dˆ/nˆ−[[wcˆ]]l−Wk
exp
(
−Ξ(k,l)
1+(δk−Xl)t
)
D2g−2nˆ
∏nˆ−1
l=1 (
∏n
k=1
1+(δk−Xl+1)t
1+(δk−Xl)t
− 1)

 .
Remark 10.3 Here we interpret
(
n∏
k=1
1 + (δk −Xl+1)t
1 + (δk −Xl)t
− 1)−1
as (
n∏
k=1
(1 + (δk −Xl+1)t)
)
(ntYl)
−1
∑
m≥0
(−1)m
(
bl(t, X1, ..., Xnˆ)
n
)m
49
where
bl(t, X1, ..., Xnˆ) =
n−1∑
i=0
((1− tXl+1)
i(1− tXl)
n−i−1 − 1)
+
n−1∑
j=1
tjaj
n−j−1∑
i=0
((1− tXl+1)
i(1− tXl)
n−j−i−1 − 1)
using the expansion of
n∏
k=1
(1 + (δk −Xl+1)t)−
n∏
k=1
(1 + (δk −Xl)t)
as
tn

 n∑
j=0
aj((t
−1 −Xl+1)
n−j − (t−1 −Xl)
n−j)


=
n−1∑
j=0
ajt
j
n−j−1∑
i=0
(1− tXl+1)
i(1− tXl)
n−j−i−1t(Xl −Xl+1)
= t(Xl −Xl+1)(n+ bl(t, X1, ..., Xnˆ)).
Notice also that dˆ/nˆ− [[wcˆ]]l is an integer for each w ∈ Wnˆ−1 and 1 ≤ l ≤ nˆ.
More generally if we want to allow η to depend on the generators fˆr as well as the generators
aˆr and bˆ
j
r, then we can modify the proof of [23] Theorem 9.12 to obtain for any scalars ǫ2, ..., ǫnˆ
with ǫ2 6= 0 the following result, which will give us the formulas we require if we differentiate
with respect to ǫ2, ..., ǫnˆ.
Theorem 10.4 Let mr and pr,kr be nonnegative integers for 2 ≤ r ≤ nˆ and 1 ≤ kr ≤ 2g, with
pr,kr ∈ {0, 1}. If ǫ2 6= 0 then the integral
∫
M(nˆ,dˆ)
Φ

exp(ǫ2fˆ2 + ... + ǫnˆfˆnˆ) nˆ∏
r=1
aˆmrr
2g∏
kr=1
(bˆkrr )
pr,kr c(−π!(Vˆ
∗ ⊗ V))(t)


is given by
(−1)nˆ(nˆ−1)(g−1)/2
nˆ!
ResY1=0......ResYnˆ−1=0

 ∑
w∈Wnˆ−1
e−dqX([[wcˆ]])
nˆ∏
r=2
σnˆr (X)
mr
∫
(S1)2gnˆ
2g∏
kr=1
(
nˆ−1∑
a=1
(dσnˆr )X(eˆa)ζ
kr
a )
pr,kr
nˆ∏
l=1
n∏
k=1
(1 + (δk −Xl)t)
g−1+dˆ/nˆ−[[wcˆ]]l−Wk
exp
(
−Ξ(k,l)
1+(δk−Xl)t
−
∑nˆ−1
a,b=1
∑2g
s=1 ζ
l
aζ
l+g
b ∂
2qX(eˆa, eˆb)
)
D2g−2nˆ
∏nˆ−1
l=1 (exp(−(dq)X(eˆl))
∏n
k=1
1+(δk−Xl+1)t
1+(δk−Xl)t
− 1)


where as before σnr denotes the rth elementary symmetric polynomial in n variables, and
q(X) = ǫ2σ
nˆ
2 (X) + ...+ ǫnˆσ
nˆ
nˆ(X).
Also eˆ1, ..., eˆnˆ−1 is the basis of Lie(T ) given by the simple roots; if we write the Maurer-Cartan
form θ on T as θ =
∑nˆ−1
a=1 θaeˆa then θ1, ..., θnˆ−1 form a set of generators for H
1(T ) and we let
ζ la be the pullback of θa to H
1(T 2g) under the projection from T 2g onto the lth copy of T .
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These theorems 10.2 and 10.4 give us explicit formulas for the relations cr(−π!(Vˆ∗ ⊗ V))\γ
which appear in Theorem 2.1, in the case when nˆ and dˆ are coprime.
Remark 10.5 Moduli spaces of parabolic bundles with fixed determinant can be regarded as
symplectic quotients of the extended moduli spaces of [21], where the action is that of the
subgroup P ∩ SU(n) of SU(n). In particular in the case when m = n and j1 = . . . = jm = 1,
which was studied in §7 and §8, we have the symplectic quotient of the extended moduli space
by the action of the maximal torus T of SU(n). A crucial step in the application of nonabelian
localisation in [23] to obtain formulas for intersection pairings on the moduli spacesMΛ(nˆ, dˆ) of
vector bundles with fixed determinant was an observation due to S. Martin [34, 35] concerning
any Hamiltonian action of a compact group K with Lie algebra k on a compact symplectic
manifold X when 0 is a regular value of the moment map µ : X → k∗. If we assume for
simplicity that 0 is also a regular value of the induced moment map µT : X → t
∗ for the maximal
torus T of K, then Martin observed that the integral over the symplectic quotient µ−1(0)/K
of the image η0 of any η ∈ H∗K(X) in H
∗
K(µ
−1(0)) ∼= H∗(µ−1(0)/K) can be expressed as a fixed
constant multiple of the integral over µ−1T (0)/T of the image in H
∗
T (µ
−1
T (0))
∼= H∗(µ−1T (0)/T ) of
the product of D ∈ H∗T (X) and η ∈ H
∗
K(X)
∼= [H∗T (X)]
W ⊆ H∗T (X) where D is the product of
the positive roots of K and W is the Weyl group.
With this in mind, the proof of Theorem 2.1 via Theorem 8.1 shows us that the explicit
formulas for relations provided by Theorems 10.2 and 10.4, in the case when nˆ and dˆ are
coprime, also give relations when nˆ and dˆ are not coprime, and the set of all such relations for
all nˆ and dˆ satisfying 0 < nˆ < n and dˆ/nˆ > d/n gives a complete set of relations between the
generators ar, b
j
r and fr of H
∗
G(n,d)(C(n, d)
ss).
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