Calculating transition amplitudes by variational quantum eigensolvers by Ibe, Yohei et al.
Calculating transition amplitudes by variational quantum eigensolvers
Yohei Ibe,1, ∗ Yuya O. Nakagawa,1 Takahiro Yamamoto,1 Kosuke Mitarai,2, 1 Qi Gao,3 and Takao Kobayashi3
1QunaSys Inc., Aqua Hakusan Building 9F, 1-13-7 Hakusan, Bunkyo, Tokyo 113-0001, Japan
2Graduate School of Engineering Science, Osaka University,
1-3 Machikaneyama, Toyonaka, Osaka 560-8531, Japan
3Mitsubishi Chemical Corporation, Science & Innovation Center,
1000, Kamoshida-cho, Aoba-ku, Yokohama 227-8502, Japan
(Dated: February 28, 2020)
Variational quantum eigensolver (VQE) is an appealing candidate for the application of near-term
quantum computers. A technique introduced in [Higgot et al., Quantum 3, 156 (2019)], which is
named variational quantum deflation (VQD), has extended the ability of the VQE framework for
finding excited states of a Hamiltonian. However, no method to evaluate transition amplitudes
between the eigenstates found by the VQD without using any costly Hadamard-test-like circuit
has been proposed despite its importance for computing properties of the system such as oscillator
strengths of molecules. Here we propose a method to evaluate transition amplitudes between the
eigenstates obtained by the VQD avoiding any Hadamard-test-like circuit. Our method relies only on
the ability to estimate overlap between two states, so it does not restrict to the VQD eigenstates and
applies for general situations. To support the significance of our method, we provide a comprehensive
comparison of three previously proposed methods to find excited states with numerical simulation
of three molecules (lithium hydride, diazene, and azobenzene) in a noiseless situation and find that
the VQD method exhibits the best performance among the three methods. Finally, we demonstrate
the validity of our method by calculating the oscillator strength of lithium hydride in numerical
simulations with shot noise. Our results illustrate the superiority of the VQD to find excited states
and widen its applicability to various quantum systems.
I. INTRODUCTION
We are now in the era of noisy intermediate-scale
quantum (NISQ) devices [1]. That is, we now have a
programmable quantum device, or a NISQ device, that
cannot be simulated by a classical computer using the
best-known simulation algorithm [2, 3] within the run-
time of the quantum device. Although the “quantum
supremacy” experiment [2] has no immediate practical
applications, we believe that there is a possibility that
such a device outperforms existing classical algorithms
in specific tasks. Various NISQ-oriented algorithms have
been suggested recently [4–13], and among such, the vari-
ational quantum eigensolver (VQE) [14] is considered to
be an appealing candidate for applications of near-term
quantum computers.
The original VQE [14] is a method for constructing
an approximate ground state of a Hamiltonian on a
programmable quantum device based on the variational
principle of quantum mechanics. The VQE constructs
the approximate ground state by iteratively tuning a
quantum circuit to minimize an energy expectation value
of the generated state. Because the NISQ devices are be-
lieved to be capable of generating a wavefunction that
is not classically achievable, the VQE has the potential
to explore a variational space that has not been investi-
gated before. To expand the potential application of the
VQE other than for the ground state, a lot of works have
extended the method to evaluate properties of excited
∗ ibe@qunasys.com
states of a target Hamiltonian [15–20]. Those methods
generally inherit the iterative and variational feature of
the VQE, i.e., they also iteratively optimize a quantum
circuit concerning some cost function.
The major and perhaps popular algorithms among
such extensions are the subspace-search VQE (SSVQE)
[15], the multistate contracted VQE (MCVQE) [16], and
the variational quantum deflation (VQD) [17]. While the
SSVQE and the MCVQE can readily evaluate the tran-
sition amplitude | 〈ψ1|A|ψ2〉 |2 of an observable A with
respect to two approximate eigenstates |ψ1〉 and |ψ2〉 in
a hardware-friendly manner (i.e., using less-costly quan-
tum gates and circuits), the VQD, to the best of our
knowledge, lacks such a method for evaluating the quan-
tity [21]. Since the transition amplitude is related to
properties of the system such as the absorption/emission
spectrum of photon [22, 23], this severely limits the ap-
plication range of the VQD method.
In this work, we fill this gap by providing a technique
to evaluate the transition amplitude without using costly
quantum circuits such as the Hadamard test [24]. Our
technique is not only for the VQD, but can also be ap-
plied in a general setting where we have two orthogonal
states |ψ1〉 and |ψ2〉 and a means to evaluate the over-
lap | 〈ψ1|ψ2〉 |2, and wish to evaluate | 〈ψ1|A|ψ2〉 |2. To
support the significance of the proposed technique, we
present a comprehensive comparison of the SSVQE, the
MCVQE, and the VQD by conducting noiseless numer-
ical simulations, where we use exact energy expectation
values in the optimization routine of the parametrized
circuit. In this test, we use molecular Hamiltonians of
LiH and two azo compounds: diazene and azobenzene
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2(AB). We find that, under this setting, the VQD gen-
erally exhibits better performance than the other two,
which convinces the importance of our proposed tech-
nique. Finally, as a demonstration of the technique, we
conduct a proof-of-principle numerical simulation of the
method using a sampling simulator, i.e., expectation val-
ues of observables are simulated with the shot noise.
II. EVALUATION OF TRANSITION
AMPLITUDES
First, we propose a method to evaluate the transition
amplitude of Hermitian operators between two quantum
states. More concretely, we present how to evaluate
|〈ψ1|A|ψ2〉|2 for a Hermitian operator A and quantum
states |ψ1〉 and |ψ2〉 such that 〈ψ1|ψ2〉 = 0 and
A =
∑
i
aiPi, (1)
where Pi ∈ {I,X, Y, Z}⊗n and ai ∈ R. I,X, Y, and Z are
Pauli operators. We assume that, for any given two states
|ψ1〉 and |ψ2〉, we can evaluate the overlap | 〈ψ1|ψ2〉 |2.
This evaluation can be performed by, e.g., the so-called
swap test [25]. Note that the requirements on the hard-
ware of quantum computers to evaluate the overlap can
be relaxed when we know quantum circuits U1 and U2
that generates |ψ1〉 and |ψ2〉, that is, we can evaluate the
overlap by | 〈ψ1|ψ2〉 |2 = | 〈0|U†1U2|0〉 |2. This is the case
for calculating the transition amplitude for approximate
eigenstates obtained by the VQD.
Let us consider unitary gates
Uij,± =
1√
2
(I ± iPi) 1√
2
(I ± iPj), (2)
which can be realized as a product of Pauli rotation gates
Uij,± = e±i
pi
4 Pie±i
pi
4 Pj . We can show the following equal-
ity holds under the assumption of 〈ψ1|ψ2〉 = 0,
|〈ψ1|A|ψ2〉|2 =
∑
i
a2i | 〈ψ1|Pi|ψ2〉 |2
+
∑
i<j
aiaj
[
2 |〈ψ1|Uij,+|ψ2〉|2 + 2 |〈ψ1|Uij,−|ψ2〉|2 − | 〈ψ1|Pi|ψ2〉 |2 − | 〈ψ1|Pj |ψ2〉 |2 − | 〈ψ1|PiPj |ψ2〉 |2
]
,
(3)
which can be employed to evaluate |〈ψ1|A|ψ2〉|2. More
concretely, we can measure each term in the right-hand
side of Eq. (3) on a quantum device by regarding it as a
overlap between two states because Pi, Pj , Uij,± are uni-
tary and Pi |ψ〉 , Pj |ψ〉 , Uij,± |ψ〉 can be realized on the
device. We then combine the results of measurement
according to the equation. Note that the assumption
〈ψ1|ψ2〉 = 0 should always be satisfied.
Equation (3) is one of the main results of this work.
It reduces the evaluation of the transition amplitudes to
a sequence of measurements of overlaps of two states.
On the other hand, if we allow more complicated circuits
to be executed on a device, we can construct an ancilla
based technique to evaluate 〈ψ1|A|ψ2〉 as shown in Ap-
pendix B.
III. COMPARISON OF ALGORITHMS FOR
EXCITED STATES
In this section, we compare the accuracy and capability
of three algorithms for obtaining excited states of a given
Hamiltonian on near-term quantum computers, namely
the SSVQE, the MCVQE, and the VQD, by noiseless nu-
merical simulations. By “noiseless”, we mean all of the
expectation values required in the algorithms are exactly
computed. This situation is ideal compared with the real
NISQ devices but still appropriate for discerning the ca-
pability of the algorithms. This section aims to support
the significance of our method proposed in the previous
section by showing that the VQD gives the best perfor-
mance among the three.
For the comparison, we use electronic Hamiltonians of
LiH, diazene, and AB molecule. LiH is considered and
employed as a simple “benchmark” molecule by a vari-
ety of studies on quantum computational chemistry [26–
29]. Diazene and AB, on the other hand, are more rel-
evant to applications of quantum chemistry to indus-
try. In particular, AB is one of the most representa-
tive organic molecules which show cis-trans photoiso-
merization in photochemistry. AB has been attracting
significant interests from the viewpoints of its photo-
physics/photochemistry associated with its various ap-
plications of photo-functional materials, and its deriva-
tives are widely used as important photo-functional dyes
in the industry [30]. For photo-functional molecules such
3as AB and its derivatives, it is crucial to theoretically
predict their photophysical properties such as absorp-
tion/emission spectra or emission quantum yields and to
elucidate their photochemical reaction mechanisms. Al-
though the elucidation of its photoisomerization mecha-
nism has been made theoretically so far, it remains con-
troversial whether it proceeds with rotation or inversion
or others. The simulations presented here do not only
support the significance of the proposed method, but can
also be viewed as a first step toward the real-world ap-
plication of NISQ devices.
A. Settings of numerical simulation
Here we describe setups of numerical simulations for
comparing the SSVQE, the MCVQE, and the VQD (the
details of three algorithms are explained in Appendix A).
As a variational quantum circuit for trial wavefunctions,
we adopt an ansatz shown in Fig. 1 for all three al-
gorithms. We call this ansatz real-valued symmetry-
preserving (RSP) ansatz, URSP(θ), where θ are classical
parameters to be optimized. It is a slightly modified ver-
sion of a heuristic ansatz introduced in Ref. [31], which
preserves the number of particles of a reference state, so
that the generated wavefunction is always a real-valued
vector in the computational basis. As reference states
for trial wavefunctions, we use the spin-restricted closed-
shell Hartree-Fock state and singly excited states. The
BFGS method [32] is employed for classical optimization
of the ansatz quantum circuit. The convergence crite-
rion is set so that the optimization terminates when the
relative difference of energy expectation value between it-
erations becomes lower than 10−8. The electronic Hamil-
tonian is computed by PySCF [33], an open-source quan-
tum chemistry library, and mapped to the qubit Hamil-
tonian by the Jordan-Wigner transformation [34]. Note
that the RSP ansatz only works for the Jordan-Wigner
transformation. For all simulations in this section, the
weight vector for the SSVQE (see Appendix A 2) is set
as w = (k, k − 1, . . . , 1), where k is the number of quan-
tum states to be calculated.
In the simulations, we compute several singlet and
triplet eigenstates in the low-energy spectrum of the elec-
tronic Hamiltonians of LiH, diazene, and AB. To circum-
vent the need to find all three degenerate eigenstates in
each triplet subspace, we slightly modify the original elec-
tronic Hamiltonian H to
H ′ = H + αS2z , (4)
where Sz is an operator representing the z-component of
the total electron spin, and α > 0. When α is sufficiently
large, all eigenstates of H which have non-zero Sz are
projected out from the low-energy subspace of H ′. In
the following subsections, we use this H ′ with α = 4 in
atomic units as the target Hamiltonian in the optimiza-
tion process presented above. This approach of adding
“penalty terms” to a Hamiltonian can be found in Ref.
FIG. 1. Real-valued symmetry-preserving (RSP) ansatz. In
the figure, Ry(θ) = exp(−iθY/2). The rotation angles imple-
mented in two-qubit unitary gates U(θ) are parameters to be
optimized. D denotes the depth of the circuit.
[35]. All simulations in this section are performed using
Qulacs [36].
B. Simple benchmark molecule: LiH
As for LiH molecule, we take STO-3G minimal basis
set and all molecular orbitals into consideration, result-
ing in the number of simulated qubits being 12. The RSP
ansatz mentioned above with D = 10 is used as the vari-
ational quantum circuit, where the total number of pa-
rameters is 110. We calculate three energy levels S0, T1,
and S1 for 36 points of the interatomic length of LiH and
compared with the full configuration interaction (full-CI)
calculations. As the initial values of ansatz parameters
θ, we use uniform random numbers drawn from [0, 2pi]
for the first point of the potential energy curve (PEC),
and after that, we employ the optimized parameters of
an adjacent point of the PEC.
Calculated energies and their errors of LiH molecule
by the SSVQE, the MCVQE, and the VQD are shown in
Fig. 2 along with the result of the full-CI calculations. As
seen in Fig. 2 (bottom), the VQD (the green lines) gives
the most accurate energies than the other two, keeping
the “chemical accuracy” throughout the plot.
C. More complex systems: diazene and azobenzene
1. Diazene
For diazene, we present VQE simulations using molec-
ular structures along its minimum energy path (MEP)
between trans and cis isomers. First, we obtain the
structures by MEP calculations using the state-averaged
complete active space self-consistent field (SA-CASSCF)
method implemented in Molpro 2015 [37] with the 6-
31G* basis set. The MEP calculations are done with the
Gonzalez-Schlegel method [38]. We use an active space
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FIG. 2. Simulation of LiH molecule by the SSVQE, the
MCVQE, and the VQD. (top) The potential energy curve.
Most of data points for three algorithms are overlapped. (bot-
tom) Energy deviations from the full-CI (FCI) calculations.
The horizontal dashed line denotes the “chemical accuracy”.
consisting of 4 orbitals (2×(lone pair on N) + pi (HOMO)
+ pi∗ (LUMO)) with 6 electrons. The S0-S3 and T1-T3
states are averaged in the SA-CASSCF calculations. In
the simulations, we use several points on S2 MEP, from
S2 Franck-Condon (FC) state of trans/cis isomers to the
S2 minimum, which proceeds with a rotation about the
N-N bond associating the disruption of the double bond.
Then, we perform the SSVQE, the MCVQE, and the
VQD simulations of the Hamiltonians constructed in the
same active space along the MEP and compare them with
complete active space configuration interaction (CASCI)
calculations, i.e., energies obtained by the exact diago-
nalization within the active space. The number of qubits
to be simulated is eight. Here we utilize the RSP ansatz
mentioned above with D = 20, where the total number
of parameters is 140. Again, the initial values of ansatz
parameters are taken as uniform random numbers drawn
from [0, 2pi] for the first point on the MEP. For other
points on the MEP, optimized parameters at an adjacent
point are used as initial values of parameters.
In addition to the energy of each eigenstate, we also
calculate oscillator strength fij between each pair of spin-
singlet states |Si〉 and |Sj〉. It is defined as
fij =
2
3
(E(Sj)− E(Si))
∑
α=x,y,z
| 〈Sj |Rα|Si〉 |2, (5)
where E(S) is the energy of |S〉, Rα =
∑N
l=1 rl,α is
the electric dipole moment operator, and rl,α is the α-
coordinate of the l-th electron. The oscillator strength
gives the normalized strength of the absorption/emission
spectrum of molecules [23], so it is fundamental for study-
ing photochemical dynamics and reactions of molecules
in quantum chemistry. Note that the oscillator strength
involves the transition amplitude of Rα operator, so it
is impossible to evaluate it by the VQD on a quantum
device in a hardware-friendly manner without using our
proposed method in Sec. II. In this subsection, we eval-
uate it by exact values since we know all components of
wavefunctions |Si〉 , |Sj〉 and the matrix elements of Rα
by virtue of numerical simulations.
Results for diazene along the MEP are shown in Fig.
3. Calculated energies and deviations from the exact
ones (Fig. 3 (a-f)) show that the VQD method gives
more accurate results than the other two in our simula-
tion settings. Moreover, from Fig. 3 (g, h, i), the VQD
gives the most accurate oscillator strengths, which indi-
cates that the method enables precise calculations of the
wavefunctions as well as the energy spectrum.
2. Azobenzene
For AB, we perform VQE simulations using two struc-
tures: trans/cis isomers. First, we obtain optimized
trans/cis isomers using SA-CASSCF calculations, using
an active space consisting of 3 orbitals ((lone pair on N)
+ pi (HOMO) + pi∗ (LUMO)) with 4 electrons. The S0-S4
and T1-T3 states are averaged in the SA-CASSCF cal-
culations. The structures used in the VQE simulations
are the minimum energy structures of S0 state. Then, we
perform the VQE simulations for the Hamiltonian in the
same active space to obtain the eigenenergies and their
deviations from the exact energies obtained by the ex-
act diagonalization of the Hamiltonian. In this case, the
number of qubits is six and we utilize RSP ansatz with
D = 10, where the total number of parameters is 50. The
oscillator strength is calculated as well by using the con-
verged states. As the initial values of ansatz parameters,
we use uniform random numbers within [0, 2pi].
Results are shown in Fig. 4. Inheriting the trend from
the previous results, the VQD gives more accurate results
than the other two. Moreover, as evident in Fig. 4 (g, h,
i), the VQD gives the most accurate oscillator strengths,
which indicates that the method enables us to generate
precise wavefunctions.
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FIG. 3. Potential energy curves along an S2 MEP, from trans to cis structure of diazene calculated by (a) SSVQE, (b) MCVQE,
and (c) VQD. Here, we set trans-S0 minimum as zero energy, and the units of the MEP distance are mass-weighted coordinates
divided with the square root of the total mass of the molecule. (d), (e), (f): The energy deviations of each method from
the exact CASCI calculations. The dashed horizontal line denotes the “chemical accuracy”. (g), (h), (i): Oscillator strength
between each pair of singlet states calculated by respective methods. Several atomic structures on the MEP are displayed at
the bottom of the figure.
D. Discussion
We have observed that the VQD has a better perfor-
mance compared to the SSVQE and the MCVQE in this
section. This result is probably because the requirement
for the ansatz quantum circuit U(θ) is looser for the VQD
than the SSVQE and the MCVQE; the ansatz with op-
timal parameters must make all reference states reside
in the low-energy subspace simultaneously in the SSVQE
and the MCVQE, while the VQD can do it separately
for each reference state by the ansatz with different op-
timized parameters.
Moreover, the performance of the SSVQE seems worse
than the MCVQE in our simulations. The part of the
reason is because we employ the “weighted-sum” version
of the SSVQE in the simulation [15]. If one used the
“equal-weight” version of the SSQVE, which is equivalent
to the MCVQE, the difference will vanish as long as the
optimization of the ansatz quantum circuit goes well.
IV. IMPLEMENTATION OF TRANSITION
AMPLITUDE EVALUATION FOR VQD
The previous section demonstrates the significance of
the technique presented in Sec. II. That is, we provide
the hardware-friendly way to evaluate the transition am-
plitude between two eigenstates with the most accurate
method for generating excited states among the previ-
ously proposed three methods. In this section, to verify
the correctness of the technique, we run it on a more re-
alistic simulator that contains noise in expectation values
of observables.
We employ the molecular Hamiltonian of LiH and take
the active space of (2e, 2o) with STO-3G minimal basis
set. We run the VQD simulation to calculate the po-
tential energy curves of two singlet states, S0 and S1,
and calculate the oscillator strength between them by
the method in Sec. II. We take 36 points of the bond
distances from 0.5 to 4.0 A˚. The parity-mapping [39] is
used to map a fermionic (electron) Hamiltonian to a qubit
Hamiltonian and to reduce the number of qubits from 4 to
2 utilizing the symmetry of particle number and Sz [40].
As the ansatz for the VQD, we use the “RY ansatz” of
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FIG. 4. Energy levels of trans/cis AB calculated by (a) SSVQE, (b) MCVQE, and (c) VQD, where we set trans-S0 state as
zero energy. (d), (e), (f): The energy deviations of each method from the exact CASCI calculations. Dashed horizontal line
denotes the “chemical accuracy”. (g), (h), (i): Oscillator strength between each pair of singlet states calculated by respective
methods. The atomic structures are presented at the bottom of the figure.
FIG. 5. RY ansatz. The rotation angles in Ry(θ) =
exp(−iθY/2) are parameters to be optimized. D denotes the
depth of the circuit.
depth= 2, which is available in Qiskit Aqua v0.6.4 [41] as
qiskit.aqua.components.variational_forms.RY (see
Fig. 5). For classical minimization of the cost func-
tion, the SLSQP method [32] is employed. Similar to
the previous section, we set the convergence criterion so
that the optimization terminates when the relative dif-
ference of energy expectation value between iterations
becomes lower than 10−8. Energy derivatives concerning
the circuit parameters are calculated with the so-called
parameter-shift rule [42, 43] to mitigate the shot noise
explained in the next paragraph. To obtain only spin-
singlet states, we add the expectation value of the total
spin 〈S2〉 as a penalty term to the cost function of the
VQD. The simulation in this section is performed using
Qiskit [41].
We test two options on simulating energy expectation
values and overlaps in the optimization routine of the
VQD: using an exact noiseless simulator or using a noisy
sampling simulator. The former simulator is the same as
explained in the previous section. In the latter, the ex-
pectation value of the energy is obtained by sampling 105
shots for each Pauli term in the Hamiltonian throughout
the simulation. This sampling introduces the fluctuation
in the energy expectation values, i.e., shot noise. Simi-
larly, for evaluating overlaps like | 〈0|U†1U2|0〉 |2, 105 shots
measurements are sampled. In both cases, after the opti-
mization in the VQD, we calculate the oscillator strength
by the sampling simulator, which brings the shot noise,
by our method in Sec. II.
In Fig. 6, we show the result of the simulation. When
using the sampling simulator in the whole process (blue
dots in Fig. 6), calculated energies almost achieve the
exact solution; however, oscillator strengths deviate from
the exact values at large bond lengths, because of the
imperfection of the optimizations coming from the shot
noise. On the other hand, under the accurately optimized
parameters without the shot noise (orange dots in Fig. 6),
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FIG. 6. Numerical simulation of LiH (2e, 2o) using the VQD.
(top) Potential energy curve of S0 and S1 states and its de-
viation from exact CASCI calculations. (bottom) Oscillator
strength between S0 and S1 states. For the VQD calculations,
“opt. w/ (w/o) shot noise” indicates that the numerical sim-
ulation optimizes the circuit parameters with (without) the
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with the shot noise after the optimization. Error bars are
calculated in a way explained in Appendix C.
the VQD almost perfectly reproduces the exact oscillator
strengths. These results illustrate the correctness of our
method in calculating oscillator strengths.
V. CONCLUSION
In this work, we propose a general technique to evalu-
ate transition amplitudes between two orthogonal states
in a hardware-friendly manner on a quantum device.
Its immediate application is the evaluation of transition
amplitudes between the approximate eigenstates of the
Hamiltonian obtained by the VQD method. The signifi-
cance of the proposed method is supported by the com-
prehensive comparison of the three method, namely the
SSVQE, the MCVQE and the VQD, in noiseless simu-
lations which show the advantage of using the VQD for
generating approximate excited states. Finally, we also
verifies the correctness of the proposed method by run-
ning it in a more realistic situation for near-term comput-
ers. This work enlarges the possibility of the VQD and
greatly advances the field of excited states calculations
on a quantum device.
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Appendix A: Review of algorithms
In this section, we provide a review of the algorithms
used in the main text.
1. VQE
The VQE [14] is a variational algorithm for finding the
ground state of a system of n-qubits whose Hamiltonian
is in the form of
H =
∑
P∈{I,X,Y,Z}⊗n
hPP. (A1)
where I,X, Y, Z are single-qubit Pauli operators and
hP ∈ R is a coefficient. If the number of terms with
hP 6= 0 in the summation is not too large, we can evalu-
ate the expectation value of the Hamiltonian, or energy
of the system, by evaluating expectation values of each P
and then summing them on a classical computer. To ap-
proximate the ground state of the Hamiltonian, the VQE
uses parameterized quantum circuit U(θ), and iteratively
optimize the parameter θ so that the energy expectation
value E(θ) := 〈0|U†(θ)HU(θ)|0〉, where |0〉 is an initial-
ized state of the quantum computer, is minimized. The
VQE algorithm proceeds as follows:
1. Define a quantum circuit U(θ) with parameters θ.
2. Repeat the followings until the convergence of
E(θ).
(a) Generate a state |ψ(θ)〉 := U(θ) |0〉.
(b) Evaluate the energy E(θ) by measuring
〈0|U†(θ)HU(θ)|0〉.
(c) Update the parameter θ to decrease E(θ).
8When the convergence is reached, we expect that |ψ(θ)〉
and E(θ) is an approximate ground state and its energy
from the variational principle of the quantum mechanics.
2. Subspace-search VQE
The SSVQE [15] uses multiple initial states to search
low-energy subspace of a Hamiltonian. The SSVQE al-
gorithm can be summarized as follows:
1. Define an ansatz quantum circuit U(θ) and mu-
tually orthogonal initial states (reference states)
{|ϕi〉}ki=1. The reference states must be chosen so
that one can readily make superpositions of them
on a quantum device such as the computational ba-
sis.
2. Repeat the following steps until the convergence.
(a) Generate a set of states |ψi(θ)〉 := U(θ) |ϕi〉.
(b) Evaluate a cost function defined as a
weighted sum of energies, Lw(θ) :=∑k
i=1 wi 〈ψi(θ)|H|ψi(θ)〉, where the
weight vector w is chosen such that
w1 > w2 > · · · > wk > 0.
(c) Update parameter θ to decrease L.
The weight vector w has the effect of choosing which
|ϕi〉 converges to which excited state. The cost function
Lw(θ) reaches its global minimum when the ansatz cir-
cuit U(θ) maps |ϕi〉 to the i-th excited state |Ei〉 of the
Hamiltonian.
We note here that the assumed ability to create the
superposition of {|ϕi〉}i enables us to evaluate transition
amplitudes of an operator between two eigenstates. It
can be performed by creating two different superpositions
of two eigenstates, measuring the operator of the interest,
and postprocessing on a classical computer [15].
3. Multistate contracted VQE
The protocol of MCVQE [16] is similar to that of the
SSVQE. It works as follows:
1. Perform Step 1 and 2 of the SSVQE, using a
cost function where the weight vector is omitted:
L(θ) :=
∑k
i=1 〈ψi(θ)|H|ψi(θ)〉.
2. Using the converged θ∗, evaluate H˜ij :=
〈ψi(θ)|H|ψj(θ)〉 for all i and j.
3. Diagonalize the matrix H˜ = {H˜ij}ki,j=1 on a classi-
cal computer.
Energy spectrum of H˜ approximates that of the origi-
nal H, and approximate eigenstates are obtained by su-
perposing {|ψi(θ)〉}i with coefficients determined by the
eigenvectors of H˜. The evaluation of transition ampli-
tudes between the approximate eigenstates can be per-
formed in the same manner as the SSVQE.
4. Variational quantum deflation
The VQD algorithm [17] is probably the most straight-
forward way to construct approximate eigenstates of a
Hamiltonian H. The algorithm for finding the k-th ex-
cited state is as follows.
1. Perform the VQE and obtain an optimal parameter
θ∗0 an approximate ground state |ψ(θ∗0)〉.
2. Set j = 1 and repeat the following until j = k.
(a) Define a Hamiltonian
Hj := H +
j−1∑
i=0
βi |ψ(θ∗i )〉 〈ψ(θ∗i )| , (A2)
where {βi} is a set of sufficiently large real-
valued coefficient.
(b) Perform the VQE to find an approximate
ground state of Hj .
(c) Increment j.
The above algorithm works because Hj has the j-th ex-
cited state of the original H. To evaluate the expectation
value of Hj , we need to evaluate the overlap between two
states |ψ(θ)〉 and |ψ(θ′)〉. It is suggested in [17] that
we can either employ so-called destructive swap test [44]
or measure them by
∣∣〈0|U†(θ)U(θ′)|0〉∣∣2 exploiting the
knowledge of the circuit.
We note that, while the previous two methods, namely
the SSVQE and the MCVQE, can measure the transition
amplitudes by creating the superposition of the initial
states, there has been no efficient method for the VQD.
Appendix B: Ancilla-based transition amplitude
evaluation
Here, we describe a method to evaluate 〈ψ1|A|ψ2〉 us-
ing an ancilla qubit. We assume that we have descrip-
tions of circuits U1 and U2 which generates |ψ1〉 and |ψ2〉
respectively from the initialized state |0〉. Let,
Λ¯(U1) = |0〉 〈0| ⊗ U1 + |1〉 〈1| ⊗ I, (B1)
Λ(U2) = |0〉 〈0| ⊗ I + |1〉 〈1| ⊗ U2. (B2)
Then, we have the following equality,
Re[〈ψ1|Pi|ψ2〉] =
(〈+| ⊗ 〈0|)Λ¯(U1)†Λ(U2)†(X ⊗ Pi)Λ(U2)Λ¯(U1)(|+〉 ⊗ |0〉)
Im[〈ψ1|Pi|ψ2〉] =
(〈+| ⊗ 〈0|)Λ¯(U1)†Λ(U2)†(Y ⊗ Pi)Λ(U2)Λ¯(U1)(|+〉 ⊗ |0〉)
(B3)
9We can recover 〈ψ1|A|ψ2〉 by combining them according
to 〈ψ1|A|ψ2〉 =
∑
i ai 〈ψ1|Pi|ψ2〉. However, the above
method uses expensive controlled-U gates, which might
make it unfeasible on a near-term device.
Appendix C: Statistical errors in shot noise
simulator
The error bars of the energy of the S0 and S1
states in the top panel of Fig. 6 are drawn by
the outputs of evaluate_with_result method of
qiskit.aqua.operators.weighted_pauli_operator
of Qiskit v0.14 [41]. The output is calculated as follows.
For a Hamiltonian H =
∑N
i=1 ciPi with Pi being Pauli
operator, its statistical sampling error is calculated by
∆H =
√
1
N
∑N
i=1 c
2
i (∆Pi)
2, where (∆Pi)
2 is the variance
of measurement outcome of Pi(= ±1).
The error bars for the oscillator strength (bottom panel
of Fig. 6), on the other hand, are calculated by propa-
gation of the error for energies of S0 and S1 states de-
scribed in the above and error in transition amplitude
| 〈S0|Rα|S1〉 |2, according to the definition of the oscilla-
tor strength (Eq. (5)). The latter error is estimated by
five realized values of the transition amplitude obtained
by using Eq. (3), where each term in the right-hand side
is computed as | 〈0|U |0〉 |2 (return probability of |0〉 state
after some circuit U) with 105 shots.
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