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ABSTRACT 
Let A be a real n X n matrix. A is TP (totally positive) if all the minors of A are 
nonnegative. A has an LU-factorization if A = LU, where L is a lower triangular 
matrix and U is an upper triangular matrix. The following results are proved: 
Theorem 1: A is TP iff A has an LU-factorization such that L and U are TP. Theorem 
2: If A is TP, then there exist a TP matrix S and a tridiagonal TP matrix T such that 
(i) TS= SA, and (ii) the matrices A and T have the same eigenvalues. If A is 
nonsingular, then S is also nonsingular. Theorem 3: If A is an n X n matrix of rank m, 
then A is TP iff every minor of A formed from any columns 
is nonnegative. Theorem 4: If A is a nonsingular lower triangular matrix, then A is TP 
iff every minor of A formed from consecutive initial columns is nonnegative. 
1. INTRODUCTION 
Let A be a real n X n matrix. A is TP (totally positive) if all the minors of 
A are nonnegative. A has a LU-factorization if A = LU, where L is a lower 
triangular matrix and U is an upper triangular matrix. 
The main results of the present paper are: 
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THEOREM 1.1, A is TP iff A has an LU-factorization such that L and ZJ 
are TP. 
This is proved in Sec. 4. 
THEOREM 1.2. Zf A is TP, then there exist a TP matrix S and a 
tridiagonal TP matrix T such that (i) TS = SA, and (ii) the matrices A and T 
have the same eigenvalues. Zf A is nonsingular, then S is also nonsingular. 
This is proved in Sec. 5. 
THEOREM 1.3. Zf A is an n X n matrix of rank m, then A is TP iff every 
minor of A formed from any columns 
l3 4 1”“’ satisfying $z] /3i-&-l] d n-m 
is nonnegative. 
THEOREM 1.4. Zf A is a nonsingular lower triangular matrix, then A is 
TP iff every minor of A formed from consecutive initial columns is nonnega- 
tive. 
These are proved in Sec. 6. 
The paper is based primarily upon two simple ideas: 
(i) There is a well-known identity of the form 
d,d, = d3d4 + d5d6 (1) 
among the subdeterminants of an nX (n+ 1) array (Karlin [6, p. 81, Gant- 
macher and Krein [5, p. 2971). Previously (1) has been used in connection 
with strictly totally positive matrices to show that if d,, d3, d4, d,, d6 > 0, then 
d, >0 (Gantmacher and Krein [5, p. 2981, Karlin [6, p. 591). Here we are 
concerned with TP matrices, so that we know only that d,, d,, d4, d5,d6 > 0, 
and we cannot conclude that d, > 0. However, if d, < 0, then we must have 
d,=O.By p t dl re ea e y using this argument, we show (in the key Lemma 3.1) 
that if a certain matrix has a negative subdeterminant, then certain of its 
columns must be linearly dependent. 
(ii) When considering the LU-factorization of a matrix, it is usual to 
reduce successive rows to zero starting with the elements adjacent to the 
diagonal, as in Gaussian elimination. In the present context it turns out that 
it is better to follow Rainey and Habetler [16] and Metelmann [ll, 121 and 
reduce successive rows to zero starting with the elements in the last column. 
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2. NOTATION 
We use multisubscripts (Marcus and Mint [8, p. 93). If 1~ p < n, then 
Q (P,“) denotes the set of strictly increasing sequences (Y = { (~i,, . . , ap} of p 
integers chosen from 1,. . , , n. If cr E Q (P-n), we set 
p-1 
d(a)= kIzl (~k+l-~k-l)=~p-~l-(P-l)’ 
with the convention that C”,, 1 = 0. In particular, d (LY) = 0 iff the integers or 
through (Ye are consecutive. If PI,. . . , BP is a sequence of distinct integers 
chosen from 1 , , . . , n, then following Koteljanskii [7] we denote by 
the corresponding ordered sequence in Q (p,n). The null sequence is denoted 
by @. 
Let A = (q) be an n X m matrix. The minor of A formed from rows 
~EQ(‘,“) and columns p EQ(PT~) will be denoted by A(or,,...,cu,; 
P i,...,PJ orA(a;P) or 
al,...> 
A ( 1 ir,,...,; .
The matrix A will be said to be TP (totally positive) if all its minors are 
nonnegative, and will be said to be STP (strictly totally positive} if all its 
minors are strictly positive. We observe that Rainey and Habetler [16] call 
TP matrices CNN matrices (completely nonnegative matrices). 
The submatrix of A formed from rows (Y E Q (p,“) and columns /3 E Q (9Sm) 
will be denoted by A[~,,...,(u~;P~,...,P,] or A[a;/?] or 
A 
a,,...>($ 
[ 1 P,,.~.>P, * 
When considering submatrices the original numbering of the rows and 
columns will be used; thus, if B =A[o;/?], then by row (Y~ of B will be meant 
the row of B corresponding to row (Y~ of A. 
The absence of rows or columns of a matrix or elements of a sequence 
4 COLIN W. CRYER 
will be indicated by means of a caret. Thus 
V I>..., a >.*.> /;;, ..., Pp} 
denotes the sequence obtained by deleting pi and ,Z$ from P; the possibility 
that i = j or i > i is not excluded. Similarly 
A or A [ i;j,k] 
denotes the submatrix of A obtained by deleting row i and columns j and k, 
while 
or ii[+;i] 
denotes the submatrix of A obtained by deleting column i. 
Z, will denote the rX r unit matrix. If c > 0, 
F,(c)= 
will denote the r X T matrix with ones in the upper left and lower right 
corners, c in the upper right corner, and zeros elsewhere. 
G,= 
will denote the r X r matrix with ones in the upper right and lower right 
corners and zeros elsewhere. 
0 1 0 
. . 
. * 
H,= . . 
. 1 
_O O_ 
will denote the r X T matrix with ones on the diagonal immediately above the 
main diagonal and zeros elsewhere. 
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We observe that the matrices I,, F,, G,, and H, are TP matrices. If U is a 
block diagonal matrix with the matrices Z,, F,, G,, or H, as diagonal elements, 
then U is a TP matrix. Moreover, premultiplication (postmultiplication) by U 
is equivalent to performing elementary row (column) operations. 
For example, if c > 0, then 
is a TP matrix, and postmultiplication by U is equivalent to adding c times 
column p + 1 to column p+ y and then setting columns p+ 1 through 
p + q - 1 equal to zero. 
3. PRELIMINARY RESULTS 
LEMMA 3.1. Let B=(bii) be an mX(n+l) matrix with m>n>2. 
Assume that the first n cohnns of B form a TP matrix, and that the last n 
columns of B form. a TP matrix. Also assume that for some (Y E Q(“‘“) and 
some k such that 2 < k < n, 
B ( ~1,**.,~, 1 k^ ) . . . ) ). . . ) n+l 1 <o. 
Then 
A 
(i) Columns 2,. . . , k,. . . , n of B haue rank n -2, and column k of B 
depends linearly upon columns 2, . . . , k, . . . , n of B. (Zf n = 2, then column k of 
B is zero.) 
(ii) All minors of B of order less than n are nonnegative. 
Proof. Set 
so that C consists of rows (Y of B. 
From the identity given in Karlin [6, p. 81 we have 
“( laik)F( n~l)-d( 1 ;+l)d( ;)+e( k an’+l)q ; =o, 
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fp 1 < i < n. SiFce the first n colymns of B form a TP matrix, the minors 
C ( ai; 1, n, + l), C ( ai; k, n, + l), and C (+; n + 1) are nonnegative. Similarly, the 
minors C (q; 1, k) and C (+; 1) are nonnegative. Finally, by assumption, 
+,;k)=B 1 
( 
“l;“‘a;+l)<O. 
) . . . ) ) . . . ) 
We can thus conclude that 6 (q; 1,n * 1) = 0 for 1 G i < n; that fs, columns 
2 , . , . , n are linearly dependent. Since C (+,; k) < 0, columns 2,. . . , k, . . . , n of C 
are linearly independent. Thus columns 2,. . . ,n of C have rank n - 2, and 
column k of C depends linearly upon columns 2,. . . , k:. . . , n of C. 
We now assert that columns 2 through n of B have rank n - 2 and that 
column k of B depends linearly upon columns 2,. . . , k^, . . . ,n, of B. We first 
consider the case n = 2. Then k = 2 and C is a 2 X 3 matrix with zero middle 
column Since B ((.~,,a~; 1,3) < 0, it follows that bn,,a and b,,i are strictly 
positive. Thus B has the form 
b 11 b 12 b 13 
b a,, 1 0 b-q,3 > 0 
baa1 >O 0 bag,3 
b ml b m2 bm3 
Since the last two columns of B form a TP matrix, 
B(a,,i;2,3)= -ba,,3bi,,>0 
for i > aI, from which it follows that bi,, = 0 for i > aI. Since the first two 
columns of B form a TP matrix, 
B (i,a,; 1,2) = - bi,2ba,,1 > 0 
for i < az, from which it follows that bi,, = 0 if i < CQ. Thus column k = 2 of B 
is zero, and the assertion is true. 
We now consider the case n >2. It has been shown that columns 
2 k^ , . . . ) , . . . ) n of C have rank n - 2. Thus there exist (Y, and (Y, with (Y, > oL, 
such that 
B ( a1 )..., a, ,..., a, ,...) a, 2 ,..., c_ k^ ,..., ,. n 1 = g, 
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with g#O. Since the first n columns of B form a TP matrix, g > 0. Let 
D=(d,,) be the [m-(n-2)] X3 matrix defined by dst= B(a(s);fi (t)), where 
a(s)=(cQ ,...) b;, ..., &>...>~“J)N> 
P(t)=(2 )...) k^ ,..*, n,t),, 
for l<s<m, .~@{a, ,..., 2, ,..., G, ,..., cr,}, and t=l,k, n+l. From Sylves- 
ter’s identity (Gantmacher and Krein [5, p. IS]) we have that 
for r= 1, 2. Since the first n columns of B form a TP matrix, the first two 
columns of D form a TP matrix. Similarly, the last two columns of D form a 
TP matrix. Finally, 
Thus D satisfies the conditions of the present lemma, and since part (i) of the 
lemma has already been proved for n=2, we can conclude that the middle 
column of D is zero. 
Now let B, denote the matrix consisting of columns 2 through n of B. 
Since 
g=B a,,..;sy$ ,....> a, zo, ( )...) )...) n 1 
rows (or ,..., & “,..., &, ,..., a,, of B, are linearly independent. On the other 
hand, since the middle column of D is zero, 
for l<s<m and s4{a, ,..., ai, ,..., oi “,..., a,}, so that rows (or ,..., 
1 1 
(Y” )..., (Y” )...) a,,,.~ of B, are linearly dependent. We conclude that B, has row 
rank n-2. 
Using the well-known equivalence between row rank and column rank 
(Mirsky [13, p. 139]), it follows that B, has column rank nT2; that is, 
columns 2 through n of B have rank n - 2. Since columns 2,. . . , k, . . . , n of C 
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are linearly independent, columns 2,. . . , <, . . . , n of B must be linearly inde- 
pendent. The only possibility therefore is that column k of B depends 
linearly upon columns 2,. . . , k, . . . , n of B. The proof of part (i) of the lemma 
is therefore complete. 
We now prove part (ii) of the lemma. If n = 2, part (ii) follows immedi- 
ately from part (i), so that it suffices to consider the case n > 2. Suppose that 
B ( t_l; V) < 0 for some p E Q (9sm), v E Q (93”+l), with 1 < q < n. Since the first n 
columns of B form a TP matrix, and the last n columns of B form TP matrix, 
we conclude that q > 2 and that vi = 1, v9 = n + 1. Assume that 2 < 1 Q n and 
that 1 G? v. Set r = {vi,. . . , v9,1},; then r1=1<1<r9+i=n+l. Let C be the 
m X (q + 1) matrix consisting of columns 7 of B. The first q columns of C are 
a subset of the first n columns of B and thus form a TP matrix. Similarly, the 
last q columns of C form a TP matrix. Finally, 
( 
p1,. * * > 
c p9 
i 71,. . . ) ) . * * ) 79+1 i 
=B(p;v)<O. 
Applying part (i) of the lemma-to C, we conclude that column 1 of B depends 
linearly upon columns r2,. . . ,l, . . . , 79 of B. Since this is true for each 1 such 
that 2 < I < n and I 4 v, it follows that columns 2 through n of B have rank at 
most q - 2 < n - 2, in contradiction to the fact that, from part (i), columns 2 
through n of B have rank n -2. The truth of part (ii) has therefore been 
established. n 
LEMMA 3.2. Let B=(b,$ be an mX(n+l) matrix with m>n>2. 
Assume that all the assumptions of Lemma 3.1 hold. Assume furthermore 
that 
B 
( 
(Yl>...,(Y” 
1 r 1 
>O 
,...>J,...> n+l 
if 2< j<n and i#k. 
Then column k of B is zero 
Proof. If n =2, then the lemma is true by virtue of Lemma 3.1. We 
therefore assume that n > 3. 
Applying Lemma 3.1, we observe that columns 2 through n of B, have 
rank n - 2. Also, column k of B depends linearly upon columns 2,. . . , k, . . . , n 
of B. Finally, all minors of B of order less than n are nonnegative. 
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Denoting the jth column of B by bi, we have that 
b, = i yb,, 
1=2 
l#k 
where the u1 are constants. 
If all the ur are zero, then column k of B is zero and the lemma is true. 
We thus assume that ui # 0 for some j satisfying 2 < i < n, i # k. 
Then 
B 
(Yl,...,(Y, 
1 L...,n+l 
=(-I) 
>***1 
The minor on the left of this equation is nonnegative, and the minor on the 
right is strictly negative, so that 
Since columns 2,. . . ,i,.. . , n of B have rank n -2, there exists j? E 
Q (“-2*m) such that 
Since the minors of B of order less than n are nonnegative, g > 0. 
Now, 
= (- l)k+l-iuig. 
The minor on the left of this expression is nonnegative and g>O, so that 
We have thus arrived at a contradiction, and the proof of the lemma is 
complete. w 
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REMARK 3.1. The additional hypotheses of Lemma 3.2 are necessary, as 
is shown by the example 
with k = 2, which satisfies the conditions of Lemma 3.1 but for which column 
k is not zero. 
REMARK 3.2. Gantmacher and Krein 1.5, p. 1081 prove a result similar to 
Gemmas 3.1 and 3.2, namely, that if B is an n X (n + 1) TP matrix and 
B (+;n) =O, then either column n + 1 is zero or the first n columns are 
linearly dependent. 
4. LU-FACTORIZATION OF TP MATRICES 
The purpose of the section is to prove Theorem 1.1 (which was con- 
jectured by Cryer [2, p. 911): 
THEOREM 1.1. A is a TP matrix iff A has an LU-factorization such that 
L and U are TP. 
Proof. It suffices to show that a TP matrix A can be reduced to a lower 
triangular TP matrix L by postmultiplication by a sequence UC’), r = 1,. . . , N, 
of TP upper triangular matrices. More precisely, it suffices to show that if A 
is a TP matrix of the form 
a11 0 0 
azl a22 0 
akl ak2 ak3 
ak+l,l ak+l,Z ak+ 1,3 
an1 aa2 an3 
. . 0 
. . 0 
. . 
. . 
akk 
. . 
ak+l,k 
. * 
. . 
ank 
. . 0 0 
. . 0 0 
. . 
. 
ah 0 
. . 
ak+ Lm ak+l,m+l 
. . 
. . 
an,m+l 
0 
0 
0 
0 
’ ak+l,n 
4, 
(4.1) 
where 1 < k < m < n and a,, > 0, then there exist an upper triangular TP 
matrix U and a matrix A such that: 
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(i) A=AU, 
(ii) A is of the form (4.1) and Cz, =O, 
(iii) A is TP. 
Suppose that A is a TP matrix with ak, > 0 of the form (4.1). That is, 
aii = 0 if 
l<i<k and i<j<n, 
or i=k and m<j<n. 
In words: the first k - 1 rows of A are in lower triangular form, and in row k 
the elements in columns m + 1 through n are zero. If ukl = 0 for some 1 such 
that k < I< m, then it follows from the assumption q.,,, >0 and the total 
positivity of A that column 1 is zero. Thus A must be of the form 
all 0 0 . . . 
a21 a22 0 . . . 
. . . ..* 
akl ak2 ” ’ akk 
lk+l,l ak+1,2 “’ ak+l.k 
. . . 
an1 a,, . . . ank 
where 
0 0. 
0 0. 
0 0. 
akl 0 . 
ak+l,l o ’ 
. . . 
ad 0 
0 0 o... 0 
0 0 o... 0 
0 0 o... 0 
0 a, O... 0 
o ak+l.m ” ’ ak+ 1,n 
. . . 
0 anm . .. ana 
(4.2) 
l<k<Z<m<n. 
Two cases are possible: (1) a,, > 0, or (2) I= k and column k is zero. These 
two cases are treated separately below. 
Case 1: A is of the form (4.2) and akl > 0. Let A be obtained from A by 
subtracting ah/a,, times column 1 from column m. Thus A = AU where U is 
the TP upper triangular block diagonal matrix 
Then conditions (i) and (ii) are clearly _satisfied. 
We now prove (iii), namely that A is TP. This is a generalization of a 
result due to Rainey and Habetler [16, p. 1251. Presumably the proof of 
Rainey and Habetler could be generalized, but instead we prove (iii) by 
induction upon the following hypothesis: 
H(s): A”((~;P)>Oforalla,j3EQ(‘.“),wherel<r<~. 
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Hypothesis H (1) is certainly true, since Gii = uii if /#m, ii,, = 0 if i < k, 
and 
iii, = aim - aila, / a,, 
if i>k. 
Now assume that H(s) is true for s < t - 1, but that H(t) is not true. Then 
there exist F, /3 E Q @,“I such that A (cy ;fi) < 0. Clearly m E j3 and I @p, since 
otherwise A((~;j3)=A(a;/3)>0. Set 
v={ P1>...&J}J./ 
= { pl,...,p,-l,z,P,,...,~~} EQ('+l*"). 
Since m E v and 1 <m, we know that 1 < q < t; the cases q= 1 and 
1 < q < t+ 1 will be considered separately. 
Case 1.1: q= 1. That is, ,8r > 1. Then a,> k, since otherwise the first 
row of A”[cu; /3] is zero, in contradiction to the assumption that A (a; /3) < 0. 
Set 
p={k,a, ,..., cx,}~Q(‘+‘+ 
Expanding i( p; v) by its first row, we obtain that 
But 
i( ,n;v)=A( ~;v)> 
since A is obtained by subtracting a multiple of column Z E v from column 
mEv. Thus 
contrary to assumption. 
Case 1.2: l<q<t+l. Let B be the tX(t+l) array B=A”[cw;v]. Then 
=A(a;@)<O. 
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By hypothesis H (t - 1) all the subdeterminants of B of order less than t are 
nonnegative. Furthermore, if i # q, 
B ; =A” v,..:~,:::~v,,,) 0 ( 
Applying Lemma 3.2, we conclude that column V~ = 1 of B is zero; that is, 
a,,=0 if i E cy. Hence 
cli, = ai, - akm % / akl = ‘im if iEcu, 
so that 
contrary to assumption. 
It follows that H(s) 
i(a$)=A(a$) 20, 
is true for all s and the proof of case 1 is complete. 
Case 2: A is of the form (4.2) with 1= k and column k zero. We define A” 
to be the matrix obtained from A by interchanging columns m and m - 1. 
Since column m - 1 of A is zero, A = A”U, where U is the TP block diagonal 
matrix 
U=diag(I,_,,G,,Z,_,). (4.4) 
It is obvious that conditions (ii) and (iii) are satisfied. The proof of the 
theorem is therefore complete. W 
The LU factors of a TP matrix can themselves be factorized: 
THEOREM 4.1. An upper triangular matrix V is TP if 
v= ff W, 
s=l 
where each U (‘1 is a TP upper tridiagonal matrix. 
(4.5) 
Proof The theorem is trivially true for the matrices Z, and H,. The 
theorem is also true for G, and F,. To show this we observe that postmulti- 
plication by G, or F, is equivalent to certain column operations; to obtain the 
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factorization (4.5) we must break down these column operations into a 
sequence of column operations involving adjacent columns. The general case 
is obvious after considering the case r=4: 
0 
G=O 1 0 0 1 0 0 
4 
o= 
0 0 0 0 
0 0 0 1, 
F4 (c) = 
-1 0 0 c 
0 0 0 o= 
0 0 0 0 
.o 0 0 1 I 
0 1 0 0 
0 0 0 0 
0 0 0 0 
.o 0 0 1 
(1 1 0 0 
0 0 0 0 
0 0 0 0 
.o 0 0 1,. 
0 0 0 0 
0 0 1 0 
0 0 0 0 
0 0 0 1 
1 0 0 0 
0 0 1 0 
0 0 0 0 
0 0 0 1 
0 0 0 0’ 
0 0 0 0 
0 0 0 1’ 
0 0 0 1, 
.l 0 0 0 
0 0 0 0 
0 0 0 c 
.o 0 0 1 I 
Since Z,, H,, G,, and F,, can be factorized into the product of TP upper 
tridiagonal matrices, it suffices to prove that a TP upper triangular matrix V 
has the factorization (4.5), where each UC”) is a block diagonal matrix with Z,, 
H,, F,, and G, as diagonal elements. 
To prove this modified version of (4.5), we follow the proof of Theorem 
1.1 and reduce the matrix V to a diagonal matrix by a sequence of 
transformations of the form V= VU. At each step it is required that V be a 
TP upper triangular matrix. 
Case 1 of the proof of Theorem 1.1 still applies, since if V= VU, with U 
given by (4.3), then V is upper triangular. However, if U is given by (4.4), 
then V will not be upper triangular if ui, > 0 for any i > m. Case 2 must 
therefore be replaced by 
Case 3: A = V is uper triangular of the form (4.2) with 1= k and 
column k zero. We define A to be the matrix obtained from A by interchang- 
ing elements a,, and a,_,,, and set 
Then A = AU, A is of the form (4.1), fib = 0, and A is upper triangular. 
It remains to prove that A is TP. That is, if (Y, fl E Q (P,“), then we must 
show that A(a;P) > 0. 
If k@a, thenA[a;p]=A[a;p], and henceA(a;p)=A(a;P)>O. 
Since A is upper triangular, is of the form (4.2), and has columns k 
through m - 1 equal to zero, the only nonzero element in row k of A is ah, 
and the only nonzero element of row k in A is & = a,_,,. Hence if k E (Y but 
k@-& then A(a;P)=O. 
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Finally, let k E (Y and k E /3, so that k = as = ,0, for appropriate s and t. Set 
2j = min( s, t), u= (1 ,...>k}> 
&) - 
-ia 1,..4”}> 
a@) - 
-{~v+l>...+}3 
p(l)={ Pl>...>P,}> /P)={ P,+pd$). 
Since the first k rows of A” are in diagonal form, we have that 
with the convention that A ($; +) = 1. Two cases arise: 
Case 3.1: sf t. Since (Y, = &, it follows that (Y, # /?,. Remembering that 
A [a; a] is diagonal, we can conclude that A(D. 
X(qp)=o. 
(‘1. P cl)) = 0, which implies that , 
Case 3.2: s= t = v. Then either ac2)=+ or ‘~~+r> LX”= k; in either case, 
&a(2).p(2)]=A[(y c2); p c2)], so that A ( (Y (‘); /3 c2)) = A (a c2); p c2)) > 0. Moreover, 
I 
&=ah>O if v=l, 
(7,kA 
Thus, 
A(cu;P)=A(a(1);P(‘))A(a(2);p(2)) ao, 
and the proof of the theorem is complete. n 
We recall (Cryer [2, p. 841) that a triangular matrix is said to be a ASTP 
matrix if it is a TP matrix and if all “nontrivial” minors are strictly positive, 
The next theorem was conjectured by Cryer [2, p. 901: 
THEOREM 4.2. A triangular TP matrix can be approximated arbitrarily 
closely by ASTP matrices. 
Proof. Let L be a triangular TP matrix which is lower triangular, say. 
By Theorem 4.1, 
L = iyr L(‘), 
r=l 
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where each L(‘) is a TP lower tridiagonal matrix. 
It is known (Gantmacher and Krein [5, p. 931) that a tridiagonal matrix is 
TP iff all the off-diagonal elements and all principal subdeterminants are 
nonnegative. (We remind the reader that Gantmacher and Krein call a 
tridiagonal matrix a Jacobi matrix, and a TP matrix a “total nichtnegativen 
matrix”). Thus, a lower or upper tridiagonal matrix is TP iff all its elements 
are nonnegative. It follows that for any s >0 the matrix L(‘)+ (l/s)Z is a 
nonsingular TP lower tridiagonal matrix, so that L(‘) can be approximated 
arbitrarily closely by nonsingular lower triangular TP matrices. 
As shown by Cryer [2, p. 871, every nonsingular TP lower triangular 
matrix can be approximated arbitrarily closely by lower triangular ASTP 
matrices. Thus there exist lower triangular ASTP matrices L,“) such that 
L!‘)+L(‘) as s+co. Then 
L,= i’i Lj’) 
r=l 
is a ASTP matrix such that L,-+L as s-+co, and the proof of the theorem is 
complete. n 
REMARK 4.1. It follows from Theorems 1.1 and 4.1 that A is TP iff 
N M 
A = n L(‘) fl u(S), 
r=l s=l 
where each L(‘) is a TP lower tridiagonal matrix and each U(“) is a TP upper 
tridiagonal matrix. As shown in the proof of Theorem 4.2, L(‘) and U(‘) are 
TP iff they are nonnegative. 
REMARK 4.2. Theorems 1.1 and 4.1 provide a very efficient method for 
determining whether a matrix A with given numerical coefficients is TP. 
Given A, one attempts, as in the proof of Theorem 1.1, to construct the 
sequence of upper triangular matrices UC’), r = 1,. . . , N, which reduce A to a 
triangular matrix L. One then attempts, as in the proof of Theorem 4.1, to 
construct the sequence of upper triangular matrices (L(“))T, s = 1,. . . , M, 
which reduce L T to diagonal form D. If any of the matrices UC’), (L(s))T, and 
D is not TP, then A is not TP; otherwise A is TP. 
The number of arithmetic operations required to determine whether A is 
TP can be computed in the same way that the number of arithmetic 
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operations required to solve n equations by Gaussian elimination is com- 
puted (Fox [3]). To reduce A to the lower triangular matrix L requires. 
n-l 
z i”=in(n-1)(2n-1) 
i=l 
multiplications and the same number of subtractions. To reduce LT to the 
diagonal matrix D requires 
n-1 
x +i(i+l)=i(n-l)(n)(n+l) 
i=l 
multiplications and the same number of subtractions. In addition, n2 sign 
tests must be made. 
When implementing this procedure on a computer one would first scale 
A so that its coefficients were integers. When eliminating a coefficient a, 
using column I one would not subtract ah/u,, times column 1 from column 
m, but multiply column 771 by a,, and then subtract column 1. It should be 
borne in mind that the number of digits in the coefficients may grow as the 
computation proceeds, so that the operation counts given in the preceding 
paragraph may not give a realistic indication of the amount of computation 
needed. 
REMARK 4.3. If A is a TP matrix and i is obtained from A by 
subtracting a multiple of column I from column m so as to make z,, = 0, 
then A” is not necessarily TP. This is illustrated by the example Z = 1, m = 2, 
1 1 1 
A= 12 3, 
I I 1 3 6 
for which 
If A is TP with ali >0 and if A is obtained from A by subtracting 
multiples of column 1 from columns 2,. . . , n, then, as shown by Cryer [2, p. 
911, A = AU, where A is TP but U is not necessarily TP. 
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These examples show why one cannot prove Theorem 1.1 by reducing 
successive rows to zero starting with the elements adjacent to the diagonal as 
in Gaussian elimination. 
5. TRIDIAGONALIZATION OF TP MATRICES 
In this section we prove 
THEOREM 1.2. Zf A is TP, then there exist a TP matrix S and a 
tridiagonal TP matrix T such that (i) TS= SA, and (ii) the matrices A and T 
have the same eigenvalues. Zf A is nonsingular, then S is nonsingular. 
Theorem 1.2 follows immediately by repeated application of the follow- 
ing lemma: 
LEMMA 5.1. Let M be an n X n TP matrix of the form 
ml1 ml2 0 0. 
m21 m22 m23 0 . 
. . . 
mk-l,l mk-1,2 mk-1,3 ’ ’ 
mkl mk2 mk3 ’ ’ 
mk+l.l mk+l,2 mk+l,3 ’ ’ 
m,l mn2 
where 
That is, 
mkk 
mk+l,k 
. . . . . . 
m,, . .. . mnk 
0 0 0 
0 0 0 
0 0 0 
mkP mk,p+l 0 
mk+l,p mk+l,p+l mk+l,p+2 
. . . 
. . -P 
ltk<p<n. 
mii =0 if 
l<i <k and i+l<j<n, 
or i =k and p+l<i<n. 
Then there exist TP matrices S’ and M’ such that 
(i) S’M= M’S’, 
(ii) M’ is of the form (5.1) and mi,P+, =O, 
(iii) if M is upper Hessenberg, so is M’, 
(iv) if M is nonsingular, then S’ is nonsingular. 
. 0 
0 
0 
0 
mk+l,n 
. . 
mm 1 
(54 
TOTALLY POSITIVE MATRICES 19 
Proof If m+ ~0, then the lemma is proved by Rainey and Habetler 
[I6, p. 1241. If %,p+l = 0, we set M = M ‘ and S = I, and the lemma is 
trivially true. 
Finally, if mk+ = 0 and mk,p+l#O, we define S’ to be the TP block 
diagonal matrix 
S’=diag(Z,,_,,ZZ,+,_p) 
and let M’ be the matrix obtained by deleting row p and column p of M and 
then adjoining a zero column at the right and a zero row at the bottom. It is 
clear that S’M- M’S’, while it is shown by Rainey and Habetler [16, p. 1241 
that M’ is TP and has the same eigenvalues as M. (It should be noted that we 
denote by M’ the matrix denoted by fi by Rainey and Habetler.) Finally, 
since M is TP, rnkp = 0, and mk p + I >O, it follows that column p of M is zero 
and M is singular. Hence, the kact that S ’ is singular does not invalidate the 
lemma. W 
Theorem 1.2 partially answers the conjecture of Rainey and Habelter [ 16, 
p. 1231 that if A is TP then there exists a nonsingular TP matrix S and a 
tridiagonal matrix T with the same eigenvalues as A such that SA = TS. This 
conjecture is not true even if the requirement that T have the same 
eigenvalues as A is removed, as is shown by the following lemma: 
LEMMA 5.2. Let A be the TP matrix 
I I 
0 0 1 
A=0 0 0. 
0 0 0 
Then there do not exist a nonsingular TP matrix S and a TP tridiagonal 
matrix T such that SA = TS. 
Proof. If S and T exist, then 
-=I; ; ;i;l=TS;lf i: $; ;E ;:I, 
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Since S and T are both TP matrices, they have nonnegative coefficients. 
Since S is nonsingular, it follows from Hadamard’s inequality for TP matrices 
(Gantmacher and Krein [5, p. 1081) that 
Sl lS22%3 = s( ~js(;js(;j~s( gj>o, 
so that the diagonal elements of S are strictly positive. But 
w11= t,,s,, + t,,s,, = 0, 
f-q2 = t,,s,z + t,,s,, = 0, 
so that t,, = t,, = 0. But then, 
Sll = WI3 = tllS13 + t,,s,, = 0, 
which contradicts the fact that sii > 0. n 
6. DETERMINATAL CRITERIA FOR TOTAL POSITIVITY 
The main purpose of this section is to prove Theorems 1.3 and 1.4. 
THEOREM 1.3. If A 
minor of A formed from 
live. 
is an n x n matrix of rank m, then A is TP iff every 
any columns /3 satisfying d ( /3) < n - m is nonnega- 
Proof. We assume that A has rank m and that A(o;P) > 0 for all 
a,p~Q(4’“), l<q<n,suchthatd(p)<n-m.WeprovethatA(a;p)>O 
for all o,P E Q (‘x”), 1 < r < n. 
The proof proceeds by induction upon the following hypothesis: 
Hi(p): A(a;,6)>0 for all a,j?~Q(~“), l<r< p. 
Hypothesis H 1 (1) simply states that the elements of A are nonnegative, 
which is certainly true. We assume that H 1 (9 - 1) is true for some 9 > 2 and 
prove that H l(9) is true. 
The proof of H l(9) proceeds by induction upon the hypothesis 
H2 (8): A(a;/3) > 0 for all a,/3 E Q(q,“) satisfying d (/3) < s. 
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Hypothesis H2(n - m) is true by assumption. We assume that H2(t - 1) is 
true for some t > n - m + 1 and prove H2( t). 
If H2( t) is not true, then there exist cu,p E Q (q*% such that d ( p) = t and 
A(a;P) <O. Thus there are t columns of A ( pL1,p2,. . ,,uLt, say) which lie 
between columns fi, and ,!37 and do not belong to ,0. 
Let VEQ (q+l,n) be obtained by adjoining pL1 to ,6’, so that for some k 
satisfying 1 < k < 9 + 1 we have vk = pl and 
Clearlyd(v)=d(/3)-l=t-1. 
We denote by B the n X (9 + 1) array 
,=,[ vl,l:;.;;r;l] 
consisting of columns v of A. 
By Hl(9- 1) 11 a minors of B of order less than 9 are nonnegative. Since 
d(” w.>vq)~d(vl ,..., ~~+~)<t-l, 
it follows from H2( t - 1) that 
B( ;::::::;;) >O. 
Thus the first 9 columns of B form a TP matrix. Similarly, the last 9 columns 
of B form a TP matrix. Finally, 
=A(a;p)<O. 
Applying Lemma 3.1, we conclude that column vk of B depends linearly 
upon columns va, . . . , Ck,. . . , vq of B. That is, column pl of A depends linearly 
upon columns Pa,. . . , ,Bq. Since this is true for 1 < I< t, we conclude that A 
has rank at most 
n-t<n-(n-m+l)=m-I, 
which contradicts the assumption that A is of rank m. It follows that H2(t) is 
true, and the proof of the theorem is complete. n 
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We now prove 
THEOREM 1.4. If A is u nonsingular lower triangular matrix, then A is 
TP iff every minor of A formed from consecutive initial columns is nonnega- 
tiue . 
Proof. We assume that A is a nonsingular lower triangular matrix 
satisfying 
for all (Y E Q (9,n), 1 < q < n. 
Since A is lower triangular and nonsingular, the diagonal elements of A 
are nonzero. Since 
A i 1 ,***, 4 = > 1 fi uii 0, 
>*..> 4 
1 
i=l 
the diagonal elements of A are strictly positive. 
Suppose that LY,/~ E Q (9,“)andthatd(P)=O.WeassertthatA(a;P)>O. 
To prove this assertion we observe that if cyi < P1, then A(a; p) = 0 because 
A is lower triangular. If (Ye > & and P1 = 1, then 
by assumption. Finally, if (Ye > /3i and Pr > 1, set r = { 1,. . . , PI - l}. Then 
1 
A =A 
,.**, &-La, f... ‘a9 
l p9 1..*, 
PI-1 
=A(a;P) n a,, 
r=l 
since d (7, p) = 0; from which it follows that A (a; p) > 0. 
The theorem now follows immediately from Theorem 1.3. I 
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REMARK 6.1. It is an immediate consequence of Theorem 1.3 that if A is 
nonsingular, then A is TP iff every minor of A formed from consecutive rows 
is nonnegative. 
REMARK 6.2. Theorem 1.3 was suggested by the result (Gantmacher and 
Krein [5, p. 2991) that A is strictly totally positive iff every minor formed 
from consecutive rows and consecutive columns is strictly positive. Theorem 
1.4 was conjectured by Cryer [2, p. 861. 
REMARK 6.3. The matrix 
is nonsingular, and all minors formed from consecutive initial columns are 
nonnegative, but A is not TP. It is also the case that all minors formed from 
consecutive rows and consecutive columns are nonnegative. 
The matrix 
lo 0 1 01 
A=0 1 0 0 1 1 0 0 0 0 1  0 ! 
is nonsingular, and all minors formed from consecutive initial columns or 
consecutive initial rows are nonnegative, but A is not TP. 
The matrix 
A= 
(1 0 0 0 
0 1 0 0 
0 0 1 0 
.l 0 0 1 
is nonsingular and lower triangular, and all minors formed from consecutive 
initial columns and consecutive rows are nonnegative, but A is not TP. 
These examples show that one cannot extend Theorem 1.4 to general 
nonsingular TP matrices. 
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REMARK 6.4. The matrix 
r. 0 0 1 
A=0 0 0 0 
0 0 0 0 
.l 0 0 0 
shows that Theorem 1.3 is not true if the condition d ( P) < n - m is replaced 
by d(p)<n-m-1. 
REMARK 6.5. It is not clear how to generalize Theorem 1.4 to the case 
of singular matrices. The matrix 
(0 0 0 0 
A=0 IO 0 
0 0 1 0 
.o 1 0 1 
is lower triangular and of rank 3. Furthermore, A(cw; /S) > 0 for all cu,p E 
Q (So) such that p1 = 1. But A is not TP. 
The referee is thanked for his helpful comments which led to a clearer 
exposition of the material. 
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