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Abstract
For nonautonomous linear difference equations, we establish C1 regularity of the
stable subspaces under sufficiently C1-parameterized perturbations. We consider the
general case of nonuniform dichotomies, which corresponds to the existence of
what we call nonuniform (μ, ν)-dichotomies.
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1. Introduction
We consider nonautonomous linear difference equations
vm+1 = Amvm + Bm(λ)vm (1:1)
in a Banach space, where l is a parameter in some open subset Y of a Banach space
(the parameter space), and l ® Bm(l) is of class C
1 for each m Î J = N. Assuming
that the unperturbed dynamics
vm+1 = Amvm (1:2)







are sufficiently small, we establish the optimal C1 regularity of the stable subspaces
on the parameter l for Equation (1.1).
The classical notion of (uniform) exponential dichotomy, essentially introduced by
Perron in [1], plays an important role in a large part of the theory of differential equa-
tions and dynamical systems. We refer the reader to the books [2-5] for details and
references. Inspired both in the classical notion of exponential dichotomy and in the
notion of nonuni-formly hyperbolic trajectory introduced by Pesin in [6,7], Barreira
and Valls [8-11] have introduced the notion of nonuniform exponential dichotomies
and have developed the corresponding theory in a systematic way for the continuous
and discrete dynamics during the last few years. See also the book [12] for details. As
mentioned in [12], in finite-dimensional spaces essentially any linear differential equa-
tion with nonzero Lyapunov exponents admits a nonuniform exponential dichotomy.
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The works of Barreira and Valls can be regarded as a nice contribution to the nonuni-
form hyperbolicity theory [13].
There are some works concerning the smooth dependence of the stable and unstable
sub-spaces on the parameter. For example, in the case of continuous time, that is, for
linear differential equations
v′ = [A(t) + B(t,λ)]v,
Johnson and Sell [14] considered exponential dichotomies in ℝ (in a finite dimen-
sional space), and proved that for Ck perturbations, if the perturbation and its deriva-
tives in l are bounded and equicontinuous in the parameter, then the projections are
of class Ck in l. In the case of discrete time, Barreira and Valls established the optimal
C1 dependence of the stable and unstable subspaces on the parameter in [15] for the
uniform exponential dichotomies and in [16] for the nonuniform exponential
dichotomies.
In our study, we establish the optimal C1 dependence of the stable subspaces on the
parameter for very general nonuniform dichotomies (which was first introduced by
Bento and Silva in [17]) for (1.1). Such dichotomies include for example the classical
notion of uniform exponential dichotomies, as well as the notions of nonuniform expo-
nential dichotomies and nonuniform polynomial dichotomies. The proof in this article
follows essentially the ideas in [16], with some essential difficulties because we consider
the new dichotomies. We also note that we can establish the optimal C1 dependence of
the unstable subspaces on the parameter using the similar discussion as in [16], and we
omit the detail for short.
2. Setup
Let B(X) be the set of bounded linear operations in the Banach space X. Let (Am)mÎJ




Am−1...An, if m > n,
Id, if m = n,
A−1m ...A
−1
n−1, if m < n.
In order to introduce the notion of nonuniform dichotomy, it is convenient to con-
sider the notion of growth rate. We say that an increasing function μ : J ® (0, +∞) is a
growth rate if
μ(0) = 1 and lim
n→+∞ μ(n) = +∞.
Given two growth rates μ and ν, we say that the sequence (Am)mÎJ (or the cocycle
A(m,n)) admits a nonuniform (μ, ν) dichotomy if there exist projections Pm ∈ B(X) for
each m Î J such that
A(m,n)Pn = PmA(m,n), m,n,∈ J
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for each m ≥ n, where Qm = Id - Pm is the complementary projection of Pm.
When μ(m) = ν(m) = er(m), we recover the notion of r-nonuniform exponential
dichotomy, while we recover the notion of nonuniform polynomial dichotomy when
μ(m) = ν(m) = 1 + m.
For example, if μ and ν are arbitrary growth rates and ε, a > 0, consider a sequence
of linear operators An : ℝ




































for any m Î J. Then (Am)mÎJ admits a nonuniform (μ, ν) dichotomy with the projec-
tions Pm : ℝ














for each m ≥ n.
In this article, for each n Î J, we define the stable and unstable subspaces by
En = Pn(X) and Fn = Qn(X).
3. Main results
We establish the existence of stable subspaces Eλn on J for each l Î Y, such that the
maps λ → Eλn are of class C1. As the same in [10], we look for each space Eλn as a
graph over En. More precisely, we look for linear operators Fn,l: En ® Fn such that
Eλn = graph(IdEn + n,λ), n ∈ J, λ ∈ Y.
Given a constant  < 1, let X be the space of families F = (Fn,l)nÎJ,lÎY of linear
operators Fn,l :En ® Fn such that
‖‖ := sup {∥∥n,λ∥∥ νε(|n|) : (n,λ) ∈ J × Y} ≤ κ
and
Cλμ() := sup
{∥∥n,λ − n,μ∥∥ νε(|n|) : n ∈ J} ≤ κ ‖λ − μ‖
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for each l, μ Î Y. Equipping X with the distance
‖ − ‖ = sup {∥∥n,λ − n,λ∥∥ νε(|n|) : (n,λ) ∈ J × Y} ,
it becomes a complete metric space. Given  ∈ X and l Î Y, for each n Î J, we
consider the vector space




: ξ ∈ En
}
.




Cm−1...Cn, if m > n,
Id, if m = n,
C−1m ...C
−1
n−1, if m < n,
where Ck = Ak + Bk(l) for each k Î J.
Now we state the main result of this article.
Theorem 3.1. Assume that the sequence (Am)mÎJ admits a nonuniform (μ, ν) dichot-









ν3ε−β(n + 1) < ∞. (3:2)
Then for δ sufficiently small there exists a unique  ∈ Xsuch that
Eλm = Aλ(m,n)Eλn (3:3)
for each m, n Î J. Moreover,
(1) for each n Î J, m ≥ n and l Î Y we have






for some constant D’ > 0;
(2) The map l ↦ Fn,l is of class C
1 for each n Î J.
Proof. Given n Î J and (ξ, h) Î En × Fn, the vector
(xm, ym) = Aλ(m,n)(ξ , η) ∈ Em × Fm
satisfies
xm = A(m,n)ξ +
m−1∑
l=n
PmA(m, l + 1)Bl(λ)(xl, yl) (3:5)
and
ym = A(m,n)η +
m−1∑
l=n
QmA(m, l + 1)Bl(λ)(xl, yl) (3:6)
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for each m ≥ n.
Due to the required invariance in (3.3), given (xn, yn) ∈ Eλn we must have ym = Fm,l
xm for each m, and thus Equations (3.5)-(3.6) are equivalent to
xm = A(m,n)xn +
m−1∑
l=n
PmA(m, l + 1)Bl(λ)(IdEl + l,λ)xl (3:7)
and
m,λxm = A(m,n)n,λxn +
m−1∑
l=n
QmA(m, l + 1)Bl(λ)(IdEl + l,λ)xl (3:8)
for each m ≥ n.
Now we introduce linear operators related to (3.7). Given  ∈ X , n Î J and l Î Y,
we consider the linear operators Wnm,λ = W
n
m,,λ : En → Em determined recursively by
the identities
Wnm,λ = PmA(m,n) +
m−1∑
l=n
PmA(m, l + 1)Bl(λ)(IdEl + l,λ)Wnl,λ (3:9)
for m >n, setting Wnn,λ = IdEn. We note that for xn = ξ Î En, the sequence
xm = Wnm,λxn = W
n
m,λξ (3:10)
is the solution of Equation (3.5) with yl = Fl,lxl for each l ≥ n. Equivalently, it is a
solution of Equation (3.7).
Using (3.10) we can rewrite (3.8) in the form
m,λW
n
m,λ = A(m,n)n,λ +
m−1∑
l=n
QmA(m, l + 1)Bl(λ)(IdEl + l,λ)Wnl,λ (3:11)
Lemma 3.2. Given δ sufficiently small, for each  ∈ Xand l Î Y, the following prop-
erties are equivalent:
(1) (3.11) holds for every n Î J and m ≥ n;




QnA(l + 1,n)−1Bl(λ)(IdEl + l,λ)Wnl,λ (3:12)
Proof of the lemma. We first show that the series in (3.12) are well defined. Using
(2.2) and (3.1), we obtain
∞∑
l=n
∥∥∥QnA(l + 1,n)−1Bl(λ)(IdEl + l,λ)Wnl,λ∥∥∥νε(n)
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≤ Dνε(n) + 2δDϑϒ .
(3:15)









Combined (3.13) and (3.16), we have
∞∑
l=n















provided that δ sufficiently small.





QnA(l + 1,n)−1Bl(λ)(IdEl + l,λ)Wnl,λ.
(3:18)







Since a > 0, letting m ® +∞ in (3.18) we obtain identity (3.12).
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QmA(l + 1,m)−1Bl(λ)(IdEl + l,λ)Wnl,λ




m,λ, it follows from (3.12) with n replace by m
that (3.11) holds for each m ≥ n.




QnA(l + 1,n)−1Bl(λ)(IdEl + l,λ)Wnl,λ.
Lemma 3.3. For δ sufficiently small, A is well defined and A(X ) ⊂ X .
Proof of the lemma. By (3.17) the operator A is well-defined and∥∥A()∥∥ ≤ κ
for δ sufficiently small. Furthermore, writing





∥∥Bl(λ)(IdEl + l,λ)Wl,λ − Bl(μ)(IdEl + l,μ)Wl,μ∥∥
≤ ∥∥Bl(λ) − Bl(u)∥∥ · ∥∥Wl,λ∥∥ · (1 + ∥∥l,λ∥∥)
+
∥∥Bl(μ)∥∥ · ∥∥Wl,λ −Wl,μ∥∥ · (1 + ∥∥l,λ∥∥) + ∥∥Bl(μ)∥∥∥∥Wl,μ∥∥∥∥l,λ − l,μ∥∥






+ δ(1 + κ)ν−β(l + 1)
∥∥Wl,λ −Wl,μ∥∥











ν−β(l + 1)νε(n) + 2δν−β(l + 1)
∥∥Wl,λ −Wl,μ∥∥ .
Therefore,
∥∥Wm,λ −Wm,μ∥∥ ≤ m−1∑
l=n
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)α ∥∥Wl,λ −Wl,μ∥∥ .
Then we have from the above inequality that









Setting ϒ = sup{ϒm : m ≥ n}, we obtain
ϒ ≤ 6δD2ϑνε(n) ‖λ − μ‖ + 2δDϑϒ .
Taking δ sufficiently small such that 2δDϑ < 1/2, we obtain
ϒ ≤ 12δD2ϑνε(n) ‖λ − μ‖ ,
and therefore,





νε(n) ‖λ − μ‖ . (3:19)
Therefore, it follows form (3.19) that











νε(n) ‖λ − μ‖






where K = 6D + 24δD2ϑ > 0.




∥∥∥QnA(l + 1,n)−1∥∥∥ blνε(n)












≤ δKDϑ ‖λ − μ‖
and provided that δ is sufficiently small, we obtain Clμ (A(F)) ≤ ∥l - μ∥. This shows
that A(X ) ⊂ X .
Now we note F be the space of sequences U = (Un,l)nÎN,lÎY of linear operators Un,l
: En ® Fn indexed by Y such that l ↦ Un,l is continuous for each n Î J, and
‖U‖ = sup
(n,λ)∈J×Y
{∥∥Un,λ∥∥} ≤ 1 (3:20)
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Equipping F with this norm, it becomes a complete metric space, For each




QnA(l + 1,n)−1Gl,λ, (3:21)
where
Gl,λ = Bl(λ)(Zl,λ + l,λZl,λ +Ul,λWnl,λ) + B
′
l(λ)(IdEl + l,λ)Wl,λ (3:22)





PmA(m, l + 1)Gl,λ (3:23)
for m >n, setting Zn,l = 0. One observe that by the continuity of the functions Fl,l
and Ul,l on l the functions l ↦ Wl,l and l ↦ Zl,l are also continuous.
Lemma 3.4. For δ sufficiently small, the operator B is well defined, and
B(X × F) ⊂ F .
Proof of the lemma. By (3.16) and (3.20) we have
∥∥Zm,λ∥∥ ≤ m−1∑
l=n
∥∥PmA(m, l + 1)∥∥ [∥∥Bl(λ)∥∥ (1 + ∥∥l,λ∥∥) ∥∥Zl,λ∥∥
+


















































≤ 2δDϑϒl + 6δD2ϑ
and setting ϒ = sup{ϒm : m ≥ n},
ϒ ≤ 2δDϑϒ + 6δD2ϑ .
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∥∥∥QnA(l + 1, n)−1∥∥∥ ∥∥Gl,λ∥∥ , (3:25)























































≤ 24δ2D3ϑ3 + 6δD2ϑ ≤ 1,
(3:26)
provided that δ is sufficiently small. This shows that B is well defined for each n, and
that ∥B(F, U) ∥ ≤ 1. Therefore, B(X × F) ⊂ F .
Now we define another map S : X × F → X × F by
S(,U) = (A(),B(,U)).
By Lemmas 3.3 and 3.4, it is clearly that the maps S is well defined and
S(X × F) ⊂ X × F .
Lemma 3.5. For δ sufficiently small, the operator S is a contraction.
Proof of the lemma. Given F,  ∈ X , and set Wl, = Wnl,,λ,Wl, = Wnl,,λ, we
obtain








νε(l + 1) · δν−β(l + 1).











∥∥Wl, −Wl,∥∥ + ‖ − ‖ ∥∥Wl,∥∥ ν−ε(l)} νε(n)
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νε(l + 1) · ν−β(l + 1).
{
2






































)α ∥∥Wm, −Wm,∥∥, then
ϒm ≤ 2δDϑϒl + 2δD2ϑ ‖ − ‖
and setting ϒ = sup{ϒm : m ≥ n},
ϒ ≤ 2δDϑϒ + 2δD2ϒ ‖ − ‖ .




ϒ ≤ 4δD2ϑ ‖ − ‖
and therefore,






Using (3.16) and (3.28) in (3.27) we obtain∥∥A()n,λ − A()n,λ∥∥











≤ δK ′ ‖ − ‖ νε(n)
(3:29)
for K’ = 8δD3ϑ2 + 2D2ϑ > 0, provided that δK’ νε(n) ≤ 1. This shows that A is a
contraction.
Nextly, also given F,  ∈ X ,U,V ∈ Fand l Î Y, set Zl,F,U = Zl, F,U,l and Zl, Ψ, U =











∥∥Zl,,U − Zl,,V∥∥ + ∥∥l,λ − l,λ∥∥ (∥∥Zl,,U∥∥ + ∥∥Wl,∥∥)
+
∥∥Ul,λ − Vl,λ∥∥ ∥∥Wl,∥∥ + ∥∥Wl, −Wl,∥∥ (1 + ∥∥Vl,λ∥∥ + ∥∥l,λ∥∥)} .
(3:30)
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∥∥Zl,,U − Zl,,V∥∥ + ∥∥l,λ − l,λ∥∥ (∥∥Zl,,U∥∥ + ∥∥Wl,∥∥)
+












12δ2D3ϑ + 2δD2 + 12δ2D3ϑ



























































for some positive constant K0 = 12δD





)α ∥∥Znm,,U − Znm,,V∥∥, we obtain
ϒm ≤ 2δDϑϒl + δK0 (‖ − ‖ + ‖U − V‖)
and setting ϒ = sup{ϒm : m ≥ n} we obtain
ϒ ≤ 2δDϑϒ + δK0 (‖ − ‖ + ‖U − V‖)




ϒ ≤ 2δK0 (‖ − ‖ + ‖U − V‖)
and therefore,
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νε−β(l + 1) ·
[
























































≤ δL (‖ − ‖ + ‖U − V‖)
for some positive constant L = 4δDK0ϑ + δDK0 > 0, provided that δ L ≤ 1. It follows
from (3.29) and the above inequality that for δ sufficiently small the operator S is a
contraction.
Now we proceed with the proof of Theorem 3.1. By Lemma 3.5 and its proof, there
exists a unique pair (,U) ∈ X ×F such that S(,U) = (,U) and  is the unique
sequence in X such that A()n,λ = n,λ for each n Î J, l Î Y. Namely,  is the unique
solution of Equation (3.12) as well as Equation (3.11). Together with (3.9) this implies
that if ξ Î En, then
m → (Wnm,λξ ,m,λ (Wnm,λξ))
is a solution of (3.7) and (3.8). This means (3.3) holds.
Let F be another sequence for (3.3). If ξ Î En, then
(ξ ,n,λξ) ∈ Eλn and Aλ(m,n)(ξ ,n,λξ) ∈ Eλm
Thus, if (xm, ym) is the solution of Equation (1.1) with xn = ξ and yn = F n,lξ, then
ym = Fm,lxm for m ≥ n. This means (3.7) and (3.8) hold. Furthermore, the sequence
xm = Wnm,λξ satisfies (3.9) and (3.11) holds. So  = .
Let (xn, yn) ∈ Eλn, then for each m ≥ n we have
(xm, ym) = Aλ(m,n)(xn, yn)
and
xm = Wm,λxn and ym = m,λxm.
Therefore
(xm, ym) = (IdEm + m,λ)Wm,λxn.
Wang Advances in Difference Equations 2012, 2012:31
http://www.advancesindifferenceequations.com/content/2012/1/31
Page 13 of 15
By (3.16)






On the other hand,∥∥(xn, yn)∥∥ = ∥∥xn + yn∥∥ ≥ ∥∥xn − yn∥∥ = ‖xn‖ − ∥∥n,λxn∥∥ ≥ (1 − κ) ‖xn‖ .
Thus







which implies that (3.4) holds with D′ =
4D
1 − κ > 0.
For the C1 regularity of the maps λ → n,λ we consider the pair





for each n Î J and l Î Y. We define a sequence (m,Um) ∈ X ×F by
(m+1,Um+1) = S(m,Um) = (A(m),B(m,Um))








for m ≥ n and l Î Y. Therefore we can apply Leibniz’s rule to conclude that




















for each n Î J and l Î Y.










uniformly to Un,λ for each n Î J and l Î Y.
We know that if a sequence fm of C
1 functions converges uniformly, and its deriva-
tives f ′m also converges uniformly, then the limit of fm is of class C
1, and its derivative




for each n Î J and l Î Y. This completes the proof of Theorem 3.1.
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