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Abstract. DNA Image Cytometry is a non-invasive, cell
based method for early cancer diagnosis. It can detect can-
cer up to two years earlier than state of the art examinations.
However, a wide application of this method is hindered by
the long measurement time - usually more than 40 minutes
are required for the manual analysis of the cells under the
microscope. To speed up this process, cells can be collected
automatically with a motorized microscope and pre-sorted
with a pattern recognition system. One specific problem dur-
ing the automated collection is that defocused objects, which
may not be used for diagnosis and thus should be eliminated
from analysis, are still included in the measurement. In this
paper, a pattern recognition system for distinguishing be-
tween focused and defocused objects is presented. To this
end, four features specifically designed for the problem at
hand have been developed. In combination with a k-Nearest-
Neighbor classifier, these features can distinguish focused
and defocused objects with a correct classification rate of
99.4%.
Keywords
Early cancer diagnosis, DNA Image Cytometry, auto-
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1. Introduction
As cancer is the uncontrolled growth of cells, the anal-
ysis on a cellular level allows an earlier diagnosis of cancer
than the conventional analysis of tissue sections. Addition-
ally, cells can be extracted non-invasively by brush smears
or fine needle aspirations - no painful operation is required.
One biomarker for cancer is abnormal DNA content of nu-
clei. DNA Image Cytometry is a method for diagnosing
cancer on the cellular level, where the diagnosis is based
on measuring the DNA content from digital images of the
nuclei and analyzing their overall distribution. To this end,
the extracted cell material is placed on a microscope slide
and stained according to Feulgen. For this specific stain, the
the uptake of stain in the nucleus is proportional to its DNA
content. The light passing through the nucleus is attenuated
stronger if more stain is contained in the nucleus. Conse-
quently, nuclei with higher DNA content are darker. Using
a microscope, a digital camera and dedicated software, the
DNA content then can be measured from the attenuation of
white light passing through the nuclei, when the system has
been calibrated to the attenuation of healthy nuclei from the
same slide. For a DNA Image Cytometry measurement, a
pathological expert scans the slide in a structured manner
and examines the nuclei under the microscope and on a live
video on screen. The expert selects healthy cells for the cal-
ibration of the measurement algorithms and suspicious cells
for the analysis by clicking on the corresponding nuclei in
the live image. After the whole slide has been scanned, the
expert examines the DNA distribution of the analysis cells.
If this distribution cannot be explained by natural phenom-
ena, for instance by cell proliferation, cancer is diagnosed.
Although DNA Image Cytometry has a very high di-
agnostic power and cancer can be detected up to two years
earlier than with conventional tissue sections [1, 2], the wide
application of this method has been hampered by the long
measurement time. Usually more than 40 minutes are re-
quired for measuring one case manually. The interaction
time of the expert can be reduced by automatically collect-
ing and pre-sorting the nuclei into several classes using a
motorized microscope with an autofocus system and a pat-
tern recognition system. The workload of the expert is then
reduced to the verification of nuclei in the diagnostically rel-
evant DNA ranges and performing the final diagnosis. This
can usually be accomplished in about five minutes [3].
However, due to the low depth of field of the micro-
scope, irregularities on the glass slides and impurifications
like mucus or dirt, it might happen that some objects in the
field of view are captured out of focus although the best fo-
cused scene has been chosen (see Figure 1). In a manual
measurement, the user simply does not select these objects,
but for an automated measurement, all objects have to be
segmented and classified. As the DNA content of defocused
nuclei cannot be measured precisely anymore, these defo-
cused objects have to be removed from the measurement.
The pattern recognition system presented in [3] mainly uses
the morphology for classifying objects. As the morphology
of the objects hardly changes even if they are defocused (see
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Fig. 1. A part of a field of view, where the best focus plane has
been adjusted. However, some objects are still out of
focus.
Figure 2), they are classified as regular nuclei, although they
should be classified as artifact.
In this paper, strategies for eliminating defocused ob-
jects from DNA Image Cytometry measurements are inves-
tigated. Numerous algorithms about autofocussing strate-
gies have been presented in literature [4, 5]. However, all
these strategies have in common that they capture images
at varying focus planes and use the image with the highest
focus score. But as mentioned above, even the image with
the highest focus score might still contain defocused objects.
Therefore, strategies for eliminating objects after they have
been captured must be applied. To this end, four features
specifically designed for the problem have been developed.
In combination with a classifier, they can be used to detect
defocused objects and eliminate them from further process-
ing.
Fig. 2. On the left-hand side, a nucleus captured in focus is
shown. On the right-hand side, the same nucleus is
shown again, recorded after defocussing the field of view
slightly. As it can be observed, the morphology of the
defocused version is still almost identical to the focused
one.
Fig. 3. A 3D intensity plot of the gray images of the two nuclei
from figure 2 are shown. Again, the focused version on
the left-hand side and the defocused version on the right-
hand side. The black contour is the delineation of the
segmented nucleus.
2. Material
For collecting the Gold standard for the defocus clas-
sifier, a Motic BA400 microscope with a 40x objective
(NA=0.65) and a Motic 285A RGB camera was used (res-
olution 1360x1024, at 40x one pixel corresponds to 0.18µm
on the slide). The nuclei were segmented with a threshold-
ing method in the HSV space, followed by morphological
operations [6]. Objects from cervical smears of four patients
were collected. Firstly, nuclei were captured in focus. Sub-
sequently, the focus plane was moved away by 20, 30, 40
and 50 µm from the focus plane, and the same objects were
captured again out of focus. In total, 557 focused objects
and 1267 defocused objects were captured. Please note that
if an object is very defocused, the object might hardly be
visible and is not segmented by the segmentation algorithm.
For optimizing the parameters of the features developed, a
small testset consisting of 33 focused and 86 defocused ob-
jects was collected with the same strategy from one of the
patients.
3. Methods
An object out of focus essentially corresponds to a low
pass filtered version of the original object [7]. Figure 2 dis-
plays a focused nuclei and its defocused counterpart, and
Figure 3 is a 3D intensity plot of the gray image of the same
nucleus. From analyzing images like this, the following ob-
servations for distinguishing focused and defocused objects
were made:
(1) Defocused objects have higher intensity values in the
region which is close to the contour (Figure 2).
(2) Although the variation of the intensity values in the
whole nucleus is about the same, the variation of in-
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Feature Parameter Parameter range Best parameter 1NN CCR (%)
Rbiii Percentage p 0.1:0.05:0.95 0.9 85.71
CV Interior Percentage p 0.1:0.1:1 0.4 80.67
Laplacian Percentage p 0.1:0.1:1 1 100
AD Contour Normal Length nl 0.18:0.18:1.8 µm 0.18 100
Stepwidth sw 0.18:0.18:0.72 µm 0.18
Quantile q 0.25:0.25:1 1
Tab.1. Optimization results of the four features developed in this work. For each feature, the parameter which need to be optimized
are given. The parameter range is given in the notation start value:stepwidth:end value. Additionally, the table contains the
best parameter, chosen according to the highest classification rate of a 1NN classifier.
tensity values in the interior of the nucleus is smaller
for defocused objects (Figure 3).
(3) Focused objects have a higher variation of neighboring
intensity values (Figure 3).
(4) Focused objects have a sharper transition from back-
ground regions to nucleus regions around the nucleus
contour (Figure 2 and 3).
Four features have been developed for quantifying these dif-
ferences. The computations are all based on a gray image of
the nucleus, computed as a weighted combination of the R,
G, and B channel, namely R=0.299, G=0.587 and B=0.114.
3.1. Relationship boundary intensity to interior
intensity
The feature Relationship boundary intensity to interior
intensity (Rbiii) quantifies observation (1) by shrinking the
original mask of the nucleus down to a percentage p of the
original area, using the morphologic operation Erosion. This
partitions the nucleus into two regions, a region close to the
boundary and an interior region. The feature is then com-
puted as the mean intensity in the boundary region divided
by the mean intensity in the interior region.
3.2. Coefficient of variation interior
The variation of the intensity values in the interior re-
gion (observation (2)) is quantified by the feature CV Inte-
rior. The coefficient of variation, which is defined as the quo-
tient of standard deviation and mean, is a unitless and rela-
tive measure for the variation. Thus it is invariant to changes
in the stain intensity of nuclei. Similar to the feature Rbiii,
the original mask is shrinked down to a percentage p. This
feature is computed as the coefficient of variation of the in-
tensity values inside the shrinked mask.
3.3. Laplacian
Different from the coefficient of variation, which re-
flects global variation, the Laplacian feature quantifies the
rate of changes in intensity values of neighboring pixels.
Again, this feature is computed on a mask shrinked down
to p. In order to achieve invariance to stain intensity, the
mean absolute laplacian of the intensity values in this mask
is divided by the mean intensity value of the same region.
3.4. Absolute difference on contour normals
Targeted to quantify the intensity changes around the
nucleus contour, this feature computes the absolute differ-
ence of neighboring pixels along the contour normal (AD
contour). The whole contour is traversed, and for each con-
tour point, a normal to the contour at this position is com-
puted. To avoid interpolation, the contour normal is only cal-
culated with respect to the current pixel and its predecessor.
As a consequence, the resulting normal direction points into
one of the 8 major geographic directions (N, NW, W, . . .).
The contour normal is analyzed pointing inside and outside
the nucleus, and within a normal length nl from the contour
pixel. Either, neighboring pixels on the contour, or pixels
afar by a stepwidth sw are compared. The maximum in-
tensity values along each contour normal are computed and
stored. Finally, the quantile value q of the maximum inten-
sity values is used as feature value.
3.5. Classification
A k Nearest Neighbor classifier is used to classify the
objects [8]. For an object to be classified, the feature values
of the four features described above are computed. Then the
distances to objects in the gold standard are computed, and
the predominant class of the k nearest neighbors is finally
assigned as the class of the object. In this work, k = 10
neighbors are used for this examination. A leaving one out
strategy on a slide basis is used for evaluating the perfor-
mance of the classifier [9], that is, objects from three slide
are used for training the classifier. Then the next slide is
tested until each slide is classified once.
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ground truth
Defocused Focused
Defocused 1255 3
cl
as
s
Focused 7 554
Total 1262 557
Error (%) 0.55 0.54
Tab. 2. Classification table for the developed pattern recognition
system.
3.6. Optimization of features
The features presented in this work have one to four
parameters which need to be optimized on the feature opti-
mization set. The parameters which need to be tuned as well
as the parameter ranges used during optimization are shown
in Table 1. As an optimization criterion, the correct classi-
fication rate of the k nearest neighbor classifier with k = 1
and the leaving one out strategy on object basis were used.
This criterion thus reflects, for how many objects the direct
neighbor is of the same class.
4. Results
Table 1 lists the results of the optimization of fea-
tures. The Rbiii feature has its highest performance when
the boundary region is 10% of the nucleus and the interior
region the remaining 90% percent. For the CV Interior fea-
ture, the mask needs to be shrinked more, down to 40%. The
Laplacian feature should be computed for the whole nucleus.
For the AD Contour feature, just the absolute difference be-
tween the contour pixel and the neighboring pixel of the gra-
dient pointing outward or inward respectively have to be cal-
culated. The best value 1 for the quantile q corresponds to
taking the maximum value of all absolute difference values.
The classification table of the defocus classifier is shown in
table 2. The classifier achieves an overall correct classifica-
tion rate of 99.45%.
5. Discussion and Conclusion
This work presents four new features, a classifier and
a gold standard collection procedure for setting up a pat-
tern recognition system which discriminates between fo-
cused and defocused objects in DNA Image Cytometry mea-
surements. The system achieves a correct classification rate
of 99.45%.
As the features have been especially developed for dis-
tinguishing defocused and focused objects, a very high dis-
criminance is achieved, which leads to a high correct classi-
fication rate. From the features developed, the AD Contour
feature and the Laplacian feature are the most powerful fea-
tures, followed by the Rbiii feature and finally the CV Inte-
rior feature.
With the system presented in this work, defocused ob-
jects can be eliminated from automatically collected and
classified DNA Image Cytometry measurements. The bene-
fit for clinical practice is that the cell collections, which the
medical experts have to verify before making the diagno-
sis, does not contain these artifacts anymore. Therefore, the
interaction time, which is a major hinderence for the wide
application of the method so far, is reduced further.
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