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Abstrakt
Tato práce pojednává o paralelním rˇešení neuronové síteˇ typu Flexibilní Neuronový Strom.
Výsledkem práce je naimplementovaná knihovna, která obsahuje paralelní verze algor-
timu˚ pro nalezení struktury a parametru˚ neuronového stromu. Paralelní verze algoritmu˚
využivají rozhraní MPI. Tato knihovna je naimplementována v prostrˇedí .NET tak, aby
mohla být použita pomocí Mono virtuálního stroje i na linuxu.
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Abstract
This thesis is about parallel approach of neural network called Flexible Neural Tree. Re-
sult of this thesis is implemented library which contains parallel versions of algorithms
for structure and parameter optimization of neural tree. Parallel versions of algorithms
uses MPI interface. This library is implemented in .NET enviroment in way to be used by
Mono virtual machine even on linux system.
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Seznam použitých zkratek a symbolu˚
FNT – Flexible Neural Tree
PSO – Particle Swarm Optimization
HPC – High Performance Computing
MPI – Message Passing Interface
GP – Genetic Programming
GA – Genetic Algorithm
SA – Simulated Annealing
AP – Ant Programming
ACO – Ant Colony Optimization
PIPE – Probabilistic Incremental Program Evolution
HONN – Higher Order Neural Network
DE – Differential Evolution
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Neuronové síteˇ obecneˇ byly inspirovány lidským mozkem pro pochopení jeho funkcˇnosti
a možnosti využití na problémy nerˇešitelné konvencˇními metodami. Z pocˇátku bylo vy-
tvorˇeno neˇkolik modelu˚ neuronu˚, nejdu˚ležiteˇjší byl Perceptron vytvorˇený McCulochem
a Pittsem. Jednalo se o binární neuron, který dával výstupy 0 a 1. Neveˇdeˇlo se však jak
nastavit váhy neuron, aby tento perceptron dával požadované výstupy na dané vstupy
[10]. O pár let pozdeˇji prˇišel Donald Hebb s algoritmem nazvaným Hebbovo ucˇení, který
dokázal nastavit váhy tohoto perceptronu. Následneˇ byl perceptron upraven pro vydá-
vání reálných výstupu˚. Tyto perceptrony byly spojovány do vícevrstvých sítí. Na tyto
síteˇ však musel být vyvinut nový algoritmus ucˇení. S tím se prˇišlo až pozdeˇji a tento al-
goritmus byl pojmenován jako metoda Back-propagation, tento algoritmus je dosud jeden
z nejpoužívaneˇjších kvu˚li své rychlosti ucˇení [8].
Problémem teˇchto neuronových sítí je zvolení správné struktury. Struktura je totiž
závislá na rˇešeném problému, malá sít’ se není schopna naucˇit všechny vzory trénovací
množiny a u velké je problém dlouhá doba ucˇení. K tomu pocˇty neuronu˚ v jednotlivých
vrstvách ovlivnˇují schopnost zobecnˇování neuronové síteˇ. Jeden z modelu˚ neuronový
sítí, který je schopen vyhledat vhodnou strukturu síteˇ, se nazývá Flexibilní neuronový
strom (FNT), anglicky Flexible neural tree. Tímto model se budu zabývat v této práci.
Cílem této práce tedy bude vytvorˇení knihovny tohoto modelu, která bude moci být
použita pro rˇešení ru˚zných problému˚. Z du˚vodu cˇasové složitosti tohoto algoritmu, bude
navržena jeho paralelizace v prosrˇedí MPI. Testy budou provedeny na novém superpo-
cˇítacˇi Anselm na VŠB Technické Univerziteˇ v Ostraveˇ. Testy budou meˇrˇit škálovatelnos
navrhnutého algoritmu a poté samotné použití této knihovny na ru˚zné problémy.
62 Flexibilní neuronový strom
2.1 Vznik
V roce 1997 vytvorˇili autorˇi Byoung-Tak Zhang, Peter Ohm, Heinz Mühlenbein studii o
rˇídkých neuronových stromech [3]. Z této studie pozdeˇji vznikly Flexibilní neuronové
stromy. V této studii autorˇi prˇišli se stromovou strukturou neuronové síteˇ, která má mít
lepší vlastnost zobecnˇování než HONN síteˇ. V teˇchto sítích je potenciál neuronu vypocˇí-
tán jako suma soucˇinu˚ vah a vstupu˚ vedoucích do neuronu viz následovneˇ:
z =
m
j=1
wjxj (1)
Nebo je vypocˇítán jako produkt soucˇinu˚ vah a vstupu˚ vedoucích do neuronu:
z =
m
j=1
wjxj (2)
Tabulka 1: Použité notace v této práci
Symbol Popis
M maximální pocˇet vstupu˚ do neuronu
m pocˇet vstupu˚ do neuronu
T trénovací množina, T = {t1, t2, ..., tP }
P pocˇet vzoru˚ trénovací množiny
tp p-tý vzor trénovací množiny, skládá se ze vstupního a výstupního
vektoru tp = {I⃗p, O⃗p}
I⃗p vstupní vektor p-tého vzoru trénovací množiny, kde I⃗p ∈ RK , kde K
je dimenze vstupních vektoru˚
O⃗p výstupní vektor p-tého vzoru trénovací množiny, kde O⃗p ∈ RL, kde
L je dimenze výstupních vektoru˚
op,l l-tá složka výstupního vektoru O⃗p a p-tého vzoru, kde l = 1, 2, ..., L
a p = 1, 2, ..., P
vl(tp) výstup l-tého neuronového stromu pro vzor tp
z potenciál neuronu
wj j-tá vstupní váha neuronu, kde j = 1, 2, ...,m
xj j-tý vstup neuronu, kde j = 1, 2, ...,m
a parametr aktivacˇní funkce
b parametr aktivacˇní funkce
y výstup neuronu
rand náhodneˇ vygenerované reálné cˇíslo v intervalu ⟨0, 1)
7J velikost populace
D dimenze rˇešeného problému optimalizacˇního algoritmu
s⃗ vektor aktuální pozice, kde s⃗ ∈ RD
s⃗0 vektor pu˚vodní pozice, kde s⃗0 ∈ RD
si,j(t) j-tá složka aktuální pozice i-tého jedince v cˇase t
ri,j(t) j-tá složka rychlosti i-tého jedince v cˇase t, kde j = 1, 2, ..., D
c0 parametr setrvacˇnosti rychlosti, s každou iterací snižuje rychlost je-
dince, c0 ∈ R
cstart pocˇátecˇní hodnota setrvacˇnosti
cend koncová hodnota setrvacˇnosti
c1, c2 parametry ovlivnˇující smeˇr rychlosti
pBesti,j j-tá složka nejlepší pozice i-tého jedince
gBestj j-tá složka nejlepší pozice
it aktuální iterace
maxIterations maximální pocˇet iterací optimalizacˇního algoritmu
f(s⃗) zdatnost pro pozici s⃗
temp aktuální teplota, reálné cˇíslo ve zvoleném intervalu
nsj j-tá složka šumového vektoru
sbest,j pozice nejlepšího jedince
F mutacˇní konstanta DE algoritmu, reálné cˇíslo v intervalu (0,1)
r náhodneˇ vygenerované prˇirozené cˇíslo v intervalu ⟨1, J⟩
K tvorbeˇ struktury používají metodu Genetické programování (GP) a k ucˇení Genetický
algoritmus (GA). Z du˚vodu nárocˇnosti ucˇení neuronových stromu˚ je ucˇena jen cˇást popu-
lace. K tomu zpocˇátku jsou stromy ucˇeny kratší dobu a až pozdeˇji se doba ucˇení prodlu-
žuje. Prˇišli i s rˇešením nekontrolované expanze struktur (bloating), kdy zacˇaly s každou
generací optimalizace struktury vznikat prˇíliš velké neuronové stromy tím, že penalizo-
vali veˇtší struktury. Proto menší struktura se stejnou chybou má veˇtší zdatnost než veˇtší
struktura se stejnou chybou.
Pozdeˇji se zacˇali tímto tématem zabývat další veˇdci. Bylo vytvorˇeno neˇkolik publi-
kací na Flexibilní neuronové stromy, které zjednodušily Rˇídké neuronové stromy [6, 7].
Pozdeˇji se tyto cˇlánky sjednotily do práce Tree-Structure Based Hybrid Computational
Intelligence: Theoretical Foundations and Applications [1]. Oproti rˇídkým neronovým
stromu˚m neurony provádí pouze sumaci vstupu˚ a vah. Dále algoritmus ucˇení stromu˚
nebyl použit na cˇást populace, ale jen na nejlepšího jedince který po neˇkolika generacích
optimalizace struktury vznikl.
V roce 2011 vyšla publikace o paralelním rˇešení FNT algoritmu s využitím MPI pro
superpocˇítacˇe [5]. Pro optimalizaci struktury byla použita metoda PIPE a pro optima-
lizaci parametru˚ metoda PSO. Porovnávají zde dva prˇístupy k paralelizaci algoritmu.
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Obrázek 1: Flexibilní neuronový strom
jeden je nazván Phase parallel model a druhý Working pool parallel model. Druhý prˇístup byl
efektivneˇjší. V obou prˇístupech ale rˇeší paralelizaci výpocˇtu chyby neuronových stromu˚,
protože pro dostatecˇneˇ velkou trénovací množinu a populaci jedincu˚ se jedná o nejná-
rocˇneˇjší cˇást. První model rozdeˇluje populaci na stejneˇ velké podpopulace, které jsou
následneˇ poslány k ohodnocení všem procesu˚m. Cˇas ohodnocení je tedy roven nejpoma-
lejšímu procesu, protože se jedná o synchronní verzi algoritmu. Druhý model používal
asynchronní prˇístup, kdy rozesílal práci volným procesu˚m a dosahoval podle testu˚ lepší
efektivity.
2.2 Popis
Flexibilní neuronový strom, viz obr. 1, je speciální typ doprˇedné neuronové síteˇ, který
má nepravidelnou strukturu a pouze jeden výstup. Pokud potrˇebujeme více výstupu˚
tak neuronová sít’ obsahuje neuronový strom pro každý výstup trénovací množiny. Vý-
stup takového neuronového stromu je možné vypocˇítat rekurzivneˇ metodou pru˚chodu
do hloubky. Matematicky se jedná o množinu terminálních symbolu˚ T (vstupu˚) a funkcˇ-
ních symbolu˚ F (neuronu˚ nebo taky flexibilních neuronových operátoru˚):
TREE = F ∪ T = {+1,+2, ...,+M} ∪ {x1, ...xK} (3)
Vstupu˚ mu˚že být libovolné množství a mohou se i opakovat. Vstupy mohou vést prˇes
vrstvu a dokonce i rovnou k výstupnímu neuronu. Stromová struktura této síteˇ umožnˇuje
použití biologicky inspirovaných algoritmu˚ pro tvorbu stromu˚. Mezi tyto algoritmy patrˇí
Genetické programování (GP), Mravencˇí programování (AP) nebo algoritmus Pravdeˇpodob-
nostní inkrementální programové evoluce (PIPE). Tyto algoritmy umožnˇují nalezení vhodné
strukrury neuronové síteˇ pro trénovací množinu. Kromeˇ hledání vhodné struktury této
neuronové síteˇ, je potrˇeba zárovenˇ optimalizovat i parametry síteˇ (ucˇit neuronovou sít’).
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Obrázek 2: Flexibilní neuronový operátor
Algoritmy k ucˇení síteˇ mohou být metoda Back-propagation (BP), Genetické algoritmy (GA),
Rojení cˇástic (PSO) nebo Simulované žíhání (SA). U flexibilních neuronových stromu˚ se
muselo prˇistoupit ke kompromisu. Ten spocˇívá v tom, že z du˚vodu vysoké výpocˇetní
složitosti se neucˇí všechny stromy v nové generaci, ale nechá se algoritmus beˇžet urcˇitý
pocˇet generací bez ucˇení stromu˚ a poté se vybere nejlepší strom z aktuální generace a u
neˇj dojde k optimalizaci parametru˚ ucˇením. Tento cyklus, kdy se hledá vhodná struktura
a poté ucˇí nejlepší strom se nazývá epocha a opakuje se, dokud není nalezeno požado-
vané rˇešení nebo dokud pocˇet epoch neprˇekrocˇí navolenou hodnotu [1].
2.2.1 Trénovací množina
Trénovací množina je složena ze vzoru˚. Každý vzor je potom složen z vektoru vstupu˚ a
vektoru požadovaných výstupu˚. Neuronová sít’ se musí tyto vzory naucˇit, tzn. musí se
nastavit váhy a parametry aktivacˇních funkcí tak, aby pro daný vstup sít’ vydala požado-
vaný výstup. Trénovací množina se normalizuje do reálného intervalu ⟨0, 1⟩ nebo ⟨−1, 1⟩,
z du˚vodu používaných aktivacˇních funkcí [8]. Trénovací množinu lze matematicky po-
psat následovneˇ:
T = {{I⃗1, O⃗1}, {I⃗2, O⃗2}, . . . , {I⃗P , O⃗P }} (4)
2.2.2 Flexibilní neuronový operátor
Jedná se o neuron FNT neuronové síteˇ viz obr. 2. Ten mu˚že mít neˇkolik vstupu˚, mini-
málneˇ však jeden a jeden výstup. Jako u doprˇedných neuronových sítí je vstup zesílen
nebo zeslaben pomocí vah. Celkový potenciál z neuronu +m, kde m udává pocˇet vstupu˚
do neuronu, se vypocˇte viz následující rovnice.
z =
m
j=1
wjxj (5)
Tento signál je poté upraven pomocí aktivacˇní funkce, která má nastavitelné parame-
try a a b, které dále upravují výstup, parametr a urcˇuje strmost funkce, parametr b slouží
jako práh. Existuje mnoho typu˚ aktivacˇních funkcí, jako jsou naprˇíklad:
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• Sigmoidální funkce
y = f(z, a, b) =
1
1 + e
−(z−b)
a
(6)
• Hyperbolický tangens
y = f(z, a, b) =
e
2(z−b)
a − 1
e
2(z−b)
a + 1
(7)
• Gaussova funkce
y = f(z, a, b) = e(−(
z−b
a
)2) (8)
2.2.3 Funkce zdatnosti
Aby bylo možné urcˇit, která neuronová sít’ je pro danou trénovací množinu lepší než
jiná, je nutné neˇjakým zpu˚sobem ohodnotit tyto neuronové síteˇ. K tomuto slouží funkce
zdatnosti. U neuronových sítí je použita chyba síteˇ jako zdatnost.
Je neˇkolik typu˚ výpocˇtu chyby síteˇ. Tyto funkce scˇítají chyby jako rozdíl mezi požado-
vaným výstupem a výstupem neuronového stromu pro každý vzor trénovací množiny a
dále jej upravují. Nejcˇasteˇji se používají následující dva typy:
• MSE (Mean Square Error)
MSE =
1
P
P
p=1
(vl(tp)− op,l)2 (9)
• RMSE (Root Mean Square Error)
RMSE =
√
MSE (10)
2.2.4 Kódování struktury
V diplomové prácí Pavla Piskorˇe [2] byla struktura neuronového stromu kódována jako
matice spoju˚ mezi neurony. Nevýhoda tohoto prˇístupu byla nutnost odhadnout velikost
této matice prˇed samotným vyhledáváním rˇešení. Pokud byla matice moc velká, bylo vy-
hledávání pomalé, pokud byla malá, tak rˇešení nemohlo být dostatecˇneˇ prˇesné.
Proto jsem použil jiné kódování. Díky stromové strukturˇe je možné kódovat strukturu
stromu do rˇeteˇzce promeˇnné délky metodou pru˚chodu do hloubky. Kromeˇ struktury
stromu jsou do tohoto rˇeteˇzce zakódovány i parametry jako jsou váhy spoju˚ a parametry
aktivacˇní funkce a a b. FNT je tedy jednoznacˇneˇ urcˇen pomocí tohoto rˇeteˇzce nazývaného
DNA, tento název je zvolen podle biologie, kde je veˇtšina živých organismu˚ podobneˇ
definována pomocí deoxyribonukleové kyseliny tedy DNA. Jako DNA rˇeteˇzec pro algritmus
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Obrázek 3: Neuronový strom s parametry
GP by byl neuronový strom z obr. 3 zakódován následujícím zpu˚sobem viz rovnice 11.
Bez parametru˚ by to bylo zpu˚sobem viz rovnice 12.
DNA = +3a0.11b0.6w1.93+2a0.21b-0.44w0.33x1w0.22x3w0.18x2w0.85x3 (11)
DNA = +3+2x1x3x2x3 (12)
Tento zpu˚sob rˇešení má výhodu, že nemusí být specifikována maximální délka DNA
rˇeteˇzce. Další výhodou je, že v DNA nevznikají smycˇky a ru˚zné chyby prˇi optimalizaci
struktury jako v prˇípadeˇ kódování do matice spoju˚. Nevýhoda mu˚že být složiteˇjší práce s
rˇeteˇzci prˇi operacích krˇížení a mutace u GP a jiných algoritmu˚ pro optimalizaci struktury.
2.3 Optimalizace struktury
Struktura neuronové síteˇ významneˇ ovlivnˇuje prˇesnost neuronové síteˇ na daná data, jež
je schopna se neuronová sít’ naucˇit. U flexibilních neuronových stromu˚ je možné použít
k nalezení témeˇrˇ optimální struktury algoritmy, jako jsou Genetické programování (GP),
Propabilistic Incremental Program Evolution (PIPE), Ant Programming(AP) a jiné. V této
práci se budu zabývat jen Genetickým programováním, protože jsem tento algoritmus
použil k optimalizaci struktury FNT.
2.3.1 Genetické programování (Genetic programming)
Genetické programování navrhl John Koza. Je to modifikovaná verze genetického algo-
ritmu, který je popsán pozdeˇji. Vychází z evoluce popsané Charlesem Darwinem. Liší se
ale v reprezentaci jedincu˚ [1, 9]. V GP je jedinec reprezentován stromovou strukturou,
tím pádem strom zakódovaný do rˇeteˇzce není omezen fixní délkou. GP ma svu˚j název
podle toho, že bylo vytvorˇeno k tvorbeˇ programu˚, které je možné zakódovat do stromové
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struktury. Algoritmus používá i stejné názvy rˇídících parametru˚. Je zde maximální pocˇet
generací, po kterou mu˚že algoritmus beˇžet, pocˇet jedincu˚, parametr ovlivnˇující mutaci.
Je možné i v tomto algoritmu zavést elitismus stejneˇ jako v GA pro rychlejší konvergenci.
U neuronových stromu˚, je potrˇeba v tomto algoritmu zavést parametr penalizace veˇtších
neuronových stromu˚, co mají stejnou zdatnost jako stromy menší. Zabrání to nekontro-
lované expanzi velikosti neuronových stromu˚.
Pro flexibilní neuronové stromy je kódování použito viz rovnice 11. Díky tomuto kó-
dování je nutné mít upravené operace krˇížení a mutace.
• Krˇížení - Tato operace probíhá tak, že po vybrání rodicˇu˚ se zvolí náhodneˇ jeden
funkcˇní uzel (neuron) u každého rodicˇe a tyto uzly jež prˇedstavují podstromy se
prˇehodí mezi rodicˇi, tímto zpu˚sobem vzniknou dva noví potomci.
• Reprodukce - Vybraný jedinec se prˇesouvá do nové generace stejneˇ jako u GA.
• Mutace - Po vytvorˇení potomka je šance že se provede jeho mutace, šance je ovliv-
nˇena rˇídícím parametrem algoritmu. U stromové struktury flexibilního neurono-
vého stromu je neˇkolik typu˚ mutace:
1. Zmeˇna terminálu (vstupu) za jiný
2. Zmeˇna všech terminálu˚ za jiné
3. Ru˚st - nahrazení terminálu noveˇ vygenerovaným stromem
4. Prorˇezání - nahrazení neterminálu (neuronu) terminálem
5. Volitelné
(a) Prˇidání terminálu k náhodnému neterminálu
(b) Odebrání terminálu náhodného neterminálu
2.4 Optimalizace parametru˚
2.4.1 Rojení cˇástic (Particle swarm optimization)
Optimalizace pomocí rojení cˇástic (PSO) je hejnový algoritmus, který je inspirovaný hejny
ptáku˚, ryb nebo spolupracujících lidí. Tento algoritmus využívá populaci cˇástic, která
prohledává daný prostor rˇešení. Zakladateli tohoto algoritmu byli Russel Eberhart a Ja-
mes Kennedy[9, 11]. Cˇástice musí mít svou polohu v N dimenzionálním prostoru všech
rˇešení. Pro použití v neuronových sítích jsou tyto pozice hodnoty vah a parametru˚ ak-
tivacˇních funkcí. Dále má každá cˇástice svoji rychlost, což je vektor o rozmeˇru N, který
v každé iteraci algoritmu meˇní aktuální pozici cˇastice. Vektor rychlosti se pocˇítá podle
rovnice 13. Každá cˇástice si pomatuje dosavad nejlepší rˇešení, které našla prˇi procháze-
ním prostoru. Plus algoritmus musí veˇdeˇt o dosavadním nejlepším rˇešení. Nová pozice
cˇástice se potom vypocˇítá podle rovnice 14. Pseudokód PSO algoritmu je ve výpisu 1.
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Cˇástice jsou navzájem ovlivnˇovány tím, že jsou prˇitahovány k cˇástici, která prˇedsta-
vuje dosavadní nejlepší rˇešení, nebo jsou prˇitahovány ke svým doposud nejlepším na-
lezeným rˇešením. Smeˇr kterým budou cˇástice prˇitahovány je urcˇen náhodneˇ, ale je jej
možné ovlivnit konstantamy c1 a c2. Pokud je vyšší hodnota c1 než c2, uprˇednˇostnˇuje
cˇástice smeˇr k dosavad nejlepší pozici této cˇástice. Pokud je hodnota c2 vyšší než c1, tak
to znamená, že cˇastice bude cˇasteˇji postupovak ke globálnímu minimu (doposud nej-
lepší nalezené pozici). Hodnoty c1 a c2 se volí nejcˇasteˇji kolem hodnot 2, záleží ale na
problému, na který je algoritmus použit.
ri,j(t+ 1) = c0 · ri,j(t) + c1 · rand · (pBesti,j − si,j(t)) + c2 · rand · (gBestj − si,j(t)) (13)
si,j(t+ 1) = si,j(t) + ri,j(t+ 1) (14)
c0 = cstart − ((cstart − cend) · it)/maxIterations (15)
Inputs:netParameters, algorithm parameters
Outputs:newNetParameters
public double[] Pso(double[] netParameters)
{
set the first position to netParameters other randomize
randomize velocities of all particles
for( int it = 0; it < maxIterations; it ++)
c0 = cStart − ((cStart − cEnd) ∗ it )
for ( int i = 0; i < particlesCount; i++)
for ( int j = 0; j < dimension; j++)
r [ i ][ j ] = c0 ∗ r [ i ][ j ] + c1 ∗ rand ∗ (pBest[i ][ j ] − s[i ][ j ])
+ c2 ∗ rand ∗ (gBest[j ] − s[i ][ j ])
s[ i ][ j ] = s[ i ][ j ] + r [ i ][ j ]
fitness = Evaluate(s[ i ][ j ])
if ( fitness < pBest[i ])
pBest[i ] = r
if ( fitness < gBest)
gBest = r
return newNetParameters
}
Výpis 1: Pseudokód PSO algoritmu
V neuronových sítích trvá nejdéle výpocˇet chyby (ohodnocení) neuronové síteˇ pro
danou trénovací množinu. Proto je možné algoritmus zparalelizovat pomocí MPI tak, že
populace mu˚že být rozdeˇlena na subpopulace a ty jsou poslány na ostatní procesy vcˇetneˇ
master procesu s rankem 0. Master proces tedy provádí aktualizace rychlostí cˇástic a je-
jich pozic a aktualizuje doposud nejlepší rˇešení pro jednotlivé cˇástice pBest a nejlepší
rˇešení pro všechny gBest. Slave procesy provádeˇjí vcˇetneˇ master procesu výpocˇet chyby
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síteˇ trˇeba RMSE viz rovnice 10. Ikdyž je tento algoritmus synchronní a cˇeká se na nejpo-
malejší proces, je možné dosáhnout slušné efektivity algoritmu. Této efektivity je možné
dosáhnout pouze za podmínky, že pocˇet cˇástic je násobek pocˇtu spušteˇných procesu˚ a
cˇástic je minimálneˇ tolik co procesu˚. Dále je použit tento algoritmus na uzlech stejného
výkonu. Tato paralelní verze algoritmu pro master proces je ve výpisu 2. Metoda scatter
v MPI vrátí i master procesu cˇást populace pro ohodnocení chyby, to umožnˇuje použití
tohoto algoritmu i na jednom procesu. Slave proces pouze prˇíjímá pomocí metody scatter
subpopulaci cˇástic, pro neˇž vypocˇte chyby a tyto chyby pošle zpeˇt pomocí metody gather.
Inputs:netParameters, algorithm parameters
Outputs:newNetParameters
public double[] ParallelPso(double[] netParameters)
{
set the first position to netParameters other randomize
randomize velocities of all particles
for( int it = 0; it < maxIterations; it ++)
Create subpopulations of particles positions
Send with scatter to all processes include master
Calculate error of own part of subpopulation
Gather errors of all particles
Set pBest and gBest
c0 = cStart − ((cStart − cEnd) ∗ it )
for ( int i = 0; i < particlesCount; i++)
for ( int j = 0; j < dimension; j++)
r [ i ][ j ] = c0 ∗ r [ i ][ j ] + c1 ∗ rand ∗ (pBest[i ][ j ] − s[i ][ j ])
+ c2 ∗ rand ∗ (gBest[j ] − s[i ][ j ])
s[ i ][ j ] = s[ i ][ j ] + r [ i ][ j ]
return newNetParameters
}
Výpis 2: Pseudokód paralelní verze PSO algoritmu
2.4.2 Simulované žíhání (Simulated annealing)
Simulované žíhání (SA) je další algoritmus pro nalezení globálních extrému˚. Tentokrát
se nejedná o algoritmus založený na populaci jedincu˚. Je zde pouze jedno rˇešení které
se pohybuje v prostoru všech možných rˇešení. Tento algoritmus je inspirován žíháním v
metalurgii, kdy se pomalým ochlazováním žhavého kovu dospeˇje ke stabilneˇjší krysta-
lové mrˇížce. Toto umožnˇuje dospeˇt k lepším vlastnostem kovu˚.
Algoritmus pro každou teplotu, která se cˇasem snižuje, provádí neˇkolik kroku˚ Metro-
polisova algoritmu. Ten funguje tak, že pokud se vybere soused od daného rˇešení, který
má lepší hodnotu zdatnosti, tak je automatiky prˇijat. Pokud ale má horší zdatnost, tak je
prˇijat jen s pravdeˇpodobností viz rovnice 16. Díky tomu je prˇi vysokých teplotách možné
vyskocˇit z lokálního extrému a s ochlazováním teploty se tato pravdeˇpodobnost snížuje
a jsou prˇijímány cˇasteˇjí jen rˇešení s lepší hodností. Existuje i upravená verze tohoto al-
goritmu kdy se pomatuje dosavad nejlepší rˇešení z celého beˇhu simulovaného žíhání,
15
protože prˇi snížení teploty k teploteˇ blízké 0, je šance prˇijetí i horšího rˇešení, ikdyž je tato
pravdeˇpodobnost malá [9, 13].
P (s⃗→ s⃗0) =

1 if f(s⃗) < f(s⃗0)
e−(f(s⃗)−f(s⃗0))/temp if f(s⃗) ≥ f(s⃗0)
(16)
kde
P (s⃗→ s⃗0) . . . pravdeˇpodobnost prˇijetí lepší pozice
V publikaci Parallelizing simulated annealing algorithms based on high-performance compu-
ter [14] autorˇi porovnávali neˇkolik paralelních prˇístupu˚ k simulovanému žíhání. Zkoušeli
trˇeba paralelizovat pohyb, kdy se vydal algoritmus z jednoho startovního místa do neˇko-
lika jiných míst zárovenˇ, nebo z neˇkolika startovních míst paralelneˇ do dalších, ale tato
rˇešení nebyla vhodná pro velké problémy. Proto navrhli kombinaci GA a SA, který z je-
jich výsledku˚ byl efektivneˇjší.
Tento algoritmus funguje tak, že se vygeneruje pocˇátecˇní populace a nechá se nad ní
provádeˇt GA algoritmus po neˇkolik generací na procesu s rankem 0. Výsledná generace
se rozešle na ostatní procesy. Na jednotlivých procesech se zacˇne provádeˇt algoritmus
SA, poté se výsledky pošlou zpeˇt na rank 0, který provede GA algoritmus nad nimi,
ale tentokrát jen nejlepší rˇešení, pokud nesplunˇuje koncové podmínky, je rozesláno opeˇt
ostatním procesu˚m, kde se provede SA.
2.4.3 Genetický algoritmus (Genetic algorithm)
Genetický algoritmus (GA) je algoritmus inspirovaný prˇírodou a to evolucí popsanou
Charlesem Darwinem. Zakladatelem algoritmu je John Holland [1, 9]. Algoritmus pra-
cuje s populací jedincu˚. Každý jedinec je reprezentován rˇeteˇzcem (chromozomem), který
obsahuje parametry (geny) rˇešení daného problému. Geny mohou nabývat ru˚zných da-
tových typu˚, cˇasto binární nebo reálné. Populace se vyvíjí cˇasem a to tak, že do nové
generace jsou tvorˇeni noví jedinci podle trˇí základních operací:
• Krˇížení-Je základní operace, prˇi které se vyberou typicky dva rodicˇe. Kombinací je-
jich chromozomu˚ jsou vytvorˇeni dva potomci. Je mnoho možností jak chromozomy
zkombinovat. Jeden zpu˚sob je že se vygeneruje náhodneˇ index, který chromozom
rodícˇu˚ rozdeˇlí na dveˇ cˇásti a poté je levá cˇast chromozomu otce spojena s pravou
cˇástí chromozomu matky. Tímto je vytvorˇen chromozom prvního potomka. Analo-
gicky je ze zbylých cˇástí vytvorˇen druhý potomek.
• Mutace-Po vytvorˇení potomka je šance, že se provede nad jeho chromozomem ná-
hodná zmeˇna genu. Mutace umožnˇuje díky teˇmto zmeˇnám nalézt i jiná rˇešení, než
je možné pouhým krˇížením. Umožnˇuje se dostat z lokálního minima.
• Reprodukce-Prˇí reprodukci je vybraný jedinec prˇesunut do nové generace.
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Výbeˇr jedincu˚ ke krˇížení se provádí pomocí ru˚zných náhodných metod, ale které neˇjak
uprˇednˇostnˇují silneˇjší jedince. Teˇchto metod je více. Základní je ruletový systém (Rulete
Wheel Selection), ten má však nevýhodu, že prˇíliš uprˇednostnˇuje nejsilneˇjšího jedince a
ostatní nemají teˇmeˇrˇ šanci být vybráni a to není dobré pro zachování pestrosti populace.
Jiný systém nazývající se porˇadový (Rank Selection) je vhodneˇjší, populace je serˇa-
zena od nejsilneˇjšího jedince a každý dostane rank nejslabší 1, další 2 atd. Poté jsou
secˇteny všechny ranky do promeˇnné suma. Dále je vygenerováno náhodné cˇíslo r v in-
tervalu (0, suma). Poté je procházena populace a scˇítají se tyto ranky do nové promeˇnné
actual, pokud tato hodnota prˇekrocˇí cˇíslo v r, je tento jedinec vybrán.
Modifikací tohoto algoritmu mu˚že být Elitismus. To znamená, že neˇkolik nejsilneˇjších
jedincu˚ je automaticky zkopírováno do nové populace. Tento zpu˚sob umožnˇuje uchovat
nejlepší rˇešení, jinak není zarucˇeno, že nejsilneˇjší jedinec bude v nové generaci nebo jeho
potomci. Tento zpu˚sob i zrychluje konvergenci algoritmu.
V neuronových sítí je potrˇeba kódovat váhy a parametry aktivacˇních funkcí do chro-
mozomu. Du˚ležité parametry tohoto algoritmu jsou velikost populace, maximální pocˇet
generací a parametry na ovlivneˇní šance na krˇížení, mutaci a reprodukci.
2.4.4 DE
Diferenciální evoluce je algoritmus podobný genetickému algoritmu. Zakladateli tohoto
algoritmu jsou Ken Price a Rainer Storm. Je zde opeˇt populace jedincu˚, která prˇedsta-
vuje možná rˇešení daného problému. Narozdíl od GA se mutace a krˇižení provádí do-
hromady. K vytvorˇení nového jedince je potrˇeba cˇtyrˇ rodicˇu˚ a ne jen dvou [9]. Tento
algoritmus byl porovnán ve studii autoru˚ Abdual-Salam, Abdul-Kader a Abdel-Wahed s
algoritmem PSO pro ucˇení neuronové síteˇ na problému prˇedpoveˇd’i cˇasové rˇady, kde DE
algoritmus podával lepší výsledky [16].
Algoritmus funguje tak, že se vygeneruje pocˇatecˇní populace náhodneˇ v prostoru
možných rˇešení. Pro neuronové síteˇ opeˇt jedinec prˇedstavuje pole reálných cˇísel které
prˇedstavují hodnoty vah a parametru˚ aktivacˇních funkcí. Pro každého jedince pocˇátcˇní
populace je vypocˇtena zdatnost. Je neˇkolik variant diferenciálních evolucí. V této práci
používám typ oznacˇován jako DE/best/1/bin. Toto oznacˇuje tvorbu šumového vektoru.
V každé generaci probíhá cyklus procházející jedince. Jedinec je oznacˇen jako aktivní a
hraje roli prˇi tvorbeˇ nového jedince. K tomuto jedinci jsou vybráni další trˇi jedinci jeden
je nejlepši jedinec, ostatní jsou vybráni náhodneˇ, musí však být všichni cˇtyrˇi vzájemneˇ
ru˚zní. Z teˇchto trˇí vybraných jedincu˚ se vytvorˇí šumový vektor podle rovnice 17.
nsj = sbest,j + F · (sr1,j − sr2,j) (17)
Nový jedinec se poté vytvorˇí z aktivního jedince a šumového vektoru tak, že se pro-
chází prvky vektoru a vygeneruje se náhodné cˇíslo od 0 do 1, pokud je toto cˇíslo menší
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než konstanta CR (práh krˇížení) tak nový jedinec bude obsahovat parametr z šumového
vektoru, jinak bude obsahovat parametr z aktivního jedinec. Nový jedinec musí ale ob-
sahovat minimálneˇ jeden parametr z šumového vektoru, jinak by nemeˇl smysl nasledný
krok. Nový jedicen (nazýván zkušebním vektorem) musí být poté podroben ješteˇ zkouš-
kou. Pokud má lepší hodnotu zdatnosti než aktivní jedinec, je prˇesunut do nové generace,
v opacˇném prˇípadeˇ se prˇesouvá do nové generace aktivní jedinec.
Algoritmus je ovlivneˇn parametry velikosti populace, mutacˇní konstantou F, práhem
krˇížení CR a pocˇtem generací. velikost populace a pocˇet generací je nutné zvolit podle
problému. Pro paralelní verzi algoritmu by meˇla být populace volena jako násobek po-
cˇtu procesu˚. Mutacˇní konstanta se volí v rozmezí intervalu (0,1). Podle nových zkušeností
je dobré volit F náhodneˇ v intervalu (0.5, 1) pro každou generaci. Konstanta CR ovlivnˇuje
kolik informace bude obsahovat zkušební vektor z aktivního jedince a kolik z šumového
vektoru. Veˇtší hodnota CR (0.5,1) znamená, že více informace pu˚jde z šumového vektoru.
Prˇi hledání rˇešení naprˇ. parametru˚ pro neuronovou sít’, nemusí být jen podmínka
ukoncˇení algoritmu dosažení maximálního nadefinovaného pocˇtu generací, ale mu˚že to
být dosažení akceptovatelné zdatnosti. Cˇasto se populace dostane do minima, at’ už lo-
kálního nebo globálního v tom prˇípadeˇ nemá smysl pokracˇovat v algoritmu. Stacˇí k tomu
kontrola v každé generaci pokud se bude shodovat zdatnost nejlepšího a nejhoršího je-
dince.
Paralelní verze algoritmu funguje podobneˇ s rozdílem, že se nechají vytvorˇit zku-
šební vektory a k teˇmto vektoru˚m je vypocˇtena paralelneˇ zdatnost, tím že se zkušební
vektory rovnomeˇrneˇ rozešlou metodou Scatter v MPI na všechny procesy. U flexiblilních
neuronových stromu˚ se rozešle na všechny procesy ze zacˇatku beˇhu algoritmu jen jed-
nou DNA jedince, který je ucˇen, poté prˇi beˇhu se zasílají pouze parametry. Na všech
procesech se poté spustí výpocˇet chyby všech neuronových stromu˚ jako MSE nebo jiné.
Metodou Gather jsou poté navráceny chyby, které jsou použity jako zdatnost. Poté po-
kracˇuje standartneˇ algoritmus tvorbou nové generace. Pseudokód diferenciální evoluce
je možné videˇt ve výpisu 3.
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Inputs:netParameters, algorithm parameters
Outputs:newNetParameters
public double[] De(double[] netParameters)
{
set the first netParameters to first individual other randomize
evaluate population
for( int it = 0; it < maxGeneration; it++)
find best
for( int j = 0; j < populationSize; j++)
select 3 different parents, first is best
create noisy vector from parents
create trial vector and evaluate
if ( trialVecotor .Fitness < individual [ j ])
replace individual [ j ] with trial vector
if (best.Fitness < required)
break
return best.Parameters
}
Výpis 3: Pseudokód DE algoritmu
2.5 Použití
FNT model je vhodný na problémy, jako jsou prˇedpoveˇdi cˇasových rˇad, klasifikacˇní pro-
blémy, aproximace funkcí, . . . . Tento model dokáže v teˇchto problémech dosahovat vyšší
prˇesnosti i zobecneˇní díky tomu, že dokáže identifikovat du˚ležité vstupy a nedu˚ležité
zanedbat.
Na problém klasifikace byl FNT použit k detekci rakoviny ve studii nazvané Multic-
lass classification of microarray data samples with Flexible Neural Tree [4]. Zde autorˇi Xuejiao
Lei a Yuehui Chen testovali algoritmus FNT, pro optimalizaci struktury byl použit algo-
ritmus PIPE a na optimalizaci parametru˚ algoritmus PSO. Testování bylo provedeno na
dvou trénovacích množinách, první rˇešila klasifikaci trˇí druhu˚ leukémie a druhá rˇešila
klasifikaci trˇí druhu˚ rakoviny lymfatického systému. Oproti jiným modelu˚m meˇl jejich
model nejlepší prˇesnost, prˇedevším pro detekci leukémie dosahoval FNT model 100%.
K prˇedpoveˇdi cˇasové rˇady byl FNT model ve studii Tree-Structure based Hybrid Compu-
tational Intelligence: Theoretical Foundations and Applications [1] použit naprˇíklad na prˇed-
poveˇd’ koncentrace oxidu uhlicˇitého obsaženého v plynu vycházejícího z plynového kotle
v závislosti na pru˚toku plynu vstupujícího do kotle (Jenkins-Box rˇada J). Tato data se vy-
skytují v mnoha studijích a slouží tedy dobrˇe k porovnání ru˚zných metod.
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3 HPC
Klasické pocˇítacˇe mají na neˇkteré úlohy nedostatecˇný výkon díky výkonu procesoru,
který není zvyšován dostatecˇneˇ rychle, proto je jednodušší vyvíjet procesory o více já-
drech. Využití výkonu vícejádrových procesoru˚ jedním procesem je možné použitím vlá-
ken v programu. Ale i tak tento výkon není dost velký, proto v HPC je propojeno velké
množství takovýchto pocˇítacˇu˚ (uzlu˚), k dosažení mnohem veˇtšího výkonu. Vede to ale k
problému jak paralelizovat algoritmus, aby mohl využít výkon takového superpocˇítacˇe.
Proto byl vyvinut standart MPI, kdy je spušteˇno na jednotlivých uzlech nebo i jádreh
mnoho procesu˚, které mezi sebou moou komunikovat zasíláním zpráv.
3.1 MPI
MPI je standard, jedná se o specifikaci, jak má vypadat knihovna pro paralelizaci al-
goritmu˚ pomocí komunikace (zasílání zpráv) mezi procesy. Oproti vláknu˚m zde není
sdílena pameˇt’, ale jsou zde veˇtšinou stejné procesy, každý pracující nad ru˚znými daty
(SPMD paralelní model). Implementací tohoto standardu jsou naprˇíklad Open MPI nebo
MS-MPI, jako programovací jazyky se používají C, C++ nebo Fortran [18].
3.2 MPI.NET
Jedná se o .NET knihovnu umožnˇující používat MPI komunikaci k tvorbeˇ paralelních
aplikací spustitelných na Windows klastrech. Tuto knihovnu je možno používat v jazy-
cích .NET jako jsou C#, Visual Basic, . . . . Tato knihovna zaobaluje MS-MPI, která je im-
plementací MPI standardu spolecˇnosti Microsoft, s tím že metody této knihovny se snaží
dodržovat jednoduchost a konvence jazyka C#. Tato knihovna je nicméneˇ použitelná i na
systémech s jinými imlementacemi MPI, jako jsou Open-MPI nebo MPICH2 [17], [12].
Na Windows systémech je potrˇeba mít kromeˇ MPI.NET knihovny nainstalovanou
MPI implementaci MS-MPI, tu je možné nainstalovat s balíkem HPC Pack 2008 nebo
2012. Vytvorˇený program je poté možné spustit vícekrát prˇíkazem mpiexec. Každému pro-
cesu je prˇírˇazen "rank", což je Integer hodnota identifikující proces. První proces ma hod-
notu zacˇínající nulou. První proces se volí veˇtšinou jako Master proces, pokud je použit
Master-Slave model, tak Master proces provádí základní koordinující cˇinost a výpocˇetneˇ
nárocˇná cˇást algoritmu se provádí paralelneˇ na ostatních Slave procesech, kde každý pro-
ces zpracovává cˇást dat.
Program používající MPI komunikaci musí mít urcˇitou strukturu. Pokud je použit ja-
zyk C# a vývojové prostrˇedí Visual Studio, tak prvním krokem je vytvorˇení konzolové
aplikace. Po vytvorˇení tohoto projektu je potrˇeba prˇidat referenci na knihovnu MPI.NET
a zahrnout ji v programu. Struktura Master-Slave programu potom vypadá veˇtšinou jak
je možné videˇt ve výpisu 4. Každý proces musí inicializovat prostrˇedí MPI, aby mohl po-
užívat MPI komunikaci, to je provedeno vytvorˇením objektu Environment a prˇedáním mu
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argumentu˚ z konzole, prˇi vytvárˇení objektu je použito bloku using, aby došlo ke správ-
nému uvolneˇní z pameˇti prˇed ukoncˇením programu. V tomto bloku je získán objekt Intra-
communicator, který obsahuje metody pro komunikaci mezi všemi vytvorˇenými procesy.
Komunikátor znamená skupina procesu˚, které mohou mezi sebou komunikovat. V MPI
mu˚že být vytvorˇeno více komunikátoru˚ (skupin procesu˚). Objekt Intracommunicator tedy
slouží k posílání zpráv mezi procesy v dané skupineˇ. Tento objekt má vlastnost Rank k
identifikaci procesu. Ke komunikaci tento objekt obsahuje neˇkolik metod, dále popíšu jen
nejdu˚ležiteˇjší z nich.
using System;
using MPI;
class Program
{
static void Main(string[] args)
{
using (new MPI.Environment(ref args))
{
Intracommunicator comm = Communicator.world;
if (comm.Rank == 0)
{
// Master process code
}
else
{
// Slave process code
}
}
}
}
Výpis 4: Struktutra Master-Slave programu používající knihovnu MPI.NET
Metoda Send slouží k poslání zprávy neˇjakému procesu. Tato metoda je blokující, tedy
dokud není zpráva prˇijata, tak nemu˚že být proveden prˇíkaz za jejím voláním. Hlavicˇku
metody je možné videˇt ve výpisu 5. Jedná se o generickou metodu, je možné s ní posílat
primitivní datové typy ale i objekty. Objekty se v této metodeˇ serializují a posílají jako
pole byte. Proto je nutné trˇídu oznacˇit jako Serializable. Parametr value je tedy hodnota,
kterou chceme poslat, parametrem dest se oznacˇuje proces, kterému chceme zprávu po-
slat (Rank toho procesu). Parametr tag mu˚že být použit k urcˇité filtraci zpráv, pokud je
nastaven na hodnotu 0, tak tuto zprávu dokáže prˇijmout pouze Receive metoda se stej-
nou hodnotou tag. S využitím polymorfismu se v této knihovneˇ nachází více druhu˚ této
metody. Pro bližší informace je ale lepší si projít dokumentaci na stránkách univerzity v
Indianeˇ [17].
public void Send<T>(
T value,
int dest,
int tag
)
Výpis 5: Metoda Send knihovny MPI.NET
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Metoda Receive tedy slouží k prˇijímání zpráv odeslaných metodou Send. Hlavicˇku
metody je možné videˇt ve výpisu 6. Jedná se opeˇt o generickou metodu, kterou je možné
prˇijímat zprávy ru˚zných promitivních datových typu˚ i celé objekty. Tato metoda vrací
prˇijatý objekt a parametry má zdroj source, ten znamená z jakého procesu je ocˇekávo
prˇijetí zprávy a parametr tag byl popsán u metody Send. Jedná se o blokující metodu, tedy
dokud není prˇijata neˇjaká zpráva, nemu˚žou být provádeˇny prˇíkazy za jejím voláním.
public T Receive<T>(
int source,
int tag
)
Výpis 6: Metoda Receive knihovny MPI.NET
Metoda Broadcast slouží k poslání zprávy z neˇjakého procesu na všechny další procesy
v daném komunikátoru, hlavicˇka metody je ve výpisu 7. Jedná se o generický typ metody.
Parametr root je nastaven na hodnotu Rank procesu, který danou zprávu odesílá. Ostatní
procesy tímto voláním metody zprávu prˇijmou. U odesílatele je zpráva prˇecˇtena v této
metodeˇ z promeˇnné value. U ostatních procesu˚ je do parametru value zapsána prˇijatá
hodnota.
public void Broadcast<T>(
ref T value,
int root
)
Výpis 7: Metoda Broadcast knihovny MPI.NET
Metoda Scatter má dveˇ verze, jedna slouží k odesílání na Master (Root) procesu viz
výpis 8, druhá verze slouží k prˇijímání na ostatních procesech viz výpis 9. Tato metoda
slouží k rozeslání pole na ostatní procesy tak, že i-tý prvek pole je poslán na i-tý pro-
ces. Tato metoda slouží k rozdeˇlení pole pro jednotlivé procesy, kde mu˚že na základeˇ
teˇchto hodnot být proveden výpocˇet. První verze pro Master proces v parametru odešle
pole hodnot a první hodnotu zároveˇnˇ vrátí Master procesu, aby se také úcˇastnil výpo-
cˇtu. Ostatní procesy použijí druhou metodu, kde pouze specifikují Rank Master procesu
a prˇijmou danou cˇást pole.
public T Scatter<T>(
T[] values
)
Výpis 8: Metoda Scatter pro Master proces knihovny MPI.NET
public T Scatter<T>(
int root
)
Výpis 9: Metoda Scatter pro Slave procesy knihovny MPI.NET
S prˇedešlým typem metody se váže metoda Gather, ta slouží k sesbírání jednotlivých
hodnot na všech procesech do pole na Master procesu. Tato metoda je generická, mu˚že
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tedy posílat i serializovatelné objekty. Hlavicˇka metody je ve výpisu 10. Parametr root
urcˇuje rank Master procesu a value hodnotu, kterou chceme poslat. Tato metoda vrací
pole sesbíraných hodnot na Master procesu, na ostatních vrací hodnotu null.
public T[] Gather<T>(
T value,
int root
)
Výpis 10: Metoda Scatter pro Slave procesy knihovny MPI.NET
Další cˇasto používanou metodou je metoda Barrier, tato metoda nic nevrací a nemá
ani žádný parametr. Slouží ale k tomu aby došlo k sesynchronizování procesu˚. Pokud je
tato metoda zavolána neˇkde v kódu na Master procesu, tak nejsou provádeˇny následující
prˇíkazy dokud není tato metoda zavolána i na všech ostatních procesech.
Metoda ImmediateSend viz výpis 11 slouží k asynchronnímu poslání zprávy. To zna-
mená, že po jejím zavolání není potrˇeba cˇekat na prˇijetí této zprávy cílovým procesem,
ale je mezitím možné deˇlat jinou práci. Tato metoda vrací objekt Request, prˇes který je
možné pocˇkat na dorucˇení zprávy. Tyto objekty trˇídy Request je vhodné vkládat do ko-
lekce RequestList, na kterou je možné zavolat metodu WaitAll, ta pocˇká dokud nejsou
všechny tyto asynchronní zprávy dorucˇeny. Prˇed ukoncˇením algoritmu by se meˇlo po-
cˇkat, než bude všechna komunikace dokoncˇena, jinak je vyvolána výjimka.
public Request ImmediateSend<T>(
T value,
int dest,
int tag
)
Výpis 11: Metoda ImmediateSend knihovny MPI.NET
Metoda ImmediateReceive viz výpis 12, poté slouží k prˇijímaní zpráv poslaných me-
todou ImmediateSend. Tato metoda vrací objekt ReceiveRequest, který cˇeká na dorucˇení
zprávy, mezitím je možné opeˇt rˇešit jinou práci. Pokud chceme otestovat, zda zpráva byla
prˇijata je možné na tento vrácený objekt zavolat metodu Test. Metoda Test vrací hodnotu
null pokud nebyla ješteˇ prˇijata žádná zpráva, pokud byla prˇijata, tak vrací objekt trˇídy
CompletedStatus. Poté je možné pomocí objektu ReceiveRequest získat zprávu zavoláním
metody GetValue. Pokud potrˇebujeme zjistit zdroj této zprávy, je nutné použít vrácený
objekt CompletedStatus a jeho vlastnost Source.
public ReceiveRequest ImmediateReceive<T>(
int source,
int tag
)
Výpis 12: Metoda ImmediateReceive knihovny MPI.NET
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4 Implementace knihovny
Tato cˇást práce se bude zabývat tvorbou knihovny. Je rozdeˇlen na neˇkolik cˇástí. První po-
jednává o požadavcích kladených na knihovnu. Druhá se zabýva analýzkou požadavku˚,
která bude použita a rozpracována podrobneˇji dále v návrhu. Poslední cˇástí bude imple-
mentace, ve ktreré budou popsány detaily du˚ležitých trˇíd knihovny.
4.1 Požadavky
Cílem této práce je vytvorˇit knihovnu, která bude sloužit k nalezení jednoho nebo více
neuronovéch stromu˚ pro problém ve formeˇ trénovací množiny, kterou uživatel zadá této
knihovneˇ. Protože nalezení rˇešení problému je výpocˇetneˇ složité, bude knihovna parale-
lizovaná pomocí MPI. Nalezené rˇešení bude vráceno uživateli knihovnou. Uživatel bude
moci ovlivnˇovat rˇídící parametry algoritmu˚ pro optimalizaci struktury a optimalizaci
parametru˚ a parametry flexibilních neuronových stromu˚. Nezáleží na volbeˇ programo-
vacího jazyka, ale bylo by vhodné knihovnu otestovat na superpocˇítacˇi ANSELM.
4.2 Analýza požadavku˚
Pro optimalizaci struktury flexibilních neuronových stromu˚ bude knihovna používat al-
goritmus Genetické programování viz sekce 2.3.1. K optimalizaci parametru˚ bude použit
algoritmus Rojení cˇástic viz sekce 2.4.1, knihovna však bude moci být rozšírˇena i o jiné
algoritmy pro možnost porovnání.
Optmalizacˇní algoritmy budou paralelizované pomocí MPI. Protože jsou to algoritmy
s populací jedincu˚, je možné nejnárocˇneˇjší cˇást algoritmu výpocˇet chyby síteˇ provádeˇt pa-
ralelneˇ. Paralelizace bude využívat techniku Master-Slave, kdy proces s rankem 0 bude
Master a bude provádeˇt samotný algoritmus optimalizace struktury a parametru˚, ostatní
procesy budou Slave a budou sloužit k výpocˇtu chyby síteˇ pro cˇást populace, cˇást popu-
lace k výpocˇtu chyby zu˚stane i na Master procesu, aby nebyl nevyužitý.
Knihovna bude informovat o aktualní chybeˇ nejlepšího stromu uživatele pomocí udá-
lostí. Dále bude informovat v jaké generaci je algoritmus Genetického programování
nebo v jaké iteraci je algoritmus Rojení cˇástic.
Nalezené rˇešení bude tvorˇit objekt neuronové síteˇ, ten bude obsahovat jeden nebo
více objektu˚ neuronových stromu˚, podle toho kolik má trénovací množina výstupních
parametru˚. Tento objekt neuronové síteˇ bude knihovna vracet po dokoncˇení hledání. Po-
kud knihovna nestihne nalézt neuronový strom s požadovanou chybou
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Knihovna dále bude implementovat neˇkolik druhu˚ výpocˇtu chyby síteˇ, jako jsou MSE
a RMSE popsané drˇíve. Dále bude implementovat více druhu˚ aktivacˇních funkcí, mini-
málneˇ však Hyperbolický tangens pro použití síteˇ na výstupy v intervalu (-1,1) a Sigmo-
dální funkci pro výstupy v intervalu (0,1).
Uživatel bude moci nastavit maximální povolenou hloubku stromu, který mu˚že vznik-
nout prˇi hledání pro omezení prostoru hledaných rˇešení, dále nastavovat parametry op-
timalizacˇních algoritmu˚ (PSO, GP. . . ), akceptovatelnou chybu neuronového stromu a po-
cˇet epoch FNT algoritmu. U GP algoritmu by meˇla být možnost nastavit parametr penali-
zace, který bude upravovat zdatnost neuronového stromu tak, že pokud mají dva stromy
stejnou chybu, tak menší z nich bude mít lepší zdatnost.
4.3 Návrh knihovny
Knihovna bude programována v programovacím jazyce C# s využitím knihovny MPI.NET
pro podpou MPI. v prostrˇedí Visual Studio 2013. Kód bude programován tak, aby jej bylo
možné spustit na superpocˇítacˇi ANSELM za pomoci nainstalované verze MONO, pro-
tože na neˇm beˇží linuxová distribuce BullX.
Základní jmenný prostor knihovny bude MpiFntLibrary. V neˇm bude základní trˇída
pro využívání knihovny Fnt, kterou bude moci uživatel najít rˇešení na zadaný problém.
V základním jmenném prostoru budou další jmenné prostory podle funkcˇnosti. Tyto
jmenné prostory budou ActivationFunctions, Data, Exceptions, Global, Learning, Mpi, Ne-
twork, Utilities.
Jmenný prostor ActivationFunctions bude obsahovat ru˚zné aktivacˇní funkce, které bude
možné rozšírˇit uživatelem o vlastní, implementují rozhraní IActivationFunction. Jm. pro-
stor Data bude obsahovat trˇídy pro trénovací množinu a aktualneˇ zpracovávaný vzor
trénovací množiny. Jmenný prostor Exceptions bude definovat výjimky knihovny.
Dálší jm. prostor Global bude obsahovat globalní statické trˇídy Info pro informace o
pru˚beˇhu hledání rˇešení jako jsou cˇas, pocˇet vytvorˇených neuronových stromu˚ atp., Ran-
domGenerator pro generování náhodných cˇísel a hlavneˇ trˇída MpiTask, která bude sloužit
k definování problému a k výbeˇru optimalizacˇních algoritmu˚ at’ už z knihovny nebo jiné
implementované uživatelem.
Du˚ležitý jmenný prostor bude Learning, ten bude obsahovat jmenné prostory Parame-
terOptimization pro algoritmy optimalizující parametry neuronového stromu a Structure-
Optimization pro hledání vhodné struktury neuronového stromu.
Jmenný prostor MPI bude obsahovat trˇídu HeadNode provádeˇjící metody na Master
procesu a ComputeNode ta bude vykonávat metody na Slave procesech.
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Obrázek 4: Trˇídní diagram knihovny
Další jm. prostor Utilities bude obsahovat rozhraní ICalculateError definující jak mají
vypadat trˇídy pro výpocˇet chyby síteˇ, implementovat toto rozhraní budou trˇídy Mean-
Square a RootMeanSquare, další trˇídy bude moci implementovat uživatel, pokud mu ne-
budou tyto základní dostacˇovat.
Poslední jmenný prostor bude Network obsahující trˇídy pro definování a používání
neuronových stromu˚. Ten bude obsahovat trˇídy NeuralNetwork složená s trˇíd Neural-
Tree. Neuronový strom bude složen s neuronu˚ implementující INeuron rozhraní. Neurony
Budou dvou typu˚ InputNeuron a Neuron. Mezi neurony bude vazba spojení trˇídou Con-
nection, která se bude nacházet také v tomto jm. prostoru.
Na obrázku 4 je možné videˇt návrh knihovny pomocí trˇídního diagramu, jsou zde
hlavní trˇídy a metody, ostatní byly vypušteˇny z du˚vodu prˇehlednosti.
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4.4 Implementace
V této kapitole se budu zabývat implementací knihovny. Popíšu zde detaily jednotlivých
trˇíd. Trˇídy budou serˇazeny podle jmenných prostoru˚, kde se nacházejí.
4.4.1 Trˇídy Sigmoid, HyperbolicTangent, Gaussian
Tyto trˇídy slouží k výpocˇtu aktivacˇní funkce neuronu. Všechny musí implementovat roz-
hraní IActivationFunction, aby mohly být použity ve trˇíde MpiTask. Rozhraní IActivation-
Function definuje dveˇ metody Calculate, obeˇ vrací cˇíslo typu double, liší se ale v paramet-
rech, jedna metoda má jeden parametr typu double, který znamená potenciál neuronu,
druhá metoda má kromeˇ tohoto parametru další dva, které jsou parametry aktivacˇní
funkce a a b taky typu double. Trˇídy podle názvu znamenají aktivacˇní funkce Sigmoidální,
Gaussovu a funkci Hyperbolický tangens popsaných v drˇíve.
4.4.2 Trˇída TrainingSet
Trˇída TrainingSet obsahuje trénovací množinu, má dveˇ vlastnosti Outputs a Inputs, které
prˇedstavují dvourozmeˇrné pole. Protože neuronový strom má jeden výstupní neuron, je
potrˇeba prˇi ucˇení veˇdeˇt, který výstup z trénovací množiny mu náleží, to udává statická
trˇída MpiTask, ta obsahuje promeˇnnou OutputIndex typu Integer udávající který výstup je
zpracováván.
4.4.3 Trˇídy Info, MpiTask, RandomGenerator
Statická trˇída RandomGenerator slouží ke generování cˇísel z du˚vodu, že náhodná cˇísla je
nutné využívat v ru˚zných cˇástech kódu a kdyby se nepoužila jedna instance trˇídy Ran-
dom v této trˇídeˇ, docházelo by ke generování stejných cˇísel. Tato trˇída ma metodu Ge-
tRandomNumber, ta má 2 paramtry typu double min a max, vracející cˇíslo typu double v
intervalu [min,max). Trˇída Info slouží k shromáždeˇní informací o pru˚beˇhu hledání rˇe-
šení FNT algoritmu, obsahuje vlastnosti jako jsou celková doba optimalizace parametru˚
LearningTime a struktur StructureTime, vlastnost StructureTreesCreated udává kolik bylo
vytvorˇeno nových neuronových stromu˚ prˇi Genetickém programování u krˇížení. Velice
du˚ležitá trˇida z pohledu uživatele je statická trˇída MpiTask. Díky této trˇídeˇ uživatel defi-
nuje použitý algoritmus pro optimalizaci parametru˚ vlastností Teacher typu ITeacher, akti-
vacˇní funkci použitou neurony prˇes vlastnost ActivationFunction typu IActivationFunction
a typ výpocˇtu chyby neuronové síteˇ prˇes vlastnost ErrorType typu ICalculateError. De-
finuje se zde i maximální pocˇet epoch FNT algoritmu, minimální požadovaná chyba a
pocˇet kroku˚ algoritmu ucˇení na doucˇení nalezeného rˇešení. Dále je zde možné nastavit
inicializacˇní hodnoty parametru˚ síteˇ, jako jsou váhy a parametry aktivacˇních funkcí, pro
neˇ se volí hodnoty veˇtšinou z intervalu (−1, 1). Dále je zde možné omezit minimální a
maximální hodnotu teˇchto parametru˚.
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4.4.4 Trˇídy MpiDifferentialEvolution, MpiParticleSwarm a rozhraní ITeacher
Rozhraní ITeacher definuje jak má vypadat trˇída optimalizující parametry neuronového
stromu. Definuje vlastnost Iterations udávající pocˇet iterací algoritmu ucˇení, pro diferen-
cíální evoluci nebo geneticý algoritmus tento parametr znamená pocˇet generací.
Trˇída MpiParticleSwarm implementuje algoritmus popsaný v kapitole 2.4.1 a to jeho
paralelní verzi. Tento algoritmus implementuje neˇkolik verˇejných vlastností pro nasta-
vení algoritmu:
• WStart, WEnd - slouží jako okrajové podmínky pro parametr setrvacˇnosti c0, který
je každou iteraci lineárneˇ snižován na hodnotu WEnd. Setrvacˇnost zpomaluje aktu-
ální rychlost cˇástice. Datový typ vlastností je Double.
• C1, C1 - tyto vlastnosti urcˇují kam má cˇástice cˇasteˇji smeˇrˇovat. Pokud je vyšší hod-
nota vlastnosti C1, tak cˇástice cˇasteˇji smeˇrˇuje ke svoji nejlepší nalezené pozici, jinak
ke globální nejlepší pozici. Hodnoty vlastností jsou voleny v základu na hodnotu
2.0. Datový typ teˇchto vlastností je Double.
• MaxVelocity - udává maximální i minimální hodnotu rychlosti cˇástice. Datový typ
vlastnosti je Double.
• RangeMin, RangeMax - tyto vlastnosti udávají minimální a maximální hodnotu
pozice cˇástice, omezují hodnoty prvku˚ polí pozic cˇástic. Jejich datový typ je Double.
• Iterations - tato vlastnost udává pocˇet iterací algoritmu Rojení Cˇástic (PSO). Datový
typ vlastnosti je Integer.
Základní metodou je metoda TrainNeuralTree, která má dva vstupní parametry, jeden
je typu Individual a druhý je typu Intracommunicator. Objekt Individual této metodeˇ prˇe-
dává jedince, kterého je potrˇeba naucˇit, obsahuje dveˇ vlastnosti Dna typu String a Error
typu Double, z jeho DNA je možné získat parametry a strukturu neuronového stromu.
Objekt Intracommunicator je potrˇebný z du˚vodu MPI komunikace, kvu˚li posílání, prˇi-
jímaní zpráv a jiných možností prostrˇedí MPI popsaných v kapitole 3.2. Parametry je
možné získat z jedince tak, že se nechá vytvorˇit objekt NeuralTree pojmenovaný jao work-
Tree statickou metodou této trˇídy CreateTree s parametrem typu String, který znamená
DNA rˇeteˇzec a poté je na tento objekt zavolána metody GetParameters pro získání para-
metru˚ ve formeˇ pole Double hodnot.
Potom je zavolána metoda InitializeComputeNodes tu popíši pozdeˇji, protože je stejná
jako u agoritmu u trˇídy MpiDifferentialEvolution. Hned po ní je zavolána metoda Initialize,
která má parametr prˇebírající parametry jedince. Všechny pole v této metodeˇ jsou typu
Double. V této metodeˇ se inicializují dvourozmeˇrné pole particlesPositions, particlesVelo-
cities, particlesBestPositions, první rozmeˇr má velikost pocˇtu cˇástic definovaný promeˇn-
nou particlesCount, druhý rozmeˇr má velikost podle dimenze problému v promeˇnné di-
mension, jedná se o pocˇet parametru˚ neuronového stromu. Pole particlesPositions ucho-
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vává pozice cˇástic, pole particlesVelocities uchovává rychlosti cˇástic a pole particlesBestPo-
sitions uchovává dosavadní nejlepší pozici pro každou cˇástici. Dále jsou inicializována
jednorozmeˇrná pole typu Double, jako jsou particlesErrors uchovávající chyby každé cˇás-
tice, particlesBestErrors uchovávající dosavad nejnižsí chyby každé cˇástice, tato pole mají
velikost podle pocˇtu cˇástic. Dále je zde pole globalBestPosition, které znamená dosavadní
nejlepší pozici (s nejnižší chybou) cˇástice. Promeˇnná globalBestError typu Double je na-
stavena na maximální hodnotu Double.MaxValue. Parametry jedince prˇijatých touto me-
todou jsou nastaveny na první index polí particlesPositions a particlesBestPositions. Para-
metry jsou jinak u teˇchto polích nastaveny náhodneˇ v rozmezí ohranicˇením vlastnostmi
RangeMin a RangeMax, chyby jsou nastaveny na hodnoty Double.MaxValue.
Dále následuje hlavní cyklus PSO algoritmu s maximem iterací definovaných para-
metrem maxIterations. V tomto cyklu se prˇepocˇítává setrvacˇnost rychlosti podle rovnice
15. Po tomto prˇepocˇtu je volána metoda Evaluate ta se shoduje s metodou v trˇídeˇ Mpi-
DifferentialEvolution, proto ji popíšu pozdeˇji, slouží ale k rozeslání populace cˇástic na
všechny uzly a tam jsou vypocˇteny chyby. Poté je zavolána metoda CheckParticlesErrors.
V této metodeˇ probíhá cyklus procházející všechny cˇástice a v neˇm jsou podmínky kon-
tolující zda chyba cˇástice (v poli particlesErrors) je menší jak dosavadní nejlepší chyba
dané cˇástice (v poli particlesBestErrors) a poté druhá podmínka kontrolující , jestli chyba
cˇástice (v poli particlesErrors) je nížší než globální chyba (v promeˇnné globalBestError),
pokud je podmínka splneˇna je nastavena lepší hodnota chyby. Poté je spušteˇn vnitrˇní
cyklus procházející všechny cˇástice a v neˇm další vnitrˇní cylkus procházející dimenze.
V tomto vnitrˇním cyklu jsou pro každou cˇástici prˇepocˇteny pole rychlostí a pozic podle
rovnic 13 a 14 po každém prˇepocˇtu je zkontrolováno zda se nachází rychlost v rozmezí
[−maxV elocity,maxV elocity] pokud je veˇtší jak tato hranice je nastavena rychlost na
hodnotu maxVelocity, pokud je menší tak na hodnotu -maxVelocity. Pozice je kontrolována,
zda je v rozmezí [−rangeMin, rangeMax], pokud je mimo tuto hranici, tak je zvolena po-
zice náhodneˇ v této hranici. Na konci iteracˇního cyklu dochází k porovnání nejmenší a
nejveˇtší chyby, pokud jsou prˇibližneˇ stejné, je algoritmus ukoncˇen, protože se populace
dostala do minima a nemá smysl dál pokracˇovat v prohlédávání. Na konci metody Tra-
inNeuralTree jsou pracovnímu stromu workTree nastaveny parametry metodou SetParame-
ters na hodnoty pole globalBestPosition, což je nejlepší nalezená pozice (nejlepší parame-
try neuronového stromu). Dále je jedinci individual z parametru metody nastaveno nové
DNA zavoláním metody GetDna na pracovní strom workTree a chyba na hodnotu pro-
meˇnné globalBestError, která prˇedstavuje chybu nejlepší cˇástice. Poté je ješteˇ prˇidán cˇas
do vlastnosti LearningTime statické trˇídy Info pro získání celkové doby ucˇení algoritmu
FNT, doba je získána objektem Stopwatch.
Trˇída MpiDifferentialEvolution implementuje paralelní verzi algoritmu popsaný v ka-
pitole 2.4.4. Tato trˇída obsahuje verˇejné vlastnosti pro nastavení algoritmu:
• PopulationSize - udává pocˇet jedincu˚ v populaci, tento pocˇet musí být násobkem
spušteˇných procesu˚, aby byl algoritmus efektivní. Datový typ je vlastnosti je Integer.
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• Iterations - tato vlastnost udává pocˇet generací algoritmu Diferenciální Evoluce.
Datový typ je Integer.
• RangeMin, RangeMax - tyto vlastnosti udávají minimální a maximální hodnotu
parametru˚ jedince, omezují hodnoty prvku˚ polí, které prˇedstavují paramery je-
dincu˚, omezují tedy prohledávaný prostor. Jejich datový typ je Double.
• CrossoverRate - tato vlastnost udává, jak moc má docházet ke krˇížení. Datový typ
je Double.
• MutationRate - vyšší hodnoty této vlastnosti zajišt’ují rozdíly v populaci jedincu˚.
datový typ je Double.
• VariableMutation - tato vlastnost je datového typu Boolean a udává, zda má být
použita promeˇnná mutace.
• MutationMin, MutationMax - tyto vlastnosti slouží k ohranicˇení hodnot, kterých
mu˚že nabývat mutace, pokud je hodnota vlastnosti VariableMutation nastavena na
hodnotu true. Datové typy teˇchto vlastností jsou Double.
Trˇída implementuje metodu TrainNeuralTree z rozhraní ITeacher, jako u trˇídy MpiPar-
ticleSwarm, která má dva vstupní parametry, jeden je typu Individual a druhý typu Intra-
communicator, ten je použit k MPI komunikaci. Z objektu jedince prˇedaným parametrem
se nechá vytvorˇit pracovní neuronový strom workTree typu NeuralTree pomocí statické
metody CreateTree trˇídy NeuralTree. Následneˇ je zavolána metoda InitializeComputeNodes,
která pošle cˇíslo operace s hodnotou 2 metodou Broadcast a poté pošle zkrácenou verzi
struktury DNA z pracovního stromu metodou GetShortDna. Provádí tedy to samé jako
stejnojmenná metoda ve trˇídeˇ MpiParticleSwarm, slouží tedy k inicializaci struktury neu-
ronového stromu na ostatních procesech, které budou dále ocˇekávat prˇijetí parametru˚
pro tuto strukturu. Po volání metody InitializeComputeNodes následuje volání metody Ini-
tialize, které se prˇedá parametrem pole typu double prˇedstavující parametry jedince a to je-
dince pracovního stromu workTree typu NeuralTree. Aby bylo z tohoto pracovního stromu
možné získat parametry, je na neˇj zavolána metoda GetParameters. Metoda Initialize poté
vytvorˇí dvourozmeˇrné pole treeVectors a trialVectors s prvním rozmeˇrem o velikosti popu-
lace jedincu˚ uloženém v parametru populationSeize a druhý rozmeˇr o velikosti kolik má
pracovní strom parametru˚, hodnota se dá získat z velikosti pole initialParameters prˇeda-
ném parametrem vlastností Length. Poté je zavolána metoda Evaluate, tu popíši pozdeˇji
protože funguje obdobneˇ jako stejnojmenná metoda v trˇídeˇ MpiParticleSwarm, ale tato
prˇebírá parametrem populaci jedincu˚ a vypocˇtené chyby vrací jako pole double hodnot, je
to z du˚vodu, že se v algoritmu diferenciální evoluce prˇi inicializaci ohodnocují náhodní
jedinci a poté prˇi pru˚behu algoritmu se ohodnocují zkušební jedinci. Chyby jsou uloženy
do promeˇnné treeErrors.
Následuje hlavní cyklus diferenciální evoluce, který má maximálneˇ tolik generací, ko-
lik je specifikováno promeˇnnou maxGenerations nastavitelnou vlastností MaxGenerations.
V tomto cyklu je na zacˇátku zkontrolováno zda je nastaven parametr promeˇnné mutace
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variableMutation na hodnotu true. Pokud je podmínka splneˇna, je zvolena mutace v para-
metru mutationRate náhodneˇ v rozmezí mutationMin a mutationMax opeˇt nastavitelnými
obdobnými vlastnostmi. Poté je zjišteˇn index, na kterém se nachází nejnižší chyba, který
je uložen do promeˇnné bestIndex. Dále je zahájen cyklus procházející každého jedince
populace, který tvorˇí prvního rodicˇe. Uvnitrˇ cyklu je zkontrolováno zda jedinec není na
stejném indexu jako je nejlepší jedinec s nejnižší chybou bestIndex. Pokud je to jiný jedinec,
tak jsou vybráni trˇi rodicˇe. Do dvourozmeˇrného pole parents s prvním rozmeˇrem o veli-
kosti 3. Jako první rodicˇ v tomto poli je vybrán jedinec s nejmenší chybou, který je na in-
dexu bestIndex a tento index je uložen do pole indexes pro kontrolu, zda rodicˇe mají ru˚zné
indexy. Následuje cyklus while ve kterém se Rank výbeˇrem vybírají rodicˇe a kontrolují se
zda rodicˇ s vybraným indexem se nenachází již v poli indexes nebo není index shodný s
aktuálneˇ procházeným jedincem. Po vybrání trˇí rodicˇu˚ je vytvorˇen šumový vektor, pole
double hodnot o velikosti dimension, podle rovnice 17. Po vytvorˇení šumového vektoru je
potrˇeba zkontrolovat, zda hodnoty šumového jedince se nachází v prˇípustných mezích.
To provádí metoda CheckBoundary, která prochází pole prˇedaném v parametru a kontro-
luje, zda jsou hodnoty v mezích ohranicˇeném vlastnostmi RangeMin a RangeMax. Pokud
prˇekrocˇí hodnota pole tuto mez, je hodnota na daném indexu zvolena náhodneˇ v teˇchto
mezích. Ke generování hodnoty v mezích je použita statická metoda GetRandomNumber
trˇídy RandomGenerator. Po upravení parametru˚ šumového jedince, je do pole firstParent
zkopírován aktuálneˇ procházený jedinec. Následneˇ je tvorˇen zkušební jedinec do ma-
tice trialVectors první rozmeˇr má index stejný jako index jedince v promeˇnné firstParent.
Parametry zkušebního vektoru jsou ale voleny tak, že se vygeneruje pro každý rozmeˇr
dimenze náhodné cˇíslo v intervalu ⟨0, 1). Pukud je toto cˇíslo menší jak konstanta krˇížení
uložená v promeˇnné crossoverRate, tak je zvolena pro tuto dimenzi hodnota z šumového
vektoru, pokud je náhodné cˇíslo vetší jak promeˇnná crossoverRate, tak je zvolena hod-
nota z prvního rodicˇe firstParent. Po ukoncˇení cyklu procházející populaci, který takto
vytvorˇil novou populaci zkušebních jedincu trialVectors, dochází k jejich ohodnocení me-
todou Evaluate a chyby které jsou vráceny, jsou uloženy do pole trialErrors. Poté následuje
cyklus který porovnává chybu zkušebních jedincu˚ v poli trialErrors s odpovídajícími chy-
bami jedincu˚ prˇedešlé generace v poli treeErrors. Pokud je chyba zkušebního jedince na
daném indexu nižší, než je chyba na stejném indexu jedince prˇedešlé generace, tak je na
tento jedinec z prˇedešlé generace nahrazen zkušebním jedincem a i chyba zkušebního
jedince nahrazuje pu˚vodní chybu. Na konci cyklu generace je podmínka, která oveˇrˇuje,
zda absolutní hodnota rozdílu nejmenší a nejveˇtší chyby je menší než velmi malé cˇíslo
10−14, pokud je tato podmínka splneˇna, je cyklus tvorby generací ukoncˇen prˇíkazem
break z du˚vodu, že populace jedincu˚ zkonvergovala k minimu. Po ukoncˇení cyklu tvorby
generací, je na konci metody TrainNeuralTree nalezen index nejlepšího jedince nalezením
nejnižší chyby z pole treeErrors. Následneˇ se pracovnímu stromu workTree nastaví para-
metry nejlepšího jedince metodou SetParameters a prˇedáním ji tohoto jedince formou pole
z matice treeVectors. Nakonec je ješteˇ aktualizován jedinec individual z parametru metody
TrainNeuralTree tak, že jeho vlastnost Dna je nastavena na DNA pracovního stromu zís-
kaného prˇes metodu GetDna. Chyba skrz vlastnost Error je jedinci individual nastavena
na hodnotu z pole treeErrors na pozici nejlepšího jedince. Tímto je diferenciální evoluce
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ukoncˇena a pokud došlo k nalezení lepších parametru˚ neuronového stromu prˇedaného
formou jedince parametrem metody TrainNeuralTree, tak je tento jedinec aktualizován,
aby obsahoval nové parametry.
Tyto paralelní verze algoritmu˚ spolupracují se trˇídou ComputeNode, která slouží k vý-
pocˇtu chyby neuronových stromu˚ na Slave procesech. Komunikace se Slave procesem
probíhá v metodách InitializeComputeNodes a Evaluate algoritmu˚ pro optimalizaci para-
metru˚. Metoda InitializeComputeNodes pošle metodou Broadcast objektu IntraCommunica-
tor cˇíslo typu Integer, které znamená operaci, která se má provést na Slave procesech.
Operací je neˇkolik typu˚:
• 0- Pokud je hodnota 0, bude Slave proces ocˇekávat prˇijetí jedincu˚ z algoritmu GP
• 1- Pro tuto hodnotu bude Slave proces ocˇekávat prˇijetí parametru˚ jedincu˚ z algo-
ritmu optimalizace parametru˚ (PSO, DE)
• 2- Pro tuto hodnotu bude Slave proces ocˇekávat prˇijetí struktury DNA, bez zakó-
dovaných parametru˚
• jiné- Pro jinou hodnotu bude Slave proces ukoncˇen
Pošle se tedy cˇíslo s hodnotou 2. Tato operace ocˇekává prˇijetí struktury neuronového
stromu. Tento zpu˚sob jsem zvolil, aby se struktura nemusela posílat každou iteraci algo-
ritmu ucˇení. Metodou Broadcast je poslána struktura formou DNA rˇeteˇzce typu String na
ostatní procesy. Kratší verze DNA se dá získat metodou GetShortDna trˇídy NeuralTree.
Metoda Evaluate potom slouží k posílání parametru˚ jedincu˚ u DE nebo pozic cˇástic
u PSO na všechny procesy, kde z nich vytvorˇeny neuronové stromy a následneˇ ohodno-
ceny. Z pocˇátku je potrˇeba rozdeˇlit populaci jedincu˚ na pocˇet dílu˚ odpovídajících pocˇtu
procesu˚. Je vytvorˇena trojrozmeˇrná matice, kde první rozmeˇr znamená pro který proces
jsou data urcˇena, druhý rozmeˇr je jedinec o kterého se jedná a trˇetí rozmeˇr jsou parame-
try jedince. Poté se v metodeˇ Evaluate posílá metodou Broadcast Integer cˇíslo s hodnotou
1, pro oznámení Slave procesu, že budou posílány parametry ucˇícího algoritmu. Poté je
posláno cˇíslo opeˇt metodou Broadcast, které znamená index výstupního pole trénovací
množiny získaného z vlastnosti OutputIndex statické trˇídy MpiTask. Následneˇ je zavo-
lána metoda Scatter, kterou se posílá trˇírozmeˇrné matice parametru˚. Tato metoda vrací
dvourozmeˇrné pole i na tomto Master procesu, což je cˇást populace k ohodnocení. Proto
je následneˇ vypocˇtena chyba tak, že se každý rˇádek této matice nastaví jako parametry
neuronového stromu metodou SetParameters a zavolána na tento strom metoda Calcula-
teError. Vypocˇtené chyby se ukládají do pole. Metodou Gather objektu Intracommunicator
jsou následneˇ tyto chyby poslány a zárovenˇ prˇijaty všechny chyby ze všech procesu˚.
4.4.5 Trˇídy ComputeNode, HeadNode a Individual
Trˇída Individual slouží prˇi posílání zpráv, její instance jsou serializované objekty, které
obsahují string vlastnost Dna a chybu neuronové síteˇ Error typu double. Trˇída musí být se-
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rializovaná z du˚vodu použití MPI.NET knihovny, serializované objekty je možné použít
u metod pro posílání zpráv mezi procesy. Objekty této trˇídy používají algoritmy optima-
lizace struktury a parametru˚. Trˇída Fnt o které bude zmíneˇno dále vytvorˇí instanci trˇídy
HeadNode, pokud beˇží proces na Master uzlu, nebo vytvorˇí instanci trˇídy ComputeNode,
která beˇží na Slave uzlích. Objekt trˇídy ComputeNode slouží k prˇijímání populace neu-
ronových stromu˚ a jejich ohodnocení tím, že pro neˇ vypocˇítají chybu na prˇednastavenou
trénovací množinu MpiTask statické trˇídy. Tato trˇída bere v úvahu, kdo žádá o ohodnocení
neuronových stromu˚. Pokud se jedná o algoritmus optimalizace striktury, tak je zbytecˇné
posílat celé jedince formou objektu˚ trˇídy Individual, protože se ucˇení provádí nad stejným
neuronovým stromem, jen se meˇní parametry síteˇ. Stacˇí proto poslat prˇed zacˇátkem ucˇí-
cího algoritmu zkrácený DNA rˇeteˇzec typu String, který neobsahuje parametry ale jen
strukturu stromu. U optimalizace struktury je potrˇeba prˇijmout celé jedince, proto je po-
užit objekt Individual.
V metodeˇ Run trˇídy ComputeNode je nekonecˇný cyklus, ve kterém je nejprve prˇijmuto
metodou Broadcast objektu Intracommunicator cˇíslo typu Integer, pokud je jeho hodnota 0,
dojde k optimalizaci struktury, pokud je toto cˇíslo 1, dojde k optimalizaci parametru˚, 2
slouží k prˇijetí zkrácené verze DNA typu String prˇed zahájením optimalizace parame-
tru˚ a to metodou Broadcast. Pokud jiné zavolá se prˇíkaz break a ukoncˇí cyklus, to vede k
ukoncˇení procesu na Slave uzlech. Kód pro optimalizaci struktury a parametru˚ funguje
podobneˇ. Nejprve je metodou Broadcast prˇijato cˇíslo udávající aktuálneˇ zpracovávaný vý-
stup trénovací množiny formou indexu. Poté je metodou Scatter prˇijata populace jedincu˚
(objekty typu Individual nebo u optimalizace parametru˚ pole typu Double). Poté dojde k
výpocˇtu chyby neuronových sítí a následneˇ metodou Gather jsou výsledky poslány zpeˇt
na Master proces.
Trˇída HeadNode implementuje metodu Run. Ta v cyklu pro každý výstup trénovací
množiny hledá neuronový strom ve vnitrˇním cyklu. Tento vnitrˇní cyklus má tolik iterací,
kolik je definováno ve trˇídeˇ MpiTask pocˇet epoch FNT algoritmu. Uvnitrˇ tohoto cyklu
probíhá hledání vhodné struktury trˇídou MpiGeneticProgramming metodou RunEvolution
a ucˇení trˇídou implementující rozhraní ITeacher metodou TrainNeuralTree. Pokud je v dané
epoše nalezeno rˇešení s menší chybou než je definované ve trˇídeˇ MpiTask, tak je hledání
prˇerušeno a rˇešení prˇidáno do listu, který obsahuje neuronový strom pro každý zpraco-
vávaný výstup.
4.4.6 TrˇídyDnaHelper,DnaFactory,MpiGeneticProgramming a rozhraní IStructure
Rozhraní IStructure definuje jak má vypadat trˇída, která bude sloužit k nalezení vhodné
struktury neuronového stromu. Je neˇkolik algoritmu˚ k nalezení vhodné struktury neuro-
nového stromu jako jsou PIPE, GP a další. Proto rozhraní definuje metodu FindStructure,
která bude sloužit jako hlavní metoda k nalezení vhodné struktury. Tato metoda nevrací
žádnou hodnotu a ani nemá žádné vstupní parametry. Rozhraní obsahuje dále trˇi vlast-
nosti. První du˚ležitá vlastnost se nazývá Communicator typu Intracommunicator, která
umožnˇuje pouze nastavit objekt tohoto typu, aby mohla trˇída implementující toto roz-
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hraní využívat MPI komunikaci s ostatními procesy. Další vlastnost se nazává BestTree,
která slouží k vrácení nejlepšího neuronového stromu skrz objekt typu Individual, který
byl algoritmem nalezen. A poslední vlastností je vlastnost TreeToTrain, která vrací opeˇt
neuronový strom skrz objekty typu Individual, ale nemusí to být nejlepší jedinec, je to z
du˚vodu, aby tu byla možnost vyzkoušet jak bude algoritmus fungovat, když se bude ucˇit
nejlepší jedinec, jedinec náhodný a nebo bude použita jiná forma strategie.
Trˇída DnaHelper obsahuje neˇkolik du˚ležitých metod pro práci s DNA rˇeteˇzcem, které
je specificky zakódováno viz rovnice 11 nebo zkráceneˇ ve formeˇ viz rovnice 12. Tyto me-
tody používa prˇedevším trˇída MpiGeneticProgramming, která slouží k optimalizaci struk-
tury neuronového stromu.
Du˚ležitou pomocnou metodou této trˇídy je metoda GetNumberLength, která vrací po-
cˇet znaku˚ cˇísla zakódovaného v DNA od urcˇité pozice. Vrací tedy Integer cˇíslo, parametry
metody jsou DNA typu String a index ukazující na znaky +, x, w, a, b, po kterých následuje
cˇíslo. Na zacˇátku metody dochází ke kontrole, zda index prˇedaný parametrem ukazuje
na pozici v DNA na neˇjaký z prˇedešlých znaku˚. Poté je inicializován parametr length typu
Integer na hodnotu 1. Následuje cyklus ve kterém se inkrementuje hodnota length a který
prochází maximálneˇ do délky DNA rˇeteˇzce, uvnitrˇ cyklu dochází ke kontrole zda se na
pozici startIndex + length nachází neˇjaký z výše popsaných znaku˚, pokud ano je cyklus
ukoncˇen a metoda vrátí hodnotu promeˇnné length sníženou o 1, zkrácenou verzi metody
bez pocˇátecˇní kontroly je možné videˇt ve výpisu 13.
public int GetNumberLength(string dna, int startIndex)
{
char[] characters = new char[] { ’+’, ’x ’, ’w’, ’a ’, ’b’ };
int length = 1;
for (; startIndex + length < dna.Length; length++)
{
if (characters.Contains(dna[startIndex + length]) )
break;
}
return length − 1;
}
Výpis 13: Metoda GetNumberLength trˇídy DnaHelper
Další cˇasto používanou metodou je metoda GetNumber, ta využívá výše popsanou
metodu GetNumberLength. Tato metoda je generická, slouží k získání cˇísel ru˚zných dato-
pvých typu˚, prˇedevším však typu˚ double a Integer. Vstupní parametry metody jsou dna
typu String a startIndex typu Integer. Tato metoda tedy slouží k získání hodnoty cˇísla,
které následuje za jedním ze znaku˚ +, x, w, a, b . Využívá k tomu trˇídu Convert a její me-
todu ChangeType a to z du˚vodu, aby bylo možné použít prˇi parsování cˇísla nezávislou
kulturu, metoda je ve výpisu 14.
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public T GetNumber<T>(string dna, int startIndex)
{
CultureInfo provider = CultureInfo . InvariantCulture ;
int numberLength = GetNumberLength(dna, startIndex);
T number = (T)Convert.ChangeType(dna.Substring(startIndex + 1, numberLength), typeof(T),
provider);
return number;
}
Výpis 14: Metoda GetNumber trˇídy DnaHelper
Metoda GetParameterIndexes slouží k vracení pozic znaku˚ definovaného parametrem
metody z DNA rˇeteˇzce. Mu˚že být použita k vrácení indexu˚ naprˇíklad + znaku˚, tedy za-
cˇátku˚ neuronu˚ v neuronovém stromeˇ. Tato metoda prochází DNA rˇeteˇzec typu String a
každý výskyt znaku typu char zaznamenává do generické kolekce typu List Integer hod-
not, tuto kolekci následneˇ metoda vrací.
Velice používanou metodou je metoda GetSubDnaLength. Ta slouží k zjišteˇní délky rˇe-
teˇzce podstromu v DNA. Je pak možné tento podstom nahradit jiným nebo jej odstranit z
DNA. Tato metoda má marametry dna typu String a startIndex typu Integer. Metoda vrací
délku ve formeˇ cˇísla typu Integer. Metoda ocˇekává prˇijetí DNA rˇeteˇzce a indexu odkazu-
jící na znak +, kterým zacˇíná definice neuronu jako korˇenu stromu se všemi prˇipojenými
neurony a jejich parametry, nebo znak x, který odkazuje na definici vstupního neuronu.
Metoda funguje rekurzivneˇ, zpocˇátku je oveˇrˇeno, zda parametr startIndex odkazuje od-
kayuje v DNA na znak x nebo +. Pokud je tato podmínka splneˇna, tak docházi k zjišteˇní
na jaký znak odkazuje, pokud totiž odkazuje na x, což znamená, že následuje vstupní
neuron, tak metoda vrátí délku cˇísla za tímto znakem zveˇtšenou o 1 za délku znaku.
Jedná se o ukoncˇovací podmínku v rekurzi. Pokud startIndex odkazuje na znak +, tak
jsou ocˇekávány parametry neuronu. Je tedy inicializována promeˇnná length na hodnotu
délky cˇísla za tímto znakem s prˇicˇtenou jednicˇkou za + znak. K délce cˇísla je použita me-
toda popsaná výše. Je i zjišteˇna hodnota cˇísla za x znakem, aby bylo možné urcˇit kolik má
uzel potomku˚. Dále je prˇicˇtena k promeˇnné length délka cˇísla parametru a a b se znaky.
Poté následuje cyklus procházející potomky. V tomto cyklu jsou je prˇidán do promeˇnné
length cˇíslo jedna jako znak váhy a délka cˇísla váhy. Poté je prˇicˇtena k této promeˇnné
hodnota, co vrátí rekurzivní volání metody GetSubDnaLength s parametrem DNA a inde-
xem takovým, že k promeˇnné startIndex je prˇicˇtena dosavadní délka v promeˇnné length.
Kód zkrácené verze metody bez kontroly vstupu je možné videˇt ve výpisu 15. Na tuto
metodu navazuje metoda GetSubDna, která má stejné parametry, ale vrací String rˇeteˇzec,
funguje tak, že zjistí délku length podrˇeteˇzce DNA zacˇínajícím znaky + nebo x. Následneˇ
vrátí podrˇeteˇzec DNA metodou Substring s prvním parametrem DNA ze vstupu metody
a druhým parametrem length.
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public int GetSubDnaLength(string dna, int startIndex){
if (dna[startIndex] == ’+’) {
int length = 1 + GetNumberLength(dna, startIndex);
length += 1 + GetNumberLength(dna, startIndex + length);
length += 1 + GetNumberLength(dna, startIndex + length);
int children = GetNumber<int>(dna, startIndex);
for ( int i = 0; i < children ; i++){
length += 1 + GetNumberLength(dna, startIndex + length);
length += GetSubDnaLength(dna, startIndex + length);
}
return length;
}
if (dna[startIndex] == ’x ’)
return 1 + GetNumberLength(dna, startIndex);
return 0;
}
Výpis 15: Metoda GetSubDnaLength trˇídy DnaHelper
Velice du˚ležitou metodou pro genetické programování je metoda GetChildrenNonLe-
afNodesIndexes. Tato metoda má jako vstupní parametry dna typu String a startIndex typu
Integer. Metoda vrací kolekci List indexu˚ ukazujících na pozice neuronu˚, kterˇí jsou po-
tomky neuronu definovaného indexem startIndex a nejsou vstupními neurony. V algo-
timu genetického programování je možné tuto metodu využít prˇi mutaci. Ukázka kódu
této metody je ve výpisu 16. V této ukázce chybí ale pocˇátecˇní kontrola vzda index uka-
zuje na pozici v dna parametru a zda ukazuje na znak +, definující korˇenový neuron.
public List<int> GetChildrenNonLeafNodesIndexes(string dna, int startIndex){
List<int> indexes = new List<int>();
if (dna[startIndex] == ’+’) {
int length = 1 + GetNumberLength(dna, startIndex);
length += 1 + GetNumberLength(dna, startIndex + length); //for ’a’ parameter
length += 1 + GetNumberLength(dna, startIndex + length); //for ’b’ parameter
int children = GetNumber<int>(dna, startIndex);
for ( int i = 0; i < children ; i++){
length += 1 + GetNumberLength(dna, startIndex + length);
if (dna[length] == ’+’) {
indexes.Add(length);
}
length += GetSubDnaLength(dna, startIndex + length);
}
}
return indexes;
}
Výpis 16: Metoda GetChildrenNonLeafNodesIndexes trˇídy DnaHelper
Další podobneˇ fungující metodou, jako je metoda popsaná výše, je metoda GetChil-
drenLeafNodesIndexes. Tato metoda má stejné parametry a také vrací kolekci ukazující na
pozice potomku˚. Tentokrát ale metoda vrací pozice pouze vstupních neuronu˚. Opeˇt je
to du˚ležitá metoda v genetickém programování prˇi mutaci DNA rˇeteˇzce. Tato metoda
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se liší od výše popsané metody GetChildrenNonLeafNodesIndexes pouze ve vnitrˇní pod-
mínce, kdy pro prˇidání indexu do kolekce se kontroluje na znak x. Stejný princip používá
i metoda GetChildrenNodesIndexes Ta už nekontroluje vnitrˇním cyklem co prˇidat, ale vrací
všechny potomky spojené s korˇenovým neuronem.
V genetickém programování jsou potrˇebné i metody k tvorbeˇ neuronových stromu˚,
at’ už prˇi mutaci nebo prˇi tvorbeˇ náhodné populace. K tomuto slouží statická trˇída Dna-
Factory, která vytvárˇí tyto stromy. Spolupracuje se statickou trˇídou MpiTask, z du˚vodu
inicializace parametru˚ teˇchto nových stromu˚ a urcˇení jak široké stromy mají být. To je
zajišteˇno náhodneˇ v zadaných mezích. Meze je možné ovlivnit vlastnostmi statické trˇídy
MpiTask. Vlastnosti WeightMax a WeightMin slouží prˇi generování hodnoty vah v tomto
definovaném rozmezí. Vlastnosti Amax a Amin slouží stejneˇ ale pro parametr a aktivacˇní
funkce a vlastnosti Bmax a Bmin slouží obdobneˇ pro parametr b. Trˇída DnaFactory má
dveˇ metody ke generování náhodných stromu˚. První se jmenuje CreateRandomInitialTree,
vrací rˇeteˇzec DNA typu String a nemá žádné vstupní parametry.
Další metodou trˇídy DnaFactory je CreateOneNeuronTree, která vrací rˇeteˇzec DNA typu
String a to neuronového stromu s jedním neuronem a náhodneˇ zvoleným pocˇtem vstup-
ních neuronu˚, jedná se tedy o strom bez neuronu˚ ve skryté vrstveˇ. První jsou zvoleny
náhodneˇ hodnoty parametru˚ aktivacˇní funkce korˇenového neuronu v rozmezí zmíneˇ-
ném výše. Tento neuron musí mít minimálneˇ jeden vstupní neuron, proto je náhodneˇ
zvoleno cˇíslo odpovídající indexu vstupu v trénovací množineˇ, interval jde od nuly po
pocˇet vstupu˚ trénovací množiny. Následneˇ je vytvorˇeno pole inputs typu Boolean o ve-
likosti pocˇtu vstupu˚ a na tento náhodneˇ vybraný index je uložena hodnota true zbytek
jsou hodnoty false. Poté je vygenerováno cˇíslo v intervalu ⟨0, 1) a uloženo do promeˇnné
selectRate typu Double. Dále metoda pokracˇuje inicializací promeˇnné rootInputs typu In-
teger, která pocˇítá pocˇet vstupních neuronu˚ a cyklem, který prochází pole inputs. Uvnitrˇ
cyklu dochází k oveˇrˇení podmínou, zda hodnota pole na procházeném indexu je false. Po-
kud je tato podmínka splneˇna je oveˇrˇeno další podmínkou, zda náhodneˇ vygenerované
cˇíslo v intervalu ⟨0, 1) je menší než hodnota promeˇnné selectRate. Pokud je i tato pod-
mínka splneˇna, dochází k inkrementování promeˇnné rootInputs a na procházený index
v poli inputs je nastavena hodnota true. Tímto je zjišteˇno, jaké vstupní neurony budou
spojeny s korˇenovým neuronem. Následuje tedy tvorba rˇeteˇzce DNA. Je vytvorˇen ob-
jekt build trˇídy StringBuilder. Tomuto objektu je prˇidán rˇeteˇzec zacˇínající znakem "+", za
tímto znakem následuje hodnota promeˇnné rootInputs, poté následují znaky a s vygene-
rovanou hodnotou a b taky s vygenerovanou hodnotou typu Double. Tímto je vytvorˇen
zacˇátek DNA rˇeteˇzce, poté je potrˇeba ješteˇ prˇidat vstupní neurony s odpovídajícími vá-
hami. V cyklu se prochází pole inputs a pokud je hodnota tohoto pole na procházeném
indexu true, tak je na objekt build zavolána metoda Append a jako parametr je této metodeˇ
prˇedan rˇeteˇzec naprˇ. ve formeˇ w0.2x1. Hodnota váhy je ale zvolena náhodneˇ v inicia-
lizacˇním rozmezí wMin a wMax. Cˇíslo vstupu je procházený index inputs pole. Metoda
nakonec vrací vytvorˇený rˇeteˇzec zavoláním metody ToString na objekt build.
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Pro tvorbu pocˇátecˇní populace neuronových stromu˚ v Genetickém Programování
slouží metoda CreateRandomInitialTree trˇídy DnaFactory. Tato metoda nechá vytvorˇit korˇe-
nový neuron s náhodným pocˇtem vstupu˚, jako metoda CreateOneNeuronTree, dále se liší
ale v tom že je vygenerováno náhodné cˇíslo od jedné do hodnoty vlastnosti maxInitialChil-
drenNeurons statické trˇídy MpiTask, toto cˇíslo je uloženo do promeˇnné nonTerminalsCount
a je prˇicˇteno k promeˇnné rootInputs, výsledná hodnota znamená pocˇet vstupu˚ do korˇe-
nového neuronu. Poté je vytvorˇen zacˇátek DNA ve formeˇ naprˇ. +8a0.11b0.6, následuje
prˇidávání vstupních neuronu˚ podle pole inputs stejneˇ jako v prˇedešlé metodeˇ. Nakonec
ale dochází k prˇidávání vnitrˇních neuronu˚ ke korˇenovému a to tak, že v cyklu se prˇi-
dávají ke stávající DNA náhodneˇ vygenrované váhy v rozmezí wMin a wMax a k teˇmto
vahám se nechá vytvorˇit metodou CreateOneNeuronTree vnitrˇní neuron. Cyklus probíhá
tolikrát, kolik je hodnota promeˇnné nenTerminalCount. Výsledný DNA rˇeteˇzec je vrácen
zavoláním metody ToString na objekt StringBuilder.
Poslední a nejdu˚ležiteˇjší trˇídou v tomto jmenném prostoru je trˇída MpiGeneticProgra-
mming implementující paralelní verzí algoritmu Genetického Programování popsaný v
sekci 2.3.1. Tato trˇída obsahuje neˇkolik vlastností pro nastavení algoritmu:
• MaxGnerations - udává kolik generací se má provést, volba této hodnoty záleží na
rˇešeném problému, datový typ této vlastnosti Integer.
• RequiredError - udává prˇípustnou chybu neuronového stromu, pokud nejlepší
neuronový strom má menší hodnotu chyby, je algoritmus ukoncˇen, datový typ této
vlastnosti je Double.
• PenaltyRate - tato vlasnost slouží k prˇepocˇtu chyby neuronového stromu na zdatn-
sot neuronového stromu. Je typu Double a zhoršuje zdatnost oproti chybeˇ v závis-
losti na velikosti neuronového stromu. Cˇím veˇtší je toto cˇíslo, tím veˇtší je rozdíl ve
zdatnostech neuronových stromu˚ se stejnou chybou ale ru˚znou velikostí.
• EliteSize - vlasnost udává velikost elitní populace, musí být podmnožinou velikosti
populace. Tento pocˇet nejlepších jedincu˚ má zarucˇen, že nebude ztracen a bude i v
další generaci. Datový typ je Integer.
• PopulationSize - udává kolik jedincu˚ se nachází v populaci. Veˇtší pocˇet umožnˇuje
lépe prohledat prostor rˇešení. Datový typ je Integer.
• CrossoverRate - hodnota této vlastnosti urcˇuje, jak cˇasto má být provedeno krˇížení
prˇi vytvárˇení nové populace. Pokud je hodnota této vlastnosti jedna, tak dochází
pouze ke krˇížení a ne k reprodukci, datový typ této vlastnosti je Double.
• MutationChance - tato vlastnost urcˇuje šanci na mutaci jedince, který byl vytvo-
rˇen prˇi krˇížení. Pokud je hodnota jedna, tak každý vytvorˇený jedinec je zmutován,
datový typ je Double.
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V konstruktoru této trˇídy jsou nastaveny ru˚zné vlastnosti na výchozí hodnoty a je
zavolána metoda InitializeNewPopulation. Tato metoda slouží k vytvorˇení pocˇátecˇní po-
pulace jedincu˚ a to tak, že je vytvorˇena kolekce population generického typu List jedincu˚
Individual. Tato kolekce je naplneˇna cyklem jedinci. Jedinci jsou vytvorˇeni jako objekty
trˇídy Individual a teˇmto objektu˚m prˇi vytvárˇení je konstruktorem prˇedáno DNA. DNA je
vytvorˇeno metodou CreateRandomInitialTree trˇídy DnaFactory. Prˇi tvorbeˇ nové populace
je i inkrementována hodnota vlastnosti StructureTreesCreated statické trˇídy Info. Na konci
metody je zavolána metoda Sort pro setrˇízení populace podle jejich zdatnosti.
Metoda Sort setrˇizuje populaci jedincu˚ population, která je globálneˇ deklarována ve
trˇídeˇ. Na kolekci jedincu˚ je zavolána "Extension"metoda OrderBy. K urcˇení jak je jedinec
vhodný, je použita metoda Fitness, ta má vstupní parametr typu Individual a vrací datový
typ Double. Tato metoda provádí prˇepocˇet chyby neuronového stromu na zdatnost podle
pocˇtu neuronu˚ neuronového stromu, pocˇet neuronu˚ jeupraven pomocí promeˇnné penal-
tyRate. Obeˇ metody jsou privátní. Metody je možné videˇt ve výpisu 17.
private void Sort()
{
population = population.OrderBy(x => Fitness(x)).ToList () ;
}
private double Fitness(Individual individual )
{
double error = individual .Error;
int neurons = dnaHelper.GetParameterIndexes(individual.Dna, ’+’).Count;
neurons += dnaHelper.GetParameterIndexes(individual.Dna, ’x’).Count;
double fitness = error ;
fitness ∗= 1 + neurons ∗ penaltyRate;
return fitness ;
}
Výpis 17: Metody Sort a Fitness trˇídy MpiGeneticProgramming
Metodou která odstartuje hledání rˇešení se nazývá RunEvolution, ta provádí vykoná-
vání hlavního algoritmu Genetického Programování. Metoda vrací referenci na populaci
jedincu˚ ve formeˇ generické kolekce typu List složené z objektu˚ Individual. V této me-
todeˇ je spušteˇn základní cyklus procházející jednotlivé generace. Uvnitrˇ cyklu je zavolána
metoda CreateNewGeneration, která vytvárˇí ze stávající populace populaci do další gene-
race. Poté je populace ohodnocena zavoláním metody Evaluate, ta paralelneˇ spocˇte chyby
jednotlivých neuronových stromu˚. Následuje volání metody Sort, která setrˇídí populaci
podle zdatnosti jedincu˚. Takto probíhá cyklus až do generace specifikované v promeˇnné
maxGeneration nebo dokud není nalezen neuronový strom s lepší než požadovanou chy-
bou. Doba beˇhu tohoto cyklu je zaznamenávána pomocí objektu Stopwatch a je potom
prˇicˇtena do vlastnosti StructureTime statické trˇídy Info v sekundách. Na konci je vrácena
reference na populaci jedincu˚ pro možnost ucˇení.
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Metoda CreateNewGeneration, která byla zmíneˇna v prˇedešlém odstavci, tedy generuje
novou generaci jedincu˚. První je inicializonána nová populace jako kolekce typu List do
promeˇnné newGeneration. Do této nové generace jsou první prˇidáni jedinci ze stávající
generace cyklem. Jejich pocˇet je nastaven v promeˇnné eliteSize. Poté následuje další cyk-
lus dokud nová generace nemá velikost, jaká je specifikována v promeˇnné populationSize.
V tomto cyklu je vygenerováno náhodné cˇíslo v intervalu ⟨0, 1) a uloženo do promeˇnné
selection typu Double. Následuje podmínka která vyhodnocuje, zda dojde ke krˇížení nebo
k reprodukci. Pokud je náhodneˇ vygenerované cˇíslo v promeˇnné selection menší jak hod-
nota v promeˇnné crossoverRate, dojde ke krˇížení, jinak dojde k reprodukci. Prˇi krˇížení
dochází k porˇadovému výbeˇru (rank selection) rodicˇu˚, tento výbeˇr je simulován rovnicí
autora D. Whitley [15] implementované ve výpisu 18, tato rovnice vrací index s hod-
notou v intervalu ⟨0, population.Count) s tím, že uprˇednˇostnˇuje pocˇátecˇní indexy a je
ovlinvneˇna parametrem c, ten je možné nastavit v intervalu (0, 2⟩, se zvyšující se hodno-
tou parametru c se zvyšuje pravdeˇpodobnost výskytu˚ prvního indexu oproti poslednímu
indexu. Takto jsou vybráni oba rodicˇe a následneˇ je provedena metoda Crossover, která
provádí krˇížení teˇchto dvou rodicˇu˚ a vrací dva DNA rˇeteˇzce potomku˚. Poté je pro kaž-
dého potomka zjišteˇno, zda dojde k jeho mutaci. Je vygenerováno cˇíslo opeˇt v intervalu
⟨0, 1) a pokud je menší jak hodnota promeˇnné mutationRate, tak dojde k mutaci jedince.
Mutace je provedena zavoláním metody Mutation a prˇedáním DNA jedince. Po možné
mutaci jsou vytvorˇeny objekty Individual z pomocí DNA rˇeteˇzce a tyto objekty jsou prˇi-
dány do kolekce nové generace newGeneration. Po prˇidání je i inkrementována hodnota
vlastnosti StructureTreesCreated statické trˇídy Info. U prˇidání druhého potomka dochází
ke kontrole, zda pocˇet jedincu˚ v nové generaci neprˇesáhl velikost populace. Pokud ge-
nerace prˇesáhla velikost populace, tak druhý potomek není prˇidán do nové generace.
Pokud dojde k reprodukci, tak je porˇadovým výbeˇrem vybrán jedinec, který mu˚že být
dále zmutován jako prˇi krˇížení a poté je prˇidán do nové generace. Na konci metody je
aktuální generace nahrazena novou generací jedincu˚.
Individual father = null ;
double c = rankSelectionBias;
double random;
int index;
random = RandomGenerator.GetRandomNumber(0, 1);
index = ( int )Math.Floor(population.Count / (2.0 ∗ (c − 1)) ∗ (c − Math.Sqrt(c ∗ c − 4 ∗ (c − 1)
∗ random)));
father = population[index];
Výpis 18: Porˇadový výbeˇr (Rank Selection)
Metoda která provádí krˇížení dvou jedincu˚ se nazývá Crossover. Tato metoda má cˇtyrˇí
parametry typu String. Dva parametry slouží k prˇedání rodicˇovských DNA rˇeteˇzcu˚. Další
dva parametry jsou oznacˇeny klícˇovým slovem out a prˇedstavují DNA rˇeteˇzce potomku˚,
kterˇí se v této metodeˇ vytvorˇí a jsou vráceni teˇmito parametry z metody. Metoda první
získá pozice "+"znaku˚ v DNA rˇeteˇzcích rodicˇu˚ pomocí metody GetParametersIndexes trˇídy
DnaHelper. Tyto indexy jsou uloženy do kolekcí a znamenají vnitrˇní neurony stromu.
Poté jsou vygenerována dveˇ náhodná cˇísla od 0 do pocˇtu prvku˚ dané kolekce. Tato cˇísla
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znamenají indexy neuronu˚, které budou vybráni pro vytvorˇení podstromu, kde vybraný
neuron prˇedstavuje korˇen tohoto podstromu. K získání podstromu je použita metoda
GetSubDnaLength trˇídy DnaHelper a metoda Substring trˇídy String. DNA podstomu je ná-
sledneˇ odstraneˇno z DNA rodicˇe metodou Remove trˇídy String a na odstraneˇné místo je
vloženo DNA podstromu druhého rodicˇe. Tímto je tedy provedena výmeˇna podstromu˚
v DNA rodicˇu˚, vzniklé rˇeteˇzce jsou nastaveny výstupním parametru˚m této metody.
Metoda Mutation provádí mutaci daného jedince. Vstupním parametrem je String rˇe-
teˇzec DNA neˇjakého jedince a metoda vrací zmutovaný rˇeteˇzec. Tato metoda provádí neˇ-
kolik typu˚ mutace. Typ mutace je zpocˇátku metody vybrán náhodneˇ. Typy mutací jsou:
• Nahrazení vstupního neuronu jiným vstupním neuronem
Pokud je vybrán tento typ mutace, tak je provedeno získání pozic vstupních neu-
ronu˚ z DNA rˇeteˇzce metodou GetParameterIndexes trˇídy DnaHelper a tyto pozice jsou
uloženy do kolekce. Z této kolekce je vybrán náhodneˇ jeden index a pro neˇj je vy-
generován nový vstup. Následneˇ jsou použity metody Remove a Insert trˇídy String
pro nahrazení starého vstupu na daném indexu v DNA a jeho nahrazení novým
vstupem, tedy novým vstupním neuronem.
• Nahrazení podstromu vstupním neuronem
Tento typ mutace je proveden tak, že metodou GetParameterIndexes trˇídy DnaHel-
per jsou získány indexy vnitrˇních neuronu˚ a tyto indexy jsou uloženy do kolekce.
Pokud je v této kolekci více jak jeden prvek (první je korˇenový neuron a ten není
použit), tak je vybrán náhodneˇ jeden index z této kolekce kromeˇ prvního. Poté je na
tomto indexu odstraneˇn celý podstrom metodou Remove trˇídy String, kde délka od-
straneˇného podstromu je urcˇena pomocí metody GetSubDnaLength trˇídy DnaHelper.
Následneˇ je vygenerono Integer cˇíslo do velikosti promeˇnné inputCounts udávající
pocˇet vstupu˚ trénovacího vzoru. Toto cˇíslo se znakem x je pozužito jako náhrada za
odstraneˇný podstrom a znamená vstupní neuron.
• Nahrazení vstupního neuronu podstromem
Tento typ mutace se provádí tak, že jsou vloženy do kolekce indexy vstupních neu-
ronu˚ metodou GetParameters trˇídy DnaHelper. Pokud tato kolekce obsahuje alesponˇ
jeden prvek, tak dojde k náhodnému vybrání jednoho indexu z této kolekce. Poté
na daném indexu dojde k odstraneˇní rˇeteˇzce metodou Remove trˇídy String prˇedsta-
vující vstupní neuron a na toto místo je vložen rˇeteˇzec vygenerovaného podstromu
pomocí metody CreateOneNeuronTree trˇídy DnaHelper.
Poslední a nejdu˚ležiteˇjší je metoda Evaluate, které slouží k rozeslání populace jedincu˚
na všechny procesy, kde budou vypocˇteny chyby teˇchto jedincu˚, kterˇí jsou následneˇ vrá-
ceni této trˇídeˇ. Populace je rozdeˇlena rovnomeˇrneˇ, protože ale neuronové stromy mají ji-
nou velikost, je možné že tato metoda nebude v synchronní verzi moc efektivní pro velice
pestrou populaci jedincu˚, v tom prˇípadeˇ by bylo nutné navrhnou lepší rˇešení, at’ už asyn-
chronní nebo rozdeˇlit populaci tak, aby rozdíl v cˇasu mezi nejrychlejším a nejpomalejším
procesem nebyl moc velký. V této metodeˇ je vytvorˇena kolekce kolekcí, které obsahují
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jedince pro daný proces. Poté je zavolána metoda Barrier trˇídy Intracommunicator a meto-
dou Broadcast je poslán typ operace 0, který znamená, že se jedná o ohodnocení celého
neuronového stromu. Dále je poslán metodou Broadcast výstupní index trénovací mno-
žiny, pro který jsou neuronové stromu tvorˇeny. Následuje volání metody Scatter, která
rozešle populaci ostatním procesu˚m, kód výpocˇetních procesu˚ je ve trˇídeˇ ComputeNode.
Volání metody Scatter vrací cˇást populace pro tento Master proces ve formeˇ generické ko-
lekce List jedincu˚ Individual. V cyklu jsou procházeni tito jedinci a pro každého jedince je v
tomto cyklu vytvorˇen neuronový strom metodou CreateTree s parametrem DNA jedince
trˇídy NeuralTree. Aktuálnímu jedinci je nastavena chyba na vypocˇtenou chybu stromu
zavoláním metody CalculateError. Následuje volání metody Barrier po tomto cyklu a ná-
sleduje volání metody Gather pro získání zpeˇt jedincu˚ od všech procesu˚, kde v parametru
jsou prˇedáni jedinci s vypocˇtenou chybou daného procesu. Tato metoda vracé pole ko-
lekcí, které je nutné spojit zpeˇt do jedné kolekce všech jedincu˚. V cyklu se tedy prochází
pole kolekcí a do prázdné kolekce individuals jsou metodou AddRange prˇidány jednot-
livé cˇásti populace. Na konci metoda touto populací nahrazuje starou populaci jedincu˚ v
kolekci population.
4.4.7 Trˇídy Connection, Neuron, InputNeuron, NeuralTree , NeuralNetwork a roz-
hraní INeuron
Tyto trˇídy a rozhraní definují neuronovou sít’ složenou z neuronových stromu˚. Neurono-
vou sít’ definuje trˇída NeuralNetwork, ta obsahuje kolekci List neuronových stromu˚ Neu-
ralTree, tak že strom na indexu 0, odpovídá indexu 0 výstupní trénovací množiny. List
neuronových stromu˚ je prˇedán této trˇídeˇ konstruktorem. Tato trˇída má ješteˇ dveˇ verˇej-
uné metody. První metoda je CalculateError, která na danou trénovací množinu ve trˇídeˇ
MpiTask vypocˇte pru˚meˇrnou chybu všech neuronových stromu˚. Typ chyby je opeˇt defi-
novaný ve trˇídeˇ MpiTask, typy chyb mohou být MSE a RMSE.
Trˇída NeuralTree prˇedstavuje neuronový strom. Tato trˇída má dveˇ statické metody,
které umožnˇují vytvorˇit neuronový strom parametrem prˇedaným DNA. Pro verzi DNA
se zakódovanými parametry je použita metoda CreateTree a pro zkrácenou verzi je me-
toda CreateTreeFromShortDna, která vytvorˇí neuronový strom NeuralTree s náhodnými pa-
rametry. Tvorba stromu je implementována tak, že se vytvorˇí první korˇenový neuron, ten
se uloží do parametru OutputNeuron této trˇídy. Následneˇ se zavolá na tento neuron odpo-
vídající metoda FromDna nebo FromShortDna. Tyto metody dále dotvárˇí vazby a neurony
z prˇedaného DNA formou objektu typu StringBuilder. Dále obsahuje trˇída NeuralTree neˇ-
kolik verˇejných metod. Metoda CalculateError vypocˇítá chybu neuronového stromu pro
danou testovací množinu, vrací chybu jako cˇíslo typu Double. Metody GetDna a GetShor-
tDna vracejí DNA rˇeteˇzec typu String. Tyto metody volají na výstupní neuron metodu
ToDna nebo ToShortDna. Ty vytárˇejí DNA rˇeteˇzec od korˇene rekurzivneˇ do hloubky. Prˇi-
stupovat k výstupnímu neuronu je možné skrz vlastnost OutputNeuron. Dálší du˚ležité
metody jsou GetParameters a SetParameters. Tyto metody slouží k získání a nastavení pa-
rametru˚ v prˇesneˇ daném porˇadí. Du˚ležitá je metoda GetSubTree definovaná rozhraním
INeuron, ta totiž rekurzivneˇ do hloubky vkládá neurony do kolekce List. Poté jsou nasta-
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veny nebo zjišteˇny parametry které jsou vloženy do pole typu Double. Poslední verˇejnou
metodou je GetResponse, která parametrem prˇijme pole vstupních hodnot a zavolá me-
todu GetState výstupního neuronu, která na tento vzor vydá rekurzivneˇ výstup stromu.
Rozhraní INeuron definuje neˇkolik metod, které musí imlementovat vstupní nebo
vnitrˇní neuron. Je zde metoda GetState, ta vrací hodnotu na výstupu neuronu jako cˇíslo
typu Double. Metoda GetSubTree s parametrem kolekce List objektu˚ INeuron slouží k re-
kurzivnímu prˇidávání neuronu˚ do této kolekce. Dále jsou definovány metody ToDna,
ToShortDna, FromDna a FromShortDna, všechny mají parametr typu StringBuilder.
Trˇída Neuron implementuje rozhraní INeuron a prˇedstavuje vnitrˇní neuron neurono-
vého stromu. V konstruktoru neuronu se nastavuje typ aktivacˇní funkce podle statické
trˇídy MpiTask, dále jsou zvoleny náhodneˇ paramatry aktivacˇní funkce v mezích definova-
ných opeˇt trˇídou MpiTask. Metoda GetState prochází všechny neurony vstupující do ak-
tualního neuronu a volá na neˇ metodu GetState, poté je provedena sumace teˇchto hodnot,
která prˇedstavuje potenciál neuronu. Nakonec je vrácen výstup neuronu tak, že je poten-
ciál s parametry aktivacˇní funkce prˇepocˇten daným typem aktivacˇní funkce. Metoda Get-
SubTree funguje tak, že do kolekce List objektu˚ typu INeuron jako parametr této metody,
je prˇidán objekt aktuálního neuronu a následneˇ je tato metoda zavolána na všechny neu-
rony spojeny s tímto neuronem. Toto volání je ukoncˇeno vstupním neuronem, který má
metody implementované odlišneˇ. Metoda ToDna je implementována tak, že do objektu
StringBuilder prˇedaný parametrem, je metodou Append prˇidáno pocˇet vstupu˚ do neuronu
(naprˇ. +3), dále jsou prˇidány parametry aktivacˇní funkce (naprˇ. a0.11b0,336), poté je prˇi-
dána pro každý vstup váha (naprˇ. w0,66) a zavolána metoda ToDna vstupních neuronu˚.
Metoda ToShortDna funguje stejneˇ až na to, že nejsou do DNA rˇeteˇzce prˇidávány para-
metry aktivacˇních funkcí a vah. Další metodou je FromDna, ta cˇte z objektu StringBuilder
a prˇecˇtenou cˇást odstranˇuje. Prˇecˇtenou cˇástí je pocˇet vstupu˚, parametry aktivacˇní funkce
a poté v cyklu cˇte hodnotu váhy a volá stejnou metodu na vstupní neurony. Z prˇecˇtené
cˇásti vytvárˇí spojení a neurony. Metoda FromShortDna je opeˇt velice podobné jen slouží
k vytvorˇení neuronového stromu, s použitím DNA rˇeteˇzce bez parametru˚ aktivacˇních
funkcí a vah. Parametry jsou zvoleny náhodneˇ v rozmezí definovaném trˇídou MpiTask.
Poslední trˇídou ve jmenném prostoru Network je InputNeuron. Ta implementuje roz-
hraní INeuron. Metoda GetState oproti stejnojmenné metodeˇ ve trˇídeˇ Neuron vrací vstup
do neuronové síteˇ na indexu definovaném vlastností Index, vstupní pole do neuronové
síteˇ tato metoda bere z parametru. Metoda GetSubTree prˇidává do kolekce List typu INeu-
ron prˇedanou parametrem aktuální objekt této trˇídy klícˇovým slovem this. Metoda ToDna
provádí prˇidání do objektu StringBuilder rˇeteˇzce definující index (hodnota vlastnosti In-
dex této trˇídy) vstupu (naprˇ. x5). Metoda ToShortDna funguje stejneˇ. Metoda FromDna
"odloupne"zacˇátek rˇeteˇzce pro definování objektu této trˇídy prˇedaný parametrem typu
StringBuilder a nastaví podle toho hodnotu vlastnosti Index. Metoda FromShortDna fun-
guje až na detail v parsování stejneˇ.
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4.4.8 Trˇídy MeanSquareError, RootMeanSquareError a rozhraní ICalculateError
Rozhraní ICalculateError definuje, jak má vypadat trˇída pro výpocˇet chyby neuronové
síteˇ. Toto rozhraní definuje metodu Calculate která má parametry typu NeuralTree a Tra-
iningSet. V této knihovneˇ jsou definované dva základní výpocˇty této chyby pomocí trˇíd
MeansSquareError a RootMeanSquareError, které implementují toto rozhraní. V metodeˇ
Calculate se pocˇítá chyba neuronové síteˇ tak, že se nechá vypocˇítat výstup pro každý
vzor trénovací množiny danému neuronovému stromu a porovná se s ideální hodnou-
tou podle výstupu trénovací množiny, index výstupu je uložen v parametru OutputIn-
dex statické trˇídy MpiTask. Porovnání je provedeno jako druhá mocnina rozdílu výstupu
a ideální hodnoty. Poté je tato hodnota vydeˇlena pocˇtem vzoru˚ trénovací množiny viz
rovnice 9. U trˇídy RootMeanSquareError je tato hodnota ješteˇ odmocneˇna viz rovnice 10.
Trˇídy pro výpocˇet chyby ješteˇ prˇeteˇžují metodu ToString a vracejí zde název typu výpocˇtu
chyby naprˇ. Mean Square.
4.4.9 Trˇída AsyncMpiGeneticProgramming
Dodatecˇneˇ byla prˇidána asynchronní verze GP algoritmu. Tato verze se liší metodou Eva-
luate oproti synchronní verzi reprezentované trˇídou MpiGeneticProgramming. Musela být
rozšírˇena i trˇída ComputeNode o zpracování asynchronních zpráv. Mohla být naprogra-
mována jiná verze trˇídy implementující rozhraní IcomputeNode, ale takto bude moct být
trˇída ComputeNode použita k porovnání synchronní a asynchronní verze GP algoritmu.
Asynchronní verze byla prˇidána z du˚vodu nižší efektivity synchronní verze.
Asynchronní verze funguje tak, že proces s rank hodnotou 0, provádí algoritmus
GP pomocí této trˇídy a jak potrˇebuje ohodnotit chyby neuronových stromu˚, tak meto-
dou Broadcast pošle na Slave procesy reprezentované trˇídou ComputeNode cˇíslo Integer
s hodnotou 4, to udává, at’ Slave proces spustí blok pro asynchronní prˇíjem neurono-
vých stromu˚ k ohodnocení. Populace je dále setrˇízena od nejveˇtších stromu˚ po nejmenší.
Následuje podmínka zda pocˇet procesu˚ je veˇtší jak 1, pokud ne, jsou vypocˇítány chyby
stromu˚ na tomto Master procesu. Pokud je více procesu˚ spušteˇných, tak je v nekonecˇném
cyklu while volána metoda ImmediateReceive, tato metoda prˇijímá z jakéhokoliv zdroje
hodnotu Boolean, která udává, zda chce Slave proces práci nebo poslat výsledek práce:
• Pokud Slave proces chce odeslat výsledek práce, je zavolána znovu metoda Imme-
diateReceive, která ocˇekává prˇijetí objektu Individual z daného Slave procesu. Prˇijatý
objekt Individual je uložen do kolekce calculatedIndividuals.
• Pokud Slave proces chce novou práci, je mu poslán jedinec k ohodnocení metodou
ImmediateSend. Pokud už byli všichni jedinci ohodnoceji je mu poslán touto meto-
dou jedinec s hodnotou DNA vlastosti null pro ukoncˇení asynchronního bloku. Poté
je testováno, jestli tato ukoncˇující zpráva byla odeslána všem procesu˚m, pokud ano,
je ukoncˇen cyklus while prˇikazem break. Nakonec je populace GP nastavena na tuto
prˇijatou populaci.
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4.5 Použití knihovny
Pro použití knihovny je potrˇeba vytvorˇit nový projekt typu konzolová aplikace v neˇkte-
rém z jazyku˚ .NET, poté je potrˇeba v tomto projektu prˇidat na tuto knihovnu referenci.
K danému projektu je potrˇeba prˇidat i referenci na knihovnu MPI.NET. Ukázku použití
této knihovy je možné videˇt ve výpisu 19. V metodeˇ Main se musí provést neˇkolik kroku˚
ke správnému použití knihovny:
• Inicializace prostrˇedí MPI naprˇíklad pomocí konstrukce using
• Dále je potrˇeba nastavit trˇídu MpiTask
1. Nastavení vlastnosti ErrorType na neˇjaký typ výpocˇtu chyby implementující
rozhraní IErrorType
2. Nastavení vlastnosti ActivationFunction na neˇjaký typ výpocˇtu aktivacˇní funkce
implementující rozhraní IActivationFunction
3. Nastavení vlastnosti RequiredError na chybu síteˇ, kdy se má prˇestat hledat lepší
rˇešení.
4. Nastavení vlastnosti EpochSteps na hodnotu maximálního pocˇtu provedených
epoch algoritmu FNT.
5. Nastavení vlastnosti MaxInitialChildrenNeurons, závisí na problému, udává me-
ximální pocˇet neuronu˚ spojených k neuronu ve vyšší vrstveˇ v noveˇ vygenero-
vaných stromech.
6. Nastavení vlastnosti MaxAfterLearnIterations, tato vlastnost umožní doucˇit na-
lezené rˇešení definovaným pocˇtem iterací.
7. Nastavení vlastnosti TrainingSet, té je nutné prˇidat trénovací množinu pomocí
trˇídy TrainingSet.
8. Nastavení vlastnosti ComputeNode na trˇídu implementující rozhraní ICompute-
Node, která obsahuje kód co bude provázen na Slave procesech.
9. Nastavení vlastnosti StructureAlgorithm na požadovaný algoritmus optimali-
zující struktury, trˇídu implementující rozhraní IStructure plus jeho požadované
parametry.
10. Nastavení vlastnosti Teacher na požadovaný algoritmus optimalizující para-
metry neuronového stromu, trˇídu implementující rozhraní ITeacher plus jeho
požadované parametry.
• Poté je potrˇeba vytvorˇit instanci trˇídy Fnt.
• Následovat musí podmínka, která zjišt’uje Rank procesu pomocí komunikátoru Fnt.
Pokud je Rank nenulový, je potrˇeba zavolat pouze metodu FindSolutionForTask na
objekt Fnt. Pokud je Rank roven nule:
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1. Je potrˇeba spustit vyhledávání rˇešení zavoláním metody FindSolutionForTask
na instanci Fnt, na tomto procesu tato metoda vrací nalezené rˇešení jako objekt
NeuralNetwork, se kterým je možné dále v tomto bloku kódu pracovat. Tuto
metodu je možné zavolat vícekrát a pak vybrat nejlepší rˇešení.
2. Na konci musí být zavolání metody SendEndMessage, ta ukoncˇí Slave procesy.
static void Main(string[] args){
using (new MPI.Environment(ref args)){
Intracommunicator comm = Communicator.world;
MpiTask.ErrorType = new RootMeanSquare();
MpiTask.ActivationFunction = new Sigmoid();
MpiTask.RequiredError = 0.0001;
MpiTask.MaxEpochSteps = 10;
MpiTask.MaxInitialChildrenNeurons = 5;
MpiTask.MaxAfterLearnIterations = 0;
MpiTask.TrainingSet = new TrainingSet(inputsSet, outputsSet);
MpiTask.ComputeNode = new ComputeNode();
AsyncMpiGeneticProgramming aGp = new AsyncMpiGeneticProgramming(
comm);
aGp.RankSelectionBias = 2;
aGp.MaxGeneration = 100;
aGp.EliteSize = 0;
aGp.UpdatePerGeneration = 100;
aGp.PenaltyRate = 0.001;
aGp.MutationChance = 0.2;
aGp.CrossoverRate = 0.3;
aGp.PopulationSize = 128;
aGp.OnSolutionFound += testGp_OnSolutionFound;
aGp.OnGenerationChanged += testGp_OnGenerationChanged;
MpiTask.StructureAlgorithm = aGp;
MpiDifferentialEvolution tDe = new MpiDifferentialEvolution(comm);
tDe. Iterations = 1000;
tDe.CrossoverRate = 0.99;
tDe.UpdatePerGeneration = 500;
tDe.PopulationSize = 128;
tDe.RangeMin = −1000000;
tDe.RangeMax = 1000000;
tDe.OnIterationChanged += onIterationChanged;
tDe.OnPopulationConvergedToMinimum += onPopulationConvergedToMinimum;
MpiTask.Teacher = tDe;
Fnt fnt = new Fnt();
if (comm.Rank == 0){
NeuralNetwork network = fnt.FindSolutionForTask();
fnt .SendEndMessage();
//Work with result
}
else { fnt .FindSolutionForTask(); }
}
}
Výpis 19: Ukázka použití knihovny
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5 Testy knihovny
Tato kapitola pojednává o testech implementované knihovny. Funkcˇnost knihovny je
oveˇrˇena na testech aproximace funkce sinus a prˇedpoveˇdi cˇasové rˇady Jenkins-Box. Dále
je proveden test škálovatelnosti. Knihovna byla testována, kromeˇ testu˚ škálovatelnosti,
na pocˇítacˇi s procesorem Intel Core i5 4430p 3GHz a 8GB ram DDR3 1600MHz, testy
využívaly všecha 4 jádra.
5.1 Testy škálovatelnosti
Pro testy škálovatelnosti byl využit superpocˇítacˇ ANSELM. Tento superpocˇítacˇ je složen
z uzlu˚, testy byly provádeˇny na uzlech bez GPU nebo MIC akcelerátoru˚. Každý tento
uzel obsahuje 2x osmi jádrové procesory Intel Sandy Bridge E5-2665 2,4GHz a 64GB
DDR3 1600MHz operacˇní pameˇti, více o specifikacích je k nalezení na stránkách https:
//docs.it4i.cz/anselm-cluster-documentation/hardware-overview.
Pro tento test byl vytvorˇen nový projekt pod jménem ScalabilityTest, který obsahuje
upravené optimalizacˇní algoritmy. Algoritmus GP optimalizující struktury byl upraven
tak, že metoda Evaluate obsahuje trˇi typy výpocˇtu chyby populace jedincu˚. První typ je
sériový, druhý používá synchronní MPI paralelizaci a trˇetí asynchronní MPI paralelizaci.
Takto bylo zajišteˇno, že ru˚zné verze paralelizace jsou porovnány nad stejnými jedinci v
populaci. Poté jsou meˇrˇeny cˇasy vykonávání všech trˇí prˇístupu˚ po celou dobu beˇhu al-
goritmu. Poté je spocˇítána efektivita paralelních prˇístupu˚ oproti sériovému prˇístupu z
výsledných cˇasu˚. Algoritmus DE, optimalizující parametry neuronového stromu, je ob-
dobneˇ upraven jen s tím rozdílem, že zde není asynchronní prˇístup rˇešen, takže je zde
jen porovnání synchronní MPI paralelizace oproti sériovému prˇístupu.
Test byl proveden pro ru˚zné velikosti trénovacích množin. V tabulce 2 je videˇt nameˇ-
rˇená efektivita vzhledem ke spušteˇným procesu˚m pro trénovací množinu o velikosti 1000
vzoru˚ a v tabulce 3 pro 5000 vzoru˚. Tyto efektivity jsou meˇrˇeny zvlášt’ pro algoritmy GP
a DE. Optimalizacˇní algoritmy mají v tomto testu nastavenou velikost populace na 128
jedincu˚. Z tabulek vyplývá, že efektivita je lepší prˇi použití veˇtší trénovací množiny, pro
trénovací množinu o 1000 vzorech se efektivita výrazneˇji snižuje u 32 spušteˇných pro-
cesu˚, prˇi 5000 vzorech se efektivita snižuje až u 64 procesu˚. Kompletní nameˇrˇená data se
nachází na prˇiloženém CD s výpisy beˇhu testu˚. V testech FNT algoritmus beˇží 10 epoch a
efektivita je v tabulkách zpru˚meˇrována, neˇkdy algoritmus nestihl dobeˇhnout omezením
testu na urcˇitý cˇas, proto nemusí být ve všech testech data z 10 epoch. Prˇi beˇhu algoritmu
jsem dále zpozoroval, že efektivita také roste s veˇtšími neuronovými stromy v populaci.
V grafu na obrázku 5 je možné videˇt zrychlení jednotlivých paralelních prˇístupu˚ v závis-
losti na pocˇtu spušteˇných procesu˚.
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Obrázek 5: Graf zrychlení optimalizacˇních algoritmu˚
Pocˇet vzoru˚ trénovací množiny 1000
Pocˇet procesu˚ 4 8 16 32 64
efektivita sync. GP 0,86 0,75 0,69 0,48 0,27
efektivita async. GP 0,71 0,79 0,85 0,63 0,34
efektivita sync. DE 0,99 0,96 0,97 0,87 0,50
Tabulka 2: Pru˚meˇrné efektivity optimalizacˇních algoritmu˚ (1000 vzoru˚)
Pocˇet vzoru˚ trénovací množiny 5000
Pocˇet procesu˚ 4 8 16 32 64
efektivita sync. GP 0,88 0,83 0,70 0,59 0,37
efektivita async. GP 0,74 0,86 0,91 0,92 0,55
efektivita sync. DE 0,98 0,99 0,97 0,97 0,80
Tabulka 3: Pru˚meˇrné efektivity optimalizacˇních algoritmu˚ (5000 vzoru˚)
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5.2 Aproximace funkce sinus
Pro tento test byl vytvorˇen projekt s názvem SinusTest. V tomto testu se hledá neuronový
strom, který dokáže simulovat funkci sinus. Neuronový strom vydává výstup v intervalu
⟨−1, 1⟩, vstupen do stromu jsou stupneˇ v intervalu ⟨0, 360⟩ normalizované do reálného
intervalu ⟨0, 1⟩. V tomto testu je možno nastavit pocˇet vzoru˚ trénovací množiny. Dobré
výsledky vydával algoritmus pro nastavení z následující tabulky 4, pro toto nastavení
bylo provedeno 20 testu˚ a vybráno nejlepší rˇešení. Pru˚meˇrná RMSE chyba výsledných
neuronových stromu˚ tohoto testu byla 0,0226.
Pocˇet vzoru˚ trénovací množiny 40
Parametr MaxEpochSteps trˇídy MpiTask 10
Parametr MaxAfterLearnIterations trˇídy MpiTask 2000
GP parametr EliteSize 0
GP parametr PopulationSize 256
GP parametr MaxGeneration 100
GP parametr PenaltyRate 0,005
GP parametr MutationRate 0,5
GP parametr CrossoverRate 0,5
DE parametr PopulationSize 64
DE parametr Iterations 1000
DE parametr CrossoverRate 0,99
Tabulka 4: Nastavení algoritmu pro aproximaci funkce sinus
Nejlepší neuronový strom byl nalezen po 297 sekundách. Chyba neuronového stromu
byla vypocˇítána pomocí RMSE chyby a meˇla hodnotu 0,00681. V grafu na obrázku 6 je
možné videˇt výstup neuronového stromu, skutecˇnou hodnotu funkce sinus a odchylku
teˇchto hodnot. Výsledný neuronový strom bez parametru˚, který má 9 neuronu˚, je poté
možné videˇt na obrázku 7.
V tomto testu bylo du˚ležité nastavení parametru˚. Prˇi zvýšeném pocˇtu ucˇících ite-
rací (nad 1000) nebo nízké hodnoteˇ penalizace (pod 0,005) algoritmu DE docházelo k
cˇasteˇjšímu prˇeucˇení (overfitting) neuronových stromu˚. Dalo se to rˇešit snížením pocˇtu
ucˇících iterací nebo zvýšením parametru penalizace velikosti neuronových stromu˚. Vý-
sledné neuronové stromy tak sice meˇli veˇtší chybu na trénovací množineˇ, ale zárovenˇ
meˇli lepší schopnost zobecnˇování.
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Obrázek 6: Porovnání výstupu nalezeného neuronového stromu s funkcí sinus
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Obrázek 7: Flexibilní neuronový strom pro aproximaci funkce sinus
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5.3 Prˇedpoveˇd’ Jenkins-Box rˇady
Tento test byl vybrán, protože se vyskytuje i v jiných publikacích, naprˇíklad je ve studii
autoru˚ Yuehui Chen a Ajith Abraham [1]. Proto bude možné porovnat tuto knihovnu.
Jedná se o rˇadu J, která obsahuje meˇrˇení pru˚toku plynu do plynového kotle g(t) a kon-
centraci oxidu uhlicˇitého (v procentech) ve výfukovém plynu proudícího z tohoto kotle
h(t) v cˇase t. Toto meˇrˇení je provedeno každých 9 sekund a datový soubor obsahuje 296
takovýchto nameˇrˇených dvojic.
Trénovací množina je potom vytvorˇena tak, že každý vzor obsahuje jako vstup hod-
noty g(t − 4) a h(t − 1) a výstup pro tento vzor je hodnota h(t). Poté je tato množina
rozdeˇlena na dveˇ cˇásti, první cˇást slouží k ucˇení a jedná se o prvních 200 hodnot a zbylá
cˇást je použita k validaci. Data byla ješteˇ normalizována do intervalu ⟨0, 1⟩.
Pro tento test bylo zvoleno nastavení knihovny podle tabulky 5. Bylo provedeno 20
testu˚, pru˚meˇrná RMSE chyba výsledných neuronových stromu˚ pro toto nastavení byla
0,021. Pru˚meˇrná RMSE chyba na validacˇní množineˇ byla 0,047. Nejlepší neuronový strom
meˇl pro validacˇní množinu RMSE chybu 0,038 a pro trénovací množinu chybu 0,019.
Tento výsledný neuronový strom je možné videˇt na obrázku 9 a jeho výstup porovnaný
se skutecˇnou rˇadou a odchylkou je v grafu na obrázku 8.
Parametr MaxEpochSteps trˇídy MpiTask 10
Parametr MaxAfterLearnIterations trˇídy MpiTask 0
Parametr RequiredError trˇídy MpiTask 0,025
GP parametr EliteSize 0
GP parametr PopulationSize 256
GP parametr MaxGeneration 100
GP parametr PenaltyRate 0,01
GP parametr MutationRate 0,2
GP parametr CrossoverRate 0,2
DE parametr PopulationSize 64
DE parametr Iterations 900
DE parametr CrossoverRate 0,99
Tabulka 5: Nastavení algoritmu pro prˇedpoveˇd’ Jenkins-Box rˇady
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Obrázek 8: Porovnání výstupu nalezeného neuronového stromu s Jenkins-Box rˇadou
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Obrázek 9: Flexibilní neuronový strom pro prˇedpoveˇd Jenkins-Box cˇasové rˇady
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6 Záveˇr
Cílem této práce bylo seznámení se s neuronovou sítí typu Flexibilní Neuronový Strom
a její imlementací ve formeˇ knihovny na platformeˇ .NET. Tato knihovna dále meˇla být
zparalelizována pomocí MPI. Z du˚vodu použitého programovacího jazyka C# byla pou-
žita knihovna MPI.NET k paralelizaci. Pro optimalizaci struktury byl vybrán algoritmus
Genetícké Programování a byl zparalelizován synchronním i asynchronním prˇístupem
pro porovnání. Pro optimalizaci parametru˚ byl vybrán algoritmus Diferenciální Evoluce,
který byl zparalelizován synchronním prˇístupem. Knihovna byla navržena tak, aby ji
bylo možné rozšírˇit i o jiné optimalizacˇní algoritmy.
Knihovna byla testována na problému aproximace funkce sinus. Tento test byl pro-
veden mnohokrát pro ru˚zné hodnoty parametru˚ optimalizacˇních algoritmu˚ a nejlepší
vyzkoušené hodnoty parametru˚ jsou k nalezení v tabulce 7. Jako test prˇedpoveˇdi cˇa-
sové rˇady byla vybrána data Jenkins-Box. Z mnoha provedených testu˚ byla pru˚meˇrná
chyba na validacˇní množineˇ vyšší než na trénovací množineˇ (0,021 vs 0,047). Neuronové
stromy byly lehce prˇeucˇeny oproti publikaci autoru˚ Yuehui Chen a Ajith Abraham [1],
kde jejich neuronový strom meˇl chybu na validacˇní množineˇ podobnou s chybou na tré-
novací množineˇ. Problém prˇeucˇení by se možná dal rˇešit zvolením jiných parametru˚ nebo
doimlementováním techniky prˇedcˇasného ukoncˇení ucˇení neuronového stromu, kdy by
trénovací množina byla rozdeˇlena ješteˇ na cˇást testovací. A pokud by se chyba na této
testovací množineˇ zacˇala zvyšovat, tak by se zakázalo ucˇení tohoto neuronového stromu.
Dále byl proveden test škálovatelnosti navržené knihovny na superpocˇítacˇi Anselm.
V tomto testu dosahoval algoritmus Diferenciální Evoluce slušné efektivity i prˇi použití
více jader, tato efektivita ale závisí na pocˇtu vzoru˚ trénovací množiny. Alogitmus Gene-
tického Programování s asynchronní MPI komunikací dosahoval lepších výsledku˚ než
jeho synchronní verze prˇi použití 8 a více jader. Tato asynchronní verze dále meˇla vý-
hodu u populace neuronových stromu˚ rozdílných velikostí. Efektivita paralelních verzí
teˇchto algoritmu˚ by mohla být dále zvýšena využitím hybridního prˇístupu, kdy by nebyl
spušteˇn každý proces na jednom jádrˇe, ale tento proces by beˇžel na jednom procesoru a
všechna jádra tohoto procesoru by byla využita pomocí vláken. Toto by mohlo snížit vliv
komunikace mezi procesy na efektivitu, kdy by bylo použito mnoho výpocˇetních uzlu˚.
Knihovna by mohla být v budoucnu prˇepsána do jazyka C++ z du˚vodu lepšího vý-
konu s využitím MPI knihovny od Intelu, která je nainstalována na superpocˇítacˇi An-
selm. Dále by mohla být knihovna použita na reálné problémy s veˇtšími trénovacími
množinami, které by byly bez paralelizace cˇasoveˇ nárocˇné.
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