Abstract-Real-time beam predictions are desirable for ultrasound therapy guidance, as treatment planning requires individualized computations. To address the long-standing issue of the computational burden associated with calculating the acoustic field in large volumes, we use modern graphics processing units to accelerate the calculation of near-field pressure fields for therapeutic ultrasound arrays. First, we accelerate field computations for single rectangular pistons by employing the Fast Near-field Method (FNM) to accurately and efficiently estimate the complex near-field wave patterns in homogeneous media, and results are compared to the Rayleigh-Sommerfeld method. We then compute beam patterns of 1D and 2D piston arrays using pre-calculated beam patterns from a single piston. Our results show that these algorithms can benefit greatly from GPU computing hardware, exceeding a modern CPU by a factor of over 100. For a single rectangular piston, the FNM is able to calculate a 0.01% accurate field within 30 ns per field point. Furthermore, we demonstrate calculation speeds for arrays of up to 11.5 × 10 9 field points per second. Beam volumes containing 256 3 field points are calculated within one second for arrays containing up to 512 pistons, thus, facilitating future real-time thermal dose predictions.
I. INTRODUCTION
The safe application of therapeutic ultrasound requires accurate planning and dosimetry above and beyond thermal and mechanical indices currently used for ultrasound imaging. It is well known that thermal damage varies nonlinearly with temperature and time. In ultrasound ablation, the goal is to optimize treatment within a small volume by meeting or exceeding the thermal dose required for irreversible damage. Mild hyperthermia with ultrasound seeks to maintain a volume of tissue at a constant temperature for a certain time such that the thermal dose is relatively low compared to ablation therapy. In each case, it is critical to accurately predict energy deposition in three dimensions as a function of time. Accurate predictions avoid unintended off-target effects on tissues such as skin and bone, and control algorithms based on temperature feedback gain important information from a priori prediction of the expected temperature distribution. As the thermal dose is critically important in the application of therapeutic ultrasound, be it ablative of hyperthermic in nature, the concept of a thermal dose budget will be a driving force in advancements in treatment planning, monitoring, and prediction.
We demonstrate how linear calculations of ultrasound fields emitted from arrays of rectangular piston transducers can profit from using Graphics Processing Units (GPUs).
II. BACKGROUND

A. The Rayleigh-Sommerfeld Integral
The Rayleigh-Sommerfeld Method (RSM) is based on the analytic description of the complex pressure induced by a point source in homogeneous media. Numerical integration over the surface of a radiator leads to the classic approach to acoustic field prediction for a planar radiator, the Rayleigh-Sommerfeld diffraction integral [4] p(r, t) = jρcke
where r is the location of a field point, t is time, j = √ −1, ρ and c represent the density and speed of sound of the medium, respectively, k the wavenumber, ω is the driving frequency, S is the surface area of the radiator, u(r ) the is the distribution of the normal velocity at point r on the radiator, and r − r is the distance between the source and the observation coordinates.
B. The Fast Near-field Method (FNM)
The Fast Near-field Method (FNM) is analytically equivalent to (1) for a uniform surface velocity u 0 [1] . The near-field pressure of a uniformly radiating rectangular aperture obtained using the FNM is given by p(x, y, z, t) = jρcu 0 e jωt 1 2π (2)
where s 1 = |x| − a, s 2 = |x| + a, l 1 = |y| − b, l 2 = |y| + b, and l and s represent the half-width and the half-height of the rectangular aperture, respectively. Important features of the FNM include the analytical reduction of the 2D RayleighSommerfeld integral to more efficient 1D integrals evaluated efficiently using Gauss-Legendre quadrature integration and the elimination of singularities, particularly in the plane of the aperture. The combination of these features enables the FNM to converge rapidly in the near-field. For a rectangular source 5 wavelengths wide by 7.5 wavelengths high, it has been shown that the FNM reaches accuracy in the near-field close to double-precision epsilon (1.11 × 10 −16 ) within 85 abscissas [1] . Such accuracy is far beyond what is required for therapeutic ultrasound; however, the fast convergence of the FNM in the near-field makes it appealing for efficient, high or low accuracy computations.
III. METHODS
We implemented the calculation of beam patterns for single pistons, 1D linear arrays, and 2D regular arrays for the GPU using the C-like compute unified device architecture (CUDA) programming language with an interface to MATLAB. All GPU calculations were performed in single-precision. The calculations were verified by comparison with results from single-and double-precision MATLAB code, and the calculations were timed using microsecond-accurate timers on the CPU.
A. Rayleigh-Sommerfeld for Single Rectangular Pistons
The RSM was implemented in MATLAB and for the GPU according to (1) . The midpoint rule was used to generate weights and abscissas for the numeric evaluation of the integral. Each piston is split into sub-elements and the area and midpoint of each smaller piston served as the weight and sub-element center for the numerical integration, respectively.
B. Fast Nearfield Method for Single Rectangular Pistons
The FNM was implemented in MATLAB and for the GPU according to (2) . The integrals were evaluated numerically using Gauss quadrature rules (weights and abscissas) generated in double-precision using two iterations of the algorithm by Davis and Rabinowitz [3] . For single-precision computations, double-precision abscissas and weights are converted to singleprecision before being used in the integrals. As detailed in [1] and [2] , the numerical evaluation of (2) is improved by splitting the integrals at zero in specific regions. When |x| < a, the 2nd and 4th integrals (over s) are split at zero. Likewise, when |y| < b, the 1 st and 3 rd integrals (over l) are split at zero. When |x| = 0 and/or y = 0, the respective integrands are symmetric, and the respective integrals are evaluated from zero to the upper limit and the result is doubled. For the remaining regions with |x| ≥ a and/or |y| ≥ b, the respective integrals are evaluated as shown in (2) . Evaluating (2) according to the intervals described above requires a total 6 cases, each requiring a branch condition.
C. Accuracy Testing
Reference computations to determine accuracy were performed in double precision floating-point in MATLAB using FNM with 200 abscissas. Relative errors between the reference and comparison computations were quantified according to
where r is the vector location of the field point, E rel (r) is the relative error, | · | is the absolute value, p ref (r) is the reference pressure, p comp (r) and is the pressure field for comparison (e.g., obtained from the GPU or MATLAB).
D. 1D Linear Arrays
A regular 1D linear phased array is a set of transducer pistons aligned equidistantly along a line with a constant separation between neighboring pistons. Assuming monochromatic excitation, the phase and amplitude required of each piston for focusing and apodization, respectively, is calculated by multiplying the complex pressure field generated by the i th piston, p i (r, t), by a complex weight w i . By superposition, we can compute the complex pressure at a point in space by
which is a convolution of the single-piston field, p SP (r, t), with the one-dimensional filter mask
Combining (4) and (5) results in the compact expression
where δ is the Dirac delta function, q i the vector location of the i th piston, · is the Euclidean norm operator, and * is the convolution operator. The pre-computed field for a single-piston is sampled in azimuth such that the distance between pistons is an integer multiple of the spatial sampling. In general, the integer-multiple condition does not limit the distance between pistons or the spatial sampling of the field as it is always possible to find a suitable multiple to sample the field at λ/2 or better, where λ is the acoustic wavelength. Equation (6) is implemented efficiently on this 3D set by recognizing that the 1D convolution operation is repeated along each line in azimuth of the pre-computed single-piston field. Therefore, each line in azimuth is loaded into fast shared memory prior to applying the weights w i , which are stored in constant memory. Here, convolution is implemented in the conventional way using shift, multiply, and add operations. FFT-based convolution may not be faster than the conventional convolution implemented here unless the reference field is very large.
E. 2D Regular Arrays
The regular 2D linear array consists of m×n pistons aligned on a regular grid. Similar to the 1D case, we can describe the complex weights as a mask with complex weights w ij , and the sum of all weighted pistons can be written as a twodimensional convolution of a single-piston pressure field. As in the 1D case, the pre-computed field for a single piston is sampled such that the distances between pistons in both the azimuth and elevation dimensions are an integer multiple of the respective spatial samplings in each dimension. 
IV. RESULTS
A. Single Rectangular Piston 1) Accuracy: The RSM and FNM were implemented in MATLAB and for the GPU to compare accuracy and execution times as a function of the number of field points and abscissas. For a rectangular piston with width a=5λ and height b=7.5λ (duplicating in Fig. 2 of McGough [1] ), the single-precision GPU result with the FNM is shown in Fig. 1 using 100 Gauss abscissas. By inspection, the GPU result appears to be identical to that in McGough [1] . To compare accuracy, the MATLAB computation performed in double precision using the FNM with 200 Gauss abscissas served as the reference for comparison to GPU computations performed in single precision. Using the results shown in Fig. 1 , the normalized relative errors (as defined in (3)) for this specific case using 100 abscissas are within 2.6 × 10 −6 for the single-precision GPU computations. In the GPU result, the errors are more prominent in the region over the piston, where, in this particular case, |x| < a and |y| = 0, and 6 integrals are evaluated instead of 8.
In therapeutic ultrasound exposures, such as those required for mild hyperthermia, a high degree of accuracy in the field calculations is not necessary. Fig. 2(a) summarizes the peak normalized relative error as a function of abscissa count over the same domain as is shown in Fig. 1 for four cases: FNM in MATLAB in double-precision (solid), FNM in MATLAB in single-precision (dotted), FNM on GPU in single-precision (dashed), and RSM on GPU in single-precision (dash-dot). Fig. 2(b) shows the peak normalized relative error in the farfield between 1 and 10 far-field transition distances. In the case of the RSM, field points at the surface of the piston (z=0) were omitted due to the singularities at the sampling points. Several interesting qualitative features are apparent in the results. The double-precision MATLAB result in Fig. 2 is in near exact agreement with Fig. 5 in [1] . Except in the case of the RSM-GPU, the single-precision FNM-MATLAB and GPU results track the double-precision FNM-MATLAB results to the numerical limits of the respective computations, above which adding more abscissas does not improve the accuracy. In general, far-field results converge faster than the near-field results in Fig. 2 , though the lower bounds for the errors are slightly higher for the far-field computations. Additionally, the RSM converges much more slowly than the FNM.
The convergence of the single-precision GPU implementations of the RSM and FNM was quantified in terms of abscissas required to achieve accuracies within 1%, 0.1%, and 0.01% (denoted by horizontal dashed lines in Fig. 2) . It is important to clarify the meaning of abscissas when referring to either RSM or the FNM. As the RSM requires a 2D integration, abscissas represent the square root of the true number of abscissas used in the computation. For the FNM, the number of abscissas is given per integral even though the number of integrals depends on the field point location. In the near-field ( Fig. 2(a) ), the FNM in single-precision GPU calculations converges to within 1%, 0.1%, and 0.01% error with 8, 14, and 16 abscissas per integral, respectively, and correspondingly 61 2 , 126 2 , and 396 2 abscissas for the RSM. In the far-field (Fig. 2(b) ), the FNM in single-precision GPU calculations converges to within 1%, 0.1%, and 0.01% error with 6, 7, and 8 abscissas, respectively, and correspondingly 21 2 , 67 2 , and 200 2 abscissas for the RSM.
2) Speed: Single-precision computation times for the RSM and the FNM implemented on the C1060 GPU are summarized in Table I for field point numbers ranging from 64 3 up to 256 3 using the abscissas required to achieve 1%, 0.1%, and 0.01% accuracy in the near-field according to the result in Fig. 2(a) . In this benchmark, the field was computed from a rectangular piston, 1λ in azimuth by 1.5λ in elevation with λ/4 spatial sampling in azimuth and elevation and λ/2 sampling in depth. The speed of the FNM over the RSM increases from approximately 30 times faster for 64 3 field points at 1% accuracy up to over 790 times faster for 256 3 at 0.01% accuracy.
