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ABSTRACT. - Let D CC C”’ be a domain and D’ c D a closed complex submanifold. A normalized weight 
function ‘p on D’ is called weight of restriction, if the restriction of any L’-holomorphic function f on D to D’ 
is contained in L’(D’, cp), and it is called a weight of extension, if any holomorphic function in L2 (D’, p) can 
be extended to a L2-holomorphic function on D. Properties of the families of weights of restriction and weights 
of extension and relations between them are studied in this article. An application to the boundary behavior of 
the Bergman metric is given. 0 Elsevier, Paris 
1. Introduction 
Let D CC C” be a bounded domain and cp : D --t W a measurable function (always with 
respect to the Lebesgue measure), called a weight function. We put for any measurable 
function f : D 3 C 
IV II& = Ilfll~ := S, lf12e-” dX 
and denote by L’(D, cp) the Hilbert space of all functions with finite norm I ( . (Iv. 
Furthermore, we use the notation 
H2(D, cp) := L2(D, p) n O(D), 
for the closed subspace of holomorphic functions in L2(D, cp). 
Let, now, D’ c D be a closed submanifold and 4 : D’ -+ W a measurable function on 
D’. Then the following two questions can be asked: 
1) Does the restriction map T := TD,D~ of functions on D to functions on D’ map 
H2(D, cp) into H2(D’, $I)? 
2) Does there exist a bounded linear extension map e = e+,P : H2(D’, I/I) + H2( D, cp)? 
More specifically, we define: 
DEFINITION 1.1. - a) A plurisubharmonic function cp : D’ + R, cp 2 0, is called a weight 
of restriction for the pair (D, D’), if the restriction r = TD,D’ maps H2(D) := H2(D, 0) 
continuously into H2 (D’, ‘p) with norm Ilrllv 5 1. The set of all weights of restriction for 
the pair (D,D’) is denoted by I = E(D, D’). 
b) A plurisubharmonic function 11, : D’ + R is called a weight of extension for the 
pair (D, D’), f ‘t 1 1 is bounded from below and if there is a bounded linear operator 
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eqj 1 H2(D',7+!l) -+ H2(D) with jjeti,ll 5 1 and q,(f)lD’ = f,for all f E H2(D’,Q). The 
set of all weights of extension for the pair (D, D’) is denoted by .? = F(D, D’). 
The existence of weights of restriction for (D, D’) can easily be shown for a suitable 
class of pairs (D, D’) (see Theorem 2.1) whereas the existence of non-trivial weights of 
extension is a much deeper fact. 
A fundamental theorem in this respect with many important applications in complex 
analysis and algebraic geometry has turned out to be the following result by T. Ohsawa 
and K. Takegoshi from [20]: 
THEOREM 1.2. -Let D CC C” be a boundedpseudoconvex domain, 11 : D --+ RU{ --cm} a 
plurisubharmonic function and A c 63” a complex a$fine linear subspace. Put D’ := D f~ A. 
Then there is a constant C depending only on the diameter of D, such that for any function 
f E H2(D’,$) th ere is afunction F E H2(D,$) satisfying F/D’ = f and 
Remark. - Usually, the Theorem is formulated only for the case dim H = n - 1. Notice, 
however, that the case of arbitrary dimension of H follows from this directly by recursion. 
The existence of weights of extension in the situation of Theorem 1.2 follows immediately 
(see Corollary 2.3). 
The purpose of this article is to start a more systematic study of the properties of the sets 
E and T and the relations between them, under suitable assumptions on D and D’. 
A major motivation for doing this consists in the possible applications to the Bergman 
theory. Namely, we denote by KD,~ (x, w) the Bergman reproducing kernel of H2(D, ‘p) 
(holomorphic in z and antiholomorphic in w) and by KD,;p(z) := KD,~(z,~) the 
corresponding Bergman kernel function. If Ko,,(z) # 0 for all z E D we write ds$,,(z; t) 
for the associated Bergman metric (it will, in general, only be positive semi-definite). The 
most interesting case of this is, of course, cp = 0. And in this situation the questions of 
the boundary behavior of KD(z) := KD,~(,z) and dss(z;t) := ds&,,(z;t) under suitable 
assumptions on D, which were originated already by S. Bergman, have, since around 
1965, found a particularly high interest. However, it has already been observed in [lo], 
that the existence of certain weights of extension can be used to give lower estimates 
for the boundary behavior of KD(z). These questions were further pursued in [7] and 
in [8], where possibilities were studied, how to construct suitable weights of extension 
from geometric data of dD, namely from several different finite type conditions. For 
pseudoconvex domains of semi-regular type, for instance, this has lead in [8] to the 
precise description of the growth order of KD(z) and ds $ for non-tangential approach to 
a point z. E dD (see also [l] and [9]). In this article we will consider KD, ds$, KI)/,~, 
d&p and relations between them from a more general point of view (see sections 2 and 3) 
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2. First facts and their consequences 
2.1. Basic observations 
For the applications we have in mind, it suffices to consider the situation given by 
the following: 
GENERAL ASSUMTIONS (GA). - The domain D CC C” is pseudoconvex, H c 43” is a 
complex affine linear subspace of dimension k and D’ := D n H. 
We want to show at first, that under these conditions, weights of restriction in the sense 
of Definition 1 .l always exist. Namely, we have: 
THEOREM 2.1. - If (GA) is satisfied, then there is a constant C > 0 depending only on 
n - k, such that for the plurisubharmonic function 
cpl(z) := -2(n - k)log S,(z) 
on D’, where So(z) := dist(z, aD), the following estimate holds 
(2.1) IlflD’ll;, 5 wl12> 
for all f E H’(D) (Ilfll := Ilfllo,o). In particular, we have 
p(z) := cpl(Z) + log(C) E E. 
Proof. - After an affine change of coordinates, we have 
H = {w = (w’,w”) E Vlw” := (w~+~, . . . +I,) = 0 }. 
We denote by w,-k the volume of the unit ball in R2(“-k). The Lebesgue measure on 
CL--ii is written as dX”. Then the mean value inequality gives for f E Hz(D) and 
x = (2; 0) E D’ 
If (6 (91” I u,.i6u;z)2(“-l) 
.I 
~,~,,,<s,(t)~ IfW w”)12 dX”(w”) 
1 = peP1(z) 
&-k .I’ 
If(.z’, w”)12 d,“(w”). 
W’l<~D(~)l 
After multiplying this inequality by e-VI(‘) and integrating over D’ we get (2.1). 0 
Another useful simple observation is: 
PROPOSITION 2.2. - Let cp be any weightfinction on D. Then the following two statements 
are equivalent: 
(i) There is a constant C > 0, such that for any f E H2(D’, cp) there is a function 
F E H2(D), such that FID’ = f and 
IIFIIW L Wll%P 
(ii) There is a continuous linear operator eV : H2( D’, cp) -+ H2(D, cp) with norm 
IleVjI 2 C and e,(f)lD’ = f for all f E H2(D’,cp). 
Proof. - In order to see, that i) implies ii) we denote by h& (0, cp) the (closed) subspace 
of H2(D, cp) of the functions vanishing on D’, put H& (D, cp) := (h& (D, (p))’ and let 
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7rTy : H2(D, cp) + Hi, (D, cp) be the orthogonal projection. It then follows, that the operator 
eV with the desired properties can be defined in the following way: we choose for a given 
f E H2(D’,cp) a function F E H2(D,cp) as obtained from i) and put elp ( f) := K~ (F). q 
By using Theorem 1.2 we immediately get: 
COROLLARY 2.3. -Suppose that (GA) are satisjied and let C > 0 be the constant given by 
Theorem 1.2 . Then the function cp := log C is a weight of extension for (D, D’). 
As mentioned already in the Introduction, geometrical conditions for the existence of 
non-trivial weights of extension have been studied in [lo], [7], [S]. A sufficient condition 
leading to the existence of such weights has been formulated in the following result 
from [19]: 
THEOREM 2.4. - Let for the pair D CC C”, n > 1, and H (GA) be satisjied and let 
codim H = 1. Let, furthermore, u be an arbitrary plurisubharmonic function on D. If 
another plurisubharmonic function $J on D satisjies 
C+ := sup ($ + 210g dist(., H)) < W, 
D 
then there is for every function f E H2( D’, u + $J) a function F E H2(D, U) satisfying 
the estimate 
where the constant C, only depends on the dimension n. 
Let us, now, observe the following: 
THEOREM 2.5. - (a) Let for a given pair (0, D’) a function cp E E be given and let (pl 
be an arbitrary plurisubharmonic function on D’ with (~1 > ‘p. Then also (~1 E E and 
ll7’~1ll I lb-VII. 
(b) Let 11, E 3 be given and let $1 be another plurisubharmonic function on D’ which 
is boundedfrom below and satisjies $1 5 $. Then $1 E 3 and Ile+I II < Ile~II. 
(c) For cp E & and $ E 3 one always has 
H2(D’,111) C= H2(D’,cp) and II . lb 5 II . II+ 
(d) For cp E & and II, E 3 one has on D’ 
Proof - Parts a) and b) follow directly from the definitions. In order to show c) we 
choose cp E E and 11, E 3. Then TD.D~ o e+(f) = f for all f E H2(D’, $), and, hence, 
Ilflb = hW’ ’ edf)llv 5 11 rD,DrII~Iledf)b 5 IlelL(f)lb 5 Iledlllfllti 5 kfll@. 
This is what we want. Finally, d) can be seen from the following two estimates using c): 
First, we take an arbitrary function h E H2(D’, $). Then e+(h) E H2( D) with 
lleQ(h>lb 5 Iblh and, hence, for z E D’ 
lh(z)12= ledw412 
IINI; Ilhll$ 
< MW>I” < KDCZ) 
- IledW - 
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By taking the supremum over all h E H2(D', t/1)\(0) in th’ 1s inequality, we get the left side 
of (2.2). Next, we observe, that for arbitrary g E H’(D) we have ro,or(g) E H2(D’, cp) 
with ]]rD,D~(g)]]P 5 ]]g]]o, such that for z E D’ 
Again, by taking the supremum over g in this inequality, the right side of (2.2) follows.C! 
The last Theorem suggests a whole series of questions, that have to be asked. In doing 
so, it may be assumed, that (GA) is satisfied and, if necessary, additional assumptions 
may be added. 
2.2. Questions 
(1) Do ‘optimal’ weights of restriction always exist, namely, cp E E which are minimal; 
is there even a cp E & with + 2 cp for all @ E E? (see Theorem 2.5, a)). 
(2) Do ‘optimal’ weights of extension always exist, namely $ E F which are maximal 
in .F; is there even a II, E F with $ 5 11, for all II, E T? (see Theorem 2.5, b)). 
(3) Does for cp E E and II, E F the inequality $J 5 cp hold? (see Theorem 2.5, c)). 
(4) Does there exist an optimal weight of restriction cp E E which is, at the same time, 
an optimal weight of extension? 
(5) Under which conditions does there exist a pair (cp, $J) E E x F such that 
(2.3) H2(D, $9) = H2(D, $)? 
(6) What can be said about the values of Kot,p (z) in terms of cp? In particular, what 
follows about the boundary behavior of KD/,+,(z)? (see Theorem 2.5, d)). 
(7) What can be said about I and F in terms of the geometry of dD (assume, for 
instance, that dD is smooth and of finite type or even of finite semiregular type 
in the sense of [S])? 
2.3 Some remarks concerning these questions 
(1) Extension and restriction of holomorphic functions are in many senses dual 
operations. Wherever the answer to 4) or 5) is ‘yes’, this duality is very strict 
in the sense of H2-structures. 
(2) It is already known, that the answer to 5) and, therefore, also to 4) is ‘no’ even 
in quite simple situations. Namely, in [ 111, Corollary 2.7, a pseudoconvex domain 
D CC C3 with smooth polynomial boundary was constructed with the following 
properties: 
(a) The hyperplane H := {zr = 0) intersects ao transversally, 
(b) there is no positive measure du on D’ := D rl H, such that 
Q~,(H~(D)) = H2(D’, dv), 
where, of course, H2(D’, dv) := {f E L3(D’) : Jo, ]fl2 du < oc}. In other words, there 
is in this case no ‘perfect’ weight of restriction, by which we mean a cp E E, such that 
rD,Dr(H2(D)) = H2(D’,cp). H owever, it is perhaps important to notice, that in the case 
of the example from [I l] the intersection D’ cannot be made strictly pseudoconvex. 
Hence, the question, whether the answer to 4) or 5) always is in the affirmative under the 
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additional assumption, that D’ is strictly pseudoconvex, is open (and cannot be answered 
in this article). 
(3) The most important fact, which makes question 5) so important and, in fact, is one 
of the major motivations for the investigations of this article, is the following: 
THEOREM 2.6. - Assume, that for a pair (D, D’), where D is a bounded domain in C” and 
D’ c D is a closed complex submanifold, there is a pair offunctions (cp, +) E E x F, such 
that (2.3) ) holds. Then one has for any z E D’ and any vector X E Ti’D’ the estimate 
(2.4) dsf)(z; X) 2 Cara&(z; X). 
(Here CaraD, (e; .) denotes the injinitesimal Caratheodory metric of D’.) 
Proof. - Choose z E D’ and X E Ti’D’. We will have to show, that one has for each 
function h E H” (D’) with 1 Ihl loo = 1 and h(z) = 0 the inequality 
For this we denote by fi E H2( D) the unique function with 1 ]fi 1 ID = 1 and 
f&) = K?“(z). 
Then we have because of (2.3) 
h. rD.Df(.fz) E Hz@‘, cp) = @(D’, ‘$). 
Hence we can consider F := cti(hr~,~/(ft)) E H’(D). We have ]]F]] 2 1, F(z) = 0 
and, since X is tangential to D’, also 
X(F)(z) = X(h)(z)KZ(“(z). 
This proves (2.4) because of the following formula for the Bergman metric 
(2.5) D > 
,,&2 (z X) = max{ Ix(d(z>12 : g ’ H2(Dh(z) = ‘, 1kdl 5 ‘> 
Kdz) 
4) We know already, that (2.3) does not always hold, such that Theorem 2.6 is not always 
applicable. However, also (2.4) does not always hold, as the following example of a 
bounded pseudoconvex domain D c C3 with polynomial smooth boundary shows: 
Put 
p(Z) := Rwa + 1211~ + 146 + 1.Z316 + 12212/z312; 
D := (2 E c3 : p(z) < 0}, H := {z2 = z3}, D’ := D n H, zt := (-t,O,O) E D’ 
for small t > 0 and X := (0, 1,l). Then 0 E dD’ is a point of type 4 and, hence, it 
follows from [2], that 
Cara&(z,; X) 2 -&. 
On the other hand, as shown in [ 131, one has 
d&&t;X) 5 &log;. 
Therefore, (2.4) does not hold in this case. 
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3. Estimates for weighted Bergman kernels 
In this section we always consider bounded domains D C Cd. At first we remind the 
reader of the following simple fact clarifying our notations at the same time: 
LEMMA 3.1. - Suppose, that the boundary of D is C2-smooth. Then there are positive 
numbers n, E, such that one has for D, := { < E D : a~({) < &}. 
(a) The orthogonal projection T = TD : D, -+ dD is well-dejked. 
(b) If we denote for t E D, by VD(i!) the exterior (real) normal vector to dD at the 
point r(t), then one has for each u E D and each t E D, the following unique 
orthogonal decomposition 
W - t = (w - t, uD(+D(t) + T,(w) 
with T,(w) E TXct) lo 30 ((., .) denotes the unitary inner product on Cd). 
(c) The so-called distinguished ellipsoid 
ED(t) := w E cd : Ilw - t, vD(t))i2 i%‘J)t” 
+ SD(t) < u2 
is relatively compact in D. 
The distinguished ellipsoids are used to define distinguished averages of weight functions 
in the following way: 
DEFINITION 3.2. - Let D CC UZd be a domain with C2-smooth boundary and u : D --f R 
a measurable function. Then we define for t E D, 
and call it the distinguished average of u on D,. 
Using this distinguished average we get the following upper estimate for weighted Bergman 
kernels 
THEOREM 3.3. - If D CC Cd has C2-smooth boundary, then there is a constant C2 > 0, 
such that for all measurable functions u on D and all t E D, 
KD+(t) 5 cze 
c(t) 
s$+,+l(t) . 
Proof. - Let h E H2(D, u) and t E D, be given. By applying the mean value property 
to ED(t) we get 
IlN~>ll 5 l / vol ED(t) ED(t) IW4l NW) 
1 
= vol ED(t) ED(t) s 
Ih(w)le-t”(“)e3”(“) dX(w) 
5 llhllu l 
l/2 






~01 ED (t) 
) e++). 
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By dividing this estimate by 1 IhI IzL and taking the supremum over all non-vanishing 
h E H’(D, U) we get the Theorem. 0 
A corresponding lower estimate for weighted Bergman kernels was derived by Demailly 
in [4] from [20]: 
THEOREM 3.4. - Let D CC cd be pseudoconvex. There is a constant C.$ > 0, such that 
fbr all *u E PSH(D) and for all t E D 
KD;?, (t) > C&? 
For strongly pseudoconvex D one even has in analogy to Theorem 3.3 
THEOREM 3.5. - Let D CC 43” be a strongly pseudoconvex domain with Cm-smooth 
boundary. Then there is a constant Cd > 0 such that for all u. E PSH(D) and all t E D 
Proof. - The first goal is to reduce the desired estimate to an analogous one on the 
following polydiscs. We take a point t E D sufficiently close to the boundary and call 
t* := rD(t) E dD. In order to simplify notations we make a linear change of coordinates 
such that we have t* = 0, t = (-6,0, . , 0) and Tl?dD = {zl = O}. Then we have for 
a sufficiently small constant a > 0 (independent of t) 
(3.1) P t,6 := a(t,, ab) x A&O’, cd, c D. 
If we put 
we have ED(t) = {z E 6Zd : Wh (2) < l} and, therefore, 
(3.2) ED(t) c p+,s c 
We may assume, that the constant a > 0 has been chosen so small, that even 
(3.3) {We < 4 cc D, 
for all t E D, (see Lemma 3.1). We also will need the polydisc 
(3.4) 
We have 
C W&)<s> cP~;,c{nm<~}. 
In order to be able to compare Ko,, with the weighted Bergman kernel on Pt,a, we need 
to construct an auxiliary plurisubharmonic weight function in a similar way as in [2]. 
We choose a C” cut-off function [ : R --) R with ((2) z x for x < l/2, <’ 2 0, and 
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E(X) G 1 for z > 3/4 and let p be a smooth strongly plurisubharmonic defining function 
of D. Then we claim: 
LEMMA 3.6. - There is a constant M > 0, independent oft E D and S = s,(t), such 
that the function 
@b := log(J o IV&) + n/r. exp 
0 
$ 
has the following properties: 
(a) +6 is plurisubharmonic on D and smooth on D \ {t}. 
(b) On the set {,z : 0 < W&(z) 5 d} one has the estimate 
for all X E Cd with a constant CO > 0 independent of z and S. 
We postpone the proof of this Lemma and finish at first the arguments reducing 
Theorem 3.5 to an estimate on Pt,&. Namely, we choose another C” cut-off function 
X : W + [0, l] with IX’] 5 8, X(X) G 1 for x I l/2 and X(z) E 0 for z 2 3/4 and 
take an arbitrary function h E H2(Pt,6, U) with ]]hlj~~,~,~ = 1. Then, because of (3.2), 
the (0, I)-form 
w := qx 0 W6. h) 
is smooth on D and sup p(v) n Pl,* = 0. A direct calculation using Lemma 3.6, b), shows 
on {l/2 < IV6 < 3/4} and 0 otherwise (here, 1 e laaQs means the length with respect to 
the Kahler metric given by a%&). 
If we observe, furthermore, that, because of (3.5), 
with a constant Cr > 0 independent of t and 6, we obtain by solving the a-equation 
essentially as in Lemma 4.4.1 from [15] a function g on D satisfying 3g = u together 
with the estimate 
(3.6) h?llkD6+u 5 c3 
s D 
b&,a6e-d”s-u dAd 5 &llhlli. 
Since Q6 5 M independently of S, we get, that the function Fa := XoWs.h-g E H2(D, U) 
for all S and 
IlFsllt L C5, 
with a constant Cr, > 0 not depending on S. Because of the singularity of d. a.6 at t, we 
have g(t) = 0 and, hence, F&(t) = h(t) f or all t. Alltogether, this gives the estimate 
(3.7) KD.u(t) 2 $&u(t). 
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Therefore, the claim of Theorem 3.5 follows from the following: 
LEMMA 3.7. -Let P = I$, A(t, Rj) E Cd be apolycylinder with center t = (tl, . . . , t$) 
and u a plurisubhurmonic filection on P. Then one has 
&“) 
UP&) 2 (R1 . . . Rd)2. 
Proof of Lemma 3.7. - This is an easy consequence of Theorem 2.4. Namely, we apply this 
result at first to Dt := A(tI,R1) c C as domain D, the point Hi := {ti} as hyperplane, 
the function ul(zl) := ~(.zi,tg, . . , t,,) - 2 C,“=, log Rj as u and $Q := -2log RI 
as 4. Then the (constant) function fc := exp(i(ui + $1)) E H’(D’,ui + $1) 
on 0: := D1 n Hi = {tl} has an extension fi E H2(A(tI, R1),ul). It satisfies 
fl(tl) = h(b) = exp(i(dt) - 2X,“_, 1ogRj)) and 
ll.flll”D ,,ul 5 CIII.fll&L,+li,l = Cl, 
since supD, ($1 + 2 log I z1 - tll) = 0. In a next step, we, again, apply Theorem 2.4, this 
time to the domain Dz := A(t,, RI) x A(t2, Rz) c C2, the hyperplane Hz := (~2 = t2}, 
and the plurisubharmonic functions us(zi , z2) := u(zr , 22, t3, . . . , tn) - 2 C,“=, log Rj as 
u and $2 := -210gR2 as $.Then we have on 0; := 02 n Hz E D1 
Ul = u2(., t2) + $2. 
Therefore, we obtain an extension f2 E H2(A(t17 RI) x A(tz, R~),uz) of fl with 
Ilf2II~,,u, I GCl. 
After repeating this procedure alltogether d times, we get a function fd E H2(P, u) with 
ll.f~ll”p,,, F cl’-‘Cd and 
Ifd(t)l” = IfoWl = 
e”(t) 
(RI . . . RJ2 ’ 
This shows Lemma 3.7 and, hence, also Theorem 3.5 has been proved modulo the proof 
of Lemma 3.6, which will be given next. 0 
Proof of Lemma 3.6. - We choose t E D,, put S := so(t) and make a linear 
coordinate change as at the beginning of the proof of Theorem 3.5. We choose a strongly 
plurisubharmonic defining function p of D and write for brevity 
V:=exp ! . 
0 
After multiplying p by a suitable constant we have 
(3.8) m= { 
1 forj = 1 
azj Oforj > 1. 
At first we want to estimate the Levi form of V from below by the Levi form of @b. 
We calculate 
(3.9) Lv(z; X) = V(z) ( 4&; X) + I( XI” s ) 62 . 
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The “Peter-and-Paul” inequality gives 
(3.10) 
On { IV6 5 d} one has (.a/ 5 Crfi with a constant C1 > 0 and, hence, because of (3.8) 
f%44 
I I 8% 
>l-C&Y 
and w4 
I I d%j 
<Cs&forj=2,...,d. 
For 6 > 0 sufficiently small, we, therefore, can estimate using (3.10) 
Plugging this into (3.9) gives on {WS < d} 
(3.11) 
Here we just used, that L,, 2 0. But we even have 
JqGq 2 W12, 
with a constant X > 0. Hence, we also get 
(3.12) 
everywhere on D. 
WI2 &(x; X) 2 XV(x)- 6 ’ 
Next we cut for a number s with 0 < s < 1 the function V into two pieces 
v = sv + (1 - s)V. 
Then we get on {Ws 5 d} from (3.11) and (3.12) 




+(1 - s)v(%)xy 
1 p(z) --p- +--j- > 
> 
for sufficiently small s. Since V(z) is bounded from below, this gives 
(3.13) Is&; X) 2 CSLW, (z; X) 
on {W& < d}. 
Now we come to the estimate of La,. We observe, that 
(3.14) ~~=logWg+M~Von 
and hence it is plurisubharmonic there. 
JOURNAL DE MATHeMATIQUES PURE.? ET APPLIQUBES 
708 K. DIEDERICH, G. HERBORT AND V. MICHEL 
On {i < IV, 5 1) one has: 
C,,(z;X) = (log+Wb &,(z;X) + (log~)“oWg~ I(aw&);X)12 +A!rC+;X). 
The first term is good since (log I)’ 2 0. And because of the plurisubharmonicity of 
log IV& one has: 
And since one has on ($, I] for a constant C, > 0 the estimate (log 0” 2 -CT, we get 
on {i < N’S 2 l} by using (3.13) 
On (IV6 > l} one, finally, has @b = M . V. So there is no problem. Alltogether, we have 
shown, that part a) of Lemma 3.6 holds. Part b) follows directly from (3.13). 0 
4. Properties of the family of weights of restriction 
In this section we mainly want to consider question 1) from subsection 2.2, namely, 
we want to ask, in which sense there might be ‘minimal’ weights of restriction for a 
given pair (D, D’). 
At first we observe, that the family E, of course, always has the function 0 as a uniform 
lower bound (which, in general, does not belong to E). However, as a consequence of 
Theorem 3.3 and Theorem 2.5, we get a better lower bound for E, if (GA) is satisfied and 
the domain D’ = D n H has a smooth strongly pseudoconvex boundary. More precisely: 
THEOREM 4.1. - Let (GA) be satisjed for (D, D’), D’ = D n H and suppose, that the 
domain D’ c Ck has a C2-smooth boundary and is strongly pseudoconvex. Then there is 
a constant C > 0, such that the distinguished average (in the sense of Dejinition 3.2 ) @ 
of any function cp E E satisfies the lower estimate 
(4.1) @(z) > c + log _____ 
KD+) 
,for all z E D’. 
Proof. - The Bergman kernel function of the strongly pseudoconvex domain D’ c 83” 
satisfies on D’ 
(4.2) &f(z) 2 KD,(z) < C’S,?‘(z) 
with a constant C’ > 0 (see [14] and [5]). Theorem 3.3 and Theorem 2.5, part d), 
therefore, give 
$5 > log KD’,9 + (k + l)log S,, - log C, > log g + C I 
on D’. cl 
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Remark. - The estimate of this Theorem is sharp in the following sense: the distinguished 
average (p cannot be replaced by the weight cp E & itself. Namely, let D := B2 c C2 be 
the unit ball and put D’ := D f+ { 22 = O}. As we will see in the next Theorem, there 
is for each point (a, 0) E D’ a weight (pU E E with (~(~(a, 0) = 0. On the other hand 
one has in this explicit case 
KD(%O) 2 1 -~ 
KD,(%~) = 7r 1 - Ial*’ 
So, if (4.1) would hold with (Pi instead of Cp,, we would get for arbitrary points (a, 0) E D’ 
0 = p&,0) 2 C” - log(l - ln12). 
with C” independent of a, a contradiction, 0 
For the proof of our next Theorem it will be convenient to consider the following class 
2 of weight functions which is larger than E: 
DEFINITION 4.2. - Let (GA) be satisjed. Then we deBne 2 to be the class of upper 
semicontinuousfinctions cp > 0 on D’, such that the restriction map TD,D~ maps H2(D) 
continuously into H2(D’, cp). 
Remark. - Obviously & = E”n{(p E PSH(D’) : (Iro,D/IIv 5 1). 
We have: 
LEMMA 4.3. - Let a E D’ and 0 < E < 1. Then, for any cp E E”, also 
Ix - 4 cpa,,(z) := max v(z) + clog-, 0 
1 I 
E E, 
with T = diam( D). More precisely, there is a constant c,,, independent of cp, a, E, such that 
one has for any ,B E (0, $) the estimate 
Proof - Let a E D’ be given and take f E H2( D). The mean value inequality gives 
for z E D’ 
IfMl” L j&ll.llb. 
Suppose 0 < p < i and put 6, := @o(a). Then we have on D, := (2 E D’ : Iz-ul < S,} 
and, hence, for all z E D, 
(44 If(4l’ 5 2%~llfll&. 
a 
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By definition we have 
and, hence, we get from (4.3) because of cp > 0. 
(4.4) / If(r)12e-pa~'(") dXzk 5 T” / If(z)l”lz - ulbE dXzk 
D, . De, 
= C,,,~TEP2k-ESD(a)2(li-n)-E “il.llh. 
The integral over D’ \ D, can easily be estimated because of ~p~,~ (z) 2 E log( $$) + p(z) by 
(4.5) 
.I 
D,\D Lwl’e- pn,E(z)dX2~ < T’S,“((~D.D,~(J~ 
a 
5 TEP-E~DE(~)II~~,~~ll~llfll”,. 
Adding (4.4) and (4.5) gives the desired result. 
Using this Lemma, we get: 
0 
THEOREM 4.4. - 1) Let (GA) be satisjied. Then for each ‘p E E with IlrD,D, /IV < 1 and 
each point a E D’ and E > 0 sufficiently small also cpa.E E E. In particular, there is for 
each point a E D’ a function cp E & with cp(a) = 0. 
Proof. - Just choose in Lemma 4.3 at first ,# > 0 and then E > 0 sufficiently small. 0 
Remark 4.5. - 1) The Theorem shows, that on D’ the function a(z) := min(cp(z) : 
cp E E} z 0. Hence, in general, @ # E. In this sense, there is, in general, no optimal 
weight qf restriction. 
2) Starting from Theorem 4.4 it even can be shown thatfor each countable set S c D’ there 
is a function cp E E such that p(a) = 0 f or all a E S. We do not go into the details here. 
Although the absolute minimum over E is, in general, not in E, we always have: 
THEOREM 4.6. - Let (GA) be satisjied and suppose, that E’ c E is a totally ordered subset. 
Then E’ has a lower bound cpo E E. 
For the proof of this result we show at first the following fact from real analysis: 
LEMMA 4.7. - Let K c IWN be compact and W > Kan open neighborhood. Let M be a 
totally ordered, non-empty set offunctions on W. The one has: 
(a) If all functions from M are upper semicontinuous and ~~I&u(z) > --03 jar all 
.T E W, then 
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(b) If all functions from M are lower semicontinuous and supu(x) < +oo for all 
ULEM 
~1: E W, then 
Proof. - It suffices to show a). The left hand side always is less than or equal to the 
right hand side. We show the inverse estimate. For brevity we put ua := inf U. Since 
UEM 
u. also is upper semicontinuous, we can find a monotonously decreasing sequence (fi)l 
of continuous functions on W converging to uo. Let E > 0 and 1 E N. For each .2: E K 
there is a u, E M with 
u,(x) < uo(z) + E < fi(X) + 2E. 
The function U, - fi being upper semicontinuous, we, therefore, even have on a suitable 
open neighborhood W, of II: 
Since K is compact, there is a finite number of points zl; . . . , x, E K such that 
K c IV,, U . . . U W, ,,,. We put U* := min{u,,, . . . , u,~“}). Then we have: 
u* 5 fi + 2~ on K. 
Furthermore, since M is totally ordered, we also have U* E M. This shows 
inf 
UEM . 
u(X) dAiv 2 
.I 
u*(x) dALv L 
.I 
fi (x) d&v + 2~4 K)E 
K K 
and with Beppo Levi, for 1 + 00, 
U(X) d-b 5 u&c) dXN + 2~. 
This finishes the proof. 
We have the following consequence: 
cl 
COROLLARY 4.8. -Let R c C” be open and S a totally ordered set of non-negative 
plurisubharmonic functions on 0. Then the function ‘~10 := kn$u is also plurisubharmonic. 
Proof. - It is an immediate consequence of Lemma 4.7, a), that the mean value inequality 
holds for ug on 02~ := R n L for any complex line L. 0 
We now can give the: 
Proof of Theorem 4.6. - We choose in the situation of the Theorem cpO := i$,u. This 
is plurisubharmonic on D’ according to the Corollary. We want to show that cpo E &. We 
fix for this an arbitrary f E H2(D). Let V CC D’ be relatively compact and open. We 
apply Lemma 4.7 with N = 2k, K = v, W = D’ and 
M = ~~~D,DO~~ . exp(-u) : w, E E’}. 
JOURNAL DE MATHeMATIQUES PURES ET APF’LIQLJEES 
712 K. DIEDERICH. '3. HERBORT AND V. MICHEL 
Then part b) gives because of the equality jr~,~r(f)]~ exp( -cpa) = sup w 
WEM 
J I~o,o,(f)(~)l"exP(-cp"(z))$X2k: = J sup W(Z)dX2k v v WEM 
= sup J I~~,~/(f)(~)l~e-“(~) dXzk UEE \. 
I SUP llwll2 UEE 
I llfllk. 
Since V was chosen to be an arbitrary open subset of D’, we get I Iv-D,I)~ (f)] ItO 5 I IfI 1;. 
This finishes the proof. c3 
By Zorn’s Lemma we have: 
COROLLARY 4.9. -The family & has minimal elements with respect to the partial ordering 
relation 5. 
5. Properties of the family of weights of extension 
In this section we always suppose that (GA) is satisfied. Furthermore, for any measurable 
function u : D’ --+ R, we denote by u* the upper semicontinuous regularization of U. 
In view of Theorem 2.5, b), we observe at first 
THEOREM 5.1. - a) There is a constant c, such that for all $ E F and ,z E D’ 
b) If the domain D’ c H E 63” has C2-smooth boundary and is strictly pseudoconvex, then 
there is a constant c, such that for all G E .F and z E D’ 
Proof. - Part a) is a direct consequence of Theorem 2.5, d), and Theorem 3.4. Part b) 
follows by combining Theorem 3.5 with Theorem 2.5 and the estimate (4.2). 0 
Because of the existence of such upper bounds for J-- the following definition makes sense: 
DEFINITION 5.2. - We put 
*D,D’ :={li,:$E.F} 
and call it the bound of extension for the pair (D, D’). 
According to [18] the function Q&,D, is again plurisubharmonic. It would, of course, 
be particularly nice, if also always Q&,D, E FT. This is, however, not the case, as the 
following example shows: 
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Example. - Let D = Ba be the unit ball in C2 and put D’ := D n (~2 = 0). By using 
the automorphism group of D one shows: 
If (a: 0) E D’ and li/ E 3, then also 
From this we get the invariance property of q~,ot expressed by 
By putting in this formula a := -zl for zi E D’ arbitrary we get the explicit formula 
(54 *D,D+l) = * D,DJ(O) - log(l - lull”)- 
(In particular, we have @$,D, = Q~r,,,t.) 
On the other hand, we get by considering the trivial extension operator from c3(D’) to 
Q(D) (the extensions are taken to be constant in z2) by a direct estimate: 
The functions 7j/a(z1) := - log rr - log(1 - 1zij”) and &(zi) :E - log( 2) belong to 3. 
The function $a is, in fact, a maximal element in 3, as the following argument shows: 
let IJJ E 3 be arbitrary. Using Theorem 2.5, d), we get for all f E H2(D’, $) 
If(O i ~DdWll~ F -Goulfll~ i ;ll.ll$ 
Taking f E 1 then gives 
/ e-i dX = ~ll~~~, > ; = 1 e-Q, dX 
D’ D’ 
If $J 1 $0, then we, necessarily, get 11, = $J~. This proves, that $a is a maximal element 
in 3, 
Suppose, now, that 9 D,D~ E 3. Since the bound of extension ‘PD,Dl > $0, we get 
*D,D, = $0. Therefore, we also must have & 5 $0. This, however, is not true since 
40(O) < ?h(0>. II 
Because of this example we have to ask in analogy to the case of the weights of 
restriction, whether the family has at least always maximal elements with respect to the 
partial ordering 5 (see Corollary 4.9). In order to be able to show this under suitable 
assumptions on (0, D’) we need: 
PROPOSITION 5.3. - Let R CC Cd be a pseudoconvex domain carrying a C” strongly 
plurisubharmonic exhaustion function Cp such that 
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for a constant y > 0. Suppose, ($j)jkl is an increasing sequence of plurisubharmonic 
functions on R converging to $0 and such that $1 is boundedfrom below. Then the subspace 
j=l 
is dense in H2(R, $0). 
Proof. - We use the d-technique of T. Ohsawa from [19]. We may suppose that Cp 2 0 
and write for c > 0 
0, := {z E R : Q(z) < c} cc f2. 
We put for j 2 1 and c > $ 
Furthermore, we choose for t >> c a smoothing $~j,~ for $~j on [It and define 
We obtain by calculation 
(5.2) 
and with y’ := i min{l, y} 
- 
i)qc3a?/ 
GfJ, - 4 - - 
T 
uniformly in t. Let now VJ be a C”- smooth d-closed (d, 1)-form on 0. By IV]& we denote 
the length of v with respect to the hermitian form Q. Then there is according to Theorem 
1.6 from [19] a C”-solution udzI A . . . A dzd of the equation 
d(Jij.udzl A...A dzd) = ‘u 
satisfying the estimate 
with a constant C independent of w, 71, t, cp. 
Now suppose that f E H2(R, $a) and E > 0 are given. Then we have for c > G 
sufficiently large 
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According to B. Levi, we, therefore, have for such a c an index j such that 
(5.3) s lf12f+ dX <E2, IcI~p12 c ) 
We now pick a cut-off function E E C”(R) with t(s) z 1 for s 5 1 and t(s) E 0 for 
s > 2, 11’1 5 2. Then 
V .-8 e ; fdzlA...A dzd .- 
(( > 
@ 34 
= (’ - 
0 
- A f dzl A .’ ’ A dczd 
c c 
is a smooth d-closed (d, 1)-form on R. For given n, c, j and for t >> 1 sufficiently large 
(such that suppv C R,) we choose the function (Pi as above. Then we have 
and, hence, 
If12e-+J dX < 4~~. Y 
As explained before, there is now a P-function ut on R, with 8( fiu dzl A. . . A dzd) = v 
and 
(54 Ild54~7,, = I14~,~p, F a2 
uniformly in t. Using this, we want to show the following 
Claim (*). - There is a function u E C”(R) with a( &u dzl A . . . A dzd) = 21 and 
llt,h4I~, = Ibll&Lz I CE2- 
In order to see this, we consider the functions U, defined on Rt by 
Ut := fiutexp 
and being G 0 on R \ 0,. Then we have according to (5.4) the estimate 
IlGlln I C& 
again uniformly in t. We, therefore, can find a sequence (tm) / 00 and a function 
IV E L2(R) such that U,_ + IV in the weak-*-topology and l\Wllo < Cc. We want 
to show, that on R the function 
(5.5) 
1 
u:= JTiW.exp 2 3 
( > 
i$. 
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satisfies the equation 
(5.6) 
in the sense of distributions and satisfies the estimate 
For this we denote by ti the formally adjoint operator to a. We have to check, whether 
for any testform Q of bidegree (0,l) on R always 
(d%, da) = (1/o, a), 
where (., .) denotes the inner product of L2(0). However, if m is sufficiently large, one 
has sup p(o) CC Rtt,,, . Hence, for such m, we get because of a( Jij~~,~~ ) = v. 
where we have put for reasons of brevity 
hj,, := eXP (-;(-ktm; -w-l- 
The second term on the right side of (5.7) can be estimated by using Cauchy-Schwarz: 
/ (fiw exp(-~,i,t~).hi.~exI)( ih,t,,,)da) 1 5 lly”ixn llwj fn, lle~3~‘~~/Zhi.n,~~ll~ 
the last part being true because of the Lebesgue convergence theorem and since $j,t, \ $j 
for ml + CXI. Hence we get from (5.7) 
Hence (5.6) is satisfied in the sense of distributions. Moreover we have because of (5.5) 
IIJ;;i41$J,3 = IlWln I CE. 
Thus we have shown, that Claim (*) holds. 
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We now put 
Then fE E H2(R,$j) and 
(5.8) Ilfe - fllh = // (F( t> -l)s/~~o+llm,o 
5 IIflI{~>c},~ll + C’E 
< Cff&. 
This finishes the proof of Proposition 5.3. 0 
Using the last Proposition we easily get the following criterion for a function to be a 
weight of extension: 
THEOREM 5.4. - Let (GA) be satisjied and assume, that there is a smooth strongly 
plurisubharmonic exhaustion function @ on D’, such that 
with a constant y > 0. Let $0 be any measurable function on D’ for which there is an 
increasing sequence (&)k c F with $0 = limk,, $~k. Then there is a continuous linear 
extension operator etio : H2 (D’, $0) -+ H2( D) with norm < 1. In particular, I,& E .F. 
Proof. - For brevity we write Hj := H2(D’, $j) and II . II? := I( . [I$, . Let 
ej = e+, : Hj + H2 (D) be a continuous linear extension operator belonging to $j. 
We put 
j=l 
We define h;,(D) := {f E H2(D) : flD’ = 0} and H&(D) := h’&(D)l. By 
nl>t : H2(D) -+ H,, 2 (D) we denote the orthogonal projection. For f E Hj we put 
eh(f) := m&(f)). 
If then f E H, for some m > j, we have e,(f) - ej(f) E h&,(D), hence, 
?rnl(e,(f) - ej(f)) = 0, showing, that 
eio . . F. + H2(D) 
is well-defined, linear and satisfies 
IhJo(f)lI 2 IlfllTb, v’f E ffj> v.f 
From this the continuity of eGO with respect to the norm II . ll+0 follows. Finally, since, 
according to Proposition 5.3, F0 is dense in H2(D’, $n), the operator eio can be extended 
to H2(D’, $0) with norm 5 1. 0 
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Now the existence of maximal elements in the family 3 can be shown: 
THEOREM 5.5. - Let (GA) be satisjied and assume, that there is a C” strongly 
plurisubharmonic exhaustion function @ on D’ with 
with a constant y > 0. Then the family 3 has maximal elements with respect to the partial 
ordering 5. 
Remark 5.6. - The hypothesis on the existence of the function @ on D’ in this Theorem 
is known to be satisfied, if D’ has a Cl-smooth boundary. Namely, according to [ 161 
and [3] (see also [6]), there is always a C” -smooth strongly plurisubharmonic exhaustion 
function cp : D’ + [-1,0) on such domains. The function @ := - log( -cp) then has 
the desired property. 
For the proof of Theorem 5.5 it is useful to make the following observation, which is a 
direct consequence of the Lemma of Choquet (see [17]): 
LEMMA 5.7. - Let (GA) be satisjed and let 3I c 3. Then one has: 
(a) There is a sequence (q&)1 c 31 such that 
( 1 
* 
sup $1 = (sup{$ : II, E 3,})*. 
I 
(b) Put for each M E N q!~(~) := max{$l,. . . , $J~}. Then 
With this we give the: 
Proof of Theorem 5.5. - We use Zorn’s Lemma. Let, for this, 31 c 3 be a totally 
ordered subset and & := supQE3, $. It suffices to show that $;; E 3. According to part a) 
of the previous Lemma we may assume that 31 is countable. Since, however, 31 is totally 
ordered, $0 is according to part b) of this Lemma the limit of an increasing sequence of 
functions from 3. The claim, therefore, follows from Theorem 5.4. 0 
REFERENCES 
[l] H. P. BOAS, E. J. STRAUBE and J. Yu, Boundary limits of the Bergman kernel and metric, Michigan Math. 
J., 42, 1995, pp. 449-461. 
[2] D. CATLIN, Estimates of invariant metrics on pseudoconvex domains of dimension two, Math. Z., 200, 1989, 
pp. 429-466. 
[3] J. P. DEMAILLY, Mesures de Monge-Ampere et mesures pluriharmoniques, Mufh. Z., 194, 1987, pp. 519-564. 
[4] J. P. DEMAILLY, Regularization of closed positive currents and intersection theory, J. Alg. Geom., I, 1992, 
pp. 361409. 
[5] K. DIEDERICH, Das Randverhalten der Bergmanschen Kemfunktion und Metrik in streng pseudokonvexen 
Gebieten, Math. Ann., 187, 1970, pp. 9-36. 
[6] K. DIEDERICH and J. E. FORNEW, Pseudoconvex domains: bounded strictly plurisubharmonic exhaustion 
functions, Invent. Math., 39, 1977, pp. 129-141. 
TOME77- 1998-No7 
WEIGHTS OF HOLOMORPHIC EXTENSION AND RESTRICTION 719 
[7] K. DIEDERICH and G. HERBORT, Geometric and analytic boundary invariants on pseudoconvex domains. 
Comparison results, .I. Geom Analysis 3, 1993, pp. 237-267. 
[8] K. DIEDER~CH and G. HERBORT, Pseudoconvex domains ofsemiregular type, Contributions to Complex Analysis, 
H. Skoda, J. M. Trepreau, ed., Aspects of Mathematics, vol. E 26, Vieweg-Verlag, 1994, pp. 127-162. 
[9] K. DIEDWCH and G. HERBORT, An alfernafive proof of a theorem of Boas-Straube-Yu, Complex analysis and 
geometry, Ancona E. Ballico R. Miro-Roig A. Silva, V., ed., Pitman Research Notes in Mathematics Series, 
vol. 366, pp. 112-118. 
[lo] K. DIEDERICH, G. HERBORT and T. OHSAWA, The Bergman kernel on uniformly extendable pseudoconvex 
domains, Math. Ann. 273, 1986, pp. 471-478. 
[ 111 K. DIEDERICH and E. MAZILLI, Extension and restriction of holomorphic functions, Ann. Inst. Fourier, &, 
1997, pp. 1079-1099. 
[12] K. DIEDERICH and T. OHSAWA, An estimate for the Bergman distance on pseudoconvex domains, Ann. Math., 
141, 1995, pp. 181-190. 
[13] G. HERBORT, Logarithmic growth of the Bergman kernel for weakly pseudoconvex domains in c” of finite 
type, manuscripta math., 45, 1983, pp. 69-76. 
[14] L. H~RMANDER, L2 estimates and existence theorems for the 8 operator, Acta math., 113, 1965, pp. 89-152. 
[ 151 L. H~RMANDER, An introduction to complex analysis in severa/ variables, Van Nostrand, Princeton, NJ, 1966. 
[16] N. KERZMAN and J. P. ROSAY, Fonctions plurisousharmoniques d’exhaustion bomees et domaines taut, Math. 
Ann., 257, 1981, pp. 171-184. 
[17] M. KLIMEK, Pluripotential theory, London Math. Sot. Monographs, New Series, vol. 6, Clarendon Press, 
Oxford, 1991. 
[ 181 P. LELONG, Fonctionelles analytiques et fonctions entilres, Sem. Math. Sup. 63 session, vol. 6, Presses Univ. 
Montreal, Montreal, 1968. 
[19] T. OHSAWA, On the extension of L”-holomorphic functions III: negligible weights, Math. Z., 219, 1995, 
pp. 215-226. 
[20] T. OHSAWA and K. TAKEGOSHI, On the extension of L2-holomorphic functions, Math. Z., 19.5, 1987, pp. 197-204. 
(Manuscript received December 20, 1997; 





D-42097 - Wuppertal, 
Germany. 
V. MICHEL 
Mathematiques, Tour 45-46, 5e Ctage, 
Universite Pierre et Marie Curie, 
4, place Jussieu, 75005 Paris. 
JOURNAL. DE MATHEMATIQLJES PURES ET APPLIQLIEES 
