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ABSTRACT
The objective of this project is to develop an intelligent machine vision system for 
robotic applications to identify engineering tools and components.
The imaging system consists of a 2-D digital camera and an ultrasonic range sensor 
attached to the robot end effector. Images of the target objects are captured by the camera. 
The images are then processed to remove the signal noise and to extract the object boundary.
One major objective is to develop object feature descriptions which are invariant to 
scaling, translation or orientation. Efficient data reduction to an array of fewer than 25 
numbers is achieved by the use of Fourier and regional descriptors. One of the array 
elements, object thickness, is determined directly from ultrasound range measurement.
An expert system was successfully developed to classify the objects based on their 
descriptors. The knowledge base consists of rules for searching and pattern matching. The 
sensors were integrated to form a working vision system for the PUMA 500 robot. The 
performance of the vision system was tested with a set of objects. The expert system was 
found to be efficient, successful, and reliable in identifying all tested objects even with signal 
noise being present.
lU
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CHAPTER 1 
INTRODUCTION
The implementation of robotic devices with intelligent sensory capability has been 
recognized as an essential ingredient towards the development of intelligent robots. 
Machine perception, i.e., the recognition of objects, is an important condition for the 
achievement of robot intelligence. Much like a trained worker, a robot should be capable 
of planning a work sequence from a high-level command, a priori knowledge and on-line 
sensory information. The robot should plan and execute the sequence of operations 
autonomously, while adjusting in real time to unpredicted changes in its surroundings. As 
is true in humans, vision capabiUties endow a robot with a sophisticated sensing 
mechanism that allows the machine to respond to its environment in an “intelligent” and 
flexible manner.
The development of intelligent robots requires research on new sensors and the 
methods to interpret the information from these sensors. While most hardware 
technology required for non-contact robot control is commercially available today, the 
computer and software tools for efficient recognition of objects and decision making still 
require substantial research. The control algorithm should be able to recognize features 
in the robot’s work envelope, evaluate new events, and develop an appropriate answer.
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A major task in robot vision in an industrial environment is the recognition of 
industrial parts and tools. In most assembly or sorting lines, several different types of 
parts or tools are handled. Since information about the objects handled is usually known 
in advance, the problem of object recognition is simplified to that of object classification 
or pattern matching.
1.1 Objective and Scope of Research
The objective of the research described here is to develop intelligent methods and 
software tools for real time spatial perception and identification of objects. This research 
project addresses two major issues: The first issue is the identification of features and 
efficient methods for feature extraction which can completely describe an object. These 
features can be acquired using visual and other sensors. The second issue is the 
development of intelligent decision making methods for the identification of objects 
based on their features.
The methods and algorithms developed in this research will be demonstrated 
experimentally with a Unimation PUMA 500 robot. Non contact sensors (a vision and a 
range sensor) will be employed for feature detection. The information from both sensors 
will be combined for feature extraction and feature mapping (sensor fusion). A 
workstation-based real-time Artificial Intelligence (AI) program will be employed to 
make decisions based on these features. The sensors and the robot hardware will be
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
integrated for this purpose with a Pentium 133 MHz Personal Computer and a Sun 
SPARC 10 Workstation.
1.2 Literature Survey
Machine vision is an active area of research primarily because of the need for the 
robot intelligence in the flexible manufacturing. Such systems offer great flexibility for a 
manufacturing cell, particularly for such tasks as automated assembly or inspection.
Identification of objects with known features is one of the major objectives of an 
industrial machine vision system. The features of the object of interest must be obtained 
and compared with a reference Ubrary for identification. Visual sensors like a camera 
obtain an image of objects involved in a scene. The boundary of an object can be used to 
describe the object clearly [15]. Hence most of the image processing operations in 
industrial machine vision are oriented towards obtaining object boundaries. The object 
image obtained from the camera can be processed, and the boundary can be extracted 
using the Sobel operator [17].
Since the boundary can be described as a closed curve, much research has 
focused on the description of closed curves [36]. Many techniques are available to 
describe these curves. Freeman [14] proposed a chain code method to describe the 
boundary. In this method, the boundary is converted into a circular sequence of direction 
numbers. Polygonal approximation was used by Pavildas [35] which looks for the set of 
pixels surrounding the boundary of the objects. In both cases many different prototypes
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
of the object descriptors must be stored in order to describe the object adequately to 
compensate for different orientations and scaling of the image plane.
While shapes may be compared in the space domain, the procedures required to 
adjust for size and orientation are computationally expensive. Normally an iterative type 
of algorithm is employed, which searches for an optimum match between the unknown 
shape and each reference shape. The object can have any position or orientation in the 
image plane. The size of the object in the captured image depends on the height of the 
camera above the object. The digitization of the object image will generate noise. The 
shadows and reflections which may present in the image will also add noise to the 
boundary. The features used to describe the object should be invariant to all the above 
mentioned factors. Fourier descriptors can be used to describe an object which are 
obtained by Fourier transform of the object’s boundary. The Fourier transform 
coefficients can be normalized to obtain descriptors which are invariant to size, position, 
orientation, or (to a certain degree) noise.
Recently, considerable interest has been devoted to classification principles based 
on Fourier descriptors of contours. Several approaches based on this principle have been 
proposed. Fourier descriptors were first introduced by Zahn and Roskies [51] to describe 
plane closed curves. Subsequently Granlund [18] used Fourier descriptors by considering 
products of Fourier series coefficients which are shown to be invariant to position, size, 
orientation, and starting point factors. This results in an increase in data dimensionality 
from n to n^/2, without any change in total information. Also the integration techniques 
used to calculate the Fourier descriptors are somewhat inefficient.
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An optimal curve matching algorithm was proposed by Persoon and Fu [36]. 
This method retains all the shape information of the original contour, and reduces the 
problem to one of finding an optimum size, orientation, and starting point match between 
the sample Fourier descriptor and each reference Fourier descriptors. This optimization 
process is used to check the similarity of each contour to each of the possible reference 
contours. While this method does retain all of the shape information, and guarantees that 
an optimum size, orientation, and starting point match will be found, it is still fairly time 
consuming.
Phase normalization of the Fourier coefficients was proposed by Wallace and 
Wintz [49]. In this method, the phase of the Fourier coefficients of the unknown contour 
is normalized to get a standard shape. The main disadvantage of this method is that it 
may result in more than one standard shape for the given contour. Also to reduce the 
calculation times. Fast Fourier Transforms (FFT) are used which require the boundary T  
data points. In all these methods, the contour of the given object is considered in a 
complex plane and traced to get a periodic function which can be transformed to a 
Fourier series.
Badreldin and Wong [3] used contours defined as real instead of complex 
numbers to arrive at the Fourier descriptors. Shridhar and Badreldin [41] used these 
descriptors for the recognition of characters. These descriptors can be easily normalized 
to get invariant descriptors of the object contour. This method was used by Kim and 
Nam [24] for the identification of industrial components. Since this method generates
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only the first few Fourier coefficients, the FFT need not to be used. This removes the 
constraint on the number of data points to be extracted from the object boundary.
The invariant properties of the Fourier descriptors may result in an ambiguous 
situation when used with objects of similar shapes. This problem can be addressed by 
using other object properties together with Fourier descriptors [41]. The regional and 
topological descriptors defined by Gonzalez and Wintz [17] can be effectively used to 
aid the Fourier descriptors in object recognition.
While much valid research has been performed on vision-based recognition, the 
combination of vision with non-vision sensors (sensor fusion) promises considerable 
improvements of the reliability and speed of the recognition process. Range sensors can 
complement vision systems in that they can deUver the depth information about the 
object. Since range sensors measure the distance directly, the measurements can be 
substantially faster and more accurate than depth inferred from two distinct camera 
images. Mauer [30] proposed a method of obtaining the 3-D spatial maps of objects at 
close distances using non-vision range sensors. A stable 2-D vision camera can be 
combined with an ultrasonic range sensor for 3-D position estimation in the work scene 
[34]. Object thickness obtained from range sensors will be an useful descriptor of the 
object.
Statistical distance classifiers have been used to identify an optimal match 
between an unknown object descriptor and a set of reference descriptors [15] [17]. 
These methods, which are very simple to implement, typically look for the minimum 
distance error between two sets of descriptors and are effective only when used with
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
objects of clear and distinct shapes. In the case of ambiguous situations, the performance 
of these classifiers is poor. Recently, the search for intelligent methods which can be 
used for the identification of objects has become an active area of research. The tools of 
the Artificial Intelligence can be used effectively for object identification. Kim and Nam 
[24] used back-propagation Neural Nets for object identification in combination with the 
Fourier descriptors. Neural network methods are highly effective for performing limited 
searches. Where one must distinguish among a large number of patterns, neural network 
training times become too large [19].
Deterministic methods which use tree search algorithms can be implemented 
using expert systems. Expert systems have been widely used for low level image 
processing. But their use in the high level classification problems are still under research 
[1]. Several applications using expert systems have been successfully developed for aerial 
and satellite images [4]. These systems have not yet been applied to the domains such as 
industrial scenes, or medical applications. In the expert systems, knowledge is stored in a 
knowledge base using rules, frames, etc. Decisions are made based on this knowledge. 
Several expert system shells are commercially available through which the expert systems 
for a particular application can be developed easily [1]. In addition to object 
identification, expert systems can be used for further monitoring of the process or to 
control the robot by issuing commands depending on the situation.
This research extends the technique of Shridhar and Badreldin [41] to get the 
Fourier descriptors of industrial objects. The main advantage of this technique is its 
simplicity and that it can be easily implemented in real-time application. The Fourier
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
8descriptors will be used with other regional descriptors and thickness information to 
make decisions on object identification using expert systems.
IJ  Organization of Thesis
This thesis is arranged into ten chapters which follows the development of the 
project. Chapter 1 defines the objective and scope of this thesis and describes previous 
research on this subject. Chapter 2 describes the theory and development of the object 
descriptors and the importance of the depth information in a vision system. Chapter 3 
lists in detail the sensors, computers and the data acquisition systems used in the 
experiments and their integration. Chapter 4 explains the software and programs used for 
image processing, Fourier transforms and data acquisition. Chapter 5 gives a brief 
introduction about expert systems. Chapter 6 details the components of the Gensym G2 
real-time expert system shell. Chapter 7 explains the methods of acquiring and 
processing sensory data to arrive at the object descriptors. Chapter 8 describes the step 
by step development of the expert system for object identification using the descriptors. 
Chapter 9 describes the experiments performed with the expert system and the results. 
Chapter 10 contains conclusion and lists recommendations for future research. Appendix 
A lists all the Fourier and regional object descriptors used in the experiment. Appendix B 
gives the listing of the ‘C’ program used to determine the Fourier descriptors of the 
object contours.
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CHAPTER 2 
OBJECT DESCRIPTORS
A camera image is a large set of data, and it is rarely easy to classify the object 
using the data directly. Descriptors extract the features of the object from the image for 
the purpose of recognition. Ideally, descriptors should be independent of object size, 
location, and orientation, and should contain enough discriminatory information to 
uniquely identify one object. Description is a central issue in the design of vision systems 
because they affect the complexity of the recognition algorithms and also their 
performance [15]. Fourier and other regional descriptors are used in our application to 
describe the object of interest.
2.1 Fourier Descriptors
The main information about an object can be found in its boundary. The 
boundary can be used to arrive at a feature vector of the object. The Fourier transform 
on the object boundary gives a unique value which is invariant to image rotation, 
translation, and size scaling [17]. These descriptors are called Fourier Descriptors.
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Figure 2.1: Representation of an object boundary in Cartesian coordinates
The boundary of an object in an image can be described in Cartesian coordinates 
(x(m), y(m); m = 1 , 2 , L; L = number of boundary points) as shown in the Figure 2.1. 
The boundaries are closed curves, thus
x(L)-=x(l); y(L) = y(l) (2.1)
The consecutive elements of the boundary curve are an equal distance apart, i.e., the 
boundary of the object image is sampled at equal step size. This will give a uniform 
perimeter variation from one border element to the next.
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The derivation of the Fourier descriptors involves the determination of the 
Fourier series for the two coordinate sequences x(m) and y(m). The complex Fourier 
coefficients can be derived for 0 < n < L -1  from.
=  (2 .2) 
^  m=I
= p ,3 )
where, o)o =2n I L .  The inverse Fourier transformation of the complex coefficients will 
retum the original Cartesian coordinates by.
yim) = ^  (2.5)
n=0
The Fourier series above is not invariant to scale, rotation, starting point of the 
contour or shift in position. But these variables can be easily normalized to get invariant 
descriptors [41]. The first coefficients a(0) and b(0) are called the dc components. They 
carry only the information about the position of the center of the object in the Cartesian 
coordinate. If we discard or set it to zero, it is equivalent to normalizing the position of 
the object in the Cartesian space. The object center will be moved to the origin of the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Cartesian coordinate (0,0). The magnitude of the Fourier series of the object boundary 
can be calculated by combining the magnitudes of the x and y coordinates as
r[n] = + |K «)|' (2.6)
where la(n)l and lb(n)l are the absolute values of the complex numbers a(n) and b(n) 
respectively. This magnitude r(n) is invariant to rotation, translation and starting point of 
the contour. But the scale of the object still needs to be normalized. A standard size is 
easily defined by requiring the magnitude r(l) to have a unity value. If the contour is a 
simple closed one and if it is traced in the counterclockwise direction, this coefficient will 
be the largest among the derived Fourier series elements. So, scale normalization can be 
easily done by dividing the magnitude of the above Fourier series by r(l). This is given 
by
s(n) = where, 1 < n < L -1  (2.7)
r(l)
It can be easily proved that s(k) is invariant to scaling, translation, rotation, and starting 
point of the boundary [24]. These invariant descriptors are called the Fourier 
Descriptors. These Fourier descriptors are to be determined only using the above Digital 
Fourier Transform. If the Fast Fourier Transform is used, the resulting Fourier 
coefficients will not be invariant to all the above variations and a lengthy process would 
have to be followed to normalize them.
The low frequency part of the above Fourier series corresponds to the global 
shape of the object boundary and the high frequency components describe the fine details 
in the shape. Since the high frequency components are easily degraded by noise, they do
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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not contribute much to object recognition compared with the low frequency part. It can 
be shown that by computing the inverse Fourier transform of only a few low frequency 
components the object boundary can be reconstructed [17]. This helps us to represent a 
particular object with only a few initial Fourier descriptors which results in a significant 
data compression. Normally only the first 15 coefficients ( s ( l ) , ..., s(15)) are used as the 
Fourier descriptor of an object which contributes to the 99.9% of the total length of the 
contour [24].
2.1.1 Recognition Algorithm
Fourier descriptors will have values and patterns which depend on the shape of a 
particular object. This property can be used to represent and classify the object. A library 
of object descriptors can be constructed using the Fourier descriptors of all reference 
objects. The Fourier descriptor of the object of interest can be compared with this 
library.
Several images of the reference objects with different orientations, scaling, and 
positions can be captured to create a reference set. The object boundary can be extracted 
and their Fourier descriptors are derived using the equation (2.7). The reference Fourier 
descriptor for any object can then be obtained by averaging the Fourier descriptors in the 
training set. Thus the reference Fourier descriptor is defined as
' ■ ■ - k P -
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where Fui is the Fourier descriptor of the ith specimen of the object u (where u = 0, 1,...) 
in the training set. Fu is the reference Fourier descriptor for the object u and Nu is the 
number of specimens of object m in the training set.
The squared Euclidean distance can be used as a measure of similarity between 
the reference Fourier descriptor for object m and a test Fourier descriptor:
= |F . -  F . f  -  (F. -  F, / ( F .  -  F, ) (2.9)
where F„ is the reference Fourier descriptor of object u and F% is a test Fourier descriptor 
corresponding to an unknown object. The recognition algorithm consists of evaluating 
the above defined distance between the test Fourier descriptor and each reference 
Fourier descriptor in the library S . The test object can be identified as object /, where
=m in(D ^) (2.10)
This method is simple to implement and the classification is made fast enough to be used 
in a real-time application.
2.2 Regional Descriptors
A region of interest can be described by the shape of its boundary or by its 
internal characters. A number of properties can be determined from the object image 
which will be specific to the particular object. Area and perimeter of the region are two 
simple descriptors of the region. The main interest is to get a few regional descriptors 
which will be invariant to the size or orientation of the object image. A few regional 
descriptors were determined and used in our application. They are,
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• Compactness of a region is defined as,
perimeter'compactness =  ------------- (2.11)
area
where perimeter is the length of the region. This is a dimensionless quantity and it is 
insensitive to scale changes. Compacmess value is minimum for a disk shaped region.
• Eccentricity or axis ratio is defined as the ratio of the minor axis to the major axis of 
an equivalent ellipse which is drawn around the region. These axes are called the 
principal axes of a region and are the eigen vectors of the covariance matrix obtained 
by using the pixels within the region as random variables. They point to the 
directions of the maximal spread and they are orthogonal. This is also an invariant 
global descriptor of the region. The orientation of the region in the image frame can 
be defined using these principal axes.
• Box ratio is the ratio of the area of the region to the area of the enclosed box around 
the region.
• The number of holes is one of the simple descriptors which represents the holes in 
the region.
• Roundness of a region is given by
Roundness » . (2.12)
Perimeter
Roundness indicates how closely the shape of the region resembles a circle with 
values between 0.0 and 1.0. A circle without noise will have a value of 1.0.
All the above regional descriptors are dimensionless quantities and will have distinct 
values for any particular shape. These descriptors are invariant to scaling and rotation of
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the image plane. These values can be computed for the objects of interest and can be 
used by the expert system to classify the objects.
23 Object Thickness
All the above descriptors acquired from the visual sensors and by subsequent 
processing can provide only a 2-D description of the object in the plane incident to the 
optical axis of the camera. These descriptors provide good shape, position and 
orientation data of objects but they lack range sensing. The thickness of an object is a 
very useful descriptor. If the recognition algorithm is not able to classify the object using 
the visual information, the object thickness may be used to aid the classification. In our 
application, an ultrasonic sensor measures the thickness. Also, the object’s position in 3- 
D space can be estimated using the range sensor.
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CHAPTERS
HARDWARE DESIGN
Data about the boundary and object thickness are required to clearly describe an 
object. A variety of sensors exist which can provide these data. Visual sensors can get the 
information about the boundary of the object, and the range sensors can determine the 
object thickness. Personal Computers and Workstations acquire and process the data and 
control the application.
3.1 Sensor configuration
In our application a camera is used to capture the image of the object of interest, 
which yields the boundary information after processing. An ultrasonic sensor measures the 
range and object thickness. The sensors are connected to the personal computer. The 
configuration is explained schematically in Figure 3.1.
3.2 Ultrasonic Sensors
Many methods of sensing the range and to calculate the thickness of a component 
exist. Some of these methods are: optical triangulation, laser range finding, 3-D stereo
17
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Figure 3.1: Computers and sensors used in the experiment
vision and ultrasonic sensing. Optical triangulation and laser range finding use point 
measurement methods and an array of ranges to find the closest distance between sensor 
and object, resulting in a measure of the maximum object thickness. 3-D stereo vision 
allows the object to be viewed from different angles and to triangulate the points to 
measure the depth of the scene. This method is complex and costly [34]. Ultrasonic 
sensing was selected for the following reasons:
•  it is simple to operate and easy to get accurate information
• its properties are not changed by the variation in the reflectivity of the object surface, 
and.
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Figure 3.2: The schematic representation of a typical Ultrasonic sensor
• it is relatively inexpensive and rugged, and thus more suitable for an industrial 
environment.
Ultrasonic sensors use a non-invasive measuring method, using acoustic signals 
which propagate through gaseous mediums. The structure of a typical ultrasonic sensor is 
shown in Figure 3.2 [15].
The basic element is an electrostatic transducer, often of the piezoelectric ceramic 
type. The resin layer protects the transducer against humidity, dust, and other 
environmental factors. Since the same transducer is generally used for both transmitting 
and receiving, fast damping of the acoustic energy is necessary to detect objects at close 
range. This is accomplished by providing acoustic absorbers, and by decoupling the 
transducer from its housing. The housing is designed so that it produces a narrow acoustic 
beam for efficient energy transfer and signal directionality.
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An ultrasonic pulse signal is emitted from a point, and the time elapsed between 
the transmission and the echoed signal rebounding from the object is measured. With 
known speed of sound in air the distance to the object is determined accurately. The speed 
of sound varies considerably with temperature. Sensors with built-in temperature 
compensation are commercially available. The frequencies used in ultrasonic sensors range 
from the middle of the very low frequency band (VLF =20 KHz) to the very high 
frequency band (VHP = 1,000 MHz). The ultrasonic sensors can be coupled with personal 
computers through A/D converters.
The DCU-7E-8 Ultrasonic sensor manufactured by Lundahl Instruments 
Incorporated was selected for our application. The determining factors in our selection of 
the DCU-7E-8 Ultrasonic sensor were its low power requirements, temperature 
compensation, rugged construction, data acquisition interfacing capabilities, and simplicity 
of control while maintaining high accuracy and reliability. This sensor should be positioned 
vertically above the object and it should be at least 1 feet above the object for best results. 
The specifications for the DCU-7E-8 Ultrasonic sensor are listed in Table 3.1.
In our application the ultrasonic sensor is attached to the wrist of the PUMA 500 
robot as shown in the Figure 3.3.
3.2.1 Calculating Distance
The output of DCU-7E-8 is a 0 to 5V analog signal over 8 feet. The voltage slope 
is not adjustable beyond these preset distances. Figure 3.4 shows the relationship between 
the distance and the voltage.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
21
Table 3.1: Specifications of DCU-7E-8 Ultrasonic Sensor
Specifications
Max. Output Voltage approx. 5.6 V
Output Impedance lOK ohm
Max. Capacitance 1300 uF
Max. Cable Length 59 ft.
Current Draw Nominal = 50 ma average
Transmit Frequency 50 KHz
Sample Rate 12 Hz
Sample Average 8
Operating Temperature -20 to 60 degrees C
Input Voltage 12 to 24 VDC
Settling Time 5 seconds
Operating Distance 1 to 8 ft.
Accuracy +/- 0.1 % of distance
Figure 3.3: Robot end effector with ultrasonic sensor
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Figure 3.4: Calibration of the Ultrasonic Sensor
The distance can be calculated using the linear equation.
D = M V + 0 (3.1)
where D = distance, M = Multiplier, V = output voltage from the ultrasonic sensor, and O 
= offset. The offset can be made to zero, if the height is measured at 1.5” behind from the 
face of the ultrasonic sensor. Then equation (3.1) will become.
D - M V (3.2)
The constant multiplier is 1.6 feet per volt or 48.77 cm per volt. The above equation is 
used in the ‘C’ program which collects the data from the ultrasonic sensor and convert it
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into distance information. The program is discussed in the subsequent chapters.
3 J  Camera
Vidicon cameras and solid-state imaging sensors or charge-coupled devices (CCD) 
are the two major camera types which use visible or infrared light to digitize an image. 
Solid-state imaging devices are widely used for robotic vision for reasons like lighter 
weight, smaller size, longer life, and lower power consumption [15].
The specifications of the Pulnix TM-540 model CCD camera used in the 
experiment are listed in the Table 3.2. This camera is connected to the personal computer.
Table 3.2: Specifications of Pulnix TM-540 CCD Camera
Specifications Model TM-540 CCD 
Camera
Imager Interline transfer CCD
Pixel 510 (H) X 582 (V)
Cell size 17 p m x  13|im
Scanning 525 lines 60 Hz
Min. Illumination 2 lux with AGC on
Video output 1.0 Vp-p composite
AGC ON/OFF
Lens mount mini-bayonet
Power requirement 12V DC, 300 mA
Operating Temperature -100 o C to 50 C
Vibration & Shock 7 G (11 Hz to 200 Hz); 70 G
Size 42mm x 32mm x 120mm
Weight 187.6 grams
Power supply DC-12V
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3.4 Computer and Data Acquisition
The information from the ultrasonic sensor and the digital camera needs to be 
processed and based on this information the decision is to be made to identify the 
unknown object. To acquire the thickness information and also to process the image from 
the camera, a Pentium 133 MHz Personal Computer was selected. In addition, the PUMA 
500 robot can be run from the personal computer using the VAL II programming 
language. Also in the personal computer the analog and digital I/O boards which will be 
used with both the ultrasonic sensor and the camera can be easily configured. A SUN 
SPARCstation 10 determines the Fourier descriptors of the object from its boundary and 
to run the real-time expert system which will be discussed in the subsequent chapters. The 
configuration of the computers and the sensors are shown in Figure 3.1.
3.4.1 Camera Interface
The visual sensor information from the camera is connected through a short term 
storage or frame grabber in the personal computer. Frame grabbers capture the images 
from the camera and store one or more images which can be accessed rapidly, usually at 
video rates i.e., 30 complete images per second. These frame grabbers also allow virtually 
instantaneous image zoom, as well as scroll and pan. The amount of storage on a frame 
buffer card is limited by the physical size and the storage density of the memory chips.
A DT2867-LC frame grabber manufactured by Data Translation, Inc., is used in 
our application. This is a frame grabber and frame processor on a single IBM PC AT plug­
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in board. Because the processing circuitry is built in, the board can perform real-time true 
frame averaging, and two-frame arithmetic and logic operations. The DT2867-LC can 
capture real-time images from up to four NTSC CCD cameras simultaneously. It has 
software-selectable input gain, offset and range to accommodate low-light or low quality 
video signals with full resolution. It has two 8-bit memory buffers which can store two 
images onboard. It can discern 256 gray levels which with square-pixel resolution provides 
a high-quality display. Real-time hardware zoom, pan, and scroll can be performed using 
the above frame grabber.
Video Input
The DT2867-LC acquires images directly from one of four possible video input 
sources which can be selected by software. The entire image frame is digitized in 1/30 
seconds. The video signal is configured as 480 lines by 640 square pixels per line by 8 bits 
per pixel. The sync signal used to clock video operations on the DT2867-LC is obtained 
from either an incoming video input, from a separate composite sync input, or from an 
onboard oscillator.
The DT2867-LC is designed for use with monochrome video inputs, but color 
input signals can be accepted which will be filtered to remove the color information. The 
board provides an external trigger that allows to synchronize image capture with external 
events which is an useful function for our application.
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Programmable Input Features
The programmable circuitry can be used to fine-tune the DT2867-LC’s input 
sensitivity and range which can be used to process poor video input signals. The sensitivity 
and range can be improved by a variety of parameters on the board. Four different input 
gains can be selected: 0.5, 1, 2, or 4, which control the overall amplitude of the incoming 
signal. A zero offset value can be selected which digitizes the video signal below the 
offset to 0. For a 12-bit digital to analog converter, the zero offset value ranges from 0 to 
4095. An A/D reference value can be set to determine the upper limit of the signal being 
digitized. Raising the A/D reference value will include more of the incoming signal, 
thereby decreasing the overall contrast of the image and vice versa.
The DT2867-LC has eight different 8-bit input look-up tables (ILUT) which 
determines the relation between the input signal and the output image. As the image is 
acquired, the 8-bit input gray scale values are sent through the ILUTs where pixel level 
operations can be performed such as image multiplication, intensity correction, etc. It also 
has a 256 by 24-bit output look-up table for real-time manipulations of false color or 
intensity values. It gives a 15 by 24-bit overlay look-up table to provide overlay coloring 
or text and graphics onto the images.
The methods for extracting the information from the DT2867-LC frame grabber 
board will be discussed in subsequent chapters.
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3.4.2 Ultrasonic Sensor Interface
A Data Translation, Inc. DT2831 series software configurable analog and digital 
I/O board was used for process data interfacing from the ultrasonic sensor to the personal 
computer. The DT2831 provides 16 input channels with 12-bit resolution for quick and 
accurate sampling. The DT2831 also has software programmable direct memory access 
data transfer modes, an Am9513A System Timing Conttoller, and two independent D/A 
converters with 12-bit resolution. The DT2831 board has a 50 pin process interface 
cormector. The user connections are made on a DT717-T screw terminal panel which is an 
expansion board of DT2831. The electrical connections to the ultrasonic sensor is made in 
the expansion board. Using the converter’s analog to digital converter, sensor output 
signals are converted to 12-bit integer data accessible by the program.
A program, written in ‘C’ language, is used to get the digital data from the 
DT2831 board and to convert it into distance information.
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CHAPTER4
SOFTWARE DESIGN
Our application consists of a variety of operations which involve ultrasonic 
sensors, vision sensors, image processing, and an expert system for decision making. In 
order to acquire the data from the sensors and to extract useful information, the 
following four programs are used:
•  a ‘C ’ program on the personal computer which acquires the digital ultrasonic sensor 
data from the DT2831 I/O board and converts it to distance information,
• image processing software, GLOBAL LAB® Image which runs on the personal 
computer,
•  a ‘C’ program on the workstation to determine the Fourier descriptors of the given 
object boundary, and finally,
• the real-time expert systems package, Gensym G2 on the workstation.
The first three programs are discussed in this chapter. G2 is explained in Chapter 6.
4.1 Ultrasonic Sensor
The DT2831 analog and digital I/O board converts the analog voltage values
28
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from the ultrasonic sensor to integers with 12-bit resolution. The integer values are then 
converted into distance in millimeters. A program in ‘C’ controls the board operations. 
The main features of the program are:
• Initialize and reset the DT2831 board.
• Get the board features and parameters.
• Setup the acquisition parameters.
• Start the loop to get the data value from the board for the desired number of times.
• Terminate the connection to the board.
• Average the data values.
•  Convert the data values into range information.
This thickness information is written in a file and used by the G2 real-time expert system 
package. The executable program is created using Borland C+4- compiler version 4.5.
4.2 Global Lab Image
Global Lab Image is a MS Windows-based monochrome image processing and 
analysis package that can be used with the Data Translation frame grabber DT2867-LC 
board. Using the fiame grabber hardware, this software can:
• Capture the image using the camera, and display it on the PC monitor.
• Manipulate the input image using input look-up tables.
• Manipulate the display of the image using output look-up tables.
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Global Lab Image is equipped with different tools for the following image processing 
operations:
•  Image enhancement operations.
• Intensity analysis - linear profiles and histograms.
• Morphological filtering.
•  Frequency analysis - FFT, inverse FFT, and fiequency editing.
• Geometric processing - rotation, flipping, and scaling.
• Object counting, and measurement.
The captured image can be stored in a disk file and used for later processing. The 
processed data can be exported to MS Windows spreadsheet programs using Dynamic 
Data Exchange. For each application the sequence of image processing operations will 
be different. Once an optimum sequence has been determined, the operation sequence 
can be saved as a script in Global Lab Image. The script is written in ‘C’ programming
language which can be called by some other programs or from the Windows macro
function. In our application, the object image is acquired fi-om the video camera, 
processed, and the features and the boundary of the image are extracted using Global 
Lab Image software. The steps involved in this process are explained in the subsequent 
chapters.
4.3 Fourier Transform
Global Lab Image software yields the boundary of an object in x and y
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coordinates. Using these coordinate values, the Fourier descriptor of the object is 
determined. These Fourier descriptors can be compared with a library of Fourier 
descriptors for the object class. A program in ‘C’ language performs these operations. 
Since the continuous boundary of the object is digitized to get the points of the 
boundary, the boundary information will have noise which needs to be processed. Also 
the output file from Global Lab Image contains text which must be removed before 
passing the file to G2 software. The main features of the program are listed here. A 
program listing is enclosed in Appendix B.
• Start of main program and local definitions.
1. Call the routine to read data values.
2. Call the routine to adjust the step size of the boundary data.
3. Call the routine to perform Fourier transform operation.
4. Call the routine to compare Fourier descriptors with the library.
5. Closure of the data files and end of main program.
• Routine to read the input data.
1. Read the regional descriptors.
2. Write the regional descriptors in the G2 input file.
3. Read the boundary x and y coordinates.
• Routine to adjust the step size of the boundary data.
1. Check the adjacent coordinates to search and remove the repetition of 
coordinates.
2. Check the step size between the adjacent coordinates.
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3. If the step size is not unity, correct it.
4. Write the x and y coordinates in a file for graphing.
• Routine to perform the Fourier transform operation
1. Perform the Fourier transform on the x coordinate values.
2. Perform the Fourier transform on the y coordinate values.
3. Combine the x and y Fourier transforms to calculate the Fourier descriptors of 
the boundary.
• Routine to match the Fourier descriptors with the library
1. Read the number of library images.
2. Form a loop to do the following;
1. Read the library Fourier descriptors.
2. Calculate the Euclidean distance between the library and the given Fds.
3. Repeat for all the library images.
3. Find the minimum Euclidean distance.
4. The given boundary corresponds to the object with which the minimum 
distance is obtained.
The output from this program is written in a specific format which can be read by G2 in 
order to identify the object.
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CHAPTERS
EXPERT SYSTEMS
Expert systems are part of the family of knowledge-based systems in the area of 
artificial intelligence which are capable of offering solutions to problems in a given 
domain at a level comparable to that of experts in the field. Expert systems employ 
symbolic representation of human knowledge in a way resembling human reasoning to 
derive solutions in the given domain. They can offer solutions based on the available 
knowledge, which may be incomplete, and offer the possibility for integrating new 
knowledge with present knowledge in a flexible manner.
An expert system comprises the following essential components, as shown in the 
Figure 5.1:
• A knowledge base capturing the domain-specific knowledge
• An inference engine consisting of algorithms for manipulating the knowledge 
represented in the knowledge base.
•  An interface for user interaction.
The interface governs interactions with the user. There may be two types of 
users, the knowledge engineer or the end user. The knowledge engineer places the 
knowledge into the expert system. The knowledge engineer captures the expertise of the
33
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Figure 5.1: The components of an expert system
human expert and then expresses it in a format that may be stored in the knowledge base 
of the expert system. The knowledge engineer develops or modifies the expert system 
through the interface. The second type of user is the end user. The end user may be a 
human operator or some other processes which use the knowledge in the expert system. 
The interface receives queries and requests from the operator or user, determines the 
appropriate response and returns the results back to the user. In addition, an external 
interface may be present to conduct a data exchange with other sources which includes 
measuring instruments and sensors.
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The inference engine is the brain of the expert system. It serves as the inference 
and control mechanism. It reasons the current state of the knowledge base, so as to 
determine what facts are known at any given time, and to add any new facts that become 
available. It controls the data flow by determining the order in which inferences are 
made. It directs the search techniques through the knowledge base which either eliminate 
alternatives or search for the match. The search techniques may be either goal-driven 
inference or data-driven inference. In the first method, which is called forward chaining, 
for the given initial goal, subgoals are generated by employing the knowledge in the 
knowledge base until such subgoals can be reached using the available data. In the 
second method which is called a backward chaining, the new information is derived from 
the available data. The inference engine has two main components:
• The scheduler which maintains control over the order in which the rules are to be 
executed by examining the item priorities and strategies for rule selection.
• The interpreter which executes the chosen rules and draws conclusions from them.
The knowledge base contains the knowledge necessary for understanding, 
formulating and solving problems. The knowledge can be stored in the form of rules, 
procedures or objects and their attributes. The knowledge can consist of facts, such as 
the problem situation, the theory of the problem area, and special heuristics that direct 
the use of knowledge to solve specific problems in a particular domain.
In our application, the Gensym G2 real-time expert system package identifies the 
objects using the information from the camera and the ultrasonic sensor. The 
components and the operation of Gensym G2 are explained in Chapter 6.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 6
G2 EXPERT SYSTEM SHELL
G2 is a tool for developing real-time expert systems for complex applications that 
require continuous and intelligent monitoring, diagnosis, and control. G2, developed by 
Gensym Corporation, can be programmed to perform the following tasks:
• Scan an application, as a human operator would, and focus on key areas when it 
detects potential problems or opportunities.
• Reason about and control events in a continuously changing environment.
• Respond to events when they occur.
• Apply both procedural knowledge and rule-based heuristics.
• Acquire information from any number of data sources, both local and remote.
G2 is equipped with the following components for developing and running a knowledge 
base:
• The User Interface
• The Knowledge base
• The Real-Time Inference Engine
• G2 Data Servers
36
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Figure 6.1: The architecture of G2 real-time expert system shell 
• The G2 Simulator
6.1 User Interface
0 2  provides a window-based Graphic User Interface that makes the different 
options easily accessible as selections from menus. 0 2  log book displays the status of 0 2  
and warning messages. Any messages about the application are passed to the user using 
the message book. Icons can be created for each object in the knowledge base and the 
entire application can be represented schematically. The icons and their colors can be 
changed dynamically as the 0 2  receives information from the sensors or from the in built 
simulator, to give a better picture to the user about what is happening in the application.
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6.2 Knowledge Base
A knowledge base is a record of what is known about the given application. It 
represents the objects, the properties or attributes of the objects, values of those 
attributes and also the rules and procedures for responding to the various conditions in 
the application. The main components of the knowledge base are described below.
6.2.1 Objects and Classes
An object is a representation of some part of interest in the application: for 
example, a robot, a camera, or a cutter. Every object within G2 belongs to a class, and 
all classes of objects are arranged hierarchically so that subclasses can inherit the 
attributes and icons of their superior classes. Also the subclasses can have their own 
icons and attributes. This kind of classification is essential when developing a large 
knowledge base where object groups can be defined and used for several classes.
The picture representing each object is called an icon. The icons can be 
developed using overlapping layers of different colors and each layer can be defined as 
regions. The colors of the regions can be changed using an action in a rule or procedure. 
This is very useful in informing the user about problems which arise in the application 
and the exact location of the problem. Associated with each object is a table of 
attributes. An attribute is a piece of information that helps to define a property of an 
object. Each attribute has a value. For example, a nut can have an attribute of roundness 
with a value of 0.9843. The values may be constants or change from time-to-time.
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6.2.2 Variables and Parameters
The variables and parameters represent the changing values of an object attribute. 
Variables and parameters are similar in a number of ways. Both are types of objects, 
have attributes, and can have icons. Each has a ‘history keeping specification’ attribute, 
which indicates whether G2 should keep histories of values for that variable or 
parameter. Variables and parameters differ from each other primarily in that the value of 
a variable may expire. Variables have a validity interval that specifies the length of time 
for which the last recorded value of a variable will remain valid. This is basically a 
property of a real-time expert system where values should be updated periodically and 
actions should be taken as values change.
6.2.3 Rules and Procedures
The knowledge is represented in the form of rules. They establish the way in 
which G2 has to respond to various conditions in the application. These rules, which are 
called “production rules” have two parts: an antecedent, which specifies the conditions, 
and a consequent, which specifies the actions that G2 should take to respond to the 
conditions. When G2 invokes a rule, it first evaluates the logical expression in the 
conditional part of the antecedent to determine if its true. For that, the current values of 
the variables or parameters are first acquired and then the conditions are tested. If the 
antecedent is true, G2 executes the actions listed in the consequent of the rule. G2 
provides the following five different types of rules:
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• If-then rules
• initially rules
• when rules
• whenever rules
• unconditionally rules
If-then rules are mainly used to represent the knowledge in the knowledge base. The 
other types of rules are used for initialization of the knowledge base, simulation, etc. 
Generic rules can be created which will apply to all the objects in a particular class. Each 
rules has a scan interval, which determines how frequently the rule should be checked, a 
priority among other rules, etc.
A procedure is a set of commands or statements that 0 2  executes. It indicates a 
series of steps that 0 2  should perform to accomplish one or more tasks. It has a number 
of features developed specifically for the needs of real-time applications.
6.3 The Real-Time Inference Engine
The 0 2  real-time inference engine reasons about the current state of the 
application, and communicates with the end-user or initiates other activity based upon 
what it has inferred. The inference engine operates on the following sources of 
information:
•  The knowledge contained in the knowledge base
• Simulated values
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• Values received from sensors and other external sources
The inference engine uses a variety of methods to evaluate the status of the 
application in a given instance. A few inference methods, for example scanning, focusing 
and invoking, are essential techniques for working with real-time applications.
6.3.1 Scanning
Scanning is a method of monitoring a situation by regularly invoking rules to 
evaluate the situation. This is accomplished by giving a rule a scan interval. G2 then 
monitors the application by invoking the rule once every scan interval. The scaimed rule 
can invoke other rules as a consequence of the scaimed rule being true.
6.3.2 Focusing
Focusing is a method of concentrating on a particular object by invoking all rules 
associated with that object. For example, if G2 is asked to focus on ultrasonic-sensor in 
our application, then G2 will invoke all the rules which have ultrasonic-sensor as their 
focus class.
6.3.3 Backward Chaining
To evaluate a rule, G2 must find values for the variables referenced in the 
antecedent, if the value is not a current one. In backward chaining, otherwise called as
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goal-driven inference, G2 gets that value by invoking other rules that conclude a value 
for the variable. If more than one rule can provide the value for a variable, G2 may 
backward chain in either depth first or breadth first style.
Depth First Backward Chaining
In a depth first search, the inference engine collects all the rules that can provide 
a value for the variable and invokes them according to precedence. These rules are 
sorted by the precedence attribute and rules with highest precedence are invoked first. 
The rules with lower precedence are invoked only after the higher precedence rules have 
completed without supplying a value. This allows the developer to determine the exact 
order in which the rules are to be tried. The depth-first backward chaining is explained in 
the figure 6.2.
Breadth First Backward Chaining
The inference engine tries all the rules which can provide the value for the 
variable at the same time. As soon as it finds a value for the variable from any one of the 
rule, it withdraws all the other requests. This eliminates the needless work for the 
inference engine. Figure 6.3 explains the methodology of breadth-first backward 
chaining.
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Figure 6.2: The depth-first backward chaining in G2
6.3.4 Forward Chaining
When a variable or parameter receives a new value, G2 can invoke rules that 
mention the variable or parameter in their antecedents. This is called forward chaining or 
data-driven inference and is a form of deductive reasoning. The inference engine also 
uses forward chaining to initiate actions from the conclusions drawn from other rules.
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Figure 6.3: The breadth-first backward chaining in G2
6.4 G2 Data Servers
In a real-time application, the sensors which are measuring the status of the 
application should update the values of the variables inside the knowledge base 
continuously. G2 employs a variety of data servers for this purpose. Using G2 Standard 
Interface, GSI, the sensors from the external application can be connected to G2, and
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using G2 File Server, GFI, G2 can read data for the variables from the files stored in the 
operating system.
6,5 The G2 Simulator
The G2 simulator is a special kind of data server that provides simulated values 
during real-time simulations. The simulator uses formulas and procedures to simulate the 
values. Using the simulator, various components of the application can be simulated. 
This allows the developer to:
• Validate a G2 knowledge base
• Run a simulation parallel with a working process
• Expand an application strategy
• Design control strategies
• The simulator enables the designer to expand the created prototypes and update the 
knowledge base without much difficulty.
G2 has several other features which are very essential for a real-time application. With 
the help of G2, the knowledge engineer can develop a knowledge base with the 
information acquired from the domain expert.
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CHAPTER?
EXPERIMENTAL SETUP & IMAGE PROCESSING
This chapter describes the experimental setup and the method of capturing and 
processing the image to get the descriptors. A short background description of each type 
of image processing method is also given.
7.1 Introduction
The development of a machine vision system can be classified into two major 
categories: Image acquisition and object recognition. Image acquisition is the process of 
capturing the image of the object and to process it to extract the descriptors of the 
object. The object thickness which is measured using the ultrasonic sensor is also a 
descriptor of the object. Identification of the object from these descriptors is called the 
object recognition. Image acquisition and processing methods are discussed in this 
chapter. The development of the expert system for object recognition is explained in 
Chapter 8.
46
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Figure 7.1: The experimental setup showing the end-effector and the sensors 
7.2 Robot-Sensor System Integration
The experimental platform consists of a PUMA 500 robot equipped with an 
ultrasonic sensor attached to its wrist, and a 2-finger gripper. Above the workspace at a 
height of 700 mm a stable 2-D vision camera is mounted. This will give an image plane 
of 383 mm x 287 mm on the workspace. Figure 7.1 shows the photo of the experimental 
setup involving the PUMA 500 robot and its two sensors.
In order to reduce the number of possible views of an object the working area is 
a horizontal surface and the camera is positioned vertically high enough above the 
working area. The camera will always see the same scene except for translation, rotation 
and scaling of the object. The ultrasonic sensor is mounted in the gripper in such a way 
that it measures the range parallel or approximately parallel to the optical axis of the 2-D 
vision camera.
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Figure 7.2: Schematic showing the coordinates involved in the system
An example of a model for robot control using a stable camera and an ultrasonic 
range sensor mounted in the robot wrist is shown in Figure 7.2. W is the world 
coordinate system, C is the stable camera coordinate system, and I is the corresponding 
image plane viewed by the camera. G and U are the robot gripper and ultrasonic range 
sensor coordinate systems, respectively. A is an object arbitrarily located at an unknown 
position in the world coordinate system. The centroid of the object A can be determined 
by the camera and Global Lab Image software. The thickness of the object can be 
measured by the ultrasonic sensor. Using this information, the object’s position in the 3- 
D world coordinate system can be easily estimated, and the robot gripper can be moved 
to a position where it can grasp the object.
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13  Camera Calibration
The 3-D scene is converted and represented as a 2-D image by the camera. The 
transformation from the 3-D world coordinate to the 2-D image plane depends on the 
relative position and orientation of object and camera. The Global Lab Image software 
has the capability to calibrate the camera by which we can arrive at a relation between 
these two coordinates. This facility is used to calibrate the Pulnix TM-540 camera in this 
experiment.
The calibration tool in the Global Lab Image defines the relationship between 
pixel coordinates and the known or world coordinates. Calibration is done by placing a 
flat piece of paper or other material printed with a grid of the desired measurement units 
(e.g., inches or millimeters) in front of the camera. This grid defines the real-world 
coordinate system. The grid intersections are used to define points of correspondence 
between the world units and the displayed image. Figure 7.3 shows the image of a grid 
and the calibration points. The calibration points should be selected from the extreme 
comers of the image to provide the best possible resolution in the calibration data.
Once the camera is calibrated, the measurements done on the image will produce 
output in calibrated units. In our application the camera is calibrated by placing a grid in 
millimeters at the origin (0,0) of the image plane. If an object is located in the image, the 
resulting measurements like area, location of center of gravity, perimeter, etc., will be 
reported in millimeters. This information can be easily transformed into values in robot 
or world coordinates.
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Figure 7.3: Calibration grid for the camera
7.4 Object Library
Robot vision in an industrial environment involves the recognition of various 
parts and tools. Since information about the objects handled is usually available in 
advance, it is basically a problem of object classification or pattern matching. The 
unknown object is compared with a library of known objects, and the best possible match 
is formed. Hence the object recognition requires a library or training set of objects.
For our application a library involving six different objects is selected. The 
objects are shown in Figure 7.4. The following factors were considered in selecting the 
library objects to construct a library involving a wide range of objects:
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Figure 7.4: The object library used in the experiment
1. Objects with similar features
2. Objects with more than one stable position
3. Objects with distinct features.
These factors were taken into account to test the ability of the expert system in 
the recognition of objects using a library. The library consists of the following common 
engineering components,
•  Allen key
•  Cutter
• Nut
• Screw
•  Square metal plate
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• Washer
Of these six objects, the Allen key, the nut and the screw can have more than one stable 
position. If the image from the camera is noisy then the nut, the square metal plate and 
the washer will have similar types of descriptors. The cutter has a shape distinct from the 
rest of the library objects. The descriptors of these objects will be extracted and stored in 
a knowledge base.
7.S Low Level Image Processing
In our application a monochrome image is used which is simply a two- 
dimensional light intensity function/fx, y), where x  and y  denote spatial coordinates. The 
value o f /a t  any point (x, y) is proportional to the brightness or gray level of the image at 
that point. Figure 7.5 shows the image frame and the axes of the image.
(640.0)
(0,480) (640, 480)
Y
-► X
Figure 7.5: Image frame and coordinate representation of pixels in the image
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The continuous image from the camera is digitized both in spatial coordinates 
(image sampling) and in amplitude (gray-level quantization) to yield an array of elements 
which are called pixels as given by.
f { x , y )  =
7 (0,0)
7 (1,0)
7 (0,1)
7 (14)
7(A-1,0)
m N - l )  
7 (1, # - 1)
(7.1)
The value of  f[x, y) at each point gives the gray level at that point. In our application an 
array of 640 x 480 elements represents a digital image where each element can have 256 
different gray levels.
The Pulnix TM-540 camera is connected to the channel 0 of DT2867-LC frame 
grabber. The Global Lab Image software acquires the image data from the frame grabber 
and displays it on the screen of the personal computer. All image processing operations 
are done with this software.
7.6 niumination of Workspace
The work space or the image plane requires proper lighting. Illumination of a 
scene often affects the complexity of vision algorithms [15]. Ambient or arbitrary lighting 
results in low-contrast images, specular reflections, shadows and extraneous details. In 
any environment the lighting can be easily adjusted to minimize the complexity of the
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Figure 7.6: The illumination scheme for the workspace
resulting image. This will enhance the process of object detection and extraction. Two 
sets of lights of same brightness are used in this setup as shown in Figure 7.6. Using two 
lights instead of one will cancel possible shadows.
7.7 Capturing Images
The live video image can be displayed on the personal computer screen using the 
frame grabber board. The gain on the input image is set to zero. The offset and the 
reference values, explained in chapter 3 are adjusted to -54.0 and 660.0 which are the 
nominal values for our application. The contrast and the brightness values are tuned to 
give a better picture. To eliminate random noise in the image, several fiâmes of the same 
object can be captured continuously and an average of these frames can be displayed as
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(a)
(b)
Figure 7.7: (a) Image of the background and, (b) Image of a screw 
in the same background
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the image of the object. In this application, five frames are averaged to get the object 
image. Initially the background of the object is captured and stored in a memory buffer, 
and then the image of the object is captured. Figure 7.7(a) shows the image of the 
background or the workspace without any objects and Figure 7.7(b) shows the image of 
a screw. In this image, the screw is surrounded by shadows which will be removed by the 
processing techniques described in the next section. These images can be stored in 
buffers or saved as a disk file.
7.8 Image enhancement
Image enhancement is a technique to process the captured image so that the 
result is more suitable for further processing. Image smoothing is used to diminish the 
spurious effects that may be present in a digital image as a result of poor sampling and 
noise. Among the various available spatial and frequency domain techniques, median 
filter is selected for this application for its characteristic of preserving the edge sharpness 
in the image. A 3x3 neighborhood as shown in Figure 7.8 is moved around the image. 
The value of the center pixel, ws, is replaced by the median value of the surrounding 
eight pixels.
W i W 2 W 3
W 4 W s W e
W 7 W g W 9
Figure 7.8: Median filter used to smooth the image
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7.9 Background Removal
The background of an object may have reflections and other noises. If the 
background is removed the effect of these reflections and noises can be eliminated. 
Mathematically, background removal is the subtraction of the background from the 
object image. The gray values of each pixel in one image are subtracted from the gray 
values of the corresponding pixel in the other image. The resulting image has a black 
background with a white object on it. The gain of the resulting image can be adjusted to 
improve the contrast. Figure 7.9 shows the image of the screw after background 
removal.
Figure 7.9: Image of a screw after background removal
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7.10 Gray Level Thresholding
Even after the background of the object has been removed from the image, the 
image will still have slight shadows. The object also will be of varying gray levels as 
shown in Figure 7.9. If an edge detection algorithm is used at this stage, it will detect the 
edges of the screw with its shadows. Thresholding can be used to remove these shadows 
and to make the image binary whereby the object will have a gray level of 1 and the 
background will have a gray level of 0.
The image after background removal consists of light objects on a dark 
background. The pixels can be grouped into two dominant modes based on their 
intensities as background and object. A threshold T  can be selected which separates the 
intensity modes. Any point (x, y) where y)>T can be grouped as part of the object 
and given a value of 1. Pixels where/(x, y) < T  can be grouped with the background and 
given a value of 0. Figure 7.10 shows the histogram of the gray values of the screw 
which is extracted from its background. There is a clear margin between the background 
and the object gray level values. In this experiment after several trials with different 
images, a threshold value of 150 is selected which can be used with all the images of the 
objects in the library. All values below 150 will treated as zero and above 150 will be 1. 
This operation is done using the D-skeleton morphological function in the Global Lab 
Image. The resulting image is shown in Figure 7.11.
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Figure 7.10: Histogram of the screw image after background removal
7.11 Edge Detection
The image after thresholding is a binary image of Is and Os. The edges of the 
object can now be easily traced. Edge contours are detected as changes of gray level in 
the image. The edge detection process uses the gradient operators to search for gray 
level changes. The gradient of an image yfx, y) at location (x, y) is defined as a vector,
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Figure 7.11: Image of screw obtained by using a global threshold 150
G [/(x,y)] = dx
l^y.
(7.2)
The magnitude of the above vector gives the rate of change of gray level at any point and 
can be calculated as
G [/(x,y)] = [ G /+ G /] " ^ (7.3)
1/2
It can be approximated as
G[/(x,y)]=IG J+IG  I
(7.4)
(7.5)
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In Global Lab Image, the particle tool is used for edge detection in order to 
locate the particles in the image. This tool uses the Sobel operator to search for the 
variation in gray levels. In Sobel operator the gray level variations are detected by using 
equation 7.5 in the form of a 3x3 spatial operator or a mask as shown in Figure 7.12. 
The two masks shown in Figure 7.12 (a) and (b) will find the gray level variation in 
horizontal and vertical direction respectively. These masks are moved over all the pixels 
in the image, and the value for the center pixel in the mask is calculated as the 
summation of the eight neighbor pixels multiplied by the values in the mask.
a b c
d (x,y) e
f g h
-1 -2 -1
0 0 0
1 2 1
-1 0 I
-2 0 2
-1 0 1
(a) (b) (c)
Figure 7.12: (a) 3x3 neighborhood of point (x,y), (b) Mask used to compute G%,
and (c) Mask used to compute Gy
The resulting image from the above operation has a black background and white 
points on it. The black background corresponds to the background and the body of the 
screw where there is no change in the gray level, and the white points corresponds to the 
boundary of the screw where the gray level changes from 0 to 1. These points are 
connected together to give the boundary of the screw as shown in Figure 7.13.
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Figure 7.13: The boundary curve of the screw obtained by edge detection
Using the particle tool of Global Lab Image, the x  and y  coordinates of the object 
can be extracted and saved as a file. This information is used to calculate the Fourier 
descriptors of the object.
7.12 Regional Descriptors
Regional descriptors, explained in chapter 2, are to be extracted from the object 
whose edges were detected using the Sobel operator. Global Lab Image is equipped with 
functions in the particle tool to measure all these required descriptors. The particle tool 
determines the following features of an identified object:
• Axis Ratio - Eccentricity
• Box Ratio
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• Number of holes 
PPDA - Compactness
• Roundness
• Centroid X
• Centroid Y
• Angle - is in degrees between major axis and x axis.
These descriptors together with the x  and y  coordinates of the boundary value 
can be stored in a disk file. To reduce the influence of noises or reflections from pits and 
scratches, the particle tool locates particles only with area above predetermined size.
7.13 Fourier Descriptors
The Fourier descriptors of the object are obtained from the output x  and y  
coordinates of the object boundary. A few issues need to be considered before applying 
Fourier transform on the boundary data. The Fourier algorithm calls for a uniform step 
size between the boundary pixels. Non-uniform spacing can result in a frequency-domain 
representation that will converge much faster than uniform spacing [17]. The resultant 
image from the Sobel operator will have only the pixels of the boundary of the object. 
Because of the noise in the boundary and improper sampling of the image, the boundary 
pixels will not have uniform step size. The 4-neighborhood pixels have an unit step size 
between the adjacent pixels, but if the boundary pixels are reported in 8-neighborhood
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
64
pixels, they can have a step size of either 1 or V2 as shown in Figure 7.14 (c) and (d). 
The output coordinate values from the Global Lab Image can be modified to achieve 
uniform step size as shown in Figure 7.14 (a) and (b).
(a)
H H H 2
u -
1-------
(b)
y*l)
(c)
(«-L y) 0.
(x-1. y-1)
(d)
(x. y*l) 
$
(x-L y)
ft y)#-------4------- L yi
<«. y-l>
Figure 7.14: Boundary (a) before and (b) after adjusting the pixels,
(c) 8-neighborhood pixels, and (d) 4-neighborhood pixels of (x, y)
7.14 Object Thickness
The object thickness is measured with the ultrasonic sensor. To measure the 
thickness the robot gripper with the sensor is moved to a predetermined position at a 
distance of 600 mm from the background. This distance gives a good measurement 
resolution. The axis of the ultrasonic sensor is parallel to the axis of the camera which is 
perpendicular to the image plane. A program written in ‘C’ language, as explained in
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Chapter 4, samples the digital measurement data from the I/O board and converts it into 
distance information, namely the distance between the ultrasonic sensor and the top layer 
of the object. If this value is subtracted from 600 mm, we obtain the object thickness in 
millimeters. The thicknesses of all library objects were measured. They are listed in Table 
A.l of Appendix A. These values are verified by physically measuring the thickness of 
the objects using vernier calipers.
Six different images of each object are captured for each object at different 
locations in the image plane with different orientations. These images are processed to 
extract the regional and Fourier descriptors. These values are averaged for these six 
images and the final descriptor library is arrived. Table A.2 shows the library of Fourier 
descriptors in all possible stable positions of the object, and Table A.l shows the regional 
descriptors of these objects. The Fourier descriptor library is used by the ‘C’ program to 
classify an object. The result from the ‘C ’ program with the regional descriptors and the 
thickness information from the ultrasonic sensor are used by the G2 real-time expert 
system to identify the objects. The development of the expert system is explained in the 
next chapter.
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DEVELOPMENT OF THE EXPERT SYSTEM
This chapter discusses the development process of the expert system used in this 
application. It also explains the various components of the expert system and the 
facilities incorporated in the system for our application.
8.1 Introduction
The Fourier and regional descriptors of the library objects are to be used in the 
object identification. This knowledge needs to be collected and translated into a format 
suitable for inferencing by the expert system. Also the correcmess o f this knowledge and 
the method of inferencing needs to be verified.
The development process of the expert system for our application is represented 
schematically in Figure 8.1. This involves the following basic steps:
• Knowledge acquisition
• Knowledge representation
• Inference
66
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I Acquisition
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Knowledge
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Sources of 
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Knowledge
Validation
Figure 8.1: Development process of the expert system
• Validation
• Maintenance
8.2 Knowledge Acquisition
Knowledge acquisition is the process of gathering knowledge from human 
experts, books, documents and sensors by the knowledge engineer. In most cases, it will 
be acquiring the knowledge from the expert on a particular problem who is called the 
Domain Expert. In this application, there is no clear distinction between the knowledge 
engineer and the domain expert. The knowledge engineer acts as the domain expert, and 
the knowledge about the objects and their features for the vision system was collected
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from previous research, experiments, and the information from the sensors. The acquired 
knowledge can be divided into two types: semantic knowledge, which is used to make 
decision about the identification of the objects, and procedural knowledge, which 
involves a series of steps to be followed to execute an action like collecting data from 
sensors, informing the operators, etc.
8.3 Knowledge Representation
The G2 expert system shell employs a hybrid method of knowledge 
representation which involves frames and production rules as shown in Figure 8.2. The 
production rules which are simple to build and flexible, lack in their expressive power 
and in defining relations among the objects. These are compensated by the frames which 
provide rich structural language and inheritance properties for the objects and relations 
among the objects. In G2, the frames or classes are used to define the objects and their 
properties and rules are used to take decisions. Hence the knowledge representation in 
G2 involves the development of these classes and the production rules.
All objects used in the system should be defined in a class. The class hierarchy of 
the objects used in this application and their attributes are shown in Figure 8.3. Each 
class in the system may have a set of attributes and subclasses. By inheritance, the 
objects defined under each class will have the attributes specific to that class and also 
from the superior classes. For example, in this system all the library objects defined as 
the sub-classes of component will have the same attributes but different values for these
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attributes. Sub-classes inherit the attributes defined for a class at higher levels. This is 
helpful when adding new components to the knowledge base. Classes are defined also 
for the hardware, like robot, sensors, etc. involved in the experiment.
RULE-BASED TECHNIQUE: 
Rules
Inferencing
Backward Chaining 
Forward Chaining
Pattern-matching 
Hypothetical Reasoning 
Constraint Techniques
Objects
Inheritance and specialization 
Methods and Message passing 
FRAMES OR CLASSES
Figure 8.2: Hybrid knowledge representation used in G2
Variables, parameters or constants represent the attribute values of the objects 
depending on requirements. The attributes which get values from the sensors are defined 
as variables and constants represent the constant data of objects like area, major axis, 
etc. These variables and parameters can be simulated using the G2 simulator or given 
values from the external sensors. In this application, the data from the sensors are stored 
in disk files and input to G2 as File Interface Objects. All variables and parameters also 
must be defined in classes and the Figure 8.4 shows the workspace involving the 
definition of classes and objects.
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CLASS SUB-CLASSES ATTRIBUTES
Component
Circular
Washer
Nut
Nut-Vertical
Screw-Vertical
Square Metal
Unknown
Hardware
Robot
Non-Circular
Allen-Key
Allen Key-Vertical
Screw
Cutter
Sensors
Camera
Ultrasonic Sensor
Axis Ratio 
Box Ratio
Number of Holes 
PPDA
Length
Width
Thickness
X.Y&Z
Coordinates
Orientation
ON/OFF
Centroid X 
Centroid Y 
Angle
Accessories
Object Table
Lights ON/OFF
Figure 8.3: Class hierarchy of objects and their attributes
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COMPONENT
CIRCULAR
WASHER n u t NUT-V SCREW-V SQUARE
NON-CIRCULAR
ALLEN-KEY ALLEN-V SCREW CUTTER
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HARDWARE
ROBOT
SENSORS
CAMERA ULTRASONIC
ACCESSORIES
LIGHT OBJECT-TABLE
GUESS GFI-INPUT OBJ-MESSAGE
Figure 8.4; The workspace showing the class hierarchy of the expert system
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Figure 8.5: Schematic representation of experimental setup in G2
The classes and objects are initially represented as simple triangles in G2. Icons 
are created using the built-in graphic icon editor for objects and classes. The icons have 
different layers of shapes and colors which can be modified dynamically using rules or 
procedures for better visual representation. Whenever an instance of an object is 
requested, G2 will create the icon of the object and display it on the current workspace. 
The workspace is represented schematically using the icons of the robot and the sensors 
as shown in Figure 8.5.
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Figure 8.6: The decision tree used to generate rules for object identification
The next step is to develop the rules for inferencing and to make decisions based 
on the Fourier descriptors, regional descriptors and the thickness information. The 
Fourier descriptors are compared to the library of Fourier descriptors by the ‘C’ program 
and the best possible match is presented to G2. To make the decision using the regional 
descriptors a decision tree is constructed as shown in Figure 8.6. In the decision tree, 
each node represents either a question about the value of an attribute, or a conclusion. 
Each branch emanating from a node pertaining to a question represents a possible value 
for the associated attribute. The decision tree needs to be developed with the minimum 
number of levels and with all events representing known conclusions.
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Rules are generated from the above decision tree. Rules are written from the top 
level of the decision tree and stepped down sequentially. The rules are generated for all 
possible combinations. The first guess is based on the Fourier and the regional 
descriptors. Then the candidate objects are compared with thickness data to resolve any 
remaining conflicts. Other rules are written to acquire data from the sensors, to simulate 
the actions on the screen by modifying the icons, and to inform the operator about the 
status of the process. Figure 8.7 shows a list of sample rules.
Procedures can be used to execute a series of steps or to simulate the process on 
the screen. The process of getting the information from the sensors, decision making, 
and the display of the identified object on the workspace are simulated using the 
procedures. The workspace for the procedures in this application is shown in Figure 8.8.
8.4 Inference
The inference engine is the control mechanism for the expert system. The method 
of inferencing can be modified by changing the properties of the rules, variables and 
parameters. In a real-time expert system, some rules need to be scanned periodically to 
get information about the system. The frequency of scanning can be controlled using the 
scan interval attribute of the rules. These scanned rules will in turn fire other rules based 
on forward or backward chaining, either to get data or to make decisions. The rules can 
be allowed for forward or backward chaining by controlling its chaining attribute. Based 
on the above settings, once the expert system is started, it will look for the data from the
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Figure 8.7: .A. sample set of rules used in object identification
PROCEDURE-WS H ide
; r e a t e -a n c -m o v e -all c r e a t e -a nd-m o v e -c o t  c r e a t e -a n d -m o v e -m ut
CREATE-ANO-MOVE-SCR c r e a t e -a n o -m o v e -s g r  c r e a t e -a n d -w o v e -w a s
CREATE-ANO-MOVE-ALLV CREATE-AND-MOVE-MJTV CREATE-AND-MOVE-SCRV
: h a n g e -c o l o r
Figure 8.8: Workspace showing the procedures used
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sensors, identify the object, take actions and wait for new data. The process will be 
repeated until the expert system is paused or stopped. All the intermediate conclusions 
and direction of inference are controlled by the inference engine based on the rules.
Variables are given a validity interval, i.e. the interval for which the value of the 
variable will be valid. Once a value has expired, the inference engine will activate the 
rules to get new values for these variables from the sensors or other conclusions. This 
property is required for our application which is to be controlled in real-time.
8.5 Validation
Before applying to the real world application the expert system has to be checked 
for the consistency and completeness of the rule base, and also for the overall 
performance of the expert system. The rule base is searched for the following 
inconsistencies [21]:
• Redundant rules
• Conflicting rules
• Subsumed rules
• Unnecessary premise clauses
• Circular rule chains
The following are the possible defects which an expert system may have,
• Unreferenced attribute values
• Illegal attribute values
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• Unachievable conclusions
• Unachievable premises
To search for all the above factors, the Inspect facility of G2 is used. Inspect 
searches for items or rules based on their type, class, attributes and location. For 
example, the rules can be searched for those having the same type of conclusion. Also 
the simulation facility of G2 checks the consistency and completeness of the rules. The 
expert system is simulated using data files created from the sensors for all library objects 
in different orientations. G2 can highlight active rules for tracing of the inference 
process. Whenever conflicts in decision making arise, the rules are modified to resolve 
the conflicts. By using this simulator, the expert system’s performance can be verified 
before applying it to the real application.
8.6 Maintenance
Maintenance is the process of creating the user interfaces for the expert system 
and also introducing facilities for the future modifications on the expert system. In G2, 
different workspaces can be created, and the components like classes, rules, displays, 
etc., can be stored in these workspaces. If the rules are to be viewed, then the workspace 
containing the rules can be called and displayed. Also displays are created to show the 
data values as the attributes receive them from the sensors and while the intermediate 
conclusions are made. The display workspace is shown in Figure 8.9. A tool bar as 
shown in Figure 8.10 was created using which the user can navigate through the expert
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Figure 8.9: Display workspace showing the attribute values
^ DISPLAY J GFI y  MESSAGES]^ OBJ-DEF][PROCEDUFIE^ RULES ][sCHEMATIc][sHUTtX)WN^
Figure 8.10: The tool bar for user interface in G2
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system. The tool bar contains action buttons which take the user to the requested 
workspaces.
A major concern while developing any expert system is the possibility for future 
modifications because the application for which the expert system is developed may be 
modified or new factors may be added to the system. Using the method of classes to 
define objects in the G2, any addition or removal of components to the knowledge base 
can be done very easily. The rules are arranged to follow each level in the decision tree. 
This allows the easy modification of the rules if there is any change in the decision tree 
when adding new objects to the reference library. Thus the expert system developed for 
our application is flexible for future changes.
An expert system for object identification was developed successfully following 
all the steps listed above. An explanatory user interface and message spaces are created. 
The experiments done on this expert system are discussed in the next chapter.
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CHAPTER 9 
EXPERIMENTAL RESULTS
This chapter discusses the experiments performed with the vision system 
developed for the PUMA 500 robot. It also explains the advantages of the invariant 
descriptors, sensor fusion and the effectiveness of the expert system.
9.1 Introduction
A set of descriptors, Fourier and regional descriptors, were developed to 
represent an object. A standard procedure to extract these scale, position, orientation 
and starting point invariant descriptors from the camera image was determined. An 
expert system to identify the objects using the descriptors and the thickness information 
from the ultrasonic sensor was successfully designed using the G2 real-time expert 
system shell. A series of experiments were performed using the library objects to 
evaluate the ability of the expert system to identify these objects. The experiments were 
limited to one object being present at a time in the image plane.
80
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9.2 Performance of Fourier Descriptors
The Fourier descriptors represent the features of the shape of an object 
normalized with regard to scale, position, orientation and starting point. A library of 
Fourier descriptors was obtained for the reference library objects. A minimum Euclidean 
distance algorithm as discussed in Chapter 2 was used to compare any given object’s 
Fourier descriptor with this library. Since each object’s Fourier descriptor represents the 
features of that shape, the error will be a minimum for that object only. Several images of 
library objects were captured, and their Fourier descriptors were compared with the 
library of Fourier descriptors. The average errors are shown in Table 9.1. From the 
above table, it is clear that Fourier descriptors are feature sensitive and can be used in 
this kind of machine vision application.
Ambiguous situations may arise with these Fourier descriptors. The Fourier 
descriptors derived by normalizing the Fourier coefficients of the boundary for scale, 
position, orientation and starting point will represent a standard shape of that object. 
Objects of similar basic shapes will give similar kinds of Fourier descriptors [41]. For 
example, both the Allen key and the nut in their vertical positions will be viewed by 
camera as rectangular shapes, with different sizes. When normalizing Fourier descriptors 
of these images both will represent a rectangular image of standard size. A number of 
ambiguities which may arise with Fourier descriptors can be resolved by the regional 
descriptors and the thickness information.
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Table 9.1: Errors obtained while comparing FDs of the objects with the library of 
Fourier descriptors.
1
<
1
U
a
Z 1
£
§ !
>
c
a
<
a
Z
>
1
Library Given Object
Allen key 0.0070 0.6080 0.1700 0.0778 0.1463 0.1588 0.1288 0.1485 0.1396
Cutter 0.6102 0.0478 0.7627 0.6249 0.7373 0.7457 0.7227 0.7417 0.7354
Nut 0.1667 0.7568 0.0084 0.1724 0.0910 0.0367 0.0838 0.0739 0.0334
Screw 0.0748 0.6189 0.1770 0.0107 0.1228 0.1679 0.1095 0.1291 0.1498
Square 0.1457 0.7336 0.0918 0.1211 0.0074 0.1014 0.0208 0.0279 0.0848
Washer 0.1640 0.7509 0.0273 0.1692 0.0966 0.0223 0.0868 0.0757 0.0329
Allen V 0.1411 0.7283 0.0945 0.1151 0.0108 0.1027 0.0172 0.0282 0.0856
Nut-V 0.1470 0.7374 0.0759 0.1259 0.0253 0.0827 0.0221 0.0083 0.0688
Screw V 0.1488 0.7408 0.0246 0.1563 0.0862 0.0342 0.0750 0.0688 0.0168
93  Importanceof Thickness Information
The object thickness measured using the ultrasonic sensors is an important 
descriptor of that object in machine vision applications. This descriptor is mainly 
required to distinguish the objects which give similar shapes while viewed by the camera. 
For example. Figure 9.1 shows the image of a nut in its normal position and a screw in 
its vertical position. If the hole of the nut is covered by shadows, both objects will result 
in an image of hexagonal shape. They will have different thicknesses which cannot be
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
83
measured by the camera. Using the thickness information from the ultrasonic sensor, the 
objects can be easily classified. Since the rules are formatted to look for these kinds of 
objects, the objects are properly identified by the expert system.
500
400
Sut300
Screw in Vertical Position
200
100
0
1000 200 300 400 500 6 0 0
Figure 9.1 : Boundary of a nut and a screw in vertical position
9.4 Library Objects
Experiments were done on the vision system to identify the library objects with 
different orientations and positions in the image plane. Since the selected descriptors are 
invariant to scaling even if the camera position is varied and the object sizes are changed, 
the changes have no significant effect on these descriptors. Different images were 
captured for each library object with different orientation and position using the camera.
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23rd May 1996 3:54:46 a.m. the current time 0
0 the roundness of tb 0.908791
0 the boxratio of tb 0.741696
0 the axisratio of tb 0.989898
0 the noholes of tb 0.000000
0 the ppda of tb 13.82756
0 the centroidx of tb 3.451691
0 the centroidy of tb 4.189472
0 the fderror of tb 3
0 the thickness of tb 74.73200
Figure 9.2: Example of an input file to the G2 expert system for object recognition
The object thickness is measured using the ultrasonic sensor at that location. Figures 9.3 
and 9.4 show the contours of all library objects in the image plane in their normal and 
vertical positions, respectively. The data from these sensors were processed and the 
resulting descriptors were written in the specific format required for the expert system. 
Figures 9,2 shows the contents of an input file to the expert system. The G2 expert 
system was allowed to identify the object based on these descriptors. Figure 9.5 shows 
the screen of G2 while it was running. Guesses were made based on the Fourier 
descriptors and regional descriptors. These guesses were compared with the thickness 
information and the final decision was made. The rules in the expert system were
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Figure 9.2: Boundary curves of library objects in their normal position
500
4 0 0
300
Nut
I
200
too
Allen Key
100 200 400 500 600
Figure 9.3: Boundary curves of the library objects in vertical positions
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
86
MZCCACC OOAIC
I #n 1 WL Aa iipct ■ ««dtr|
I Ulrmtc S«AMr
l|] | Ml«7 wn. Cmn f«HM« « aciMMdl 
In Ift me dcieii «t <M #»#ci
111 l.ilSi wn. The Fim fvtft cf m« I 
•li«ei Hn M Fwntr Of«a«icr« id • i SCBEW.V I
111 1 11)1 Ml THC StCdAd «t »« j
«Ijtct »#* lid Rdiaiim Odtcrmidrd id •  ISCREW-V I
I4B l.ilM «JR. The « 
SCAEW-V
Roundneii jU.8^4j "Oundi j 
3o)Citiorir7^
AX:Sr8H0ll^  <^ O^OtCî[^  
\Q of HolCt j o!'0j G u e st- ij jh  
SPSAju m i Guest-^g 
r i ; C « l W I  i ; 4 0 !  C j M I - J
i Gaett^ 'V}
Ottr«dr Ll«ddit 10 Jun U ▼ 4 Rdt* 1
Its l.tui AfL GFI IflSdi imtfiaei ut GFk 
INPUT'I M#d CdidSidtdd. Didre rtiMn «mad 
t a n id  #d* tiRtrd V R dfiflndt n  t e  
•/HemedAdddr»mimma>ddid4emdwcd g#
SCHEM ATIC Hide I 30 Jun 96 5 23 27 am. I
Ultrasonic 
PUMA 500 Sensor Camera
Object
Identified I  
Object
SCREW-V
fCHSPtAy"' GFI ^ M E S S A G E S ^O B JO E F ^ P R O C B D U R ^  RULES'^SCHEM ATIcfSHUTDOW N)k_____ /\_____ A______ A______Zx_— ___A--------A----------- N /
Figure 9.5: Screen of G2 expert system while in operation
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organized in the above way to resolve conflicts and to make the proper decision. The 
expert system developed was 100 % accurate in identifying these library objects in any 
position or orientation in the image plane. G2 will identify the object and display an icon 
of the object on the screen to the operator. Since all stable positions of the library objects 
are included in the library and covered by rules, all object positions were easily identified 
by the expert system.
9.5 Object Shadows
Artificial lighting is used to reduce shadows. Over a limited range of lighting 
conditions the image processing routine is capable of eliminating the shadows. If the 
shadows are included in the image contour, they will have a deteriorating effect on the 
descriptors. Shadows affect mostly the high-firequency components of the Fourier 
descriptors. Since we are considering only the low frequency components of the Fourier 
descriptors, the effect of the shadows is largely negligible on the Fourier descriptors. The 
shadows will affect the regional descriptors, but not the ultrasonic sensors. Figure 9.6 
shows the contour of a screw with shadows surrounding it. The overall shape of the 
screw remains the same but the shadows have altered the edges of the screw. Several 
library object images like the screw were captured with shadows and tested. Because the 
shadows have negligible effects on the Fourier descriptors and have no effect on the 
thickness measurements, all test objects were properly identified by the expert system.
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Figure 9.6: Boundary of a screw surrounded by shadows
I
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Horitomtai
Figure 9.7: Boundary of a cutter corrupted by the reflections
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9.6 Reflections
Reflections may be present in the industrial objects because of scratches or cuts 
or polished surfaces, and under bright lighting conditions. The vision system should be 
capable of rejecting these reflections. The experiments were conducted by increasing the 
luminous intensity and performance of the vision system on these images was tested. If 
present in the image, these reflections are minimized during the image processing stage 
by the image processing routine. If reflections are present in the middle of the object, 
they will produce small unwanted objects within the main contour. The particle tool in 
Global Lab image was adjusted to identify particles only above a minimum value. This 
suppresses most reflections inside the object. If reflections are present on the boundary 
of the object, they will affect the boundary shape. Figure 9.7 shows the boundary of a 
cutter image with reflections on its boundary. Similar to shadows, this will affect only the 
high frequency components of Fourier descriptors and will have minimum effects on the 
regional descriptors. The ultrasonic sensor is not affected. Even with reflections present, 
the expert system was found to be capable of identifying the objects correctly.
9.7 Unfamiliar objects
An expert system can only identify known objects. Even though the process of 
identifying unknown objects is not considered for this application, the response of the 
vision system for objects not in the library set was tested. Figure 9.8 shows the boundary 
of a Check key which is not one of the library objects. The knowledge base does not
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contain the features of this object. The Fourier descriptor algorithm looks for the 
minimum error between the Fourier descriptors of the unfamiliar object and the library 
Fourier descriptors. Hence it will identify it as one of the library objects. In this case, it 
identified the object as a cutter with large errors to all known reference objects. But 
since its regional descriptors and the thickness information does not compare with the 
knowledge in the expert system, no match was made, and the operator was informed that 
an object which is not in the library has been located in the image plane. Several other 
unfamiliar objects like a screw driver, a wrench, etc., were tested, and in all cases the 
vision system classified it as an unknown object.
500
400
300
I
200
100
100 200 400 500 600
Figure 9.8: Boundary of an unfamiliar object tested with the vision system
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9.8 Addition of New Objects
Any addition of new objects to the reference objects library should be an easy 
task in a machine vision system. The process of adding a new object in our system 
involves the development of its Fourier and regional descriptors. Fourier descriptors are 
calculated from the object’s boundary and added to the Fourier descriptors Ubrary. The 
regional descriptors and the thickness information would be derived and added as a new 
branch in the decision tree. From this decision tree the rules can be formed and 
incorporated in the G2 expert system. Since the expert system has inheritance properties, 
the addition of a new object to the expert system can be done easily. As an experiment, 
the addition of new objects like check key, screw driver, etc., were tried. The objects 
were successfully added in the knowledge base of the expert system with fewer than six 
new rules for each object. The process was simple in comparison to neural networks, 
where the entire training process must be repeated for each expansion.
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CHAPTER 10 
CONCLUSION
An intelligent machine vision system for the identification of industrial tools and 
components using a 2-D vision camera and an ultrasonic range sensor has been 
successfully developed and experimentally tested on the PUMA 500 robot. An image 
processing routine was developed to acquire the object image from the camera and to 
effectively extract their features. The normalized Fourier descriptors used in this system 
are invariant to object scaling, translation, and rotation in the image plane. Even though 
the Fourier descriptors obtained from object boundaries are highly effective shape 
descriptors, they can lead to ambiguous situations when used with similar shapes. This 
problem was effectively solved by the addition of regional descriptors to the system. The 
object thickness measured with ultrasonic sensor was used as an additional descriptor. 
The integration of the 2-D visual sensor with the ultrasonic range sensor is an alternative 
solution to more complex and costly 3-D vision systems.
A real-time expert system developed using the G2 expert system shell evaluates 
the descriptors obtained from sensor data. Production rules and frames represent the 
heuristic and deterministic knowledge about the object. An interface was developed for
92
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the interaction between the user and the expert system, and to display the status of 
operation.
All sensors and programs were integrated through the computers to form a 
cohesive experimental system. A reference library using six objects was created to test 
the performance of the object identification system. These objects were tested with 
different orientations and positions on the image plane. The experimental results 
demonstrate that the system exhibits good repeatability and is accurate for all tested 
library objects. Also it was found that minor variations in the objects like different jaw 
angles of the cutter can be allowed. Experiments were performed with changing lighting 
conditions to vary shadows and reflections on the image plane. The system was proven 
to be robust in an environment without highly structured lighting as would be found in 
real world applications. These encouraging results are a consequence of the method of 
sensor integration and the effective use of the invariant descriptors by the expert system.
Among the advantages of an expert system are:
• Addition of new objects to this vision system can be easily done by adding a few 
rules to the expert system unlike in neural networks where training takes a lot of 
time.
• Expert systems follow a deterministic set of rules, and to ensure the completeness of 
the set of rules is thus easier than with neural networks.
• The operator can be easily informed about the status of the system on the screen and 
also the messages about the identification.
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• The expert system can direct the sensors to collect additional information, if 
necessary.
• The expert system can be programmed to give instructions to the robot based on its 
interpretation of the sensory information.
Recommendations
The following improvements and further R & D are suggested:
• The communication link between the personal computer and the workstation was not 
established in this research. This link needs to be established to create full 
communication between the AI diagnostic and supervisory system with the PUMA 
500 robot.
• This research focused on the identification of a single object in the image plane. The 
expert system should be extended to identify any number of objects on the image 
plane to give a bin picking capability to the robot.
• Further ahead, a method to identify overlapping objects should be developed.
• In this research, the camera was mounted in a stable position during vision system 
development. The camera can be mounted on the robot’s gripper to improve the 
flexibility of image analysis and object recognition.
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APPENDIX A
DESCRIPTORS OF LIBRARY OBJECTS
Table A. 1 : Regional descriptors and the thickness of library objects
Library Objects
Descriptors 1 1< 1U 1 >i 1
>
1 :1
b
1
Axis Ratio 0.16 0.05 0.65 0.98 0.65 0.31 0.84 0.94 0.98
Box Ratio 0.13 0.17 0.16 0.74 0.68 0.43 0.74 0.69 0.77
No. of holes 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
PPDA 104.09 86.18 126.61 14.28 15.77 28.43 14.31 16.23 13.57
Roundness 0.12 0.14 0.09 0.90 0.79 0.44 0.87 0.77 0.92
Thickness (mm) 6.966 37.503 10.446 15.38 26.429 30.963 74.174 6.255 3.613
95
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Table A.2: Fourier descriptors of the library objects
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APPENDIX B
FOURIER DESCRIPTOR PROGRAM LISTING
Name
Program
Date
Suresh K. Devarajan
Fourier Descriptors of Objects
May 28, 1996
This program reads the data from the GL '.par' file, adjusts the 
step increment, calculates the Fourier Descriptors, compares 
with a library of FD's and finds the minimum error.
The input file is directly from the Global Lab. It first reads the 
reagional descriptors and prints them into G2 input file and 
then it gets the xy contour of the object.
V
#include <stdio.h>
#include <math.h> 
^include <time.h>
#include <stdlib.h>
#define PI (acos(-l)) 
tdefine Q 5000 
Sdefine R 20
void rowcol (void); /* Read the data points V
void stepinc (void); /* Equalize the step size V
void fourier (void); /* Calculate the FD's * /
void euclidean (void); /* Compare with the library V
float x[Q], y [Q], /* Original x & y V
xnew[Q], ynew[Q], /* Step adjusted x & y */
fd(R]; /* Fourier Descriptors V
int ol, nl ; /* Original & Step adj. lengths V
FILE *fp. /* Data File V
*fpl. /* Library File V
*fp2. /* Output Magnitude File */
*fp3; /* G2 File V
/* •***Main Program***-
void main(int argc, char *argv[]) 
{
time_t first, second; 
first = time(NULL);
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if(argc < 2) {
fprintf(stderr, "Osage: argv[0] <input data file> \n") ; 
exit(l);
1
if((fp=fopen(argv[l],"r"))==NOLL){
fprintf(stderr, "Cannot open Input file %s\n", argv[l]); 
exit(2);
}
if((fpl=fopen("library","r"))==NULL)(
fprintf(stderr, "Cannot open Library file \n"); 
exit(3);
)
if((fp2=fopen("magnitude","w"))==NOLL){
fprintf(stderr, "Cannot open output magnitude file \n"); 
exit(4);
]
if((fp3=fopen("match.gfi","w"))==NULL)(
fprintf(stderr, "Cannot open output G2 input file \n"); 
exit(5);
)
printf ( "\nRecognition in Progress.....  Pleas wait...... !\n");
rowcol();
stepinc();
fourier();
euclidean();
second = time(NOLL);
printf("Program Running Time : %ld Second", (long)second-(long)first);
}
/*----------------------------***End of Main***------------------------------
Function to read the Original Data Points. Regional descriptors are first 
read and written in the input file to G2.
--------------------------- ***Function rowcol***------------------------
void rowcol()
(
int i, j;
float axisr, boxr, noh, ppda, round, xcg, ycg;
fscanf(fp, "%f %f %f %f %f %f %f",
saxisr, sboxr, /* Axis ratio and Box ratio */
snoh, &ppda, /* No. of holes and PPDA */
Ground, sxcg, &ycg); /* Roundness & x,y of C.G */
fprintf(fp3, "23 May 1996 3:54:46 p.m.\tthe current time\tO\n"),
fprintf(fp3, "0\tthe roundness of tb\t%f\n", round); 
fprintf(fp3, "0\tthe boxratio of tb\t%f\n", boxr); 
fprintf(fp3, "0\tthe axisratio of tb\t%f\n", axisr); 
fprintf(fp3, "0\tthe noholes of tb\t%f\n", noh); 
fprintf(fp3, "0\tthe ppda of tb\t%f\n", ppda);
fscanf(fp, "%d", &j);
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for (i=0; i<j/2; i++)
fscanf(fp, "%f %f",&x[i],&y[i]);
x[i] = x[0]; /* First point to close the contour */
y[i] = y[0]; 
ol = i+1;
)
/*----------------------------- ***End of rowcol***-
This function checks the distance between the adjacent x s y coordinates 
and if the distance is not unity, then it introduces data points in the 
middle to make the distance unity.
------------------------------***End of stepinc***---------------------------
void stepinc(void)
{
int i, j ,  k, m;
float dist[5000], di[5000], si, s2;
FILE *fp3;
if ((fp3 = fopen("xy","w")) == NOLL ) { 
printf("cannot open output file \n"); 
exit(l);
}
j  = ol; /* # of original data points */
xnew[0] = X [0]; ynew[0] = y [0];
k = 1;
for(i=l; i<j; i++) { /* Calculate the distances */
if(x(i] == x[i-l] && y(i] == y[i-l] ) continue;
dist(i] = sqrt( (x[i-l]-x[i] )*(x[i-l]-x[i] )-i-(y[i-l]-y[i] )*
( y [ i - l ] - y [ i ]  ) ) ;
if(dist[i] != 1.0) [ /* If the distance is not unity */
si = x[i]-x[i-l]; /* then introduce points in the middle */ 
s2 = y(i]-y[i-l];
if(sl>0)
for(m=0; m<sl; m++) {
xnew[k] = xnew[k-l]-t-l; 
ynew[k] = ynew[k-1]; 
k = k+1;
1
else if(sl<0)
for(m=0; m<abs(sl); m++) { 
xnew[ k ] = xnew[k - 1 ] - 1 ;  
ynew[ k ] = ynew[k - 1 j; 
k = k+1;
)
if(s2>0)
for(m=0; m<s2; m++) { 
xnew[k] = xnew[k-l]; 
ynew(k] = ynew[k-l]+l; 
k = k+1;
)
else if(s2<0)
for(m=0; m<abs(s2); m++) [ 
xnew[k] = xnew[k-l]; 
ynewikj = ynewik-lj-1; 
k = k+1;
)
)
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else if(dist[i] == 1) [ 
xnew[k] = x(i]; 
ynew[k] = y [i1 ; 
k = k+1;
)
}
nl = k; /* # of New data points */
for(i=0; i<k; i+-r) (
di(i] = sqrt((xnew[i-l]-xnew[i])*(xnew(i-l]-xnew[i])+
(ynew[i-l]-ynew[i])*(ynew(i-l]-ynew(i])) ; 
fprintf(fp3,"%f\t%f\n",xnew[i],ynew[i]);
}
)
/*---------------------------- ***End of stepinc***-----------------------
This function calculates the FD's of the new x s y coordinates. It uses 
ID Digital Fourier Transform for each axis (x & y) separately and combines 
to calculate the final Magnitude. Then it normalizes the magnitudes to 
calculate the FD's. Only the first 15 FD's are calculated.
-----------------------------***Function fourier***--------------------------- */
void fourier(void)
[
int i, j, L, M;
float sumxr, sumxi, sumyr, sumyi, theta; 
float fxr[R), fxi[R], fyr[R], fyi[R],
magx[R], magy[R], magxy[R], magxyn[R];
L = M = nl; /* Length of the coordinates */
for(j=0; j<16; j++) [ /* Calculate the FT & Magnitudes */
sumxr = sumxi = sumyr = sumyi = 0.0;
for(i=0; i<M; i++) {
theta = j*2.0*PI*i/L;
sumxr = sumxr + (xnew[i]*cos(theta))
sumxi = sumxi + (xnew[i]*sin(theta))
sumyr = sumyr + (ynew[i]*cos(theta))
sumyi = sumyi + (ynewfi]*sin(theta))
1
fxr[j] = sumxr/L;
fxiij] = -sumxi/L;
fyrij] = sumyr/L;
fyiiii = sumyi/L;
magx[j]= sqrt(fxr[j]*fxr[j]+fxi[j]*fxi[j]); 
magy[j]= sqrt(fyr[j]*fyr[j]+fyi(j]*fyi[j]);
magxy[j] = sqrt(magx[j]*magx[j)+magy[j]*magy[j]) ;
)
printf("\nThe Fourier Descriptors of the Image are :\n\n"); 
for(j=l; j<16; j++) { /* Normalize the Magnitudes */
magxyn[j] = magxy[j]/magxy[1]; 
printf("%d\t%f\n",j,magxyn[j] ) ; 
fd[j-1] - magxyn[j]; 
fprintf(fp2, "%f\n'', fd[j-l]);
}
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)
/*-----------------------------***End of fourier***-
This Function uses the FD's calculated in the fourier. It reads the 
library FD's and calculates the Euclidean distance with the new FD. 
It calculates the minimum distance of all the library images.
-------------------------- ***Function euclidean***-----------------------
void euclidean(void)
{
int i, j, N , image ;
char e[][20] = {"Allen Key ", /* object names in the library */
"Cutter 
"Nut 
"Screw 
"Square 
"Washer 
"Allen-V 
"Nut-V 
"Screw-V "1 ;
float minerr, sumerr, err, error, lib[R],-
fscanf(fpl, "%d", &N),- /* Read library and execute comparison */
minerr = 10000;
printf ( "\n" ) ,- 
for(i=0; i<N; i++) {
sumerr = 0.0; 
err = 0.0;
for(j=0; j<15; j++) {
fscanf(fpl, "%f", &lib[j]); 
err = fd[ j] - lib[j] ,- 
sumerr = sumerr + err * err;
1
error = sqrt(sumerr);
printf("%s[%dl \t= %f\n", e[i],i+l, error); 
if(error <= minerr) { /* Get the minimum error */
minerr = error; 
image = i+1;
1
)
printf("\nThe given image will possibly be a %s\n\n", e[image-l] ) ,-
printf("Minimum error = %f occured with Library Image
#%d (%s )\n\n",minerr, image, e[image-1] ) ,-
fprintf(fp3, "0\tthe fderror of tb\t%d\n",image);
fprintf (fp3, "\nl\tcomment: this is a file for a % s  \n", e[image-l]),-
)
/*----------------------------***End of euclidean***--------------------------*/
/*------------------   ***End of program***-------------*/
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