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SOMMAIRE 
Depuis ses fondements dans les années 1970, la géométrie fractale ne cesse de 
captiver de nombreux chercheurs. Que ce soit d 'un point de vue théorique, appliqué 
ou purement visuel, les résultats sont fascinants de par leur beauté et leurs infinies 
possibilités. Les fractales peuvent être abordées à partir de nombreuses approches. 
Dans ce mémoire, un type d'ensembles fractals particulier est étudié: les ensembles 
de Julia construits par itérations d 'un polynôme de la forme Z2 + c. De façon plus 
spécifique, ces ensembles sont explorés en regard de la méthode d 'itération inverse 
permettant de les visualiser dans le plan complexe et dans l'espace tridimensionnel. 
La méthode d'itération inverse est d 'abord présentée à partir de résultats fonda-
mentaux dans le plan complexe, ce qui correspond à son contexte traditionnel. Puis, 
les ensembles de Julia sont définis dans l'espace des nombres bicomplexes. L 'utilisation 
de ces nombres conduit à une généralisation de certains résultats du plan complexe 
et à une caractérisation importante des ensembles de Julia bicomplexes. Celle-ci en-
traîne une adaptation intéressante de la méthode d 'itération inverse qui mène à une 
visualisation de ces ensembles dans l'espace tridimensionnel habituel. La convergence 
des algorithmes d 'itération inverse est discutée en lien avec une autre méthode bien 
documentée pour générer des fractales , soit celle des systèmes de fonctions itérées. 
THE 'INVERSE ITERATION METHOD FOR JULIA SETS IN THE 
COMPLEX PLANE AND THE 3-DIMENSIONAL SPACE 
Claudia Matteau 
ABSTRACT 
11 
Since the 1970's, fractal geometry has kept numerous researchers busy. From a 
theoretical, an applied or a visu al point of view, results are fascinating and beautiful. 
There are various interesting ways to approach fractals. In this memoir, a particular 
class of fractal sets is studied : Julia sets that arise from iterating a polynomial map 
of the form Z 2 + c. More precisely, these sets are analyzed with regards to the inverse 
iteration method that aIlows an easy display in the complex plane and the three-
dimensional space. 
The inverse iteration method is firstly presented through main results in its tradi-
tional context that is the complex plane. Then, Julia sets are defined using bicomplex 
numbers. This leads to an extension of sorne results from the complex plane and the 
demonstration of an important characterization of bicomplex Julia sets. The inverse 
iteration method is adapted to generate and display these sets in the usual three-
dimensional space. At last, algorithm convergence is discussed cons ide ring sorne re-
sults from iterated function systems, another weIl documented method for generating 
fractals. 
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Introduction 
La possibilité de créer du complexe avec une règle simple permet de 
penser qu 'il est possible de saisir une partie de la complexité du monde 
sans caractériser tous ses détails. (Bernard Sapoval, [40]) 
Les objets extrêmement irréguliers, dont les parties ont à peu près la même 
structure que le tout et contenant des éléments discernables dans une large gamme 
d'échelles sont aujourd'hui bien connus sous les nom de fractales . Ce terme, intro-
duit en 1975 par Benoît Mandelbrot (1924-2010) et dérivé du latin fractus signifiant 
brisé et irrégulier, décrit à la fois des formes naturelles et des objets mathématiques 
complexes. La géométrie fractale constitue une branche des mathématiques en pleine 
expansion et dont les applications touchent des domaines aussi variés que la biologie, 
l'économie, la physique, l'infographie et l'art. 
Les fractales peuvent être explorées à partir de différentes approches. Dans ce mé-
moire, une classe de fractales particulièr~ est étudiée, soit celle des ensembles de Julia. 
Construits par processus itératifs , ces objets mathématiques sont apparus avec l'étude 
de la dynamique de fonctions complexes proposée par Gaston Julia (1893-1978) en 
1918 dans Mémoire sur l 'itération des fonctions rationnelles [24]. À la même époque, 
Pierre Fatou (1878-1929) s'était aussi intéressé à ce sujet. Difficiles à visualiser en 
raison de l'impossibilité de calculs informatisés, les ensembles de Julia sont redevenus 
un sujet d 'étude important suite aux travaux de Mandelbrot dans les années 1970. 
Depuis, plusieurs auteurs dont Barnsley, Carleson, Devaney, Falconer, Gamelin, Peit-
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gen, Saupe et Dietmar les ont revisités en complétant les résultats du début du siècle 
(références [3], [7], [8], [12], [33], [34] et [35]). 
Jusqu'alors limités au plan complexe, les ensembles de Julia ont ensuite été générés 
dans l'espace tridimensionnel. Puisqu'aucun système de nombres à trois composantes 
n'admettait les propriétés adéquates à cet égard, des nombres définis par quatre com-
posantes réelles ont été utilisés. Les ensembles de Julia ont donc été créés dans l'espace 
à quatre dimensions avant d 'être ramenés dans l'espace tridimensionnel habituel. Le 
premier système de nombres employé fut celui des quaternions et en 1982, dans [32], 
Alan Norton été le premier à fournir des algorithmes pour générer ces fractales tridi-
mensionnelles à partir des quaternions. D'autres chercheurs s'y sont ensuite consacrés 
(références [18], [19], [20] et [22]). Cependant, dans [5], les auteurs ont démontré que 
l'approche utilisant les quaternions n'amène pas de dynamique intéressante, contraire-
ment au cas complexe. Les ensembles de Julia tridimensionnels ont donc été analysés 
à partir d 'un autre système de nombres plus adéquat: les nombres bicomplexes intro-
duits en 1892 dans [43] et approfondis dans [36]. Les articles [27], [37] et [38] traitent 
de deux méthodes pour visualiser les ensembles de Julia remplis et l'ensemble de Man-
delbrot bicomplexes dans l'espace tridimensionnel. 
Dans ce travail, les résultats des chercheurs mentionnés précédemment sont abor-
dés en lien avec la méthode d'itération inverse. Il s'agit en fait d 'étudier en détails 
cette méthode qui permet de visualiser les ensembles de Julia dans le plan complexe et 
d 'étendre son utilisation à l'espace tridimensionnel. Avant d 'y parvenir, deux chapitres 
préliminaires sont proposés afin de mieux comprendre les informations présentées en-
suite. 
Le chapitre 1 expose des notions fondamentales sur les espaces et transformations 
importantes, de même que des résultats de base en théorie de la mesure. 
Le chapitre 2 traite de la dimension de Hausdorff-Besicovitch qui permet de définir 
et d 'étudier les fractales de façon rigoureuse. En fait, elle amène à mieux concevoir ce 
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qu'est une fractale et pour cette raison, elle est étudiée brièvement dans ce travail. 
Le chapitre 3 est consacré aux ensembles de Julia du plan complexe produits par 
l'itération d 'un polynôme particulier. Les définitions et résultats classiques sont repris 
pour bien comprendre ces objets. Puis, la définition de ces ensembles à l'aide du 
concept de familles normales de fonctions est énoncée et conduit aux justifications 
théoriques de la méthode d 'itération inverse. 
L'essentiel des nouveaux résultats élaborés dans ce mémoire se retrouvent au cha-
pitre 4. À ce titre, les conclusions du chapitre 3 sont généralisés afin de visualiser les 
ensembles de Julia dans l'espace tridimensionnel à partir des nombres bicomplexes. 
Cette structure de nombres est d'abord introduite puis quelques ensembles classiques 
sont mentionnés. Une caractérisation importante des ensembles de Julia bicomplexes 
permet ensuite de développer une adaptation de la méthode d'itération inverse. 
Enfin, le chapitre 5 contient les justifications théoriques concernant la convergence 
des algorithmes utilisés aux chapitres 3 et 4. 
Le logiciel M apte 16 est utilisé pour visualiser les différents ensembles de Julia. 
Bien que ce ne soit pas la plateforme la plus performante à cet égard, elle apparaît 
un choix pertinent puisqu'il est aisé d'y manipuler des objets tridimensionnels. Par 
ailleurs, ce logiciel est facilement accessible aux étudiants collégiaux et universitaires 
québécois qui désirent étudier les ensembles de Julia. Toutes les procédures créées se 
trouvent à l'annexe avec de brèves explications. 
Chapitre 1 
Notions fondamentales 
La lecture de ce mémoire nécessite la connaissance de notions fondamentales en 
mathématiques concernant notamment certains espaces et transformations. Quelques 
résultats de base en théorie de la mesure sont aussi intégrés dans ce chapitre. Le 
lecteur déjà familier avec ces éléments peut passer directement au chapitre suivant. 
Les résultats proviennent principalement des références [3], [12], [31] et [45] et sont 
fournis dans un contexte général. 
1.1 Les espaces 
L'espace le plus important en regard de l'étude des fractales est l'espace métrique. 
Les définitions d'espace topologique et d 'espace mesurable sont aussi présentées à 
partir d'un ensemble X quelconque et des ensembles classiques leur étant liés sont 
aussi indiqués. Rappelons d'abord que deux ensembles E, F ç X sont égaux si E ç F 
et F ç E. Ils sont disjoints si En F = 0. 
Définit ion 1.1. Une métrique sur un ensemble X associe à toute paire x, y E X 
une distance d(x, y) telle que 
(i) 0::; d(x, y) < 00 '<:Ix,y EX; 
(ii) d(x, y) = d(y, x) '<:Ix, y EX; 
(iii) d(x,y) = 0 {::> x = y; 
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(iv) d(x, y) ::; d(x, z) + d(z, y) 'ïlx, y, z E X. 
L'ensemble X muni d'une métrique d forme un espace métrique (X, d). Pour 
X = ]Rn, la métrique usuelle est donnée par la norme euclidienne : 
pour tout x = (Xl,X2, ... ,xn), Y = (Yl,Y2, ... ,Yn) E ]Rn. L'espace (]Rn, 11·11), soit celui 
sur lequel la plupart des résultats de ce travail se situent, constitue un espace métrique. 
Dans ]R, la métrique euclidienne est fournie par la valeur absolue: d(x, y) = lx - yi 
pour tout x, Y E R Le concept de métrique mène à celui de boule et de voisinage 
autour d'un point. 
Définition 1.2. Soit (X, d) un espace métrique, Xa E X et V ç X. 
(i) La boule ouverte centrée en Xa de rayon 6 > 0 est l'ensemble 
B(xa,6) = {x E X 1 d(x, xa) < 6}. 
(ii) L'ensemble V est un voisinage de Xa s'il contient une boule ouverte centrée en 
Xa : il existe 6 > 0 tel que B(xa, 6) ç V. 
Le concept de métrique mène aussi à celui de suite d'éléments de X adoptant des 
propriétés particulières. Il est entendu que les éléments de la suite sont indexés par 
les valeurs n = 1,2, .... 
Définition 1.3. Soit (X, d) un espace métrique. 
(i) Une suite {xn} converge vers x E X si 'ïlE > 0, :JN(E) tel que si n > N(E), 
alors d(xn, x) < E. On écrit lim Xn = x. Sinon, la suite diverge. 
n-too 
(ii) Une suite {xn} de X est une suite de Cauchy si 'ïlE > 0, :JN(E) tel que si 
n, m > N, alors d(xn, xm ) < E. 
(iii) Une suite {xnk } est une sous-suite de la suite {xn} si 1 ::; nl < n2 < ... et 
xnk E {xn} pour k = 1, 2, .... 
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L'espace métrique (X, d) est dit complet si chaque suite de Cauchy dans X 
converge vers un élément x E X. Entre autres, (J~n, Il . Il) est un espace métrique 
complet. 
Définition 1.4. Soit (X, d) un espace métrique et E ç X. 
(i) L 'ensemble des points intérieurs de E est donné par 
int(E) = {x E X l:Jo > 0 tel que B(x,o) ç E}. 
(ii) L'ensemble des points d 'accumulation de E est donné par 
acc(E) = {x E XI Vo > 0, (B (x,o)\{x}) n E # 0}. 
(iii) L 'ensemble des points adhérents de E ou la fermeture de E est 
E = {x EX 1 Vo> 0, B(x, 0) nE # 0} = Eu acc(E). 
(iv) La frontière de E est (JE = E\int(E). 
Ces éléments permettent de définir certains concepts classiques. L'ensemble E est 
ouvert si chaque élément de E est un point intérieur de E ou int(E) = E. L'ensemble 
E est fermé si son complément EC est ouvert. De façon équivalente, E est fermé s'il 
contient tous ses points d 'accumulation: acc(E) ç E. L'ensemble E est borné s'il est 
contenu dans une certaine boule ouverte: il existe Xo E X et 0 > 0 tel que pour tout 
x E E , d(x, xo) < o. L'ensemble E est compact si de tout recouvrement de Epar 
des ouverts de X , on peut extraire un sous-recouvrement fini. Dans ]Rn, cet énoncé 
est équivalent à dire que E est borné et fermé, ou que toute suite dans E a une sous-
suite qui converge dans E . De plus, un espace métrique compact est automatiquement 
complet. Enfin, E est connexe s'il ne peut pas s'exprimer comme l'union de deux 
ensembles ouverts disjoints non vides. 
Définition 1.5. Soit (X, d) un espace métrique et E ç X. Le diamètre de l'en-
semble E est donné par diam(E) = sup{ d(x, y) 1 x, y E E}. 
Le diamètre d'un ensemble correspond donc à la plus grande distance entre deux 
éléments de celui-ci. 
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Remarque 1.1. 
1. diam(0) = O. 
2. diam(E) < 00 si et seulement si E ç X est borné. 
3. Le diamètre d'un ensemble, de sa fermeture et de son enveloppe convexe sont 
les mêmes. 
Définition 1.6. Soit (X, d) un espace métrique. Soit 0 > 0, E ç X et {Uk} un 
recouvrement fini ou dénombrable de E par des ensembles dont le diamètre est d'au 
plus o. On dit alors que {Ud est un o-recouvrement de E . 
n 
De façon symbolique, {Uk } est un o-recouvrement fini de E si ECU Uk et 0 < 
k=l 
diam(Uk) ~ 0 pour k = 1, 2, ... , n et une valeur fixée n E {l , 2, ... }. Il s'agit d'un 0-
00 
recouvrement dénombrable de E si E ç U Uk et 0 ~ diam(Uk) ~ 0 pour k = 1,2, . ... 
k=l 
Les ensembles ouverts d'un espace métrique (X, d) , définis avec la notion de point 
intérieur, forment une topologie sur X. De façon plus générale, une topologie pour 
un ensemble X est une famille (] de sous-ensembles de X possédant les propriétés 
suivantes: 
(i) 0 E (] et X E (] ; 
n 
(ii) Si El, ... ,En E (] pour une valeur fixée n E {l, 2, ... }, alors n Ek E (] ; 
. k=l 
(iii) Si {Ed kEI est une famille d'ensembles de (] indexée par un ensemble 1 quel-
conque, alors U Ek E (]. 
kEI 
Les éléments de X sont alors appelés les ensembles ouverts de X et X muni d'une 
topologie forme un espace topologique noté (X, (]). La propriété (ii) indique que 
l'intersection de toute famille finie d 'ensembles de (] est dans (] alors que la propriété 
(iii) stipule que l'union de toute famille d 'ensembles de (] est dans (]. 
Définition 1.7. Soit X un ensemble quelconque. Une famille T de sous-ensembles 
de X est une tribu ou une a--algèbre sur X si elle possède les propriétés suivantes: 
(i) X E T ; 
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(ii) Si E E l , alors EC = X \ E E l ; 
00 
(iii) Si El, E2,· .. E l , alors U Ek E l . 
k=l 
Les éléments de 1 constituent les parties mesurables de X et X muni d 'une 
tribu 1 forme un espace mesurable. Il est noté (X, D . Dans ce travail, le terme 
tribu est privilégié. 
Remarque 1.2. 
Deux conclusions découlent de la définition d'une tribu: 
1. 0 E 1 . 
00 
2. Si El , E2,· .. E l , alors n Ek E T. En effet, de (ii), si Ek E 1 alors Ek E 1 
k=l 
00 00 
pour k = 1,2, .... D'où U Ek E 1 de (iii). Des lois de De Morgan, U Ek = 
k=l k=l 
CQI Ek ) cE T. De (ii), on déduit ainsi que kQI Ek E T. 
Rappelons que pour une suite d'ensembles Al, A2 , . .. , les lois de De Morgan stipulent 
que 
et 
Définition 1.8. Soit X un ensemble quelconque et F une famille de sous-ensembles 
de X. La tribu engendrée par F est l 'intersection de toutes les tribus contenant F. 
La tribu engendrée par F est en fait la plus petite tribu contenant F. Il s'agit bel et 
bien d 'une tribu puisque les trois propriétés qui la définissent sont automatiquement 
satisfaites. Elle est notée a(F) ou I (F ). Considérons quelques exemples de tribus 
engendrées par différentes familles F de sous-ensembles de X : 
1. Pour F I = {X} , la tribu engendrée est a(F I) = {X,0}. 
2. Pour F2 = {E} où E ç X, la tribu engendrée est a(F2) = {X,0,E,EC}. 
3. Pour F3 = {El, E2} où El , E2 ç X et El =1 E2, la tribu engendrée est a(F3) = 
{X, 0, El, E2' El, E2, El u E2, (El U E2)C, El n E2, (El n E2)C} en supposant que 
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El n E2 i= 0 et El U E2 i= X. De la remarque 1.2, si deux ensembles sont dans 
une tribu alors leur intersection doit l'être aussi. 
Définition 1.9. Soit (X, 0 ) un espace topologique. La tribu de Borel sur X est la 
tribu engendrée par les ouverts de X. 
La t ribu de Borel sur X est notée B(X) et B(X) = 0"(0) où 0 représente l'ensemble 
des ouverts de X . Les éléments de cette tribu sont les ensembles de Borel ou les 
boréliens. Ils comprennent notamment tous les ouverts et les fermés de X, de même 
que tous les ensembles formés à partir de ceux-ci par les opérations d'union et de 
complémentarité. Les notions de tribu et de tribu de Borel jouent un rôle important 
dans la définition d 'une mesure. 
1.2 Les transformations 
Considérons maintenant quelques transformations importantes définies à partir 
d'un espace métrique. Rappelons qu'une fonction f : X -+ Y est une transformation 
qui associe à chaque x E X un seul élément f (x) E Y. 
Définition 1.10. Soit (X, d) un espace métrique et E ç X. La fonction caracté-
ristique ou indicatrice associée à E est:n E : X -+ {O, I} définie par 
si xE E 
si x ri E. 
Définition 1.11. Soit (X, dx ) et (Y, dy ) deux espaces métrique. La fonction f : X -+ 
Y est continue au point Xo E X si 'tif. > 0, il existe 8 > ° tel que pour tout x E X, 
dx(x, xo) < 8 =? dy(J(x) , f(xo)) < E. 
Par ailleurs, f est injective si pour tout x,y E X, f(x) = f(y) =? x = y. La 
fonction est surjective si f(X) = {f(x) E Y 1 x E X} = Y. La fonction f est 
bijective si elle est injective et surjective. Elle est alors inversible et son inverse est 
f- l : Y -+ X telle que f-l(X2) = Xl si f(Xl) = X2. 
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Définition 1.12. Soit (X, Dx) et (Y, Dy) deux espaces topologiques. Une fonction 
f : X -7 Y est un homéomorphisme si c'est une fonction bijective, continue et 
dont la fonction inverse est continue. 
Les deux espaces peuvent alors être vus comme les mêmes et les ensembles X et Y 
sont dits homéomorphes. La définition demeure valide si (X, dx ) et (Y, dy ) sont deux 
espaces métriques puisqu'ils induisent chacun un espace topologique. 
Définition 1.13. Soit (X, d) un espace métrique et f : X -7 X une fonction. Un 
élément Xo E X tel que f(xo) = Xo est un point fixe de la fonction f. 
Définition 1.14. Soit (X, d) un espace métrique et f : X -7 X une fonction. Les 
itérées avant de f sont notées r pour n E N et sont définies de manière récursive 
comme suit: 
fO(x) = x 
P(x) = (f(x)t1 = f(x) 
j2(x) = (f(x)t2 = (f 0 f)(x) = f(f(x)) 
f3(X) = (f(x))t3 = (f 0 f2)(x) = f(f2(x)) 
Si f est inversible, les itérées arrières de f sont notées f - m pour m = 1, 2, ... 
et sont définies comme suit : 
f - 1(X) = (f(X)t(-l) 
f -m(x) = (f(x)t( -m) = (fm(x)t(-l) = (J-1(x)rm . 
Rappelons que l'inverse de f est la fonction f-1 telle que (f 0 f -1)(X) = (f -1 0 
f)(x) = x . Les notions d 'itérées et de point fixe sont indispensables pour appréhender 
la définition des ensembles de Julia donnée aux chapitres suivants. 
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1.3 La mesure 
En dernier lieu, il convient d'introduire certaines concepts de base en mesure. Bien 
que la théorie de la mesure comporte une multitude d'éléments qui méritent d'être 
considérés, seules les notions fondamentales sont abordées dans cette section. Celles-
ci permettent de mieux comprendre ce qu'est la dimension de Hausdorff-Besicovitch 
de même que le phénomène de convergence des algorithmes permettant de visualiser 
les ensembles de Julia. Elles sont de nouveau présentées à partir d'un ensemble X 
quelconque. 
Définition 1.15. Soit (X,7) un espace mesurable. Une mesure sur 7 est une 
fonction J.L : 7 -+ [O,ooJ qui associe à chaque ensemble E E 7 une valeur J.L(E) telle 
que 
(i) J.L(0) = 0 ; 
(ii) Pour toute famille finie ou dénombrable {Ek} d'ensembles de 7 disjoints deux à 
deux, 
ou 
où nE {1, 2, ... } est fixé. 
On dit que (X, 7 , J.L) est un espace mesuré. La propriété (ii) est connue sous le 
nom de (J'-additivité. La mesure J.L sur 7 est dite 
1. Finie si J.L(X) < 00 ; 
2. Infinie si J.L(X) = 00 ; 
3. Une mesure de probabilité ou normalisée si J.L(X) = 1 ; 
4. Une mesure de Borel si 7 = B(X). 
Si (X, 7, J.L) est un espace mesuré et que E ç F ç 7, alors J.L(E) ::; J.L(F). La preuve 
de cette affirmation se trouve notamment aux références [15J et [31J. 
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La définition d'une mesure sur T est assez restrictive puisqu'elle repose sur la 
notion de tribu sur X. Le concept de mesure extérieure est cependant moins contrai-
gnant, car il est défini pour tous les sous-ensembles d 'un ensemble X. 
Définition 1.16. Soit X un ensemble quelconque. Une mesure extérieure sur X 
est une fonction p,* : P(X) --t [O,ooJ qui associe à chaque sous-ensemble E de X une 
valeur p,*(E) telle que 
(i) p,* (0) = 0 ; 
(ii) Si E ç F ç X, alors p,*(E) :::; p,*(F) ; 
(iii) Pour toute famille finie ou dénombrable {Ed de sous-ensembles de X, 
ou 
oùnE {1,2, ... } est fixé. 
Rappelons que P(X) est l'ensemble puissance de X et qu'il contient tous les sous-
ensembles de X. La propriété (ii) est dite la propriété de croissance ou de monotonie 
et la propriété (iii) est appelée la (J-sous-additivité. Elle est moins forte que la (J-
additivité énoncée dans la définition d'une mesure. Le concept d 'ensemble mesurable 
est aussi important puisqu 'il permet de définir la mesure de Hausdorff traitée au 
chapitre suivant. 
Définition 1.17. Soit X un ensemble sur lequel est définie une mesure extérieure p,*. 
Un ensemble E ç X est mesurable par rapport à p,* si pour tout S ç X, 
p,*(S) = p,*(S n E) + p,*(S n E e ). 
Si la mesure p,* est clairement définie dans le contexte, alors il est possible de parler 
uniquement d'ensembles mesurables et non d 'ensembles mesurables par rapport à p,* . 
Deux théorèmes importants peuvent maintenant être introduits. Puisque l'objectif 
de ce chapitre est d'énoncer et non de démontrer certains résultats préliminaires, les 
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preuves de ces deux théorèmes sont omises. Elles sont par contre disponibles à la 
référence [31]. 
Théorème 1.1. Soit X un ensemble sur lequel est définie une mesure extérieure /-l*. 
La famille M des ensembles mesurables par rapport à /-l* forme une tribu sur X. De 
plus, la restriction de /-l* à M est une mesure sur M. 
Théorème 1.2. Soit /-l* une mesure extérieure définie sur]Rn. Supposons que /-l*(A U 
B) = /-l*(A)+/-l*(B) pour tout A, B ç ]Rn non vides et tels que d(A, B) = inf{llx-ylll 
x E A et y E B} > o. Alors, tous les ensembles de Borel de ]Rn sont mesurables selon 
/-l* . 
En vertu du théorème 1.1 , il Y aura égalité à la propriété (iii) de la définition 
d'une mesure extérieure (définition 1.16) si la famille {Ek} est constituée d'ensembles 
de X mesurables par rapport à /-l* et disjoints deux à deux. En particulier, cela se 
produit si la famille {Ed est constituée d 'ensembles de Borel mesurables par rapport 
à /-l* et disjoints deux à deux. Pour mieux comprendre ce qu'est une mesure, quelques 
exemples classiques sont considérés. 
Exemple 1.1. La mesure de dénombrement ou cardinale 
Soit (X,7) un espace mesurable. La mesure de dénombrement est la fonction 
/-l : 7 -+ [0 , 00] qui associe à E E 7 une valeur /-l(E) telle que 
{ 
card(E) si E est fini 
JL(E) = 
00 sinon. 
Il s 'agit bien d 'une mesure puisque l'ensemble vide est fini et ne contient aucun 
élément, d'où /-l(0) = card(0) = O. De plus, si {Ek} est une famille (finie avec 
n E {1, 2, .. . } fixé ou dénombrable) d'ensembles de 7 disjoints deux à deux, alors 
aucun ensemble de cette famille n'a d 'élément commun avec un autre ensemble de la 
même famille. L'union de tous les ensembles constitue donc un regroupement d'en-
sembles bien distincts. La taille du nouvel ensemble formé correspond ainsi à la somme 
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des tailles de chaque ensemble qui le compose, d 'où 
ou 
Exemple 1.2. La mesure de Lebesgue dans lR 
Dans IR, il est aisé de définir la longueur d'un intervalle. Pour un intervalle borné 
1 = [a, bl, [a, b[, la, b] ou la , b[ avec a, b E lR et a ::; b, la longueur est donnée par 
L(1) = b - a. Dans le cas où l'intervalle 1 n'est pas borné, soit quand l'une ou l'autre 
. 
des bornes est 00 ou -00, alors la longueur est L(1) = 00. La mesure de Lebesgue 
généralise l'idée de longueur à une large famille de sous-ensembles de lR qui ne sont 
pas nécessairement des intervalles . Deux notions doivent d 'abord être définies avant 
de la décrire: la mesure extérieure de Lebesgue sur lR et les ensembles mesurables au 
sens de Lebesgue. 
La mesure extérieure de Lebesgue sur lR est la fonction J.l* : P(lR) -+ [0,00] qui 
associe à chaque sous-ensemble E de lR une valeur J.l*(E) telle que 
~'(El = inf {~L(hl 1 E ç Q h et {hl est une famille d'int"valles ouverts de R} . 
Ainsi, il faut considérer tous les recouvrements dénombrables de E par des intervalles 
ouverts et prendre la plus petite longueur totale possible. Les propriétés d 'une mesure 
extérieure sont toutes vérifiées. Un ensemble E ç IR est mesurable au sens de Lebesgue 
si pour tout S ç lR, J.l*(S) = J.l*(S n E) + J.l*(S nEC). Il s'agit en fait de la définition 
d'un ensemble mesurable avec X = lR et où J.l* est la mesure extérieure de Lebesgue 
sur IR. 
Soit M la famille de tous les ensembles mesurables au sens de Lebesgue sur IR. 
Cet ensemble contient 0, lR, de même que tous les intervalles et les ensembles de Borel 
de IR. En vertu du théorème 1.1 , il constitue une tribu. La mesure de Lebesgue est 
la fonction J.l : M -+ [0,00] qui associe à chaque ensemble E E M une valeur J.l(E) 
telle que J.l(E) = J.l*(E) où J.l* est la mesure extérieure de Lebesgue sur IR. Elle est 
parfojs notée L ou À et les propriétés cl 'une mesure peuvent être vérifiées. Pour tout 
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intervalle l ç ]R, p,(I) = L(I) . De plus , les ensembles dénombrables sont mesurables 
et de mesure nulle: si E est dénombrable, alors p,(E) = O. 
Exemple 1.3. La mesure de Lebesgue dans ]Rn 
La mesure de Lebesgue dans ]Rn se construit de façon similaire à celle dans ]R et 
étend la notion de volume à une large famille de sous-ensembles de ]Rn. Au lieu de 
considérer des recouvrements d 'ensembles par des intervalles ouverts, il faut plutôt 
s'intéresser aux pavés ouverts. Il faut aussi examiner ce qui correspond à leur volume, 
soit ce qui caractérise leur grandeur. 
Un pavé ouvert P de ]Rn est un ensemble P ç ]Rn qui est le produit cartésien de n 
intervalles ouverts bornés de ]R : 
où h est un intervalle ouvert borné de]R d 'extrémités ak < bk . Un pavé est un intervalle 
si n = 1, un rectangle si n = 2 et un prisme rectangulaire si n = 3. Le volume d'un 
pavé P de ]Rn est le produit des longueurs des intervalles qui le composent. Il est noté 
n 
valn et valn(P) = L(II) x L(I2) x ... L(In) = rr (bk - ak). Ce volume correspond à 
k=1 
une longueur si n = 1, une aire si n = 2 et au volume usuel si n = 3. 
Comme à l'exemple précédent , la mesure extérieure de Lebesgue sur]Rn est d 'abord 
précisée. Il s'agit de la fonction p,* : p(]Rn) --+ [0,00] qui associe à chaque sous-
ensemble E de ]Rn une valeur p,*(E) telle que 
~. (E) ~ inf {~ voln (Pk) 1 E ç Q, Pk et {Pd est une famille de pavés ouverts de Rn } . 
Soit M la famille de tous les ensembles mesurables au sens de Lebesgue sur ]Rn. Cet 
ensemble contient de nouveau tous les ensembles de Borel de ]Rn et constitue une 
tribu. La mesure de Lebesgue ou la mesure de Lebesgue de dimension n est 
une fonction p, : M --+ [0,00] qui associe à chaque ensemble E E M une valeur p,(E) 
telle que p,(E) = p,*(E) où p,* est la mesure extérieure de Lebesgue sur ]Rn. Elle est 
parfois notée .en ou ).n et les propriétés d 'une mesure sont vérifiées. 
Chapitre 2 
La dimension de 
Hausdorff-Besicovitch 
La dimension d'un objet permet de le décrire et de le quantifier. Pour un objet 
fractal, la dimension fractale fournit plus spécifiquement une mesure sur son niveau 
d 'irrégularité et sur la densité dans l'espace qu'il occupe. En ce sens, une valeur éle-
vée indique un haut niveau d 'irrégularité et une occupation dense de l'espace. La 
dimension fractale peut donc fournir un critère de comparaison entre deux objets: 
celui ayant la dimension fractale la plus élevée est considérée comme le plus « grand ». 
La dimension de Hausdorff-Besicovitch est la dimension fractale qui revêt du plus 
grand intérêt d 'un point de vue mathématique. Elle peut être déterminée pour tout 
sous-ensemble d 'un espace métrique et est fondée sur le concept de mesure. C'est 
une mesure particulière, la mesure de Hausdorff, qui la définit. Cette mesure permet 
d 'ailleurs de comparer deux objets fractals de même dimension: si deux objets ont 
une dimension de Hausdorff-Besicovitch d, alors l'objet le plus « grand» est celui 
dont la mesure de Hausdorff de dimension d admet la plus grande valeur. De plus, 
la dimension fractale peut être utilisée pour définir ce qu 'est une fractale: un objet 
est fractal s'il est décrit par une dimension de Hausdorff-Besicovitch non entière (ré-
férence [26]) . Bien que cette définition ne soit pas parfaite puisqu 'elle omet certains 
ensembles comme la frontière de l'ensemble de Mandelbrot (référence [44]) , elle permet 
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d 'appréhender la plupart des objets irréguliers considérés traditionnellement comme 
fractals. 
Afin de mieux comprendre les concepts introduits ici et de développer un point de 
vue rigoureux sur les fractales, il convient de s'intéresser en détails à la dimension de 
Hausdorff-Besicovitch. La mesure de Hausdorff est d'abord présentée puis la dimension 
de Hausdorff-Besicovitch est définie. Celle-ci est ensuite obtenue pour un ensemble 
particulier, soit l'ensemble triadique de Cantor. Bien qu 'il existe d 'autres définitions 
intéressantes de dimension fractale, comme la dimension des boîtes, celles-ci ne sont 
pas considérées dans ce travail. Les résultats et preuves proviennent des références 
[12], [31] et [45]. 
2.1 La mesure de Hausdorff 
Bien que fondamentaux d 'un point de vue général, les concepts de base en mesure 
tels qu'abordés au chapitre 1 ne sont pas adéquats pour décrire les objets fractals. 
La mesure de Hausdorff, une mesure partic).llière, se révèle beaucoup plus appropriée. 
Elle est construite à partir d 'un quelconque espace métrique (X, d). Dans le cadre de 
ce travail, la mesure de Hausdorff est présentée uniquement pour l'espace métrique 
(]Rn, 11·11), car c'est l'espace le plus utilisé pour étudier les fractales. Certains auteurs 
mentionnent les mesures de Hausdorff puisque plusieurs approches mènent à des 
définitions équivalentes de la dimension de Hausdorff-Besicovitch. Quelques-unes sont 
décrites à la référence [12]. La mesure présentée ici est celle qui prévaut le plus souvent 
dans la littérature. Elle est construite à partir d 'une mesure extérieure sur ]Rn définie 
à partir du concept de 6-recouvrement. Puis , son domaine est restreint aux boréliens 
de ]Rn et c'est à ce moment qu'il s'agit de la mesure de Hausdorff. Le mathématicien 
Constantin Carathéodory (1873-1950) avait été le premier, en 1914 dans [6], à définir 
des mesures en utilisant des recouvrements. En 1919 dans [21], Félix Hausdorff (1868-
1942) a repris cette idée pour définir la mesure qui porte aujourd'hui son nom. Il 
a par ailleurs étudié l'ensemble triadique de Cantor en regard de celle-ci. Plusieurs 
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propriétés ont depuis été observées, notamment par Abram Besicovitch (1891-1970) et 
ses étudiants. La construction de la mesure de Hausdorff et certaines de ses propriétés 
sont analysées dans cette section. Notons que les définitions et les preuves demeurent 
similaires dans le cas où un espace métrique (X, d) quelconque est considéré. 
Définition 2.1. Soit s ~ O. Pour tout 6 > 0, la fonction 1i~ : p(IRn) -+ [0,00] associe 
à chaque sous-ensemble E de IRn une valeur 1i8(E) telle que 
1i8(E) = inf {l:.:l(diam(Uk ))S 1 {Uk } est un 6-recouvrement de E}. 
Il faut donc considérer tous les 6-recouvrements de E et prendre la plus petite 
somme des diamètres à la puissance s. Certains notent cette fonction 1i;'s plutôt que 
1i~ pour spécifier l'espace sur lequel la fonction est définie. Comme le diamètre d 'un 
ensemble est identique à celui de son enveloppe convexe fermée (de la remarque 1.1 ), 
on peut supposer que les ensembles qui forment les recouvrements dans la définition 
2.1 sont fermés et convexes. 
Théorème 2.1. Pour tout s ~ 0, la fonction 1i~ est une mesure extérieure sur IRn. 
PREUVE. 
Soit 6 > 0 et s ~ o. Il faut vérifier les trois propriétés d'une mesure extérieure 
telles qu 'énoncées à la définition 1.16. 
(i) 1i8(0) = O. 
De la définition 2.1 , 
1i,(0) ~ in! {t,(diam(Uk))' 1 {Uk} est un 8-recouvrement de 0} . 
Puisque l'ensemble vide ne contient aucun élément, il peut être recouvert par 
n 'importe quelle famille non vide d 'ensembles de IRn. En particulier, {xo} avec 
Xo E IRn quelconque constitue un recouvrement de l'ensemble vide et diam( {xo}) = 
O. L'infimum recherché est atteint pour ce type de recouvrement puisqu'il s'agit 
du plus petit recouvrement de 0 par une famille non vide. Ainsi, 1i8(0) = 
(diam({xo}))S = O. 
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(ii) Si E ç F ç ]Rn, alors 1i8(E) :::; 1i8(F). 
Soit E ç F ç ]Rn. Si {Ud est un 6-recouvrement de F, alors il s'agit aussi d 'un 
00 
6-recouvrement de E , car E ç F ç U Uk . L'ensemble des 6-recouvrements de 
k=l 
F est donc inclus dans l'ensemble des 6-recouvrements de E. En conséquence, 
{t, (diam(Uk))' 1 {U,} est un a-recouvrement de F} 
ç {t, (diam(Um' 1 {U'} est un a-recouvrement de E} . 
Puisque l'infimum d'un ensemble est inférieur ou égal à l'infimum de l'une de 
ses parties, on trouve 
inf {t,(diam(U~))' 1 {Uk} est un a-recouvrement de E} 
S inf {t, (diam(Uk))' 1 {U,} est un a-recouvrement de F} 
d'où 1i8(E) :::; 1i8(F). 
(iii) Si {El, E2 ' ... } est une famille d 'ensembles de ]Rn, alors 1i8 Cgl Ek) :::; ~l1i8(Ek). 
Soit {El , E2 ' ... } une famille d'ensembles de ]Rn. Si 1i8(Em) = 00 pour un cer-
tain mEN fixé, alors 
00 m-l 00 
I: 1iHEk) = I: 1iHEk) + 1iHEm) + I: 1iHEk) = 00 . 
k=l k=l k=m+l 
Par ailleurs, 
11, (Q Ek) = inf {t, (diam(Uk))' 1 {Uk} est un a-recouvrement de Q Ek} . 
00 
Or, tout 6-recouvrement de U Ek recouvre chacun des ensembles de 1a famille 
k=l 
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{Ed. En particulier, il recouvre l'ensemble Em. Ainsi, 
{t,(diam(U,}}' 1 {U,} est un 8-recouvrement de Q E, } 
c; {t,(diam(Uk}}' 1 {Un est un 8-recouvrement de Em} . 
En reprenant l'argument sur les infimums énoncés en (ii) , on obtient 00 < 
1iHEm) ~ 1i~ (QI Ek). D'où 1i~ (QI Ek) = fl1iHEk) = 00. 
Supposons maintenant que 1iHEk) < 00 pour tout k E {1 , 2, ... } et soit E > O. 
Par propriété de l'infimum, pour chaque k E {1 , 2, ... } il doit exister un 6-
recouvrement de Ek noté {Uj} tel que 
00 
1iHEk) ~ I.)diam(Un)S < 1iHEk) + 2Ek' 
j=1 
(2.1 ) 
Sinon, 1iHEk) ne serait pas l'infimum des sommes des diamètres à la puissance 
s des 6-recouvrements de Ek' Par construction, la famille {UJ , U} , UJ, ... } avec 
00 
j E {1, 2, ... } forme un 6-recouvrement de U Ek. Ainsi, 
k=1 
in! {t,(diam(U,}}' 1 {U,} est un 8-recouvrement de Q E, } 
00 00 
par définition de l'infimum 
k=1 j=1 
00 
< L (1iHEk) + 2Ek) de l'expression (2.1) 
k=1 
00 00 (l)k 
L1iHEk) + EL '2 
k=1 k=1 
Par propriété de la série géométrique 1, on trouve ~ 0) k = (fa (D k - 1) 
00 00 
1. Pour Irl < 1, la série géométrique L: rn converge et L: rn = l~r' 
n=O n=O 
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(1 -~/2 - 1) = 1. D'où 11), (QI Ek ) :S E 1if,(Ek) + E. Puisque cette expression 
est vraie pour tout E > 0, alors 1i~ (QI Ek) :S fl 1if,(Ek) . • 
La transformation 1i~ ne constitue pas en soi la mesure de Hausdorff. Par contre, 
son comportement en fonction de 8 > 0 permet de définir une mesure extérieure 1is 
qui mène directement à la mesure désirée. Examinons de plus près le comportement 
de 1i~ et voyons comment obtenir la mesure de Hausdorff. 
Proposition 2.1. Soit E ç IRn et s ~ O. La fonction 1i~ qui associe à 8 > 0 la valeur 
1if,(E) E [0,00] est décroissante. 
PREUVE. 
Soit E ç IRn fixé . Supposons que 0 < 81 :S 82 et montrons que 1i~1 (E) ~ 1i~2 (E). 
Supposons que {Uk } est un 81-recouvrement de E. Alors, il s'agit aussi d'un 82-
recouvrement de E puisque par hypothèse, diam(Uk ) :S 81 :S 82 pour tout k E 
{l, 2, ... }. L'ensemble des 81-recouvrements de E est donc inclus dans l'ensemble 
des 82-recouvrements de E et ainsi 
{ ~(diam(U.i))' 1 {U;} est un o,-recouvrement de E} 
ç { ~(diam(U~))' 1 {Un est un o,-recouvrement de E} . 
Par propriété de l'infimum, on obtient 
in! { ~(diam(U~))' 1 {Un est un o,-recouvrement de E} 
s: in! {t,(diam(Um' 1 {U;} est un o,-recouvrement de E} 
d'où, 1i~1 (E) ~ 1i~2(E) . • 
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Soit 1iS (E) = sup 1i8(E). Comme la fonction 1i8 est décroissante, 1i8(E) augmente 
8>0 
vers le suprémum lorsque cS s'approche de O. En conséquence, 
1iS (E) = sup 1i;HE) = lim 1i;HE) 
0>0 o-tO 
Dans ce cas, cS -+ 0 doit être compris comme cS -+ 0+ puisque cS > O. 
Théorème 2 .2 . Pour tout s :2: 0, la fonction 1iS : P(IRn) -+ [0,00] qui associe à 
chaque sous-ensemble Ede IRn la valeur1iS (E) = lim 1i8(E) est une mesure extérieure 
o-to 
PREUVE. 
Soit s :2: O. Il faut de nouveau vérifier les trois propriétés de la définition 1.16. 
Ces vérifications s'effectuent facilement en utilisant le résultat que 1i8 est une mesure 
extérieure. 
(i) 1iS (0) = O. 
Par définition, 1iS (0) = lim 1i8(0). Du théorème 2.1, on sait que 1i8(0) = 0 pour 
o-tO 
tout cS > O. D'où, 1iS (0) = lim 0 = O. 
o-tO 
(ii) Si E ç F ç IRn, alors 1iS (E) ~ 1iS (F). 
Soit E ç F ç IRn. Du théorème 2.1, on a 1i8(E) ~ 1i8(F) pour tout cS > O. 
Ainsi, lim 1i8(E) ~ lim 1i8(F) => 1iS (E) ~ 1iS (F) par propriété de la limite. 
o-to o-tO 
(iii) Si { El , E2 ' ... } est une famille d'ensembles de IRn, alors 1is CQI Ek) ~ fI 1iS (Ek). 
Soit {El, E2' ... } une famille d 'ensembles de IRn. Du théorème 2.1, on a 
pour tout cS > o. (2.2) 
Or pour tout k E {l, 2, ... } et par définition du suprémum, on a 1iHEk) ~ 
00 00 
sup1i8(Ek ) = 1iS (Ek). Donc, L: 1i8(Ek) ~ L: 1iS (Ek). De l'expression (2.2), 
0>0 k=l k=l 
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on déduit 
Puisque le terme de droite de cette dernière inégalité ne dépend pas de 6, alors 
}{S (QI Ek) ::; J;,I }{S(Ek). • 
Du fait que les ensembles de Borel interviennent souvent dans les notions dévelop-
pées en géométrie fractale, il convient de s'intéresser à un résultat les concernant. 
Théorème 2.3. Pour tout s 2:: 0, les ensembles de Borel de ~n sont mesurables par 
rapport à }{s. 
PREUVE. 
Du théorème 1.2, il suffit de montrer que si E, F ç ~n sont non vides et tels 
que d(E, F) > 0, alors }{S(E U F) = }{S(E) + }{S(F). Soit E, F ç ~n non vides 
et tels que d(E, F) > O. Puisque que }{S est une mesure extérieure sur ~n, alors 
}{S(EUF) ::; }{S(E)+ }{S(F). Il reste donc à montrer que }{S(EUF) 2:: }{S(E)+ }{S(F) 
pour avoir l'égalité. 
Soit 6 > 0 tel que d(E, F) > 6 et {Ud un 6-recouvrement de EU F. Soit J = {k E 
N 1 Uk nE =1= 0} l'ensemble des indices des éléments du recouvrement de EU F qui 
ont des points communs avec E et K = {k ENI Uk n F =1= 0} l'ensemble des indices 
des éléments du recouvrement de EU F qui ont des points communs avec F. Il faut 
alors avoir J n K = 0. En effet, si J n K =1= 0, alors :lk* E J n K => k* E Jet k* E K. 
Par définition des ensembles J et K, :lxo E Uk * nE et :lyo E Uk * n F. Or, 
6 < d(E, F) = inf{llx - ylll x E E et y E F} ::; Ilxo - yoll 
par hypothèse et définition de l'infimum. Il existerait donc deux éléments de xo, Yo E 
Uk * tels que fJ < Ilxo - yoll. Par hypothèse, diam(Uk ·) ::; 6 et il y a contradiction, 
car le diamètre d'un ensemble représente la plus grande distance entre deux éléments 
de celui-ci. Il faut rejeter J n K =1= 0 et accepter J n K = 0. Ainsi, {UdkEJ est un 
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o-recouvrement de E et {UkhEK est un o-recouvrement de F. On trouve alors 
00 
L (diam(Uk)Y 
k=l kEJ kEK kf/.J,kf/.K 
> L (diam(Uk)Y + L (diam(Uk))S 
kEJ kEK 
> inf {t, (diam(Uk))' 1 {U,} est un a-recouvrement de E} 
+ inf { t, (diam( U k))' 1 {U.} est un a-recouvrement de F } 
1{8(E) + 1{8(F). 
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D'où, 1{8(EUF) = inf {L:;:l(diam(Uk)) S 1 {Uk} est un o-recouvrement de EU F} ~ 
1{8(E) + 1{8(F). Puisque cette expression est vraie pour tout 0 suffisamment proche 
de 0, alors 
lim 1{8(E U F) > lim 1{8(E) + lim 1{8(F) 
o-tO o-tO o-tO 
=* 1{S(E U F) > 1{S(E) + 1{S(F). 
En conséquence, 1{S(E U F) ::; 1{S( E) + 1{S(F) et 1{S(E U F) ~ 1{S(E) + 1{S(F) d 'où 
1{S(E U F) = 1{S(E) + 1{S(F). Du théorème 1.2, on conclut que chaque sous-ensemble 
de Borel de ]Rn est mesurable par rapport à 1{s . • 
Définition 2.2. Pour s ~ 0, la fonction 1{S est la mesure extérieure de Hausdorff 
de dimension s sur]Rn. La restriction de cette mesure aux boréliens de]Rn constitue 
la mesure de Hausdorff de dimension s. 
Puisque les boréliens de ]Rn sont mesurables par rapport à 1{s, alors du théorème 
1.1 ils forment une tribu. De plus, la restriction de 1{s à cette tribu est une mesure . 
. La définition précédente est donc valide. 
Plusieurs propriétés de la mesure et de la mesure extérieure de Hausdorff de dimen-
sion s se révèlent intéressantes. Le théorème suivant en présente quelques-unes sans 
toutefois les démontrer. Il apparaît ici important d'utiliser la notation 1{n,s quand il 
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convient d 'identifier l'espace sur lequel la mesure repose. 
Théorème 2 .4. 
(i) Si E ç IRn et f : IRn --7 IRn est une similitude de facteur .x > 0, c'est-à-dire si 
Ilf(x) - f(y)11 = .xlix - yll pour tout x, y E IRn, alors 1{s(f(E)) = .xs1{S(E) pour 
tout s ~ O. 
(ii) Si E ç IRn et f : E --7 IRm est une fonction qui satisfait une condition de H6lder, 
c 'est-à-dire s'il existe des constantes c, a > 0 telles que 
Ilf(x) - f(y)11 ::; cllx - YW' pour tout x, y E E, 
(iii) La mesure 1{0 correspond à la mesure de dénombrement. 
(iv) Sur IR, la mesure 1{1 correspond à la mesure de Lebesgue. 
{ 
2n(~~)! si n est pair 
en-
7l'(n-I) / 2 . ((n-I) / 2)! si n est impair 
n! 
et voZn correspond au volume usuel dans IRn, soit la mesure de Lebesgue Cn(E). 
Les deux premières propriétés font référence à la mesure extérieure de Hausdorff 
alors que les suivantes font plutôt référence à la mesure de Hausdorff. De (i), on 
remarque que si f est une isométrie (.x = 1) , alors 1{s(f(E)) = 1{S(E) pour tout 
s ~ O. La mesure 1{s est donc invariante sous les isométries comme les translations 
et les rotations. De (ii), on remarque que si f satisfait la condition de Lipschitz 
(a = 1) , alors 1{m,s(f(E)) ::; cS1{n,s(E) pour tout s ~ O. Les propriétés (iii), (iv) et 
(v) montrent que la mesure de Hausdorff constitue une généralisation d 'autres mesures 
déjà connues. En ce sens, elle prouve sa validité et apparaît d'une grande utilité. La 
dimension de Hausdorff-Besicovitch en est un exemple remarquable. 
Chapitre 2. La dimension de Hausdorff-Besicovitch 26 
2.2 La dimension de Hausdorff-Besicovitch 
Avant de définir formellement la dimension de Hausdorff-Besicovitch d'un en-
semble, il convient de s'intéresser au comportement de la mesure extérieure 11.5 en 
fonction de s 2: O. C'est en effet ce comportement qui déterminera la dimension 
fractale de l'ensemble. Les notions sont de nouveau introduites sur l'espace métrique 
(]Rn, Il . Il) et ses sous-ensembles bornés. 
Proposition 2.2. Soit E ç ]Rn borné. Pour tout s 2: 0, 
(i) Si 1I.5 (E) < 00 et t > s, alors 1I.t (E) = 0; 
(ii) Si 1I.5 (E) > 0 et t < s, alors 1I.t (E) = 00; 
(iii) Pour tout ensemble E ç ]Rn , il existe une unique valeur s E [O,oo[ telle que 
1I.t (E) = 0 si t > s et 1I.t (E) = 00 si t < s. 
PREUVE. 
Soit E ç ]Rn, 6 E ]0, 1[ et {Uk } un 6-recouvrement de E. 
(i) Si 1I.5 (E) < 00 et t > s, alors 1I.t (E) = O. 
Soit s , t E ]R tels que 0 ::; s < t . Par définit ion, 0 ::; diam(Uk ) ::; 6 =} 0 ::; 
dia~(Uk) ::; 1 pour tout k E {1 , 2, .. . }. Or, pour r E [0 , 1] et s < t, r t ::; r 5 • Alors, 
( dia~(Uk) ) t ::; ( dia~(Uk) ) 5 pour tout k E {1, 2, ... }. On déduit ainsi que 
pour tout 6-recouvrement {Uk } de E. Par propriété de l'infimum, on t rouve que 
inf {t, (diam(Uk))' 1 {U.} est un 8-recouvrement de E} 
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s: JH inf {~(diam(U,))' 1 {U,} est un J-recouvrement de E} 
d'où 1{HE) :s; 8t- s1{HE) par définition de 1{8' En supposant que 1{S(E) 
lim 1{HE) < 00, on obtient 
~-t0 
lim 1{H E) < lim 8t - s lim 1{H E) 
8-t0 8-t0 8-t0 
* 1{t(E) < O· 1{S(E) = 0 
car lim r n = 0 pour r ElO, l[ et n > O. Ainsi, 1{t(E) = 0 pour tout t > s. 
r-tO 
(ii) Si 1{S(E) > 0 et t < s, alors 1{t(E) = 00. 
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Supposons que 0 :s; t < s et 1{S(E) > O. Alors pour tout 8-recouvrement {Ud 
de E, 
pour tout k E {l, 2, ... }. 
Du même raisonnement que précédemment, on déduit que 
1{~(E) > 8t- s1{HE) 
* lim 1{HE) > lim 8t- s lim 1{S(E) 
8-t0 8-t0 8-t0 8 
* 1{t(E) > 00' 1{S(E) 
puisque lim r n = 00 avec r ElO, l[ et n < O. Ainsi, 1{t(E) = 00 pour tout t < s. 
r-tO 
(iii) Il existe une unique valeur s E [0, oo[ telle que 1{t(E) = 0 si t > s et 1{t(E) = 00 
si t < s. 
De (i) et (ii), on sait qu'une telle valeur s E [O,oo[ existe. Montrons qu'elle 
est unique. Procédons par contradiction en supposant qu'il existe deux valeurs 
SI, S2 E [0, oo[ telles que SI i= S2 et 
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1. 1{t(E) = 0 si t > 81 et 1{t(E) = 00 si t < 81 ; 
2. 1{t(E) = 0 si t > S2 et 1{t(E) = 00 si t < 82. 
Puisque SI =1= 82, supposons sans perte de généralité 81 < 82. Alors, il existe 
un nombre t tel que 81 < t < 82. Par hypothèse, 1{t(E) = 0 car t > 81. Mais 
puisque t < S2, alors 1{t(E) = 00. Par définition de 1{t(E) comme la limite 
de 1{HE) quand cS tend vers 0, 1{t(E) ne peut pas prendre les valeurs 0 et 
00 simultanément. Il y a donc une contradiction et il existe une unique valeur 
8 E [0, oo[ telle que 1{t(E) = 00 si t < 8 et 1{t(E) = 0 si t > 8 . • 
Il existe donc une valeur critique de s à laquelle 1{S(E) passe directement de 00 
à O. C'est cette valeur qui correspond à la dimension de Hausdorff-Besicovitch d'un 
ensemble E telle que donnée par la définition suivante. 
Définition 2.3. Pour tout E ç ]Rn borné, la dimen8ion de Hau8dorff-Besicovitch 
de E e8t la valeur dimH(E) E [0, n] telle que 
dimH(E) = sup{s ~ 0 I1{S(E) = oo} = inf{8 ~ 0 I1{S(E) = O}. 
Puisque la dimension de Hausdorff-Besicovitch est définie pour tout sous-ensemble 
borné de ]Rn, la mesure 1{s correspond à la mesure extérieure de Hausdorff de dimen-
sion s. Le comportement de 1{s est tel que 
La figure 2.1 illustre le comportement décrit. 
Si 0 < 1{S(E) < 00 , alors 8 = dimH(E). Par contre, si s = dimH(E), alors 
on peut avoir 1{S(E) = 0, 1{S(E) = 00 ou 0 < 1{S(E) < 00. Notons que dans 
certaines références dont [31], la dimension de Hausdorff-Besicovitch est définie en 
considérant 8 > 0 et non 8 ~ O. Plusieurs propriétés découlent directement de celles 
de la mesure de Hausdorff et de la définition de la dimension de Hausdorff-Besicovitch. 
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00 
0-+-----+----+----7 
o dimH(E) n s 
FIGURE 2.1 - Comportement de 1{S(E) en fonction de s 
En ce sens, tous les ensembles rencontrés doivent être considérés comme bornés pour 
respecter la définition énoncée précédemment. Quelques propriétés sont présentées 
dans le théorème suivant. Ce sont d 'ailleurs les principales propriétés d 'une définition 
raisonnable de dimension. 
Théorème 2.5. 
(i) Monotonie: Si E ç F ç ]Rn, alors dimH(E) ~ dimH(F). 
(ii) Stabilité dénombrable: Si {El, E2 , ... } est une famille de sous-ensembles de ]Rn , 
alors dimH (QI Ek) = sup{dimH(Ek) Il ~ k < oo}. 
(iii) Si E ç ]Rn est dénombrable, alors dimH(E) = O. 
(iv) Si E ç ]Rn est ouvert, alors dimH(E) = n. 
PREUVE. 
(i) Si E ç F ç ]Rn, alors dimH(E) ~ dimH(F). 
Soit E ç F ç ]Rn et SI 2': 0 tel que 1{S l (F) = O. Puisque 1{s est une mesure 
extérieure sur ]Rn, on sait que 1{S(E) ~ 1{S(F) pour tout s 2': O. En particulier, 
1{S l (E) ~ 1{S l (F) = 0 d 'où 1{S l (E) = o. On déduit donc que si SI E {s 2': 0 1 
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1{S(F) = O} , alors SI E {s ~ 0 I1{S(E) = O}. Ainsi, 
~ inf{ s ~ 0 I1{S(E) = O} :s inf{ s ~ 0 I1{S(F) = O}. 
Par définition de la dimension de Hausdorff-Besicovitch, on conclut que dimH(E) :s 
dimH(F). 
(ii) Si {El , E2 , . .. } est une famille de sous-ensembles de ]Rn, alors dimH (U Ek) = 
k=l 
sup{dimH(Ek) Il :s k < oo}. 
Soit {El , E2 , ... } est une famille de sous-ensembles de ]Rn. On veut montrer 
(a) dimH (QI Ek) ~ sup{dimH(Ek) Il :s k < oo}; 
(b) dimH (QI Ek) :s sup{ dimH(Ek) Il :s k < oo}. 
00 
Par propriété de l'union, on sait que Ej ç U Ek pour tout j E {l , 2, . .. }. 
k=l 
De (i), on déduit dimH(Ej ) :s dimH (U Ek) pour tout j E {l , 2, . .. }. Ainsi, 
k=l 
sup{dimH(Ek) 1 1 :s k < oo} :s dimH (QI Ek) et on obtient la première 
inégalité. 
Supposons maintenant que dimH (u Ek) = s et s > dimH(Ej ) pour tout j E 
k=l 
{1,2, ... }. Il faut avoir s =1= 0, car sinon dimH(Ej ) < 0 pour tout jE {1, 2, ... } 
ce qui est impossible en vertu de la définition de la dimension .de Hausdorff-
Besicovitch. On déduit que 1{S( Ej ) = 0 pour tout j E {l, 2, ... }. Par propriété 
de 1{s, on sait que 
d'où 1{s (U Ek) = O. Ainsi, s > dimH (U Ek)' Or, cela contredit l'hypothèse 
k=l k=l 
de départ et il doit exister un élément j* E {l , 2, ... } tel que dimH ( U Ek) :s 
k=l 
dimH(Ej *). On conclut donc que dimH (QI Ek) :s sup{ dimH(Ek) 1 1 :s k < 
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oo}. De (a) et (b), on déduit dimH (QI Ek) = sup{dimH(Ek) /1 ~ k < oo}. 
(iii) Si E ç ]Rn est dénombrable, alors dimH(E) = O. 
00 
Soit E ç ]Rn dénombrable. Alors, on peut écrire E = U Ek où Ek est un 
k=l 
élément de E tel que Ek =1= Ej si k =1= j. On remarque que HO(Ek) = 1 pour tout 
k E {l, 2, ... } du théorème 2.4 (iii). Puisque 0 < HS(Ek ) < 00 pour s = 0, alors 
dimH(Ek) = 0 pour tout k E {l , 2, ... }. De (ii), on sait que dimH (U Ek) = 
k=l 
sup{dimH(Ek) /1 ~ k < oo} d 'où dimH(E) = sup{O /1 ~ k < oo} = O. 
(iv) Si E ç ]Rn est ouvert, alors dimH(E) = n. 
Soit E ç ]Rn ouvert. Il faut montrer que 
(a) dimH(E) ~ n; 
(b) dimH(E) ~ n. 
Soit Xo E E. Puisque E est ouvert , alors il existe r > 0 tel que B(xo, r) = {x E 
]Rn / /Ix - xol/ < r} ç E. De (i), on obtient dimH(B(xo, r)) ~ dimH(E). Or, 
comme B(xo , r) est une boule de ]Rn de rayon non nul, alors son volume est 
aussi non nul. Du théorème 2.4 (v) , on déduit donc 0 < H n(B(xo, r)) < 00 et 
dimH(B(xo, r)) = n. Ainsi, dimH(E) ~ n. 
Considérons maintenant l'ensemble des boules ouvertes centrées en un élément 
de. z n et de rayon 1, soit {B(x , 1) / x E zn}. Puisque zn est dénombrable, cette 
ensemble l'est aussi. Par ailleurs, il recouvre ]Rn et par le fait même, il recouvre 
E . Ainsi, E ç U B(x , 1). De (i) et (ii) , on déduit 
xEZn 
dimH(E) ~ dimH ( U B(X, l)) = sup{dimH(B(x , 1)) / x E zn}. 
xEZn 
D'un raisonnement précédent , on sait que B(x, 1) est une boule de volume 
non nul et donc que dimH(B(x, 1)) = n pour tout x E zn. En conséquence, 
dimH(E) ~ dimH ( U B(x, 1)) = n et on obtient la seconde inégalité. De (a) 
xEZn 
et (b), on conclut que dimH(E) = n . • 
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Remarque 2.1. 
Du théorème précédent, il découle directement que dimH (IRn) = n. Ainsi, la va-
leur de la dimension de Hausdorff-Besicovitch d 'un sous-ensemble E de IRn doit être 
inférieure ou égale à n. D'où 0 :s; dimH(E) :s; n tel qu'énoncé à la définition 2.3 et 
illustré à la figure 2.1. 
D'autres propriétés méritent d 'être mentionnées sans toutefois être démontrées. 
Certaines découlent directement du théorème 2.4. De nouveau, les ensembles considé-
rés sont bornés. 
Théorème 2.6. 
(i) Soit E ç IRn et f : E -t IRm une fonction qui satisfait une condition de H6lder 
Ilf(x)-f(y)ll:S; cllx~yii<~ pourtoutx , y E E avecc,O: > O. AlorsdimH(f(E)):S; 
~ dimH(E) ou de façon équivalente o:dimH(f(E)) :s; dimH(E). 
(ii) Soit E ç IRn et f : E -t IRm une fonction bi-Lipschitz 
pour tout x, y E E 
et avec 0 < Cl :s; C2 < 00. Alors dimH(f(E)) = dimH(E). 
(iii) Soit E ç IRn non vide tel que dimH(E) < 1. Alors E est totalement non connexe 
(ses seuls sous-ensembles connexes sont des singletons). 
De (i), si f satisfait la condition d~ Lipschitz (0: = 1), alors dimH(f(E)) :s; 
dimH(E). De (ii) , on remarque que la dimension de Hausdorff-Besicovitch est in-
variante sous les transformations bi-Lipschitz. En ce sens, deux ensembles fractals 
sont considérés de même type s'il existe une transformation bi-Lipschitz entre eux. 
De plus, tel que mentionné auparavant, un ensemble E ç IRn est considéré plus « 
grand » qu 'un ensemble F ç IRn si dimH(E) > dimH(F) ou 1{S(E) > 1{S(F) lorsque 
s = dimH(E) = dimH(F). La mesure de Hausdorff et la dimension de Hausdorff-
Besicovitch constituent donc des outils pertinents pour aborder et saisir les objets 
fractals. 
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2.3 La dimension fractale de l'ensemble triadique de 
Cantor 
~près avoir défini et énoncé certaines propriétés de la dimension de Hausdorff-
Besicovitch, il convient de trouver sa valeur pour un ensemble particulier: l'ensemble 
triadique de Cantor. Rappelons d'abord la façon dont il est construit. 
Soit Eo = [0,1]. Soit El l'ensemble obtenu en retirant le tiers central de Eo, sans 
les extrémités: El = [0, ~]U[~, 1]. Soit E2 1'ensemble obtenu en retirant le tiers central 
des intervalles de El : E2 = [0, i] u [~,~] u [~, ~] u [~, 1]. On poursuit ainsi de façon 
que l'ensemble Ek est formé en retirant le tiers central des intervalles de Ek- l . On 
remarque que les intervalles retirés sont tous de longueur G)k = 3-k. En conséquence, 
à l'itération k, l'ensemble Ek est constitué de l'union de 2k intervalles fermés de 
00 
longueur 3-k. L'ensemble triadique de Cantor, noté C, est défini par C = n Ek' 
k=l 
Il s'agit d 'un ensemble infini non-dénombrable. De plus , il est compact puisqu'il est 
borné par l'intervalle [0, 1] et il est fermé, car l'intersection d 'ensembles fermés demeure 
fermée. La figure 2.2 illustre le processus de construction de C tel que décrit. 
Eo ------------------------------------------------------
El -----------------
E2--
E3 -
E4--
FIGURE 2.2 - Construction de l'ensemble triadique de Cantor 
Tel qu 'énoncé dans la définition de la dimension de Hausdorff-Besicovitch, 1{S(C) = 
00 si a ~ s < dimH(C) et 1{S(C) = a si s > dimH(C). Puisque C ç IR, alors 
dimH(C) ~ 1. Pour trouver la dimension fractale de C, il suffit de trouver la va-
leur de s telle que la mesure de Hausdorff de dimension s de C est bornée et non nulle. 
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Cette valeur correspond à la dimension de Hausdorff-Besicovitch de l'ensemble. Le 
théorème suivant conduit au résultat recherché. 
Théorème 2.7. Soit C l'ensemble triadique de Cantor. Si s = :~; ~ 0, 6309 alors 
~ ::; HS(C) ::; 1 et dimH(C) = s. 
PREUVE. 
Soit C l'ensemble triadique de Cantor et s = ~;. Pour borner supérieurement 
HS(C) , il suffit de trouver un D-recouvrement de C approprié pour chaque valeur de D et 
de déduire une borne supérieure. Pour borner inférieurement HS(C), il faut considérer 
tous les D-recouvrements possibles de C et trouver une borne inférieure qui les satisfait 
tous. Procédons en deux étapes: 
Soit D > O. Il existe un entier n tel que 3-n < D. Par construction de C, les 2n 
intervalles qui constituent En forment un D-recouvrement de C. Ainsi, pour tout 
s ~ 0, 
HHC) inl {~(diam(U,))' 1 lU,} est un J-recouvrement de c} 
par propriété de l'infimum 
k=l 
2n . 3-ns = (2. 3-s )n. 
Puisque s = :~; , alors 3-s = 3- j ~ ~ = 2- 1 de la propriété des exposants aC = 
bc j~~. D'où, HHC) ::; (2.2 - 1)n = 1 pour tout D > O. On trouve donc 
Un raisonnement préliminaire s'impose avant démontrer le résultat voulu. 
Soit l ç lR un intervalle tel que 0 < diam(I) < ~. Alors, il existe un unique 
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entier k ~ 2 tel que 
3 - k ~ diam(I) < 3 - (k - I). (2.3) 
En effet, un tel k doit exister car les intervalles [3~' 3nl_ 1 [ forment une partition 
de ]0, H pour n ~ 2. La valeur diam(I) doit donc se trouver dans l'un de ces 
intervalles. On sait que Ek-l est formé de 2k-1 intervalles fermés de longueur 
3-(k-l) et que la distance qui sépare ces intervalles est supérieure ou égale à 
3-(k-l) par construction de C. Alors, de l'expression (2.3), l'intervalle l ne peut 
intersecter qu'au plus un de ces 2k-1 intervalles. 
Soit mEN tel que m > k. Alors, -m < -k =? 3-m < 3-k ~ diam(I) . On sait 
que Em est constitué de 2m intervalles fermés de longueur 3-m . Par construction 
de C, chaque intervalle de Ek - l contient un certain nombre de ces intervalles de 
Em. En fait , il en contient X::'l = 2m-(k-l) = 2m-k+1 (si k = 2 et m = 4, on 
voit bien que chaque intervalle de Ek-l = El contient 8 intervalles de Em = E4 
et 2m-k+1 = 23 = 8). Ainsi , l intersecte au plus 2 m -k+1 des intervalles de Em 
puisqu'il intersecte au maximum un intervalle de Ek - l . Or, 
< 
2m+1 . (3- k )5 
2m+1 . (diam(I))5 
par propriété des exposants 
par hypothèse et propriété des exposants 
de l'expression (2.3). 
En conséquence, l intersecte au plus 2m+1 . (diam(I))5 des intervalles de E m. 
Montrons maintenant que 1{5(C) ~ ~. Soit a ~ 1, a < 6 < 3la < i et {Ud un 
6-recouvrement de C. Pour chaque k E {1 , 2, ... }, soit Tk un intervalle ouvert tel 
00 
que Uk ç Tk et diam(Tk ) = a·diam(Uk ). Puisque C ç U Uk par hypothèse, alors 
k=l 
00 . 
C ç U Tk . Comme l'ensemble triadique de Cantor est compact, alors on peut 
k=l 
extraire de ce recouvrement un sous-recouvrement fini. Notons les ensembles de 
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ce sous-recouvrement Tl, T2 , .. . ,Tn pour un certain n E N. Soit mEN tel que 
3-(m-l) < diam(Tk) pour tout k = 1,2, ... ,n. (2.4) 
Alors du raisonnement préliminaire et car 3-m < 3-(m-I), chacun des intervalles 
Tk contient au plus 2m+l. (diam(Tk))S des intervalles de Em pour k = 1,2, . .. ,n. 
n 
Donc, le recouvrement {Td~=l contient au plus L 2m+l. (diam(Tk))S des inter-
k=l 
valles de Em. Mais de l'expression (2.4), le recouvrement {Tk}~=l doit contenir 
tous les intervalles de Em, soit 2m intervalles. Ainsi, 
Par hypothèse, 
n 
k=l 
d'où 
n 
2m ::; L 2m+1 . (diam(Tk))s. 
k=l 
n 
k=l 
n 
2m < aS. 2m+1 L (diam(Uk))S 
1 
=}- < 
2as 
k=l 
n 
k=l 
00 
L (diam(Uk))s. 
k=l 
00 
k=l 
n 
k=l 
Cette expression est vraie pour tout a 2: 1 et pour tout 6"-recouvrement de C 
avec 6" < !. En conséquence, 
1l,(C) = in! {t, (diam(Uk))' 1 {Uk} est un a-recouvrement de C } ~ 2~' 
et en prenant la limite lorsque a tend vers 1, on obtient 1i6 (C) 2: ~. Ainsi, 
lim 1i6(C) 2: lim ~ et 1iS (C) 2: ~. 
0--+0 0--+0 
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En somme, si s = :~;, alors ~ :S 1lS (C) :S 1 et on déduit que dimH(C) = s . • 
Corollaire 2.1. Soit C l'ensemble triadique de Cantor. Si s = :~;, alors 1lS (C) = 1. 
PREUVE. 
Soit C l'ensemble triadique de Cantor et s = :~;. Du théorème précédent, on sait 
que 1l8(C) :S 1 pour tout 6 > O. Donc 1 est une borne supérieure de l'ensemble 
{1l8(C) 1 6 > O}. De plus, 1 E {1l8(C) 1 6 > O}. En effet, si 6 = 3-N pour un certain 
NE N, alors EN constitue le plus petit 6-recouvrement de C. L'infimum des sommes 
des diamètres à la puissance s est atteint pour ce recouvrement particulier. Ainsi, 
1l8(C) = 2N (3- N )S = 1. On conclut que 1 = sup 1l8(C) = 1lS(C) . • 
0>0 
00 
1 • 
o +-------~-------+_7 
s 
o ln 2/ln 3 1 
FIGURE 2.3 - Comportement de 1lS (C) en fonction de s 
Puisque dimH(C) < 1, le théorème 2.6 (iii) confirme l'observation que l'ensemble 
triadique de Cantor est totalement non connexe. Les précédents raisonnements dé-
montrent bien que les valeurs de la mesure de Hausdorff et de la dimension de 
Hausdorff-Besicovitch peuvent s'avérer difficiles à obtenir et ce, même pour des en-
sembles simples comme l'ensemble triadique de Cantor. Observons cependant l'im-
portance des valeurs 2 et 3 dans l'expression de la dimension fractale de l'ensemble 
triadique de Cantor. Le 2 fait référence au nombre de sous-intervalles obtenus à partir 
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d 'un intervalle de l'itération précédente dans la construction de C. Le 3, quant à lui, 
fait référence au facteur de réduction de la longueur des intervalles entre les itérations, 
3 = 1/3' Cette observation fournit un bon indice de la valeur de la dimension fractale 
de l'ensemble considéré uniquement à partir de sa structure. 
Bref, la dimension fractale de Hausdorff-Besicovitch permet de décrire et de mieux 
comprendre la structure des objets irréguliers comme les fractales. Elle amène à les 
quantifier et à les caractériser d 'une façon rigoureuse, avec des propriétés mathéma-
tiques pertinentes. Les ensembles de Julia introduits aux chapitres suivants peuvent 
être considérés comme fractals en ce sens qu'ils sont non seulement très irréguliers, 
mais aussi décrits 'par une dimension de Hausdorff-Besicovitch non entière. 
Chapitre 3 
Les ensembles de Julia dans le plan 
complexe 
Les ensembles de Julia sont apparus pour la première fois dans les travaux du 
mathématicien Gaston Julia au début des années 1900. L'étude du comportement des 
itérées de fonctions complexes rationnelles l'a amené à définir différents ensembles, 
dont les ensembles de Julia qui adoptent un caractère fractal intéressant et des pro-
priétés parfois suprenantes. Ce chapitre rappelle les notions de base relatives à ces 
ensembles avant de présenter les fondements de la méthode d'itération inverse utilisée 
pour les visualiser dans le plan complexe. 
Avant de s'intéresser aux ensembles de Julia, il convient de réexaminer quelques 
éléments essentiels à leur compréhension, tels que les itérées d'un polynôme et le 
comportement des suites formées par celles-ci. Ces notions constituent l'objet de la 
première partie du chapitre et mènent à la définition classique des ensembles de Julia 
en relation avec celles des ensembles de Julia remplis, des ensembles de Fatou et de 
l'ensemble de Mandelbrot. Le reste du chapitre est consacré à l'étude de la méthode 
d 'itération inverse et à ses justifications théoriques. Une définition équivalente des 
ensembles de Julia est fournie par les familles normales de fonctions et permet de 
démontrer le théorème lié à la méthode d 'itération inverse. Des exemples d 'ensembles 
divers sont insérés dans le texte afin d'illustrer les notions introduites. Les procédures 
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employées avec le logiciel Maple 16 sont à l'annexe A. 
Les résultats présentés dans ce chapitre utilisent la définition et les propriétés des 
nombres et fonctions complexes. Seules les notions nécessaires sont reprises. Rappelons 
cependant que la métrique dans C est le module complexe qui correspond à la métrique 
euclidienne dans JR2 : pour Zl = al + bl i et Z2 = a2 + b2i avec i2 = - 1, IZI - z21 = 
J(al - a2)2 + (bl - b2)2. De plus, Zl + Z2 = (al + a2) + (bl + b2 )i, Zl . Z2 = (ala2 -
blb2) + (alb2 + bla2)i et Zl = Z2 si et seulement si al = a2 et bl = b2· 
3.1 Définitions classiques 
La classe des fonctions rationnelles complexes à partir de laquelle les ensembles de 
Julia sont définis est très vaste. Dans ce travail, l'étude est restreinte à la dynamique 
d'un polynôme particulier: le polynôme Pc(z ) = Z2 + c où Z, cEe et c est fixé. 
L'analyse du comportement des itérées de ce polynôme amène des avantages certains. 
D'abord, elle permet de constater que des fonctions très simples produisent des en-
sembles fractals compliqués et détaillés. Par ailleurs, le système dynamique engendré 
par le polynôme Pc est équivalent à celui de tout polynôme complexe du deuxième 
degré 1 . Finalement, il est possible de déduire une expression très simple pour l'inverse 
de Pc. Cette dernière propriété s'avère particulièrement importante pour la méthode 
d'itération inverse. 
Revoyons d 'abord l'expression des itérées du polynôme Pc. La notion de point fixe 
est aussi approfondie. 
Les itérées avant de Pc sont notées P;- pour n E N et sont définies de manière 
récursive: 
1. Soit R(z ) = az 2 + 2bz + d un polynôme complexe du deuxième degré. Ce polynôme est ana-
lytiquement conjugué à Pc puisqu'il existe une transformation de Môbius M(z) = az + b telle que 
(M 0 R 0 M- 1 )(z) = z2 + c avec c = ad + b - b2. En conséquence, R et Pc génèrent des systèmes 
dynamiques considérés comme équivalents 
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P~(z) = z 
P;(z) = (PC(Z)t1 = Pc(Z) = Z2 + c 
P;(Z) = (Pc(Z)t2 = (Pc 0 Pc)(Z) = Pc(Pc(Z)) = (Z2 + C)2 + c 
Les itérées arrières de Pc sont définies à partir de l'image inverse de Pc et notées 
Pc-m pour m = 1,2, . .. : 
PC- 1(z) = (Pc(Z)t(-l) = {w E CI Pc(w) = z } 
pc-m(z) = (Pc(z)t(-m) = (P;(Z)t<-l) = {w E CI P;(w) = z }. 
Bien que Pc ne soit pas une fonction bijective, une transformation apparentée à la 
notion d 'inverse peut lui être associée. Il s'agit de la fonction multiforme ~. 
L'expression détaillée de l'inverse est exposée dans une prochaine section. Un point 
fixe de Pc est un élément Zo E C tel que Pc(zo) = zoo Il suffit de résoudre l'équation 
du deuxième degré z5 + c = zoo Ainsi, Zo est un point fixe de Pc si et seulement si 
Zo = l±~. Il Y a donc deux points fixes , notés 
1 + Jl- 4c 
a = et 2 f3 
= 1- Jl- 4c 
--2--· 
Comme tout polynôme complexe P est dérivable, il est possible d'évaluer sa dérivée 
à un point fixe zo, soit P'(zo). Une caractérisation des points fixes est fournie selon le 
module de ce nombre. 
Définition 3.1. Soit P un polynôme complexe quelconque et Zo un point fixe de P . 
Le point fixe est 
1. Attractif si 0 ~ IP'(zo)1 < 1 (Superattractif si IP'( zo) 1 = 0) ; 
2. Répulsif si IP'( zo) 1 > 1; 
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3. Neutre ou indifférent si IP'( zo) 1 = 1. 
Lorsqu'il s'agit d'un point fixe neutre, deux cas sont distingués: Zo est rationnellement 
neutre si (P'(zo)t = 1 pour un certain entier n et irrationnellement neutre sinon. 
Pour le polynôme considéré dans ce travail, la dérivée est donnée par P~(z) = 2z. 
On remarque que IP~(a)1 + IP~(tJ) 1 ~ IP~(a) + P~(tJ)1 = 2. Si c = ~ alors Pc n'a qu'un 
point fixe a = tJ = ~ et il est rationnellement neutre. Si c i= ~ alors Pc a deux points 
fixes distincts. Puisque IP~(a)1 = IP~(tJ) 1 = 1 si et seulement si c = ~, alors Pc possède 
toujours un point fixe répulsif lorsque c i= ~ (référence [33]). Introduisons une dernière 
notion liée aux points fixes avant de définir les ensembles de Julia. 
Définition 3.2. Soit P un polynôme complexe quelconque et q ~ 2 un entier. Un 
élément Zo E C est un point périodique de période q si pq(zo) = Zo et pj(zo) i= Zo 
pour j = 1,2, .. . , q - 1. 
Il s'agit donc d 'un point fixe du polynôme pq où q est le plus petit entier tel 
que pq(zo) = zo o Puisqu 'il s'agit d 'un point fixe , il est aussi possible de le qualifier 
d'attractif, de répulsif ou de neutre. L'ensemble {zo, P(zo), ... , pq-l(ZO )} est le cycle 
associé au point périodique Zo et il admet aussi les qualificatifs attractif, répulsif ou 
neutre. L'utilité des points fixes apparaîtra avec la description de la méthode d 'itéra-
t ion inverse. 
Il est maintenant possible de définir les ensembles de Julia remplis, les ensembles 
de Julia et les ensembles de Fatou associés au polynôme complexe Pc(z) = Z2 + c en 
lien avec le comportement de la suite des itérées {P;( z )} en chaque valeur z E C. 
Définition 3.3. L'ensemble de Julia rempli associé à c est noté Kc et correspond 
à l 'ensemble des points Zo E C tels que la suite des itérées {P; (zo)} est bornée. 
La suite est bornée s'il existe un nombre M > 0 tel que 1P;(zo) 1 ~ M pour tout 
nE N. Pour tout polynôme complexe P de degré d ~ 2, le lemme 14.1 de la référence 
[121 indique que la suite des itérées {pn(zo) } est soit bornée, soit divergente à l'infini. 
En conséquence, l'ensemble de Julia rempli associé à c correspond à l'ensemble des 
éléments Zo E C tels que la suite {P;( zo )} ne diverge pas à l'infini . 
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Définition 3.4. L 'ensemble de Julia associé à c est noté :Tc et correspond à la 
frontière de l'ensemble de Julia rempli pour la même valeur de c : J e = BKe. 
Définition 3.5. L'ensemble de Fatou associé à c est noté Fe et correspond au 
complément de l 'ensemble de Julia pour la même valeur de c : Fe = C\Je' 
Incidemment, il Y a autant d'ensembles de Julia remplis, d 'ensembles de Julia et 
d'ensembles de Fatou qu'il y a de nombres complexes puisque chaque ensemble est 
associé à une valeur c E C particulière. Lorsque ces ensembles sont défi~is à partir 
des itérées d'un polynôme P quelconque, ils sont notés Kp , JP et F p. Cependant, 
il est plus pratique d'utiliser la notion insérée ici puisque les ensembles dépendent 
uniquement de la constante c. 
Au chapitre 1, la frontière d'un ensemble a été définie. La description suivante est 
aussi valide et révèle la structure de Je d'une façon plus spécifique. 
Définition 3.6. Soit E ç C non vide. La frontière de E est notée BE et correspond 
à l'ensemble des éléments z E C tels que tout voisinage centré en z contient des 
éléments de E et de E e. 
Ainsi, z E J e = BKe si pour tout voisinage centré en z, il existe des éléments Zl 
et Z2 tels que {P~(Zl )} est bornée et {P~(Z2 )} diverge à l'infini (Zl E Ke et Z2 tt Ke). 
L'ensemble de Julia associé à c peut donc être vu comme la limite entre les deux types 
de comportement possibles de la suite {~(z)}. 
Bien qu'il ne sera pas étudié spécifiquement ici, il apparaît pertinent de faire 
mention de l'ensemble de Mandelbrot puisqu'il existe une relation étroite entre les 
éléments de cet ensemble et la structure des ensembles de Julia. 
Définition 3.7. L'ensemble de Mandelbrot associé à c est noté M et correspond 
à l'ensemble des points c E C tels que la suite des itérées {P~ (O)} est bornée. 
Il s'agit donc d'itérer le polynôme Pc en Z = 0, ce qui revient à itérer c. Cette 
situation engendre un ensemble unique bien connu. Le théorème suivant propose des 
résultats relatifs à Ke, :Tc et M sans qu'ils ne soient démontrés. 
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Théorème 3.1. Soit Pe(Z) = z2 + c où Z, cE te. 
(i) Ke et J e sont non vides, bornés et ferm és (compacts). 
(ii) J e ç Ke· 
(iii) J e est complètement invariant, c'est-à-dire Pe(J e) = Pe- 1(J e) = J e' 
(iv) Zo E Ke si et seulement si 1P;(Zo) 1 ~ max{lcl, 2} pour tout nE N. 
(v) Ke est connexe si et seulement si c E M. 
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(vi) Ke est totalement non connexe si et seulement si c t/. M. Alors, :le = Ke et J e 
est homéomorphe à l'ensemble triadique de Cantor. 
Les résultats (v) et (vi) correspondent au théorème de Fatou-Julia présentés aux 
références [8] et [30]. Notons que l'homéomorphisme entre J e et l'ensemble triadique 
de Cantor n 'assure pas que la dimension fractale soit conservée. La propriété (iv) 
démontrée à la référence [34] indique que Ke est contenu dans un disque de rayon 
R = max{lcl, 2} et permet de visualiser l'ensemble à partir du raisonnement suivant. 
Il faut d 'abord fixer la valeur de c et un pas de discrétisation du disque de rayon 
R = max{lcl,2}. Pour chaque point Zo à l'intérieur du disque de rayon R, il faut 
calculer P;(zo) jusqu'à une certaine valeur n = N maximale fixée. À chaque itération, 
le module de l'itérée P;(zo) est comparé à R. Si celui-ci est supérieur à R, alors le point 
Zo n'appartient pas à Ke et on passe au point suivant. Si le module est inférieur à R, 
alors le processus itératif est poursuivi jusqu'à ce que le module dépasse cette valeur 
ou que l'itération N soit atteinte. À ce moment, si le module est toujours inférieur à 
la valeur de référence R, le point Zo est supposé dans Ke. Après avoir balayé tous les 
points du disque, les élément de Ke sont affichés en noir, procurant une approximation 
de l'ensemble de Julia rempli associé au paramètre c. En augmentant la valeur de N 
et en diminuant le pas de discrétisation, l'approximation devient plus précise. 
En pratique, il s'avère plus simple de discrétiser le carré circonscrit au disque de 
rayon R plutôt que le disque lui-même. Par ailleurs, il s'avère intéressant d'afficher les 
points qui ne font pas partie de l'ensemble de Julia rempli d 'une couleur qui indique 
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la vitesse à laquelle les itérées prises en ces points excèdent R. Ces couleurs forment 
des couches de divergence autour de Kc. Cet affichage met davantage en lumière la 
structure de l'ensemble et permet de connaître rapidement le comportement des itérées 
à l'extérieur de celui-ci. Les couches près de l'ensemble de Julia rempli indiquent une 
divergence lente alors que les couches externes indiquent une divergence plus rapide. 
Afin de vérifier l'efficacité de cette méthode de façon empirique, une procédure a 
été implémentée pour produire des exemples d'ensembles de Julia remplis. Le nombre 
d'itérations maximal a été fixé à N = 50. L'utilisateur entre lui-même le pas de discré-
tisation du carré. Pour les images de la figure 3.1 , il a été fixé à 1/500, c'est-à-dire que 
le carré est divisé en 500 points à l'horizontale et à la verticale. Le carré a d'ailleurs 
été réduit pour mieux observer les ensembles de Julia remplis, en rouge, et les couches 
de divergence, en bleu. Le contour de l'ensemble rouge correspond à l'ensemble de 
Julia. 
Pour c = 0, 25 et c = -0, 75, l'ensemble de Julia rempli est symétrique. C'est 
d'ailleurs le cas pour tout c E IR. L'ensemble pour c = -0, 75 est parfois nommé 
fractale de San Marco en raison de sa forme qui rappelle celle de la basilique San 
Marco à Venise. Les ensembles représentés sont tous connexes, à l'exception de l'image 
(d) qui est totalement non connexe. L'image (b) est connue sous le nom de lapin de 
Douady en l'honneur du mathématicien Adrien Douady (1935 - 2006). Enfin, l'image 
( c) est une dendrite. De la référence [7], une dendrite est définie mathématiquement 
comme suit. 
Définition 3.8. Un ensemble E est une dendrite si c'est un ensemble compact, 
connexe par arcs 2 , localement connexe 3 , nulle part dense et qui ne sépare pas le plan 
complexe. 
La propriété d 'être nulle part dense se traduit par int(E) = 0. En conséquence, 
BE = E puisque BE = E\int(E) et E = E car E est fermé. Pour les ensembles de 
2. Deux éléments quelconques Zl, Z2 E E peuvent être reliés par un chemin, soit une fonction 
continue a : [0,1] --t E telle que a(O) = Zl et a(l) = Z2. 
3. Un espace topologique E est localement connexe si et seulement si toute composante connexe 
d 'un ensemble ouvert de E est un ouvert de E. 
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(a) c = 0,25 (b) c = - 0, 123 + 0, 745i 
(c) c = i (d) c=0,328+0,048i 
(e) c = -0,8+0, 168i (f) c = -0,75 
FIGURE 3.1 - Ensembles de Julia remplis du plan complexe 
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Julia, une dendrite peut aussi être vue comme un ensemble pour lequel la constante 
c est sur la frontière de l'ensemble de Mandelbrot (références [12] et [14]). C'est no-
tamment le cas avec c = i. Pour un ensemble de Julia rempli qui est une dendrite, 
Ke = J e tel qu'observé à l'image (c) de la figure 3.1. 
Bien que ce raisonnement produise de belles images d 'ensembles de Julia remplis, 
il ne permet pas de visualiser directement les ensembles de Julia associés aux même 
valeurs de c. En effet, il est impossible de distinguer immédiatement l'ensemble Ke de 
sa frontière puisque J e ç Ke. Or, ce sont les ensembles de Julia qu 'il est pertinent 
d 'étudier puisque ce sont eux qui possèdent un caractère fractal. Notons cependant 
que J e sera de nature fractale si c =1= ° et c =1= -2. En effet, pour c = 0, J e coïncide 
avec le cercle unité et pour c = -2, :le = [-2,2] tel qu 'indiqué à la référence [7]. Pour 
visualiser les ensembles de Julia, la méthode d 'itération inverse est donc privilégiée et 
expliquée en détails dans les sections suivantes. 
3.2 Redéfinitions par les familles normales 
Il est possible de décrire les ensembles de Julia d 'une façon équivalente à la défini-
tion introduite dans la section précédente. Celle-ci fait intervenir les familles normales 
de fonctions et permet de démontrer le résultat menant à la méthode d 'itération in-
verse. Les principaux éléments théoriques concernant les familles normales proviennent 
des références [12] et [41]. Ils ne sont pas démontrés, à l'exception du théorème 3.2. 
Définition 3.9. Un domaine n est un ensemble n ç C ouvert et connexe. 
Définition 3.10. Une suite de fonctions {fn} converge uniformément vers une 
fonction f sur E ç C si 'rIE > 0, ::Ino E N tel que si n > no, alors Ifn(z) - f( z) 1 < E 
pour tout zEE. 
Définition 3.11. Une suite de fonctions {fn} converge uniformément sur les sous-
ensembles compacts d'un domaine n vers une fonction f si pour tout compact K ç n 
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et 'liE > 0, :3no(K, E) tel que si n > no(K, E), alors Ifn( z ) - f( z )1 < E pour tout z E K. 
On dit alors que {fn} converge normalement dans n. 
Définition 3.12. Soit F une famille de fonctions holomorphes sur un domaine n. 
La famille F est normale dans n si pour chaque suite {fn} ç F , il existe une sous-
suite qui converge uniformément sur les sous-ensembles compacts de n soit vers une 
fonction f =1= 00, soit vers 00. 
Rappelons qu'une fonction holomorphe sur un domaine n est une fonction déri-
vable au sens complexe en tout élément de n. Tel que l'indique le résultat suivant, la 
normalité d 'une famille de fonctions n'est pas modifiée par l'ajout ou le retrait d'un 
nombre fini de fonctions holomorphes. 
Théorème 3.2. Soit F une famille infinie de fonctions holomorphes sur un domaine 
n et 9 = {gl , g2, . . . ,gd ç F une famille finie de fonctions . La famille F est normale 
dans n si et seulement si la famille F \ 9 est normale dans n. 
PREUVE. 
Soit F une famille infinie de fonctions holomorphes sur un domaine n et 9 = 
{gl , g2 , ... , gk} ç F une famille finie de fonctions. La preuve s'effectue en deux parties. 
(a) Si F est normale dans n, alors F\g est normale dans n. 
Supposons que la famille F est normale dans n. Il faut montrer que pour chaque 
suite {fn} ç F \ 9, il existe une sous-suite qui converge uniformément sur les 
sous-ensembles compacts de n soit vers une fonction f =1= 00 , soit vers 00. Soit 
Un} une suite quelconque de fonctions de F \ 9. Puisque F\g ç F , alors {fn} 
est une suite quelconque de F . Puisque F est normale dans n, alors {in} a une 
sous-suite qui converge uniformément sur les sous-ensembles compacts de n soit 
vers une fonction f =1= 00, soit vers 00. Ainsi, la famille F \ 9 est normale dans 
n. 
(b) Si F \g est normale dans n, alors F est normale dans n. 
Supposons que la famille F\9 est normale dans n. Soit {fn} une suite quel-
conque de fonctions de F . Il faut montrer que Un} a une sous-suite qui converge 
Chapitre 3. Les ensembles de Julia dans le plan complexe 49 
uniformément sur les sous-ensembles compacts de D soit vers une fonction 
f =1= 00, soit vers 00. Si la suite {fn} prend un nombre fini de fonctions de 
F, alors l'une de celles-ci doit se répéter une infinité de fois. La suite {fn} a 
alors une sous-suite constante qui converge uniformément sur les sous-ensembles 
compacts de D vers une fonction f =1= 00. Si la suite {fn} prend un nombre infini 
de fonctions de F, il Y a deux cas possibles: 
(1) La suite Un} ne contient aucune fonction de la famille g. Alors {fn} ç F\9 
et puisque F\9 est normale dans D, {fn} doit avoir une sous-suite qui 
converge uniformément sur les sous-ensembles compacts de D soit vers une 
fonction f =1= 00, soit vers 00. 
(2) La suite Un} contient au moins une fonction de g. La suite {hn} = Un}\g 
se trouve dans F\9 et comme cette famille est normale dans D, la suite 
{ hn} possède une sous-suite {hnk} qui converge uniformément sur les sous-
ensembles compacts de D soit vers une fonction f =1= 00, soit vers 00. Or, 
{hnk} est aussi une sous-suite de {fn} ç F. En conséquence, la suite {fn} ç 
F a une sous-suite qui converge uniformément sur les sous-ensembles com-
pacts de D soit vers une fonction f =1= 00, soit vers 00. 
Puisque pour chaque suite {fn} ç F l'un des deux cas se produit, la famille F 
est normale dans D. 
Par (a) et (b), la famille F est normale dans D si et seulement si la famille F\9 est 
normale dans D . • 
La normalité d'une famille de fonctions peut aussi être définie en un point du 
domaine. 
Définition 3.13. Soit F une famille de fonctions holomorphes sur un domaine D. La 
famille F est normale au point Zo E D si elle est normale dans un certain voisinage 
de zoo 
Le théorème suivant lie les concepts de normalité dans un domaine et de normalité 
en un point d'un domaine. 
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Théorème 3.3. Soit F une famille de fonctions holomorphes dans un domaine n. 
La famille F est normale dans n si et seulement si elle est normale en chaque point 
de n. 
Ainsi, une famille n'est pas normale dans un domaine dès qu'elle n'est pas normale 
en un point de ce domaine. Le précédent théorème permet donc de déterminer rapi-
dement qu'une famille n 'est pas normale. Pour conclure qu'une famille est normale 
dans un domaine, il existe plusieurs critères. Le critère fondamental de normalité et 
le théorème de Montel en sont deux exemples. 
Théorème 3.4 (Critère fondamental de normalité). Soit F une famille de fonc-
tions holomorphes sur un domaine n. Si F ne prend pas deux valeurs fixes a, bEC, 
alors F est normale dans n. 
Théorème 3.5 (Théorème de Montel). Soit F une famille de fonctions holo-
morphes sur un domaine n. Si F n'est pas normale dans n, alors il existe au plus 
une valeur ao E C qui n'est pas prise par F sur n. 
Le dernier résultat provient de la référence [12] et permet de justifier la méthode 
d'itération inverse. Dans d'autres références dont [41], le théorème de Montel peut 
correspondre à des résultats différents équivalents. 
Avant de décrire la méthode d'itération inverse, il convient de redéfinir les en-
sembles de Julia et les ensembles de Fatou en regard des familles normales de fonc-
tions. Notons que le polynôme Pc(z) = z2 + c avec z, c E C et où c est fixé est 
bien une fonction holomorphe et la suite de ses itérées forme une famille de fonctions 
holomorphes. 
Définition 3.14. L'ensemble de Julia associé à c correspond à l'ensemble des 
éléments Zo E C tels que la famille des itérées {P~} n'est pas normale en Zo. 
Définition 3.15. L'ensemble de Fatou associé à c est le complément de l'en-
semble de Julia associé à même valeur de c. 
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De façon symbolique, on a 
J e = {Zo E C 1 {P:} n'est pas normale en zo } 
Fe = C\Je = {zo E C 1 {P:} est normale en zo }. 
De la définition de la normalité en un point , l'ensemble de Fatou est ouvert. L'en-
semble de Julia est donc fermé tel que mentionné au théorème 3.1. Du théorème 3.2 
et de la définition de la normalité en un point, la famille {P~ 1 n E N} est normale 
en Zo si et seulement si la famille {P~ 1 n ~ k1} est normale en Zo pour tout entier 
k1 ~ 0 . En conséquence, il est possible de considérer la famille des itérées de Pc à 
partir d'un certain entier k1 ~ O. 
3.3 La méthode d'itération inverse 
La nouvelle définition des ensembles de Julia conduit à la méthode d'itération 
inverse. Le théorème 3.8 tel que présenté à la référence [16] justifie son utilisation. On 
y considère l'ensemble de Julia JP associé à un polynôme complexe unitaire P de degré 
d ~ 2 (le coefficient associé à zd est 1) . Le résultat est donc valide pour le polynôme 
particulier Pe(z) = z2 + c. Deux théorème sont d 'abord énoncés et permettent de 
prouver le théorème central du chapitre. Ceux-ci se trouvent aussi à la référence [16]. 
Des ensembles générés à l'aide de la méthode d'itération inverse sont présentés suite 
aux résultats théoriques. Les 'références [9], [12], [33] et [35] contiennent aussi des 
résultats qui concernent la méthode d 'itération inverse. 
Théorème 3.6 (Open Mapping Theorem ). Si f est une fonction holomorphe non 
constante sur un domaine n, alors pour tout ensemble ouvert U ç n, f(U) est aussi 
un ensemble ouvert. 
Tout polynôme complexe P de degré d ~ 2 est une fonction holomorphe et non 
constante puisque P(C) = C. Par ailleurs, ses itérées admettent les mêmes propriétés. 
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Théorème 3.7 (Théorème fondamental de l'algèbre). Tout polynôme complexe 
p de degré d ~ 1 admet la factorisation 
où Zi E C, Zi =1= Zj pour i =1= j, mi E {l ,2, ... ,d} pour i = l , 2, . . . ,k et ml + 
m2 + .. . mk = d. Cette factorisation est unique à l 'exception de [iordre des termes du 
produit. 
Les nombres complexes Zl, Z2, ... , Zk correspondent aux racines de P , soit aux va-
leurs telles que P(z) = O. Les nombres entiers ml, m2, . .. , mk indiquent la multiplicité 
de chaque solution. Tout polynôme complexe de degré supérieur ou égal à 1 admet 
donc au moins une et au plus d racines complexes distinctes. 
Lemme 3.1. Soit P un polynôme complexe unitaire de degré d ~ 2. Si Zo E .Jp et 
que V est un voisinage ouvert quelconque de zo, alors pour tout entier kl ~ 0, il existe 
un entier N > kl tel que 
N 
.Jp ç U p k(V) = pk1(V) U pkl+l(V) U··· U pN(V). 
k=kl 
PREUVE. 
Soit P un polynôme complexe unitaire de degré d ~ 2 et kl ~ 0 un entier quel-
conque. Soit Zo E .Jp et V un voisinage ouvert quelconque de Zo o Par définition de 
l'ensemble de Julia par les familles normales, la famille des itérées {pn 1 n E N} n'est 
pas normale en Zoo Ain~i, elle n'est pas normale dans tous les voisinages contenant Zo 
et en particulier, la famille {pn 1 nE N} n 'est pas normale dans V. Du théorème 3.2, 
la famille {pn 1 n ~ kl } n'est pas normale dans V. Du théorème de Montel, il existe 
au plus une valeur qui n'est pas prise par {pn 1 n ~ kl } sur V. Distinguons les deux 
cas possibles. 
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(a) Supposons qu'aucune valeur complexe n'est omise par {pn 1 n ~ k1 } sur V . 
Alors \/w E C, il existe z E V et un entier k ~ k1 tels que pk(z ) = w. Ainsi, 
il existe un certain z* E V et un entier k* ~ k1 tels que pk' (z*) = zo0 Donc, 
si Zo E JP alors Zo E pk' (V) pour un certain entier k* ~ k1 , d'où JP ç 
00 U pk(V). Puisque V est un ensemble ouvert , alors du théorème 3.6 pk(V) 
k=kl 
l'est aussi \/k E N. En particulier, pk(V) est ouvert pour tout k ~ k1 . Comme 
JP est compact, alors du recouvrement de JP par la famille d 'ensembles ouverts 
{pk(V) 1 k ~ kd, on peut extraire un sous-recouvrement fini à M ~ 1 éléments. 
M 
On a JP ç U pk; (V) avec k1 ~ k~ < k2 < ... < kM' Ainsi, il existe un entier 
j = 1 
N = kM + 1 > k1 tel que 
M N 
JP ç Upk; (V) ç U pk(V). 
j =1 
(b) Supposons qu'il existe exactement une valeur Wo E C qui n'est pas prise par la 
famille {pn 1 n ~ k1 } sur v. 
00 00 
Alors Wo ri U pk(V) et U pk(V) = C\{wo}. De ce fait, la seule solution à 
k=kl k=kl 
l'équation P(z ) = Wo est z = Wo . En effet, du théorème fondamental de l'algèbre, 
l'équation P(z ) - Wo = 0 doit posséder au moins une solution. De plus, s'il 
existait z* =1= Wo tel que P(z* ) - Wo = 0, alors z* E C\ {wo} et z* E pm(v) pour 
un certain entier m ~ k1 . On aurait alors P(z*) = Wo E pm+l(V) pour un certain 
entier m ~ k1 ce qui contredit l'hypothèse de départ. La seule solution possible 
à l'équation P(z ) = Wo est donc z = Wo et celle-ci doit être de multiplicité d. 
Ainsi, on peut écrire P(z) - Wo = (z - WO)d ou P(z ) = Wo + (z - wo)d. On 
vérifie facilement par induction que pn(z ) = wo+ (z - wo)dn pour n E N et en 
particulier pour tout entier n ~ k1. 
Considérons le disque ouvert suivant centré en Wo : D = {z E C Ilz - wol < 1}. 
Montrons que la famille {pn 1 n ~ k1 } converge uniformément vers Wo sur les 
sous-ensembles compacts de D . Soit K ç D un ensemble compact non vide, 
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z E K et E > 0 quelconque. Alors pour tout entier n ~ kl , on a 
Puisque Iz - wol < 1 pour tout z E K, alors Iz - wol dn tend vers 0 lorsque n 
tend vers 00. Ainsi, pour tout compact K ç D et pour tout E > 0, il doit exister 
un entier no ~ kl tel que si n > no alors JPn(z ) - wol < E pour tout z E K. La 
famille {pn 1 n ~ kl } converge donc normalement dans un voisinage D de Wo 
et la famille est normale en wo. De la définition de l'ensemble de Fatou associé 
à P, on a Wo E Fp . 
00 
En conclusion, pour Wl E C quelconque tel que Wl tI. U pk(V), il faut avoir 
k=kl 
00 
U pk(V) = C\{Wl} par le théorème de Montel puisque {pn 1 n ~ kl} n'est 
k=k1 
pas normale sur V. D'où, Wl E Fp du raisonnement précédent. La contrapositive 
00 00 
amène que si Wl E JP, alors Wl E U pk(V) d 'où Jp ç U pk(V). Comme en 
k=kl k=kl 
N 
(a), il doit exister un entier N > kl tel que JP ç U pk(V). 
k=kl 
N 
Dans les deux cas, il existe un entier N > kl tel que JP ç U pk(V) où V est un 
k=kl 
voisinage ouvert quelconque d 'un élément de Jp . • 
Avant d'introduire le théorème au coeur de cette section, il convient de s'attarder 
à l'image inverse d 'un polynôme P quelconque de degré d ~ 2. 
Soit Wo E C fixé. Il faut trouver les valeurs z E C telles que P(z ) = wo. Celles-ci 
correspondent à l'image inverse du polynôme P en Wo et on écrit z E P-l(WO)' Du 
théorème fondamental de l'algèbre, le polynôme P(z )-wo admet l'unique factorisation 
avec Wi i= Wj pour i i= j, mi E {1 , 2, ... , d} et ml + m2 + ... mk = d pour i , j = 
1,2, ... , k. Les nombres {Wl, W2 ,' .. ,Wk} correspondent aux solutions de P(z )-wo = 0 
et P - l(WO) = {Wl, W2 , . .. ,Wk}. Ainsi , l'inverse du polynôme P en un point Wo est un 
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ensemble constitué d 'une à d valeurs complexes. 
Théorème 3.8. Soit P un polynôme complexe unitaire de degré d ~ 2. Pour tout 
Zl E :lp, l'ensemble des itérées inverses { U P-k(Zl) } est dense dans :lp pour tout 
k=kl 
entier k1 ~ 1. 
PREUVE. 
Soit P un polynôme complexe unitaire de degré d ~ 2. Soit Zl E :lp quelconque 
et k1 ~ 1 un entier. Il faut montrer que pour tout élément de :lp, tout ensemble ou-
vert contenant cet élément de :lp contient aussi un élément de { U P -k(Zl) } ' Soit 
k=kl 
Z2 E :lp et U un ensemble ouvert quelconque qui contient Z2. Du lemme 3.1 , il existe 
un entier m ~ k1 tel que Zl E pm(u) puisque Zl E :lp. En d 'autres termes, il existe 
Z E U et un entier m ~ k1 tel que Zl = pm(z). Or, l'inverse du polynôme p m en Zl, 
c'est-à-dire p-m(Zl), doit admettre entre une et dm valeurs. L'une de celles-ci doit se 
trouver dans U puisque Zl E pm(u). L'ensemble ouvert U contient donc un élément 
de:lp et un élément de {U P-k(Zl) } ' Ainsi, pour tout "Zl E :lp, l'ensemble des 
k=kl 
itérées inverses { U P -k(Zl) } est dense dans :lp . • 
k=kl 
Ce théorème permet de développer la méthode d ' itération inverse afin de vi-
sualiser les ensembles de Julia. Voyons d'abord l'expression générale de l'inverse du 
polynôme Pc(z) = z2+c. On remarque facilement que ~ peut agir à titre d'inverse 
puisque Pc(~) = z. Tel que mentionné précédemment, l'inverse du polynôme doit 
admettre entre une et deux valeurs pour tout Z E <C. L'expression de la racine carrée 
d 'un nombre complexe confirme cette caractéristique. 
La racine carrée du nombre complexe a + bi E C peut être donnée par 
vi a + bi = ± [ a + vi a2 + b2 + . " (b) 2 Iszgn 
où sign(b) = 1 si b ~ 0 et sign(b) = - 1 si b < O. 
-a+vla2+b2 
2 
(3. 1) 
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On retrouve facilement le nombre a + bi en élevant l 'expression (3.1) au carré, 
ce qui indique que la racine carré complexe peut bien être exprimée tel qu'indiqué. 
Si a + bi = 0, alors J a + bi = O. Dans le cas où a + bi =1= 0, il Y a deux racines 
admissibles : une branche positive et une branche négative. Ainsi, on conclut que le 
polynôme Pc admet deux inverses : fI (z) = ~ qui correspond à la branche po-
sitive et 12(z) = -~ qui correspond à la branche négative. Pour z = Zl + Z2i et 
C = Cl + C2i, la racine carrée de z - C est donnée par l'expression (3.1) où a = Zl - Cl 
et b = Z2 - C2. 
Comme son nom le suggère, la méthode d'itération inverse implique qu 'il faille 
itérer l'inverse de Pc. Puisque le polynôme admet deux inverses, il faut considérer 
chacune de celles-ci à toutes les itérations. Les lignes suivantes relatent les étapes 
principales de la méthode : 
1. Fixer une constante C E C, un point initial Zo E Jc et un nombre maximal 
d'itérations N. 
2. À la première itération, calculer !I(zo) = J zo - C et 12(zo) = -Jzo - c. 
3. À la deuxième itération, calculer !I(!I(zo)), fl(12(zo)), 12(!I(zo)) et 12(12(zo)) . 
4. Poursuivre jusqu'à l 'itération N tel qu'à l'itération k, les fonctions !I et 12 sont 
évaluées aux points de l'itération (k - 1). 
5. Afficher les points obtenus à toutes les itérations. 
Le résultat de cette procédure est un nuage de points qui approxime Jc' Plus 
le nombre d'itérations est grand, plus l'approximation se rapproche de l 'ensemble de 
Julia. À chaque itération, le nombre de points générés double. À la fin de la procédure, 
N 
il faut donc en afficher un nombre très important, soit L 2n = 2N +l - 1 points. Afin 
n=O 
de réduire ce nombre, il est possible de modifier l'algorithme classique qui vient d 'être 
présenté. À chaque itération, il suffit de choisir au hasard l'une des deux branches de 
l'inverse. Le choix de chaque branche est associé à une probabilité p = ~. Ce faisant , 
on génère et affiche N nombres complexes. La mémoire et le temps de calculs sont 
alors moindres qu'avec l'approche précédente et l'approximation est aussi intéressante. 
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Le chapitre 5 contient des résultats qui décrivent les raisons pour lesquelles les deux 
algorithmes produisent le même ensemble. 
Pour débuter l'algorithme, il faut choisir un nombre Zo E J c. Pour ce faire , le 
résultat suivant s'avère très utile. Il est notamment énoncé aux références [9] et [12]. 
Théorème 3.9. L 'ensemble de Julia associé à c correspond à la fermeture de l 'en-
semble des points périodiques répulsifs de Pc. 
En fait , tel que mentionné dans [35], les points fixes attractifs appartiennent à 
Fc et les points fiJtes répulsifs ou rationnellement neutres appartiennent à J c. Cette 
dernière conclusion était d 'ailleurs déjà connue de Fatou et Julia au début des années 
1900. En conséquence, un point fixe répulsif de Pc constitue un choix judicieux pour 
initier l'algorithme. Lorsque C =1= ~, un tel point fixe existe toujours. Si les deux points 
fixes de Pc sont répulsifs, il suffit de choisir celui qui est le plus répulsif, soit celui qui 
admet la plus grande valeur du module de la dérivée. Si c = ~, alors le seul point 
fixe est Zo = ~ et puisqu'il est rationnellement neutre, il appartient à l'ensemble de 
Julia. Une simple procédure permet de déterminer rapidement le point de départ de 
l'algorithme selon la valeur de c. 
Valeur de c Point initial Zo 
c = 0, 25 Zo = 0,5 
c = -0,123 + 0, 745i Zo = 1, 276581949 - 0, 4796660549i 
C= l Zo = 1, 30024259 - 0, 6248105338i 
c = 0, 328 + 0, 048i Zo = 0,5824197341 - 0, 2911923979i 
c = -0,8 + 0, 168i Zo = 1, 527948216 - 0, 08171617863i 
c = -0, 75 Zo = 1,5 
TABLE 3.1 - Points initiaux pour la méthode d'itération inverse 
Une procédure permettant de visualiser les ensembles de Julia a été implémentée. 
Le point initial a été choisi parmi les points fixes répulsifs de Pc et est donné dans le 
tableau 3.1 pour chaque valeur de c. Le nombre d 'itérations a été fixé à N = 100000. 
Les images suivantes correspondent aux mêmes valeurs de c que les ensembles de Julia 
remplis proposés à la première section du chapitre. 
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(a) c = 0,25 (b) c = - 0, 123 + 0, 745i 
(c) c = i (cl) c = 0,328 + 0, 048i 
I.l 
(e) c = - 0,8+0,168i (f) c = -0, 75 
FIGURE 3.2 - Ensembles de Julia du plan complexe 
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En observant ces images, il est facile de constater qu'elles ne correspondent pas 
complètement à la frontière des ensembles de Julia remplis de la figure 3.1. L'aug-
mentation du nombre d'itérations peut pallier en partie ce problème. Par contre, pour 
certaines valeurs de c, un nombre élevé d'itérations entraîne tout de même une distri-
bution non uniforme des itérées inverses sur l'ensemble de Julia. Cette situation est 
relevée notamment aux références [3], [12] et [28]. Certaines régions sont davantage 
atteintes par l'algorithme alors que d 'autres semblent oubliées. Dans ce cas, l'approxi-
mation de l'ensemble s'avère moins précise. Quelques solutions sont proposées: 
1. Affecter des probabilités différentes aux deux branches de la racine carrée; 
2. À chaque itération, calculer les deux branches de la racine carrée et afficher celle 
qui ne se trouvent pas déjà dans une région densément occupée du plan. 
Bien que ces solutions soient intéressantes, les images présentées jusqu'à maintenant 
paraissent suffisantes pour illustrer les principes et l'efficacité de la méthode d 'itération 
inverse. Elles n'ont donc pas été tentées. La distribution non uniforme des points 
générés est discutée et éclaircie au chapitre 5. 
En somme, les résultats de ce chapitre permettent de mieux concevoir les ensembles 
de Julia du plan complexe associés au polynôme Pc(z) = Z2 + c. D'abord introduits 
à partir de la définition classique, c'est-à-dire comme la frontière des ensembles de 
Julia remplis, ils ont ensuite été redéfinis avec les familles normales de fonctions . Cette 
redéfinition a mené à la démonstration d 'un théorème justifiant la méthode d'itération 
inverse pour une visualisation directe des ensembles de Julia. Bien que celle-ci ne soit 
pas parfaite, elle apparaît assez adéquate pour bien cerner ces ensembles fractals 
particuliers. 
Au prochain chapitre, les définitions classiques des ensembles présentés sont re-
prises à partir d 'un autre système de nombres: les nombres bicomplexes. Cette adap-
tation conduit à l'observation des ensembles de Julia dans l'espace tridimensionnel et 
à l'établissement de relations étroites entre les ensembles du plan et de l'espace. 
Chapitre 4 
Les ensembles de Julia dans l'espace 
tridimensionnel 
Avant d'être visualisés dans l'espace tridimensionnel habituel, les ensembles de Ju-
lia sont générés dans l'espace à quatre dimensions. Pour ce faire, il apparaît pertinent 
d'utiliser les nombres bicomplexes puisqu'ils admettent des propriétés intéressantes 
pour étudier rigoureusement ces fractales. Ce chapitre propose d 'examiner d'un point 
de vue théorique les ensembles de Julia générés par ces nombres avant d'exposer une 
méthode efficace pour les visualiser dans l'espace tridimensionnel. 
Dans un premier temps, il convient d'introduire formellement les nombres bicom-
plexes et quelques propriétés essentielles à la compréhension des résultats de ce cha-
pitre. Puis, de manière analogue au cas complexe, les ensembles de Julia remplis, les 
ensembles de Julia et l'ensemble de Mandelbrot sont définis du point de vue de la 
dynamique bicomplexe. De nouveau, il est question d'itérer un polynôme de la forme 
w2 + c. L'étude de ce polynôme particulier fait ressortir quelques liens entre la struc-
ture des ensembles complexes et des ensembles bicomplexes. Enfin, une adaptation 
de la méthode d 'itération inverse est proposée à partir , entre autres, des nouveaux 
résultats énoncés dans ce chapitre. Le logiciel Maple 16 est de nouveau employé pour 
visualiser les ensembles de Julia. Les procédures sont à l'annexe B. 
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4.1 Les nombres bicomplexes et leurs propriétés 
Avant de définir formellement les nombres bicomplexes, il convient d 'introduire 
deux ensembles adoptant la même structure algébrique que C, soit 
C(il ) { a + bill a, b E IR et ii = - 1} , 
C(i2 ) { a + bi2 1 a, b E IR et i~ = -1} . 
La différence entre ces ensembles et C vient uniquement de la notation de l'unité 
imaginaire. Toutes les propriétés usuelles observées dans C demeurent valides. Ainsi, 
les ensembles de Julia remplis, de Julia et de Mandelbrot peuvent être définis dans 
C(h ) ou C(i2 ) comme au chapitre précédent et les résultats énoncés sont vérifiés. 
Considérons maintenant l'ensemble des nombres bicomplexes. 
Définition 4.1. L'ensemble des nombres bicomplexes est défini comme 
lBSC = {a + bh + ci2 + dj 1 a, b, c, d E IR} 
où 
· 2 1 Il = - , · 2 1 12 = - , · 2 1 J = , 
ilh i2 h J , 
i2j ji2 - 11, 
ilj J1l = - 12· 
Notons que cet ensemble est noté 1I' ou C2 dans certaines références. Les unités 
h et i2 correspondent à des unités imaginaires complexes alors que j est appelée une 
unité hyperbolique. Il est possible d 'exprimer les nombres bicomplexes sous une forme 
équivalente en utilisant les propriétés de ces unités. En effet, on a 
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où ZI = a + bh E C(h ) et Z2 = C + dh E C(il)' Ainsi, 
]BC {a+bi l +ci2 +dj 1 a,b,c, dEIR} 
{ ZI +z2i21 ZI,Z2 E C(il)}' 
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La deuxième représentation indique que ]BC constitue une complexification de 
C(h ). Il est généralement plus pratique d 'utiliser cette représentation. 
Définition 4.2. Soit Wl = ZI + Z2i2 et W2 = SI + S2i2 deux nombres bicomplexes. On 
définit 
(i) L'égalité: Wl = W2 si et seulement si ZI = SI et Z2 = S2. 
(ii) L'addition: Wl + W2 = (ZI + SI) + (Z2 + s2)i2. 
(iii) La multiplication : Wl . W2 = (ZISI - Z2S2) + (ZIS2 + Z2S1) i2 . 
Des propriétés des nombres complexes, on déduit pour les nombres bicomplexes que: 
1. L'addition et la multiplication sont des opérations fermées , commutatives et 
associatives; 
2. La multiplication est distributive sur l'addition; 
3. L'élément W = 0 + Oi2 = 0 est l'élément neutre de l'addition ; 
4. L'élément W = 1 + Oi2 = 1 est l'élément neutre de la multiplication; 
5. L'inverse 'additif de W = ZI + Z2i2 est l'élément -w = -ZI - Z2 i2 . 
En conséquence, (]BC, +,.) forme un anneau commutatif avec unité. En écrivant 
les nombres bicomplexes avec les unités h, i2 et j , l'addition s'effectue aussi terme à 
terme et les propriétés énoncées ci-haut sont encore respectées. 
Certains nombres bicomplexes admettent des propriétés particulièrement intéres-
santes : les éléments idempotents. 
Définition 4.3. Un élément w E ]BC est un élément idempotent si w2 = W. 
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Théorème 4.1. L 'ensemble des nombres bicomplexes contient uniquement quatre élé-
ments idempotents, soit 
1+' I-j o 1 __ J et 
, '2 2 
PREUVE. 
Soit W = Zl + Z2 i2 E Be. Pour que w soit un élément idempotent, il faut que 
Il faut donc trouver les valeurs de Zl et Z2 qui satisfont ces deux équations. La solution 
Z2 = 0 satisfait immédiatement la deuxième équation. Examinons les cas Z2 = 0 et 
(a) Supposons Z2 = O. Alors, la première équation devient zi = Zl et des propriétés 
des nombres complexes, on déduit Zl = 0 ou Zl = 1. Les nombres w = O+Oi2 = 0 
et w = 1 + 0i2 = 1 sont ainsi deux solutions des équations présentées. 
(b) Supposons Z2 f. O. Alors de la deuxième équation, on trouve Zl = ~. La première 
équation devient alors ± - zi = ~ ou zi = -±. Puisque ïi = -1, on obtient 
Les nombres w = ~ + %-h = !.p et w = ~ - %-i2 = 9 correspondent aussi à 
deux solutions des équations initiales. 
Puisque les cas précédents amènent toutes les solutions possibles, l'ensemble des 
nOI?bres bicomplexes contient bien quatre et uniquement quatre éléments idempo-
tents . • 
Les deux éléments idempotents différents de 0 et de 1 sont notés 
1 + j 
el=--
2 
et 
1- j 
e2=--2 
Chapitre 4. Les ensembles de Julia dans l'espace tridimensionnel 64 
et admettent les propriétés suivantes. 
Théorème 4.2. 
(iv) el et e2 sont linéairement indépendants sur l'espace vectoriel C(h ). 
PREUVE. 
(i) e f = el et e~ = e2· 
Ces propriétés proviennent directement de la définition d'un élément idem-
potent. 
par définition du produit et el e2 = e2el par commutativité. 
(1 + 1) + (h - h )i2 
2 
2 + 0i2 • 
--- = 1 + 012 = 1 
2 
par définition de l'addition et el + e2 = e2 + el par commutativité. 
(iv) el et e2 sont linéairement indépendants sur l'espace vectoriel C(h ). 
Soit Cl , C2 E C(il ) tels que CIel + C2e2 = O. Il faut montrer que Cl = C2 = O. Or, 
CIel + C2e2 = 0 {:} Cl (1 +2ili2 ) + C2 (1-2hi2) = 0 
{:} Cl (1 + hi2) + c2(1 - hi2) = 0 
{:} (Cl + C2) + (Cl - c2) hi2 = 0 
{:} { Cl + C2 = 0 
(Cl - c2) h = o. 
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De la première équation, on déduit Cl = -C2. De la deuxième équation, on 
obtient Cl = C2· La seule solution possible est Cl = C2 = 0 et el et e2 sont 
linéairement indépendants sur l'espace vectoriel C(h ) . • 
Théorème 4.3. Tout élément w = Z l + Z2i2 E lBC admet une représentation unique 
sur la base idempotente {el, e2} : 
PREUVE. 
Soit Zl + Z2 i2 E lBC quelconque et Cl , C2 E C(i l ) tels que CIel + C2e2 = Z l + z 2h . Il 
faut montrer que Cl = Z l - Z2il et C2 = Z l + Z2il. On trouve 
De la première équation, on déduit Cl = 2 z 1 - C2. En substituant cette expression dans 
la deuxième équation, on trouve 
2 z 1 - 2C2. 2 Il = Z2 {:} ( Z l - c2)h = Z2 
{:} Zâl - Z2 = c2h 
Zl ll - Z2 {:} = C2 h 
{:} Z l - z 2(h ) = Z l + z 2h = C2 · 
Ainsi, Cl = 2 z 1 - ( Z l + Z2il ) = Z l - Z2il. Ces solutions sont uniques puisque le 
déterminant de la matrice des coefficients représentant ce problème est non nul. En 
conséquence, le nombre bicomplexe Z l + z 2h admet l'unique représentation sur la base 
{el, e2} telle que présentée . • 
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Les éléments Zl - Z2il et Zl + z2h correspondent aux composantes idempotentes 
de Zl + Z2i2. Il est possible de ' passer d'une représentation à une autre de la façon 
suivante: 
[(a + d) + (b - c)h] el + [(a - d) + (b + c)h] e2 
W2 (al + b1h)el + (a2 + b2h)e2 
~ [(al + a2) + (b1 + b2)h + (-b1 + b2)i2 + (al - a2)j] . 
La décomposition sur la base idempotente s'avère essentielle puisque les opérations 
d 'addition et de multiplication peuvent être effectuées selon les composantes. 
Théorème 4.4. Soit W1 = Zl + Z2i2 et W2 = SI + S2i2 deux nombres bicomplexes. 
(i) W1 ± W2 = [(Zl - z2h ) ± (SI - S2id] el + [(Zl + z2h ) ± (SI + S2h )] e2· 
(ii) W1 . W2 = [( Zl - Z2il )(Sl - S2il )] el + [(Zl + z2h )(Sl + S2h )] e2 · 
PREUVE. 
Soit W1 = Zl + Z2i2 et W2 = SI + S2 i2 deux nombres bicomplexes quelconques. 
(i) W1 ± W2 = [(Zl - z2h ) ± (SI - S2h )] el + [(Zl + z2h ) ± (SI + S2ÎI )] e2 ' 
Par définition de l'addition dans !BC, on a W1 ± W2 = (Zl ± sd + (Z2 ± s2)h. Du 
théorème 4.3 , on déduit 
[(Zl ± SI) - (Z2 ± S2) h ] el + [(Zl ± SI) + (Z2 ± S2)h] e2 
[(Zl - z2h ) ± (SI - S2h )] el + [(Zl + z2h ) ± (SI + S2h )] e2 · 
(ii) W1 . W2 = [( Zl - z2h )(Sl - S2h )] el + [(Zl + z2h )(Sl + S2ÎI )] e2' 
Par définition du produit dans !BC, on a W1 . W2 = (ZlSl - Z2S2) + (ZlS2 + Z2S1)i2. 
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Du théorème 4.3 et de la définition du produit dans C(h), on obtient 
Wl . W2 = [(ZlSl - Z2S2) - (ZlS2 + Z2S1)il] el + [(ZlSl - Z2 S2) + (ZlS2 + Z2S1) h] e2 
[(Zl - z2h)(Sl - s2h)] el + [(Zl + Z2il)(Sl + s2h)] e2 · 
(iii) W1 = (Zl - z2h)nel + (Zl + z2h)ne2 pour n = 0, 1, 2, .... 
Cette propriété se démontre par induction. Pour n = 0, on a w~ = (Zl +Z2i2)O = 1 
et (Zl - z2h)Oel + (Zl + z2il)Oe2 = el + e2 = 1 du théorème 4.2. Supposons 
wt = (Zl - Z2i l)kel + (Zl + z2h)ke2 pour un certain kEN. Montrons que la 
propriété est vraie pour k + 1. On a 
de l'hypothèse d 'induction et du théorème 4.3. De (ii), on déduit 
W~+l [(Zl - Z2 il)k(Zl - z2h)] el + [( Zl + z2h)k(ZI + z2h)] e2 
(Zl - Z2il)k+lel + (Zl + z2h)k+le2 . 
Ainsi, la propriété est vérifiée pour k + 1. Par le principe d 'induction, on conclut 
W1 = (Zl - z2h)nel + (Zl + z2h)ne2 pour n = 0, 1,2, .... • 
Deux applications importantes sont définies sur lBC et renvoient chacune des com-
posantes idempotentes d 'un nombre bicomplexe. 
Définition 4.4. Soit Pl : lBC -+ C(h) et P2 : lBC -+ C(h) deux projections de lBC 
vers C(h) telles que: 
Contrairement aux nombres complexes, les nombres bicomplexes peuvent être 
conjugués de plusieurs façons. Cette situation est due à la pluralité des unités ima-
ginaires complexes et hyperbolique. Ces différents types de conjugués mènent à des 
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définitions différentes de module à valeur complexe. Dans le cadre de ce travail, seul 
le module réel apparaît pertinent. Les autres types de modules sont présentés à la 
référence [39]. 
Définition 4.5. Soit w = Zl + z2i2 E lBe. Le module réel de west défin i comme 
[[w[[ = V[ ZI [2 + [Z2 [2 où [. [ correspond au module complexe. 
Avec Zl = a + bh et Z2 = C + di! , le module réel de w devient 
ce qui correspond à la norme euclidienne dans JR4 . En fait , de la même façon que 
(C,+) est isomorphe à (JR2 ,+), l'espace vectoriel (lBC,+) est isomorphe à (JR4,+) et 
il peut être vu comme (C2 = C X C, +) . Tel qu 'énoncé à la référence [36], le module 
réel peut s'écrire de la façon suivante en fonction des composantes idempotentes et 
du module dans C(h ). 
Théorème 4.5. Soit w = Zl + z2i2 E lBe. Alors, 
PREUVE. 
IZI -Z2ÏI 12+lzl +Z2 ÏI 12 
2 
(al + blh) - (a2 + b2h )h = (al + b2) + (bl - a2)h 
(al + blh) + (a2 + b2h)h = (al - b2) + (bl + a2)h . 
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Des propriétés du module dans C(h), on trouve 
IZI - z2hl 2 + IZI + z2h l2 
2 
[(al + b2)2 + (b l - a2)2] + [(al - b2)2 + (b l + a2)2] 
2 
ai + 2alb2 + b~ + br - 2bla2 + a~ 
2 
ai - 2alb2 + b~ + br + 2bla2 + a~ 
+ 2 
at + bt + a~ + b~ 
IZI-Z2ilI2 +lzl +z2 il l2 • 
2 . 
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Avant de terminer cette section, il convient de voir l'expression de la racine carrée 
d 'un nombre bicomplexe. 
Définition 4.6. Soit W = Zl + z2i2 E ]Be. La racine carrée de west donnée par 
Ainsi, la racine carrée bicomplexe est déterminée par la racine carrée complexe des 
composantes idempotentes. Tel que mentionné au chapitre précédent, la racine carrée 
d 'un nombre complexe admet une ou deux valeurs. En conséquence, pour w E ]BC, 
Vw doit admettre entre une et quatre valeurs bicomplexes. 
4.2 Les ensembles bicomplexes 
Les notions de base relatives aux nombres bicomplexes permettent de considé-
rer certains ensembles bicomplexes classiques. Dans cette catégorie, notons les boules 
ouvertes et fermées et les ensembles cartésiens bicomplexes. Les ensembles de Julia 
remplis et les ensembles de Julia bicomplexes sont ensuite présentés. Une caractérisa-
tion importante est démontrée à la section suivante et permet de mieux comprendre 
la structure des ensembles de Julia bicomplexes et d 'établir une façon de les visualiser 
Chapitre 4. Les ensembles de Julia dans l'espace tridimensionnel 70 
dans l'espace tridimensionnel. 
4.2.1 Les ensembles classiques 
Les notions de boules, d'ensembles ouverts et de frontière sont reprises dans le 
contexte propre à lffi<C. 
Définition 4.7. Soit a E lffiC et r > 0 fixés. 
La boule ouverte centrée en a de rayon r correspond à 
B2(a,r) = {w E lffiC Illw - ail < r}. 
La boule fermée centrée en a de rayon r correspond à 
B2(a,r) = {w E lffiC Illw - ail::; r}. 
Remarque 4.1. 
Dans les sections suivantes, il faut utiliser à la fois les boules de lffiC et de C(h ). Pour 
éviter toute confusion, celles dans lffiC sont notées avec l'exposant 2 tel qu'indiqué dans 
la précédente définition. Celles dans C(i 1 ) sont notées avec l'exposant 1 : Bl(a, r) pour 
la boule ouverte et Bl(a, r) pour la boule fermée avec a E C(h ) et r > O. 
Avec cette notation, un ensemble V ç lffiC est ouvert si pour tout a EV, il existe 
r> 0 tel que B2(a, r) ç V. Par ailleurs, la frontière d'un ensemble E ç lffiC, soit 8E, 
correspond à l'ensemble des éléments w E lffiC tels que pour tout r > 0, B2(w, r)nE =1= 
o et B2(w, r) nEc =1= 0. De façon équivalente, il s'agit des éléments w E lffiC pour 
lesquels il existe une suite {Pn} ç E et une suite {qn} ç EC qui convergent toutes 
deux vers w . La définition suivante décrit un ensemble dont l'importance est constatée 
avec les résultats qui suivent. 
Définition 4.8. Soit Xl , X 2 ç C(i 1 ) non vides. L'ensemble cartésien bicomplexe 
X ç lffiC déterminé par Xl et X 2 est défini comme 
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La notation xe se distingue du produit cartésien usuel noté par x. Un exemple 
classique d'ensemble cartésien bicomplexe est celui formé par deux disques de C(h ). 
Il est formellement défini comme suit. 
Définition 4.9. Soit a = alel + a2e2 E ]BC et rI, r2 > 0 fixés. 
Le disque bicomplexe ouvert de centre a et de rayons rI et r2 est noté D(a; rI, r2) 
et correspond à 
Le disque bicomplexe fermé de centre a et de rayons rI et r2 est noté D(a; rI, r2) 
et correspond à 
Le théorème suivant lie les boules et les disques bicomplexes tel qu'énoncé à la réfé-
rence [36]. 
Théorème 4.6. Soit a E ]BC et 0 < rI ~ r2. 
(i) B2 (a, 72) ç D(a; rI, r2) ç B2 (a , fFii) ; 
(ii) B2 (a, 72) ç D(a; rI, r2) ç B2 ( a, Jr~;r~). 
Notons que les ensembles ne peuvent pas être égaux. De plus, D(a; rI , rI) ç 
B2(a, rI) et il en est de même pour les ensembles fermés. 
4.2.2 Les ensembles de Julia bicomplexes 
Les ensembles de Julia bicomplexes sont définis de façon similaire aux ensembles de 
Julia complexes. Avant de les introduire, il faut de nouveau s'attarder aux ensembles 
de Julia remplis, cette fois du point de vue de la dynamique bicomplexe. Comme 
dans le cas complexe, c'est le polynôme de la forme Pc(w) = w2 + c qui est considéré 
avec w, c E ]Be. L'inverse du polynôme est donné par l'image inverse et associé à 
Pc- l (w) = Jw - c qui admet plusieurs valeurs bicomplexes. Les itérées avant et arrière 
de Pc sont définies de la même façon que précédemment. Observons que si w , cE C(il), 
alors le polynôme Pc devient un polynôme complexe en h . Le lemme suivant indique 
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une façon d 'exprimer les itérées avant de Pc en termes du même polynôme dans C(h), 
évalué selon les composantes idempotentes de cet w. 
Lemme 4.1. Soit Pc(w) = w2 + c avec C = Cl + C2i2 E Be. Alors pour tout nE N et 
pour tout w = Zl + Z2i2 E BC, les itérées avant de Pc peuvent s'exprimer comme suit: 
PREUVE. 
Soit Pc( w) = w2 + C avec C = Cl + C2i2 E BC et w = Zl + Z2i2 E BC quelconques. La 
propriété se démontre par induction. Du théorème 4.3 et par définition des itérées du 
polynôme, on a Pg (w) = w et 
Supposons maintenant que la propriété est vérifiée pour un certain kEN, c'est-à-dire 
Par définition des itérées avant du polynôme, de l'hypothèse d 'induction et du théo-
rème 4.4, on trouve 
Pc(P;(w)) 
(p;(W))2 + C 
+ [(Cl - c2h )el + (Cl + c2h )e2] 
[(Pc~-c2 h(ZI - z2h))2 + (Cl - C2h )] el 
+ [(P~ +c2h (Zl + z2h ))2 + (Cl + c2h )] e2 
[PCl - C2 h (P~-C2 Îl (Zl - Z2h ))] el + [PC1+C2 Îl (P~+c2h (Zl + z2h ))] e2 
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Ainsi, la propriété est vraie pour k + 1. Par le principe d'induction, la propriété est 
valide pour tout n E N et pour tout w = Zl + z2 i2 E lBe. • 
Les ensembles de Julia remplis, les ensembles de Julia, les ensembles de Fatou et 
l'ensemble de Mandelbrot bicomplexes peuvent maintenant être définis. 
Définition 4.10. L'ensemble de Julia rempli bicomplexe associé à c est noté 
K2,c et correspond à l'ensemble 
K2 ,c = {wo E lBC 1 {P~(wo)} est bornée}. 
La notation avec l'indice 2 permet de distinguer l'ensemble bicomplexe de l'en-
semble complexe. Le concept d'ensemble borné revient à celui du cas complexe: il 
existe un nombre M > 0 tel que IIP~(wo)11 ::; M pour tout n E N. 
Définition 4.11. L 'ensemble de Julia bicomplexe associé à c est noté J2 ,c et 
correspond à la frontière de l'ensemble de Julia rempli: J2,c = 8K2,c' 
Définition 4.12. L'ensemble de Fatou associé à c est noté F 2,c et correspond au 
complément de l'ensemble de Julia: F 2,c = lBC\J2,c' 
Définition 4.13. L 'ensemble de Mandelbrot bicomplexe est noté M 2 et corres-
pond à l'ensemble M 2 = {c E lBC 1 {P~(O)} est bornée}. 
Le théorème 4.7 permet de caractériser l'ensemble K2,c comme un ensemble car-
tésien bicomplexe défini par deux ensembles de Julia remplis de C(h ). Ce résultat 
permet de décrire J2,c d'une façon bien particulière. 
Théorème 4.7. L'ensemble de Julia rempli bicomplexe associé à c = Cl + c2i2 E lBtC 
s'exprime comme l'ensemble cartésien bicomplexe suivant: 
PREUVE. 
Soit Pc( w) = w2 + c avec c = Cl + c2h E lBe. Du théorème 4.3 , on sait que c = 
(Cl - c2h )el + (Cl + c2il )e2 . Puisque Cl - c2h et Cl + c2h sont deux éléments de C(il ), 
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le produit cartésien est bien défini. Il faut montrer que K2,c ç Kq - c2h X e Kq +c2h et 
Soit Wo = Zl + Z2i2 E K 2,c quelconque. Par définition de l'ensemble de Julia 
rempli, la suite {P~(wo)} est bornée. Ainsi, :lM > O' tel que IIP~(wo)11 ::; M 
pour tout n E N. Du lemme 4.1 et du théorème 4.5, on déduit que 
IIP~-C2h (Zl - Z2il) el + P~+c2h (Zl + Z2h) e211 < M 
::::} IP~-C2il (Zl - z2h)12 + IP~+C2il (Zl + z2h)12 
2 < 
M 
::::} IP~ -C2h (Zl - z2h)12 + IP~ +C2h (Zl + z2h)1 2 < V2M. 
En conséquenée, IP~ -C2 il (Zl - z2h)1 ::; V2M et IP~ +C2h (Zl + z2h)1 ::; V2M 
pour tout n E N puisque Va ::; J a + b et Vb ::; J a + b pour a, b ~ O. Les suites 
{P~-C2il (Zl - z2h)} et {P~+C2 il (Zl + z2h)} de C(h) sont donc bornées. Ainsi, 
Zl - z2h E Kq -C2il et Zl + z2h E KCl +c2h ' Puisque Wo = (Zl - z2h )el + (Zl + 
z2h)e2 , alors Wo E Kq - C2il X e KCl+C2il et K2,c ç KCI-C2 h X e KCl+C2il' 
Soit Wo = Zl + Z2i2 E KCI-C2h Xe KCl +c2h quelconque. Puisque Wo E lBC, on 
a Wo = (Zl - z2il)el + (Zl + z2h)e2. Par hypothèse, Zl - z2h E KCI-C2il et 
Zl + z2h E KCl+C2il et les suites {P~-c2h (Zl - z2h)} et {P~ +C2 il (Zl + z2h)} de 
C(h) sont bornées. Ainsi , 
:lMI > 0 tel que IP~ -C2h (Zl - z2h) 1 ::; Ml 
et :lM2 > 0 tel que IP~ +C2 il (Zl + z2h)1 ::; M2 \In E N. 
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On a donc 
1 1P;(wo) 1 1 IIP~-C2h (Zl - z2h) el + P~+c2h (Zl + z2h ) e211 
1~-C2h (Zl - Z2 Îl )1 2 + IP~+C2il (Zl + z2h )1 2 
2 
< IP~-C2h (Zl - z2Îl )12 + IP~+C2h (Zl + Z2 Îl )12 
< JIP~-C2 il (Zl - z2h )12 + IP~+C2il (Zl + z2h)12 
IP~-C2h (Zl - z2h)1 + IP~+C2h (Zl + z2h )1 
< Ml + M 2 pour tout n E N. 
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Soit M = Ml +M2 . Alors, :JM > 0 tel que 11P;(wo)11 ~ M pour tout nE N et la 
suite {P;(wo)} est bornée. En conséquence, Wo E K2,c et KCI-C2h Xe Kq +C2 h ç 
K2 ,c . 
Similairement, il est possible de montrer que l'ensemble de Mandelbrot bicom-
plexe correspond à un produit cartésien particulier : M 2 = Ml xe Ml où Ml = 
{c E C(h ) 1 {P;(O)} est bornée} (référence [37]) . 
Comme dans le cas complexe, il existe plusieurs liens entre les ensembles de Julia 
remplis et l'ensemble de Mandelbrot de l'espace bicomplexe. Ceux-ci font notamment 
référence à la connexité de ces ensembles. Les articles [37] et [38] contiennent des 
résultats intéressants en ce sens. 
4.3 Caractérisation des ensembles de Julia 
Au chapitre précédent, il a été démontré que l'ensemble des itérées inverses du po-
lynôme complexe Pc est dense dans J c' Pour adapter la méthode d'itération inverse au 
cas bicomplexe, un énoncé analogue doit exister. Pour le vérifier, il faut s'attarder da-
vantage à la structure de J 2,c comme la frontière d'un ensemble cartésien bicomplexe. 
Les résultats suivants permettent de mieux comprendre celle-ci. 
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Lemme 4 .2 . Soit Xl, X 2 ç C(h) non vides et X ç lffiC tel que X = Xl Xe X 2. 
Si Zl + Z2 i2 E ax, alors Zl - z2h E aXl ou Zl + Z2il E ax2· 
PREUVE. 
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Soit W = Zl + Z2 i2 E ax quelconque. Puisque W E lffiC, alors du théorème 4.3 on peut 
écrire W = Wl el + W2e2 avec Wl = Zl - z2h et W2 = Zl + z2h. Par définition de la 
frontière de X, on sait que 
\Ir >0, B2(w,r)nx =1= 0 et B2(w, r) n X c =1= 0. 
'--___ " " 
, J 
" (1) (2) 
Il faut montrer que 
\Ir > 0, Bl(Wl, r) n Xl =1= 0 et Bl(Wl , r) n Xf =1= 0 
ou \Ir > 0, B l (W2 , r) n X 2 =1= 0 et B l (W2, r) n X~ =1= 0. 
Soit r > 0 fixé quelconque. De (1), il existe S E B2(W, ~) n X. Par définition 
de l'ensemble cartésien bicomplexe, on peut écrire S = Slel + S2e2 avec SI E Xl et 
S2 E X 2· Puisque S E B2(W, ~), on a Ils - wll < ~ d'où 
II(slel + S2e2) - (wlel + w2e2)11 r < 
v'2 
=> II(sl - wl)el + (S2 - w2)e211 r du théorème 4.4 < 
v'2 
Jlsl - wll 2 + IS2 - w21 2 r du théorème 4.5 < 
v'2 => 2 
=> vlsl - wll2 + IS2 - w21 2 < r. 
Ainsi, ISI - wli < r et IS2 - w21 < r d'où SI E Bl(Wl, r) n Xl et S2 E B l (W2, r) n X 2· 
Examinons maintenant ce qui découle de l'expression (2). Pour la même valeur 
r > 0, il existe t E B2(W, ~) n Xc tel que t = tlel + t2e2' Puisque t E B2(w, ~), 
alors comme précédemment on déduit t l E Bl(Wl , r) et t2 E B l (W2 , r). Comme t cf. X 
et que X est un ensemble cartésien bicomplexe, il y a trois possibilités pour t l et t2 : 
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(2) tl E Xl et t2 ~ X 2 d'où t2 E B I (W2 , r) n Xi; 
(3) t l ~ Xl et t 2 ~ X 2 d'où BI(WI , r) n Xl et B I (W2, r) n Xi. 
On a donc 
pour un certain r > 0 quelconque. En conséquence, on déduit que Vr > 0 
BI(WI, r) n Xl =1= 0 et BI(WI ' r) n Xf =1= 0 
ou BI(W2' r) n X 2 =1= 0 et BI(W2 ' r) n X~ =1= 0. 
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( 4.1) 
(4.2) 
Considérons l'ensemble des valeurs de r suivant: {rn = ~ 1 n = 1,2, ... }. Pour chaque 
valeur de n, le cas (4.1) ou (4.2) est vérifié. Puisque l'ensemble {rn } est infini et 
dénombrable, l'un de ces cas doit se produire un nombre infini de fois. Supposons 
sans perte de généralité qu 'il s'agit du cas (4.1 ). Alors, il doit exister une sous-suite 
infinie {rnk 1 k = 1,2, ... } telle que BI(WI ' rnk ) nXI =1= 0 et BI(WI' rnk ) nXI =1= 0. Soit 
r' > 0 quelconque. Par la propriété archimédienne, il existe n' E {1 , 2, ... } tel que 
~ < r'. Or, il doit aussi exister une valeur k E {1, 2, ... } telle que rnk = ...l.. < ~ < r'. n nk n 
Ainsi , BI(WI ' r') n Xl =1= 0 et BI(WI' r') n Xl =1= 0 pour un certain r' > 0 quelconque. 
On conclut alors que pour tout r > 0, BI(WI ' r) n Xl =1= 0 et BI(Wl, r) n Xl =1= 0 
d'où WI E exl . Similairement, on déduit W2 E eX2 en supposant que le cas (4.2) se 
reproduit un nombre infini de fois. En conséquence, WI E eXI ou W2 E eX2 lorsque 
W = Wlel + W2e2 E ex . • 
Lemme 4.3. Soit Xl, X 2 ç C(i1 ) non vides et X ç ]BC tel que X = Xl Xe X 2 . 
(i) Si W~ E exl , alors W E ex pour tout W E {wn Xe X 2 . 
(ii) Si wg E ex2, alors W E ex pour tout W E Xl Xe {Wn. 
PREUVE. 
(i) Si W~ E exl , alors W E ex pour tout W E {wn Xe X 2 . 
Soit W~ E eXI et W = w~el + W2e2 pour un certain W2 E X 2 . Il faut montrer 
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que w E 8X, c'est-à-dire que Vr > 0, B2(W, r) n X =1= 0 et B2(W, r) n X C =1= 0. 
Puisque w~ E 8X1, alors 
Vr>O, B1(w~,r)n X1=1=0 et B1(W~, r) n Xf =1= 0. 
, J , J 
'V 'V 
(3) (4) 
Soit r > ° fixé quelconque. De (3), il existe Sl E B1(W~, ~)nX1 d'où IS1-w~1 < ~ 
et Sl E Xl. Soit s; E X 2 tel que Is; - w21 < ~. Alors s = Slel + s;e2 E X et 
Ils - wll = lI(slel + s~e2 ) - (w~el + W2e2) Il 
= lI(sl - w~)el + (s~ - w2)e2 11 
IS1 - w~12 + Is; - w21 2 
2 
< VIs1 - w~12 + Is; - w21 2 
< VIs1 - w~12 + Jls; - w21 2 
IS1 - w~1 + Is~ - w21 < r. 
D'où s E B2(w,r) et B2(w,r) n X =1= 0. Pour la même valeur r > 0, de (4) 
on sait qu 'il existe t1 E B1(W~,~) n Xi d'où It1 - w~1 < ~ et t1 rt Xl' Alors 
t = t1 e~ + t2e2 rt X pour tout t2 E C(il). Soit t = t1el + t;e2 avec t; E C(h) 
tel que It; - w21 < ~. On trouve lit - wll ::; It1 - w~1 + It; - w21 < r du 
même raisonnement que précédemment. Ainsi , t E B2(w, r) et t rt X d'où 
B2(W, r) n Xc =1= 0. En conséquence, on déduit que Vr > 0, B2(w, r) n X =1= 0 et 
B2(W, r) n Xc =1= 0 et ainsi w E 8X. 
(ii) Si wg E 8X2, alors w E 8X pour tout w E Xl Xe {wg}. 
Le même raisonnement qu'en (i) est utilisé . • 
Théorème 4.8. Soit Xl, X 2 ç C(il ) non vides et X ç lIllC tel que X = Xl Xe X 2. La 
frontière de X est déterminée par l'union de trois ensembles cartésiens bicomplexes " 
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PREUVE. 
Il faut montrer que 
âX C (âX I Xe X 2 ) U (Xl Xe âX2 ) U (âXI Xe âX2 ) 
et âX :=> (âXI Xe X 2 ) U (Xl Xe âX2 ) U (âXI Xe âX2 ) . 
(a) âX ç (âXI Xe X 2 ) U (Xl Xe âX2 ) U (âXI Xe âX2 ). 
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Le résultat du lemme 4.2 peut être écrit sous cette forme impliquant des en-
sembles cartésiens bicomplexes : 
Il suffit de restreindre l'ensemble C(i1 ) des deux premiers ensembles cartésiens 
bicomplexes aux ensembles X 2 et Xl respectivement. Soit W = Wlel + W2e2 E 
âX. Il Y a trois possibilités pour WI et W2 : 
(1) WI E âXI et W2 E C(h) ; 
(2) WI E C(i1 ) et W2 E âX2 ; 
(3) WI E âXI et W2 E âX2 . 
Examinons les deux premiers cas. 
(1) Supposons WI E âXI et W2 E C(h). Il faut avoir W2 E âX2 ou W2 rt âX2 . 
Si W2 E âX2 , alors W E âXI Xe âX2 ce qui revient au cas (3). Si W2 rt 
âX2 , supposons que W2 rt X 2 . Alors, W2 E X2 et W2 E BI(W2' r) pour 
tout r > O. Ainsi, 'tir > 0, BI(W2 ' r) n X2 =1- 0. Comme W E âX, alors 
BI(W2 ' r) n X 2 =1- 0 tel que déduit dans la première partie de la preuve du 
lemme 4.2 . D'où W2 E âX2 ce qui contredit l'hypothèse de départ. Ainsi, 
W2 E X 2 et W E âXI Xe X 2 · 
(2) Supposons W2 E âX2 et WI E C(i1 ). Il faut avoir WI E âXI ou WI rt âXI · 
Si WI E âXI , alors W E âXI Xe âX2 ce qui revient au cas (3). Si WI rt âXI , 
alors de façon similaire au cas (1), on déduit WI E Xl et W E Xl Xe âX2 . 
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Les cas présentés se réduisent donc aux possibilités suivantes: W E âXI x e X 2 ou 
w E Xl Xe âX2 OU W E âXI Xe âX2· Ainsi, âX ç (âXI Xe X 2) U (Xl Xe âX2) U 
(âX I Xe âX2). 
(b) (âXI Xe X 2) U (Xl Xe âX2) U (âX I Xe âX2) ç âX. 
Du lemme 4.3 , on sait que 
Il reste à montrer que si w E âXI Xe âX2, alors w E âX. Soit w = Wlel + W2e2 
avec WI E âXI et W2 E âX2. Utilisons la définition d 'une frontière à partir 
des suites. Puisque WI E âXI , alors il existe une suite {p~} ç Xl qui converge 
vers WI et une suite {q~} ç Xf qui converge aussi vers WI. Comme W2 E âX2, 
il existe une suite {p~} ç X 2 qui converge vers W2 et une suite {q~} ç X2 
qui converge aussi vers W2. Ainsi, il est possible de construire une suite {Pn = 
p~el + p~e2} ç X qui converge vers Wlel + W2e2 = w. De même, il existe une 
suite {qn = q~el + q~e2} ç Xc qui converge vers w. En conséquence, W E âX 
Par (a) et (b), on conclut que la frontière de X correspond à l'union de trois ensembles 
cartésiens bicomplexes tel qu 'énoncé . • 
Ce théorème entraîne une conséquence très importante concernant la structure 
des ensembles de Julia bicomplexes puisque K2,c = K q -C2 Î1 Xe K C1+C2 il et .J2,c = âK2,c 
avec C = Cl + c2i2 E lffiC. 
Corollaire 4.1. Soit Pc(w) = w2 + C et C = Cl + C2i2 E lffiC. L 'ensemble de Julia 
bicomplexe associé à c s'exprime comme suit: 
Un ensemble de Julia bicomplexe est donc déterminé par les ensembles de Julia 
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remplis et les ensembles de Julia complexes associés aux composantes idempotentes 
de c. 
Remarque 4 .2. 
Du théorème 3.1 , on sait que J CI-c2 h ç /CCl-C2h et J CI +C2 il ç /CCl +c2h. La décomposi-
tion de J2 ,c pourrait donc se réduire aux parties (1) et (11). Or, il apparaît pertinent de 
conserver l'ensemble J Cl-c2 h Xe J CI +C2 il en raison des résultats de la section suivante. 
Le corollaire 4.1 contribue à l'élaboration d 'une méthode pour visualiser les en-
sembles de Julia bicomplexes dans l'espace tridimensionnel en utilisant les procédures 
existantes dans le cas complexe. Les lignes suivantes relatent les principales étapes de 
cette procédure. 
D'abord, il faut générer les points de J Cl-C2 il et J CI+C2 h par la méthode d 'itéra-
tion inverse et les garder en mémoire. Il faut aussi conserver la position des points de 
/CCI-C2 h et /CCl +C2 il générés par la méthode des itérées bornées. Pour obtenir le morceau 
(1) de J2 ,c, il suffit de combiner chaque élément de JcI - C2il à chacun de ceux de /CCI +c2 h 
sous la représentation idempotente : {Wl el + W2e2 1 Wl E J Cl -c2h et W2 E /CCl +C2il}· 
Les morceaux (II) et (II 1) s'obtiennent de la même façon en utilisant les ensembles 
appropriés. Le résultat final est un ensemble de points qui approxime J2 ,c et dont 
les éléments sont réécrits sous la représentation à quatre composantes réelles pour 
faciliter l'affichage tridimensionnel. 
Cet affichage est effectué au moyen d 'une coupe fournie par une valeur E > 0 suf-
fisamment proche de O. Parmi les points générés, ceux dont la valeur absolue de la 
partie imaginaire en j est inférieure ou égale à E sont conservés. Les valeurs associées 
aux trois autres composantes constituent les coordonnées des points dans l'espace dé-
terminé par la partie réelle, la partie imaginaire en h et la partie imaginaire en i 2 . 
Les points générés qui n 'admettent pas cette propriété ne sont donc pas affichés. 
Les images suivantes ont été obtenues à partir de ce raisonnement avec E = 0, 01. 
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La couleur rouge identifie les morceaux (1) et (1 I). La couleur bleue est aussi associée 
aux morceaux (1) et (II) où les points sont pris dans une couche de divergence des 
ensembles de Julia remplis et non dans les ensembles eux-mêmes. La couleur noire est 
liée à la partie (11 I) de la caractérisation de :h,c. Pour réduire le temps de calculs, 
le nombre de points générés dans chaque ensemble complexe a dû être réduit. Pour 
les ensembles K Cl -C2 i l et Kq +C2 i l ' le pas de discrétisation est de 75 pour les figures 
4.1 et 4.3 et de 100 pour la figure 4.2. Pour les ensembles .JC1-C2 i l et .Jq+c2 h des 
morceaux (I) et (II), le nombre d 'itérations a été fixé à 75 pour les figures 4.1 et 
4.3 et à 100 pour la figure 4.2 . Pour le morceau (III), le nombre d 'itérations a été 
fixé à 300 pour les deux premières figures et à 400 pour la dernière afin de mieux 
cerner la structure des ensembles générés. Les ensembles de Julia dans l'espace tridi-
mensionnel sont présentés sous différents angles de vue afin de bien saisir leur forme 
globale et leur complexité. Notons que la forme des ensembles de Julia complexes 
de la figure 3.2 se retrouvent facilement dans les ensembles de Julia bicomplexes. De 
plus, pour c = 0, 0635 + 0, 3725h + 0, 3725i2 + 0, 1865j , on a Cl - c2h = 0,25 et 
Cl + C2il = -0, 123 + 0, 745h. L'ensemble de la figure 4.3 constitue donc une combi-
naison des ensembles des deux figures précédentes. 
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FIGURE 4 .1 - Ensemble de Julia dans l'espace tridimensionnel c = 0,25 
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FIGURE 4.2 - Ensemble de Julia dans l'espace tridimensionnel c = -0, 123 + 0, 745h 
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FIGURE 4.3 - Ensemble de Julia dans l'espace tridimensionnel 
c = 0, 0635 + 0, 3725h + 0, 3725i2 + 0, 1865j 
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4.4 La méthode d'itération inverse adaptée 
Le corollaire 4.1 s'avère intéressant puisqu'il conduit à une méthode assez simple 
pour observer les ensembles de Julia bicomplexes dans l'espace tridimensionnel. Ce-
pendant, il ne s'agit pas d'une adaptation complète de la méthode d'itération inverse. 
D'ailleurs, la structure de .J2,c amène à conclure qu'il est impossible de déduire exacte-
ment le théorème de la méthode d 'itération inverse dans le cas bicomplexe. La présence 
des ensembles Kq - C2 ÎI et K q +C2ÎI explique ce problème. Par contre, il semble pertinent 
d'adapter le résultat à l'ensemble cartésien bicomplexe .JC1-c2ÎI x e .JC1+ C2Î2' Avant d 'y 
parvenir, il convient de s'intéresser à l'inverse du polynôme Pc et en particulier, aux 
itérées arrières de Pc. 
Tel que mentionné auparavant, l'inverse du polynôme est donnée par Pc-l(w) = 
VW - c et les itérées arrières sont définies comme pc-n(w) = (p~(w)r(-l) pour n = 
1, 2, . . .. Comme dans e, ces itérées arrières correspondent à un ensemble de valeurs 
bicomplexes, données par l'image inverse du polynôme, et non à une valeur précise. 
Néanmoins, il est possible de déduire un résultat semblable au lemme 4.1. 
Lemme 4.4. Soit Pc(w) = w2 + C et C = Cl + C2 i 2 E ]Be. Pour tout n E {1, 2, . . . } 
et pour tout w = Zl + Z2i 2 E ]Be, les itérées arrières de Pc peuvent s 'exprimer comme 
suit: 
PREUVE. 
Soit c = Cl + C2 i 2 E ]Be et w = Zl + Z2i2 E ]Be quelconques. La propriété se démontre 
de nouveau par induction. Par définition de la racine carrée bicomplexe et du théorème 
4.4, on a 
PC-l(w) = vw - C 
J(Zl - z2h) - (Cl - C2h) el + J(Zl + z2h) - (Cl + C2 i 2) e 2· 
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De l'inverse du polynôme Pc dans C(h), on a 
PC~~C2 il (Zl - z2h) J( ZI - z2h) - (Cl - c2h) 
et PC~lC2 il (Zl + z2h) = J(ZI + z2h) - (Cl + c2h) . 
Ainsi, Pc-l(w) = Pc~~c2h (Zl - z2h) el +PC~lC2il (Zl +z2h) e2 et la propriété est vérifiée 
pour n = 1. Supposons que la propriété est vraie pour un certain k E {1 , 2, ... }, c'est-
à-dire 
Il faut montrer que l'expression est valide pour k+ 1. Par définition des itérées arrières, 
on déduit Pc-(k+I)(W) = Pc-k-I(W) = Pc- l (pc-k(w) ). De l'hypothèse d 'induction et de 
la première partie de la preuve, on trouve 
Pc- l (Pc~~c2 h (Zl - z2h)el + Pc~~c2h (Zl + z2h)e2) 
PC~~C2 il (PC~~C2 il (Zl - Z2h)) el + PC~lC2h (Pc~~c2 h (Zl + z2h)) e2 
Ainsi, la propriété est vérifiée pour k + 1 et par le principe d'induction, les itérées 
arrières s'expriment telles que mentionnées selon les composantes idempotentes pour 
n = 1,2, .... • 
Remarque 4.3. 
Pour n E {1 , 2, ... }, on a pc-n(w) ç RC, Pc~~c2h (Zl - z2h) ç C(h) et PC~~C2 il (Zl + 
z2h) ç C(h) avec C = Cl + C2Î2 et w = Zl + Z2 Î2. Il est alors possible d'exprimer les 
itérées arrières de Pc sous la forme d 'un ensemble cartésien bicomplexe : 
Considérons maintenant l'ensemble cartésien bicomplexe formé à partir de deux 
itérées arrières quelconques du polynôme Pc dans C(h). 
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Définition 4.14. Soit Pc(w) = w2+c avec c = Cl +C2i2 E]Be. Soit nI, n2 E {l , 2, . . . } 
fixés. Pour tout w = Zl + Z2i2 E ]BC, l 'ensemble cartésien bicomplexe déterminé 
par deux itérées arrières du polynôme Pc dans C(h) est noté pc-(nl,n2)(w) et 
donné par 
On constate que 
ce qui correspond à l'ensemble formé par toutes les combinaisons des itérées arrières 
du polynôme Pc dans C(h) déterminé par les composantes idempotentes. De plus, 
00 00 U Pc-k(w) ç U pc-(k!,k2)(w) 
k=l kl,k2=1 
puisque le premier ensemble est formé uniquement des combinaisons des itérées ar-
rières du polynôme dans C(i1 ) prises à la même itération. Il est maintenant possible 
de déduire un premier résultat apparenté à celui de la méthode d 'itération inverse. 
Théorème 4.9. Soit Pc(w) = w2 + c avec c = Cl + C2i2 E ]Be. Pour tout W1 E 
J CI-c2 h xeJ cI+c2 h , l 'ensemble { u Pc-(kl,k2)(W1) } est dense dans J C1-C2 Îl xeJ C1+C2 Îl · 
kl ,k2=1 
PREUVE. 
Soit Pc(w) = w2+c avec C = Cl +C2i2 E]Be. Soit W1 = SI +S2i2 E J C1-C2 h X e J C1+C2 h 
quelconque. Il faut montrer que pour tout w E J CI-C2 Îl X e .IcI +c2 h , tout ensemble 
ouvert contenant w contient aussi un élément de { U Pc-(kl,k2) (Wd }. kl ,k2=1 
Soit w = Zl + Z2i2 E J CI-C2 Î l Xe J C! +C2 Î l quelconque et V ç ]BC un ensemble ouvert 
contenant w. Il faut trouver un élément v E V tel que v E { u Pc-(kl,k2)(W1)}. Par 
kl,k2=1 
hypothèse, W1 = (SI - s2h)el + (SI + s2h)e2 avec SI - s2h E J C1-C2h et SI + s2h E 
J CI +c2h· Du théorème 3.8, on sait que 
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(1) L'ensemble { U PC~~C2 il (SI - S2h)} est dense dans ..Jq - C2 il , c'est-à-dire que pour 
k=l 
tout Z E ..Jq -C2 il' tout ensemble ouvert contenant z contient aussi un élément 
de { U PC~~C2 il (SI - S2h)}. 
k=l 
(2) L'ensemble { U P~~C2 il (SI + S2h)} est dense dans ..Jq +C2 il ' c'est-à-dire que pour 
k=l 
tout z E ..Jq +C2 il' tout ensemble ouvert contenant z contient aussi un élément 
de { U PC~~C2 il (SI + S2h)}. 
k=l 
Puisque V est ouvert et w E V , alors il existe R > 0 tel que B2(W, R) ç V. Du 
théorème 4.6 , on sait que D(w; R , R) ç B2(W, f!,) ç V et D(w; R , R) = B1(Zl -
z2h , R) Xe B1(Zl + z2h , R) par définition du disque bicomplexe. De plus, B1(Zl -
Z2i! , R) et B1(Zl + z2h , R) sont deux ensembles ouverts dans C(h). Comme Zl - Z2 i! E 
..Jq -c2 h et que B1(Zl - z2h , R) est ouvert, alors B1(Zl - z2h, R) doit contenir un 
élément de {U Pc~~c2h (SI - S2h)}. Notons cet élément VI. De la même façon, il 
k=l 
doit exister un élément V2 E BI (Zl + Z2i!, R) tel que V2 E { U PC~~C2 il (SI + S2h)}. 
k=l 
Ainsi, il existe un élément V = VI e! +V2e2 E B1(Zl- Z2 h ,R) Xe B1(Zl +z2h,R) ç V. 
Par ailleurs, 
Ainsi, pour tout W1 E ..Jq -c2 h x e ..Jq +C2 il ' l 'ensemble { U Pc-(kl,k2)(Wd } est dense kl,k2=1 
dans ..Jq -C2 il Xe ..JCl +c2 h . • 
Bien que ce résultat apparaisse pertinent, il ne constitue pas une adaptation sa-
tisfaisante de la méthode d 'itération inverse. En effet, il serait préférable d 'obtenir un 
résultat sur la densité de l'ensemble {U Pc- k (W1)} dans ..JCl-C2 il X e ..JCl+C2 il. Pour ce k=l 
faire , il faut considérer les points fixes de Pc dans le cas bicomplexe. Rappelons qu'un 
élément w E BC est un point fixe de Pc si Pc(w) = w. 
Chapitre 4. Les ensembles de Julia dans l'espace tridimensionnel 90 
Soit Pc(w) = w2 +c avec C = Cl +C2i2 E ~C. Du chapitre précédent, il est connu que 
les polynômes P CI-C2 Îl et PCI +C2 Îl de C(h) possèdent chacun au moins un point fixe. 
Les lemmes suivants établissent des relations entre les points fixes de ces polynômes 
et ceux de Pc dans ~c. 
Lemme 4.5. Soit Pc(w) = w2+c avec C = Cl +C2Î2 E ~c. Alors P = Plel +P2e2 E ~C 
est un point fixe de Pc si et seulem ent si Pl est un point fixe de P CI-c2 Îl et P2 est un 
point fixe de P C! +C2 Îl . 
PREUVE. 
Soit Pc( w) = w2 + C avec C = Cl + C2 i2 E ~c. Soit P = Pl el + P2e2 E ~C avec 
Pl , P2 E C(h). Le résultat est démontré à l'aide d 'une chaîne d 'équivalences: pest 
un point fixe de Pc si et seulement si 
Pc(p) = P {:} p2 + C = P 
{:} (Plel + P2e2)2 + (Cl - c2h)el + (Cl + c2h)e2 = Plel + P2e2 
{:} (pi + (Cl - C2h)) el + (p~ + (Cl + c2h)) e2 = Plel + P2e2 
{:} { Pi + (Cl - C2il) = Pl 
p~ + (Cl + C2h) = P2 
{
PC! - C2 Îl (Pl) = Pl 
{:} P CI+C2 Îl (P2) = P2· 
En conséquence, P = Pl el + P2e2 est un point fixe de Pc si et seulement si Pl est un 
point fixe de P CI-c2 Îl et P2 est un point fixe de PCI +C2 Îl ' • 
Puisque les polynômes P q - C2 Îl et P CI+C2 Îl de C(h) possèdent chacun au moins 
un point fixe, alors le polynôme Pc doit avoir au moins un point fixe dans ~c. Le 
prochain lemme renseigne davantage sur les points fixes bicomplexes. 
Lemme 4 .6. Soit Pc( w) = w2 + C avec C = Cl + C2i2 E ~c. Le polynôme Pc a au 
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PREUVE. 
Soit Pc( w) = w2 + C avec C = Cl + C2 i2 E ]Be. Examinons les points fixes associés à 
(a) Si Cl - c2 h =1=- â, alors PCl - C2 h possède au moins un point fixe répulsif et il est dans 
Jq - c2h' Si Cl - c2 h = â, alors PCl -C2 il a un unique point fixe rationnellement 
neutre et il est aussi dans J Cl-C2 il' 
(b) Si Cl + C2il =1=- â, alors PCl +c2 h possède au moins un point fixe répulsif et il est dans 
J Cl +c2 h ' Si Cl + c2 h = â, alors PCl +C2 il a un unique point fixe rationnellement 
neutre et il est aussi dans Jq +C2 il . 
Dans tous les cas, P q -c2h a au moins un point fixe Pl E Jq -C2h et Pq +C2 h a au moins 
un point fixe P2 E Jq +c2h· Du lemme précédent , il existe un point fixe P = Pl el + P2e2 
de Pc tel que P E J q -c2h Xe J Cl +c2h· • 
Pour trouver un point fixe de Pc dans Jq -c2h x e Jq+c2h' il suffit donc de trouver les 
points fixes de Pq - c2h et P q +c2 h à partir des formules données au chapitre précédent. 
En choisissant un point fixe répulsif ou rationnellement neutre pour chacun des deux 
polynômes de C(h ) et en les combinant sous la représentation idempotente, un point 
fixe de Pc est créé dans J q-c2il Xe J q+C2 il' Il est maintenant possible d'énoncer et 
de démontrer le résultat tant attendu de la méthode d 'itération inverse dans le cas 
bicomplexe. 
Théorème 4.10. Soit Pc(w) = w2 + C avec Cl + C2 i2 E ]Be. Soit W1 un point fixe 
de Pc tel que W1 E J q-c2 h Xe J q+c2 h' L 'ensemble {U Pc- k(W1 ) } est dense dans 
k=l 
PREUVE. 
Soit Pc( w) = w2 + C avec C = Cl + C2 i2 E ]BC. Soit W1 = Sl + S2i2 E ]BC tel que 
Pc (W1) = W1 et W1 E J q -C2 il Xe Jq +C2 il' La preuve s'effectue de façon similaire à celle 
du théorème 4.9 : il faut montrer que pour tout w E J Cl-C2 h X e Jcl +C2h' tout ensemble 
ouvert contenant w contient aussi un élément de { U Pc- k (W1) } . 
k=l 
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Soit w = ZI + z2b E J Cl -C2 il Xe J Cl +C2 il quelconque et V ç ]BC un ensemble ouvert 
tel que w E V. Il faut trouver un élément v E V tel que v E {kgl Pc- k(W1)}' Par 
hypothèse, on a Wl = (SI -s2h)el +(SI +s2h)e2 avec SI -S2h E Jq-C2 il et SI +S2h E 
Jq +C2 il' Du théorème 3.8, on sait que 
(1) L'ensemble { U Pc~~c2h (SI - S2h)} est dense dans Jq-c2h pour tout entier 
k=kl 
k1 ~ 1, c'est-à-dire que pour tout z E J q-C2 iU tout ensemble ouvert contenant 
z contient un élément de { U Pc~~c2h (SI - S2 i l)}' 
k=kl 
(2) L'ensemble { U PC~~C2 il (SI + S2h)} est dense dans J q+C2 il pour tout entier 
k=kl 
k1 ~ 1, c'est-à-dire que pour tout z E J q+c2 h , tout ensemble ouvert contenant 
z contient un élément de { U P;;-~C2 il (SI + S2h)}. 
k=kl 
Puisque V est ouvert et que w E V, alors il existe R > 0 tel que B2(W, R) ç V. 
Du théorème 4.6, on sait que D(w;R,'R) ç B2(W, R) ç V et D(w;R, R) = B1(ZI-
z2h, R) Xe B1(ZI + z2h , R) par définition du disque bicomplexe. De plus, B1(ZI -
z2h, R) et B1(ZI + z2h , R) sont deux ensembles ouverts de C(h). Comme ZI - z2h E 
J q-C2 il et B 1(ZI - z2h , R) est ouvert, alors B1(ZI - z2 h , R) doit contenir un élément 
de { U PC~~C2 il (SI - S2h)} de (1) avec k1 = 1. Ainsi, il existe VI E B1(ZI - Z2il , R) 
k=1 
tel que VI E PC~:C2h (SI-S2h) pour un certain entier k' ~ 1. De même, B1(ZI + z2h , R) 
doit contenir un élément de { U PC~~C2 il (SI + S2h)} de la propriété (2) avec k1 = k'. 
k=k' 
Il existe donc un élément V2 E B1(ZI + z2h , R) tel que V2 E PC~~~2il (SI + S2h) pour 
un certain entier kil ~ k' ~ 1. Distinguons deux cas : 
(a) Si kil = k', alors il existe v = VI el + V2e2 tel que V E D( w; R, R) ç V et 
v E PC~:C2h (SI - s2h) Xe Pc~~c2h (SI + s2h) = Pc- k' (Wl) pour un certain entier 
k' ~ 1. Il existe donc v E V tel que v E {kgl Pc-k(w1) }' 
(b) Supposons kil > k'. Puisque Wl est un point fixe de Pc, alors SI - s2h est un point 
fixe de Pq - c2 h ' On vérifie facilement par induction que SI - S2 i l = P~ -C2 i l (SI -
S2il) pour tout entier n ~ 1. Soit m = kil - k' ~ 1. Puisque VI E B1(ZI - Z2h , R) 
et VI E Pc~:c2h (SI-S2h), on peut écrire P~'-C2 il (VI) = SI-S2il' En conséquence, 
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et VI E PC~:~2h (SI - s2h ). Il existe donc un élément V = VIel + V2e2 E 
D(w;R, R) ç V tel que V E PC-k"(wd pour un certain entier kil > 1. L'en-
semble {kgl Pc-k(wd } contient un élément de V. 
Ces deux cas permettent de conclure que si Wl est un point fixe de Pc dans :Jq -C2 i 1 X e 
:Jq+C2 i1 ' alors l'ensemble { U Pc-k(Wd } est dense dans :JCI-C2i1 x :JCI +C2h ' • k=l 
La méthode d 'itération inverse peut être utilisée pour visualiser l'ensemble bicom-
plexe :Jq - C2i1 x e :Jq +c2 h dans l'espace tridimensionnel à partir de la coupe décrite 
précédemment. En particulier, elle peut être employée pour observer les ensembles de 
Julia bicomplexes que l'on dénote ici par le terme dendrite bicomplexe. 
Dans le cas complexe, une dendrite consiste en un ensemble aux propriétés spé-
cifiques de la définition 3.8. Les ensembles de Julia remplis qui sont des dendrites 
ont les caractéristiques suivantes: C E aM et Kc = :Jc' Une dendrite bicomplexe est 
considérée comme un ensemble cartésien bicomplexe dont chacune de ses composantes 
est une dendrite dans C(h ). En conséquence, pour C = Cl + c2i2 E lBC, l'ensemble 
K2,c est une dendrite quand K q - C2 i1 et K CI +C2 i1 sont des dendrites complexes. Alors 
K2,c = :Jq - c2h X e :JCI +c2h = :J2,c et le théorème précédent est directement applicable 
pour observer complètement l'ensemble :J2,c . 
Corollaire 4.2. Soit Pc( w) = w2 + C avec Cl + c2i2 E lBC tel que K2,c est une dendrite 
bicomplexe. Soit Wl un point fixe de Pc tel que Wl E :h,c. L'ensemble {kgl Pc-k(Wl) } 
est dense dans :J2,c . 
Soit C = h , c'est-à-dire C = Cl + c2i2 E lBC avec Cl = h et C2 = O. Alors Cl - c2h = 
Cl + c2h = h · En conséquence, K CI -C2h et K q + c2 h sont des dendrites complexes et 
K2,c = :J2,c = :Jh Xe Jh ' Pour visualiser cet ensemble, la méthode d'itération inverse 
adaptée aux nombres bicomplexes est utilisée et fournie les images de la figure 4.4. Le 
point de départ de l'algorithme est déterminé à partir du point fixe répulsif dans :Jh : 
Wo = Zl el + Zl e2 où Pi1 (Zl) = Zl et Zl E :1.1 ' Les calculs de J W - C sont effectués 
dans les composantes idempotentes. À chaque itération, l'une des quatre branches 
de la racine carrée bicomplexe est choisie au hasard et les résultats sont gardés en 
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mémoire sous la forme à quatre composantes réelles. Une coupe tridimensionnelle est 
réalisée avec E = 0,01 pour observer l'ensemble. Le nombre d'itérations est de 100 
000. 
il 
0.5 
(a) Vue 1 (b) Vue 2 
R 
-o. 
1/ 
1 _1 
(c) Vue 3 (d) Vue 4 
FIGURE 4.4 - Ensemble de Julia dans l'espace tridimensionnel c = h 
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Les résultats de ce chapitre constituent une extension de certains concepts clas-
siques associés aux ensembles de Julia du plan complexe. Les propriétés des nombres 
bicomplexes ont permis de définir et de caractériser les ensembles de Julia bicomplexes 
d'une façon bien particulière. Celle-ci a d 'ailleurs mené à une première méthode pour 
visualiser ces ensembles dans l'espace tridimensionnel. Une discussion sur les points 
fixes du polynôme bicomplexe w2 + c et ses itérées inverses ont permis de développer 
un résultat similaire à la méthode d 'itération inverse pour observer complètement un 
type précis d'ensembles de Julia, soit les dendrites bicomplexes. L'efficacité de cette 
méthode a pu être constatée avec la figure 4.4. 
Au premier abord, la méthode d'itération inverse nécessite que toutes les valeurs 
fournies par l'inverse du polynôme complexe ou bicomplexe soient considérées à chaque 
itération. Or, dans ce travail, seulement l'une des branches de l'inverse a été employée 
à chaque étape du processus et l'approximation des ensembles est demeurée adéquate. 
Le chapitre suivant contient des résultats qui amènent à mieux comprendre les raisons 
pour lesquelles l'algorithme d'itération inverse tend à recouvrir aussi fidèlement les 
ensembles de Julia dans ce cas précis. 
Chapitre 5 
Justification des méthodes 
probabilistes 
Aux chapitres précédents, une méthode probabiliste a été développée pour visuali-
ser les ensembles de Julia du plan et de l'espace; à chaque itération, l'une des transfor-
mations possibles était choisie au hasard puis appliquée. Cette méthode s'est révélée 
très efficace puisqu'elle a permis de représenter rapidement les ensembles désirés . Dans 
le présent chapitre, les justifications théoriques de ce processus sont énoncées en lien 
avec une méthode bien connue pout générer des fractales , soit celle des systèmes de 
fonctions itérées. Les fondements de l'algorithme probabiliste pour les systèmes de 
fonctions itérées fournissent une meilleure compréhension des méthodes utilisées pour 
les ensembles de Julia. 
Les systèmes de fonctions itérées sont d 'abord définis et les résultats importants les 
concernant sont présentés sans être démontrés. Par la suite, des notions complémen-
taires sur la mesure sont introduites. Celles-ci sont essentielles puisque les résultats au 
coeur de cette section reposent principalement sur les propriétés d'une mesure parti-
culière. Finalement, le lien est établi avec la méthode d 'itération inverse pour générer 
les ensembles de Julia du plan et de l'espace tridimensionnel. 
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5.1 Les systèmes de fonctions itérées 
Dans [25], Benoît Mandelbrot a introduit les systèmes de fonctions itérées ou 
IFS (pour Itemted Function Systems) comme façon unifiée de générer et de classer 
une grande famille de fractales incluant notamment les ensembles de Cantor. Depuis, 
l'étude de la théorie des IFS a été bien couverte, entre autres dans [3]. Elle a aussi 
été généralisée à des concepts plus vastes. Un algorithme probabiliste a été développé 
et permet de produire rapidement plusieurs fractales issues des IFS. Puisqu'un lien 
étroit existe entre cet algorithme et la méthode d 'itération inverse, il convient de s'y 
intéresser davantage. Les résultats principaux sur les systèmes de fonctions itérées sont 
exposés dans cette section, pour un espace métrique quelconque (X, d). Ils demeurent 
donc valides sur l'espace (ffi.2 , 1· 1) ou (C, 1· l). 
Voyons d 'abord quelques notions fondamentales avant d'introduire la définition 
des IFS. Les preuves se trouvent dans [3]. 
Définition 5.1. Soit (X, d) un espace métrique. L'ensemble N (X) est l 'ensemble 
de tous les sous-ensembles compacts non vides de X. 
Définition 5.2. Soit (X, d) un espace métrique, x E X et A, B E 1l(X). 
(i) La distance de l'élément x à l'ensemble B est donnée par 
d(x , B) = min{d(x, y) 1 y E B} . 
(ii) La distance de l'ensemble A à l'ensemble B est donnée par 
d(A, B) = max{d(x, B) 1 x E A}. 
(iii) La distance de Hausdorff entre A et B est donnée par 
h(A, B) = d(A, B) V d(B, A) = max{d(A, B) , d(B, An. 
Il est important de ne pas confondre la distance de Hausdorff h, qui satisfait aux 
propriétés d'une métrique, à la mesure de Hausdorff NS décrite au chapitre 2. Les deux 
termes font référence à des concepts très différents et sont utilisés dans des contextes 
distincts. 
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Théorème 5.1. Si (X, d) est un espace métrique, complet, alors (H (X), h) est un 
, 
espace métrique complet. 
Ce théorème indique que si {An} est une suite de Cauchy dans H (X), alors 
lim An = A E H (X). L'espace (H (X), h) est celui sur lequel reposent les fractales. 
n--+oo 
Une transformation importante doit être définie en lien avec les systèmes de fonc-
t ions itérées, soit la contraction. 
Définition 5.3. Soit (X, d) un espace métrique. Une transformation f : X ---+ X est 
une contraction s'il existe une constante 0::; r < 1 telle que d(J(x), f(y)) ::; r·d(x, y) 
pour tout x, y EX. La constante r est le facteur de contraction. 
Une contraction est donc une transformation qui réduit la distance entre les élé-
ments de l'espace et il s'agit d'une fonction continue. De plus, si f : X ---+ X et 
g : X ---+ X sont deux contractions de facteur r et t respectivement, alors f 0 g est une 
contraction de facteur r . t. Le théorème suivant énonce une propriété fondamentale 
des contractions et justifie le théorème central des systèmes de fonctions itérées. 
Théorème 5.2 (Théorème du point fixe de Banach 1) . Soit (X, d) un espace 
métrique complet et f : X ---+ X une contraction. A lors f possède exactement un 
point fixe xf EX. De plus, pour tout x E X , la suite des itérées avant {r(x) 1 n = 
0,1,2, ... } converge vers xf : lim r(x) = xf pour tout xE X. 
n--+oo 
Puisque (H (X), h) est l'espace des fractales, il convient de déterminer des contrac-
t ions qui agissent spécifiquement sur H (X), soit sur des sous-ensembles compacts non 
vides de X. 
Théorème 5.3. Soit (X, d) un espace métrique et w : X ---+ X une contraction de 
facteur r. Alors w : H (X) ---+ H (X) définie telle que w(B) = {w(x) 1 x E B} pour 
tout B E H (X) est une contraction de facteur r sur (H (X), h). 
1. Énoncé par Stefan BANACH dans Sur les opérations dans les ensembles abstraits et leur ap-
plication aux équations intégrales, Fund. Math. 3 (1922) , p. 133-181. 
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Théorème 5.4. Soit (X, d) un espace métrique et Wk une contraction de facteur rk 
sur (1l(X) , h) pour k = 1,2, . . . , m. Soit W : 1l(X) -+ 1l(X) définie par 
m 
W( B ) = U wk(B) = wI(B) U w2(B ) U . .. U wm(B) 
k=l 
pour tout B E 1l(X). Alors West une contraction de facteur r = max{rl , ' .. , rm } 
sur (1l(X), h). 
Ce résultat conduit aux définitions des systèmes de fonctions itérées et au théorème 
central des IFS. 
Définition 5.4. Un système de fonctions itérées ou IFS consiste en un espace 
métrique complet (X, d) et un ensemble fini de contractions Wk : X -+ X de facteurs 
rk pour k = 1, 2, ... , m. L 'IFS est noté {X; WI , ... , wm} et son facteur de contraction 
Théorème 5.5. Soit {X; WI , "" wm} un IFS de facteur de contraction r. La trans-
m 
formation W : 1l(X) -+ 1l(X) définie par W(B ) = U wk(B) pour tout B E 1l(X) 
k=l 
est une contraction de facteur r sur (1l(X), h). Elle a un unique point fixe A E 1l(X), 
m 
d'où A = W(A) = U wk(A). Il est donné par lim wn(B) = A pour tout B E 1l(X). 
k=l n-too 
Le point fixe A E 1l(X) est l'attracteur de l'IFS et il est souvent de nature 
fractale. 
Définition 5.5. Un système de fonctions itérées avec probabilités est un IFS 
{X; Wb ' .. , Wm} où une probabilité Pk > a est associée à chaque contraction Wk pour 
. m 
k = 1, 2, ... , m telle que L Pk = 1. Il est noté {X ; WI,"" Wm;PI,'" ,Pm} · 
k=l 
Exemple 5.1. Soit (X, d) = ([0, 1], 1·1) et les contractions WI(X) = ~x et W2(X) = 
~x+~. Alors {[a, 1]; Wb W2 } est un IFS de facteur de contraction r = ~ et son attracteur 
est l'ensemble triadique de Cantor C. En ajoutant les probabilités Pl = P2 = ~, 
{[a, 1] ; WI, W2;PI,P2 } est un IFS avec probabilités. 
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Les deux types d'IFS conduisent à des méthodes distinctes pour générer des frac-
tales : un algorithme déterministe et un algorithme probabiliste. Ces algorithmes 
s'avèrent particulièrement utiles dans X = JR et X = JR2 avec la métrique euclidienne. 
Leur fonctionnement est expliqué ici : 
1. L'algorithme déterministe 
Soit {X;Wl , ... ,Wm} un IFS. Il faut choisir un ensemble compact non vide 
m 
Aa ç X et obtenir successivement An = U wk(An- l ) pour n = 1,2, .... Un 
k=l 
nouvel ensemble est ainsi généré par l'union de toutes les contractions appli-
quées à l'ensemble précédent, c'est-à-dire à chaque point de cet ensemble. Du 
théorème 5.5 , la suite {An} ainsi créée converge vers l'attracteur de l'IFS. En 
pratique, un nombre d 'itérations maximal N est fixé et l'ensemble AN corres-
pond à une bonne approximation de l'attracteur pour N suffisamment grand. 
Pour l'ensemble triadique de Cantor, on peut choisir Aa = [0,1]. On obtient 
alors Al = [O,~] u [~, 1], A2 = [0, i] u [~,~] u [~, ~] u [~, 1], ... et on retrouve 
le processus de construction de C. Il est facile de constater que l'algorithme 
converge vers cet ensemble. 
2. L'algorithme probabiliste 
Soit {X; Wl, ... , Wm; Pl, ... ,Pm} un IFS avec probabilités. Il faut choisir un élé-
ment Xa E X et obtenir successivement Xn E {Wl(Xn-l)' ... ' Wm(Xn - l)} de façon 
indépendante pour n = 1, 2, .... La probabilité de l'événement Xn = Wk(Xn- l) 
est Pk. De façon équivalente, on peut écrire Xn = WUn (Xn-l) = wUn 0 WUn _ 1 0 
... 0 WU! (xa) où la probabilité de l'événement Œn = k est Pk. On remarque 
que la suite {Œl , Œ2, ... } est une suite de variables indépendantes identique-
ment distribuées. La suite {xn } créée converge vers l'attracteur A de l'IFS 
{X; Wl, ... ,wm } . De nouveau, un nombre d 'itérations maximal N est fixé et 
cette fois, l'ensemble {xa , Xl, ... , XN} correspond à l'approximation de l'attrac-
teur. Lorsque celui-ci est déjà connu, le choix Xa E A est souvent privilégié. Pour 
C t h . . 1 L ·t { } {1 1 7 7 7 169 } t ." , on peu c OlSlr Xa = . a sUl e Xn = , 3"' 9"' 27' 81 ' 243' . . . es assoclee a 
{Œl = 1 , Œ2 = 2 ,Œ3 = 1,Œ4 = 1 , Œ5 = 2, ... }. L'ensemble des points générés est 
bien dans C. 
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L'algorithme probabiliste se révèle plus pratique puisqu'il est plus rapide que l'al-
gorithme déterministe et requiert moins d'espace mémoire. Les raisons pour lesquelles 
le processus converge vers l'attracteur du théorème 5.5 sont expliquées dans la section 
suivante. 
R emarque 5.1. 
Notons qu'il existe d 'autres façons de définir un système de fonctions itérées, no-
tamment avec des transformations Wk qui ne sont pas de contractions. Elles peuvent 
être des fonctions de Lipschitz ou d 'autres types de transformations adoptant des 
propriétés particulières. Le terme hyperbolique est parfois ajouté pour spécifier que 
les transformations sont des contractions. Cet aspect est davantage abordé dans la 
dernière section de ce chapitre. 
5.2 Convergence de l'algorithme probabiliste pour 
les IFS 
Les justifications théoriques de l'algorithme probabiliste pour les IFS sont basées 
sur des résultats de la théorie de la mesure et de la théorie ergodique. Cette der-
nière étudie les systèmes dynamiques en regard d 'ensembles invariants dont la mesure 
est de a ou de 1, avec une mesure de probabilité. L'idée générale est la suivante. À 
chaque IFS avec probabilités est associée une certaine mesure invariante qui repose 
sur l'attracteur de l'IFS défini sans probabilité. Les points produits par l'algorithme 
probabiliste sont distribués sur cet attracteur d 'une façon qui approxime cette mesure. 
Pour mieux comprendre ce raisonnement, un complément des notions de mesure 
est fourni. Puis, un espace métrique composé de mesures est défini et la mesure inva-
riante associée à un IFS avec probabilités est présentée. Les résultats démontrant le 
comportement de l'algorithme probabiliste sont ensuite énoncés. Les éléments de cette 
section proviennent principalement de la référence [3] qui s'appuie sur les travaux de 
[la] et [23]. L'article [4] contient aussi des résultats intéressants. On suppose que les 
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transformations de l'IFS sont des contractions. 
Rappelons qu'une mesure est une fonction définie sur une tribu T d'un espace 
X d 'une façon précise (définition 1.15). On suppose que l'espace X est muni d'une 
topologie 0 et la tribu T = B(X), soit la tribu de Borel sur X, est considérée. Notons 
que H (X) ç B(X). Enfin, une mesure jJ, est normalisée ou une mesure de probabilité 
si jJ,(X) = 1. Le terme normalisée est privilégié ici pour alléger la lecture puisque des 
mesures de Borel sont utilisées. 
5.2.1 L'intégrale généralisée 
La définition de l'intégration d 'une fonction selon une certaine mesure jJ, doit 
d 'abord être introduite pour saisir la définition de la métrique dH ensuite présentée. 
Cette définition fait intervenir la notion de fonction simple. 
Définition 5.6. Soit (X, d) un espace métrique. Une fonction à valeurs réelles f : 
X -t lR est simple si elle s'écrit sous la form e 
M 
f( x) = L Yk llh(X) 
k=l 
M 
où M est un entier positif, Yk E lR pour k = 1, 2, . .. ,M et h E B(X) tel qu.e U h = 
k=l 
X et Ii n I j = 0 pour i =1 j. 
Définition 5.7. Soit (X, d) un espace métrique et jJ, une mesure de Borel. L'intégrale 
d 'une fonction simple f selon jJ, est donnée par 
L'intégrale d 'une fonction simple selon une mesure jJ, est donc fournie par la mesure 
des boréliens qui la définissent. L'intégration d 'une classe de fonctions plus vaste 
nécesssite que le concept de partition soit repris et qu'une suite de fonctions simples 
particulières soit générée. 
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D éfinition 5.8 . Soit (X, d) un espace métrique compact et J.l une mesure de Borel. 
Une partition de X est un ensemble fini de sous-ensembles de Borel non vides 
M 
{A k E B(X) 1 k = 1,2, ... ,M} tel que X = U Ak et Ai n Aj = 0 pour i i= j. 
k=l 
Le diamètre de la par ti t ion est donné par max {diam(Ak) 1 k = 1,2, ... , M}. 
Rappelons que diam(Ak) = sup{d(x,y) 1 x,y E Ad. Le théorème suivant mène à la 
définition de l'intégrale d'une fonction continue quelconque selon une une mesure de 
Borel J.l. 
Théorème 5.6. Soit (X, d) un espace métrique compact et J.l une mesure de Borel. 
Soit f : X --t IR une fonction continue. 
(i) Soit n un entier positif fixé. Il existe une partition de X de diamètre lin . La 
partition est donnée par Bn = {An,k E B(X) 1 k = 1,2, ... M(n)}. 
(ii) Soit Xn,k E An,k pour k = 1,2, . . . , M(n) et {fn} la suite de fonctions simples 
donnée par 
M(n) 
fn(x) = L f(xn,k)llAn ,k(x) 
k=l 
pour n = 1,2, .... La suite Un} converge uniformément vers f. 
(iii) La suite {Ix fndJ.l} converge. La valeur de la limite est indépendante du choix 
des partitions de diamètre lin et du choix de Xn,k E An,k pour n = 1,2, ... et 
k=1,2, ... ,M(n) . 
Définition 5.9. Soit (X, d) un espace métrique compact, J.l une mesure de Borel et 
f : X --t IR une fonction continue. L'intégrale de la fonction f selon J.l est la 
limite de la suite des intégrales du théorème 5.6 : 
r fdJ.l = lim r fndJ.l . l x n-too lx 
Voyons plus en détails ce que signifie le théorème 5.6. Soit f : X --t IR une fonction 
continue. Pour n = 1, il existe une partition de X de diamètre 1 donnée par BI = 
{AI,k E B(X) 1 k = 1,2, .. . , M(l)}. Il en va de même pour n = 2,3, .... Chaque 
fonction fn de la suite du théorème 5.6 (ii) est une fonction simple déterminée par f 
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et une partition de X de diamètre lin: 
fI(x) f(Xl ,1)l A1,1(x) + f(Xl,2)l A1 ,2(x) + ... + f(Xl,M(1))l A1,M(1) (x) 
h(x) f(X2 ,1)l A2,1 (x) + f(x2 ,2)l A2,2 (x) + ... + f(x2 ,M(2))l A2,M(2) (x) 
Puisque les fonctions simples sont intégrables selon une mesure p" il est possible de 
construire la suite des intégrales de ces fonctions. De (iii) , cette suite converge. La 
limite donnée par la précédente définition est donc fondée et généralise le concept 
d'intégration pour des fonctions continues. 
5.2.2 Un espace de mesures 
Avant de considérer la mesure associée à un IFS avec probabilités, il faut s'inté-
resser à l'espace métrique sur lequel elle est définie. De la référence [3], cet espace est 
d'ailleurs celui où les fractales existent réellement. 
Définition 5.10. Soit (X, d) un espace métrique et p, une mesure de Borel. Le sup-
port de p, est noté supp p, et correspond au plus petit ensemble fermé dont le complé-
ment est de mesure nulle. 
Il est donc défini comme supp p, = X\ V tel que V est l'union de tous les ensembles 
ouverts de mesure nulle. De façon équivalente, suppp, = {x E X 1 p,(B(X, E)) > 
o "lE > O}. Le support de la mesure p, peut être vu comme l'ensemble sur lequel la 
mesure repose. 
Définition 5.11. Soit (X, d) un espace métrique compact. L'ensemble P(X) est 
l'ensemble de toutes les mesures de Borel normalisées sur X. 
Il s'agit donc de l'ensemble formé de toutes mesures définies sur la tribu de Borel pour 
lesquelles la mesure de X est 1. La fonction suivante définie sur P (X) a été introduite 
pour la première fois dans [23] et fournit une notion de distance entre deux mesures. 
Les propriétés d'une métrique sont toutes vérifiées. 
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Définition 5.12. Soit (X, d) un espace métrique compact. La métrique de Hut-
chinson dH est définie sur P (X) comme suit: 
sup {lx fdJ.l - lx fdv 1 f : X -+ IR est continue et 
If(x) - f(y)1 ~ d(x, y) \:Ix , y EX }. 
Théorème 5.7. Soit (X, d) un espace métrique compact. Alors (P (X), dH ) est un 
espace métrique compact. De plus, si J.l E P(X) alors supp J.l E H (X) . 
La seconde propriété affirme que le support d 'une mesure de Borel normalisée est 
un sous-ensemble compact non vide de X. Un lien avec les IFS semble donc réaliste 
à partir de cette constatation. Il doit cependant être précisé davantage. 
5.2.3 Convergence de la méthode probabiliste 
Les résultats précédents permettent de définir un opérateur associé à un IFS pro-
babiliste d'après la définition qui suit. Cet opérateur, l'opérateur de Markov, est lié 
à la mesure invariante de l 'IFS . Sa définition tient compte des propriétés suivantes 
démontrées dans [3] : 
1. Si (X, d) est un espace métrique compact et w : X -+ X est une t ransformation 
. continue, alors w-1 : B(X) -+ B(X) où w-1(B ) = {x E X 1 w(x) E B} pour 
tout B E B(X) ; 
2. Si v est une mesure de Borel normalisée sur B(X), alors v 0 w- 1 l 'est aussi. 
Définition 5.13. Soit (X, d) un espace métrique compact et un IFS avec probabilités 
{X; Wl, ... , Wm;Pl, .. . ,Pm}. L 'opérateur de Markov associé à l'IFS est la fonc-
tion M : P (X) -+ P(X ) qui associe à chaque mesure de Borel normalisée v E P (X) 
la mesure M(v) définie par 
m 
M(v) = L Pk(V 0 W;;l) = Pl(V 0 w11) + P2(V 0 W21) + .. . + Pm(v 0 w,-;/). 
k=l 
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Cette mesure est ainsi construite à partir des contractions et des probabilités de l'IFS. 
De la remarque précédant la définition, elle est définie sur B(X) et peut être appliquée 
à un sous-ensemble de Borel de X. 
Lemme 5.1. Soit (X, d) un espace métrique compact et un IFS avec probabilités 
{X; Wl, ... , Wm;Pl,··· ,Pm}. Soit M l'opérateur de Markov associé à l'IFS et f : X --+ 
IR une fonction simple ou continue. Si v E P(X) , alors 
Théorème 5.8. Soit (X, d) un espace métrique compact et un IFS avec probabilités 
{X; Wb ... , Wm;Pl, . .. ,Pm} de facteur de contraction 0 < r < 1. Soit M l'opérateur 
de Markov associé à l'IFS. Alors M est une contraction defacteurr sur (P(X),dH ), 
c'est-à-dire 
Il existe une unique mesure I-L E P(X) telle que M(I-L) = I-L. De plus, pour tout v E 
P(X) , lim Mn(v) = I-L. 
n-too 
Définition 5.14. La mesure I-L du théorème précédent est la mesure invariante de 
l'IFS avec probabilités. 
L'existence d'une telle mesure invariante est assurée par le théorème du point fixe 
de Banach puisque tout espace métrique compact est complet. Le résultat suivant 
démontre le lien spécifique entre cette mesure et l'attracteur d'un IFS. 
Théorème 5.9. Soit (X, d) un espace métrique compact et un IFS avec probabilités 
{X;Wl, ... ,Wm;Pb ... ,Pm}. Soit I-L la mesure invariante de l'IFS. Alors le support de 
I-L est l'attracteur A de l'IFS {X ; Wl,···, wm}. 
Ainsi, I-L(X) = 1 puisque I-L E P(X) et I-L(A) = 1 du précédent théorème. La mesure 
de l'attracteur est donc la même que celle de l'espace où il existe. Le théorème suivant 
est attribué à Elton qui l'a démontré dans [10] dans un cas plus général qui celui 
présenté ici. Il découle de résultats de la théorie ergodique qui ne sont pas mentionnés 
dans ce travail. 
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Théorème 5.10. Soit (X, d) un espace métrique compact et un IFS avec probabilités 
{X;WI , ... ,Wm;PI,···,Pm}· Soit I.t la mesure invariante de l'IFS et {xn} une suite 
produite par l'algorithme probabiliste en débutant à Xo E X. Alors 
1 n 1 lim -  L f(Xk) = f(x)dl.t(x) 
n-too n + x k=O 
(5.1) 
presque partout, pour toute fonction continue f : X ---7 IR et pour tout Xo EX. 
Dans ce contexte, la convergence presque partout signifie que pour toutes suites 
{(JI , (J2 , ... } de variables indépendantes sauf pour un ensemble de suites de probabilité 
nulle , la suite { n~1 ~o f(Xk) } converge vers Ix f(x)dl.t(x). Le membre de gauche de 
l'équation (5.1 ) est la moyenne temporelle (time average) de la fonction f et corres-
pond à la moyenne de la fonction évaluée aux points de {xn}. Le terme de droite 
est la moyenne spatiale (space average) de la fonction f et correspond à la moyenne 
des valeurs de la fonction évaluée en tout point de l'espace. En conséquence, la suite 
{f(xo), f(XI) , ... } visite chaque point de X d'une façon uniforme. 
Il existe une autre approche pour mieux comprendre le principe de convergence 
presque partout, soit celle des suites {(JI , (J2 , ... }. Soit (X, d) un espace métrique com-
pact et {X;WI , ... ,Wm; PI, ... ,Pm} un IFS avec probabilités. Soit ~ l'ensemble des 
suites infinies créées à partir des m symboles de l'ensemble {1, 2, ... ,m}, c'est-à-dire 
l'ensemble des éléments de la forme (J = ((JI, (J2,"') avec (Jk E {1 , 2, ... , m} pour 
k = 1, 2, .... L'élément (J est ':ln code. Considérons la fonction de qui fournit la dis-
tance entre deux codes : 
d ( -) = ~ l(Jk - 5k1 V(J, (7 E ~ 
e (J ,(J 6 (m+ l)k 
k=1 
où 1·1 désigne la valeur absolue. L'espace (~, de) est alors un espace métrique compact. 
En conséquence, à tout IFS {X; WI, ... ,wm } est associé un espace métrique de codes 
(~, de). Il est possible d'établir plusieurs liens entre l'attracteur A de cet IFS et l'espace 
des codes. En particulier, tout élément de l'attracteur A apparaît comme la limite du 
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processus de composition des contractions de l'IFS associée au code Œ à partir d'un 
élément Xo EX. 
Par ailleurs, soit Uk : E ---t E tel que Uk(Œ) = kŒ = (k, ŒI , Œ2, . .. ) pour k = 
1,2, ... ,m. Chacune de ces transformations constitue une contraction de facteur 
l/(m + 1) avec la métrique de. En conséquence, {E; UI, . .. ,Um;PI, . .. ,Pm} est un IFS 
avec probabilités et il doit exister une unique mesure invariante p E P(E) associée à 
cet IFS. Soit j un entier positif fixé et 
l'ensemble des codes dont les j premiers termes sont donnés par ŒI , . . . , Œj. La mesure 
p est telle que 
pour chaque entier j 2:: 1 et pour tout ŒI, Œ2, ... ,Œj E {l, 2, ... ,m}. Cette mesure 
fournit une façon de décrire les probabilités des événements possibles en utilisant 
l'algorithme probabiliste de l'IFS {X; WI, ... , Wm;PI, ... ,Pm}. En effet, un code Œ = 
(ŒI' Œ2, . .. ) E E est produit par l'application de cet algorithme. En fixant Xo E X 
et en répétant l'algorithme à partir de ce point initial, il devient possible de décrire 
les probabilités des suites {xn} débutant à Xo grâce aux probabilités des codes. Pour 
B E B(E), la probabilité que l'algorithme probabiliste produise un code Œ E B est 
donnée par p(B). Grâce à ces constatations, il est possible de réécrire le théorème 5.10 
de cette façon : 
Soit (X, d) un espace métrique compact et {X; WI, ... , Wm;PI, ... ,Pm} un IFS avec 
probabilités. Soit p, la mesure invariante de l'IFS. Soit Xo E X et soit B l'ensemble 
des codes Œ E E tels que 
1 n 1 lim - ~ f(Xk) = f(x)dp,(x) 
n-+oo n + 1 ~ X k=O 
pour toute fonction continue f : X ---t ~ et pour tout Xo E X où Xn = W U n o ... W U1 (xo). 
Alors B E B(E) et p(B) = 1. 
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La probabilité que l'algorithme probabiliste produise un code parmi ceux qui in-
duisent la propriété désirée est de 1, ce qui confirme le résultat de convergence presque 
partout énoncé avec le théorème 5.10. 
Ainsi, la distribution des points de la suite {xn} produite par l'algorithme pro-
babiliste est fournie par la mesure p, qui dépend des probabilités de l'IFS. Puisque 
cette mesure a pour support l'attracteur A de l'IFS {X ; Wl," . , wm}, alors les points 
générés par l'algorithme probabiliste recouvrent A d'une façon qui illustre la densité 
de la mesure sur celui-ci (pour un petit nombre d 'itérations). Lorsque le nombre d 'ité-
rations tend vers l'infini , le processus tend à recouvrir complètement et uniformément 
l'attracteur peu importe les probabilités choisies et le point de départ xo. 
Le corollaire suivant détermine une façon d'obtenir la mesure d'un sous-ensemble 
de Borel de X à partir de l'algorithme probabiliste. 
Corollaire 5.1. Soit (X, d) un espace métrique compact et un IFS avec probabilités 
{X; Wl, ... , Wm;Pl, ... ,Pm}. Soit p, la mesure invariante de l 'IFS et {xn} une suite 
produite par l 'algorithme probabiliste en débutant à Xo E X. Soit B E B(X) dont 
p,(8B) = O. Alors 
p,(B) = lim N(B, n) presque partout 
n---+oo n + 1 
où N(B, n) est le nombre d'éléments de la suite {xn} dans l 'ensemble B. 
La mesure d 'un ensemble B correspond donc à la proportion de points produits 
par l'algorithme probabiliste qui se situent dans B. 
Notons que dans [4] et [10], les auteurs ont associés la suite de points produite par 
l'algorithme probabiliste à un processus de Markov en définissant une probabilité de 
transition. Bien que cette avenue apparaisse intéressante, elle n 'est pas traitée dans 
ce travail. 
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5.3 La méthode probabiliste et les ensembles de Julia 
Les résultats énoncés jusqu'ici permettent de tisser des liens avec la méthode utili-
sée pour générer les ensembles de Julia. En effet, l'idée de fonder un processus itératif 
sur le choix aléatoire de transformations selon certaines probabilités est commun à 
l'algorithme probabiliste des IFS et à la méthode d'itération inverse. Le cas complexe 
est d'abord étudié puis étendu au cas bicomplexe. Les résultats proviennent des réfé-
rences [3] et [4]. 
En premier lieu, il convient d 'introduire un espace grandement lié à C, soit le plan 
complexe étendu C associé à la sphère de Riemann ~. Les définitions et résultats 
du chapitre 3 auraient aussi pu être décrits sur cet espace. Or, pour représenter les 
ensembles de Julia dans le plan complexe à partir de la méthode d 'itération inverse, 
il semblait plus pertinent de se restreindre d'abord à te. Le théorème 5.11 présenté 
dans ce qui suit nécessite cependant de se situer sur C et non sur te. 
La sphère de R iemann (voir la figure 5.1) est la sphère ~ de ]R3 d'équation 
X2 + y2 + (z - ~)2 = i. Elle est de rayon ~, centrée en (0, o,~) et tangente au plan 
xy associé au plan complexe C à l'origine. Le point N(O, 0, 1) est le pôle nord de ~. 
Toute droite tracée à partir du point N et passant par un point Zl = Xl + yli du 
plan complexe intercepte la sphère de Riemann en un unique point Pl de coordonnées 
(a, b, c). Il existe donc une correspondance biunivoque entre les nombres complexes et 
les points de ~\ {N}. En associant N à 00, alors la correspondance biunivoque associe 
chaque point de la sphère ~ à un élément du plan complexe étendu C = Cu {oo} , 
parfois noté te. 
Soit Pl et P2 deux points de la sphère de Riemann associés respectivement aux 
points Zl et Z2 de C. La distance de la corde entre les points Pl et P2 définit une 
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FIGURE 5.1 - Sphère de Riemann 
distance X dans C de la façon suivante : 
si Zl E C et Z2 = 00 
avec Il Pl - P2 11 = X( Zl, Z2). Cette distance satisfait aux propriétés d'une métrique et 
correspond à la métrique sphérique. En conséquence, les notions de boules et de 
convergence de suites sur C sont définies à partir de cette métrique. 
Reprenons Pe(z) = Z2 + c avec cEe mais Z E C avec le raisonnement probabiliste 
de la méthode d'itération inverse. Le polynôme Pc possède deux inverses donnés par 
!I(z) = ~ et h(z) = -~. L'ensemble de Julia J e associé à c est produit à 
partir d 'un point Zo E J e, en générant une suite de points complexes {zn} telle que 
chaque nouvel élément est obtenu en évaluant au hasard l'un des deux inverses au 
point précédent. Un système de fonctions avec probabilités {C;!I, h;Pl = ~,P2 = H 
est ainsi créé. Or, puisque les transformations !I et h ne sont pas des contractions, 
le système ne peut être assimilé directement à un IFS hyperbolique avec probabilités, 
tel que décrit dans les sections précédentes. Il ne possède donc pas nécessairement 
d 'attracteur unique dans 1i(C). Le terme IFS peut cependant lui être associé d'un 
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point de vue plus général et il semble bien posséder un attracteur tel que le démontre 
l'utilisation de la méthode d'itération inverse. Dans [3], l'auteur introduit le résultat 
suivant analogue à celui obtenu avec les systèmes de fonctions itérées hyperboliques. 
Des conditions particulières sur l'espace C sont cependant ajoutées afin d'assurer l'uni-
cité de l'attracteur. 
Soit cE C. Supposons que le système dynamique induit par Pe(z) = Z2 + c sur C 
possède un point périodique attractif sa E C de période q dont le cycle est donné par 
{sa, SI = Pe(so) , ... , Sq-l = prl(so)} ç c. Soit E > 0 petit. L'ensemble Xl dénote 
l'espace C auquel ont été retirées q + 1 boules ouvertes de rayon E : 
La distance est évaluée avec la métrique sphérique. Considérons l'IFS 
Une transformation West définie sur 1i(Xl ) à partir de cet IFS: 
W(B) = !I(B) u h(B) \lB E 1i(Xl ). 
Théorème 5.11. Soit l'IFS {Xl; fl(Z) = ..;z=c, h(z) = -..;z=c} et la trans-
formation W précédemment définie. Alors W renvoie 1i(Xl ) dans lui-même et est 
continue (avec la métrique de Hausdorff J. De plus, W possède un unique point fixe 
correspondant à Je et liIIln-too wn(B) = Je , \lB E 1i(Xl ). 
Les conclusions demeurent valides si {P:(O)} converge vers 00 et Xl = C\B(oo , E), 
c'est-à-dire s'il n'y a pas de cycle attractif. 
En associant les probabilités Pl = P2 = ~ à cet IFS, on obtient un IFS avec 
probabilités. Le théorème précédent étant semblable au théorème 5.5 par l'existence 
d 'un point fixe comme limite de suites d 'itérées, l'algorithme probabiliste peut être 
utilisé pour générer les ensembles de Julia complexes. Un phénomène de même nature 
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que celui avec les IFS hyperboliques intervient. La suite de points {Zn } produite 
par la méthode d 'itération inverse en débutant à Zo E :le recouvre l'ensemble de 
Julia complexe. La distribution des points approxime une certaine mesure invariante, 
au sens de la définition 5.14, qui repose sur J e' Au chapitre 3, il a été mentionné 
que la méthode d 'itération inverse n'entraîne pas toujours une distribution uniforme 
des points sur l'ensemble de Julia. Cette situation révèle des zones de différentes 
densités avec la mesure invariante pour un nombre d'itérations faible. Par exemple, 
pour c = -0,123 + 0, 745i, les extrémités des différentes boucles ont une mesure plus 
élevée que leur intersection tel qu 'observé à la figure 5.2. 
FIGURE 5.2 - Ensemble de Julia c = -0, 123 + 0, 745i 
Pour visualiser les ensembles de Julia dans l'espace tridimensionnel, les nombres 
bicomplexes ont été utilisés. Ces nombres à quatre composantes, définis à partir des 
éléments de C(h) qui admet la même structure que C, admettent une propriété qui 
s'est avérée essentielle: la représentation en base idempotente. Cette décomposition 
a mené à la caractérisation suivante des ensembles de Julia bicomplexes pour c = 
Cl + C2i2 E ]BC : 
Puis, la méthode d 'itération inverse a été déduite pour des ensembles de Julia 
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spécifiques, soit les dendrites ou plus simplement, les ensembles tels que J2,c = K,2,c = 
Soit g1> g2 , g3 et g4 les quatre branches de ";w - c dans lffiC, associées aux proba-
bilités ql = q2 = q3 = q4 = ~. À partir de Wo E J2,c, une suite de points est produite 
en choisissant au hasard l'une des quatre transformations inverses et en l'appliquant 
au point précédent. Comme dans le cas complexe, le système de fonctions avec pro-
babilités {lffiC;gl,g2,g3,g4;PI,P2 ,P3, P4} ne correspond pas à un IFS hyperbolique avec 
probabilités. 
Or, en raison de la structure de J2 ,c comme ensemble cartésien bicomplexe, il 
semble logique de croire qu'un phénomène similaire à celui du cas complexe se produit. 
Un résultat semblable au théorème 5. 11 doit pouvoir être déduit par transformation 
de l'IFS {lffiC;g1>g2 , g3 , g4;PI ,P2,P3,P4} . En effet, ce théorème peut être appliqué à 
partir de C(h) pour chacune des deux composantes de J2 ,c soit J CI-C2 h et J q +c2 h 
(dans le cas d 'une dendrite bicomplexe). Puisque Wo E J CI - C2 h xe J q +c2 h, alors sa 
composante en el est l'élément de départ d'une suite de points de C(h) qui recouvre 
J q -C2 i l par le processus itératif probabiliste. Une suite débutant à la composante 
idempotente en e2 de Wo est aussi générée et elle tend à recouvrir .ICI +c2h' La combi-
naison de ces deux comportements selon le produit cartésien bicomplexe doit produire 
une suite d'éléments bicomplexes à partir de Wo recouvrant J2,c d 'une façon qui ap-
proxime une certaine mesure sur cet ensemble. Bien qu'aucun résultat en ce sens ne 
soit formellement démontré, les fondements théoriques présentés dans ce chapitre et 
dans les précédents encouragent à penser qu'il soit possible de le faire . La définition 
de l'espace Xl du théorème 5. 11 devrait être précisée. 
En somme, la méthode d'itération inverse pour les ensembles de Julia du plan et de 
l'espace tridimensionnel est intimement liée à l'algorithme probabiliste des systèmes de 
fonctions itérées avec probabilités. Les résultats théoriques concernant cet algorithme 
permettent de déduire qu'il existe des conclusions similaires à celles obtenues pour les 
IFS. Ainsi, les points produits par la méthode d 'itération inverse tendent à recouvrir 
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les ensembles de Julia d'une façon qui révèle une mesure reposant sur ceux-ci. Cette 
situation apparaît valide à la fois dans le plan complexe et dans l'espace bicomplexe 
à la base de la visualisation tridimensionnelle. 
Conclusion 
La méthode d'itération inverse a été étudiée pour visualiser les ensembles de Julia 
dans le plan complexe et développer une adaptation originale pour les ensembles de 
Julia bicomplexes observés dans l'espace tridimensionnel. 
Dans un premier temps, la dimension de Hausdorff-Besicovitch a été approfondie 
afin d 'aborder la notion de fractales avec une approche rigoureuse. La présentation 
de la mesure de Hausdorff a conduit à la définition de la dimension de Hausdorff-
Besicovitch comme indicateur de l'irrégularité et de la densité d'un objet. La valeur 
d 'un ensemble fractal particulier, l'ensemble triadique de Cantor, a été déduite. 
Les ensembles de Julia ont ensuite été introduits à partir de la dynamique du po-
lynôme complexe Z2+C. Les définitions et résultats classiques, c'est-à-dire ceux en lien 
avec les ensembles de Julia remplis, ont été présentés. Puis, l'approche des familles 
normales de fonctions a mené à la méthode d'itération inverse et à ses justifications 
théoriques. Son utilisation a permis de constater son efficacité et d 'observer des en-
sembles de Julia dans le plan complexe. 
La définition et les propriétés des nombres bicomplexes ont par la suite mené aux 
définitions d'ensembles classiques de cet espace, tels que les ensembles cartésiens bi-
complexes. Les ensembles de Julia associés au polynôme bicomplexe w2 + c ont pu 
être introduits dans cet espace à quatre dimensions et une caractérisation de ceux-
ci à partir d 'ensembles complexes particuliers a été démontrée. Celle-ci a conduit à 
une méthode de visualisation reprenant les algorithmes établis dans le cas complexe. 
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Pour développer une adaptation de la méthode d'itération inverse, il a fallu étudier 
les points fixes et les itérées inverses du polynôme. La représentation des nombres 
bicomplexes sur la base idempotente s'est avérée très utile et a mené à l'adaptation 
recherchée. Une coupe tridimensionnelle a été réalisée pour observer les ensembles 
générés. 
Enfin, quelques explications sur la convergence des algorithmes utilisés ont été four-
nies. Celles-ci ont été établies en lien avec l'algorithme probabiliste pour les systèmes 
de fonctions itérées. Les justifications théoriques du cas complexe ont été étendues à 
l'espace bicomplexe sans qu'une démonstration formelle ne soit réalisée. 
Bien que les résultats présentés dans ce mémoire soient satisfaisants, plusieurs élé-
ments auraient mérités d'être étudiés. Notons entre autres la dimension fractale des 
ensembles de Julia complexes. D'autres approches pour visualiser les ensembles de Ju-
lia bicomplexes dans l'espace tridimensionnel auraient aussi pu être approfondies. Par 
exemple, d 'autres coupes auraient pu être privilégiées. Ces différents sujets pourront 
faire l'objet de recherches subséquentes. Par ailleurs, il serait intéressant d'implémen-
ter la méthode d 'itération inverse avec un logiciel plus performant afin d 'obtenir des 
images plus détaillées des ensembles de Julia du plan et de l'espace tridimensionnel. 
Ceci permettrait probablement de poursuivre l'étude de ces ensembles, notamment 
dans l'espace bicomplexe, et de déterminer de nouvelles propriétés. En particulier, 
une preuve formelle du théorème 5.11 dans le cadre bicomplexe pourrait être explorée. 
Les ensembles de Julia, construits à partir d 'une règle simple mais à la complexité 
évidente, ont encore beaucoup à offrir pour améliorer notre compréhension de certains 
concepts mathématiques et peut-être même, de problèmes concrets. 
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Annexe A 
Procédures dans le plan complexe 
A.l Informations générales 
Les procédures ont été réalisées avec le logiciel Maple 16. Chaque ligne de com-
mandes ou bloc de commandes est précédé du symbole >. Pour tester les procédures, 
ce symbole ne doit pas être recopié dans la fenêtre de commandes du logiciel. Le 
symbole # identifie les commentaires. La commande restart: ramène le système à 
l'état initial. Elle assure qu'aucune ancienne affectation ou définition n 'est encore va-
lide. La commande with(plots) permet d'utiliser certaines fonctions d 'affichage dont 
densi typlot et pointplot . 
Les nombres complexes sont pris en charge sous la forme z : = a + b*I. La par-
tie réelle est retournée par Re (z) et la partie imaginaire par lm (z) . Le module est 
obtenu avec 1 z 1 et la 'commande sqrt (z) retourne la branche positive de la racine 
carrée complexe. La commande evalf (expression) évalue numériquement une ex-
pression. Son utilisation est nécessaire pour comparer des valeurs fournies notamment 
par des racines carrées. 
Les points générés pour visualiser les ensembles sont gardés en mémoire dans des 
listes ident ifiées par des crochets [ ] . La commande [op (L), v] ajoute l'élément v 
à la liste L. . 
Un exemple de chaque procédure est fourni pour constater son ut ilisation. 
A.2 Les ensembles de Julia remplis 
La procédure Iteration effectue les itérations du polynôme Z2 + c où le point 
de départ est x + y*I. Elle retourne le plus grand nombre d 'itérations pour lequel le 
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résultat du calcul reste borné, jusqu'à une valeur maximale de 50. 
La procédure JuliaRempliC retourne l'image en couleur de l'ensemble de Julia 
rempli associé à c. Chaque point d'une grille déterminée par les valeurs x et y est 
introduit dans la procédure Iteration. La valeur retournée détermine la couleur 
associée au point. Le terme nbpt identifie le pas de discrétisation, soit le nombre de 
points à l'horizontal et à la vertical qui constituent la grille d 'observation. 
> restart : 
> with(plots) : 
> Iteration := proc(c,x,y) 
local R: # le rayon maximal 
local N: # le nombre d'itérations 
local zO, i: 
# Initialisation des valeurs 
R := max(evalf(lcl),2): 
N := 50: 
zO := x + y*I: 
# Itérations du polynôme 
for i from 1 to N while (evalf(lzOI) <= R) do; 
zO := zO~2 + c: 
end do: 
return i: 
end proc: 
> JuliaRempliC := proc(c: :complex, nbpt: :integer) 
densityplot('Iteration'(c,x,y), x = -1.5 . . 1.5, Y = -1 .5 . . 1.5, 
grid = [nbpt,nbpt], style = PATCHNOGRID, scaling = constrained, 
colorstyle = HUE, scaletorange = -25 .. 25): 
end proc : 
> JuliaRempliC(-0.123 + 0.745*1, 500) 
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A.3 Les ensembles de Julia 
La procédure PtFixe retourne le point fixe du polynôme Z2 + c qui sert de point 
de départ à l'algorithme d'itération inverse, soit 0,5 si c = i et un point fixe répulsif 
sinon. S'il y a deux points fixes répulsifs , celui dont le module est le plus élevé est 
renvoyé. 
La procédure JuliaC retourne un nuage de N points noirs qui approxime l'ensemble 
de Julia associé à c avec la méthode d'itération inverse. 
> restart : 
> with(plots) : 
> PtFixe:= proc(c :: complex) 
local sol: # les 2 points fixes 
if (c = 0 . 25) then 
return 0.5 + 0*1: 
else 
sol := fsolve(z-2 + c = z, z, complex): 
if ( (12*sol[1] 1 > 1 and 12*sol[2] 1 > 1 and 12*sol[1] 1 > 12*sol[2] 1) 
or (12*sol[1] 1 > 1 and 12*sol[2] 1 < 1) ) then 
return sol[l]: 
el se 
return sol [2] : 
end if: 
end if : 
end proc : 
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> PtFixe(-0 . 123 + 0.745*1) 
1.276581949 - 0.4796660549 l 
> JuliaC := proc(c: :complex, N::integer) 
local Points : # les positions des points générés 
# sous forme complexe 
local z, r, i: 
if ( N <= 0 ) then 
print('Il faut itérer au moins une fois'): 
else 
# Initialisation des valeurs et vecteurs 
z := PtFixe(c): 
Points := []: 
# Algorithme d'itération inverse 
for i from 1 to N do 
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# Nombre aléatoire pour déterminer la branche de la racine carrée 
r rand(1. .2) : 
z (-1)~r() * evalf(sqrt(z-c)): 
Points [op (Points) , z]: 
end do: 
# Affichage de l'ensemble 
return pointplot({seq([Re(Points[i]), Im(Points[i])], i 
scaling = constrained, symbol = point): 
end if: 
end proc: 
> JuliaC(-0.123 + 0 .745*1, 100000) 
1 . . N)}, 
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Annexe B 
Procédures dans l'espace 
tridimensionnel 
B.1 Informations générales 
Les procédures pour générer les ensembles de Julia remplis et les ensembles de 
Julia du plan complexe sont reprises de l'annexe précédente à la différence qu'elles 
retournent la position des points générés et non l'image des ensembles. Elles sont dé-
notés JuliaRempli2D et Julia2D pour les distinguer des procédures antérieures. 
Les nombres bicomplexes sont manipulés principalement sous la forme à quatre 
composantes réelles pour faciliter l'affichage des ensembles générés. Puisque ces nombres 
ne sont pas pris ne charge directement par le logiciel, il est plus pratique de travailler 
avec des listes qui contiennent les valeurs des différentes composantes. 
B.2 Les ensembles de Julia par la caractérisation du 
corollaire 4.1 
Les procédures reprises de l'annexe précédente sont d'abord présentées. Pour les 
ensembles de Julia remplis, la discrétisation doit être effectuée manuellement pour 
conserver la position des points générés. Une seule couche de divergence est conservée 
et le nombre d'itérations maximal est réduit à 20. La procédure Julia2D est identique 
à la procédure JuliaC de l'annexe A à la différence qu 'elle retourne la position des 
points générés et non le nuage de points lui-:même. 
> restart : 
> with(plots): 
> PtFixe:= proc(c :: complex) 
local sol: # les 2 points fixes 
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if (c = 0.25) then 
return 0.5 + 0*1: 
else 
sol := fsolve(z-2 + c = z, z, complex) : 
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if ( (12*sol [1] 1 > 1 and 12*sol [2] 1 > 1 and 12*sol [1] 1 > 12*sol [2] 1 ) 
or (12*so1[1] 1 > 1 and 12*so1[2] 1 < 1) ) then 
return sol[l]: 
el se 
return sol [2] : 
end if: 
end if : 
end proc : 
> JuliaRempli2D := proc(c :: complex, nbpt :: integer) 
local Points: # les positions des points générés 
# sous forme complexe 
local Couche: # les positions des points d'une couche 
# sous forme complexe 
local R: # le rayon maximal 
local N: # le nombre d'itérations 
local i, j, k : 
local zO : 
if (nbpt <= 10) then 
de divergence 
print('Il faut choisir un pas de discrétisation supérieur à dix'): 
else 
# Initialisation des valeurs et vecteurs 
N := 20: 
R := max(evalf(lcl),2): 
Points [] : 
Couche := []: 
# Itérations du polynôme à chaque point de la fenêtre 
for i from 0 to nbpt do 
for j from 0 to nbpt do 
for k from 1 to N while ( evalf(lzOI)<=R ) do; 
zO := zO-2 + c : 
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end do: 
# Conservation de la position des points dont les itérées 
# restent bornées ou dans une première couche de divergence 
if ( k = (N+l) ) then 
Points 
elif ( 7 <= 
Couche 
end if: 
end do: 
end do: 
[op(Points) , (-R+(i!nbpt)*2*R) 
k <= N ) then 
[op (Couche) , ( -R+(i!nbpt)*2*R) 
# Retour des positions des points 
return Points, Couche: 
end if: 
end proc: 
> Julia2D := proc(c: :complex, N: : integer) 
local Points : # les positions des points générés 
local z, r, i: 
if ( N <= 0 ) then 
print('II faut itérer au moins une fois'): 
else 
# Initialisation des valeurs et vecteurs 
z := PtFixe(c): 
Points := []: 
# Algorithme d'itération inverse 
for i from 1 to N do 
# Nombre aléatoire pour déterminer la branche de la racine carrée 
r rand(1 .. 2) : 
z (-l)~r() * evalf(sqrt(z-c)): 
Points := [op(Points) , z]: 
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end do : 
# Retour des positions des points 
return Points: 
end if : 
end proc : 
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Les procédures suivantes correspondent à chacun des morceaux de la caractérisa-
tion des ensembles de Julia bicomplexes selon le corollaire 4.1 . Des listes différentes 
sont utilisées pour garder en mémoire les points générés et ceux qui sont affichés se-
lon la coupe tridimensionnelle. La constante c doit être entrée sous la forme d'une 
liste à quatre éléments. Pour les procédures MorceauI et MorceauII , la variable N 
représente le nombre d'itérations associé à la procédure Julia2D et la variable nbpt 
correspond au pas de discrétisation de la procédure JuliaRempli2D. Pour la procé-
dure MorceauIII , la variable Nl fournit le nombre d'itérations pour les ensembles de 
Julia complexes. La valeur eps est liée à la coupe tridimensionnelle et a été fixée à 
0,01 dans les exemples présentés. La commande display permet d'afficher plusieurs 
images dans une même figure. Les différents morceaux de la caractérisation ont été 
créés afin de pouvoir les visualiser séparément si désiré. La procédure JuliaBC3D les 
combine pour observer les ensembles de Julia dans l'espace tridimensionnel. 
> MorceauI := proc(c :: list, N: :integer, nbpt::integer, eps) 
local JR, JI1, JI2, JJ: # les 4 composantes des nombres générés 
local JRD, JI1D, JI2D, JJD: # les 4 composantes des nombres générés 
# dans la couche de divergence 
local axeR, axeIl, axeI2: # les points affichés 
local axeRD, axeI1D, axeI2D: # les points de la couche de divergence 
# affichés 
local cl, c2: # les nombres complexes associés à c 
local a, b: 
local i, j: 
local pl, p2: # les deux nuages de points de l'image 
# (l'ensemble et la couche de divergence) 
if ( nops(c) <> 4 ) then 
print('Il faut spécifier une constante bicomplexe à quatre composantes'): 
elif ( N <= 0 ) then 
print('Il faut itérer au moins une fois'): 
elif ( nbpt <= 10 ) then 
print('Il faut choisir un pas de discrétisation supérieur à dix'): 
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elif ( eps >= 1 or eps < 0 ) then 
print('Il faut choisir une précision de coupe entre zéro et un') : 
el se 
# Initialisation des vecteurs 
JR : = []: 
JI1 : = []: 
JI2 : = []: 
JJ : = []: 
JRD : = []: 
JI1D : = []: 
JI2D : = []: 
JJD : = []: 
axeR : = []: 
axeIl [] : 
axeI2 : = [] : 
axeRD := []: 
axeIlD [] : 
axeI2D : = []: 
# Création des ensembles du plan complexe 
cl := c[l] + c[2]*I: 
c2 := c[3] + c[4]*I: 
a := Julia2D(cl - c2*I, N) : 
b := JuliaRempli2D(cl + c2*I, nbpt): 
# Combinaison des 2 ensembles (sans la couche de divergence) 
for i from 1 ta nops(a) do 
for j from 1 ta nops(b[l]) do 
JR := [op(JR), O.5*(Re(a[iJ) + Re(b[l] [jJ))]: 
JI1 := [op(JI1), O.5*(Im(a[i]) + Im(b[l] [jJ))]: 
JI2 := [op(JI2), O. 5*(-Im(a[i]) + Im(b[l] [jJ))] : 
JJ := [op(JJ), O.5*(Re(a[i]) - Re(b[1] [j]))]: 
end do: 
end do : 
# Combinaison de l'ensemble de Julia et de la couche de divergence 
for i from 1 ta nops(a) do 
for j from 1 ta nops(b[2]) do 
JRD := [op(JRD), O.5*(Re(a[iJ) + Re(b[2] [jJ))]: 
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JI1D := [op(JI1D), O.5*(Im(a[i]) + Im(b[2] [j]))]: 
JI2D := [op(JI2D), O.5*( - Im(a[i]) + Im(b[2] [j]))] : 
JJD := [op(JJD), O. 5*(Re(a[i]) - Re(b[2] [j]))] : 
end do: 
end do : 
# Coupe tridimensionnelle 
for i from 1 to nops(JR) do 
if ( abs(JJ[i]) <= eps ) then 
axeR := [op (axeR) , JR[i]] : 
axeIl [op(axeIl), JIl [i]] : 
axeI2 [op(axeI2), JI2 [iJ] : 
end if: 
end do: 
for i from 1 to nops(JRD) do 
if ( abs(JJD[i]) <= eps ) then 
axeRD := [op (axeRD), JRD[i]] : 
axeI1D [op(axeI1D), JI1D[i]]: 
axeI2D [op(axeI2D), JI2D[i]]: 
end if: 
end do: 
# Affichage de l'ensemble dans l'espace tridimensionnel 
pl := pointplot3d({seq([axeR[i], axeIl[i], axeI2[i]], 
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i=l .. nops(axeR))}, scaling = constrained, symbol = point, 
axes = boxed, labels = [R, il, i2], color = "Salmon"): 
p2 := pointplot3d({seq([axeRD[i], axeI1D[i], axeI2D[i]], 
i=l .. nops(axeRD))}, scaling = constrained, symbol = point, 
axes = boxed, labels = [R, il, i2], color = "Cyan"): 
display(pl,p2): 
end if : 
end proc: 
> MorceauII := proc(c: :list, N: :integer, nbpt: :integer, eps) 
local JR, JI1, JI2, JJ : # les 4 composantes des nombres générés 
local JRD, JI1D, JI2D, JJD: # les 4 composantes des nombres générés 
# dans la couche de divergence 
local axeR, axeIl, axeI2: # les points affichés 
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local axeRD, axeI1D, axeI2D: # les points de la couche de divergence 
# affichés 
local cl, c2: # les nombres complexes associés à c 
local a, b : 
local i, j: 
local pl, p2: # les deux nuages de points de 11image 
# (1lensemble et la couche de divergence) 
if ( nops(c) <> 4 ) then 
print(III faut spécifier une constante bicomplexe à quatre composantes 1): 
elif ( N <= 0 ) then 
print(III faut itérer au moins une fois 1): 
elif ( nbpt <= 10 ) then 
print(III faut choisir un pas de discrétisation supérieur à dix 1) : 
elif ( eps >= 1 or eps < 0 ) then 
print(III faut choisir une précision de coupe entre zéro et uni): 
el se 
# Initialisation des vecteurs 
JR : = []: 
JI! : = []: 
JI2 : = []: 
JJ : = [] : 
JRD := []: 
JI1D : = []: 
JI2D : = []: 
JJD : = []: 
axeR : = []: 
axeI! [] : 
axeI2 : = []: 
axeRD : = []: 
axeI1D [] : 
axeI2D : = []: 
# Création des ensembles du plan complexe 
cl := c[l] + c[2]*I : . 
c2 := c[3] + c[4]*I : 
a JuliaRempli2D(cl c2*I, nbpt): 
b := Julia2D(cl + c2*I, N) : 
# Combinaison des 2 ensembles (sans la couche de divergence) 
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for i from 1 to nops(a[lJ) do 
for j from 1 to nops(b) do 
JR := [op(JR), O. 5*(Re(a[lJ [iJ) + Re(b[jJ))J: 
JIl := [op(JI1), O.5*(Im(a[1] Ci]) + Im(b[jJ))J: 
JI2 := [op(JI2), O.5*(-Im(a[lJ Ci]) + Im(bU]))J: 
JJ := [op(JJ), O.5*(Re(a[lJ [iJ) - Re(bUJ))J: 
end do : 
end do : 
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# Combinaison de l'ensemble de Julia et de la couche de divergence 
for i from 1 to nops(a[2J) do 
for j from 1 to nops(b) do 
JRD := [op(JRD), O.5*(Re(a[2J Ci]) + Re(b[j]))J: 
JI1D := [op (JI1D) , O.5*(Im(a[2J [iJ) + Im(b[jJ))J: 
JI2D : = [op (JI2D) , 0 .5* (-Im(a [2J [iJ) + Im(b UJ)) J : 
JJD := [op(JJD), O.5*(Re(a[2J Ci]) - Re(b[j]))J: 
end do : 
end do : 
# Coupe tridimensionnelle 
for i from 1 to nops(JR) do 
if ( abs(JJ[iJ) <= eps ) then 
axeR := [op (axeR) , JR[iJJ: 
axeIl [op(axeIl), JI1[iJJ: 
axeI2 [op(axeI2), JI2[iJJ: 
end if: 
end do: 
for i from 1 to nops(JRD) do 
if ( abs(JJD[iJ) <= eps ) then 
axeRD := [op (axeRD), JRD[iJJ: 
axeI1D [op(axeI1D), JI1D[iJJ: 
axeI2D [op (axeI2D), JI2D[iJJ: 
end if : 
end do: 
# Affichage de l'ensemble dans l'espace tridimensionnel 
pl := pointplot3d({seq([axeR[iJ, axeIl[iJ, axeI2[iJJ, 
i=l .. nops(axeR))}, scaling = constrained, symbol = point, 
axes = boxed, labels = [R, il, i2J, color = "Salmon"): 
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p2 pointplot3d({seq([axeRD[i], axeI1D[i], axeI2D[i]], 
i=l .. nops(axeRD))}, scaling = constrained, symbol = point, 
axes = boxed, labels = [R, il, i2], color = "Cyan"): 
display(pl,p2) : 
end if: 
end proc: 
> MorceauIII := proc(c: : list, Nl: :integer, eps) 
local JR, JI1, JI2, JJ: # les 4 composantes des nombres générés 
local axeR, axeIl, axeI2: # les points affichés 
local cl, c2: # les nombres complexes associés à c 
local a, b: 
local i , j: 
if ( nops(c) <> 4 ) then 
print('II faut spécifier une constante bicomplexe à quatre composantes'): 
elif ( Nl <= 0 ) then 
print('II faut itérer au moins une fois'): 
elif ( eps >= 1 or eps < 0 ) then 
print('II faut choisir une précision de coupe entre zéro et un'): 
el se 
# Initialisation des vecteurs 
JR : = []: 
JI1:=[]: 
JI2 : = []: 
JJ : = []: 
axeR := []: 
axe Il [] : 
axeI2 := []: 
# Création des ensembles du plan complexe 
cl : = c[l] + c[2] *1: 
c2 := c[3] + c[4]*I: 
a Julia2D(cl c2*I, Nl): 
b := Julia2D(cl + c2*I, Nl): 
# Combinaison des 2 ensembles et application de la coupe 
for i from 1 to Nl do 
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for j from 1 to Nl do 
JR := [op(JR), 0.5*(Re(a[i]) + Re(b[j]))]: 
JIl := [op(JI1), 0.5*(Im(a[i]) + Im(b[j]))]: 
JI2 := [op(JI2), 0.5*(-Im(a[i]) + Im(b[j]))]: 
JJ := [op(JJ), 0.5*(Re(a[i]) - Re(b[j]))]: 
end do : 
end do: 
# Coupe tridimensionnelle 
for i from 1 to nops(JR) do 
if ( abs(JJ[i]) <= eps ) then 
axeR := [op (axeR) , JR[i]] : 
axeIl [op (axeI1) , JIl [i]] : 
axeI2 [op(axeI2), JI2 [i]] : 
end if: 
end do: 
# Affichage de l'ensemble dans l'espace tridimensionnel 
return pointplot3d({seq([axeR[i], axeIl[i], axeI2[i]], 
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i=l .. nops(axeR))}, scaling = constrained, symbol = point, 
axes = boxed, labels = [R, il, i2], color = black) : 
end if: 
end proc: 
> JuliaBC3D proc(c: :list, N::integer, nbpt::integer, Nl::integer, eps) 
if ( nops(c) <> 4 ) then 
print('Il faut spécifier une constante bicomplexe à quatre composantes'): 
elif ( N <= 0 ) then 
print('Il faut itérer au moins une fois'): 
elif ( nbpt <= 10 ) then 
print('Il faut choisir un pas de discrétisation supérieur à dix'): 
elif ( Nl <= 0 ) then 
print('Il faut itérer au moins une fois'): 
elif ( eps >= 1 or eps < 0 ) then 
print('Il faut choisir une précision de coupe entre zéro et un'): 
else 
display(MorceauI(c, N, nbpt, eps) , MorceauII(c, N, nbpt, eps) , 
MorceauIII(c, Nl, eps)): 
end if: 
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end proc: 
> JuliaBC3D([O.25,O,O,O],75,75,300,O.Ol) 
12 
B.3 Les ensembles de Julia par la méthode d'itéra-
tion inverse 
Pour la procédure JuliaBC3DInverse , la variable N représente le nombre d 'ité-
rations de l'algorit hme d'itération inverse et eps identifie de nouveau la coupe tri-
dimensionnelle. La procédure PtFixe est ut ilisée pour déterminer le point de départ 
de l 'algorithme. Les calculs sont effectués dans les composantes idempotentes puis 
les résultats sont transférés sous la représentation à quatre composantes réelles pour 
l 'affichage. 
> JuliaBC3DInverse proc(c: :list, N::integer, eps) 
local JR, J11, JI2, JJ: # les 4 composantes des nombres générés 
local axeR, axeIl, axeI2: # les points affichés 
local wl, w2: 
local cl , c2: # les nombres complexes associés à c 
local rl , r2: # deux nombres aléatoires 
local i : 
if ( nops(c) <> 4 ) then 
print('Il faut spécifier une constante bicomplexe à quatre composantes'): 
elif ( N <= ° ) then 
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print('Il faut itérer au moins une fois'): 
elif ( eps >= 1 or eps < 0 ) then 
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print('Il faut choisir une précision de coupe entre zéro et un'): 
else 
# Initialisation des vecteurs et valeurs 
JR : = []: 
JI1 : = []: 
JI2 : = []: 
JJ:=[J: 
axeR: = [] : 
axe 11 [] : 
axeI2 : = []: 
ci - c[!] + 
c2 - c[3] + 
c[2] *1: 
c[4] *1: 
'Ol1 - PtFixe(c1 c2*I) : 
'Ol2 - PtFixe(ci + c2*I) : 
# Algorithme d'itération inverse 
for i from 1 to N do 
r1 := rand(1 .. 2): 
r2 rand(1 .. 2): 
'Ol1 
'Ol2 
(-1)-r1() * evalf(sqrt( 'Ol1 
(-1)-r2() * evalf(sqrt( 'Ol2 
(ci c2*I))) : 
(ci + c2*I))): 
JR [op(JR), O.5*(Re('Ol1) + Re('Ol2))]: 
JI1 := [op(JI1), O.5*(Im('Ol1) + Im('Ol2))]: 
JI2 := [op(JI2), O.5*(-Im('Ol1) + Im('Ol2))]: 
JJ := [op(JJ), O.5*(Re('Ol1) - Re('Ol2))]: 
end do : 
# Coupe tridimensionnelle 
for i from 1 to nops(JR) do 
if ( abs(JJ[i]) <= eps ) then 
axeR := [op (axeR) , JR[i]] : 
axeI1 [op(axeI1), JI1[i]] : 
axeI2 [op(axeI2), JI2[i]]: 
end if: 
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end do: 
# Affichage de l'ensemble dans l'espace tridimensionnel 
return pointplot3d({seq([axeR[i], axeIl[i], axeI2[i]], 
i=l .. nops(axeR))}, scaling = constrained, symbol = point, 
axes = boxed, labels = [R, il, i2], color = black): 
end if: 
end proc: 
> JuliaBC3DInverse([0,1,0,0], 100000,0.01) 
R 
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