A difficult task in the theory of bent functions is to determine whether a bent function is equivalent to its dual bent function. In this paper we use certain results on the divisibility of Gauss Sums, mainly Stickelberger's Theorem, to study monomial bent functions. We find the degree of the dual bent function of the Kasami function, which in general is different from the degree of the Kasami function itself. It follows that the Kasami bent functions are not equivalent to their duals in general.
Introduction
Bent functions, being exceptional combinatorial objects, play an important role in different areas in coding theory as well as in cryptography. Although many concrete constructions of bent functions are known, the general structure of bent functions is still unclear. In particular a complete classification of bent functions seems hopeless today and it can therefore be useful to focus on special families. One special family is the class of monomial bent functions, i.e., of Boolean function represented as
for an exponent d and a fixed coefficient α ∈ F 2 n . Bent function of this type have been studied for example in [1, 3, 7, 9] . The class of monomial bent functions is in particular interesting for mainly two reasons. The only known non-normal bent functions are monomial bent functions, demonstrating that the study of these functions leads to new classes of bent functions. Furthermore it turns out that for each of the well studied classes of bent function, there is a monomial bent function belonging to these classes.
There are only a few exponents d known that allow the construction of bent functions. The Gold case d = 2 k + 1 belongs to the class of quadratic bent functions and there are several easy ways to compute the Walsh spectra of these functions. The Kasami (or Kasami-Welch) exponent d = 4
k − 2 k + 1 is particularly interesting as this exponent leads to non-normal bent functions, and therefore in particular to bent functions not linearly equivalent to Maiorana McFarland or PS bent functions (see [2] ).
Throughout the paper n denotes an even integer. Let , denote an inner product on F n 2 . Given a Boolean function f : F n 2 → F 2 , the function f (a) = x∈F n 2 (−1)
is called the Fourier transform of (−1) f . A function is called bent if for all a ∈ F n 2 it holds that f (a) = ±2 n/2 . Bent functions always occur in pairs, each bent function having a dual. Given a bent function f , we define the dual of f , denoted by f * , by the equation (−1)
The dual of a bent function is again bent and we have the rule f * * = f . In this paper we consider functions from F 2 n to F 2 instead of functions from F n 2 to F 2 . For the scalar product used in the definition of the Fourier Transform it is convenient to use x, y := tr(xy) where tr :
Two bent functions F n 2 → F 2 are said to be equivalent if one can be obtained from the other by an affine linear transformation of F n 2 . The (algebraic) degree of a function f (x) is the highest 2-weight of the exponents in the monomials in f . The degree of a function is an invariant under linear transformation.
One difficult problem in the theory of bent functions is to determine the dual bent function. Often it is even difficult to determine if a bent function is equivalent to its dual function. Gold bent functions are quadratic, and they are equivalent to their duals because the dual bent function is quadratic and any two quadratic bent functions are equivalent. Up to now it was not known whether the Kasami bent functions were equivalent to their duals. We show here that, in general, the Kasami bent functions are not equivalent to their duals. Our main result is the following (see section 3). Theorem 1.1. The degree of the dual function of tr(αx
) is equal to e + 1, where ek = 1 mod n.
This has the following consequence. Corollary 1.2. The Kasami bent function tr(αx
is not equivalent to its dual bent function when k 2 = 1 mod n.
For the case n not divisible by 3, it was proven by Dillon and Dobbertin (see [3] ) that for the Kasami exponent d = 4 k − 2 k + 1 with (k, n) = 1 the function
is bent iff α is not a cube. However their proof of this result does not give any information on the dual function, as it was proven that f (a) 2 = 2 n for all a. Later it was proven in [7] that for the Kasami Exponent the dual bent function can be computed by determining the K-set. By definition, the K-set is
where
and wt(j) denotes the binary weight of the smallest non-negative residue of j modulo 2 n − 1. In [7] the authors re-prove the Dillon-Dobbertin result without the hypothesis that (3, n) = 1. For completeness we recall the following Theorem from [7] , and include the proof in the Appendix. Theorem 1.3. Let n be an even integer and d = 4
is bent if and only if α is not a cube. In this case the dual bent function is equal up to a constant to f
This theorem is the starting point for our considerations. In section 2 we will show how to determine the set K.
Kasami K set
Recall n = 2m. Let d = 4
k − 2 k + 1 be a Kasami exponent, with (k, n) = 1. We denote by e the inverse of k modulo n, .i.e. ke = 1 mod n. Note that, as n is even, e is always odd. The case e = 1 corresponds to k = 1 and therefore to the Gold case. In the case e > n/2 considering the equivalent exponent for n − k instead yields a value of e < n/2. We thus can restrict ourselves without loss of generality to the case where 2 < e < n/2.
We are going to apply the "add and carry"-approach, as explained in [4] . We denote by s the product jd mod 2 n − 1 and its binary expansion as
where s i ∈ {0, 1}. The binary expansion of j is denoted by
with j i ∈ {0, 1}.
Remark 2.1. Throughout the paper all subscripts have to be understood modulo n.
To compute s = jd mod 2 n − 1 we have to compute
The idea in [4] is to use a modular version of an "add-with-carry algorithm" for the computation of s by expressing the values s i by some bits of j and some carry values c i . Note that, in contrast to the usual "add-with-carry algorithm", for the modular version the carry values are in general not in {0, 1}. For the convenience of the reader we will recall some elementary results from [4] . As explained in [4] the key equation for the "add and carry"-approach in the Kasami case is
where c i ∈ {−2, . . . , 2}.
Remark 2.2. Note that if c t = 2 for some index t, it follows from (2.1) that c t−1 = 2 and therefore c i = 2 for all i. For the same reason c t = −2 for some index t implies that c i = −2 for all i.
Adding equation (2.1) to the same equation shifted by −k we get
In particular it follows (see Lemma 5 in [4] ) that
By summing equation (2.1) for all i ∈ {0, . . . n − 1} we see that, in the case of the Kasami exponent, the "weight" of the carry values is directly connected to the value V d (j) = wt(j) + wt(−jd), namely
Thus for j in the K-set, i.e. V d (j) = n/2 + 1 it holds that c i = −n/2 + 1. For our purpose it is very convenient to reorder the sequences (j i ), (s i ) and (c i ) according to the following definition. Definition 2.3. Given any sequence a = (a 0 , . . . , a n−1 ) we denote by a (k) the reordered sequence
We call this ordering the k-ordering.
As gcd(k, n) = 1, the sequence a (k) is a permutation of the original sequence a and we have the identities
As explained above an element j is in the K-set if and only if we have wt(c) = −n/2 + 1. The next lemma gives a description of the possible carry sequences for elements in the K set. The sequences all begin with 0 and have consecutive subsequences of (0, −1) except that an extra 0 is inserted at each possible place.
Lemma 2.4. Up to cyclotomic equivalence, in the k-ordering the only possible carry sequences for elements in the K set are
Proof. As explained above it holds −1 ≤ c
i+1 ≤ 1 and due to Remark 2.2 for an element in the K set it holds for all c
i+1 } there are only four possibilities, namely
Given a carry sequence c (k) we consider the following values
With this notation the statement of the lemma is equivalent to A = 1, B = C = 0 and D = n/2 − 1.
Clearly, we have A+B +C +D = n/2 and due to the fact that wt(c) = −n/2+1 it holds that B − D = −n/2 + 1. In particular it follows from the first equation that n/2 ≥ D and from the second that D ≥ n/2 − 1, thus
But D = n/2 is impossible, as the second equation implies that B = 1 in this case and then A + B + C + D > n/2 a contradiction. Thus D = n/2, B = 0 and A + C = 1.
Assume that C = 1. Then the carry sequence is of the form
Denote by r the position where c (k) r = 1. In either case, as e is odd, it follows that c (k) r−e = −1. This is a contradiction as the equation
r−e + 1 does not have any valid solution. Therefore C = 0 and A = 1 which concludes the proof. Now let a carry sequence with the additional 0 in position t < n/2 be given.
For the given carry sequence it holds that c (k) r = −1 ⇔ r ∈ {2, 4, . . . , t − 1} ∪ {t + 2, t + 4, . . . , n − 1} and therefore c (k) r = 0 ⇔ r ∈ {0} ∪ {1, 3, . . . , t} ∪ {t + 1, t + 3, . . . , n − 2}. We are going to describe exactly the set of j's in the K-set with this given carry sequence. In particular this will allow us to determine the degree of the dual function. For this we will treat the cases e < t, e = t and e > t separately.
2.1. The case e < t. We are going to split the set of indices into four parts
We
can be nicely represented by means of certain path in the graph G. We will see that for the given carry sequence all sequences j (k) are of the following form, where "Graph" means that the conditions on the corresponding values are described by paths in the graph G. 
and the only possible solutions are
r+1 − 1 and this simplifies to s
and thus does not pose any additional restrictions on the j (k) r+1+e = −1. If r is odd, and x = j r , y = j r+1 , z = j r+2 , t = j r+3 , the fact that the r-th equation s
has a solution is equivalent to requiring (2.5) x − y + z ∈ {0, 1}, and the fact that the next equation for r + 1
r − 1 has a solution is equivalent to saying (2.6) y − z + t + 1 ∈ {0, 1}.
We consider (2.5) and (2.6) as the restrictions in moving from one odd-even pair of bits (x, y) to the next odd-even pair (z, t). We note that these are the only restrictions on (z, t), and we further note that when (z, t) are chosen, they in turn will use (2.5) and (2.6) to determine the next odd-even pair. The next odd-even pair will not depend on x and y at all, only on z and t.
In this way, we can track how ordered pairs (j
r+1 ) (r odd) of undetermined bits give rise to possibilities for the next pair of undetermined bits. We can express this situation very concisely in the form of a directed graph G, see Figure 1 .
It is now evident that solutions for the undetermined bits correspond to paths in this graph G that start at (j 
Therefore the only not possible pair for (j 1) . On the other hand we know that the pair (j
t+1 ) corresponds to a vertex in G. But due to the fact, that (0, 1) is not a vertex in the graph, being a vertex in the graph is the only restriction for the pair (j In this case, with the same arguments as above, the only condition is that the pair (j
) is a vertex in the graph.
Remark 2.5. Note that in particular, as
bits of j are fixed to one, the weight of j is lower bounded by n/2 − e.
2.2.
The case e = t. In this situation we get split the set of indices into the sets r+1 ) for r even correspond again to path in G. Case r ∈ {0, e, e + 1}.
(1) As r = n − e is going to fix j 
This is automatically fulfilled by all triples (j
2 ) are both vertexes in the graph. Remark 2.6. Note that in particular the weight of j is lower bounded by n/2 − e.
2.3. The case e < t. In this situation we split the set of indices into the sets
Here the values are fixed for r ∈ A 1 and r ∈ A 3 . For r ∈ A 2 and r ∈ A 4 the elements have to correspond to a path in G. We omit the details. Note that the weight of j is again lower bounded by n/2 − e.
Degree of the Dual function
We now give the proof of our main result. As usual we assume k > 1 and ek = 1 mod n with 2 < e < n 2 . We state two small results as lemmas first. Lemma 3.1. Let j ∈ {0, . . . , 2 n − 1} be an integer such that in the binary expansion of j there are no two consecutive ones. Then
Proof. The binary expansion of
alternates 1 and 0 (for example 0101010101) and has weight n/2. Adding a number with no consecutive 1's must increase the weight.
Lemma 3.2. In the binary expansion of the element
there are no consecutive ones.
Proof. Assume on the contrary that there are two consecutive ones, i.e.
(2i + e + 3)(−k) = (2j + e + 3)(−k) mod n for some 0 ≤ i, j ≤ n/2 − e − 1. Multipling with −e this implies e = 2(j − i) mod n, a contradiction as e is odd. Proof. By Theorem 1 the dual is given by
The above expression can be reordered as
and its (algebraic) degree is the highest 2-weight of s such that the corresponding coefficient does not vanish. In our case gcd(d, 2 n − 1) = 3, so for a fixed s the set
is a subset of a set of the form {j, j + 2 n −1
Furthermore, as α is by assumption a non-cube the coefficient of x s is 0 if and only if the set {j ∈ K | −jd = s} is empty or if its size is three.
In the last section it was already demonstrated that the 2-weight of all elements j in the set K is lower bounded by n/2 − e. Using wt(−jd) + wt(j) = n/2 + 1 it follows that the 2-weight of −jd, and therefore the degree of the dual function, is upper bounded by e + 1. Now we will prove that this bound is actually achieved.
To do this we consider the case e = t. In the graph G there exists a path from the pair (0, 0) to itself, so it is possible to choose a path in the graph that gives values j r = 0 for all j r that are not fixed. This element corresponds to
We conclude that we have found an element j 0 in the K-set such that wt(j 0 ) = n 2 − e (and this value is minimal). Finally, we have to ensure that not all three elements
3 are in K, because in this case the term with exponent s = −j 0 d in the expression (3.1) will have a zero coefficient, as outlined above. It is sufficient to show that at most one of these elements has the same weight as j 0 . This follows immediately from Lemma 3.1 and Lemma 3.2.
Corollary 3.4. The Kasami bent function tr(αx
Proof. Since the Kasami function has degree k + 1, and the dual has degree e + 1 by Theorem 3.3, their degrees are different if e = k, i.e. k 2 = 1.
Appendix A. Divisibility of Gauss sums
Let n be an even integer, say n = 2m. Let L be a finite extension of degree n of F 2 and let µ L the canonical additive character of L by definition, for all x ∈ L, µ L (x) = (−1)
trL(x) where tr L is the absolute trace of L. Since we are interested by dyadic (2-adic) approximations, we will consider multiplicative characters taking their values in an algebraic extension of Q 2 , the field of dyadic (2-adic) rational numbers. Let ξ be an element of order (2 n − 1) in the algebraic closure of Q 2 . The algebraic extension Q 2 (ξ)/Q 2 is unramified of degree n, and, all along the paper, we identify L with the residual field of Q 2 (ξ) that is Z 2 [ξ]/(2). The group of multiplicative characters of L, denoted by L × , is a cyclic group of order 2 n − 1. It is generated by the Teichmüller character ω defined by
Note that the above relation is equivalent to say
The reader who is not familiar with the above definitions will find the basic material (characters and Gauss sums) in the book of Lidl and Niederreiter [10] , and in the course of Koblitz [6] for the p-adic approach.
A binary function f from L into {−1, +1} is bent if and only if the absolute value of all its Fourier coefficients ). In that case, the dual of f is can be determined by approximations modulo 2 m+2 :
Proof: By Fourier inversion, a∈L f (a) = 2 n f (0) thus f (0) has also a dyadic valuation equal to m. For all a ∈ L, let u(a) be the odd integer such that f (a) = u(a)2 m , the Parseval identity claims
this is possible only if u(a) = ±1. For the last point,f (a) = (1 − 2f
This is the very simple idea that we want to apply to the monomial or more precisely to the the binary function x → µ L (αx d ) where α a non zero element of L and d a positive integer, 1 ≤ d < 2 n − 1.
We will consider the bent functions as functions defined over L × instead of L. For this point of view, it is natural to decompose the function in the basis of multiplicative characters of L. The Gauss sums τ L (χ) are the components of −µ L in the basis of multiplicative characters. In other words, applying Fourier transform inversion, we get :
whereχ denotes the inverse of the character χ.
Using this one can derive (see [7] )
A well known result of Stickelberger [12] claims that for all integer 0 ≤ j < 2 n − 1, the following congruence holds:
where wt(j) is the binary weight of the residue of j modulo 2 n − 1. Using the Teichmüller character one can show :
By Stickelberger's theorem, the dyadic valuation of τ L (ω j )τ L (ω dj ) is equal to V d (j) := wt(j) + wt(−jd) where the operations over indices must be done in the set of positive residues modulo (2 n − 1). In the next section, we will give dyadic estimation on the Fourier coefficients of the monomial x d by means of the fundamental mapping 
In general, it is difficult to determine the j's such that V d (j) ≤ m, moreover the determination of the dual of a monomial bent function would require more precise approximations like the Gross-Koblitz formula [6] , [11] . However, in the case where the exponent d satisfies the strong conditions (B.2) min 0<j<2 n −1 V d (j) = n/2, and V d (j) = n/2 =⇒ jd = 0.
we can reduce the study of the monomial αx d to the determination of two subsets of {1, 2, . . . , n} respectively defined by (B.3)
Under the condition (B.2) the equality (A.9) becomes :
The following Theorem summarizes the result. The minimal value of V d (j) for the Kasami exponent was already determined in [4] to be m = n/2. By extending the ideas from [4] the J -Set was determined in [7] for even n, and in [8] for odd n. In particular it was shown that Condition (B.2) is satisfied. Here we wish to determine the K-Set for even n.
