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Re´sume´ : Soit A une varie´te´ abe´lienne de´finie sur un corps de nombres K, le nombre de points
de torsion de´finis sur une extension finie L est borne´ polynomialement en terme du degre´ [L : K].
Lorsque A est isoge`ne a` un produit de varie´te´s abe´liennes simples de type GSp, c’est-a`-dire dont
le groupe de Mumford-Tate est “ge´ne´rique” (isomorphe au groupe des similitudes symplectiques)
et ve´rifiant la conjecture de Mumford-Tate, nous calculons l’exposant optimal dans cette borne,
en terme de la dimension des sous-varie´te´s abe´liennes de A. Le re´sultat est inconditionnel pour
un produit de varie´te´s abe´liennes simples dont l’anneau d’endomorphismes est Z et la dimension
n’appartient pas a` un ensemble exceptionnel explicite S = {4, 10, 16, 32, . . .}. Par ailleurs nous
prouvons, suivant une strate´gie de Serre, que si la conjecture de Mumford-Tate est vraie pour des
varie´te´s abe´liennes de type GSp, alors la conjecture de Mumford-Tate est vraie pour un produit
de telles varie´te´s abe´liennes.
Abstract : Let A be an abelian variety defined over a number fieldK, the number of torsion points
rational over a finite extension L is bounded polynomially in terms of the degree [L : K]. When A
is isogenous to a product of simple abelian varieties of GSp type, i.e. whose Mumford-Tate group is
“generic” (isomorphic to the group of symplectic similitudes) and which satisfy the Mumford-Tate
conjecture, we compute the optimal exponent for this bound in terms of the dimensions of the
abelian subvarieties of A. The result is unconditional for a product of simple abelian varieties with
endomorphism ring Z and dimension outside an explicit exceptional set S = {4, 10, 16, 32, . . .}.
Furthermore, following a strategy of Serre, we also prove that if the Mumford-Tate conjecture is
true for some abelian varieties of GSp type, it is then true for a product of such abelian varieties.
1 Introduction
Soit A une varie´te´ abe´lienne de dimension g ≥ 1 de´finie sur un corps de nombres K plonge´
dans C. Apre`s avoir choisi une polarisation, on sait que le groupe de Mumford-Tate de A (dont
la de´finition est rappele´e au paragraphe 5), note´ MT(A), est un sous-groupe alge´brique sur Q du
groupe des similitudes symplectiques note´ GSp2g. Nous dirons que “A est de type GSp” si son
groupe de Mumford-Tate est ge´ne´rique, c’est-a`-dire si MT(A) = GSp2g. Une condition ne´cessaire
est d’avoir EndKA = Z ; cette condition n’est pas en ge´ne´ral suffisante, mais on sait (voir par
exemple [16]) qu’elle l’est si g n’appartient pas a` l’ensemble exceptionnel S de´fini comme suit.
Notation. On note S l’ensemble des entiers g ≥ 1 tels que 2g est une puissance k-ie`me avec k ≥ 3
impair ou soit de la forme
(
2k
k
)
avec k ≥ 3 impair ; en symboles :
S :=
{
g ≥ 1 | ∃k ≥ 3, impair, ∃a ≥ 1, g = 2k−1ak
}
∪
{
g ≥ 1 | ∃k ≥ 3, impair, g =
1
2
(
2k
k
)}
(1)
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Introduisons maintenant l’invariant que nous allons e´tudier.
De´finition. On pose
γ(A) = inf {x > 0 | ∀F/K0 finie, |A(F )tors| ≪ [F : K]
x} .
La notation ≪ signifie qu’il existe une constante C, ne de´pendant que de A/K, telle que l’on a
|A(F )tors| ≤ C[F : K]
x. On peut traduire la de´finition en le fait que γ(A) est l’exposant le plus
petit possible tel que pour tout ε > 0, il existe une constante C(ε) = C(A/K, ε) telle que pour
toute extension finie F/K on a
|A(F )tors| ≤ C(ε)[F : K]
γ(A)+ε.
On voit facilement que l’invariant de´fini ci-dessus est inde´pendant du corps de de´finition K choisi
et ne de´pend en fait que de la classe d’isoge´nie de la varie´te´ abe´lienne A. Comme toute varie´te´
abe´lienne est isoge`ne a` un produit de varie´te´s abe´liennes simples et toute varie´te´ abe´lienne, apre`s
e´ventuellement une extension finie des scalaires, est isoge`ne a` une varie´te´ abe´lienne principalement
polarise´e, on pourra donc sans dommage imposer les conditions suivantes.
Convention. On supposera que la varie´te´ abe´lienne A est isomorphe a` un produit de varie´te´s
abe´liennes principalement polarise´es An11 × · · · × A
nd
d (avec des Ai simples non isoge`nes deux a`
deux) et qu’on a remplace´ K par une extension finie convenable.
Un re´sultat ge´ne´ral duˆ a` Masser [11] donne une borne simple :
γ(A) ≤ dimA
Cette borne est optimale lorsque A est une puissance d’une courbe elliptique avec multiplica-
tion complexe ; il est fort probable que la borne de Masser n’est jamais optimale dans les autres
cas. L’invariant γ(A) est calcule´ dans [9] pour un produit de courbes elliptiques et, de manie`re
diffe´rente, dans [17] pour une varie´te´ abe´lienne de type CM. Le proble`me analogue pour les modules
de Drinfeld est traite´ dans [4]. Ces calculs nous ont amene´ a` poser la question suivante.
Conjecture 1.1 Soient d et n1, . . . , nd des entiers strictement positifs. Si A est isoge`ne a` un
produit de varie´te´s abe´liennes
∏d
i=1A
ni
i avec les Ai simples non isoge`nes deux a` deux, alors
γ(A) = max
∅6=I⊂{1,...,n}
2
∑
i∈I ni dimAi
dimMT
(∏
i∈I Ai
) . (2)
Dans le cas particulier ou` Ai est dimension gi et de type GSp on devrait avoir :
γ(A) = max
∅6=I⊂{1,...,n}
2
∑
i∈I nigi
1 +
∑
i∈I 2g
2
i + gi
.
Il est assez e´le´mentaire de voir que γ(A) est toujours supe´rieur ou e´gal au membre de droite de
(2), la preuve est donne´e dans [9] (proposition 1.5). Il est aussi facile de voir que cette conjecture
repose sur le cas particulier de la conjecture de Mumford-Tate suivant. Notons ρℓ : Gal(K/K)→
GL(Tℓ(A)) ≃ GL2g(Zℓ) la repre´sentation ℓ-adique associe´e a` A (avec Tℓ(A) = lim←−
A[ℓn] le module
de Tate ℓ-adique de A) et Gℓ son image. On supposera pour simplifier (cf. la convention ci-dessus)
que A est munie d’une polarisation principale.
Conjecture 1.2 (Mumford-Tate) Si A/K est une varie´te´ abe´lienne de dimension g sur un
corps de nombres, de type GSp, alors Gℓ est un sous-groupe de GSp2g(Zℓ) d’indice fini, borne´
inde´pendamment de ℓ.
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Remarque. L’e´nonce´ donne´ ici est une version le´ge`rement plus forte que la conjecture initiale
formule´e dans [13] qui stipulait seulement une e´galite´ d’alge`bres de Lie ℓ-adiques, e´quivalente a` la
commensurabilite´ de Gℓ et MT(Zℓ). Cependant dans bon nombre de cas, on peut de´montrer que
la conjecture initiale suffit a` entraˆıner la conjecture plus forte ou` l’indice fini de´pendant a priori
de ℓ est en fait uniforme´ment borne´ ; c’est notamment le cas pour les varie´te´s abe´liennes de type
GSp (voir ci-dessous).
Dans la direction de la conjecture de Mumford-Tate pour les varie´te´s abe´liennes, on dispose de
divers re´sultats [1, 2, 5, 8, 16, 21, 26] ; dans notre contexte le re´sultat important est un the´ore`me
de Serre [26] comple´te´ par Pink [16], ou` l’ensemble S est de´crit par l’e´quation (1) ci-dessus, et
dans une autre direction par Hall [8].
The´ore`me 1.1 (Serre, Pink, Hall) Si A/K est une varie´te´ abe´lienne de dimension g n’appar-
tenant pas a` S, de´finie sur un corps de nombres, de type GSp alors Gℓ est un sous-groupe de
GSp2g(Zℓ) d’indice fini, borne´ inde´pendamment de ℓ. Si g est quelconque mais l’on suppose que le
mode`le de Ne´ron de A sur OK posse`de une fibre semistable avec dimension torique e´gale a` un, la
meˆme conclusion vaut.
Dans [25] (the´ore`me 3 paragraphe 7.), Serre de´montre que, dans le cas de type GSp, le fait que
le groupe Gℓ est un sous-groupe de GSp2g(Zℓ) d’indice fini entraˆıne que Gℓ est e´gal a` GSp2g(Zℓ)
pour ℓ assez grand et que cela est vrai si g est impair ou valant 2 ou 6 ; dans [16], Pink e´tablit
que le groupe Gℓ est un sous-groupe de GSp2g(Zℓ) d’indice fini pour les valeurs de g e´vitant
l’ensemble S. On remarquera que, si g /∈ S, la varie´te´ abe´lienne A est de type GSp si et seulement
si EndK¯(A) = Z. Enfin Hall [8] montre que, si l’on suppose que le mode`le de Ne´ron de A sur OK
posse`de une fibre semistable avec dimension torique e´gale a` 1, alors on obtient la meˆme conclusion.
The´ore`me 1.2 Si A/K est une varie´te´ abe´lienne de dimension g telle que, pour tout premier ℓ,
le groupe de Galois associe´ Gℓ est d’indice fini dans GSp2g(Zℓ), alors
γ(A) =
2 dimA
dimMT(A)
=
2g
2g2 + g + 1
. (3)
Corollaire 1.3 Si A/K est une varie´te´ abe´lienne de´finie sur un corps de nombres K, de dimen-
sion g telle que EndKA = Z. Supposons l’une des deux conditions suivantes re´alise´e :
1. la dimension g n’appartient pas a` S,
2. le mode`le de Ne´ron de A sur OK posse`de une fibre semistable avec dimension torique e´gale
a` 1,
alors
γ(A) =
2 dimA
dimMT(A)
=
2g
2g2 + g + 1
. (4)
Nous voulons ensuite e´tendre ce re´sultat au produit de varie´te´s abe´liennes du meˆme type. Pour
cela nous de´montrons e´galement que la conjecture de Mumford-Tate forte est vraie pour un tel
produit de varie´te´s abe´liennes. Nous renvoyons au paragraphe 5 pour les de´finitions des groupes
de Hodge et de Mumford-Tate.
The´ore`me 1.4 Soient r et n1 . . . , nr des entiers strictement positifs. Soient Ai des varie´te´s abe´-
liennes de dimension gi non isoge`nes deux a` deux telles que Hdg(Ai) = Sp2gi . Posons A :=
An11 × · · · × A
nr
r et, pour tout premier ℓ, notons ρℓ,i (respectivement ρℓ = ρℓ,1 × . . . , ρℓ,r) les
repre´sentations ℓ-adiques associe´es aux Ai (respectivement a` A) alors :
1. l’inclusion naturelle suivante est un isomorphisme :
Hdg(A) ∼= Hdg (A1 × · · · ×Ar) →֒ Sp2g1 × · · · × Sp2gr .
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2. soit ℓ un nombre premier. Si pour tout i, on a ρℓ,i (Gal(K(Ai[ℓ
∞])/K(µℓ∞))) ∼= Sp2gi(Zℓ)
(a` indice fini pre`s) alors, on a (a` indice fini pre`s) :
ρℓ (Gal(K(A[ℓ
∞])/K(µℓ∞))) ∼= Sp2g1(Zℓ)× · · · × Sp2gr (Zℓ).
3. si de plus l’indice fini pour chaque Ai est borne´ inde´pendamment de ℓ, il en est de meˆme
pour A.
Remarque 1.5 On peut re´sumer le the´ore`me en disant que si la conjecture de Mumford-Tate est
vraie pour Ai de type GSp, alors la conjecture de Mumford-Tate est vraie pour A =
∏
iA
ni
i . Sous
la dernie`re hypothe`se (point 3.), on peut montrer que (et nous allons le faire dans la preuve), il y
a en fait e´galite´ pour tout ℓ suffisamment grand.
Nous pouvons ainsi obtenir la valeur de γ(A) pour un produit de varie´te´s abe´liennes de type GSp
ve´rifiant Mumford-Tate fort.
The´ore`me 1.6 Soit Ai/K des varie´te´s abe´liennes non isoge`nes deux a` deux, de dimension gi
de´finies sur un corps de nombres, de type GSp telles que, pour tout premier ℓ, le groupe de Galois
associe´ Gℓ est d’indice fini dans GSp2gi(Zℓ). Soit A := A
n1
1 × · · · × A
nr
r avec des entiers ni ≥ 1.
On a alors
γ(A) = max
∅6=I⊂{1,...,n}
{
2
∑
i∈I ni dimAi
dimMT(
∏
i∈I Ai)
}
= max
∅6=I⊂{1,...,n}
{
2
∑
i∈I nigi
1 +
∑
i∈I 2g
2
i + gi
}
. (5)
Corollaire 1.7 Soit Ai/K des varie´te´s abe´liennes non isoge`nes deux a` deux, de dimension gi
de´finies sur un corps de nombres, telles que EndKAi = Z. Soit A := A
n1
1 × · · · × A
nr
r avec des
entiers ni ≥ 1. Supposons que pour chaque Ai l’une des deux conditions suivantes soit re´alise´e :
1. la dimension gi n’appartient pas a` S,
2. le mode`le de Ne´ron de Ai sur OK posse`de une fibre semistable avec dimension torique e´gale
a` un,
alors
γ(A) = max
∅6=I⊂{1,...,n}
{
2
∑
i∈I ni dimAi
dimMT(
∏
i∈I Ai)
}
= max
∅6=I⊂{1,...,n}
{
2
∑
i∈I nigi
1 +
∑
i∈I 2g
2
i + gi
}
. (6)
L’organisation du texte est la suivante. Le deuxie`me paragraphe contient divers rappels et re´sultats
de the´orie des groupes, pour la plupart e´le´mentaires concernant les groupes symplectiques et le
cardinal de l’ensemble des points d’un sous-groupe alge´brique de GLn a` valeurs dans Z/ℓ
mZ.
Le troisie`me paragraphe de´crit quelques sous-modules du module de Tate ℓ-adique d’une varie´te´
abe´lienne et aborde le calcul de l’intersection de l’extension de K engendre´e par des points d’ordre
fini avec l’extension cyclotomique. Le quatrie`me paragraphe contient la preuve du the´ore`me 1.2
(voir le the´ore`me 4.1), i.e. le calcul de l’invariant γ(A) pour une varie´te´ abe´lienne simple ge´ne´rique.
Le cinquie`me paragraphe contient des rappels sur les groupes de Mumford-Tate et de Hodge, et
on y calcule ces groupes pour un produit de varie´te´s abe´liennes simples ge´ne´riques. Le sixie`me
paragraph ! e contient la preuve du the´ore`me 1.6, i.e. le calcul de l’invariant γ(A) pour un produit
de varie´te´s abe´liennes simples ge´ne´riques.
Remerciements. Les deux auteurs remercient le referee pour ses remarques et corrections perti-
nentes.
2 Rappels et lemmes de groupes
Nous rassemblons dans ce paragraphe des lemmes combinatoires, des “lemmes de comptage”
de points a` valeurs dans Z/ℓnZ de divers groupes alge´briques, des lemmes spe´cifiques aux groupes
Sp2n et enfin une description de certains stabilisateurs sous-groupes de Sp2n qui seront importants
pour la de´monstration du the´ore`me 1.2.
Dans toute la suite, la notation ≫≪ signifiera “a` une constante multiplicative pre`s, inde´pendante
de ℓ”.
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2.1 Lemmes de comptages
Lemme 2.1 Soit G/Zℓ un sous-groupe alge´brique de GLn, de dimension d, tel que la re´duction
de G sur Fℓ est un groupe lisse. On a
∀m ≥ 1, |G (Z/ℓmZ)| = ℓ(m−1)d |G (Z/ℓZ)| .
De´monstration : Il s’agit d’une variante du lemme de Hensel. Plus pre´cise´ment, conside´rons l’ap-
plication naturelle (pour m ≥ 1) :
πm : G(Z/ℓ
m+1Z)→ G(Z/ℓmZ).
L’hypothe`se de lissite´ entraˆıne d’une part que πm est surjective et d’autre part que le noyau
s’identifie avec l’espace tangent a` G sur Fℓ et a donc pour ordre ℓ
dimG = ℓd. 
Proposition 2.2 Soit G/Z un sous-groupe alge´brique de GLn. Notons d sa dimension (sur Q),
r son rang et nG son nombre de composantes connexes. On a l’encadrement :
C1,ℓ(1−
1
ℓ
)r ≤
|G(Z/ℓZ)|
ℓd
≤ nGC2,ℓ(1 +
1
ℓ
)r
ou` C1 :=
∏
ℓ C1,ℓ et C2 :=
∏
ℓ C2,ℓ sont des produits convergents. Plus ge´ne´ralement on a :
∀N ≥ 1, C
ω(N)
1
∏
ℓ |N
(1−
1
ℓ
)r ≤
|G(Z/NZ)|
Nd
≤ C
ω(N)
2
∏
ℓ |N
(1 +
1
ℓ
)r,
ou` ω(x) est le nombre de premiers divisants x.
De´monstration : Il s’agit d’un re´sultat qui est sans doute bien connu des experts, mais dont
nous pre´fe´rons redonner une preuve rapide ici. Notons tout d’abord que la seconde partie de la
proposition de´coule directement de la premie`re et du lemme 2.1 pre´ce´dent. Il s’agit donc de mesurer
le cardinal de G(Z/ℓZ). Dans toute la discussion qui suit il convient de traiter a` part un petit
nombre (fini !) de premiers. Ceci ne pose pas de proble`me : pour tout ℓ, il existe C1,ℓ, C2,ℓ > 0
telles que
C1,ℓ ≤
|G(Z/ℓZ)|
ℓd
≤ C2,ℓ.
Dans la suite nous nous autoriserons donc toujours a` supposer que ℓ est pris en dehors d’un
ensemble fini (de´pendant du groupe G). Par ailleurs, si le groupe G n’est pas connexe, notons
nG le nombre de composantes connexes et G
0 la composante connexe de l’identite´ de G. On a
l’encadrement
|G0(Z/ℓZ)| ≤ |G(Z/ℓZ)| ≤ nG|G
0(Z/ℓZ)|.
Dans la suite, nous pouvons donc supposer que G est connexe. Sur Q le groupe G se de´compose
comme produit semi-direct sous la forme G = UR avec U unipotent et R re´ductif (il s’agit de la
de´composition de Le´vi). On a donc
|G(Z/ℓZ)| = |U(Z/ℓZ)| × |R(Z/ℓZ)|.
Or pour un groupe unipotent, l’exponentielle donne un isomorphisme entre U et son alge`bre de
Lie. Notamment, on a
|U(Z/ℓZ)| =
∣∣AdimU (Z/ℓZ)∣∣ = ℓdimU .
Il suffit donc de prouver le re´sultat pour un groupe re´ductif R. Or ce dernier est Q-isoge`ne au
produit direct T × S ou` T est un tore et S est semi-simple. En particulier ces groupes ont meˆme
nombres de points sur le corps Z/ℓZ :
|R(Z/ℓZ)| = |T (Z/ℓZ)| × |S(Z/ℓZ)|.
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Pour un groupe semi-simple, nous disposons d’un the´ore`me de Chevalley (cf. [29]) assurant que le
produit ∏
ℓ
|S(Z/ℓZ)|
ℓdimS
converge. Il suffit donc de ve´rifier que le re´sultat annonce´ est vrai dans le cas d’un tore de dimension
r ≥ 1. Dans ce dernier cas, on dispose d’une formule exacte pour le cardinal de T (Z/ℓZ) (cf. par
exemple [30] p.104 theorem 2) :
|T (Z/ℓZ)| = det(ℓIr − h(σ)),
ou` σ est un ge´ne´rateur topologique de Gℓ := Gal(Fℓ/Fℓ) et ou` h : Gℓ → GLr est la repre´sentation
de´finie par le Gℓ-module X
∗(TFℓ). Les valeurs propres de h(σ) sont de module 1, donc
(1−
1
ℓ
)r ≤
|T (Z/ℓZ)|
ℓd
≤ (1 +
1
ℓ
)r.

Corollaire 2.3 Soient G1 un sous-groupe alge´brique sur Z de GL et soit G1 un sous-groupe
alge´brique de GLZℓ sur Zℓ tel que sa re´duction modulo ℓ est conjugue´e sur Fℓ a` G1,Fℓ . On a
∀m ≥ 1, ∀ℓ tel que G1,Fℓ est lisse, on a : |G1(Z/ℓ
mZ)| ≫≪ ℓm dimG1 .
De´monstration : Si ℓ est tel que G1,Fℓ est lisse, l’assertion est une conse´quence directe du lemme
2.1 et de la proposition 2.2. 
Lemme 2.4 Soit G un sous-groupe alge´brique sur Z de GL, soit t ∈ N∗ et soit G1, . . . ,Gt une suite
de sous-groupes alge´briques de G sur Z. Soient G1 ⊂ G2 ⊂ · · · ⊂ Gt une suite de sous-groupes
alge´briques sur Zℓ de GZℓ . On suppose que pour tout i, Gi est conjugue´ sur Fℓ a` Gi. On note
gi := dimGi = dimGi et di := codimGGi = codimGZℓGi et on pose, pour toute suite croissante
d’entiers 0 = m0 < m1 < m2 < · · · < mt :
H(m1, . . . ,mt) = {M ∈ G(Zℓ) |M ∈ Gi mod ℓ
mi} .
Pour tous les ℓ tels que G et les Gi sont lisses sur Fℓ, on a alors
(G(Zℓ) : H(m1, . . . ,mt))≫≪ ℓ
∑t
i=1 di(mi−mi−1),
les constantes multiplicatives qui interviennent dans ≫≪ ne de´pendant que des Gi et pas des Gi.
De´monstration : Pour t = 1, conside´rons l’homomorphisme de re´duction re´d : G(Zℓ)→ G(Z/ℓ
m1Z).
Il est surjectif par l’hypothe`se de lissite´ et il induit donc un isomorphisme entre G(Zℓ)/H(m1) et
G(Z/ℓm1Z)/G1(Z/ℓ
m1Z). En appliquant le corollaire 2.3 a` G1 et G1, on voit que :
|G(Zℓ)/H(m1)| ≫≪ ℓ
m1(dimG−dimG1) = ℓm1d1 .
Montrons maintenant l’e´nonce´ par induction sur t. Introduisons les groupes finis :
G(m1, . . . ,mt) = {M ∈ Gt(Z/ℓ
mtZ) |M ∈ Gi mod ℓ
mi (pour 1 ≤ i ≤ t− 1)}.
L’e´nonce´ qu’on veut de´montrer peut se traduire par
(G(Z/ℓmtZ) : G(m1, . . . ,mt))≫≪ ℓ
∑
t
i=1 di(mi−mi−1).
On regarde l’homomorphisme naturel φ : Gt(Z/ℓ
mtZ) → Gt(Z/ℓ
mt−1Z) ; il est surjectif par l’hy-
pothe`se de lissite´ (sur Fℓ) et son noyau est d’ordre ℓ
gt(mt−mt−1). En notant H := G(m1, . . . ,mt−1)
6
le sous-groupe de Gt(Z/ℓ
mt−1Z), on voit que H ′ = φ−1(H) = G(m1, . . . ,mt) est de cardinal
ℓgt(mt−mt−1)|G(m1, . . . ,mt−1)|. On obtient ainsi
(G(Z/ℓmtZ) : G(m1, . . . ,mt)) = ℓ
−gt(mt−mt−1)
|G(Z/ℓmtZ)|
|G(Z/ℓmt−1Z)|
(G(Z/ℓmtZ) : G(m1, . . . ,mt−1)),
d’ou` en appliquant l’hypothe`se de re´currence au dernier terme du membre de droite
(G(Z/ℓmtZ) : G(m1, . . . ,mt))≫≪ ℓ
dt(mt−mt−1)+
∑t−1
i=1 di(mi−mi−1) = ℓ
∑t
i=1 di(mi−mi−1).

Nous incluons les deux e´nonce´s e´le´mentaires de the´orie des groupes suivants pour future
re´fe´rence :
Lemme 2.5 Soit H un sous-groupe d’indice fini m dans G, e´crivons G = ∪mi=1giH alors H˜ :=
∩mi=1giHg
−1
i est un sous-groupe normal d’indice divisant m!. En particulier, si G est simple et H
est d’un sous-groupe strict d’indice m dans G, alors m! ≥ |G|.
De´monstration : Conside´rons l’action de G sur G/H donne´e par (g, aH) 7→ gaH ; le noyau de
l’action est H˜ , ce qui fournit un homomorphisme injectif G/H˜ → Sm. 
Lemme 2.6 Soit H un sous-groupe normal de G dont le centralisateur est trivial (i.e. tel que
CG(H) = {1}). Un automorphisme de G induisant l’identite´ sur H est l’identite´ sur G.
De´monstration : Soit ψ ∈ Aut(G) tel que ψ|H = idH . Soit x ∈ H et y ∈ G alors ψ(y)xψ(y)
−1 =
ψ(yxy−1) = yxy−1. On en tire y−1ψ(y) ∈ CG(H) donc ψ(y) = y et on a bien ψ = idG. 
Enfin nous utiliserons le lemme combinatoire e´le´mentaire suivant.
Lemme 2.7 Soit a1, . . . , ak et b1, . . . , bk des entiers strictement positifs. On a l’e´galite´
sup
m1≥···≥mk
{∑k
i=1 aimi∑k
i=1 bimi
}
= max
1≤h≤k
{∑h
i=1 ai∑h
i=1 bi
}
. (7)
De´monstration : C’est le lemme 7.10 de [17]. Il s’agit d’une simple application de la transformation
d’Abel. 
Dans la version pour les produits de varie´te´s abe´liennes de type GSp nous utiliserons la ge´ne´rali-
sation (facile) suivante :
Lemme 2.8 Soit d ≥ 1 un entier, et pour tout i ∈ {1, . . . , d}, soit ti ≥ 1 des entiers. Pour i ≤ d
et j ≤ ti, on se donne e´galement des entiers aij et bij , strictement positifs. On a l’e´galite´
sup
mi1≥···≥miti
1≤i≤d
{∑d
i=1
∑ti
j=1 aijmij∑d
i=1
∑ti
j=1 bijmij
}
= max
1≤hi≤ti
1≤i≤d
{∑d
i=1
∑hi
j=1 aij∑d
i=1
∑hi
j=1 bij
}
. (8)
De´monstration : Tout d’abord, en choisissant 1 = mi1 = · · · = mih et mij = 0 pour j > h, on
voit que le membre de gauche est supe´rieur ou e´gal au membre de doite. Pour obtenir l’ine´galite´
inverse, posons t = max ti et posons mij = aij = bij = 0 si j ≥ ki + 1. Par transformation d’Abel,
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on a
A :=
d∑
i=1
ti∑
j=1
aijmij =
d∑
i=1
ti∑
j=1
j∑
l=1
ail(mij −mij+1)
=
t∑
j=1
d∑
i=1
j∑
l=1
ail(mij −mij+1)
≤
t∑
j=1
sup
1≤j≤ti
i∈{1,...,d}
(∑d
i=1
∑j
l=1 ail∑d
i=1
∑j
l=1 bil
)
d∑
i=1
j∑
l=1
bil(mij −mij+1)
≤
t∑
j=1
sup
1≤j≤ti
i∈{1,...,d}
(∑d
i=1
∑j
l=1 ail∑d
i=1
∑j
l=1 bil
)
d∑
i=1
bijmij
≤ sup
1≤j≤ti
i∈{1,...,d}
(∑d
i=1
∑j
l=1 ail∑d
i=1
∑j
l=1 bil
)
d∑
i=1
ti∑
j=1
bijmij
On conclut en divisant par la quantite´
∑d
i=1
∑ti
j=1 bijmij . 
2.2 Les groupes Sp et GSp
Soit J une matrice antisyme´trique non de´ge´ne´re´e, on de´finit le groupe alge´brique :
GSp2g,J :=
{
M ∈ GL2g | ∃λ(M) ∈ Gm,
tMJM = λ(M)J
}
.
Apre`s changement de base, on peut supposer que J =
(
0 Ig
−Ig 0
)
; on note alors GSp2g = GSp2g,J .
C’est un groupe alge´brique sur Z, et on a
M =
(
A B
C D
)
∈ GSp2g ⇐⇒
{
tAC et tBD sont syme´triques
∃λ(M) ∈ Gm,
tAD − tCB = λ(M)Ig
On introduit λ : GSp2g → Gm, l’homomorphisme qui associe a` M son multiplicateur λ(M).
Remarque 2.9 Notons le lien suivant entre l’application multiplicateur et le de´terminant :
∀M ∈ GSp2g (detM) = λ(M)
g.
Par de´finition de λ, on a Kerλ = Sp2g. Comme GSp2g (ainsi que Sp2g) est stable par transposition
on peut aussi en de´duire que A tB et C tD sont syme´triques.
L’alge`bre de Lie de Sp2g s’identifie a` l’alge`bre des matricesM telles que
tMJ+JM = 0, c’est-a`-dire
a` :
sp2g =
{
M =
(
A B
C D
)
| D = − tA et B,C sont syme´triques
}
.
On ve´rifie aise´ment sur l’alge`bre de Lie que dimSp2g = dim sp2g = 2g
2 + g.
Si L0 de´signe le lagrangien (sous-espace isotrope de dimension maximale) engendre´ par les g pre-
miers vecteurs de la base canonique, son fixateur dans Sp2g est
{
M =
(
Ig S
0 Ig
)
| S syme´trique
}
et son stabilisateur dans Sp2g est
{
M =
(
A B
0 tA−1
)
| A ∈ GLg et B
tA syme´trique
}
. Son fixa-
teur dans GSp2g est
{
M =
(
Ig S
0 λIg
)
| S syme´trique et λ ∈ Gm
}
et son stabilisateur dans le
groupe GSp2g est
{
M =
(
A B
0 λ tA−1
)
| A ∈ GLg et B
tA syme´trique et λ ∈ Gm
}
.
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Lemme 2.10 Soit M =
(
A B
C D
)
∈ GSp2g(Zℓ) telle que
Me1 ≡ e1 mod ℓ
m et Meg+1 ≡ eg+1 mod ℓ
m,
alors λ(M) ≡ 1 mod ℓm.
De´monstration : Notons ε1 le vecteur colonne a` g lignes et coordonne´es 1, 0, . . . , 0. Les hypothe`ses
se traduisent par
Aε1 ≡ ε1 mod ℓ
m, De1 ≡ ε1 mod ℓ
m, Cε1 ≡ 0 mod ℓ
m et Bε1 ≡ 0 mod ℓ
m.
On en tire donc λ(M)ε1 = (
tAD − tCB)(ε1) ≡
a11...
a1g
 mod ℓm et donc λ(M) ≡ a11 mod ℓm.
Comme par ailleurs ε1 ≡ Aε1 ≡
a11...
ag1
 mod ℓm, on a aussi a11 ≡ 1 mod ℓm. 
Corollaire 2.11 Pour tout entier m, soit G(m) le sous-groupe
G(m) :=
{
M ∈ GSp2g(Zℓ) | ∀x, Mx ≡ x mod ℓ
m
}
.
Alors
G(m) · Sp2g(Zℓ) =
{
M ∈ GSp2g((Zℓ) | λ(M) ≡ 1 mod ℓ
m
}
.
De´monstration : D’apre`s le lemme 2.10 le membre de gauche est inclus dans le membre de droite.
Mais, si M ∈ GSp2g(Zℓ) et λ = λ(M), la matrice
(
Ig 0
0 λ(M)−1Ig
)
M est dans Sp2g(Zℓ). Si de
plus λ ≡ 1 mod ℓm, on constate que
(
I 0
0 λI
)
appartient a` G(m). 
Lemme 2.12 Soit G0 :=
{(
I 0
0 λI
)
∈ GL2g(Zℓ) | λ ∈ Z
×
ℓ
}
, alors
G0 · Sp2g(Zℓ) = GSp2g(Zℓ).
De´monstration : Soit M ∈ GSp2g(Zℓ) de multiplicateur λ(M). La matrice
(
Ig 0
0 λ(M)−1Ig
)
M
est dans Sp2g(Zℓ). 
Nous rassemblons maintenant quelques re´sultats classiques sur les groupes symplectiques, leurs
sous-groupes distingue´s et leurs automorphismes.
Lemme 2.13 Soit g ≥ 1 et K un corps ; on exclut les cas g = 1, K = F2, F3 ou F4 et g = 2, K =
F2, le seul sous-groupe normal non trivial de Sp2g(K) est son centre {±1} ; les K-automorphismes
de Sp2g(K) sont tous inte´rieurs et ceux de PSp2g(K) proviennent par quotient des pre´ce´dents.
De´monstration : Voir Dieudonne´ [6], Chap. IV paragraphe 3 et Chap. IV paragraphe 6. 
Remarque 2.14 Il est clair (c’est en fait plus facile a` montrer) que tout automorphisme du groupe
alge´brique Sp2g est induit par un automorphisme inte´rieur. On peut aussi e´tendre ce lemme au
groupe des similitudes symplectiques.
Lemme 2.15 Soit g ≥ 1 et K un corps comme dans le lemme 2.13. Les K-automorphismes de
PGSp2g(K) sont tous inte´rieurs.
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De´monstration : Le groupe PSp2g(K) est le sous-groupe des commutateurs de PGSp2g(K), donc,
si φ est un automorphisme de PGSp2g(K), sa restriction a` PSp2g(K) induit un automorphisme
de PSp2g(K). Or le lemme 2.13 nous indique que de tels automorphismes sont inte´rieurs et pro-
viennent par quotient d’un automorphisme (ne´cessairement inte´rieur) de Sp2g(K). Par ailleurs, le
quotient de PGSp2g(K) par PSp2g(K) n’est autre que le groupe K
×/K×2 comme on le voit en
e´crivant le diagramme commutatif suivant :
1

1

1

1 // {±1} //

K×
x 7→x2
//

(K×)
2

// 1
1 // Sp2g(K) //

GSp2g(K)

// K×

// 1
1 // PSp2g(K) //

PGSp2g(K)

// K×/ (K×)
2

// 1
1 1 1
Notamment tout automorphisme φ de PGSp2g(K) induit un automorphisme φ| sur PSp2g(K).
Soit y ∈ Sp2g(K) tel que
∀x ∈ PSp2g(K), φ|(x) = y¯xy¯
−1.
De´finissons ψ ∈ Aut(PGSp2g(K)) par ψ(x) = y¯xy¯
−1. Montrons que φ ◦ ψ−1 est l’identite´ sur
PGSp2g(K). On sait de´ja` que (φ ◦ ψ
−1)|PSp2g(K) = id et on conclut graˆce au lemme 2.6, en
observant que le centralisateur de PSp2g(K) dans PGSp2g(K) est trivial. 
La situation pour Sp2g(Zℓ) est le´ge`rement diffe´rente puisque les groupes de congruence Γn :=
Ker{Sp2g(Zℓ)→ Sp2g(Z/ℓ
nZ)} sont des sous-groupes normaux.
Lemme 2.16 Les sous-groupes normaux non triviaux de Sp2g(Zℓ) sont les sous-groupes Γn et les
sous-groupes Γ˜n engendre´s par Γn et {±1}.
De´monstration : Voir [10]. 
Lemme 2.17 Soit g ≥ 2 et R un anneau local de corps re´siduel k, on suppose la caracte´ristique
de k diffe´rente de 2, 3 ou 5. Un automorphisme Sp2g(R) est un automorphisme inte´rieur, e´ven-
tuellement multiplie´ par un caracte`re central χ : Sp2g(R)→ {±id}, c’est-a`-dire donne´ par φ(m) =
χ(m)nmn−1.
De´monstration : Voir McQueen-McDonald [12] pour le cas g ≥ 3 et Bloshchitsyn [3] pour le cas
g = 2. 
Corollaire 2.18 Soit ℓ > 5 et R = Zℓ ou R = Z/ℓ
mZ ; les automorphismes de Sp2g(R) sont tous
des automorphismes inte´rieurs.
De´monstration : En effet un homomorphisme χ : Sp2g(R)→ {±id} se factorise dans les deux cas
par un homomorphisme χ¯ : Sp2g(Fℓ)→ {±id} dont le noyau est un sous-groupe distingue´ qui ne
peut eˆtre d’indice 2 et est donc e´gal au groupe Sp2g(Fℓ) entier. 
Lemme 2.19 Soit ℓ > 3 premier. Soit H un sous-groupe ferme´ de Sp2g(Zℓ) se projetant surjec-
tivement sur Sp2g(Fℓ), alors H = Sp2g(Zℓ) .
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De´monstration : Voir Serre [25], lemme 1 page 52. 
On peut aise´ment e´tendre ce re´sultat a` la situation produit :
Lemme 2.20 Soit ℓ ≥ 5 un nombre premier et soit H un sous-groupe ferme´ de GSp2g(Zℓ) ×
GSp2g(Zℓ) tel que son image dans GSp2g(Fℓ)×GSp2g(Fℓ) contient Sp2g(Fℓ)× Sp2g(Fℓ). Alors H
contient Sp2g(Zℓ)× Sp2g(Zℓ).
De´monstration : Il s’agit d’une adaptation imme´diate du lemme 10 de [23] en appliquant le lemme
2.19 du pre´sent article en lieu et place du lemme 3 de [22]. Pour la commodite´ du lecteur nous
re´digeons la preuve : soit H ′ l’adhe´rence du groupe des commutateurs de H . C’est un sous-
groupe de Sp2g(Zℓ)× Sp2g(Zℓ) et son image par re´duction modulo ℓ contient le groupe de´rive´ de
Sp2g(Fℓ)× Sp2g(Fℓ), groupe de´rive´ qui n’est autre que Sp2g(Fℓ)× Sp2g(Fℓ) tout entier car ℓ ≥ 5.
Il s’agit finalement de ve´rifier que H ′ = Sp2g(Zℓ) × Sp2g(Zℓ). Soit X l’intersection de H
′ et de
Sp2g(Zℓ) × {1}, et soit Y l’ensemble des e´le´ments de H dont la seconde coordonne´e est congrue
a` 1 modulo ℓ. Clairement, X ⊂ Y et le quotient Y/X est un pro-ℓ-groupe. Soient Y˜ et X˜ les i !
mages respectives de la premie`re composante de Y et de X dans Sp2g(Fℓ). Par hypothe`se, on a
Y˜ = Sp2g(Fℓ). D’autre part, Y˜ /X˜ est isomorphe a` un quotient de Y/X , donc est un ℓ-groupe.
Or Sp2g(Fℓ) n’a pas de sous-groupe distingue´, autre que lui-meˆme, d’indice une puissance de ℓ,
donc X˜ = Y˜ = Sp2g(Fℓ). Le lemme 2.19 entraˆıne que X = Sp2g(Zℓ) × {1}. Ainsi H
′ contient le
premier facteur du produit Sp2g(Zℓ) × Sp2g(Zℓ), et on montre de meˆme qu’il contient le second.
Donc H ′ = Sp2g(Zℓ)× Sp2g(Zℓ). 
Le calcul suivant combine le re´sultat classique (sur Fℓ) avec le lemme de Hensel (lemme 2.1).
Lemme 2.21 L’ordre des groupes Sp2g(Zℓ)/Γn est donne´ par :
∣∣Sp2g(Zℓ)/Γn∣∣ = ℓ(2g2+g)(n−1) ∣∣Sp2g(Fℓ)∣∣ = ℓ(2g2+g)(n−1)+g2 g∏
i=1
(ℓ2i − 1).
On remarquera que l’ordre d’un ℓ-sous-groupe de Sylow est ℓ(2g
2+g)(n−1)+g2 et l’indice d’un tel
sous-groupe est m :=
∏g
i=1(ℓ
2i − 1) et ve´rifie 6ℓg(g+1)/π2 ≤ m ≤ ℓg(g+1). On peut en de´duire le
corollaire suivant.
Corollaire 2.22 Soit C0 > 0. Il existe une constante C1 > 0 telle que si Sp2g1(Zℓ)/Γn1 et
Sp2g2(Zℓ)/Γn2 contiennent des sous-groupes isomorphes d’indice ≤ C0, alors, ou bien ℓ ≤ C1,
ou bien g1 = g2 et n1 = n2.
2.3 Les groupes Pr,s
Pour de´crire la dimension des stabilisateurs de sous-module du module de Tate, on intro-
duit dans ce paragraphe les groupes alge´briques qui seront, a` conjugaison pre`s, leurs enveloppes
alge´briques.
Dans les lemmes suivants on note e1, . . . , e2g une base symplectique (i.e. pour tout 1 ≤ i, j ≤ g,
ei · eg+i = +1 et ei · ej = 0 si |i− j| 6= 0).
Lemme 2.23 Soit 1 ≤ r ≤ g et soit Pr le sous-groupe de Sp2g fixant les vecteurs e1, . . . , er,
c’est-a`-dire
Pr :=
{
M ∈ Sp2g |Mei = ei, i ∈ [1, r]
}
.
Alors, Pr est un sous-groupe alge´brique de Sp2g sur Z. De plus Pr est lisse sur Fℓ pour tout premier
ℓ et de codimension
codimPr = 2rg −
r(r − 1)
2
.
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De´monstration : Il est clair que Pr est un sous-groupe alge´brique sur Z ; on peut donc calculer sa
codimension en calculant celle de son alge`bre de Lie. Celle-ci est compose´e des matrices de sp2g
dont les r premie`res colonnes sont nulles, c’est-a` dire de la forme 0g,r A B0r,r 0r,g−r 0r,g
0g−r,r C −
tA

avec A matrice g× (g− r), C matrice (g− r)× (g− r) syme´trique et B matrice g× g syme´trique.
L’e´nonce´ en de´coule aise´ment. 
Lemme 2.24 Soit 1 ≤ s ≤ r ≤ g. De´finissons Pr,s le sous-groupe de Sp2g fixant les vecteurs
e1, . . . , er et les vecteurs eg+1, . . . , eg+s, c’est-a`-dire
Pr :=
{
M ∈ Sp2g |Mei = ei, i ∈ [1, r] ∪ [g + 1, g + s]
}
,
alors, Pr,s est un sous-groupe alge´brique de Sp2g sur Z. De plus Pr,s est de codimension
codimPr,s = 2sg + 2rg − rs −
r(r − 1)
2
−
s(s− 1)
2
.
De plus les groupes Pr,s sont lisses sur Fℓ pour tout premier ℓ.
De´monstration : Il est clair que Pr,s est un sous-groupe alge´brique ; on peut donc calculer sa
dimension en calculant celle de son alge`bre de Lie. Celle-ci est compose´e des matrices de sp2g dont
les r premie`res colonnes sont nulles, ainsi que les colonnes g+1, . . . , g+ s, c’est-a` dire de la forme
0s,r 0s,g−r 0s,s 0s,g−s
0g−s,r A 0g−s,s B
0r,r 0r,g−r 0r,s 0r,g−s
0g−r,r C 0g−r,s −
tA

avec A matrice (g−s)×(g−r), C matrice (g−r)×(g−r) syme´trique et B matrice (g−s)×(g−s)
syme´trique. L’e´nonce´ en de´coule aise´ment. 
Remarque 2.25 Notons que le cas s = 0 revient a` identifier ci-dessus Pr,0 et Pr.
3 Modules isotropes et proprie´te´ µ
Comme nous supposons A munie d’une polarisation principale, nous pouvons identifier l’accou-
plement de Weil de´fini sur A[ℓn]× A∨[ℓn] (resp. sur Tℓ(A)× Tℓ(A
∨)) a` une application biline´aire
alterne´e : eℓn : A[ℓ
n]×A[ℓn]→ µℓn (resp. 〈., .〉 : Tℓ(A)× Tℓ(A))→ Tℓ(Gm)).
3.1 Modules isotropes
De´finition 3.1 Soit M un sous-Zℓ-module de Tℓ(A). Nous dirons que M sature´ si
∀x ∈ Tℓ(A), ℓx ∈M ⇒ x ∈M.
Lemme 3.2 Soit M un sous-Zℓ-module sature´ de Tℓ(A). Notons π : Tℓ(A) → Tℓ(A)/ℓTℓ(A) le
morphisme de re´duction modulo ℓ. Soit (em, . . . , e2g) une base d’un supple´mentaire du Fℓ-espace
vectoriel π(M). Alors tout rele`vement (em, . . . , e2g) de cette base, est une base d’un supple´mentaire
de M dans Tℓ(A).
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De´monstration : Avec les notations de l’e´nonce´, notons tout d’abord que la famille (em, . . . , e2g)
est libre : si
∑
i λiei = 0 avec λi ∈ Zℓ. Par la projection π on en de´duit alors que les λi sont
dans ℓZℓ, c’est a` dire de la forme, λi = ℓµi. En simplifiant par ℓ, nous obtenons donc la relation∑
i µiei = 0 et par ite´ration, on conclut que : ∀i, λi = 0. Notons N le Zℓ-module engendre´ par
cette famille. On a :
π(M +N) = π(M) + π(N) = Tℓ(A)/ℓTℓ(A).
Or, si L ⊂ Tℓ(A) est un sous-Zℓ-module qui se projette surjectivement sur Tℓ(A)/ℓTℓ(A), alors
L = Tℓ(A). En effet, par le the´ore`me des diviseurs e´le´mentaires, il existe une base (f1, . . . , f2g) de
Tℓ(A), un entier 2g ≥ r ≥ 0 et des entiers n1 ≥ . . . ≥ nr ≥ 0, tels que
L =
r⊕
i=1
Zℓℓ
nifi.
Pour que π(L) soit un Fℓ-espace vectoriel de dimension 2g, on voit que, ne´cessairement, r = 2g et
n1 = . . . = n2g = 0.
Dans notre situation il nous reste donc a` ve´rifier que la sommeM+N = Tℓ(A) est directe. C’est ici
que nous allons utiliser l’hypothe`se de saturation. Soit x ∈M et λi ∈ Zℓ tels que x =
∑2g
i=m λiei.
On a
x−
2g∑
i=m
λiei = 0⇒ π(x)−
2g∑
i=m
λiei = 0
⇒ π(x) = 0 et ∀i ≥ m, λi ∈ ℓZℓ.
Donc x ∈ M ∩ ℓTℓ(A) = ℓM car M est sature´. Finalement x = ℓy avec y ∈ M et λi = ℓµi. En
simplifiant par ℓ on en de´duit y −
∑2g
i=m µiei = 0. Par ite´ration on obtient finalement x = 0 et
∀i ≥ m, λi = 0. 
Lemme 3.3 Soit H∞ un sous-Zℓ-module isotrope maximal de Tℓ(A). Alors H∞ est sature´.
De´monstration : Notons 〈 · 〉 la forme biline´aire alterne´e sur Tℓ(A). Soit x ∈ H∞ tel qu’il existe
y ∈ Tℓ(A) tel que x = ℓy. Montrons que y ∈ H∞. Pour tout z ∈ H∞, on a
0 = 〈x · z〉 = 〈ℓy · z〉 = ℓ〈y · z〉.
Donc pour tout z ∈ H∞, on a 〈y · z〉 = 0. Comme H∞ est isotrope maximal, ceci implique que
y ∈ H∞. 
Lemme 3.4 Soit (e1, . . . , eg) une base d’un sous-Zℓ-module isotrope maximal H∞ de Tℓ(A). Il
existe un supple´mentaire H ′∞ isotrope maximal et une base (eg+1, . . . , e2g) de celui-ci de sorte que
dans la de´composition Tℓ(A) = H∞⊕H
′
∞ selon la base (e1, . . . , e2g), la forme symplectique s’e´crit
comme la forme canonique J .
De´monstration : Notons π : Tℓ(A) → Tℓ/ℓTℓ(A) la re´duction modulo ℓ. Soit (e1, . . . , eg) une
base de H∞. Par le lemme 3.3 pre´ce´dent, H∞ est sature´. Nous pouvons donc appliquer le lemme
3.2 : notons (f1, . . . , fg) une base d’un supple´mentaire H
′ totalement isotrope de π(H∞) dans
Tℓ/ℓTℓ(A) ≃ F
2g
ℓ telle que dans la base {e1, . . . , eg, f1, . . . , fg} de ce Fℓ-espace-vectoriel, la matrice
de la forme s’e´crit J ; il nous suffit de trouver une famille (f̂1, . . . , f̂g) relevant les f i, telle que
∀1 ≤ i, j ≤ g, 〈ei · f̂j〉 = δij , et 〈f̂i · f̂j〉 = 0.
Par le lemme 3.2, le Zℓ-module H
′
∞ engendre´ par les f̂i re´pondra au proble`me. Nous allons obtenir
les f̂i par approximations successives modulo ℓ
n.
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Notons (f1, . . . , fg) un rele`vement des f i dans Tℓ(A) ; la famille (f1, . . . , fg) est une base d’un
supple´mentaire H ′ de H∞ dans Tℓ(A) telle que (par choix des f i) dans la de´composition modulo
ℓ, on a F2gℓ = π(H∞)⊕H
′, la forme symplectique s’e´crit comme la forme canonique J . Ceci nous
donne donc une solution modulo ℓ.
Voyons maintenant comment utiliser cette solution modulo ℓ pour obtenir une solution modulo
ℓ2. Notons (f̂1, . . . , f̂g) ∈ Tℓ(A)
g une solution potentielle modulo ℓ2, i.e. telle que
∀1 ≤ i, j ≤ g, f̂i = fi mod ℓ et 〈ei · f̂j〉 = δij mod ℓ
2, et 〈f̂i · f̂j〉 = 0 mod ℓ
2. (9)
Il s’agit donc de prouver que cet ensemble d’e´quations admet une solution. On a
∀1 ≤ i ≤ g, ∃hi ∈ Tℓ(A), f̂i = fi + ℓhi,
et on cherche donc hi solution du syste`me d’e´quations (9). Pour tout i, j, il existe yij ∈ Zℓ tels
que
〈ei · fj〉 = δij + ℓyij .
Pour tout i, j ∈ {1, . . . , g}, on a donc
〈ei · f̂j〉 = 〈ei · fj〉+ ℓ〈ei · hj〉 = δij + ℓ (yij + 〈ei · hj〉) .
La premie`re partie du syste`me (9) se re´e´crit donc sous la forme
∀i, j, yij + 〈ei · hj〉 = 0 mod ℓ. (10)
Par ailleurs,
∀1 ≤ i, j ≤ g, ∃αij ∈ Zℓ, 〈fi · fj〉 = ℓαij ,
et la matrice (αij)i,j est antisyme´trique. Donc, on a
〈f̂i · f̂j〉 = 〈fi + ℓhi · fj + ℓhj〉 = 〈fi · fj〉+ ℓ (〈fi · hj〉+ 〈hi · fj〉) mod ℓ
2
= ℓ (αij + 〈fi · hj〉+ 〈hi · fj〉) mod ℓ
2
Ainsi, la seconde partie du syste`me (9) se re´e´crit
∀1 ≤ i < j ≤ g, αij + 〈fi · hj〉+ 〈hi · fj〉 = 0 mod ℓ. (11)
E´crivons les inconnues hi dans la base (e1, . . . , eg, f1, . . . , fg) :
∀1 ≤ i ≤ g, hi =
g∑
k=1
hki ek +
g∑
k=1
hg+ki fk,
avec les hki dans Zℓ. Avec ces notations, et en utilisant que dans la base (e1, . . . , eg, f1, . . . fg) la
matrice de 〈 · 〉 est la matrice J , on a
(10) ⇐⇒ ∀1 ≤ i, j ≤ g, hg+ij = −yij mod ℓ, (12)
et
(11) ⇐⇒ ∀1 ≤ i < j ≤ g, αij − h
i
j + h
j
i = 0 mod ℓ. (13)
Le syste`me (12) de´termine de manie`re unique modulo ℓ les composantes hg+ki pour tout i, k ∈
{1, . . . , g}. Le syste`me (13) ne fait intervenir que les composantes hji avec j ≤ g et peut se re´e´crire
sous la forme
(13) ⇐⇒

∀j ≥ 2, hj1 = α1j + h
1
j mod ℓ
...
hgg−1 = αg−1,g + h
g−1
g mod ℓ.
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Sous cette dernie`re forme on voit imme´diatement qu’il existe des solutions.
Le meˆme calcul, en remplac¸ant ℓ par ℓn et ℓ2 par ℓn+1 au de´part, montre qu’e´tant donne´e une
solution modulo ℓn, on en de´duit une solution modulo ℓn+1 qui est compatible (i.e. se re´duit
modulo ℓn en la solution modulo ℓn dont on est parti). Ceci nous assure donc de l’existence d’une
solution (f̂1, . . . , f̂g) ∈ Tℓ(A)
g comme recherche´e. 
Lemme 3.5 Soit H un sous-espace, totalement isotrope, de A[ℓ]. Notons π : Tℓ(A) → A[ℓ] la
projection canonique. Il existe un sous-Zℓ-module, H∞ de Tℓ(A), totalement isotrope, tel que
π(H∞) = H.
De´monstration : Comme au lemme pre´ce´dent on raisonne par approximations successives. Conside´-
rons (e1, . . . , er) une base du Fℓ-espace vectorielH que l’on comple`te en une base de Tℓ(A)/ℓTℓ(A) :
(e1, . . . , eg, f1, . . . , fg) telle que la forme 〈 · 〉 ait pour matrice J dans cette base. On commence
par remonter H modulo ℓ2 : on cherche des vecteurs ê1, . . . , êr ∈ Tℓ(A) tels que êi = ei mod ℓ et
tels que
∀1 ≤ i, j ≤ r, 〈êi · êj〉 = 0 mod ℓ
2. (14)
On fixe donc e1, . . . , eg, f1, . . . , fg des rele`vements quelconques des ei, f j dans Tℓ(A), et on pose,
pour tout i ≤ r, êi = ei+ℓhi. Notons que l’on a 〈ei ·ej〉 = ℓαij ou` la matrice αij est antisyme´trique.
Ainsi, on a
〈êi · êj〉 = ℓ (αij + 〈ei · hj〉+ 〈hi · ej〉) mod ℓ
2.
Le syste`me (14) est donc e´quivalent a`
∀1 ≤ i, j ≤ r, αij + 〈ei · hj〉+ 〈hi · ej〉 = 0 mod ℓ.
Cec syste`me est un sous-syste`me du syste`me (11) du lemme 3.4 pre´ce´dent. En particulier on peut
trouver une solution. On conclut alors comme au lemme pre´ce´dent. 
De´finition 3.6 Soit H ⊂ A[ℓ∞] un sous-groupe fini. Nous dirons que H est totalement isotrope
si pour tout points P,Q de H , de meˆme ordre ℓn, on a
eℓn(P,Q) = 1,
ou` eℓn de´signe l’accouplement de Weil sur A[ℓ
n].
Notons que si H est totalement isotrope au sens pre´ce´dent, alors son sous-groupe des points de
ℓ-torsion est totalement isotrope dans le Fℓ-espace vectoriel A[ℓ]. De plus, le lemme pre´ce´dent se
ge´ne´ralise imme´diatement a` un tel groupe H .
Lemme 3.7 Soit H ⊂ A[ℓ∞] un sous-groupe fini, totalement isotrope. Notons ℓn l’exposant de H.
Notons πn : Tℓ(A) → A[ℓ
n] la projection canonique. Il existe un sous-groupe totalement isotrope
Hti de A[ℓ
n], contenant H et il existe un sous-Zℓ-module, H∞ de Tℓ(A), totalement isotrope, tel
que πn(H∞) = Hti.
De´monstration : Le groupe H est isomorphe a`
∏r
i=1(Z/ℓ
miZ)ai avec m1 > . . . > mr et les ai ≥ 1.
En suivant la proce´dure indique´e dans la preuve du lemme 3.5 pre´ce´dent, on trouve un rele`vement
H1 modulo ℓ
mr−1 de (Z/ℓmr)ar tel que
∏r−1
i=1 (Z/ℓ
miZ)ai ×H1 est encore totalement isotrope. On
rele`ve ensuite la partie (Z/ℓmr−1)ar−1 ×H1 en un H2 modulo ℓ
mr−2 tel que
∏r−2
i=1 (Z/ℓ
miZ)ai ×H2
est totalement isotrope. Par ite´ration on obtient un groupe Hti := Hr totalement isotrope de la
forme (Z/ℓm1Z)
∑
r
i=1 ai . On le rele`ve, toujours par la meˆme proce´dure en un H∞ qui convient. 
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3.2 Proprie´te´ µ
E´tant donne´ un sous-groupe H fini de A[ℓ∞], nous introduisons a` pre´sent l’invariant suivant :
m1(H) = max {k ∈ N | ∃n ≥ 0, ∃P,Q ∈ H d’ordre ℓ
n, eℓn(P,Q) engendre µℓk} .
Dire que H est totalement isotrope e´quivaut a` dire que m1(H) = 1. De plus on peut noter que,
sur la de´finition, il est e´vident que m1(H) est supe´rieur a` la valeur m suivante :
m(H) := max
{
k ∈ N | ∃P,Q ∈ H d’ordre ℓk, eℓk(P,Q) engendre µℓk
}
.
Lorsque H est de la forme A[ℓn] alors m1(H) = m(H) = n.
Dans le cas ge´ne´ral, si H contient deux points d’ordre ℓn, tel que l’accouplement de Weil de ces
deux points est une racine primitive k-ie`me de l’unite´, alors comme cet accouplement est Galois-
e´quivariant, on obtient que
K(µℓk) ⊂ K(H).
De´finition 3.8 Nous appelons proprie´te´ (µ) pour une varie´te´ abe´lienne le fait d’avoir, pour tout
sous-groupe fini H ⊂ A [ℓ∞], l’e´galite´ (a` indice fini pre`s, borne´ uniforme´ment) :
K(µℓm1(H)) = K(H) ∩K(µℓ∞).
Nous allons montrer que les varie´te´s abe´liennes de type GSp ont la proprie´te´ (µ). Notons que, vu
notre de´finition de l’invariant m1(H), on a
K(µℓm1(H)) ⊂ K(H) ∩K(µℓ∞).
Proposition 3.9 Soit A une varie´te´ abe´lienne de dimension g, de´finie sur un corps de nombres
K. En notant δ(H) :=
(
Z×ℓ : λ(G0(H))
)
ou` G0(H) = Gal (K(A [ℓ
∞])/K(H)), on a, a` indice fini
pre`s, pour tout H sous-groupe fini de A[ℓ∞],
[K(H) ∩K(µℓ∞) : K] = δ(H).
Si on suppose de plus que la varie´te´ abe´lienne A est telle que Gℓ s’identifie, a` indice fini pre`s, avec
GSp2g(Zℓ), alors, pour tout H sous-groupe fini de A[ℓ
∞], on a l’e´galite´ a` indice fini pre`s :
K(H) ∩K(µℓ∞) = K(µℓm1(H)).
De´monstration : Identifions le groupe de Galois Gal (K(A [ℓ∞])/K) a` un sous-groupe de GSp(Zℓ).
Le groupe de Galois Gal (K(A [ℓ∞])/K(µℓ∞)) s’identifie alors a` avec SGℓ := Gℓ ∩ Ker(λ). Alors
K(H) ∩ K(µℓ∞) est la sous-extension fixe´e par le groupe U engendre´ par SGℓ et G0(H). On
voit imme´diatement que le noyau de Gℓ
λ
→ Z×ℓ → Z
×
ℓ /λ(G0(H)) est le groupe U d’ou` le premier
e´nonce´.
Passons maintenant au cas d’une varie´te´ de type Gsp. Commenc¸ons par conside´rer H∞ un sous-
groupe isotrope maximal de Tℓ(A). Par le lemme 3.4, on peut supposer que dans une de´composition
Tℓ(A) = H∞ ⊕ H
′
∞ la forme symplectique s’e´crit comme la forme canonique J . On voit alors
aise´ment que
Gal (K(A[ℓ∞])/K(H∞)) =
{
M =
(
I ∗
0 ∗
)
∈ GSp2g(Zℓ)
}
=
{
M =
(
I S
0 λI
)
| λ ∈ Z×ℓ et S syme´trique
}
D’apre`s le lemme 2.12, le groupe engendre´ par ce dernier groupe et par le groupe Sp2g(Zℓ) =
Gal (K(A[ℓ∞])/K(µℓ∞)) est GSp2g(Zℓ) tout entier. Ainsi K(H∞) ∩ K(µℓ∞) = K. Si H est un
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sous-groupe fini de A[ℓ∞] totalement isotrope, dans ce cas, le lemme 3.7 et ce qui pre´ce`de nous
permettent de conclure : a` indice fini pre`s, on a K(H) ∩K(µℓ∞) = K.
Soit maintenant H un sous-groupe fini non-isotrope d’exposant ℓrH de A[ℓ∞]. On a
[ℓm1(H)](H) est totalement isotrope.
En effet si P et Q sont deux points d’ordre ℓn dans H , alors
eℓn−m1(H)(ℓ
m1(H)P, ℓm1(H)Q) = eℓn(P,Q)
ℓm1(H) = 1 par de´finition de m1(H).
En appliquant le lemme 3.7, on trouve donc un sous-groupe H ′ contenant [ℓm1 ](H) de meˆme
exposant et il existe un sous-Zℓ-module H∞ totalement isotrope de Tℓ(A) tel que, si, pour tout
entier n ≥ 1, πn : Tℓ(A)→ Tℓ(A)/ℓ
nTℓ(A) = A[ℓ
n] de´signe la projection canonique, on a
πrH (H∞) = H
′.
Par le lemme 3.4, on peut supposer que dans une de´composition Tℓ(A) = H∞ ⊕ H
′
∞ la forme
symplectique s’e´crit comme la forme canonique J . Pour tout n ≥ 1, notons
Hn := πn(H∞) = H∞/H∞ ∩ ℓ
nTℓ(A).
On a pour tout n ≥ 1, [ℓ]Hn+1 = Hn. On peut donc poser
H∞ =
⋃
n≥1
Hn ⊂ A[ℓ
∞].
De plus, on voit que le groupe de Galois correspondant a` H∞ est le meˆme que celui correspondant
a` H∞. On a
H ⊂ [ℓm1(H)]−1(H ′) = [ℓm1(H)]−1(HrH ) ⊂ [ℓ
m1(H)]−1(H∞).
En conside´rant la multiplication par ℓm1(H) sur H∞, on en de´duit (car H∞ est ℓ-divisible) que
H ⊂ H∞ + ker[ℓm1(H)] =: H˜∞.
Ainsi comme dans le cas totalement isotrope, on se rame`ne a` une situation ou` un lemme de groupe
permet de conclure :
Gal
(
K(A[ℓ∞])/K(H˜∞)
)
=
{
M ∈ GSp2g(Zℓ) | ∀i ≤ g, Meg+i = eg+i mod ℓ
m1(H), et, Mei = ei
}
.
La meˆme preuve que celle du corollaire 2.11 donne alors le re´sultat :
Gal
(
K(A[ℓ∞])/K(H˜∞)
)
· Sp2g(Zℓ) =
{
M ∈ GSp2g((Zℓ) | λ(M) ≡ 1 mod ℓ
m1(H)
}
.
Notamment, on a, a` indice fini borne´ pre`s,
K(H) ∩K(µℓ∞) ⊂ K(H˜∞) ∩K(µℓ∞) ⊂ K(µℓm1(H)).
Par la remarque pre´ce´dant la proposition on sait de´ja que l’autre inclusion est vraie. 
4 Calcul de l’invariant γ(A) pour A simple de type GSp
Nous de´montrons maintenant un re´sultat qui, conjugue´ au the´ore`me 1.1 entraˆıne le the´ore`me
1.2.
The´ore`me 4.1 Si A/K est une varie´te´ abe´lienne de dimension g, de´finie sur un corps de nombres
K, telle que : pour tout premier ℓ, le groupe Gℓ s’identifie a` un sous-groupe de GSp2g(Zℓ) d’indice
fini, borne´ inde´pendamment de ℓ ; alors
γ(A) =
2 dimA
dimMT(A)
=
2g
2g2 + g + 1
.
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De´monstration : Nous commenc¸ons l’argument dans le cas plus ge´ne´ral d’une varie´te´ abe´lienne
quelconque ve´rifiant la conjecture de Mumford-Tate forte (la de´finition des groupes de Hodge et
de Mumford-Tate est rappele´e au paragraphe 5). Nous spe´cialiserons un peu plus tard la preuve au
cadre MT(A) = GSp2g. Pour simplifier les notations, nous supposerons ici que Gal(K(A[ℓ
∞])/K)
s’identifie avec MT(Zℓ). On commence par se ramener au cas ℓ-adique (cf. [9] proposition 4.1) :
Proposition 4.2 Soit α > 0. Pour de´montrer que γ(A) ≤ α, il suffit de montrer que : il existe
une constante strictement positive C(A/K) ne de´pendant que de A/K telle que pour tout nombre
premier ℓ, pour tout sous-groupe fini Hℓ de A[ℓ
∞], on a
Card (Hℓ) ≤ C(A/K)[K(Hℓ) : K]
α. (15)
Soit donc H sous-groupe fini de A[ℓ∞], on pose
G0(H) := {M ∈ MT(Zℓ) | ∀x ∈ H, Mx = x} .
et G(H) := G0(H) ∩ Hdg(Zℓ). Comme groupe abstrait, H est de la forme H ≃
∏2g
i=1 Z/ℓ
miZ.
Notons e1, . . . , e2g un syste`me de ge´ne´rateurs ; les ei e´tant d’ordre respectif ℓ
mi . Notons de plus
{ê1, . . . , ê2g} une base de Tℓ(A) relevant la famille {ei}, i.e. telle que ei = êi mod ℓ
mi pour tout
i. On a
G(H) = {M ∈ Hdg(Zℓ) |Mêi = êi mod ℓ
mi , 1 ≤ i ≤ 2g} .
Lemme 4.3 Soit H un sous-groupe fini de A [ℓ∞]. Notons δ(H) :=
(
Z×ℓ : λ(G0(H))
)
. On a alors :
[K(H) : K] = (MT(Zℓ) : G0(H)) = δ(H)(Hdg(Zℓ) : G(H)).
De´monstration : La premie`re e´galite´ est donne´e par la the´orie de Galois car on a suppose´ que
Gal(K(A[ℓ∞])/K) s’identifie avec MT(Zℓ). La seconde e´galite´ est une chasse au diagramme facile.

Nous supposerons de´sormais que A est de type GSp, et donc que Hdg(A) = Sp2g. Quitte a`
renume´roter on peut supposer que les exposants mi (correspondants au ei) sont ordonne´s dans
l’ordre de´croissant : m1 ≥ . . . ≥ m2g. On pose alors
m1 := max{mi | mi 6= 0} et par re´currence m
r+1 = max{mi | mi < m
r}.
On obtient ainsi une suite strictement de´croissante m1 > . . . > mt ≥ 1 (avec t ≤ 2g). Le groupe
H est isomorphe a`
∏t
i=1
(
Z/ℓm
i
Z
)ai
. On de´finit ensuite pour tout 1 ≤ r ≤ t, les sous-ensembles
Ir = {i ∈ {1, . . . , 2g} | mi ≥ m
r} de cardinal |Ir| =
r∑
i=1
ai.
Introduisons maintenant la suite croissante de groupes alge´briques sur Zℓ suivants :
∀1 ≤ r ≤ t Gr :=
{
M ∈ Sp2g | Mêi = êi ∀i ∈ It+1−r
}
.
On voit que
G(H) =
{
M ∈ Sp2g(Zℓ) | ∀1 ≤ r ≤ t M ∈ Gr mod ℓ
mt+1−r
}
.
Par changement de base symplectique sur Fℓ, chacun des Gi est conjugue´ sur Fℓ a` l’un des groupes
Pr,s introduits au paragraphe 2.2. En posant G = Sp2g, on voit que, avec les notations du lemme
2.4, on a
G(H) = H(m1, . . . ,mt).
On va donc pouvoir appliquer le lemme 2.4. Pour obtenir la valeur exacte de γ(A) et pas seulement
une majoration, nous allons traiter le cas H d’exposant ℓ puis le cas ge´ne´ral.
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4.1 Si H est d’exposant ℓ
Commenc¸ons par calculer δ(H). Le groupe H est inclus dans le Fℓ-espace vectoriel A[ℓ].
Lemme 4.4 Si H est inclus dans un sous-espace totalement isotrope alors δ(H) = 1. Sinon
δ(H)≫≪ ℓ.
De´monstration : Si H est totalement isotrope, c’est la proposition 3.9. Si H est n’est pas inclus
dans un lagrangien, alors il existe P,Q ∈ H tels que l’accouplement de Weil, eℓ(P,Q), soit une
racine ℓ-ie`me primitive de l’unite´. Le formalisme de l’accouplement de Weil nous donne alors
K(µℓ) ⊂ K(H) ∩K(µℓ∞).
De plus on a K(H) ⊂ K(A[ℓ]) et on sait par la proposition 6.8 de [9] que
[K(A[ℓ]) ∩K(µℓ∞) : K(µℓ)] = O(1).
On en de´duit donc le re´sultat. 
Il reste maintenant a` calculer (Sp(Zℓ) : G(H)). Dans notre cadre d’exposant ℓ, l’entier t pre´ce´dent
vaut ne´cessairement 1. Le lemme 2.4 (applicable d’apre`s le lemme 2.24) nous donne donc :
[K(H) : K]≫≪ δ(H)ℓcodimPr,s ,
ou` (r, s) (avec e´ventuellement s = 0) est le couple correspondant a` H .
1. Si H est inclus dans un lagrangien, on obtient donc l’ine´galite´
|H | = ℓr ≪ [K(H) : K]γ
si et seulement si
γ ≥
r
codimPr
.
Il est clair que lorsque H varie, tous les groupes Pr interviennent, donc pour les groupes
totalement isotropes, l’exposant
max
1≤r≤g
r
codimPr
est admissible. Dans notre cas, on a Hdg(A) = Sp2g, donc
1
2g − r2 +
1
2
=
r
2rg − r(r−1)2
≤ γ.
Un simple calcul montre que le membre de gauche, vu comme fonction de r ∈ [1, g], est
croissant et a pour valeur maximale 2g3g2+g (pour r = g) qui est bien plus petit que γ :=
2g
2g2+g+1 .
2. Si H n’est pas inclus dans un lagrangien, on obtient de meˆme l’ine´galite´
|H | = ℓr+s ≪ [K(H) : K]γ ≫≪ ℓγ(1+codimPr,s)
si et seulement si
γ ≥
r + s
1 + codimPr,s
.
Finalement dans ce cas, l’exposant
max
1≤r,s≤g
r + s
1 + codimPr,s
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est admissible. Comme Hdg(A) = Sp2g, on a donc
[K(H) : K]≫≪ ℓ1+codimPr,s = ℓ1+2sg+2rg−rs−
r(r−1)
2 −
s(s−1)
2 ,
et on voit que l’on a l’ine´galite´
|H | = ℓr+s ≪ [K(H) : K]γ ≫≪ ℓγ(1+codimPr,s)
si et seulement si
r + s
1 + 2sg + 2rg − rs − r(r−1)2 −
s(s−1)
2
≤ γ.
Un simple calcul montre que le membre de gauche, vu comme fonction de r, s ∈ [1, g], est
croissante par rapport aux deux variables, et a une valeur maximale (pour r = s = g) qui
est e´gale γ := 2g2g2+g+1 .
Finalement dans le cas ou` le groupe H est d’exposant ℓ, on voit que
α(A) =
2g
2g2 + g + 1
est un exposant admissible et de plus, c’est e´galement la valeur minimale pour γ(A).
4.2 Si H est quelconque
On suppose maintenant que H est d’exposant ℓn. Il suffit, pour conclure, de montrer que la valeur
α(A) pre´ce´dente est toujours admissible dans ce cas. Comme pre´ce´demment, on peut appliquer le
lemme 2.4 : [
Sp2g(Zℓ) : G(H)
]
≫ ℓ
∑
t
i=1 di(m
t+1−i−mt+1−(i−1)),
ou` l’on a pose´ mt+1 = 0 et ou` di est la codimension de Gi. Les groupes alge´briques Gi e´tant
conjugue´s sur Fℓ aux Pr,s (avec e´ventuellement s = 0), di est e´galement la codimension du groupe
Pri,si correspondant. Par ailleurs, la suite des (Gi)i e´tant croissante, la suite des (Pri,si)i l’est
e´galement. Ceci se traduit par
∀i, ri ≥ ri+1 et si ≥ si+1.
Il nous reste a` calculer la valeur de δ(H) (ou plutot une minoration de δ(H)). Soit m ≥ 1 un entier
maximal tel que H contient deux points P,Q d’ordre ℓm tels que eℓ(ℓ
m−1P, ℓm−1Q) est une racine
primitive ℓ-ie`me de l’unite´. Si un tel m n’existe pas, posons m := 0. Soit ensuite h ∈ {1, . . . , t}
minimal tel que mh ≤ m. Si m = 0, prenons h = t+ 1. L’accouplement de Weil nous indique que
δ(H)≫ φ(ℓm) ≥ φ(ℓm
h
)≫≪ ℓm
h
.
Par ailleurs, si h = t + 1 tous les Pri,si sont tels que si = 0. Si par contre h ≤ t, alors le groupe
Prh,sh est tel que sh 6= 0 ; pour k ≥ h, on a st+1−k 6= 0, et pour k < h, on a st+1−k = 0. Autrement
dit on a la suite d’inclusions
Pr1,s1 ⊂ . . . ⊂ Prt+1−h,st+1−h ⊂ Prt+1−(h−1) ⊂ . . . ⊂ Prt .
Posons
δ1 = . . . = δt+1−h = 1, et δt+1−(h−1) = . . . = δt = 0.
On voit que mh =
∑t
i=1(m
t+1−i −mt+1−(i−1))δi. Nous obtenons ainsi la minoration
[K(H) : K]≫ ℓ
∑
t
i=1(m
t+1−i−mt+1−(i−1))(δi+codimPri,si ).
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De plus, pour tout entier k ∈ {1, . . . t},
rt+1−k + st+1−k = |Ik| =
k∑
i=1
ai.
On aura donc |H | = ℓa1m
1+···+atm
t
≪ [K(H) : K]γ si
γ ≥ max
{
a1m
1 + · · ·+ atm
t∑t
j=1(m
j −mj−1)(δt+1−j + codimPrt+1−j ,st+1−j )
}
,
le maximum e´tant pris sur m1 > · · · > mt et 0 ≤ sj ≤ rj ≤ g et rt + st = a1 + · · · + at ≤ 2g.
Rappelons la notation dj = codimPrj ,sj . Le maximum cherche´ est donc :
M = max
m1≥···≥mt
{ ∑t
i=1 aim
i∑t
i=1m
i(δt+1−i − δt+1−(i−1) + dt+1−i − dt+1−(i−1))
}
.
D’apre`s le lemme 2.7 on a
M = max
1≤k≤t
{ ∑k
i=1 ai∑k
i=1(δt+1−i − δt+1−(i−1) + dt+1−i − dt+1−(i−1))
}
Soit en simplifiant :
M = max
1≤k≤t
rt+1−k + st+1−k
δt+1−k + codimPrt+1−k,st+1−k
.
Si le maximum correspond a` k tel que st+1−k = 0, on a alors δt+1−k = 0. Si le maximum correspond
a` k tel que st+1−k > 0, on a alors δt+1−k = 1. On voit donc que ce maximum n’est autre que
α(A) = max
{
max
1≤r≤g
r
codimPr
, max
1≤r,s≤g
r + s
1 + codimPr,s
}
=
2g
2g2 + g + 1
.
Ceci prouve que la valeur α(A) est toujours admissible et comme on a prouve´ que pour les groupes
d’exposant ℓ, cette valeur donne e´galement une minoration de γ(A), on obtient le re´sultat : pour
toute varie´te´ abe´lienne de type GSp,
γ(A) = α(A) =
2g
2g2 + g + 1
.
5 Mumford-Tate et Hodge pour un produit de varie´te´s abe´-
liennes de type GSp
Commenc¸ons par rappeler la de´finition des groupes de Hodge et Mumford-Tate associe´s a`
une varie´te´ abe´lienne A de´finie sur K ⊂ C. On note V = H1(A(C),Q) le premier groupe de
cohomologie singulie`re de la varie´te´ analytique complexe A(C). C’est un Q-espace vectoriel de
dimension 2g. Il est naturellement muni d’une structure de Hodge de type {(1, 0), (0, 1)}, c’est-a`-
dire d’une de´composition sur C de VC := V ⊗QC donne´e par VC = V
1,0⊕V 0,1 telle que V 0,1 = V 1,0
ou` · de´signe la conjugaison complexe. On note µ : Gm,C → GLVC le cocaracte`re tel que pour tout
z ∈ C×, µ(z) agit par multiplication par z sur V 1,0 et agit trivialement sur V 0,1. On de´finit le
groupe de Mumford-Tate en suivant [16].
De´finition 5.1 Le groupe de Mumford-Tate MT(A)/Q de A est le plus petit Q-sous-groupe
alge´brique G de GLV (vu comme Q-sche´ma en groupes) tel que, apre`s extension des scalaires a`
C, le cocaracte`re µ se factorise a` travers GC := G×Q C. Le groupe de Hodge Hdg(A)/Q de A est
(MT(A) ∩ SLV )
0, la composante neutre de MT(A) ∩ SLV .
On veut montrer le the´ore`me suivant (the´ore`me 1.4 de l’introduction). Pour la preuve des points
2 et 3 de ce the´ore`me nous adaptons au cas des varie´te´s abe´liennes de type GSp, en suivant sa
strate´gie de preuve, le paragraphe 6 de [23].
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The´ore`me 5.2 (= The´ore`me 1.4) Soient r et n1 . . . , nr des entiers strictement positifs. Soient
Ai des varie´te´s abe´liennes de dimension gi non isoge`nes deux a` deux telles que Hdg(Ai) = Sp2gi .
Posons A := An11 ×· · ·×A
nr
r et, pour tout premier ℓ, notons ρℓ,i (respectivement ρℓ = ρℓ,1×. . . , ρℓ,r)
les repre´sentations ℓ-adiques associe´es aux Ai (respectivement a` A) alors :
1. l’inclusion naturelle suivante est un isomorphisme :
Hdg(A) ∼= Hdg (A1 × · · · ×Ar) →֒ Sp2g1 × · · · × Sp2gr .
2. soit ℓ un nombre premier. Si pour tout i, on a ρℓ,i (Gal(K(Ai[ℓ
∞])/K(µℓ∞))) ∼= Sp2gi(Zℓ)
(a` indice fini pre`s) alors, on a (a` indice fini pre`s) :
ρℓ (Gal(K(A[ℓ
∞])/K(µℓ∞))) ∼= Sp2g1(Zℓ)× · · · × Sp2gr (Zℓ).
3. si de plus l’indice fini pour chaque Ai est borne´ inde´pendamment de ℓ, il en est de meˆme
pour A.
On se rame`ne au produit de deux facteurs graˆce au lemme suivant.
Lemme 5.3 Soit r ≥ 1 un entier. Soient G1, . . . , Gr des groupes alge´briques semi-simples (tels
que [Gi, Gi] = Gi et H un sous-groupe alge´brique de G1× · · ·×Gr se projetant surjectivement sur
Gi ×Gj . Alors H = G1 × · · · ×Gr.
Soient G1, . . . , Gr des groupes pro-finis tels que, pour tout sous-groupe ouvert U ⊂ Gi, l’adhe´-
rence des commutateurs de U est ouvert dans Gi. Soit H un sous-groupe ferme´ de G1 × · · · ×Gr
se projetant surjectivement sur Gi ×Gj . Alors H = G1 × · · · ×Gr.
De´monstration : Voir Ribet [20] lemma 3.4. 
Pour traiter le cas de deux facteurs on utilise le lemme classique.
Lemme 5.4 (Lemme de Goursat) Soient H ⊂ G1 ×G2 avec pi(H) = Gi). Soit N1 (resp. N2)
tel que N1×{e2} = Ker(p2)∩H (resp. {e1}×N2 = Ker(p1)∩H), alors H est l’image inverse du
graphe dans G1/N1 ×G2/N2 de l’isomorphisme naturel G1/N1 ∼= G2/N2.
De´monstration : Voir Ribet [20] lemma 3.2. 
Nous utiliserons ci-dessous la version suivante des re´sultats fondamentaux de Faltings [7].
Proposition 5.5 (Faltings) Soient A et B deux varie´te´s abe´liennes sur un corps de nombres
K. Notons ρℓ,A : Gal(K¯/K) → Aut(Tℓ(A)), respectivement ρ¯ℓ,A : Gal(K¯/K) → Aut(A[ℓ]), la
repre´sentation associe´e a` l’action de Galois sur les points de torsion de A. On de´finit de meˆme
ρℓ,B et ρ¯ℓ,B.
– Si ρℓ,A est isomorphe a` ρℓ,B alors A est isoge`ne a` B.
– Il existe C0 = C0(A,K) telle que si ℓ ≥ C0 et ρ¯ℓ,A ∼= ρ¯ℓ,B alors A est isoge`ne a` B.
De´monstration : Dans l’article de Faltings [7], le premier e´nonce´ est de´montre´ dans le Korollar 2,
page 361 ; le deuxie`me e´nonce´, pour ρ¯ℓ, peut se de´duire des de´monstrations comme cela est montre´
par Zarhin [31], Corollary 5.4.5. 
Remarque. On peut aussi de´montrer (voir [32], paragraphe 1.4, corollaire 2), au moins dans le cas
qui est le noˆtre ou` End(A) = Z, que si les repre´sentations ρ′ℓ,Ai : Gal(K¯/K(µℓ∞))→ Aut(Tℓ(Ai))
sont isomorphes, alors A1 et A2 sont K¯-isoge´nes. Le cas ge´ne´ral est sugge´re´ dans [15] et traite´
dans [33].
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5.1 Point 1 du the´ore`me 1.4
Pour i ∈ {1, 2}, notons Hi = Hdg(Ai) = Sp2gi et H = Hdg(A1×A2). On sait que H ⊂ H1×H2
avec les projections pi : H → Hi surjectives ; on peut donc appliquer le lemme de Goursat (lemme
5.4) : le groupe N1 (resp. N2) est un sous-groupe alge´brique de Sp2g1 (resp. Sp2g2) et on dispose
d’un isomorphisme ρ : Sp2g1/N1
∼= Sp2g2/N2. Comme Sp2g1 est presque simple on a N1 = {1} ,
{±1} ou Sp2g1 . Dans le dernier cas, on voit que N2 = Sp2g2 et donc H = H1×H2 comme annonce´.
Le cas N1 = {±1} est impossible car il imposerait N2 = {±1} (le groupe Sp2g a pour centre {±1}
alors que le centre de Sp2g/{±1} est trivial) et on obtiendrait un isomorphisme PSp2g1 → PSp2g2
qui impose g1 = g2 comme tout automorphisme de PSp2g provient d’un automorphisme de Sp2g
(voir le lemme 2.13) on en tirerait un α ∈ Sp2g1(Q) tel que H = {(h1, h2) ∈ Sp2g1 × Sp2g1 | h2 =
±αh1α
−1} qui n’est pas connexe. Enfin le cas N1 trivial entraˆıne N2 trivial et l’isomorphisme
ρ : Sp2g1
∼= Sp2g2 impose g1 = g2 et peut s’e´crire, comme tout automorphisme de Sp2g est
inte´rieur, ρ(h) = αhα−1 avec α ∈ Sp2g1(Q). On obtiendrait donc
Hdg(A1 ×A2) =
{
(h1, h2) ∈ Sp2g1 × Sp2g1 | h2 = αh1α
−1
}
(16)
mais alors un multiple entier de α induirait une isoge´nie entre A1 et A2. 
5.2 Point 2 du the´ore`me 1.4
Nous allons prouver l’assertion e´quivalente concernant, non pas les groupes de Hodge, mais les
groupes de Mumford-Tate : notons pour i ∈ {1, 2},
ρℓ,i : Gal(K/K)→ Aut(Tℓ(Ai)) ⊂ GSp2gi(Zℓ) et ψℓ : Gal(K/K)→ Aut(Tℓ(A1))×Aut(Tℓ(A2))
les repre´sentations ℓ-adiques qui correspondent a` l’action de Galois sur les points de torsion de A1
et A2 et ou` ψℓ = ρℓ,1×ρℓ,2. Rappelons que l’on note λi : GSp2gi → Gm l’application multiplicateur
de noyau Sp2gi . Notons enfin
Eℓ :=
{
(x, y) ∈ GSp2g1(Zℓ)×GSp2g2(Zℓ) | λ1(x) = λ2(y)
}
et Hℓ = ψℓ(Gal(K/K)).
Par hypothe`ses, ρℓ,i(Gal(K/K)) = GSp2gi(Zℓ) a` indice fini pre`s, et il s’agit donc de montrer que
Hℓ est d’indice fini (de´pendant e´ventuellement de ℓ) dans Eℓ. Les groupes Hℓ et Eℓ sont des
groupes de Lie ℓ-adiques, il suffit donc de raisonner au niveau des alge`bres de Lie : notons hℓ et eℓ
les alge`bres de Lie respectives de Hℓ et Eℓ et prouvons que hℓ = eℓ.
Lemme 5.6 Soient i ∈ {1, 2} et g1, g2 deux entiers strictement positifs. Notons λi : GSp2gi → Gm
l’application multiplicateur de noyau Sp2gi . Soit ℓ un nombre premier. Le groupe de Lie ℓ-adique
Eℓ := {(x, y) ∈ GSp2g1(Zℓ)×GSp2g2(Zℓ) | λ1(x) = λ2(y)}
a pour alge`bre de Lie l’alge`bre
eℓ = {(x, y) ∈ gsp2g1 × gsp2g2 | g2Tr(x) = g1Tr(y)}.
De´monstration : : Rappelons que, si g ≥ 1 est un entier, on a l’identite´ det = λg ou` λ est
l’application multiplicateur : GSp2g → Gm. On sait que Lie(det) = Tr ou` Tr de´signe l’ope´rateur
trace. En passant aux applications tangentes, nous en de´duisons :
Tr = gLie(λ).
Ceci nous permet d’obtenir l’alge`bre de Lie eℓ sous la forme annonce´e. 
Par hypothe`se les projections pi : hℓ → gsp2gi sont surjectives. On identifie gsp2g1 avec gsp2g1 ×
{0} = ker(p2) et de meˆme pour gsp2g2 avec {0} × gsp2g2 = ker(p1). Posons ni = gsp2gi ∩ hℓ.
Par le lemme de Goursat (ou plutoˆt une variante e´vidente pour les alge`bres) l’image de hℓ dans
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gsp2g1/n1 × gsp2g2/n2 est le graphe d’un isomorphisme α : gsp2g1/n1 → gsp2g2/n2. De plus par
de´finition de hℓ et par le lemme 5.6, on sait que,
n1 ⊂ {(x, 0) |Tr(x) = 0} ⊂ sp2g1 et n2 ⊂ {(0, y) |Tr(y) = 0} ⊂ sp2g2 .
Or les alge`bres de Lie sp2g1 et sp2g2 sont simples, donc ni ∈ {{0}, sp2gi}.
Si n1 = sp2g1 alors, au vu de l’isomorphisme α, on a ne´cessairement n2 = sp2g2 (et syme´triquement
si n2 = sp2g2 alors n1 = sp2g1). Dans ce cas, on voit que
sp2g1 × sp2g2 ⊂ hℓ ⊂ eℓ, et ∀r ∈ Qℓ, r(I2g1 , I2g2) ∈ hℓ.
Soit donc (x, y) ∈ eℓ et notons r0 l’e´le´ment de Qℓ tel que Tr(x) = g1r0. On a
Tr(x) = Tr(r0I2g1 ) et Tr(y) =
g2
g1
Tr(x) = g2r0 = Tr(r0I2g2).
Donc (x, y)− (r0I2g1 , r0I2g2) est dans hℓ donc eℓ = hℓ.
Sinon, n1 = {0} et n2 = {0} et α : gsp2g1 → gsp2g2 est un isomorphisme. Montrons que ceci est
impossible si A1 n’est pas isoge`ne (sur K) a` A2. Pour des raisons de dimension, l’isomorphisme α
implique que g1 = g2. Nous noterons de´sormais g cet entier.
On a
gsp2g = Z(gsp2g)⊕ [gsp2g, gsp2g], et Z(gsp2g) = Qℓ · I2g et sp2g = [gsp2g, gsp2g].
De plus tout automorphisme (de gsp2g) respecte le centre et le groupe des commutateurs. No-
tamment, l’isomorphisme α envoie sp2g sur lui-meˆme. Par ailleurs, on en de´duit e´galement qu’il
existe un e´le´ment r0 ∈ Qℓ tel que α(I2g) = r0I2g. Mais on sait par ailleurs que la compose´e
λ ◦ ρℓ : Gal(K/K) → Z
×
ℓ n’est autre que le caracte`re cyclotomique χcycl. Vu la construction
de α, on en de´duit que Lie(λ) ◦ α = Lie(λ). En e´valuant cette identite´ en I2g, on conclut que
r0 = 1, autrement dit, α(I2g) = I2g et donc la restriction de α a` sp2g de´termine α. Or tout au-
tomorphisme de sp2g est inte´rieur, i.e. il existe f : Vℓ(A1) → Vℓ(A2) qui est Qℓ-line´aire telle que
α|sp2g (u) = f ◦ u ◦ f
−1 pour tout u ∈ sp!2g. Soit x ∈ gsp2g. Notons r ∈ Qℓ tel que Tr(x) = 2rg.
On a x− rI2g ∈ sp2g donc
α(x) − rI2g = α(x − rI2g) = f ◦ (x− rI2g) ◦ f
−1 = f ◦ x ◦ f−1 − rI2g .
En particulier α(x) = f ◦x◦f−1 pour tout x ∈ gsp2g, i.e. α est inte´rieur par f , donc on peut e´crire
hℓ comme l’ensemble des couples (x, f ◦ x ◦ f
−1) avec x ∈ gsp2g et ainsi f est un isomorphisme de
hℓ-modules. La the´orie de Lie montre alors qu’il existe un sous-groupe ouvert disons U de Hℓ tel
que f soit un isomorphisme de U -modules. Les repre´sentations ℓ-adiques ρℓ,1 et ρℓ,2 deviennent
donc isomorphes sur l’extension K ′ de K correspondant a` U ; ce qui , d’apre`s les re´sultats de
Faltings (proposition 5.5), entraˆınerait que A1 et A2 sont isoge`nes et contredirait l’hypothe`se. 
5.3 Point 3 du the´ore`me 1.4
Reprenons les notations du paragraphe pre´ce´dent. Notons pour i ∈ {1, 2},
ρℓ,i : Gal(K/K)→ Aut(Tℓ(Ai)) ⊂ GSp2gi(Zℓ) et ψℓ : Gal(K/K)→ Aut(Tℓ(A1))×Aut(Tℓ(A2))
les repre´sentations ℓ-adiques qui correspondent a` l’action de Galois sur les points de torsion de A1
et A2 et ou` ψℓ = ρℓ,1×ρℓ,2. Rappelons que l’on note λi : GSp2gi → Gm l’application multiplicateur
de noyau Sp2gi . Notons enfin
Eℓ :=
{
(x, y) ∈ GSp2g1(Zℓ)×GSp2g2(Zℓ) | λ1(x) = λ2(y)
}
et Hℓ = ψℓ(Gal(K/K)).
Par hypothe`ses, ρℓ,i(Gal(K/K)) = GSp2gi(Zℓ) a` indice fini pre`s inde´pendant de ℓ, et il s’agit de
montrer que Hℓ est d’indice fini borne´ inde´pendamment de ℓ dans Eℓ.
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Soit H un sous-groupe ferme´ d’indice borne´ par disons C0 dans Sp2g(Zℓ). Sa projection est d’indice
≤ C0 dans Sp2g(Fℓ) et donc, si ℓ est assez grand, est e´gale a` Sp2g(Fℓ) d’apre`s les lemmes 2.13 et
2.5. On conclut donc que H = Sp2g(Zℓ) de`s que ℓ est assez grand en utilisant le lemme 2.19.
Introduisons les versions “modulo ℓ” des objets pre´ce´dents : notons pour i ∈ {1, 2},
ρ¯ℓ,i : Gal(K/K)→ Aut(Ai[ℓ]) ⊂ GSp2gi(Fℓ) et ψ¯ℓ : Gal(K/K)→ Aut(A1[ℓ])×Aut(A2[ℓ])
les repre´sentations ℓ-adiques qui correspondent a` l’action de Galois sur les points de ℓ-torsion de
A1 et A2 et ou` ψ¯ℓ = ρ¯ℓ,1 × ρ¯ℓ,2. Notons enfin
E¯ℓ :=
{
(x, y) ∈ GSp2g1(Fℓ)×GSp2g2(Fℓ) | λ1(x) = λ2(y)
}
et H¯ℓ = ψ¯ℓ(Gal(K/K)).
Nous allons tout d’abord prouver que si ℓ est assez grand, alors H¯ℓ = E¯ℓ. Nous conclurons ensuite.
Notons Gi := GSp2gi(Fℓ). Par hypothe`se les projections pi : H¯ℓ → Gi sont surjectives. On identifie
G1 avec G1 × {1} = ker(p2) et de meˆme pour G2 avec {1} ×G2 = ker(p1). Posons Ni = Gi ∩ H¯ℓ.
Par le lemme de Goursat l’image de H¯ℓ dans G1/N1 × G2/N2 est le graphe d’un isomorphisme
α : G1/N1 → G2/N2. De plus par de´finition de H¯ℓ, on sait que, si i ∈ {1, 2},
N1 ⊂ {(x, 1) | λ1(x) = 1} ⊂ Sp2g1(Fℓ) et N2 ⊂ {(1, y) | λ2(y) = 1} ⊂ Sp2g2(Fℓ).
Si N1 = Sp2g1(Fℓ), alorsN2 = Sp2g2(Fℓ) (par cardinalite´). Dans ce cas, nous obtenons les inclusions
Sp2g1(Fℓ)× Sp2g2(Fℓ) ⊂ H¯ℓ ⊂ E¯ℓ ⊂ GSp2g1(Fℓ)×GSp2g2(Fℓ).
On a de plus les projections surjectives
λ˜ : GSp2g1(Fℓ)×GSp2g2(Fℓ)
(λ1,λ2)
−→ F×ℓ × F
×
ℓ
λ1·λ
−1
2−→ F×ℓ
Lemme 5.7 Soit G1, G2, G3 trois groupes tels que G1 ⊂ G2. Soit de plus φ : G2 → G3 un
morphisme de groupes tel que ker(φ) ⊂ G1 et tel que φ(G1) = φ(G2). Alors G1 = G2.
De´monstration : Imme´diat. 
Par de´finition E¯ℓ = ker(λ˜). Notons λ
′
1 la restriction de λ1 a` E¯ℓ. On voit alors que Sp2g1(Fℓ) ×
Sp2g2(Fℓ) = ker(λ
′
1). De plus par de´finition de H¯ℓ et par la surjectivite´ de ρ¯ℓ,1 (si ℓ est assez
grand), on sait que
λ′1(H¯ℓ) = χcycl(Gal(K/K)) = λ
′
1(E¯ℓ),
ou` χcycl est le caracte`re cyclotomique. En appliquant le lemme 5.7 avec φ = λ
′
1, G1 = H¯ℓ, G2 = E¯ℓ
et G3 = F
×
ℓ , on conclut que H¯ℓ = E¯ℓ comme de´sire´.
Le groupe N1 est distingue´ dans GSp2g1(Fℓ), donc par le lemme 2.13, si N1 6= Sp2g1(Fℓ), alors
N1 ⊂ {±1}. Il en est alors de meˆme pour N2. Par cardinalite´ on voit dans ce cas que g1 =
g2. Nous noterons g cet entier dans la suite. De plus, le centre de Gi/Ni est F
×
ℓ /Ni pour i ∈
{1, 2}. L’isomorphisme α induit donc, par passage au quotient, un isomorphisme α˜ de G1/F
×
ℓ =
PGSp2g(Fℓ) sur PGSp2g(Fℓ).
En appliquant le lemme 2.15 on conclut qu’il existe un isomorphisme f : A1[ℓ] → A2[ℓ] tel que
α˜(x) = f ◦ x ◦ f−1 pour tout x ∈ PGSp2g(Fℓ). Ainsi, si h = (x, y) ∈ H¯ℓ, il existe ε(h) ∈ F
×
ℓ tel que
y = ε(h)f ◦ x ◦ f−1.
En composant par l’application multiplicateur λ, on obtient ε(h)2 = 1 et on voit que ε est un
homomorphisme de H¯ℓ dans {±1}. Posons εℓ = ε◦ ψ¯. C’est un caracte`re de Gal(K/K) dans {±1}
tel que
∀x ∈ Gal(K/K), ρ¯ℓ,2(x) = εℓ(x)f ◦ ρ¯ℓ,1(x) ◦ f
−1.
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Montrons maintenant que, si ℓ ≥ 4g + 1, alors εℓ est non ramifie´ en toute place ultrame´trique
non ramifie´e sur Q en laquelle A1 et A2 ont bonne re´duction. On suit pour cela l’argument de la
preuve du lemme 8 de [23] en utilisant le corollaire 3.4.4. de [18] en lieu et place des corollaires 11
et 12 de [23] : soit v une place ultrame´trique du corps K telle que A1 et A2 ont bonne re´duction
en v et que v est non ramifie´e sur Q. Supposons que la caracte´ristique de v est ℓ (en effet εℓ
est non-ramifie´ en v sinon [28]) et notons kℓ une cloˆture alge´brique de Fℓ. Notons par ailleurs
χ1, . . . , χ2g (respectivement χ
′
1, . . . , χ
′
2g) les caracte`res du groupe d’inertie mode´re´e en v a` valeurs
dans k×ℓ , intervenant dans le module galoisien A1[ℓ] ⊗ kℓ (resp. A2[!ℓ] ⊗ kℓ), cf. [23] paragraphe
1.13. et [18] corollaire 3.4.4. En notant εv la restriction de εℓ au groupe d’inertie en v, on a pour
tout i, (quitte a` renume´roter les χ′i)
χi = εvχ
′
i
Comme l’indice de ramification e(v) de v est 1, le corollaire 3.4.4. de [18] nous dit que les χi sont
de la forme
χi = θ
e(k1)
k1
. . . θ
e(kn)
kn
ou` pour tout r, e(r) ∈ {0, 1} et ou` les θki sont les n caracte`res fondamentaux de niveau n, l’entier
n pouvant varier dans 1, . . . , 2g. Les invariants des χi et χ
′
i dans Q/Z (cf. [23] paragraphe 1.7)
varient dans l’ensemble :
X =
{
e(k1)
ℓk1
ℓn − 1
+ · · ·+ e(kn)
ℓkn
ℓn − 1
| ki ∈ {0, . . . , n− 1}, n ∈ {1, . . . , 2g}
}
.
Enfin, comme ε2v = 1, son invariant est 0 ou
1
2 et est de la forme x− x
′ avec x, x′ ∈ X . Or si
x = e(k1)
ℓk1
ℓn − 1
+ · · ·+ e(kn)
ℓkn
ℓn − 1
,
0 ≤ x ≤
nℓn−1
ℓn − 1
<
2g
ℓ− 1
.
En particulier, |x− x′| < 2g
ℓ−1 , et comme ℓ ≥ 4g+1, on voit que |x− x
′| < 12 , donc ne´cessairement
l’invariant de εv vaut 0, ce qui signifie que εv est non-ramifie´ en v.
Nous allons maintenant pouvoir conclure que H¯ℓ = E¯ℓ pourvu que ℓ soit assez grand. Supposons
par l’absurde qu’il existe une partie L infinie de l’ensemble des nombres premiers telle que H¯ℓ 6= E¯ℓ
pour tout ℓ ∈ L. Quitte a` enlever un nombre fini de premiers, on peut supposer que ℓ ≥ 4g + 1 et
que les ρ¯ℓ,i sont surjectives sur Aut(Ai[ℓ]) pour tout ℓ ∈ L. Soit ℓ ∈ L. Les εℓ de´finis pre´ce´demment
sont non ramifie´s en dehors d’un ensemble fini de places de K inde´pendant de ℓ. Ceci implique
que les εℓ varient dans un ensemble fini (quand ℓ est variable). Quitte a` remplacer L par une sous-
partie infinie, on peut donc supposer que εℓ est inde´pendant de ℓ : notons le ε. Sur l’extension K
′
de K correspondant au noyau de ε, on obtient donc que les ρ¯ℓ,i sont i ! somorphes. Par la seconde
partie de la proposition 5.5 ceci implique que A1 et A2 sont isoge`nes ce qui contredit l’hypothe`se.
Conclusion : En invoquant le lemme 2.20, on sait que H¯ℓ = E¯ℓ si ℓ est assez grand. En particulier
H¯ℓ contient Sp2g(Fℓ)× Sp2g(Fℓ) pour tout ℓ assez grand. Donc par le lemme 2.20 on conclut que
Hℓ contient Sp2g(Zℓ)×Sp2g(Zℓ) pour tout ℓ assez grand. De plus les projections de Hℓ sur chacune
des coordonne´es de GSp2g(Zℓ)×GSp2g(Zℓ) sont surjectives, donc Hℓ = Eℓ pour tout ℓ assez grand,
et en particulier, l’indice de Hℓ dans Eℓ est fini (par le point 2. pre´ce´demment de´montre´) borne´
inde´pendamment de ℓ. 
6 Torsion pour un produit de varie´te´s abe´liennes de type
GSp
Soit d ≥ 1 un entier et pour tout i compris entre 1 et d, soient ni ≥ 1 des entiers et Ai
des varie´te´s abe´liennes de dimension respectives gi, de type GSp et ve´rifiant la conjecture de
Mumford-Tate. On note A =
∏d
i=1A
ni
i . Nous allons de´montrer dans ce paragraphe le the´ore`me
suivant.
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The´ore`me 6.1 Soit Ai/K des varie´te´s abe´liennes non isoge`nes deux a` deux, de dimension gi,
de´finie sur un corps de nombres, de type GSp et ve´rifiant la conjecture de Mumford-Tate. Soit
A := An11 × · · · ×A
nr
r avec des entiers ni ≥ 1. On a alors
γ(A) = max
∅6=I⊂{1,...,n}
{
2
∑
i∈I ni dimAi
dimMT(
∏
i∈I Ai)
}
= max
∅6=I⊂{1,...,n}
{
2
∑
i∈I nigi
1 +
∑
i∈I 2g
2
i + gi
}
. (17)
6.1 Invariant γ(A) pour un produit de varie´te´ abe´liennes de type GSp
Soient ℓ un nombre premier et H un sous-groupe fini de A[ℓ∞]. On peut facilement (voir par
exemple [9] paragraphe 4.2) se ramener au cas ou`H est de la formeH =
∏d
i=1H
ni
i , lesHi e´tant des
sous-groupes finis de Ai[ℓ
∞]. Avec les notations introduites dans le cas simple (i.e. au paragraphe
4), on peut, pour tout i, e´crire
Hi =
2gi∏
j=1
Z/ℓmijZ =
ti∏
j=1
(
Z/ℓm(i)
j
Z
)αij
,
ou` (m(i)j)j≥1 est une suite strictement de´croissante. Par ailleurs, on introduit e´galement pour
tout i, une base (êij)j de Tℓ(Ai) associe´e a` Hi et on note comme pre´ce´demment G(H) et G(Hi)
les sous-groupes de Hdg(A)(Zℓ)(respectivement Hdg(Ai)(Zℓ)) stabilisant H (respectivement Hi).
Enfin on introduit e´galement, comme dans le cas simple, pour tout i, la suite croissante de groupes
alge´briques sur Zℓ
∀i ∈ {1, . . . , d}, ∀k ∈ {1, . . . , ti}, G(Hi)k := {M ∈ Hdg(Ai) | ∀j ∈ I(i)ti+1−k Mêij = êij} ,
ou`
I(i)r = {j ∈ {1, . . . , 2gi} | mij ≥ m(i)
r} est de cardinal
r∑
j=1
αij .
Enfin, on note, avec les notations du lemme 4.3, δ := max δ(Hi). Nous allons utiliser un re´sultat
galoisien que nous avons de´montre´ dans [9] (voir the´ore`me 6.6) :
Proposition 6.2 Soient A1, . . . , Ar des varie´te´s abe´liennes de´finies sur K et ve´rifiant la proprie´te´
suivante : pour tout i et tout groupe fini Hi ⊂ Ai[ℓ
∞], il existe mi = mi(Hi) tels qu’on a
K(Hi) ∩K(µℓ∞) ∼= K(µℓmi ) ;
ainsi que l’identite´ ou` A := A1 × · · · ×Ar :
Gal(K(A[ℓ∞])/K(µℓ∞ ])) ∼=
r∏
i=1
Gal(K(Ai[ℓ
∞])/K(µℓ∞ ]))
Alors si m := maxmi, pour tout groupe fini H = H1 × · · · ×Hr ⊂ A[ℓ
∞] on a K(H) ∩K(µℓ∞) ∼=
K(µℓm) et
[K(H) : K(µℓm)]≫≪
r∏
i=1
[K(Hi) : K(µℓmi )].
Par le lemme 4.3, on a
[K(H) : K] = δ(H)[Hdg(A)(Zℓ) : G(H)].
Or on sait par le paragraphe 5 pre´ce´dent que dans notre situation Hdg(A) =
∏d
i=1 Hdg(Ai) et que
l’on a (a` indice fini pre`s) :
Gal(K(A[ℓ∞])/K(µℓ∞ ])) ∼=
r∏
i=1
Gal(K(Ai[ℓ
∞])/K(µℓ∞ ]))
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donc on peut appliquer la proposition 6.2.
[K(H) : K] = δ(H)
d∏
i=1
[Hdg(Ai)(Zℓ) : G(Hi)].
Notons dik la codimension du groupe alge´brique G(Hi)k. Les calculs effectue´s dans le cas simple
nous donnent
logℓ[Hdg(A)(Zℓ) : G(H)] =
d∑
i=1
ti∑
k=1
dik
(
m(i)ti+1−k −m(i)ti+1−(k−1)
)
.
De plus, quitte a` renume´roter les Hi, on peut supposer (et on le fait) que δ(H) = δ(H1). On note
alors (δ(1))j la suite de 0 et de 1 relative a` δ(H1) de´finie dans le cas simple. On a
logℓ δ ≥
t1∑
j=1
(
m(1)t1+1−j −m(1)t1+1−(j−1)
)
δ(1)j +O(1).
On pose par ailleurs δ(i)j = 0 pour tout j si i ≥ 2. Avec ces notations, on trouve en suivant les
calculs du cas simple,
logℓ[K(H) : K] ≥
d∑
i=1
ti∑
j=1
m(i)j
[
(δ(i)ti+1−j − δ(i)ti+1−(j−1)) + (diti+1−j − diti+1−(j−1))
]
+O(1),
et
logℓ |H | =
d∑
i=1
ti∑
j=1
m(i)jniαij .
Notons
bij := (δ(i)ti+1−j − δ(i)ti+1−(j−1)) + (diti+1−j − diti+1−(j−1)), et aij := niαij .
On aura donc |H | ≪ [K(H) : K]γ si
γ ≥ max
∑d
i=1
∑ti
j=1m(i)
jaij∑d
i=1
∑ti
j=1 bij
,
le max e´tant pris sur les m(i)1 ≥ . . . ≥ m(i)ti pour i entre 1 et d. Comme dans le cas d’une varie´te´
abe´lienne simple, on se rame`ne alors au cas ou` H est d’exposant ℓ.
Ainsi, en invoquant le lemme combinatoire 2.8 et en suivant les notations et calculs du cas simple,
on voit que |H | ≪ [K(H) : K]γ si
γ ≥ max
∑d
i=1 ni(r(i)ti+1−hi + s(i)ti+1−hi)
δ(1)t1+1−h1 +
∑d
i=1 codimPr(i)ti+1−hi ,s(i)ti+1−hi
.
Ce dernier max se re´e´crit sous la forme
ρ((ni)i, (gi)i) := max
0≤si≤ri≤gi,1≤ri
∑d
i=1 ni(ri + si)
δ(1) +
∑d
i=1(ri + si)(2gi −
1
2 (ri + si − 1)
,
et ou` δ(1) = 0 si tout les si sont nuls et δ(1) = 1 si l’un des si est non nul. Il reste donc un calcul
combinatoire pour conclure.
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6.2 Argument combinatoire
On veut montrer que l’exposant
α(A) = max
∅6=I⊂{1,...,d}
2
∑
i∈I ni dimAi
dimMT
(∏
i∈I Ai
)
est admissible. Soit ni, gi ≥ 1 pour 1 ≤ i ≤ d, on note n = (n1, . . . , nd) et g = (g1, . . . , nd). On
de´finit la quantite´
α(n, g) := max
I 6=∅
{
2
∑
i∈I nigi
1 +
∑
i∈I(2g
2
i + gi)
}
,
ou` le maximum est pris sur les sous-ensemble I ⊂ {1, . . . , d}. Dans notre situation α(A) = α(n, g).
On pose e´galement
ρ0(n, g) := max
1≤si≤ri≤gi
{ ∑d
i=1 ni(ri + si)
1 +
∑d
i=1(ri + si)(2gi −
1
2 (ri + si − 1))
}
,
ou` le maximum est pris sur les entiers ri, si tels que 1 ≤ si ≤ ri ≤ gi. On peut clairement re´crire
ce dernier comme
ρ0(n, g) := max
2≤xi≤2gi
{ ∑d
i=1 nixi
1 +
∑d
i=1 xi(2gi −
1
2 (xi − 1))
}
,
Enfin on de´finit aussi
ρ1(n, g) := max
ri≤gi
{ ∑d
i=1 niri∑d
i=1 ri(2gi −
ri−1
2 )
}
,
ou` le maximum est pris sur les r-uplets distincts de (0, . . . , 0). On a
ρ((ni)i, (gi)i) = max(ρ0(n, g), ρ1(n,g),
et on veut donc montrer le re´sultat suivant.
Proposition 6.3 On a l’ine´galite´ max{ρ1(n, g), ρ0(n, g)} ≤ α(A).
De´monstration : On va utiliser l’ine´galite´ triviale suivante :
∀x ∈ [0, B], x2 −Bx ≤ 0.
L’ine´galite´ ∑d
i=1 nixi
1 +
∑d
i=1 xi(2gi −
1
2 (xi − 1))
≤ α
e´quivaut a`
d∑
i=1
(
x2i −
(
4gi + 1−
2ni
α
)
xi
)
− 2 ≤ 0. (18)
Observons que
α ≥
2nigi
1 + 2g2i + gi
=
ni
gi +
1+gi
2gi
≥
ni
gi + 1
d’ou` l’on tire
2gi − 1 ≤ 4gi + 1−
2ni
α
.
Ainsi lorsque xi ≤ 2gi − 1 la contribution du terme en xi dans (18) est ne´gative et, si l’on note
I := {i ∈ [1, d] | xi = 2gi} le membre de gauche de l’ine´galite´ (18) est majore´ par∑
i∈I
4nigi
α
−
∑
i∈I
(4g2i + 2gi)− 2
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qui est ne´gatif si et seulement si
α ≥
∑
i∈I 2nigi
1 +
∑
i∈I(2g
2
i + gi)
.
Le meˆme calcul (en plus simple) montre que
ρ1(n, g) ≤ max
I 6=∅
∑
i∈I gini∑
i∈I(g
2
i + gi)
= max
I 6=∅
∑
i∈I 2gini
1 +
∑
i∈I(2g
2
i + gi) +
∑
i∈I gi − 1
≤ α(n, g).
Ceci conclut. 
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