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Abstract
We study a 2-dimensional Box-Ball system which is a ultradiscrete analog of the discrete KP
equation. We construct an algorithm to calculate the fundamental cycle, which is an important
conserved quantity of the 2-dim. Box-Ball system with periodic boundary condition, by using the
tropical curve theory.
1 Introduction
Ultradiscretization is a limiting procedure by which one can obtain piecewise linear equations from
algebraic equations. This procedure allows us to make various piecewise linear dynamical systems, that
are called ultradiscrete integrable systems, from known discrete integrable systems. The first example of
ultradiscrete integrable systems is the Takahashi-Satsuma Box-Ball system (BBS), discovered in 1990
[TS], which is a dynamical system of balls in a one dimensional array of boxes. The BBS shows both a
feature of cellular automata and that of solitons.
After the discovery of the BBS, many researchers discovered various kinds of variants of the BBS,
such as the BBS with carrier [TM], the BBS with colored balls [TNS] and several kinds of 2-dimensional
BBS (2dBBS) [HIK, IH, MNSTTTM].
Around the same time, another relation between the BBS and the solvable quantum model was
recognized [HHIKTT]. Both the ultradiscretization and the solvable quantum models are regarded as
origins of ultradiscrete integrable systems.
In this paper, we study a 2-dimensional BBS (2dBBS) which is a ultradiscretization of the discrete
KP equation (dKP)
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If all Itn,m, V
t
n,m are positive, we introduce a new positive parameter ε > 0 and the variable transforma-
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1.1 Examples of 2dBBS
We can regard 2dBBS as a dynamical system {W tn,m}n,m 7→ {W
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Figure 1: The time evolution rule of 2dBBS.
existence of {Qtn,m}n,m satisfying the periodic boundary condition Q
t
n+M,m = Q
t
n,m is non-trivial, we
can prove the following statement:
Proposition 1.2 For any {W tn,m}n,m ∈ R
N×M and real number A, there uniquely exists {Qtn,m}n,m
satisfying the periodic boundary condition and A =
∑M
m=1Q
t
n,m ∀n.
Proof. We give the proof in the next section (Remark 2.1). 
We express the state of the 2dBBS by laying out the following data on two dimensional space: (i)
N × M numbers {W tn,m}n,m,(ii) M numbers {Q
t
1,m}m as figure 2. This expression is similar to the
graphical interpretation of the 2dBBS which is introduced in [HIK, IH].
The following example shows the collision of two solitons (A = 1, B = 3).
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Figure 2: The state of 2dBBS at time t.
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This paper is arranged as follows: In §2, we review the connection between the dKP and the algebraic
geometry. We introduce the spectral curve of the dKP, that is an important invariant of the equation.
In §3, we review several basic results of the tropical geometry according to [I1, IMS, M, MZ]. In §4,
we obtain a tropical analog of the spectral curve of 2dBBS and a tropical-geometric expression of the
invariants. Moreover, we have an algorithm to calculate the fundamental cycle of 2dBBS.
Notations: For a positive integer M and a ring R with 1, Mat(M,R) denotes the R-algebra of
matrices over R of size M . E denotes the identity matrix and Ei,j denotes the matrix of which (i, j)-
element is 1, and other elements are 0. We denote by diag(a1, . . . , aM ) the diagonal matrix of which
(i, i)-element equals to ai. Define S := (δi+1,j)i,j + y ·EM,1 ∈Mat(M,C[y]).
Let O be a C[y±1]-algebra and O∞[M ] be the O-module defined by
O∞[M ] := {(· · · , a−1, a0, a1, . . . ) | ai ∈ O, ai+M = y · ai},
which is isomorphic to OM = O× · · ·×O (M times) as O-modules through the isomorphism O∞[M ]→
OM ; (ai)i∈Z 7→ (ai)Mi=1. An element of O
∞[M ] is called a M -periodic vector.
The set of O-automorphisms of OM is naturally identified as Mat(M,O). Similarly, the set of O-
automorphisms of O∞[M ] is identified as the O-submodule P of Mat(∞,C) which is the image of the
morphism
Mat(M,C[y±1])→ Mat(∞,C); (zi,j)
M
i,j=1 7→ (z˜i,j)i,j∈Z,
where zi,j =
∑
n∈Z z˜i,j+nM · y
n (1 ≤ i, j ≤ M), z˜i+M,j = z˜i,j . An element of P is called a M -periodic
matrix. For a matrix Z = (zi,j)
M
i,j=1 ∈ Mat(M,O), we express the associated M -periodic matrix as
Z˜ = (z˜i,j)i,j∈Z. Similarly, for a = (ai)
M
i=1 ∈ O
M , we denote the associated M -periodic vector by
a˜ = (a˜i)i∈Z. It follows that (Z˜ · a) = Z˜ · a˜.
2 Periodic discrete KP equation
2.1 spectral curve
Periodic discrete KP equation (Lemma 1.1) is rewritten as the following matrix form:
Lt+1n (y)R
t
n(y) = R
t
n+1(y)L
t
n(y), (6)
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where Ltn(y) = diag(V
t
n,1, . . . , V
t
n,M ) + S, R
t
n(y) = diag(I
t
n,1, . . . , I
t
n,M ) + S. By using the new matrix
Xtn(y) := L
t
n+N−1 · · ·L
t
n+1L
t
n, (L
t
n = L
t
n(y)), (7)
we can transform the dKP to the following matrix form:
Xt+1n R
t
n = R
t
nX
t
n, or equivalently, X
t
n+1L
t
n = L
t
nX
t
n. (8)
Form (8), the characteristic polynomial Φ(x, y) := det (Xtn(y)− xE) should be invariant under t 7→
t+1, n 7→ n+1. Let C˜ ⊂ P1×P1 be the algebraic curve defined by Φ and C0 ⊂ C2 be the affine part of
C˜. Put η = x−1, ζ = y−1, d := g.c.d.(N,M), N = dN1 and M = dM1. By direct calculations, we have
the following expression [MIT]:
ηMζN · Φ = (ηM1 − ζN1)d +
∑
NM<Ni+Mj≤2NM, i,j≥0
ci,j η
iζj , ci,j 6= 0, (9)
which implies that the set C˜ \ C0 consists of only one point p0 : (η, ζ) = (0, 0).
By (9), we can introduce a coordinate variable k such that η = kN ·(1+c1k+c2k2+ · · · ) and ζ = kM ,
where c1 6= 0. Denote by C the analytic curve obtained from C˜ of which the local coordinate at p0 is k.
We call C a spectral curve of the dKP.
Let us define the following two sets:
V(β) := {(Vn,m)n,m ∈ CN×M |β =
∏
m Vn,m (∀n)},
W(β) := {X |X = LN · · ·L2L1, Ln = diag(Vn,1, . . . , Vn,M ) + S, (Vn,m) ∈ V(β)} .
Let j : V(β)→W(β) be the natural surjection which sends an element (Vn,m)n,m ∈ V(β) to the matrix
X = LN · · ·L2L1, Ln = diag(Vn,1, . . . , Vn,M )+S. One can prove that j is bijective (Lemma 3.1. [KNY]).
We will often identify V(β) with W(β).
Through this procedure, we have the following map:
SC : V(β) ∼=W(β)→ {spectral curves of dKP}. (10)
The isolevel set associated with a spectral curve C is the inverse image TC := SC
−1(C).
For two matrices X,Y ∈ TC , we say X ∼ Y if there exists an invertible diagonal matrix D such that
X = DYD−1. This defines an equivalence relation over TC . We write the quotient set induced by this
relation as RC := TC/ ∼.
2.2 time evolution of dKP
Unfortunately, the equation Xt+1n R
t
n = R
t
nX
t
n (8) does not define the time evolution X
t
n 7→ X
t+1
n
uniquely. In fact, the following proposition can be proved.
Proposition 2.1 For given Xtn ∈ W(β), there exist M pairs (R
(1), X(1)), · · · , (R(M), X(M)) such that
(i) R(i) = diag(I
(i)
1 , . . . , I
(i)
M ) + S, (ii) α =
∏M
m=1 I
(i)
m , (iii) X(i) ∈ W(β), (iv) X(i)R(i) = R(i)Xtn.
However, we can uniquely specify a certain time evolution with an additional condition.
Proposition 2.2 Let Xtn = Ln+N−1 · · ·Ln+1Ln ∈ W(β), L
t
n = diag(V
t
n,1, . . . , V
t
n,M ) + S such that
V tn,m > 0. Then, there uniquely exist two matrices X
t+1
n , R
t
n such that (i) R
t
n = diag(I
t
1, . . . , I
t
M ) + S,
(ii) α =
∏M
m=1 I
t
m, (iii) X
t+1
n ∈ W(β), (iv) X
t+1
n R
t
n = R
t
nX
t
n, (v) I
t
n,m > 0.
By this proposition, we can say that a certain type of the time evolution of Xtn is determined by (8).
We will give the proofs of propositions 2.1, 2.2 in the appendix.
Remark 2.1 Proposition 2.1 implies proposition 1.2.
4
2.3 linearisation
The method to solve the initial value problem of discrete integrable systems with a spectral curve have
been established by many authors. We review some fundamental results concerning the linearisation.
We consider the three automorphisms Tt, Tn, Tm of TC defined by
Tt(X
t
n) := X
t+1
n = R
t
nX
t
n(R
t
n)
−1, Tn(X
t
n) := X
t
n+1 = L
t
nX
t
n(L
t
n)
−1, (11)
Tm(X
t
n) := X
t
n|m 7→m+1 = SX
t
nS
−1, (12)
where Tt is the unique time evolution defined in §2.2. Let Xtn,m := S
m−1XtnS
−m+1. Then it follows
that Xtn,m+1 = Tm(X
t
n,m).
For an algebraic curve C, we write DivC :=
⊕
p∈C Z · p. The Picard group PicC is the quotient
group of DivC induced by the linear equivalence relation. Denote by Picn C the subset of PicC consisted
of the divisors of degree n. For a rational function f over C, (f)0 (resp. (f)∞) denotes the divisor of zeros
(resp. poles) of f . The following theorem 2.3 is a fundamental result concerning the algebro-geometric
aspects of spectral curves proved in [MM].
Theorem 2.3 There exists a mapping ϕ˜ : RC → Div
g C such that:
(i) ϕ˜(X) is a general divisor of degree g for any X ∈ RC ,
(ii) the induced mapping ϕ : RC → Pic
g C is injective,
(iii) we have ϕ˜(X) = (f1/fM )0 − (M − 1)p0, where fi = fi(x, y) is the i-th component of a eigenvector
of X = X(y) belonging to an eigenvalue x. 
Let Xtn ∈ TC . We denote by v
t
n = (f
t
n,1, . . . , f
t
n,M )
T a eigenvector of Xtn belonging to x i.e.
Xtnv
t
n = xv
t
n. (13)
By (8), we have the following evolution equation
vt+1n = R
t
nv
t
n, v
t
n+1 = L
t
nv
t
n. (14)
Equations (13, 14) can be regarded as linear equations over the rational function field K over C.
Naturally, K has a structure of C[y±1]-algebra. UsingM -periodic matrices and vectors, we rewrite these
equations as
X˜tnv˜
t
n = x v˜
t
n, v˜
t+1
n = R˜
t
nv˜
t
n, v˜
t
n+1 = L˜
t
nv˜
t
n. (15)
By definition of Xtn, the M -periodic matrix X˜
t
n is expressed as X˜
t
n = S˜
N + Z˜, where Z˜ = (z˜i,j)i,j is
a M -periodic matrix such that z˜i,j 6= 0 ⇒ 0 ≤ j − i < N . Then, the first equation of (15) is rewritten
as S˜N v˜tn = (xE˜ − Z˜)v˜
t
n. Equivalently, we have
f˜ tn,m+N = xf˜
t
n,m −
∑N−1
k=0 z˜m,m+k f˜
t
n,m+k. (16)
Let wtn = (f˜
t
n,1, . . . .f˜
t
n,N)
T , M tn = diag(I
t
n,1, . . . , I
t
n,N ) + U1 and H
t
n = diag(V
t
n,1, . . . , V
t
n,N ) + U1,
where Um = (δi+1,j)i,j + (x− z˜m,m)EN,1− z˜m,m+1 ·EN,2− · · · − z˜m,m+N−1 ·EN,N . Then, from (16), we
can rewrite (14) as
wt+1n =M
t
nw
t
n, w
t
n+1 = H
t
nw
t
n. (17)
Theorem 2.4 ([I2]) (i) There exist divisors T , N , M1, M2, . . . ,MM ∈ Pic(C) of degree 0 such that
ϕ(Xt+1n,m) = ϕ(X
t
n,m) + T , ϕ(X
t
n+1,m) = ϕ(X
t
n,m) +N , ϕ(X
t
n,m+1) = ϕ(X
t
n,m) +Mm.
(ii) The divisors T , N , Mm are expressed as follows:
T = p+T − p
−
T , N = p
+
N − p
−
N , Mm = p
+
M(m)− p
−
M(m), (18)
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where p±T p
±
N p
±
M(m) are certain points on C.
(iii) The x, y coordinates of p±T , p
±
N , p
±
M(m) are expressed as
x+T = (detM
t
n)∞, x
−
T = (detM
t
n)0, y
+
T = (detR
t
n)∞, y
−
T = (detR
t
n)0,
x+N = (detH
t
n)∞, x
−
N = (detH
t
n)0, y
+
N = (detL
t
n)∞, y
−
N = (detL
t
n)0,
x+M(m) = (detUm)∞, x
−
M(m) = (detUm)0,
y+M(m) = (detS)∞, y
−
M(m) = (detS)0. 
Roughly speaking, theorem 2.4 states that the determinants of matrices Ltn, R
t
n, H
t
n, M
t
n, · · · char-
acterize the action of Tn, Tm, Tt.
Lemma 2.5 detRtn = α − (−1)
My, detLtn = β − (−1)
My, detHtn = (−1)
N+1x, detS = (−1)M+1y,
detUm = (−1)N+1(x − V tN,m · · ·V
t
2,mV
t
1,m), detM
t
n = (−1)
N(x − κ), where κ is a minimum eigenvalue
of Xtn|y=(−1)Mα in absolute value.
Proof. We prove these lemmas in the appendix. 
From theorem 2.4 and lemma 2.5, the representations of the actions Tt, Tn, Tm on Pic
g C are
completely determined:
Proposition 2.6 The divisors T , N , Mm in theorem 2.4 are expressed as T = p0 − p1, N = p0 − p2,
Mm = p0 − p
(m)
3 , where p1 : (x, y) = (κ, α), p2 : (x, y) = (0, β), p
(m)
3 : (x, y) = (γm, 0), γm =
V tN,m · · ·V
t
2,mV
t
1,m.
2.4 TC and RC
Theorem 2.4 states that the evolutions t 7→ t+ 1, n 7→ n+ 1, m 7→ m+ 1 over RC can be linearized on
Picg(C) through the injection ϕ : RC → Pic
g(C). To lift this result to the isolevel set TC , we will study
the structures of the two sets RC and TC . Let d := g.c.d.(N,M).
Our aim in this section is to construct a bijection
TC →RC × (C
×)d−1 (19)
which has some nice behavior. Denote by [X ] the image of X ∈ TC through the natural projection
TC →RC = TC/ ∼. If [X ] = [Y ], there exits a diagonal invertible matrix D such that X = DYD−1.
Lemma 2.7 Let D be a diagonal and invertible matrix. Then, X,DXD−1 ∈ TC ⇐⇒ SdDS−d = D.
Proof. ⇒) Because any element X ∈ TC is written as X = S
N +
∑N−1
i=0 XiS
i, (Xi are diagonal)
uniquely, we have SNDS−N = D. On the other hand, by definition of the matrix S, it follows that
SMDS−M = D. Due to these equations, we have SdDS−d = D. ⇐) Any element X ∈ TC is written
as X = (LN + S) · · · (L2 + S)(L1 + S). Putting L′n := (S
−nDSn)Ln(S
n−1D−1S−n+1) and X ′ :=
(L′N + S) · · · (L
′
1 + S), we have X
′ = DXD−1 ∈ TC . 
Let G(∼= (C×)d) be the multiplicative group of diagonal matrices defined by
G := {D |D : invertible, diagonal, SdDS−d = D},
and H(∼= C×) ⊂ G be the normal subgroup H := {cE | c ∈ C×}. By lemma 2.7, the quotient group
G/H acts on TC by G/H ∋ D 7→ {X 7→ DXD−1} ∈ End(TC). Because the group action is free, the
orbit (G/H) ·X is isomorphic to G/H ∼= (C×)d−1 for any X ∈ TC .
Therefore, any map i : TC → G/H satisfying i(DXD−1) = D · i(X) induces a bijection TC →
RC × (G/H). To define a good bijection, we focus on a eigenvector of X at the point p0 ∈ C. Let k be
the local coordinate around p0 ∈ C.
Lemma 2.8 Let X be an element of TC , K be the rational function field of C. Assume v ∈ KM satisfies
Xv = xv. Up to multiplication by a constant, the i-th component fi of v has the following expression
near p0:
fi = aik
M−i + o(kM−i), ai 6= 0.
Moreover, we have ai+d = ai for all i.
Proof. See the appendix. 
Define the map i : TC → G/H(∼= (C×)d/C×) by X 7→ [a1 : a2 : · · · : ad]T , where ai is the non-zero
number in lemma 2.8. By definition of i, we can check i(DXD−1) = D · i(X) immediately. As stated
above, this map induces a bijection TC →RC ×G/H .
Proposition 2.9 Let Xtn,m ∈ TC and i(X
t
n,m) = [a1 : a2 : . . . , ad]
T . Then it follows that i(Xtn+1,m) =
i(Xtn,m+1) = i(X
t+1
n,m) = [a2 : a3 : · · · : ad : a1]
T .
Proof. Let fi be the i-th element of v such that X
t
n,mv = xv, and f
′
i be the i-th element of v
′ such
that Xtn+1,mv
′ = xv′. Because Xtn+1,m = (S
m−1LtnS
−m+1)Xtn,m(S
m−1LtnS
−m+1)−1, we have v′ =
(Sm−1LtnS
−m+1)v, which implies f ′i =
{
fi+1 + V
t
n,m+ifi i 6=M
yf1 + V
t
n,mfM i =M
. From this equation and lemma
2.8, we have f ′i =
{
ai+1k
M−i−1 + o(kM−i−1) i 6=M
a1k
−1 + o(k−1) i =M
. By multiplying k to all f ′i simultaneously, we
obtain the desired expression. The equations about Xtn,m+1 and X
t+1
n,m are proved similarly. 
Let ϕ be the injection RC → Pic
g(C) introduced in §2.3, and a := Imϕ be the image of ϕ. From
theorem 2.4 and proposition 2.9, we have :
Theorem 2.10 There exist divisors T ,Mm, N ∈ Pic
0(C) and a bijection η : TC → a×G/H such that:
For η(Xtn,m) = (D,a),
η(Xtn+1,m) = (D + T , σ(a)), η(X
t
n,m+1) = (D +Mm, σ(a)),
η(Xtn+1,m) = (D +N , σ(a)), σ([a1 : a2 : · · · : ad]
T ) := [a2 : a3 : · · · : ad : a1]
T .
Corollary 2.11 TC is embedded into JacC × (C
×)d−1, where JacC is the Jacobi variety of C.
3 Review of tropical geometry
We briefly review basic results of the tropical geometry. For details, see [IMS, MZ].
3.1 ultradiscretization of functions
Let RL+ := (R>0)
L be the set of L-positive vectors and T = (0,∞) be the open interval of infinite length.
For a topological set A, denote by Hom(T,A) the set of continuous maps from T to A. Any continuous
map f : A→ B induces a mapping f∗ : Hom(T,A)→ Hom(T,B).
Let A be a subset of (C×)L. We define the subset UA ⊂ Hom(T,A) by
UA := {(s1, . . . , sL) ∈ Hom(T,A) ; limε→0+ |ε log |si(ε)|| < +∞}. (20)
Let UD : UA → RL be the map expressed as (si)i 7→ (− limε→0+ ε log |si(ε)|)i.
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Definition 3.1 A map f : A → B is ultradiscretizable if: (i) f∗(UA) ⊂ UB , (ii) There exists a map
UD(f) : RL → RL such that the following diagram is commutative:
UA
f∗
//
UD

UB
UD

RL
UD(f)
// RL
.
We call the map UD(f) the ultradiscretization of f . It is not easy to determine whether a given
function f is ultradiscretizable. Here, we introduce two simple sufficient conditions.
Example 3.1 (Totally positive polynomial) If f is expressed as a totally positive polynomial, then
f is ultradiscretizable.
Example 3.2 (Roots of polynomial) Let A := (C×)N+1, B := C× and Φ(x) = sNx
N+ · · ·+s1x+s0
with si ∈ Hom(T,C×). Then there exists a continuous function x = x(ε) such that Φ(x(ε)) = 0 for all
ε. Define f∗Φ(s0, s1, . . . , sN ) := x. Therefore, fΦ : A → B is ultradiscretizable. In fact, UD(fΦ) is a
piecewise linear function of UD(s0), . . . ,UD(sN ).
3.2 tropical curves
3.2.1 definition
Define the subset U := UC
×
of Hom(T,C×) as (20). For a polynomial Φ =
∑
w=(w1,w2)∈Z2
cw x
w1yw2 ∈
U [x±1, y±1], denote UD(X,Y ; Φ) := minw∈Z2 [UD(cw) + w1X + w2Y ]. A plane tropical curve Γ
0 defined
by Φ is a subset of R2 which is expressed as
Γ0 := {(X0, Y0) |The function UD(X,Y ; Φ) is not smooth at (X,Y ) = (X0, Y0)}.
Example 3.3 Let e := e−1/ε and Φ = y2 + y(x3 + x2 + ex + e2) + e6. Then, we have UD(X,Y ; Φ) =
min[2Y, Y + 3X,Y + 2X,Y +X + 1, Y + 2, 6]. The tropical curve Γ0 is given as figure 3.
✻
✲
✁
✁
❆
❆
❅
❅
 
 
O
X
Y
2
4
1
Figure 3: The tropical curve defined by Φ = y2 + y(x3 + x2 + ex+ e2) + e6.
For P ∈ Γ0, we define ΦP :=
∑
w∈ΛΦ(P )
cwx
w1yw2 , where ΛΦ(P ) := {w ∈ ΛΦ |UD(XP , YP ) =
UD(cw)+w1XP+w2YP , P = (XP , YP )}. Let mult(P ) := ♯{irreducible components of Φ
P∈ U [x±1, y±1]}.
Definition 3.2 A tropical curve with multiplicity is a non-oriented graph Γ with surjection ι : Γ → Γ0
such that ♯{ι−1(P )} = mult(P ) for all P ∈ Γ0.
8
✁
✁
❆
❆
❅
❅
 
 
Figure 4: The tropical curve with multiplicity defined by Φ.
Example 3.4 Let Φ be the polynomial in example 3.3. Then we have, for example, Φ(1,4) = eyx+e2y+
e6, Φ(0,3) = yx3 + yx2 + eyx = yx(x + ξ+)(x + ξ−), where ξ+ = e + e
2 + · · · , ξ− = 1 − e − · · · . The
tropical curve with multiplicity Γ is given as figure 4.
Note that ι is finite and locally homeomorphic without finite numbers of points. We abbreviate the
pull-backed coordinates ι∗X and ι∗Y over Γ as X and Y .
3.2.2 tropical integration
Let ι : Γ → Γ0 be a tropical curve with multiplicity. Because ι is locally homeomorphic without finite
numbers of points, we can induce a metric on Γ by pulling back the metric of Γ0 defined by the lattice
length §5 [M].
Denote by P the free Z-module generated by oriented paths on Γ. Let (·, ·) : P × P → R be the
tropical bilinear form [M], which is defined by (γ1, γ2) := (±1) · ||γ1 ∩ γ2||. Fix a basis β1, . . . , βg of
H1(Γ;Z). Then, we obtain the period matrix of Γ, which is a g × g matrix BΓ = ((βi, βj))
g
i,j=1. For a
fixed point Q0 ∈ Γ, we define the tropical Abel-Jacobi mapping FQ0 : Γ→ R
g/BΓZ
g by
FQ0(P ) :=
(
(γQ0→P , βi)
)g
i=1
(mod BΓZ
g),
where γQ0→P ∈ P is a path from Q0 to P . We call the variety J(Γ) := R
g/BΓZ
g the tropical Jacobi
variety. The mapping FQ0 can be linearly extended to Div Γ =
⊕
p∈Γ Z · p.
3.3 ultradiscrete limit of Abelian integrals
In this section, we review the theorem in the paper [I1], which explains a certain direct relation between
Abelian integrals and tropical integrals. For a polynomial Φ(x, y) ∈ U [x±1, y±1], there exists a holomor-
phic family of curves π : V → T such that π−1(ε) is an algebraic curve defined by Φ|ε ∈ C[x±1, y±1].
Denote by g the genus of these curves.
Let αi : A→ T and βi : B → T (i = 1, . . . , g) be a holomorphic (oriented) subfamily of π such that
α−1i (ε) and β
−1
i (ε) are symplectic basis of H1(π
−1(ε);Z). We call such (αi, βi) a symplectic basis of π.
The following is the main result of the paper [I1].
Theorem 3.5 ([I1]) There exists a canonical correspondence
X : {(αi, βi)i | symplectic basis of π : V → T} → {(βi)i | basis of H1(Γ;Z)}
and holomorphic 1-forms ωi (i = 1, . . . , g) over V such that∫
α−1
i
(ε)
ωj = δi,j , −2πi lim
ε→0
(
ε
∫
β−1
i
(ε)
ωj
)
= Bi,j ,
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where Bi,j is the (i, j)-component of BΓ defined by the basis X(αi, βi). 
Let P ∈ Γ. Because the field U is algebraically closed, we can find a holomorphic section p : T → V
of π such that UD(x(p(ε))) = X(P ), UD(y(p(ε))) = Y (P ). In this case, we denote ‘p−⊲P ’.
Theorem 3.6 Let p, q be two sections T → V . Assume there exist two points P,Q ∈ Γ such that p−⊲P ,
q−⊲Q. Then, the following relations are held
−2πi lim
ε→0+
ε · fq(ε)(p(ε)) = FQ(P ) ∈ J(Γ). 
4 Application for ultradiscrete systems
From the results in §2 and §3, we obtain the tropical analog of the linearizing theorem for the ultradiscrete
integrable systems. Let J be the quotient space J := (Cg × GL(g,C))/ ∼, where (v, B) ∼ (v′, B′) ⇔
B = B′ and v − v′ ∈ Zg + BZg. The analytical set J is regarded as a set of all Jacobi varieties. Any
element of J is expressed as (v mod (Zg +BZg), B).
4.1 ultradiscretization
4.1.1 family of isolevel sets
For an β ∈ Hom(T,C×), define
V(β) :=
{
(Vn,m)
N,M
n=1,m=1 ∈ Hom(T,C
N×M )
∣∣∣ (i)β =∏m Vn,m for all n,
(ii) limε→0+ |ε log |Vn,m(ε)|| < +∞
}
.
As in §2.1, any {Vn,m}n,m ∈ V(α) is identified with the matrix functionXn := Ln+N−1 · · ·Ln+1Ln, where
Ln = diag(Vn,1, . . . , Vn,M ) + S. Let π : V → T be the holomorphic family of curves defined by Φ =
det (Xn − x · id.). Consider the correspondence: SC
∗ : V(α) → {hol. families over T }; {Vn,m}n,m 7→
{π : V → T }. For a holomorphic family π : V → T , denote Tpi := (SC
∗)−1(π). This Tpi is regarded as a
holomorphic family of isolevel sets.
For any ε ∈ T , the isolevel set Tpi |ε can be embedded into Jac(π−1(ε)) × (C×)d−1 (theorem 2.10).
Combining these maps, we obtain the inclusion η∗ : Tpi → Hom(T, J × (C×)d−1) induced from η.
4.1.2 ultradiscretization of η
We are interested in the real positive part of the isolevel set: V(α)+ := V(α) ∩ Hom(T,RN×M+ ). Let
T +pi := Tpi ∩ Hom(T,R
N×M
+ ). Denote by η
∗
+ : T
+
pi → Hom(T, J × (C
×)d−1) the restriction of η∗ to T +pi .
Let L : Hom(T, J × (C×)d−1)→ J(Γ)× Rd−1 be the mapping defined by
((v(ε) mod (Zg +B(ε)Zg), B(ε)),w(ε)) 7→ (−2πi lim
ε→0+
εv(ε),− lim
ε→0+
ε logw(ε)).
By theorem 3.5, this mapping is well-defined.
Our aim in this section is to prove the following theorem:
Theorem 4.1 There exists a mapping UD(η) such that the following diagram is commutative:
T +pi
η∗+
//
UD

Hom(T, J × (C×)d−1)
L

RN×M
UD(η)
// J(Γ)× Rd−1
,
where Γ is the tropical curve associated with Φ.
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First, we refer to the result proved by Mada, Idzumi and Tokihiro [MIT]:
Theorem 4.2 (i) Let Ln = diag(Vn,1, . . . , Vn,M ) + S and X := LN · · ·L2L1. Then, all the coefficients
of Φ(x, y) = det(X(y)− xE) are expressed as ±(totally positive polynomial in Vn,m (n = 1, . . . , N,m =
1, . . . ,M)).
(ii)1 Coefficients of any (i, j)-minor ∆i,j(x, y) of (X(y) − xE) are expressed as ±(totally positive poly-
nomial in Vn,m). 
Proof of theorem 4.1. We prove the theorem by constructing UD(η)1 : R
N×M → J(Γ) and UD(η)2 :
RN×M → Rd−1 respectively.
(I) Constructing UD1: For a holomorphic family π : V → T of analytic curves of genus g, we denote
by Divg(π) : Vg → T the holomorphic family of divisors of degree g. A fiber of Div
g(π) is of the form
{Divg(π)}−1(ε) = Divg(π−1(ε)). By theorem 2.3, we have the mapping ϕ˜C : RC = TC/ ∼ → Div
g(C)
for any spectral curve C. Therefore, this mapping ϕ˜C induces a new mapping ϕ˜
∗ : Tpi → Div
g(π).
Let v = (Vm,n(ε))m,n be an element of Tpi. Denote Xv = LN · · ·L2L1, Ln = diag(Vn,1, . . . , Vn,M )+S.
By theorem 2.3 (ii), x, y coordinates of g points which belongs to ϕ˜∗(Xv)(ε) are expressed as roots of
polynomials defined by minors of (Xv−xE). Due to theorem 4.2, all the coefficients of these polynomials
are of the form ±(totally positive polynomials in Vn,m). Therefore, the limits {− limε→0+ ε log xi(ε)}
g
i=1,
{− limε→0+ ε log yi(ε)}
g
i=1, (xi, yi = {x, y coordinates of a point pi(ε) where ϕ˜
∗(Xv)(ε) = p1+ · · ·+ pg})
depend only on UD(X(ε)). Let Pi be a point in Γ such that pi−⊲Pi (§3.3) and p0 : T → V be an arbitrary
section and p0−⊲P0 ∈ Γ. By theorem 3.6, it is sufficient to define UD(η)1(X) :=
∑g
i=1 FP0(Pi), where
X ∈ RM×N .
(II) Constructing UD(η)2: We construct UD(η)2 by ultradiscretizing the mapping i : TC → (C
×)d−1
introduced in §2.4. By the proof of lemma 2.8, the image i(X) is expressed as [a1 : · · · : ad], where any
ai is a root of some polynomials of which coefficients are components of X . Therefore, the expression
UD(η)2(X) := (− limε→0+ ε log |ai|)i, X = UD(X(ε)) is well-defined by example 3.2. 
By the analogy of the discrete case [MM], we can make a conjecture concerning the ultradiscretized
η˜.
Conjecture 4.3 The mapping UD(η) is injective.
4.2 fundamental cycles of 2dBBS
Now we consider the 2dBBS (§1). Let {W tn,m, Q
t
n,m}
t
n,m be a set of real numbers which satisfies the
2dBBS (5). The fundamental cycle of 2dBBS is the minimum positive integer F such that
{WFn,m, Q
F
n,m}n,m = {W
0
n,m, Q
0
n,m}n,m.
Let V 0n,m = V
0
n,m(ε) be a real function satisfying UD(V
0
n,m) =W
0
n,m. Using the procedure in §2.1, we
obtain the matrix function X(y)(ε) ∈ Hom(T,Mat(M,C[y])) and therefore the family of spectral curves
π : V → T . Denote by Γ the tropical curve defined by X(y)(ε).
Here we recall proposition 2.6. We denote by p0(ε), p1(ε), p2(ε), p
(m)
3 (ε) the points in Cε = π
−1(ε)
as in proposition 2.6
Proposition 4.4 Let P0, P1, P2, P
(m)
3 ∈ Γ be the tropicalization of p0, p1, p2, p
(m)
3 . (p
(m)
i −⊲P
(m)
i ).
Then, we have P0 : (X,Y ) = (−∞,−∞), P1 : (X,Y ) = (G,A), P2 : (X,Y ) = (+∞, B), P
(m)
3 : (X,Y ) =
(Hm,+∞), where A =
∑M
m=1Q
0
n,m, B =
∑M
m=1W
0
n,m, Hm =
∑N
n=1W
0
n,m and G is the maximum
number such that (G,A) ∈ Γ.
1In the paper [MIT], only the proof of the part (i) is given. However, the part (ii) is also proved by the exactly same
argument.
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Proof. UD(α) = A, UD(β) = B and UD(γm) = Hm are obtained by definition. The G is obtained from
G = UD(κ), where κ is the complex number in lemma 2.5 (ii). 
Using Γ, we can calculate the tropical period matrix BΓ and vectors ~T := FP1(P0), ~N := FP2(P0),
~M(m) := F
P
(m)
3
(P0) ∈ J(Γ) by combinatorial procedures.
Proposition 4.5 Let F ′′ be the minimum positive integer such that F ′′ · ~T ≡ 0 and F ′ := l.c.m.(F ′′, d).
The fundamental cycle F is a multiple of F ′. If conjecture 4.3 is true, then F = F ′.
Proof. This proposition is the consequence of theorems 2.10, 3.6, 4.1. 
Note that the condition F · ~T ≡ 0 ∈ J(Γ) is equivalent to F · B−1Γ
~T ∈ Zg.
4.2.1 example I
Let e := e−1/ε ∈ Hom(T,R+). Consider the following example:
1|..1 .|1.. .|.1. 1|..1
.|.1. 1|..1 .|1.. .|.1.
.|1.. .|.1. 1|..1 .|1..
t=0 t=1 t=2 t=3
and A = B = 1, M = N = 3, d = 3. From the picture, we have:
X01 = L
0
3L
0
2L
0
1 = (diag(e
1, e0, e0) + S)(diag(e0, e1, e0) + S)(diag(e0, e0, e1) + S).
Its characteristic polynomial Φ(x, y) satisfies
Φ(x, y) = det(X01 (y)− xE) = −x
3 + x2(3y + 3e)− x(3y2 − 21ey + 3e2) + (y + e)3.
Therefore, the tropical curve Γ defined by Φ satisfies BΓ = 0, which implies J(Γ) = {0}. By proposition
4.5, the fundamental cycle is a multiple of d = 3. (In fact, the fundamental cycle is 3.)
4.2.2 example II
Start with the following initial value:
.|..11 .|..2. .|1..1 1|...2 .|..11
.|.11. .|.2.. .|..11 .|..2. ... .|.11.
1|21.1 1|2..2 1|121. .|22.. 1|21.1
t=0 t=1 t=2 t=3 t=8
and A = 1, B = 2, M = 3, N = 4, d = 1. Form the picture, we have:
X01 = (diag(e
2, 1, 1) + S)(diag(e, e, 1) + S)(diag(1, e, e) + S)(diag(e, 1, e) + S).
Then Φ(x, y) = −x3 + x2(5y + 2e2) − x(y2 − 7e2y + e4) + (y + e2)4 + (small). Therefore, the tropical
curve Γ defined by Φ is as figure 5:
Let O = (0, 0), v1 = (2, 2) and v2 = (4, 2). Denote two edges connecting O and v1 by e1 and e2, and
two edges connecting v1 and v2 by e3 and e4. Define closed paths β1, β2, β3 on Γ as follows:
β1 : v1
e1→ O
e2→ v1, β2 : v2
e3→ v1
e4→ v2, β3 : O→ v2
e4→ v1
e2→ O.
Therefore, the tropical period matrix is BΓ =
 4 0 −20 4 −2
−2 −2 6
. By proposition 4.4, we have P0 =
(−∞,−∞), P1 = (2, 1), P2 = (+∞, 2), P
(1)
3 = (4,+∞) and P
(2)
3 = P
(3)
3 = (2,+∞). Then,
~T =
12
✻✲
✓
✓
✟✟
✟✟
 
 
O
2
2 4 X
Y
Γ0
✁
✁
✁
 
 
✟✟
✟✟
Γ
O
v1
v2
−→
Figure 5: Tropical curve with multiplicity Γ→ Γ0 in Example II.
(0, 0,−1)T , ~N = (0, 0,−2)T , ~M(1) = (2, 2, 0)T , ~M(2) = ~M(3) = (2, 0, 0)T . It follows that (BΓ)−1vT =
(−1/8,−1/8,−1/4)T , which implies that the fundamental cycle is a multiple of 8. (If fact, the funda-
mental cycle is 8). We note the relations 4 ~N = BΓ(−1,−1,−2)T ∈ BΓZ3 and v
(1)
M + v
(2)
M + v
(3)
M =
BΓ(2, 1, 1)
T ∈ BΓZ3, which reflect the condition Xtn+4,m = X
t
n,m+3 = X
t
n,m.
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A Proof of lemmas
A.1 Proof of lemma 2.8
Let C be the spectral curve defined in §2.1, p0 be the unique point contained in C \ C0 and k be the
local coordinate around p0. Let Sk := (δi+1,j) + k
−MEM,1. At p0, the equation Xv = xv implies
kN (LN + Sk) · · · (L2 + Sk)(L1 + Sk)v = (1 +O(k))v.
Lemma A.1 (lemma 2.8) Up to multiplication by a constant, the i-th component fi of v has the
following expression near p0:
fi = aik
M−i + o(kM−i), ai 6= 0.
Moreover, we have ai+d = ai for all i.
Proof. Let d = g.c.d.(N,M), N = dN1 and M = dM1. Denote Yp,q := (ypd+i,qd+j)
d
i,j=1 for a square
matrix Y = (yi,j)
M
i,j=1 of size M . Let K = (κi,j) be the diagonal matrix such that (p − 1)d < i ≤
pd ⇒ κi,i = k
M−pd, p = 1, 2, . . . ,M1. Putting Y := k
NK−1(LN + Sk) · · · (L2 + Sk)(L1 + Sk)K and
w := K−1v, we obtain Yw = (1 + c1k+ o(k))w. (c1 is a non-zero constant). Because the (i, j)-element
xi,j of (LN+Sk) · · · (L2+Sk)(L1+Sk) satisfies xi,j ∈ C[k] (i ≤ j), xi,j ∈ k−MC[k] (i > j) and xi,j+N = 1
(xi,j+M ≡ xi,jk−M ), the (p, q)-th block Yp,q satisfies
Yp,q =
{
E + (strictly lower triangle mat.) +O(kd), q − p ≡ N1(mod M1),
O(kd), otherwise.
Because g.c.d.(N1,M1) = 1, the vector w must be expressed as:
w = (
d︷ ︸︸ ︷
0, 0, . . . , 0, 1,
d︷ ︸︸ ︷
0, 0, . . . , 0, 1, . . . ,
d︷ ︸︸ ︷
0, 0, . . . , 0, 1)T +O(kd). (21)
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On the other hand, for the matrix Z = YM1 , the (p, q)-th block Zp,q satisfies
Zp,q =
{
Yp,p+N1Yp+N1,p+2N1Yp+2N1,p+3N1 · · ·Yp+(M1−1)N1,p p = q,
O(kd) p 6= q,
(22)
where Yp+M1,q ≡ Yp,q+M1 ≡ Yp,q. Then the equation Yw = (1 + c1k + o(k))w induces
Zp,pwp ≡ (1 +M1c1k + o(k))wp (mod k
d), p = 1, 2, . . . ,M1, (23)
where w = (gi)
M
i=1, wp = (gd(p−1)+i)
d
i=1. From this, there exist non-zero complex numbers a
(p)
1 , . . . , a
(p)
d
such that
wp = (a
(p)
1 k
d−1, a
(p)
2 k
d−2, . . . , a
(p)
d ) + (smaller when k → 0). (24)
From (21, 24), we obtain gd(p−1)+i = a
(p)
i k
d−i + o(kd−i) and a
(1)
d = · · · = a
(M1)
d . Using the equation
v = Kw, we rewrite these equations as fi = aik
M−i + o(kM−i) and ad = a2d = · · · = aM−d.
We prove the equation ai+d = ai through the following two steps:
Step 1. Let z
(p)
i,j be the (i, j)-component of the matrix Zp,p. We will prove z
(1)
i+1,i ≡ z
(2)
i+1,i ≡ · · · ≡ z
(M1)
i+1,i
(modkd). Let Y −p be a lower triangle matrix with diagonal elements 1 such that Yp,p+N1 ≡ Y
−
p (mod k
d).
Let T := (δi,j+1)
d
i,j=1. Then the matrix Y
−
p is decomposed uniquely as Y
−
p = E +
∑d−1
i=1 U
(p)
i T
i,
(U
(p)
i : diagonal). Therefore, we have Y
−
p1Y
−
p2 · · ·Y
−
pl
= I + (U
(p1)
1 + U
(p2)
1 + · · · + U
(pl)
1 )T + · · · , which
implies that the (i + 1, i)-component of the matrix Y −p1Y
−
p2 · · ·Y
−
pl
does not depend on the order of pi.
Because {p, p+N1, . . . , p+ (M1 − 1)N1} ≡ {1, 2, . . . ,M1} (mod M1) for all p, we conclude the claim of
this step by (22).
Step 2. Prove z
(p)
i+1,ia
(p)
i ≡M1c1a
(p)
i+1 (mod k
d). This is a direct consequence of (23).
From these two steps, we have a
(p)
i = a
(p+1)
i which is equivalent to ai = ai+d. 
A.2 Proofs of propositions 2.1, 2.2.
Let Itn = diag(I
t
n,1, . . . , I
t
n,M ), V
t
n = diag(V
t
n,1, . . . , V
t
n,M ). Then the equation X
t
n = L
t
n+N−1 · · ·L
t
n+1L
t
n
is rewritten as
Xtn = Y
t
0 + SY
t
1 + · · ·+ S
N−1Y tN−1 + S
N = Zt0 + Z
t
1S + · · ·+ Z
t
N−1S
N−1 + SN ,
where Y tn , Z
t
n (n = 0, 1, . . . , N − 1) are diagonal matrices. We note that the matrices Y
t
0 , . . . , Y
t
N−1 are
independent as functions of {V tn,m}k,m.
Proposition A.2 (proposition 2.1) For given Xtn ∈ W(β), there exist M pairs (R
(1), X(1)), · · · ,
(R(M), X(M)) such that (i) R(i) = diag(I
(i)
1 , . . . , I
(i)
M ) + S, (ii) α =
∏M
m=1 I
(i)
m , (iii) X(i) ∈ W(β),
(iv) X(i)R(i) = R(i)Xtn.
Proof. It is sufficient to prove for a generic Xtn. In this proof, we denote I = I
(i)
m , Yn = Y
t
n , Zn = Z
t+1
n
for simplicity. Then the equation (8) is rewritten as
(Z0 + Z1S + · · ·+ ZN−1S
N−1 + SN)(I + S) = (I + S)(Y0 + · · ·+ S
N−1YN−1 + S
N),
which implies ZkS
kI + Zk−1S
k = ISkYk + S
kYk−1, (k = 0, 1, . . . , N), Z−1 = Y−1 = 0, ZN = YN = E.
Using these relations recursively and deleting Zk, we have
0 = Y0 − Z0 = [Y0 − SY0S
−1]− I(SY1S
−1) + (SIS−1)Z1 = · · · =
N∑
k=0
(−1)k(Θk − SΘkS
−1),
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where Θk = I(SIS
−1)(S2IS−2) · · · (Sk−1IS−k+1)(SkYkS−k). This implies that the diagonal matrix
M :=
∑M
k=0(−1)
kΘk must satisfyM = SMS−1, which is equivalent to M = κE for a certain constant
κ. Let I = −diag(x1, . . . , xM ) and SiYiS−i = diag(ci,1, ci,2, . . . , ci,M ). Then M = κE is rewritten as
κ = c0,m +
∑N−1
i=1 ci,mxmxm+1 · · ·xm+i−1 + xmxm+1 · · ·xm+N−1 (25)
for all m ∈ {1, 2, . . . ,M} (xm+M ≡ xm). Let µi be a new variable defined by xi =
µi+1
µi
. Then, we have
µM+i
µi
= x1x2 · · ·xM = (−1)Mα for any i. Therefore, (25) is rewritten as κ =
∑N−1
i=0 ci,mµm+i+µm+N
µm
, ∀m.
Putting Sα := S|y=(−1)Mα and µ := (µ1, . . . , µM )
T , we obtain (Y0 + SαY1 + S
2
αY2 + · · ·+ S
N−1
α YN−1 +
SNα )µ = κµ, which implies
(Xtn|y=(−1)Mα)µ = κµ. (26)
Because Xtn is generic, there exist M eigenvectors µ with non-zero elements. 
To prove proposition 2.2, we review the well-known result on linear algebra:
Lemma A.3 (the Perron-Frobenius theorem) Let X be a positive matrix. Then, (i) X has positive
eigenvalues, (ii) the maximum eigenvalue κmax in absolute value is positive and simple, (iii) any positive
eigenvector of X belongs to κmax. 
Proposition A.4 (Proposition 2.2) Let
Xtn = Ln+N−1 · · ·Ln+1Ln ∈ W(β), L
t
n = diag(V
t
n,1, . . . , V
t
n,M ) + S such that V
t
n,m > 0.
Then, there uniquely exist two matrices Xt+1n , R
t
n such that (i) R
t
n = diag(I
t
1, . . . , I
t
M ) + S, (ii) α =∏M
m=1 I
t
m, (iii) X
t+1
n ∈ W(β), (iv) X
t+1
n R
t
n = R
t
nX
t
n, (v) I
t
n,m > 0.
Proof. Let us recall the inequality: α > β > 0. Denote Xα := X
t
n|y=(−1)Mα, Sα := S|y=(−1)Mα and
Vn = diag(V
t
n,1, . . . , V
t
n,M ). We start with (26): κ
−1µ = X−1α µ. It is sufficient to prove the existence
and the uniqueness of a real eigenvector µ = (µ1, . . . , µM )
T such that (−1)k+1µk > 0 for all k. (Note
that Itn,i = −µi+1/µi). The vector µ must satisfy Pµ > 0, where P = diag(1,−1, 1, . . . , (−1)
M ). By
(7), we have
X−1α = (E + S
−1
α Vn)
−1S−1α (E + S
−1
α Vn+1)
−1S−1α · · · (E + S
−1
α Vn+N−1)
−1S−1α .
By the inequality α > β > 0, V tn,m > 0, we have the following expression:
(E + S−1α Vn′ )
−1 = E − S−1α Vn′ + (S
−1
α Vn′)
2 − (S−1α Vn′)
3 + (S−1α Vn′)
4 − · · · ,
which implies that the (i, j)-element of (E + S−1α Vn′)
−1 is positive (resp. negative) if i + j is even
(resp. odd). In other words, P (E + S−1α Vn′)
−1P is a positive matrix. Therefore (−1)NPX−1α P is also a
positive matrix. The proposition follows from this fact and the Perron-Frobenius theorem. 
A.3 Proof of lemma 2.5
In this section, we calculate the determinants of matrices introduced in §2.3. First, the equations
detRtn = α− (−1)
My, detLtn = β − (−1)
My are straightforward.
Next, we recall the equation (16). The zi,j in (16) should satisfy
zi,j + yzi,j+M + y
2zi,j+2M + · · · = {(i, j)-th element of X
t
n,m(y)}.
Define two vectors I and µ by
I = (1,−Itn,1, I
t
n,1I
t
n,2, . . . ,
∏N−1
m=1(−I
t
n,m))
T , µ = (1,−Itn,1, I
t
n,1I
t
n,2, . . . ,
∏M−1
m=1 (−I
t
n,m))
T .
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Then, we have
(z1,1, z1,2, . . . , z1,N) · I = (1, 0, 0, . . . , 0) · (X
t
n,m|y=(−1)Mα) · µ.
By (26), this equals to κ. We hence have M tn,mI = (0, . . . , 0, x − κ)
T . On the other hand, due to the
definition ofM tn, detM
t
n must be a monic or anti-monic polynomial in x of degree 1. Therefore, we have
detM tn = (−1)
N+1(x− κ).
We calculate detHtn similarly. Let
V = (1,−V tn,1, V
t
n,1V
t
n,2, . . . ,
∏N−1
m=1(−V
t
n,m))
T , ν = (1,−V tn,1, V
t
n,1V
t
n,2, . . . ,
∏M−1
m=1 (−V
t
n,m))
T .
Then, we have
(z1,1, z1,2, . . . , z1,N ) · V = (1, 0, 0, . . . , 0) · (X
t
n,m|y=(−1)Mβ) · ν = 0,
which implies Htn,mV = (0, . . . , 0, x)
T . Therefore, detHtn,m = (−1)
N+1x.
At last, we can directly calculate detU tm = (−1)
M (x − z1,1) = (−1)N+1(x− V tN,m · · ·V
t
2,mV
t
1,m). 
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