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Abstract 
The problem of simultaneous estimation of means in one-way anal:,xis of variance 
(ANOVA) is considered when it is suspected that the mean parameters are equal, but 
with some degree of uncertainty. Improved estimators usins Stein-rule and preliminary 
test approach are proposed. The explicit forms of the biases and risk functions ot’ the 
proposed estimators arc derived. The relative pcrlbrmancc of the positive-part Stein- 
rule estimator (PSE) and the usual Stein-ru!c esti:c:l!~x ( SE) is critically assessed with 
the aid of’ the quaciratic loss function. It is shown analytically as ~11 as con7putationall4 
that PSE dominates the classical SE in the whole parrunetcr space. Also the improved 
preliminary test estimator (IPE) is shown to have smaller risk than that of the classical 
PE in the entire parameter space. 0 1999 Elsevicr S&ikc:e Znc. All rights rc’sbxxd. 
Kqwrw~ls: Analysis of Variance: Uncertain prior inl’ormation; Quadratic bias and risk: James 
Stein and pre-test estimators 
I. Introduction 
In this paper we discuss estimation techniques on the basis of’ preliminary 
tests of significance and sh.rinkage principle for an analysis of variance (AN- 
OVA) model when it is suspected that the mean parameters are equal. It is 
- 
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advantageous to utilize this parameter information in the estimation proce- 
dure. There are two ways of combining sample and parameter information; one 
is based on preliminary test procedure (Bancroft, 1944) and the other is based 
on James-Stein (1961) rule. These estimators are widely used by researchers, as 
is evident from the extensive bibliographies of Bancroft and Han (1977) and 
Han et al. (1988). For an account of the parametric theory of the preliminary 
test estimation in the finite sample space, we refer to Ahmed (1992a), Ahmed 
and Saleh (1990) and Judge and Bock (1978), among others. Asymptotic the- 
ory of these estimators have been studied by Ahmed (1991. 1992b), Kulperger 
and Ahmed ( 1992) and Gupta et al. (1989) among others. 
The ANOVA is a commonly used statistical technique employed in many 
disciplines of science. ANOVA is a method of simultaneous estimation of 
several means, O,,&, . . . , OL, of normal populations. We assume that sample 
observations J;,, are observed from the model 
Jii =Oi+Eijl j= 1*2,*..,11i, i= 1,2,...,L. (1.1) 
where the Ois are unknown parameters and the Eiis are unobservable random 
variables that include measurement errors and other uncontrollable factors 
affecting the variations. Further, l’ii denote the jth subject in the ith treatment. 
The following are the classic assumptions of ANOVA: 
1, E( f/i) ==i 0, ViW(Eii) 2= d < Xl, for all i, j. 
7 c,i are independently and normally distributed. “. 
We are interested in the simultaneous estimation of the mean pktrameter 
vector 8 = (()I , . I . , (IL)‘. To estimate 0, one needs only to consider the sufficient 
statistic T,(y) = ;‘, Y,,, I = 1,2 ,I.., 
defined componentwise by (& 
L. The unrestricted estimator (U 
= T’d\+/rt,. Moreover, it is suspected that the 
means 0, are equal, but with some degree of uncertainty. That is, we are pri- 
marily interested in the estimation of 0, when we have the classic ANOVA 
hypothesis 
(1 2) . 
In this article, our aim is to focus on the small sample properties (under 
quadratic loss) of the estimators based on preliminary test and James-Stein 
methods and to compare them with the usual estimators. In Section 2 we in- 
troduced the estimators. The derivations of the expressions for the biases and 
risk functions of the proposed estimators are given in Section 3. The properties 
of the estimators are provided in Section 4. Section 5 summarizes the findings. 
2. The estimators 
* T/NJ wstricted estirwtor (RE) of 0 is defined componentwise by 
OR = cf_ l T,(y)/n, where rr = ill + 112 + ?? . ?? + 11~. Usually the RE, bR, of 0 
performs better than the UE, 6. when H,, in ( 1.2) holds (Ah. 1990). but as the 
hypothesis error grows, fiR may be considerably biased, inefficient and in- * 
consistent, while the performance of 8 remains constant over such departures. 
In order to overcome this shortcoming of 8”, it is often desirable to develop 
estimators which are compromises between these two extremes. This end can 
be achieved by using the pre-test and the James-Stein estimation methodol- 
ogies. 
First, we propose a positire-pcrrt Stc~iwrrrle estinwtor (PSE), 
es- =bR+(l -kD,;‘)‘(MiR). L>3. (2.1) 
where (_r) ’ = max(O._~) and k is called the shrinkage constant. Eq. (2.1) can 
also be written as 
6”’ = eR + (1 - h-D,, ‘)/(D,] > k)(O - tiR). 
I(A) is the indicator function defined on the set .d. Further. 
D (e-eR)‘A(iLgR) 
II 
= 
(L - 1)s’ ??
(2.2) 
is a test statistic for testing the null hypothesis Ho. and 
Eq. (2.1 ) WII bc rewritten in the following form which is convcnicnt fat 
compiituti~~n~~l purposes 
0s ~ 0” 
- (1 - AD,, ‘)I@,, <k)(O _D 0”). (2.3) 
where OS is the i sud Sth-rwk cstiwtrtor* (SE) (Ali, 199 1 1. and is give by 
(j” =bR +(I -kD,,‘)(iMF). (2.4) 
It will be shown that the proposed PSE is uniformly better than the usual 
SE. 
The usual pr*c~lihi~m*~~ tc~.st cJstiwrtor* (PE). 6”, of 0 is given by the relation, 
* ’ 0 = 8”1(D,, < qy,) -t OI(D,, 2 C,~,). (2.5) 
The estimator 8”’ can be improved. in terms of risk. if we replace 6 by e” in 
(2.5). We call it impr*orctl prdimiu~w~* test c’stimrtor ( IPE) ;md is given by the . 
following relation: 
- 1’ . (j = 4” - IiD,, ‘I( D,, > c*,~;)( L > 3. ( 0 ‘3 _.
where c’( xl is the upper x 100% (0 < x < 1) point of D,,. The properties of 8 
have been studied by Ali ( 199 1). 
3. Main results 
In this section, the expressions for biases and risk functions of the estimators 
defined in the preceding section are provided. To do so first, we need the fol- 
lowing theorem. 
Theorem 3.1. If we d&e 
x,, = (e-e), z,, =(6-e”). 
Tit en 
(3 1) 
(j - p = Hb, and # - 8 = x,, - Z,,I(D,, i Cf., 1. (3 31 . 
The conditiorlal distribution of X,, 1 Z,, is norrncrl with IWCI~ 
The biases of the estimators are derived in the following theorem. 
Theorem 3.2. T/w biases of the proposed estitwtor’s are giwn 
(3.5). respectit*elr*: L . 
b&w irl (3.4) and 
B(8”‘) = A(P -4) = (6’) - SGL.c,.,,,(k*: A) 
+ 
, (3 4) ??
^P (0 ) = -W,+r &:A . q,, ( J L-l = -h_- ~.rr,W L+l 
Proof. Define the transformation: 
zl; = a-l PZ,,. (3.6) 
where P is any (L x L) non-singular symmetric matrix such that 
P( HK’H’)P’ == Ii,. The test statistic in (2.2) can now be written as 
,l lbllows a non-central chi-square distri ution with (L - I) dcgiees 
and non-centrality parameter ,/1. Also ,:‘Zi, is independem l_gf the 
xi, variable. We establish (3.4) and (3.5) by applying the results from Judge and 
Bock ( 1978) given in Appendix B. 
Since the bias expressions of all the estimators are in vector form, we take 
the recourse of converting them into the quadratic form. Thus, let us define the 
quadratic bias of an estimator 6’ of 0 by 
Q(W) = B’(O*)X-‘B(S*) 
(3 7) . 
Q(e“) = A [G‘, .,.,, &,: A)]‘. 
(3.9) 
(3.10) 
At ~1 = 0 the bias functions of both 6’. and 6” are clearly 0 but as d mo\res 
day from 0 the bias functions increases to a certain maxinun points and then 
decreases towards 0 as d tends to x;, since 6 (;r~ f , (A)) is a decreasing convex 
function of ~1. However, the graph ot the bus of‘ es‘ remains below the graph 
of the bias of 6”. In an effort to evaluate the quadratic biases and risk functions 
numerically we first transform the truncated non-central chi-square random 
variable to central chi-square: for example the term 
i;’ 1, f,(A)/ c ( ir;.,w < L - i, -- * /r;, ’ “1 ’ * _ >I 
cm bc written as 
*.& c‘ z ’ ‘(*l/Q) L.z 
I 0 
l 
Similarly we can write 
[ 
1 
L-it-2 Gl. I I!r ./If ( 
0. 
111 
-, L--4+2( 
k I . i==-1.3. 
Conlputations have been carried out using ;t FORTRAN progrm. In order to 
compute the central cunlul~~tive distribution function. G, , ,! (0: s). we hwe used 
the IMSL subroutine DCMX. The Figures arc croatcd by SEW-IT version 5.1 
on ;I Mxktosh 1 Ici ccmputer. 
To illustrate the behavior of the bias functions. we have plotted the qua- 
dratic bias of@ t\nd of 6’ apimt :/1 for I, = 4 and 11 = 15 and 25 in Fig. 1. The 
bias of 8”’ is a function of .I and x. For fixed ^A. as a function of d, this function 
starts from 0. increases to ;I point. then decreases gradu;llly to zero. On the 
other hand. for fixed Lj, it is decreasing function of =c. Fig. 2 shows that the bias 
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where I&, = I@ - 3)/( L - 1 )( uz + 2). The indicator function in (3.18) implies 
that 
C 
‘1---+ (1. I IX / I/I z,, %,, ) 
is less than zero and hence the right-hand side of 
Eq. (3.18) is a positive and 
C=o’A ‘, therefore &( that 
HXH’ = CH’, therefore we can write a’( P’P) -I = CH’. Hence applying Theo- 
rems 1 and 2 -om Appendix B of Judge and Bock and usins the fact that 
Q’(p’p)--’ = c ‘. we obtain the desired result in (3.11) after some cumbersome 
algebraic manipulations. Expression for the MSEM of 6” is obtained similarly. 
Let 6” be an estimator of 0 and r be a positive semi-definite (psd) matrix. 
Define the quadratic loss function 
V@jQ) = (e” - O)‘r@) - 0) = tr( lr(e” - e)(e” - 0)‘). (3.19) 
where tr(A) is the trace of a matrix A. Since the risk of 8” is the expected loss 
which is given by !)I( 6”. 9) = 6 { Y’( 6”. e,). therefore 
C5 { ,(iP. O)} = tr{ I2 [(e” - O)(e” - O)‘]} = trw). 
In the light of (3.19). expressions for the risk of the estimators are readily 
obtained in the following theorem. 
) _ !jj(& 0) _ ML - ‘) tr( 
111 -!- 2 
(3.31) 
93(bP’:6) =%(ibP:e) - 
m(L - 3) 
m + 3 tr(lXH’)b {2~&(d)-(L - 3)z,:,(d)} 
(3.22) 
%(b’: 0) = tR(b: 0) - tr( TA)GL c ,.,,&&,: 4 
+ Ar.{2G/.i,.,,,($,: A) - GL-z.~c::): A% 
where isI (6: e> = tr( l’Z) ctnd A,. = 6’r6. 
(3.23) 
The quadratic risk analysis of the proposed estimators is presented in the 
following section. 
4. Risk analysis 
The risk analysis of the proposcd estimators along with the usual estimators 
is provided in the following sections. 
It is easily seen from (3.20) that !I@: 0) - 9@ : 0) > 0 when 6 = OL. Hence, 
we conclude that the PSE outperform 6’ when the null hypothesis is true. 
It should be noted here that using the Stein’s identity 
(:‘(j&(A)) + (L - * .+ 3)A(&“,(A)) = AW,f.JA)) 
one can write the risk of 6’ given in Eq. (3.21) as foliows: 
%(& 0) = !j;(& 0) . . . . 
n,(L - 3) 
111 + 2 
tr( IX ‘1 (L - 3)rs’%I”,(d) 
> 1 2A&,,J,(A) . (4 ‘1) . 
In an attempt to provide the risk analysis when ;ii # Ot, for the sake of con- 
venience, we denote a class of positive semi-definite matrices by 
where E,,,, (.) means the largest eigenvalue of (.). For a positive semi-definite 
weight matrix F E lY* we can write (4.2) as 
tr(lZH’) 2 (L + l)&lax(W 
2 
First, we state the following theorem from linear algebra. 
Theorem 4.1 (Courant’s Theorem). If is CI S_VC? Ii?It? t ric 
positiue dqinite matrix, both of order inr x nr), thw 
(4 3) . 
rzrutrix urd C is ci 
As a consequence of 
Multiplying throughout 
the Theorem 4.1 . we have the following result: 
). for 6 f 0 and 
by (L -t- 1)/2 the above inequahty we obtain 
2 
CL+ 1) 
3 
&,,,, (CT). for 6 # 0 and 
From Eqs. (4.3) and (4.4) we deduce 
CL + 1)“r6 < tr(rx 
24 ’ 
where A = 6’X-‘6. Hence from the above inequality we conclude that 
(4 4 . 
Thus, under the class of matrices defined in (4.2), one can conclude from (4.1) 
that 691(6s;@) < +X(&O) for all 6. E I-‘* and L > 3, where strict inequality 
16 S. E. ,4lrrwd. B. ~~lirrl~ I Lirwtrr d-llgtha trtd its .4pplitutiom .?A’9 ( IOOSr) 3 24 
holds for son-~+. It fnlln S,,-.ws_f~om relatidn (3.18) or from relation (3.20) that, for - -----------__1_ _ ___ __  _._-_ _.... _
all 6, !N(es’: 0) < !I@“: 0). where strict inequality holds for son-x 0. T;w. the 
risk of @- is no larger than 6’. We also noticed that the risk of 6” is less than or 
equal to that of 6, therefore the PSE also dominates the UE. Thus, both the SE 
and its truncated ver4on dominate the usual estimator. Moreover, by defini- 
tion, the coordinates of 6” cannot have a different sign from the coordinates of 
6. Also, both estimators enjoy a common property that x 1 lcil~ - x, where &;I 
stand for Euclidean distance, their risk converge to the common limit !l@: 0). 
For L > 3, I7 E r’ and for all 6, the dominance picture of the estimators is 
6”’ + 6’ + 6, where + denotes dominance. 
For some computational work, let us consider the special choice of r = C _ ’ 
In the loss function. In this case, d,- = 6’C--‘6 and hence A,. = ,I. Further, 
C) = tr( I,. j = L and tr( l22r-i’) = tr(H’) = L - 1. Consequently. 
s@: ej = L =- ‘a - j)(L - l)r;{2%,;,(‘/1) - (L - 3)X,_:‘,(A)} ,11 + 2 
The risk functions of 0’ and 6” depend upon the parameters only through A: 
thus the risk is a function of d, L and IL 
The risk functions of& 8’. and 6” are shown in Fig. 3 for various choices of 
(11, L). We notice that the biggest risk improvement is obtained near 3 = 0, 
because both estimators shrink b toward the RE. Based on the above discus- 
sion, we conclude that the positive-part estimators of the form given in (2.3) are 
uniformly better than the usual James and Stein estimator defined in (2.4) and 
hence perform better than the UE both analvtically and numerically in the d 
entire parameter space. 
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We compute the percentage improvements in the risk of 
at A = 0 by using the following relation: 
PI = 
Table 1 
Percentage improvement of PSE over SE at A = 0 
r1lL 1s 20 22 24 26 28 30 3’ _.s 
4 11.40 
5 14.78 
6 16.35 
7 17.11 
8 17.43 
9 17.44 
IO 17.20 
II 16.74 
12 16.07 
13 15.15 
11.62 
15.14 
16.85 
17.77 
IS.25 
IS.44 
18.42 
1s ” .-_ 
17.85 
17.31 
11.79 11.92 
15.42 15.65 
17.23 17.54 
18.26 IS.65 
18.86 19.34 
19.19 19.76 
19.31 19.99 
19.28 20.08 
19.1 I 20.05 
18.81 19.91 
1 I .04 
15.83 
17.7s 
18.96 
19.72 
30.31 
20.52 
20.70 
20.77 
20.74 
12.14 
15.9s 
17.99 
19.21 
20.02 
20.57 
20.95 
21.19 
21.33 
21.38 
13 3? 
U.-M 
16.11 
18.16 
19.42 
20.27 
20.87 
21.29 
21.59 
21.78 
2 I .90 
12.29 
1677 .__ 
18.30 
14.60 
20.48 
21.11 
21.57 
21.91 
22.15 
22.3 I 
Table 2 
Percentage improvement of PSE over SE at _I = 0 
IIlL 34 36 38 40 42 44 36 48 
‘3 39 L_ ._ 
‘3 54 _- a_ 
23.65 
23.72 
23.76 
‘3 Fa: __ . 
24.0 I 
24.16 
24.29 
23.38 
24.4s 
z&N 
24.50 
24.49 
24.45 
23.98 
24.19 
24.37 
24.51 
24.62 
X.7 I 
24.77 
24.S I 
24.83 
X.83 
24.26 
x50 
24.70 
24.87 
25.01 
25.13 
25.23 
25.3 1 
‘5 37 “. . . 
25.41 
Tables 1 and 2 provide percentage improvements in the risk of@’ over that e 
of 6” for different choices of (II, L). Apparently, for fixed 17, the improvement is 
substantial for large values of L. Tables for other values of (n, L) have been 
computed but are not provided here to save the space. 
In this sub-section we investigate the comparative properties of improved 
preliminary test estimator. First. noting that when the null hypothesis is true 
then the risk difference is reduced to 
Thus, 6” dominates bp when & is true. Also, at the null hypothesis 
) - Sl(e’: 0) = tr(TA)Gr_,.,,,(c~l,; 0) > 0. 
Hence, both estimators improve on the UE at the origin (at the expense of 
having poor performance elsewhere in the parameter space). The magnitude of 
the risk gain of pre-test estimators over 6 at the origin well depends on the 
value of the size of the test, 3~. As SC increases, the maximum risk of 6“ and tip 
decreases. It is worth mentioning here that if c, E [O. k], then 6” can be simply 
viewed as 6” and hence bp- dominates 6 in the whole parameter space. On the 
other hand, the IPE behaves like the usual PE 6’ whenever c, 4 [O. k] and hence 
may no longer be superior to 6 for all values of 6. However, we will demon. 
strate that it continues to perform better than 6’ for all values of cl. We now 
consider the case c;, E (k. x). In this case 
!jj((j” z(j) = $((j’:f)) - “lcL - ‘) tr( 
t11 + 2 
x 6 {2&f,(A)-(L -3)&‘,(A)}/ 
[ 
z:.,(3) L - 1 _: - > - 
/ - rti 111 
c’(1) 
I 
m(L - 3) - 
tt1 + 2 
{3&(A) - ‘(L - ~)~,:‘,W} 
Under the class of matrices defined in relation (4.2). 
where strict inequality holds for some 5. The risks of both and bp ap- 
proaches that of 6, when ii&; i -+ x. Hence both estimators 6” and 6’ share a 
common property that, as ]]S!i - X, their risks converge to a common limit, 
but the risk of 6” remains always below that of 6’ and demonstrates the non- 
optimalitv of 6’. This clearly indicates the inferiority of bp to 6” with regard to 
the risk functions. Furthermore. neither 8”’ nor 4’ is superior to 
parameter space, since, as 6 moves away from 0, the value of t 
increases to a maximum after crossing the risk of 
There are some points in the parameter space where the risk 
crosses the risk function of 6, and hence embraces the similar kind of criticism 
as being absorbef_l by bp. However, as shown at the beginning of the section, 
6’. performs uniformly better than 6 when c, takes the value outside the in- 
terval (k. x). 
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For some computational work. take T = E -’ . Then, noting that the risk 
functions of 6’. and 6”, which depend upon the parameters only through d, we 
see that the risk is a function of d, i, ~7 and 2. 
Fig. 4 exhibits plots of the risk curves for 6. tip and 6’. versus d for x = 0.05 
and x = 0.15 and (n. L) = (1O.Q respectively. Apparently. bp- dominates 6’ 
for all values of 2, whereas it dominates 6 for a range of x values such that 
cX E [O.k]. It can be seen that 6“ has remarkably improved upon both 6’ and 6 
near d = 0. More importantly, 6’- outperforms the usual PE in the entire 
parameter space. However, for large values of d, the UE performs better than 
6” and 6’. By choosing (n, L) = ( 10.8) and SC = 0.15 we are able to demon- 
strate that 6” behaves like 6”’ and dominate 6. However in practical appli- 
cations II is usually much larger than L. We have prepared the graphs for other 
choices of (n. L) but are not appended here to save the <pace. 0ne of the im- 
portant features of PE as opposed to RE. is that their risk functions are 
bounded in the non-centrality parameter ~1, and hence provide good risk 
control. The pre-test estimators are also subject to criticism due to large size of 
the significance levels. 
Tables 3 and 4 provide the percentage improvements in the risk of 6” over 
dp for different choices of (ILL. x) at A = 0. We observe that for fixed x and n, 
percentage improvement is an increasing function of Lr fGr example, for x = 
0.05 and x = 0.10 and (II. L) = (32.13). the improvement is 70%. The perfor- 
mance of 6“ is fairly stable for fixed L. i.e., not much affected by varying L and 
31 or both, Tables for other configurations of (II. L. x) have been computed but 
are not provided here to save the space. 
4 I O.(lZ 
s 3fi.20 
6 4fd-i2 
7 52.87 
8 Sh.14 
9 57.82 
10 SK52 
II 5x.49 
12 57.74 
13 56.08 
20.16 
37.29 
48.27 
54.s-l 
57.97 
59.M 
60.90 
61.39 
61.41 
60.92 
21.72 
40.32 
sz.1 I 
,c!+.fG 
6’ ‘0 _...n 
64.32 
65.87 
67.16 
68.30 
h9.29 
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Table 4 
Percetltage imprcwement of IPE over PE at A = 0. x = 0.10 
t1lL 18 20 22 24 26 28 30 32 
4 22.59 
5 38.94 
6 48.39 
7 53.40 
8 56.02 
9 57.40 
10 58.01 
11 58.00 
12 57.32 
13 55.79 
23.12 
39.94 
49.67 
54.85 
57.64 
59.27 
60.26 
60.80 
60.89 
60.48 
23.54 23.88 24.17 24.42 24.63 24.8 1 
40.73 41.37 41.89 42.33 42.7 1 43.03 
50.66 51.45 52.09 52.62 53.07 53.45 
55.94 56.79 57.47 58.03 58.49 58.89 
58.83 59.73 60.45 61.03 61.51 61.92 
60.60 61.61 62.40 63.03 63.55 63.98 
61.83 63.00 63.90 64.62 65.2 1 65.69 
62.70 64.09 65.16 65.99 66.67 67.24 
63.25 64.93 66.19 67.18 67.97 68.62 
63.43 65.48 66.99 68.15 69.07 69.82 
We now provide the computed risk analysis for five basic estimators at the 
null hypothesis. We computed the percentage improvements in risk by using 
the formula; 
PIh = lOO(R/) - RI), / I 
RI 
= 2. 3. 4. 5, 6. 
where RI to Rr, are the risks of 6, 6” , 8”, 6”’ , 8” and #, respectively. Table 5 
provides the estimated percentage improvements in risk for the various esti- 
mators over the risk of 6 for di%xent combinations of (n, L, x). For some 
combinations of (n. L), the tables indicate that 8”’ has larger gain over es’. 
Thus, the risks of 8”’ and es’ may not be comparable in general even at A = 0, 
Also, for large values of the 3~. both 6” and 6’ improve significantly over 6. 
However, 6’ loses its touch as L increases. 
5. Conclusions and outlook 
In this article we proposed two new estimators, namely the PSE and IPE. 
The PSE outperforms the usual SE and the IPE dominates the traditional PE 
for all values of x. Furthermore, IPE dominates RE 6 for a range of 3c (and 
hence of cl,) values. In the same range of z values, the behavior of 6” is the 
same as that of 6” * . 
Our analytical results are well supported by the computational work pre- 
sented in the tables and graphs. We paid special attention to the bias functions 
of the proposed estimators. The proposed estimation strategies may be applied 
to the estimation of mean treatment effects in a one-way classification model. 
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Table 5 
Percentage improvement of various estimators over UE at A = 0 31 = 0.05 
t1lL 16 18 20 31) __ 24 26 28 30 
4 
5 
6 
7 
8 
9 
10 
PSE XJ 31 51 32 32 32 32 33 
SE 21 22 22 23 23 23 23 23 
IPE 41 41 40 40 40 39 39 39 
PE 27 26 25 24 24 23 23 22 
RE 75 75 75 75 75 75 75 75 
PSE 43 44 45 46 46 47 47 47 
SE 34 35 35 36 36 37 37 37 
IPE 48 48 48 48 48 48 48 48 
PE 20 18 17 16 15 14 14 14 
RE 80 80 80 80 80 80 80 80 
PSE 51 52 53 54 55 55 56 56 
SE 32 43 34 34 45 4s 46 46 
IPE 53 53 54 S4 55 55 55 56 
PE 14 12 11 10 09 08 08 08 
RE 83 83 83 83 8.7 89 83 83 
PSE 55 57 58 59 60 61 61 62 
SE 47 48 50 50 51 52 52 53 
IPE 56 57 58 58 59 60 60 60 
PE 10 08 07 06 OS OS 04 04 
RE 86 86 86 X6 86 86 86 86 
PSE 58 
SE 50 
IPE 57 
P13 OS 
RE X8 
60 
i7 ._
SC) 
06 
88 
62 
53 
60 
04 
NH 
63 
SS 
6 1 
04 
8X 
64 
Sh 
6 I 
03 
xx 
65 
56 
62 
03 
88 
65 
57 
63 
02 
88 
66 
57 
63 
02 
X8 
PSE 60 62 64 66 67 68 68 69 
SE 52 5s 56 58 59 60 60 6 1 
IPE 58 60 6 1 62 6.3 64 64 65 
PE 07 04 03 02 02 01 01 01 
RE 89 89 89 89 89 89 89 89 
PSE 60 64 66 68 69 70 71 71 
SE 53 56 58 60 61 62 63 64 
IPE 58 60 62 63 64 65 66 66 
PE 07 03 02 01 01 01 01 01 
RE 90 90 90 90 90 00 90 90 
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