Null sets for algebraic differential equations  by Bruckner, Andrew M. & Rubel, Lee A.
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 147, 277-283 (1990) 
Null Sets for Algebraic Differential Equations 
ANDREW M. BRUCKNER 
Department of Mathematics, University of Cal(fornia, 
Santa Barbara, Cal[fornia 93106 
AND 
LEE A. RUBEL* 
Department of Mathematics, University qf Illinois, 
1409 West Green Street, Urbana, Illinois 61801 
Submitled by G.-C. Rota 
Received October 25, 1988 
DEDICATED TO THE MEMORY OF KURT MAHLER 
Consider an algebraic differential equation 
P(x, y(x), Y’(X), . . . . Y’“‘(X)) = 0, (1) 
where P is a non-trivial polynomial in all its variables. We assume that 
y(x) is an n-times differentiable function on an open interval Z, and we 
write y E D”(Z), and emphasize that we do not suppose y’“) continuous. (If 
y’“’ is continuous, there is no content to our theorems.) For a subset N of 
Z, it may happen that if y(x) satisfies (1) for all XE Z\N, then y(x) must 
satisfy (1) for all x E I. In such a case, we call N a null set for P on I. In 
this paper, we investigate these null sets. First, we prove that every set N 
of inner (Lebesgue) measure zero is a null set for all P and all Z that 
contain N. Under the additional hypothesis that there exists a suitable 
n-parameter family of solutions of (1) on Z, every null set for P on Z must 
have inner measure zero. We prove this only for n = 1,2, but it will be clear 
that there are extensions to larger n. A simple example, namely y2 + y’2 = 0, 
shows that some additional hypotheses are indeed needed, since the null 
sets for this equation are just those sets N in Z whose complement is dense 
in I. We conclude the paper with a few open problems. 
* The research of the second author was partially supported by a grant from the National 
Science Foundation. 
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THEOREM I. Jf' N IIUS inner Lehesgue meusure zero on I then N is u null 
set ,for P on I. 
The proof uses two lemmas. 
LEMMA 1. Let ,f he a d@erentiahle ,function on I = (a, h) and let x,, E 1. 
Then there exists a perfect set K such that 
(i) x0 E K. 
(ii) For every open interval J containing x,,, i(Jn K)>O, where A is 
Lebesgue measure. 
(iii) f’lK (the restriction qf,f’ to K) is continuous at x0. 
Our proof of this lemma uses a theorem of Denjoy: 
DENJOY'S THEOREM (See [BRU, pp. 87.-881). Zff(x) is differentiable on 
an open interval I and fbr some x0 E I, z< f’(x,) < fi, then the set Eg = 
{x : a < ,f ‘(x) < p} has positive Lehesgue measure. 
Proof of Lemma 1. Use Denjoy’s theorem to construct a sequence {Zk} 
of pairwise disjoint open intervals such that Zk + x0 and A(M,) > 0, where 
Mk= {xEI~: If’(x)- f’(x,)l < l/k}. (Ik+xO means that xo~Zk for each 
k, and that the length of I, tends to 0 as k + GO.) For each k, choose a 
perfect set Kk G Mk such that %(K,) > 0. 
Let K= {x0} u (U Kk). Then K is perfect, (i) is clear, (ii) follows from 
I/, +x0, and (iii) follows from the definition of the sets M,. Lemma 1 is 
proved. 
LEMMA 2. Suppose a,, a,, . . . . a,,, are continuous functions on I and that 
u(x) is n-times differentiable on I. Let 
q(x) = aO(x) + al(x) u@)(x) + u~(x)(u’“‘(x))’ + . + a,n(x)(u’“‘(x))m. 
IJ; for some x,, E Z, q(x,) # 0, then there exists a set K, E I with A(K,) > 0 
such that q(x) # 0 for all x E KO. 
Prooj Choose K as in Lemma 1 for the function f = u(” I). Then for 
each k = 0, . . . . m, a,(~‘” ~ ‘))k( K is continuous at x,,. Hence qlK is continuous 
at x0. Since A(K n J) I== 0 for every open interval J containing x0, the result 
follows by choosing K, = Kn J for J sufficiently small. The lemma is 
proved. 
Remarks. Essentially the same proof shows that q has the Denjoy 
property and that q has “perfect continuity roads of positive measure” at 
each point. Theorem 2 of [BRR] guaranteed only that q has “perfect 
continuity roads” at each point. 
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Proof of Theorem 1. We suppose that q(x) = 0 except on a set of 
inner measure 0, where q(x) = P(x, y(x), . . . . y’“‘(x)) (using y(x) and u(x) as 
interchangeable notation). If q(x,) # 0, then by Lemma 2, A( {x: q(x) # 01) 
> 0, which would lead to the absurd situation of the complement of a set 
of full outer measure containing a set of positive measure, so that the 
theorem is proved by contradiction. 
Remark. From Theorem 3 of [BRR], we may now conclude that if 
y E D”(Z) satisfies (1) on Z except on a set of Lebesgue inner measure zero, 
then y must be analytic on a dense open subset of I. 
The principal tool of our proof of the following two theorems is the 
construction by Z. Zahorski (see Theorem 6.5 of Chapter II of [BRU]) of 
certain everywhere differentiable functions A(x) whose derivatives vanish on 
certain prescribed sets without vanishing identically. 
THEOREM 2. Suppose A(x, A) E C ’ on Ix J, where Z and J are open inter- 
vals, and that y*(x) = A(x, I) is a one-parameter family of solutions of 
w, Y, Y') = 0 on Z, 
where P is a non-trivial polynomial in all its variables. Suppose further that 
For almost every X~E Z, there exists &E J such that 
Aho, 2,) Z 0. (VI 
Then given any set NE Z of positive Lebesgue measure, there exists a 
function y(x) such that P(x, y(x), y’(x)) = 0 for all x4 N, but 
P(x,, y(xo), y’(xO)) # 0 for some x0 E I. 
Proof. Let .4,,,= {AED’(Z):A’(X)=O for all XEZ\N}. Then for all 
AEAh.9 
W> A@, 4x)), A,& J(x)))=0 on I. (+I 
We will choose y(x) = A(x, A(x)), and note that 
P(x, Y(X)) = P(x, Ah 4x)), A ,(x5 4~)) + A,@, 4~)) l’(x)) (+I 
so that P(x, y(x))=0 off N. We wish to find AEA~ such that (4) fails: 
P(x, A@, J-(x)), A,(x, A(x)) + AAx, 4x1) A’(x)) = 0 0nZ. (4) 
Now, by Lebesgue’s Density Theorem, the set D of density points of N 
has the same measure as N. Choose MS D n N of type F, and having the 
same measure as N. It follows readily from Theorems 6.5 and 5.5(a) of 
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Chapter II of [BRU] that for x0 E M, we can choose j. E A 1, such that 1.(.x-,,) 
and /l’(x,) are any preassigned numbers. 
By (‘I), for almost every x,, E M, there is a number &E J such that 
,4,(x,, A,) # 0, and, by the continuity of A,, Az(x, A) # 0 throughout Ix J, 
where (.Y~), I.,,) E Ix J and IL Z, JG J are open intervals. Say IA2(.~, R)l 3 
E>O for all (x, ~)EIx~. Then for all XE& jA(x, i)-A(x, &,)I >E II-&[, 
for each x E 1 Hence, for each X, as 1 varies between & - 6 and A,, + 6 for 
some fixed 6, the range of A(x, n) includes an open interval around 
,4(x, &) of some fixed positive length-say ye. Hence, in some 
neighborhood I of x,,, as E. varies between 1.” - 8 and A0 + 6 for some fixed 
6, the range of ,4(x, I.) contains an open interval around A(x,, &). Write 
J= (1, - 6, & + 6). 
Consider those I in AN such that n(x,) E J. If for every such choice of I., 
(+) is satisfied, then for every point x,, E Mn Iand every y, = ,4(x,, 2(x,,)), 
we would have P(x,, y,, Z) = 0 for all z E [w, because A’(x,,) can be chosen 
arbitrarily and A, does not vanish on Ix J. 
Now think of P(x,, y,, 2) as a polynomial in x0 with fixed y,, and Z. 
Each such polynomial vanishes at every point x0 of A4 n I. This set is surely 
infinite. Thus, this polynomial is identically zero. That is, P(x, y, Z) 
vanishes identically on Ix Jx iw and therefore vanishes identically, con- 
tradicting our assumption that P is non-trivial. This completes the proof of 
Theorem 2. 
THEOREM 3. Let A(x, I, p) E C*(I x [w x R) be a two-parameter family oj 
solutions on I of the non-trivial second-order algebraic differential equation 
P(x, I’, y’, y”) = 0 on I. 
Let C(x, s, t) = -A,(x, s, t)/A,(x, s, t), and suppose C is bounded, say with 
bound B, = B,(B,), on any set qf the form Ix [ -B,, B,] x R. Suppose 
further that A,,A, -A,, A, is netier 0 on Ix R x R and also that A, is nezler 
0 on I x R x R. Then, given any set N G I of positive Lebesgue measure, there 
exists a twice-dtfferentiable function y(x) on I such that P(x, y(x), y’(x), 
y”(x)) = 0 .for all x $ N, but P(x,, y(xO), y’(xO), y”(x,,)) # 0 for some x0 E I. 
Prooj: We wish to use some of the ideas of the proof of Theorem 2. 
This will involve the use of differentiable functions 1. with 1,’ = 0 off N, but 
not identically 0. (The natural approach of requiring this for ,I” rather than 
for A’ would create difficulties since we would then have little control over 
the necessarily continuous function I.‘.) We use a device (see (*)) of setting 
a certain first derivative equal to zero. First of all 
f’(x, A(x, A(x), Ax)), A,(x, i(x), P(X)), A,,(x, 4x), .uL(x)))=O on I. 
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Now try 
Y = A(-& 4x1, Ax)) 
$=A, + [A,A’+A3p’] 
~“=A,,+A,,I.‘CA,,,‘+$ [A2i’+A3p’]. 
We wish to find A, p E D’ such that 
A,L’+A,p’=O. (*I 
This will guarantee that (d/dx)[A,I’ + A,p’] = 0 without assuming the 
existence of A” or p”. 
For simplicity, we take I= ( - 1, 1). We will show that (*) has a solution 
p for every ,I with a bounded derivative in I. For (*) becomes p’(x) = 
C(x, n(x), p(x)) I.‘(x). First note that for 2 E C( - 1, l), (*) has solutions p, 
by the Cauchy-Peano theorem. Next, if sup 11’1 6 B,, then there exists B,, 
independent of 1, such that p can be chosen with sup 1~1 <B, B,. (Take 
p(O)=O, I(O) =O. Then for all XE Z, Ip( = Ip(x)-p(O)\ 6 Ip’(t?)l for 
some 0 E (0, X) or in (x, 0), and hence Ip(x)I f B, &.) 
Now suppose only that IL ED’ with sup Ii’1 < B,. Let (Al,) be a sequence 
of continuous functions converging pointwise to the Baire-1 function i’. 
We can take sup \21,1 < B,. Let (p,,) be a sequence of solutions of (*) 
corresponding to n,(x) = l; n:,(r) d r, with sup 1~~1 d B, B, and p,(O) =O. 
Then writing I/ for the variation, 
y!., pn= s ’ lC(x> ~,b) ~n(x))l IUx)l dx G 2B, B,. -1 
By Helly’s theorem (see [NAT, p. 2221) we see that some subsequence 
(pn,J converges pointwise to some function p on (- 1, 1). 
For every k = 1, 2, 3, . . . . 
and it follows from the bounded convergence theorem that 
Ax) = j-‘ C(t, 4th cl(t)) i’(f) dt. 
0 
Now C(t, n(t), p(t)) is a continuous function and 1,’ is a bounded 
derivative, so the integrand is a derivative. (See [FLE, Theorem 3.11.) 
Thus, D’(X) = C(x, i(x), p(x)) i’(x) as required. Now since A,,, A,, #O, we 
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have ,u’ = 0 when E.’ = 0. As in the proof of Theorem 1, choose i.(s) so that 
i’(x) = 0 off N but EL’(.u,,) # 0. Choose p to satisfy (*). 
Then J!’ s A,, on Z, and I”‘=A,,+A,,/“‘$-A,,~‘=A,~ off N but 
JJ”(x-~) # A,. Arguing as in the proof of Theorem 1, we must find &, ,u,~ 
such that 
P(,G, At-y,, &, po), A,(,Y,, 4, poL A,,(+,, &, po) 
+ CA,,~‘+A,,p’l)#O, (#I 
subject to the constraint that A,E.‘+A,p’=O. Now [Alzi.‘+A,,p’]= 
(A,,-(A,A,,/A3))i’, so that, by an appropriate choice of n’(x), we can 
make A, 1 + [A ,2 I.’ + A ,3 ~‘1 fill an interval. But A and A 1 are functionally 
independent as functions of i, and /.L because the determinant 
dA dA -- 
as at 
JA, dA, -- 
as at 
never vanishes. Therefore, we may make A run over a suitable interval 
while A, runs independently over another suitable interval. Arguing as in 
the proof of Theorem 2, we reach the contradiction that P = 0, and 
Theorem 3 is proved. 
Remark. It seems clear that theorems similar to Theorem 2 can be 
formulated and proved for equations of order 3 and higher, but we have 
not explored the details. 
We now turn our attention to the linear case. 
THEOREM 4. Consider the linear algebraic differential equation on an 
open interval I, 
P,,(X) y’“’ + PI1 ~ 1(x) y’” ‘)+ ... +p,(x) y’+p,(x) y=s(x), l-t) 
where po, pI, . . . . p,, and s are polynomials and p,(x) never vanishes on I. Let 
N G I be a set of positive measure. Then there exists a function y(x) E D”(Z) 
that satisfies (7) on I\N, but does not satisjj (t) at all points of I. 
Proof: For simplicity of notation, we take n = 2, and write (t) as 
p(x) y” + q(x) y’ -t r(x) y = s(x). (?‘I 
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The restriction that p(x) # 0 on I keeps (t’) non-singular, and is a natural 
one. Write y(x) = B(x) + C(x), where C”(x) = 0 off N. We have 
[p(x) B”(X) + q(x) B’(x) + r(x) B(x) + q(x) C’(x) + Y(X) C(x) -s(x)] 
+ C”(X) p(x) = py” + qy’ + ry - s. 
Now just let B(x) solve the second-order equation [brackets] =O. Then 
py” + qy’ + ry -s = 0 off N and #O where C”(x) # 0. Now choose C(x) by 
the above-cited Zahorski result so that C”(x) = 0 off N, but C”(x,) # 0 for 
some point x,, of N. The final theorem is proved. 
We now state two open problems. 
PROBLEM 1. So far, we have only seen two kinds of algebraic differen- 
tial equations. For the first kind, the null sets are just the sets of inner 
measure zero. For the second kind, the null sets are just the complements 
of dense sets. The equation y2 = xy12 on (- 1, 1) shows how to mix these 
phenomena. Is this the general situation, or do there exist algebraic dif- 
ferential equations with “exotic” null sets? 
In this direction, perhaps it would be worthwhile to study the equation 
y2 + ,p - y4 = 0 on all of R, whose local solutions are y = 0, y = + 1, or 
y = l/sin(x - x,), but whose only global solutions are y = 0, y = f 1. 
PROBLEM 2. Suppose that N is a null set for P on I and that F is a finite 
subset of I. Must N u F be a null set for P on I? (Notice that it is not, in 
general, true that if N, and N, are null sets for P on Z then Ni u Nz is. 
Witness y2 + Y’~ = 0, for which both the set of rational numbers and the set 
of irrational numbers are null sets.) 
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