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１．　は　じ　め　に
GPUは Graphics Processing Unitを表し，各
種コンピュータの画像処理を行う主要部品の１
つである。パソコンではグラフィックカードや
ビデオ―カードと知られる部品に付属している
ことが多い。近年の GPUは計算コアを多数持
つようになっており，非常に計算能力が高く
なっている。この計算能力の高さを利用して画
像処理以外の目的に利用した計算が GPU計算
である。
　GPU計算が計算能力を発揮するのは多数の計
算コアが同時に実行される並列計算においてで
ある。現在は並列計算が可能な計算流体力学，
天文シミュレーション，生命科学などの様々な
分野で GPU計算が行われている。本研究では，
金融時系列モデルの推定に GPU計算を応用す
る。金融時系列モデルの推定では，時系列を表
すモデルを仮定し，そのモデルのパラメータを
推定する。仮定するすべてのモデル推定で並列
計算が有効となる訳ではない。本研究では実現
確率的ボラティリティ変動（Realized Stochas-
tic Volatility: RSV）モデル１）の推定で GPU計算
を実行する。RSVモデルの推定方法はいくつか
あるが２），ハイブリッドモンテカルロ法３）を利
用した場合，並列化が可能であり GPU計算を
行うことができる。
　本研究では，PGI社の CUDA Fortran４）を用
いて GPU計算を行い，パソコンの CPUと計算
速度を比較する５）。Fortranは科学計算でよく利
用されており，CUDA Fortranを用いることに
よって過去の Fortranプログラムからの移植が
容易となる。本研究では Takaishi（２０１３）６）で
開発した Fortranプログラムをもとに CUDA 
Fortranプログラムを記述した。また，CUDA 
Fortranでは，ディレクティブベースでプログ
ラミングができる OpenACCもサポートしてい
るので，OpenACCによる GPU計算も実行しそ
の結果を比較する。
２．　実現確率的変動ボラティリティモデル
（RSVモデル）
　近年，株価の高頻度データが利用できるよう
になり，日中の株価収益率のデータから求める
実現ボラティリティ７）が計算されるようになっ
ている。t日における日中の収益率のデータがあ
るサンプリング間隔サンプルされｎ個あり，
（ ）で表されるとすると，実現ボラ
ティリティ は収益率の２乗の和， で
求められる。理論的にはサンプリング間隔がゼ
ロの極限で実現ボラティリティは積分ボラティ
リティに収束するが，実際のデータはいくつか
のバイアスを含んでおり，それらが真の実現ボ
ラティリティからのズレをもたらす。RSVモデ
ルは，日次収益率時系列データを用いる従来の
SVモデルに実現ボラティリティの情報を取り入
れることによって，モデルの精度を高めたモデ
ルである。また，観測される実現ボラティリ
ティにはバイアスあるが，RSVモデルはバイア
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スの影響も考慮することができるようになって
いる。本研究では，Takahashi et al. （2009）１） に
よって定式化された以下の RSVモデルを利用す
る。
 
ここで， はｔ日の日次収益率，また はｔ
日の RVの対数値， を表している。ボラ
ティリティ変数 は で定義される。こ
のモデルにおけるパラメータは 
の５つあり，これらのパラメータを与えられた
時系列データのもとで推定することになる。
　一般に，モデルのパラメータ推定では，モデ
ルの尤度関数を求め，尤度関数を最大化するパ
ラメータ値が推定値として採用されることが多
い。このモデルの尤度関数 は以下で
ある。
  ,
 
ここで， はそれぞれ   
 ，   ,
 を表す。また，Tは時系列長で
ある。尤度関数  は積分形のため，
その値を評価するのが難しく，最尤法には適し
ていない。そのため，SV型モデルでは最尤法で
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はなく，ベイズ推定をもとにしたマルコフ連鎖
モンテカルロ法が利用されることが多い。
　ベイズ推定ではパラメータの従う確率分布が
以下のように与えられる。
（３）
ここで， はパラメータの事前分布，
 は規格化定数にあたる。本研究では，
事前分布は定数と仮定する。定数部分をｃと置
くと， と書ける。パ
ラメータの推定値はこの確率分布のもとでの期
待値として得られる。
（４）
この積分は一般には，解析的に実行できないの
で，マルコフ連鎖モンテカルロ法によって期待
値を見積もる。積分にはパラメータの積分とＴ
個のボラティリティ変数の積分があり，それぞ
れマルコフ連鎖モンテカルロ法を実行しなけれ
ばならない。本研究では，Ｔ個のボラティリ
ティ変数に対しては並列に実行できるハイブ
リッドモンテカルロ法を用いる。
３．　ハイブリッドモンテカルロ法
　ハイブリッドモンテカルロ法３）は分子動力学
シミュレーションとメトロポリス法の組み合わ
せから成る。ハイブリッドモンテカルロ法の特
徴の１つは，多数の変数を同時にサンプルする
ことが可能なことである。分子動力学シミュ
レーションではハミルトン方程式を数値的に解
いて時間発展させる。ハミルトン方程式に現れ
るハミルトニアンは，もともとは存在しないが，
運動量変数を導入して定義する。
　ハミルトニアンは以下のように定義される。
ボラティリティ変数 に共役な
運動量 を導入して（４）式は
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 （５）
と書くことができる。ここで，Ｚは規格化定数
であり，定数ｃはＺの中に再定義されている。
また，ハミルトニアン は
  （６）
で定義される。Ｚは運動量積分を１にするため
の規格化定数であるが，マルコフ連鎖モンテカ
ルロ法を実行するうえでは重要ではない。また，
運動量の導入によってパラメータの期待値が変
化することはない。
　（５）式をマルコフ連鎖モンテカルロ法に 
よって実行する際に，ボラティリティ変数は
 に比例する確率で生成することに
なる。ハイブリッドモンテカルロ法では，新た
なボラティリティ変数の候補をハミルトン方程
式にしたがって時間発展させることによって得
る。ハミルトン方程式は以下で表わされる。
   （７）
ここで， はハミルトン方程式における仮想の
時間であって実際の時間ではない。一般にこれ
らの方程式は解析的には解けないので，分子動
力学シミュレーションによって数値的に小さな
時間ステップサイズ で積分して時間発展させ
る。近似的に時間発展させるので，ステップサ
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イズ による誤差が入ってくることになる。
従って，ハミルトン方程式はハミルトニアンを
保存するが，分子動力学シミュレーションに
よって時間発展させた後のハミルトニアンは保
存せず，ステップサイズ  に応じたズレが生
じる。近似的に積分するすべての方法がハイブ
リッドモンテカルロ法で利用できるわけではな
い。本研究ではハイブリッドモンテカルロ法で
利用できる条件を備え，且つよく利用されてい
る以下の Leapfrog法を用いる８）。
  （８）
分子動力学シミュレーションでは（８）式に
従ってすべてのボラティリティ変数及び運動量
を積分してある時間まで時間発展させる。時間
発展させたあとのハミルトニアンは  の
誤差となる。
　積分によって得られた新たな運動量とボラ
ティリティ変数を とする。この時のハミ
ルトニアンは初めのハミルトニアンと  
 だけ違っている。この を
用い，新たなボラティリティ変数 をメトロポ
リス法によって以下の確率で選択する。
  （９）
４． CUDA Fortranによるプログラム
　本研究では（8）式を GPU計算によって並列
計算する。CUDA Fortranでは以下のように３
つのカーネルを実行し，ステップサイズ の
積分を実行する。そして，n回繰り返すことに
よって， までの積分が終了する。
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　３つのカーネルの内，カーネル１とカーネル
３は同じプルグラムから成り立つ。
　上記の部分に関する CUDA　Fortranでの大
まかなプログラムは以下となる。
 
real(4), alocatable,device: d_h(:),d_p(:), 
d_dy(:),d_grv(:)
ngrid = (nd-1)/thread + 1; ndは時系列デー
タの長さ ,threadはスレッド数
alocate(d_h(nd),d_p(nd),d_dy(nd),d_grv 
(nd));変数 h,p及び Y1, Y2のデバイス配列
の確保
do i=1, n
cal steph<<<ngrid,thread>>>(nd,d_h,d_p, 
dt);カーネル 1の呼び出し
cal stepp<<<ngrid,thread>>>(nd,d_h,d_p,d_ 
dy,d_grv,dt,theta);カーネル 2の呼び出し
ここで，dtは D t，thetaはパラメータ値
の入った配列である。
cal steph<<<ngrid,thread>>>(nd,d_h,d_p, 
dt);カーネル 3の呼び出し
enddo 
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カーネル３
　デバイスコードはカーネル１に対応するコー
ドのみを以下に示しておく。
atributes(global) subroutine steph(nd,d_h, 
d_p,dt)
implicit none
integer,value : nd
real(4), value : dt
real(4),device : d_h(nd),d_p(nd)
integer : j
　
j=(blockIdx%x–1)* blockDim%x+threadIdx%x
if ( j< nd +1) d_h(j)=d_h(j)+d_p(j)*dt*0.5
return
end
 
５．　開　発　環　境
　本研究では，Intel i７-４７７０ ３.４GHz CPU を搭
載したパソコンを利用し，PGI社のWindows版
Fortranコンパイラ（PGI １４.６）をインストール
した。PGI社の Fortranコンパイラは CUDA 
Fotran及び OpenACCが利用可能である。
CUDAドライバーのバージョンは６.０を利用し
た。GPUには NVIDIA社の GeForce GTX ７６０
を利用した。表１はGeForce GTX 760の基本ス
ペックをまとめたものである。
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表１　GeForce GTX ７６０のスペック
GPUエンジンスペック
１,１５２個CUDAコア
９８０ MHzベースクロック
１,０３３ MHzブーストクロック
メモリースペック
３,００４ MHzメモリクロック
２,０４８ MBメモリ量
 １９２.２ GB/sec最大バンド幅
２５６-bit GDDR５メモリインターフェース
doループによっ
て n回繰り返す
６．　計算時間の比較
　本研究では，時系列データの長さ Tを T ＝ 
５１２ × Bとして，時系列データ長を変化させて
GPU及び CPUでの計算時間を比較する。GPU
計算のとき，スレッド数は５１２とし，ブロック
数 Bを変化させた。計算時間は（８）式，即ち
Leapfrog法に対応する部分を１０,０００回繰り返し，
Leapfrog法１回分の計算時間の平均値として求
めた。図１はGPUとCPUでの計算時間をBの
関数として表したものである。計算時間は
GPU，CPU共に Bに比例して増加しているが，
GPUの方が計算時間はゆっくりと増加してい
る。表２は計算時間を f （B） ＝ A ＋ C*Bとおき，
Bの関数としてフィティングを実行した係数 A
と Cの結果である。　
　図２はフィティングした関数を利用して，
CPUに対する GPUの高速化率（Gain）を 
Gain ＝（CPUの計算時間）／（GPUの計算時間）
として求めたものである。図３は図２と同じで
あるが，B ＜５０の部分のみを表示したものであ
る。図３から，Bが３より小さい場合はGainが
１以下で，これは CPU計算よりも計算速度が 
遅いことを意味しているが，Bが大きくなる 
と GPU計算の計算速度が速くなる。Bが無限
大の極限，つまり時系列長が無限大の極限で
Gainは表２の Cの係数から予想される Gain ＝
３.８７e–６/２.２５e–７＝１７.２になる考えられる。
７． OpenACCによる GPU計算
OpenACCは既存のプログラムにディレク
ティブを挿入することによって GPU計算用の
コードを自動生成する。従って，CUDA 
Fortranよりも簡便に GPU計算用プログラムを
記述することができる。以下は，kernelsディレ
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表２　フィッティングによる関数 f（B） ＝ A ＋ C*B
の係数 Aと C
CA
３.８７e–６–１.４２e–６CPU
２.２５e–７ １.１３e–５GPU （CUDA Fortran）
図１　GPU（○）と CPU（□）による計算時間
計算時間は Leapfrog法１回当たりの平均時間
である。
0 100 200 300 400 500
B
0
0.001
0.002
tim
e 
(s
ec
)
CPU
GPU ( CUDA Fortran )
0 500 1000 1500 2000
B
0
5
10
15
20
G
ai
n
図２　CPUに対する GPUでの計算の高速化率
図３　CPUに対する GPUでの計算の高速化率
図２において B＜５０を拡大した表示したもの
である。
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クティブをLeapfrog法の計算のために挿入した
所を表している。kernelsディレクティブに囲ま
れた部分の GPUカーネルが生成される。
　図４の○は kernelsディレクティブを上記の
ように挿入した場合の計算時間を表しているが，
CPU計算と比較して高速化が図られていない 
ばかりか，Bの小さいところでは CPUよりも 
計算時間が掛かる結果となっている。これは，
kernelsディレクティブでは，ホスト―デバイ
ス間のデータ転送は自動で行われるので，必要
のないデータ転送によって計算時間がかかって
いることを示している。本研究の場合，ボラ
ティリティ変数 hと運動量変数 pは Leapfrog
法1回毎にデータ転送する必要はなく，doルー
プの前に 1度転送するだけで良い。この場合，
以下のように data ディレクティブを挿入するこ
とによってデータ転送を制御することができる。
　図４の□はdataディレクティブを挿入した後
の計算時間を表している。dataディレクティブ
を挿入することによって CUDA Fortranと同等
の計算速度となっている。
８．　ま　　と　　め
　確率的ボラティリティ変動モデルのベイズ推
定において利用されるハイブリッドモンテカル
ロ法は並列化可能である。本研究では，GPU計
算によってハイブリッドモンテカルロ法の並列
計算を行った。GPUコードは PGI社の CUDA 
Fortranによって開発した。GPUと CPUのそ
れぞれで計算時間を測定し比較したところ，時
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図４　OpenACCを利用した時の計算時間と CPUと
GPU（CUDA Fortran）の計算時間の比較
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dataディレク
ティブの挿入
doループによっ
て n回繰り返す
系列データ長が長いほど CPUに対する GPUの
計算速度が速くなり，時系列長が無限大の極限
で約１７倍速くなることがわかった。
　また，ディレクティブを挿入することによっ
て容易に GPU計算を実行できる OpenACCよ
る GPU計算を行った。そして，適切なディレ
クティブ挿入を行うことによって CUDA 
Fortranと同様の計算速度を達成できることが分
かった。
付記：本研究は平成２５年度広島経済大学特定個人研究
費による助成を受けたものである。
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