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RESUMEN 
 
Este trabajo de fin de grado ha consistido en la elaboración de la arquitectura del software de 
un ayudante virtual. 
Dicho software servirá para representar en tres dimensiones la cara del robot Doris, del Centro 
de Automática y Robótica, de la misma forma en que lo haría la cara física, de tal manera que 
en caso de estar la cara inutilizada se pueda seguir con el desarrollo de aplicaciones que 
requieran el uso de la misma, sustituyendo la cara por una pantalla. 
Se trata de un ayudante virtual porque la función que va a realizar el programa será no sólo 
una interpretación y representación de datos, sino que será de ayuda a la hora de desarrollar 
nuevas aplicaciones, como entorno para hacer pruebas en caso de no estar la cara de Doris 
operativa. 
El programa está escrito en lenguaje C++, utilizando las librerías de OpenGL para la 
representación en tres dimensiones de los objetos de la cara. El diseño de las partes de la cara 
está hecho con Blender, un software gratuito. También se ha utilizado las librerías SOIL (Simple 
OpenGL Image Loader) para cargar texturas a partir de imágenes. 
La programación está hecha de forma modular, es decir, el desarrollo de cada clase 
programada se ha hecho de tal manera que sea sencillo realizar modificaciones de archivos 
puntuales sin afectar al resto del funcionamiento del programa, para así poder incluir 
fácilmente futuras modificaciones. 
En primer lugar se ha diseñado en tres dimensiones cada parte de la cara de Doris. Estos 
diseños con Blender pueden generar un archivo de coordenadas, también conocido como 
“mesh”. Este archivo de coordenadas contiene las coordenadas de cada punto del objeto y los 
puntos que comprenden cada triángulo de su superficie. El programa utiliza las librerías de 
OpenGL para, una vez leído el archivo y guardado las coordenadas, dibujar todos los triángulos 
en tres dimensiones dentro de una ventana. 
Una vez cargados los objetos, para realizar el movimiento de cada uno de ellos, se realiza la 
modificación de los puntos que conforman cada objeto. Esto se realiza con el propio lenguaje 
C++, sin la necesidad de librerías externas, de manera que basta con tener nociones de la física 
de un sólido para realizar los movimientos de los puntos. 
En cuanto a la comunicación, el robot enviará mensajes con formato JSON al programa, que 
contendrán las posiciones de cada motor de la cara que se desean alcanzar. Estos mensajes 
serán interpretados por el programa, el cual realizará la representación tridimensional de la 
cara en función a dichas señales. 
Al conectar el robot Doris a esta aplicación se ha ido comprobando qué parte de la cara 
necesitaba un reajuste, en cuando a velocidad de movimiento o posicionamiento, de manera 
que tras la modificación empírica de los parámetros de los motores virtuales, la representación 
ha sido la deseada. 
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Como futuras modificaciones para el ayudante virtual de la cara de Doris, se podría desarrollar 
el mismo programa para ser representado en una Tablet, de manera que se pudiese colocar de 
manera inalámbrica el aparato sobre el robot para la representación. Además el programa está 
hecho de manera que sea fácil incluir nuevas clases o modificar las existentes, con lo que se 
podría incluir en futuras versiones del programa un menú para la modificación de ciertos 
parámetros, más funcionalidades con el ratón, o con el teclado, etc. 
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1. INTRODUCCIÓN Y OBJETIVOS 
 
El objetivo de este trabajo de fin de grado es la creación de un ayudante virtual para la 
interacción robot-máquina. Dicho ayudante será implementado usando las especificaciones 
faciales del robot Doris, del Centro de Automática y Robótica de la Escuela Técnica Superior de 
Ingenieros Industriales, en la Universidad Politécnica de Madrid. 
Se trata de un ayudante virtual que no sólo representará una cara virtual, sino que servirá de 
base para hacer más desarrollos con el objetivo de lograr una interacción virtual con el 
entorno. 
Doris es un Robot social, cuyo desarrollo se centra en las relaciones humanas, de manera que 
se busca lograr tanto una comunicación verbal como no verbal, que permita al robot transmitir 
información y emociones con el usuario. Tiene una cara con muchas partes móviles y motores 
con los que se ayuda para gesticular, de manera que representa diferentes emociones a la vez 
que interactúa con el exterior. También dispone de sensores y motores para desplazarse sin 
colisionar con el entorno cercano, de altavoces para hablar, micrófono para escuchar, y 
cámaras para ver. 
    
Ilustración 1: Cara del robot Doris 
Centrándose en la cara, el problema que surge con este robot es que al tener muchas partes 
móviles, es frecuente que haya alguna avería en los motores de la misma. Cuando ocurre esto, 
es necesario desmontar la cara para su reparación, dejándola inutilizada. Debido a ello 
conviene que haya un posible sustituto de la cara física, de manera que pueda representar los 
mismos gestos sin estar disponible la propia cara, y por ello la solución propuesta es este 
ayudante virtual. 
Dicho programa recibirá las señales que recibe la misma cara, estableciendo conexión con el 
robot Doris a través de un socket. El ayudante interpretará el mensaje recibido con la 
información de las posiciones de los servomotores y realizará el movimiento de sus diferentes 
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partes móviles acorde a dichas señales, de manera que si la cara estuviera inoperativa se 
pudiese utilizar una pantalla con el programa para reemplazarla. 
La programación del ayudante virtual está hecha en código C++, utilizando las librerías de 
OpenGL “freeglut”, las cuales están implementadas para muchos tipos diferentes de lenguaje, 
lo que puede ser útil si algún día fuera necesario hacer un cambio de lenguaje. 
Los diseños de las diferentes partes de la cara están hechos en Blender. Se ha escogido este 
software de desarrollo de animaciones porque es gratuito, y contiene las funciones necesarias 
para la construcción de los objetos que se van a representar. 
El programa del ayudante virtual interpreta unos archivos de coordenadas generados por 
Blender llamados “mesh” y los carga dentro de las clases de los diferentes objetos a 
representar. Después de esto realiza la interacción con Doris mencionada anteriormente. 
 
Ilustración 2: Herramientas principales 
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2. HISTORIA Y ANTECEDENTES 
 
Los robots sociales están especializados en comunicarse o interactuar con personas, dotados 
de hardware y software para intercambiar y procesar información con el entorno de forma 
sencilla y amigable siguiendo patrones y normas sociales. Las principales aplicaciones de este 
tipo de Robots son como entretenimiento o la compañía, para la educación, para el hogar, con 
fines organizativos o de comunicación, etc . 
 
Ilustración 3: Robot Rene utilizado para la cura del autismo 
 
En los Robots Sociales una de las partes más importante viene a ser su aspecto (la Interfaz 
Hombre-Robot), del cual depende de que si la persona que interactúa con él se sienta segura 
de manera física y psicológica. Ejemplos de estos robots son iCub (RobotCub, 2010) y Leonardo 
(M.I.T. Personal Robots Group, 2004), robots con diseños basados en formas de vida biológicas 
para realizar interacción con humanos. 
  
Ilustración 4: Robots iCub y Leonardo 
Un robot social tiene diferentes medios para establecer comunicación e interacción con el ser 
humano, como son el habla, los gestos faciales, los movimientos del cuerpo o rasgos que 
definen su personalidad. 
En los últimos años se ha ido diseñando y experimentado con prototipos, de los cuales algunos 
han salido al mercado y otros siguen en camino de investigación y mejora, tanto en áreas 
como entretenimiento, guías de museos, ayuda en hospitales y una gran variedad de 
actividades en las cuales se está vinculando a la robótica social, siendo así importante el 
estudio del diseño de la interfaz humano-robot. Hay muchos tipos de robots, con parecidos 
tanto a animales como a personas. Hay que tener en cuenta que al aproximarse el aspecto de 
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un robot al de una persona real, hay una mayor aceptación por parte de la persona hacia el 
robot, pero al aproximarse más el parecido se produce un fenómeno de rechazo hacia el robot, 
hasta llegar a un punto en el que el parecido es tan extremo que vuelve a haber aceptación 
hacia el robot. Este fenómeno es conocido como el “valle inquietante” (Mori, 1970). 
 
Ilustración 5: Valle inquietante 
La animación (digital o no) es el procedimiento de diseñar los movimientos de los personajes o 
de los objetos y elementos. Para comprender el concepto de animación digital, primero hay 
que conocer en qué consiste la animación tradicional: la animación clásica o tradicional estriba 
en una secuencia de imágenes con base en dibujos, reproducidos a cierta velocidad de 
imágenes por segundo, lo cual genera la ilusión de movimiento; la animación digital, o 
animación por computadora, también crea imágenes en movimiento, sólo que las genera 
mediante computadoras. 
En los últimos años se ha podido ver un gran progreso en la animación digital, sobretodo con el 
auge de los videojuegos y de las películas de animación en las últimas décadas, en los cuales se 
ha pasado de una sencilla representación de personajes, a una paulatina muestra de 
expresiones del cuerpo y faciales que indican las emociones de los personajes. 
Las aplicaciones, aparte de los videojuegos y el cine, pueden llegar desde herramientas como 
ayudantes virtuales en la educación, en la comunicación, en simulaciones científicas, o incluso 
en el ámbito comercial. 
El desarrollo de las caras virtuales comenzó en los años 70 (Parke, 1972). Primero se utilizó una 
serie de plantillas para las diferentes emociones, con interpolaciones entre ellas para simular 
movimiento (Ekman & Friesen, 1978). Más adelante en los años 80 se comenzó a desarrollar el 
uso de músculos virtuales para el movimieto de la cara (Lachapelle, Bergeron, Robidoux, & 
Langlois, 1985) (Waters, 1987). En los años 90 estas técnicas tuvieron un gran auge con los 
primeros largometrajes de animación (Pixar, 1995) Después del año 2000, se comenzó a 
desarrollar la captura de muchos puntos de caras reales para lograr un mayor realismo (Sagar, 
2014), los cuales son capturados con sensores (Motion Capture), con cámaras (Markerless 
Motion Capture), o a través de los sonidos (Técnicas Guiadas por Audio) (Wikipedia, 2017). 
Hoy en día ya se ha creado esqueletos virtuales, que mezclados con las técnicas anteriores han 
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logrado una gran aproximación a la realidad, con mayor uso de datos pero con diferencia con 
el mayor control (Wikipedia, 2017). 
 
Ilustración 6: Fragmento de la animación de Fred Parke 
 
Ilustración 7: Facial Action Coding System 
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3. HERRAMIENTAS: OPENGL Y BLENDER 
 
Para hacer el ayudante virtual, se va a hacer uso de las librerías de OpenGL en C++ para la 
representación gráfica del programa. Como sistema operativo se utilizará Ubuntu (Linux), y 
como compilador g++ (gcc). 
Para el diseño de las partes de la cara se utilizará Blender, que da la posibilidad de generar un 
mesh (un archivo de coordenadas) para poder ser interpretado por el programa. Todo ello es 
software libre que se puede descargar de manera gratuita. 
 
3.1. ¿Qué es OpenGL? 
 
OpenGL (Open Graphics Library) es una especificación estándar que define una API 
multilenguaje y multiplataforma para escribir aplicaciones que produzcan gráficos 2D y 3D 
(Wikipedia, OpenGL, 2017). 
OpenGL contiene una gran cantidad de funciones con las que se puede representar escenas 
tridimensionales complejas a partir de formas básicas, tales como puntos, segmentos y 
triángulos. 
 
3.2. Instalación de OpenGL 
 
En este caso, el proyecto ha sido desarrollado con un sistema operativo Ubuntu (Linux), con lo 
que si se desea utilizar cualquier otro sistema operativo se recomienda visitar la página de 
OpenGL para seguir los pasos de instalación recomendados: https://www.opengl.org . 
Se puede hacer una descarga de la librería completa para hacer una instalación manual, pero 
se ha optado por utilizar el instalador de paquetes Synaptic, dado que lo hace de forma más 
rápida y además no da lugar a problemas derivados de una mala instalación manual. 
Para la instalación de Synaptic tan sólo hace falta entrar en la terminal y escribir: 
 sudo apt-get install synaptic 
Con el programa ya instalado (servirá para instalar futuras nuevas librerías), se podrá buscar el 
paquete “freeglut”. 
¿Por qué instalar el paquete freeglut? Porque el paquete original de los desarrolladores es el 
OpenGL Utility Toolkit (GLUT), el cual no ha sido actualizado desde hace mucho tiempo. Una 
vez instaladas las librerías freeglut, ya podrán ser utilizadas. 
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3.3. Estructura de un programa utilizando OpenGL 
 
Un programa que utiliza OpenGL consta de dos fases bien diferenciadas para inicialización del 
programa: la contextualización de OpenGL, y la carga de las funciones necesarias para que 
OpenGL pueda operar (Wikipedia, OpenGL, 2017). 
 
3.3.1. Contextualización de OpenGL 
 
Dependiendo de la plataforma que se utilice, se operará de maneras diferentes, dado que 
OpenGL es independiente de la plataforma en la que trabajemos. 
En el ejemplo del punto 3.4 se verá cómo utilizar estas librerías para el sistema operativo 
Linux. 
 
3.3.2. Vincular las funciones de OpenGL 
 
OpenGL vincula una serie de funciones a otras que serán definidas por el programador, de tal 
forma que cuando utiliza sus propias funciones, hace una llamada a las que se han definido por 
dicho programador. Por ejemplo, OpenGL llama a su función para dibujar la escena de manera 
cíclica en una ventana, y como argumento se le da otra función que el programador ha creado, 
utilizando sus herramientas para la representación de la escena. 
También hay que definir funciones para el uso del teclado por ejemplo, o para el 
redimensionamiento de la ventana, uso del ratón, etc. 
 
3.4. Ejemplo básico de representación con OpenGL 
 
El siguiente ejemplo es un programa que abre una ventana nueva en la que dibuja dos 
triángulos blancos en puntos que se han definido, de tal manera que cuando se presiona la 
tecla “ESC” se cierra la ventana. 
Para ello se definirá la clase “Point3D”, la cual servirá para definir los puntos que se quieran 
incluir en la escena, y la clase “Triangle3D”, la cual se servirá de los puntos que se hayan 
definido para dibujar triángulos entre dichos puntos. 
También se tendrá que definir las funciones para el uso del teclado, para la redimensión de la 
ventana, y para dibujar la escena. 
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Ilustración 8: Ejemplo de programa básico con OpenGL 
 
3.4.1. Estructura de “main.cpp” 
 
Se comienza por los headers: 
#include <iostream> 
#include <stdlib.h> 
 
Uso de librerías comunes en C/C++. 
 
#include <GL/glut.h> 
 
Como se trabajará en Linux, hay que indicar la ubicación de la librería de OpenGL. 
 
#include "Triangle3D.h" 
 
Se incluye también la clase Triangle3D para poder hacer después el dibujo utilizando 
triángulos. 
 
Ahora se verá la función main(), en la cual se inicializarán algunos parámetros y se vincularán 
las funciones que serán utilizadas de OpenGL a las funciones definidas por el programador: 
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int main(int argc, char** argv) { 
 
    glutInit(&argc, argv); 
    glutInitDisplayMode(GLUT_DOUBLE | GLUT_RGB | GLUT_DEPTH); 
    glutInitWindowSize(400, 400); //Set the window size 
     
    glutCreateWindow("Prueba triangulo"); 
 
    glEnable(GL_DEPTH_TEST); 
     
    glutDisplayFunc(drawScene); 
    glutKeyboardFunc(handleKeypress); 
    glutReshapeFunc(handleResize); 
 
    glutMainLoop(); 
 
    return 0; 
 
} 
 
 
En primer lugar se ve la inicialización del entorno de OpenGL. La función glutInit(&argc, argv) 
sirve para inicializar la librería GLUT y establecer la conexión con el sistema de ventanas del 
sistema en que se trabaje. 
La función glutInitDisplayMode(unsigned int mode) sirve para inicializar las características de la 
representación que se va a hacer, y su argumento “mode” suele ser un OR de varias máscaras 
de bit de GLUT. En este caso se pone GLUT_DOUBLE (doble buffer de datos en la ventana), 
GLUT_RGB (formato de colores RGB) y GLUT_DEPTH (incluir un buffer de profundidad). 
La función glutInitWindowSize(int width, int height) indica el número de pixels que se quiere 
que tenga la ventana de ancho y alto. También existe otra función llamada 
glutInitWindowPosition(int x, int y), la cual ayuda a posicionar la ventana respecto a la pantalla 
en pixels (x = 0 ,y = 0 indica que la ventana se sitúa en la esquina superior izquierda). 
Con glutCreateWindow(char* name) se crea la ventana y se le da un título, en este caso se 
llamará “Prueba triangulo”, y es lo que aparecerá en la parte de arriba de la pantalla. 
La función glEnable(máscara) permite hacer algunas operaciones en OpenGL que por defecto 
están desactivadas. En este caso operaciones con el buffer de fondo. 
Ahora llega el momento de asignar las funciones que emplea OpenGL a las que se han definido 
por el programador. La función glutDisplayFunc(nombre_funcion) recibe como argumento el 
nombre de la función que se va a ejecutar para la representación gráfica. En este caso se ha 
llamado “drawScene”. La función glutKeyboardFunc(nombre_funcion) hace lo mismo pero en 
este caso referido a pulsación de las teclas convencionales del teclado. Más adelante se verán 
también las teclas especiales del teclado y los movimientos del ratón, que se hacen de manera 
análoga. Por último se verá la función glutReshapeFunc(nombre_función), la cual sirve para 
redimensionar la ventana. 
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Al final del main aparece la función glutMainLoop(), que sirve para comenzar el bucle de 
OpenGL, de manera que ejecutará todas las funciones que hayan sido vinculadas a las de 
OpenGL. 
 
3.4.2. Triangle3D y Point3D 
 
Se comienza explicando la estructura de los triángulos, los cuales después serán muy 
utilizados. 
Se muestra primero cómo sería Triangle3D.h: 
#ifndef TRIANGLE3D_H 
#define TRIANGLE3D_H 
 
#include "Point3D.h" 
 
class Triangle3D{ 
 
private: 
 
 Point3D *p1; 
 Point3D *p2; 
 Point3D *p3; 
 double nx, ny, nz; // Componentes normales 
 
public: 
 
 Triangle3D(Point3D *p1, Point3D *p2, Point3D *p3); 
 ~Triangle3D(); 
 double normalX(); 
 double normalY(); 
 double normalZ(); 
 
 void drawTriangle(); 
 
}; 
#endif 
 
Se puede ver que se le asigna a cada triángulo un puntero a tres puntos “Point3D”. Es 
importante que sea así y no tres puntos como tal porque las modificaciones que se hagan en 
cuanto a movimiento de los objetos será cambiando los puntos, y los triángulos se limitarán a 
ser dibujados entre dichos puntos. Además de esta manera también se ahorra memoria, 
tratándose de futuras representaciones de miles de puntos. 
También se le asigna a cada triángulo sus tres componentes normales, las cuales serán de 
mucha ayuda más adelante a la hora de hacer la luminosidad de cada triángulo. 
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En cuanto a los métodos de Triangle3D, se ve que en el constructor se aporta como 
argumentos los punteros de los puntos entre los que se sitúa el triángulo, otras tres funciones 
que devuelven como double cada componente normal, y la función drawTriangle(), la cual 
dibujará el triángulo en cuestión entre los tres puntos. 
void Triangle3D::drawTriangle(){ 
 
 glBegin(GL_TRIANGLES); 
  glVertex3f(this->p1->getX(), this->p1->getY(), this->p1->getZ()); 
  glVertex3f(this->p2->getX(), this->p2->getY(), this->p2->getZ()); 
  glVertex3f(this->p3->getX(), this->p3->getY(), this->p3->getZ()); 
 glEnd(); 
 
} 
 
La función drawTriangle(), utiliza funciones propias de las librerías de OpenGL. La función 
glBegin(GLenum mode) recibe como argumento el modo de dibujo, en este caso se pone 
GL_TRIANGLES porque es un triángulo lo que se quiere dibujar. También existen modos para 
dibujar cuadriláteros (GL_QUADS), polígonos (GL_POLYGONS), etc. 
La función glBegin necesita ir seguida de lo que se va a dibujar y se cierra con glEnd(). 
Dentro de glBegin se ve la función glVertex3f(GLfloat x, GLfloat y, GLfloat z), la cual recibe 
como argumentos las coordenadas en tres dimensiones (float) de un punto, para definirlo. 
Naturalmente si en glBegin se pone como argumento GL_TRIANGLES, se tiene que definir tres 
puntos, o sucederá un error. 
Se verá ahora la estructura de Point3D.h: 
#ifndef POINT3D_H 
#define POINT3D_H 
 
class Point3D{ 
 
private: 
 double x; 
 double y; 
 double z; 
public: 
 Point3D(double x = 0, double y = 0, double z = 0); 
 ~Point3D(); 
 
 void setX(double x); 
 void setY(double y); 
 void setZ(double z); 
 
 void move(double x, double y, double z); 
 
 double getX(){return this->x;} 
 double getY(){return this->y;} 
 double getZ(){return this->z;} 
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}; 
 
#endif 
 
Los únicos atributos de Point3D son sus coordenadas. 
En cuanto a los métodos de Point3D, se empieza por ver que en el constructor se aportan ya 
las coordenadas de dicho punto en el espacio. 
Se tienen los métodos setX, setY y setZ para cambiar cada componente del punto, y el método 
move(double x, double y, double z) para sumar a las tres componentes y mover dicho punto. 
Esto servirá en el futuro para mover los puntos. 
Por último están las funciones getX, getY y getZ, las cuales devolverán cada componente de 
dicho punto cuando sea necesario. 
 
3.4.3. Funciones vinculadas a OpenGL 
 
Por último en este ejemplo, hay que ver cómo son las funciones que le ha sido indicado a 
OpenGL que utilice. 
En el main (2.4.1.) se tenía las siguientes funciones: 
glutDisplayFunc(drawScene); 
glutKeyboardFunc(handleKeypress); 
glutReshapeFunc(handleResize); 
 
Los argumentos de estas funciones de OpenGL tienen que ser funciones void. Además si son 
miembros de una clase, ha de ser una función estática, dado que en caso contrario OpenGL no 
acepta la función como argumento. 
Se comienza viendo cómo es drawScene: 
void drawScene(){ 
 
 glClear(GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT); 
 
 glMatrixMode(GL_MODELVIEW); 
 glLoadIdentity(); 
 
 Point3D p1(-1.0, -1.0, -5.0); 
 Point3D p2(1.0, -1.0, -5.0); 
 Point3D p3(0.0, 1.0, -5.0); 
 Point3D p4(1.0, 0.0, -5.0); 
 Point3D p5(1.0, 0.5, -5.0); 
 
 Triangle3D triangle1 (&p1, &p2, &p3); 
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 Triangle3D triangle2 (&p3, &p4, &p5); 
 
 triangle1.drawTriangle(); 
 triangle2.drawTriangle(); 
 
 glutSwapBuffers(); 
 
} 
 
La función glClear(máscara) borra los buffers para reescribirlos. Su argumento es una máscara 
de bits, que con un producto de ORs permite seleccionar los buffers. En este caso se limpian 
los buffers de color y el buffer de fondo. 
La función glMatrixMode(modo) permite seleccionar la matriz a modificar a continuación. Esta 
matriz se refiere bien a la matriz de perspectiva (GL_MODELVIEW), a la matriz de proyección 
(GL_PROJECTION), o a la matriz de texturas (GL_TEXTURE). En este caso se indica que se va a 
modificar la perspectiva. 
La siguiente función es la que modifica la matriz de perspectiva, glLoadIdentity(), que en este 
caso lo que hace es cargar la matriz unidad en la matriz de perspectiva, para que la parte de la 
ventana en la que se dibuje sea en proporción 1:1 en todas las dimensiones. 
A continuación se definen los puntos y después los triángulos, asociados a cada terna de 
puntos. Se puede ver que en este caso al cargar los puntos y triángulos dentro de drawScene lo 
que se hace es crear dichos elementos cada vez que se entra en el bucle de dibujo. Por esto 
más adelante cuando se tengan objetos más complejos los elementos que sean definidos no 
irán dentro de esta función. 
Después de definir los elementos, dibujamos los triángulos con el método drawTriangle() 
miembro de Triangle3D. 
Finalmente para terminar con el dibujo, se llama a la función glutSwapBuffers(), que en este 
caso teniendo un doble buffer para la ventana lo que hace es cambiar el buffer delantero por 
el trasero, dejando el otro en blanco. 
Se continúa ahora viendo la función handleKeypress, la cual hará en este ejemplo que al pulsar 
la tecla Esc se cierre el programa: 
void handleKeypress(unsigned char key, int x, int y){ 
 
 switch (key){ 
  case 27: //tecla de escape 
   exit(0); //salir del programa 
 } 
} 
 
En el caso de las funciones tanto de teclado como de ratón, serán funciones void, pero 
recibirán como argumento la tecla pulsada y la posición del ratón en la pantalla al pulsar dicha 
tecla. De esta manera, sin hacer uso de la posición del ratón, se está diciendo que al pulsar la 
tecla 27 en caracteres ASCII (ESC), el programa se cierre. 
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Por último en este ejemplo se verá la función que permite pinchar en el borde de la ventana 
con el ratón y arrastrar para reajustar el tamaño de la misma, handleResize: 
void handleResize(int w, int h){ 
 
 glViewport(0,0,w,h); 
 
 glMatrixMode(GL_PROJECTION); 
 
 glLoadIdentity(); 
 
 gluPerspective( 
 
  45.0, //angulo que puede ver la camara 
  (double)w/(double)h, //relacion ancho/alto 
  1.0, //la z cercana 
  200.0 //la z lejana 
 
  ); 
 
} 
 
En esta función hay que poner como argumento el ancho y alto de la ventana, en píxeles. 
La función glViewPort(int x, int y, int width, int height) lo que hace es transformar lo que serían 
coordenadas del dispositivo (la pantalla) en coordenadas de la ventana, de tal forma que los 
movimientos de la ventana también afecten al dibujo, y no sea fijo. Los argumentos son x e y, 
la esquina inferior izquierda del rectángulo que se quiere transformar, y width y height, los 
píxeles de ancho y alto de la ventana. 
Se vuelve a utilizar glMatrixMode para introducir esta vez la identidad en la matriz de 
proyecciones. 
Por último queda indicar la perspectiva de la ventana. Con gluPerspective se establece dicha 
perspectiva con los siguientes argumentos: ángulo de visión (en grados), relación del ancho y 
alto de la ventana, la coordenada z (normal a la pantalla) más cercana que se pueda ver, y la 
coordenada z más lejana que se pueda ver. 
De esta manera se termina de explicar un ejemplo básico de funcionamiento de un programa 
con OpenGL. 
Más adelante se comenzará con la programación del ayudante virtual, con mucha mayor 
complejidad pero con esta base de funcionamiento: establecimiento de puntos, vincular 
dichos puntos a cada triángulo, mover los puntos, y dibujar los triángulos. 
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3.5. ¿Qué es Blender? 
 
Blender es un software gratuito y de código abierto para el diseño gráfico. Es utilizado tanto 
para diseño en 3D como para películas animadas, videojuegos, etc. 
En este trabajo no se utilizará gran parte de las herramientas que ofrece este software, sino 
que tan sólo se utilizará para el diseño de los objetos y para la correcta generación del mesh. 
 
3.6. Instalación de Blender 
 
Tratándose de software libre, se puede descargar de la página de Blender 
(https://www.blender.org/), o bien en este caso al utilizar Linux se ejecutará la siguiente línea 
en la terminal: 
 sudo apt-get install blender 
Una vez instalado ya está listo para utilizarse. 
 
3.7. Diseño con Blender 
 
Blender dispone de varias tablas de herramientas tanto de creación de objetos, de selección, y 
de edición. No se va a entrar al detalle en el diseño con Blender, dado que el propio software 
ofrece muchas posibilidades. 
 
3.8. Generación del archivo de coordenadas en Blender 
 
Una vez teniendo el objeto diseñado, es hora de crear el mesh. 
Se abre Blender, y por defecto el programa tiene creado un cubo centrado en el origen y de 
lado 2 unidades. Esto servirá para hacer este ejemplo de generación del archivo de 
coordenadas. 
Se selecciona File->Export->Wavefront (.obj), y se abrirá la ventana para escoger las opciones 
de exportación del archivo de coordenadas. 
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Ilustración 9: Exportar archivo .obj 
En esta ventana es importante que las opciones sean las indicadas a continuación, dado que de 
esta manera coincidirán los ejes de coordenadas generados en el archivo con los que utilizan 
las librerías de OpenGL. 
 
Ilustración 10: Opciones de exportación del mesh 
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Hay que escoger “X Forward” e “Y Up”, y en los recuadros se desmarca todo, dado que son 
datos innecesarios, menos “Triangulate Faces”, que hace que las caras las divida Blender 
automáticamente en triángulos, y “Objects as OBJ Objects”. 
Hecho esto se pulsa en “Export OBJ”, y se obtendrá un archivo como el siguiente: 
 
Ilustración 11: Archivo de coordenadas del objeto diseñado en Blender 
En este caso se ha diseñado un cubo, y se puede ver en el mesh diferentes tipos de línea: con 
una “v” las líneas que indican los vértices en coordenadas cartesianas, y con una “f” las líneas 
que indican los triángulos, indicando el orden de cada vértice que lo conforma. Se puede decir 
que la primera cara está formada por los vértices 1,2 y 3, que en este mesh correspondería con 
las líneas 5, 6 y 7. 
El orden de los vértices en los triángulos es importante, dado que para el cálculo de la normal 
de cada cara OpenGL utiliza un sentido a izquierdas (regla de la mano derecha). No supondrá 
mucho problema dado que coincide con los criterios de Blender, pero a la hora del diseño, 
Blender permite cambiar el sentido de la normal de cada cara, con que en caso de que hubiera 
algún problema en la representación, se podría modificar con Blender. 
Se ve que hay también unas líneas al principio con información del programa o con el nombre 
del objeto, las cuales no se van a utilizar. 
En cuanto a la línea que comienza con una “c”, se ha incluido a mano para ahorrar un poco de 
trabajo: se trata de la línea que indica el color en formato RGB. Blender también permite 
HERRAMIENTAS: OPENGL Y BLENDER 
24 
Juan Ruiz García – E.T.S.I.I. 
cambiar texturas de los objetos, pero es algo más complejo, y para simplificar se añade 
manualmente esta línea en los archivos mesh. En este caso se representaría un cubo centrado 
en el origen de coordenadas, de lado 2 uds, y de color rojo. 
Como curiosidad se puede ver que se han generado 12 caras, que son el resultado de dividir 
cada uno de los cuadrados del cubo en dos triángulos, como demostración de la división 
automática de las caras que hace Blender. 
 
3.9. Otras herramientas 
 
Por último comentar que más adelante se verá el uso de las librerías SOIL (Simple OpenGL 
Image Loader), que ayudarán para cargar algunas imágenes que servirán para texturizar y dar 
mejor aspecto al programa. Son necesarias porque las propias librerías de OpenGL pueden 
manipular texturas ya cargadas, pero no las pueden cargar a partir de imágenes. 
Como editor de texto se utilizará “Sublime Text”, que tiene utilidades interesantes para la 
selección múltiple de palabras. 
Para evitar tener que escribir muchas veces la línea para compilar el programa, también se 
utilizará un makefile, un archivo que contiene la información necesaria para ser ejecutada al 
llamar en la terminal al programa “make”. 
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4. ARQUITECTURA DEL AYUDANTE VIRTUAL 
 
El ayudante se servirá de una serie de clases que serán explicadas en el siguiente punto. Aquí 
se va a mostrar las relaciones que hay entre algunas de las clases mencionadas. 
 
4.1. Point3D, Triangle3D y Object3D 
 
En primer lugar, se muestra la relación entre las clases básicas del programa: 
 
Diagrama 1: Clases básicas 
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4.2. Objetos y partes de la cara 
 
A continuación se ve la relación de la clase Object3D con el resto de objetos definidos por una 
clase. Se observa que las clases que definen los labios y las cejas son herederas de Object3D, 
mientras que el resto de partes de la cara contienen varios objetos. Se muestra el diagrama de 
las diferentes clases: 
 
 
Diagrama 2: Relaciones con Object3D 
 
 
4.3. Servomotores 
 
En el diagrama de la clase Servo3D con el resto de partes de la cara, se ve cada servomotor 
que será necesario en cada clase para desarrollar el movimiento del objeto que sea definido 
por dicha clase. 
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Se muestra la relación de los objetos de la cara con la clase Servo3D: 
 
Diagrama 3: Relaciones con Object3D 
 
 
4.4. La clase pintor 
 
Una vez vistos las relaciones entre los objetos a representar, se analiza el diagrama de las 
relaciones la clase Painter. Se ve los objetos a dibujar por el pintor: las dos cejas, los dos 
párpados, los dos ojos, las mejillas, los dos labios y el fondo. Faltaría por incluir la cara en sí, 
pero al no realizar ningún movimiento especial, se declara como un Object3D. 
Se muestra a continuación el diagrama de las partes de la cara y la clase Painter: 
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Diagrama 4: La clase Painter 
 
 
4.5. La clase mensajero 
 
Por último, queda indicar que la clase Messenger, aquella que servirá para que el ayudante 
envíe y reciba datos de Doris, es una clase derivada de la clase SocketNode2, desarrollada en el 
Centro de Automática y Robótica, para crear un socket (un punto de conexión). 
Se verá más a fondo en el punto siguiente. Sólo cabe mencionar aquí que la clase SocketNode2 
es una clase virtual, de manera que tiene funciones que no están definidas, las cuales habrá 
que especificar a la hora de crear la clase derivada Messenger. 
El siguiente diagrama muestra dicha relación, donde se aprecia también una estructura 
“servo_signals” perteneciente a la clase Messenger. 
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Diagrama 5: La clase Messenger 
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5. DESARROLLO DEL AYUDANTE VIRTUAL 
 
Se comienza ahora a detallar el funcionamiento del programa. Se definirán las clases 
necesarias tanto para representar los objetos, como para interpretar el movimiento que se 
reciba de señales externas. 
 
5.1. Estructura del main 
 
El main será muy parecido al mostrado en el ejemplo del punto anterior. Básicamente se ha 
definido más funciones que utiliza OpenGL: 
#include "libraries.h" 
#include "Window.h" 
#include "Camera3D.h" 
#include "MouseKeyboard.h" 
#include "Painter.h" 
#include "Messenger.h" 
 
int main(int argc, char** argv) { 
     
    Messenger* messenger = new Messenger(); 
    messenger->init("", 15000, SOCKET_SERVER); 
    messenger->startThread(); 
 
    MouseKeyboard::init(); 
    glutInit(&argc, argv); 
    Window::init(); 
    Camera3D::init(); 
    Painter::initialize(); 
    glEnable(GL_DEPTH_TEST); 
 
    glutDisplayFunc(&Painter::drawScene); 
    glutIdleFunc(&Painter::drawScene); 
    glutKeyboardFunc(&MouseKeyboard::KeyPress); 
    glutSpecialFunc(&MouseKeyboard::SpecialKeyPress); 
    glutIgnoreKeyRepeat(1); 
    glutKeyboardUpFunc(&MouseKeyboard::KeyRelease); 
    glutSpecialUpFunc(&MouseKeyboard::SpecialKeyRelease); 
    glutMouseFunc(&MouseKeyboard::MouseClick); 
    glutMotionFunc(&MouseKeyboard::MouseMove); 
    glutReshapeFunc(&Window::handleResize); 
 
    glutMainLoop(); 
    return 0; 
} 
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Como se puede ver, arriba del todo están los headers, con algunas de las clases que se han 
incluido, concretamente con las que contienen métodos que se emplean para vincular las 
funciones de OpenGL. Dichos métodos ya se verá que han de ser estáticos para estar dentro de 
una clase y que OpenGL reconozca dicha función. 
Dentro de main se ve una primera parte en la que se crea el mensajero y se inicializan todas las 
clases que requieren de ello. Se verá en cada una de dichas clases cómo se inicializan. 
Tras la inicialización se vinculan las funciones de OpenGL que serán usadas a las funciones en 
las que se define su comportamiento. Se puede ver: glutDisplayFunc para la representación 
gráfica, glutIdleFunc para la animación del dibujo, glutKeyBoardFunc para la pulsación de 
teclas convencionales del teclado, glutSpecialFunc para la pulsación de teclas especiales del 
teclado, glutIgnoreKeyRepeat(1) hace que no se tengan en cuenta los rebotes de la pulsación 
del teclado, glutKeyboardUpFunc para soltar las teclas convencionales, glutSpecialUpFunc para 
soltar las teclas especiales, glutMouseFunc para la pulsación de los botones del ratón, 
glutMotionFunc para el movimiento del ratón, y glutReshapeFunc para la redimensión de la 
ventana. 
Todas estas funciones reciben como argumentos métodos de otras clases, los cuales deben ser 
estáticos. De esta manera también el resto de miembros de dichas clases han de ser estáticos, 
con lo que las clases que definan operaciones de OpenGL serán únicas. 
Por último dentro del main aparecerá la función glutMainLoop(), la cual inicia el bucle de 
operaciones de OpenGL. 
 
5.2. Librerías 
 
Para evitar la inclusión de las librerías pertinentes en cada una de las clases, se ha apartado 
todas las librerías en “libraries.h”, de manera que como header sólo sea necesario incluir este 
fichero en cada clase. 
#ifndef LIBRARIES_H 
#define LIBRARIES_H 
 
 
#ifdef _APPLE_ 
#include <OpenGL/OpenGL.h> 
#else 
#include <GL/glut.h> 
#endif 
 
#include <SOIL/SOIL.h> 
 
#include <unistd.h> 
#include <iostream> 
#include <cmath> 
#include <cstdio> 
DESARROLLO DEL AYUDANTE VIRTUAL 
32 
Juan Ruiz García – E.T.S.I.I. 
#include <cstdlib> 
#include <string> 
#include <vector> 
#include <fstream> 
#include <sstream> 
#include <string.h> 
 
… 
 
class stdfunc{ 
public: 
 static std::vector<std::string> split(char* buffer, const char* delimiter){ 
  std::vector<std::string> result; 
 
  char* current; 
  current = strtok(buffer, delimiter); 
  while(current != NULL){ 
   result.push_back(std::string(current)); 
   current = strtok(NULL, delimiter); 
  } 
  return result; 
 
 } 
 
#endif 
 
Se ha incluido aquí todas las librerías necesarias para el programa. Además algunos define 
necesarios para la comunicación externa con el robot, y se define una función dentro del 
espacio std, que es “split”. 
La función split(buffer, delimitador), lo que hace es devolver un vector de cadenas 
alfanuméricas, resultado de la división de una cadena grande “buffer” por los caracteres 
iguales a “delimitador”. Será muy útil para interpretar los archivos mesh que genera Blender y 
para interpretar los mensajes externos con las señales de los motores. 
 
5.3. Elementos básicos: punto, triángulo y objeto 
 
Se comenzará con la base de los componentes que conformarán la cara virtual de Doris. 
Se trata de clases sencillas que interactúan entre sí y que serán de utilidad para conformar 
clases más complejas: el punto, el triángulo y el objeto. 
El punto tendrá como utilidad básica su cambio de posición. A partir de ello funcionarán los 
triángulos y objetos. 
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Los triángulos servirán para dibujar principalmente. Una vez definidos entre los puntos 
asignados, sólo se encargarán de pintar dichos triángulos con el color del objeto que los 
contenga. 
Los objetos tienen algo más de complejidad, pero seguimos englobándolos en los 
componentes básicos de nuestro programa. La misión de la clase objeto será principalmente la 
carga del archivo mesh generado en el diseño y la asignación de puntos y triángulos de forma 
acorde al archivo de coordenadas. También aplica el color a los triángulos y el sombreado. 
 
5.3.1. Point3D, la clase punto 
 
Se va a ver cómo se estructura un punto. A continuación Point3D.h: 
#ifndef POINT3D_H 
#define POINT3D_H 
 
class Point3D{ 
 
private: 
 float x; 
 float y; 
 float z; 
public: 
 Point3D(float x = 0, float y = 0, float z = 0); 
 ~Point3D(); 
 
 void setX(float x); 
 void setY(float y); 
 void setZ(float z); 
 void set_all(float x, float y, float z); 
 
 void move_X(float x); 
 void move_Y(float y); 
 void move_Z(float z); 
 void move(float x, float y, float z); 
 
 float getX(){return this->x;} 
 float getY(){return this->y;} 
 float getZ(){return this->z;} 
 
}; 
 
#endif 
 
Como atributos sólo se tienen las coordenadas del punto x, y, z. 
DESARROLLO DEL AYUDANTE VIRTUAL 
34 
Juan Ruiz García – E.T.S.I.I. 
Las funciones setX, setY, setZ y set_all reestablecen respectivamente las coordenadas del 
punto. 
Las funciones move_X, move_Y, move_Z y move, a diferencia de las funciones anteriores, 
incrementan el valor de las coordenanas, de manera que se utilizarán unas u otras de manera 
conveniente. 
Por último getX, getY y getZ devuelven el valor de cada componente. 
 
5.3.2. Triangle3D, los triángulos que dibujaremos 
 
Ahora se pasará a ver cómo funciona cada triángulo. Se observa Triangle3D.h: 
#ifndef TRIANGLE3D_H 
#define TRIANGLE3D_H 
 
#include "libraries.h" 
#include "Point3D.h" 
 
class Triangle3D{ 
 
private: 
 
 Point3D *p1; 
 Point3D *p2; 
 Point3D *p3; 
 float nx, ny, nz; 
 
public: 
 
 Triangle3D(Point3D *p1, Point3D *p2, Point3D *p3); 
 ~Triangle3D(); 
 float normalX(); 
 float normalY(); 
 float normalZ(); 
 
 void drawTriangle(); 
 
}; 
#endif 
 
Como atributos se ve que sólo están los punteros a los puntos que conforman dicho triángulo y 
las componentes normales unitarias del triángulo, en sentido antihorario según el orden de los 
puntos. 
En los métodos, aparte del constructor y el destructor, se tienen las funciones que devuelven 
cada componente normal del triángulo, y por último la función que dibuja ese triángulo. 
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Como inciso, se muestra la fórmula de las componentes normales dados tres puntos: 
𝑁𝑥 = (𝑦3 − 𝑦1)(𝑧2 − 𝑧1) − (𝑦2 − 𝑦1)(𝑧3 − 𝑧1) 
𝑁𝑦 = (𝑥2 − 𝑥1)(𝑧3 − 𝑧1) − (𝑥3 − 𝑥1)(𝑧2 − 𝑧1) 
𝑁𝑧 = (𝑥3 − 𝑥1)(𝑦2 − 𝑦1) − (𝑥2 − 𝑥1)(𝑦3 − 𝑦1) 
Ahora se calcula las componentes unitarias: 
𝑛𝑥 =  
𝑁𝑥
√𝑁𝑥
2 + 𝑁𝑦
2 + 𝑁𝑧
2
 
𝑛𝑦 =  
𝑁𝑦
√𝑁𝑥
2 + 𝑁𝑦
2 + 𝑁𝑧
2
 
𝑛𝑧 =  
𝑁𝑧
√𝑁𝑥
2 + 𝑁𝑦
2 + 𝑁𝑧
2
 
De esta manera se calculan las componentes normales en Triangle3D.cpp (se muestra sólo la 
componente x): 
 
float Triangle3D::normalX(){ 
 
 float aux1 = ((this->p3->getY() - this->p1->getY())*(this->p2->getZ() - this->p1-
>getZ())-(this->p2->getY() - this->p1->getY())*(this->p3->getZ() - this->p1->getZ())); 
 
 float aux2 = ((this->p2->getX() - this->p1->getX())*(this->p3->getZ() - this->p1-
>getZ())-(this->p3->getX() - this->p1->getX())*(this->p2->getZ() - this->p1->getZ())); 
 
 float aux3 = ((this->p3->getX() - this->p1->getX())*(this->p2->getY() - this->p1-
>getY())-(this->p2->getX() - this->p1->getX())*(this->p3->getY() - this->p1->getY())); 
 
 this->nx = aux1/(sqrt(aux1*aux1+aux2*aux2+aux3*aux3)); 
 
 return nx; 
 
} 
 
El cálculo de las normales tan sólo consiste en escribir la fórmula, en este caso, utilizando aux1, 
aux2 y aux3 como componentes del vector normal no unitario. 
En cuanto al dibujo del triángulo, es tal cual se ha visto en el ejemplo de programación con 
OpenGL: se le dice a OpenGL que se va a dibujar un triángulo y se definen tres puntos, que en 
este caso ya vienen dados por los punteros a los puntos del triángulo en cuestión. 
 
5.3.3. Object3D: la carga de objetos 
 
Object3D será la base para definir el resto de las partes de la cara, algunas de las cuales serán 
propiamente un objeto, y otras de las cuales contendrán un conjunto de objetos. 
Se va a ver cómo es el objeto básico. A continuación se muestra Object3D.h: 
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#ifndef OBJECT3D_H 
#define OBJECT3D_H 
 
#include "Triangle3D.h" 
#include "Point3D.h" 
#include "Light3D.h" 
 
class Object3D{ 
 
private: 
 
 float RGB_COLOR[3]; 
 float xcenter, ycenter, zcenter; 
 float rot_angle; 
 float x_rot, z_rot; 
  
 std::vector<Triangle3D> triangles; 
 std::vector<float> face_shadow; //sombras del 0 (negro) al 1 (color) 
 
protected: 
 
 std::vector<Point3D> points; 
 
public: 
 
 Object3D(); 
 ~Object3D(); 
 
 void load_obj(const char* filename); 
 
 void shadows(); 
 
 void draw_obj(); 
 
 void move(float x, float y, float z); 
 void phi_rotate(float phi); 
 void theta_rotate(float theta); 
 
 void set_color(float red, float green, float blue); 
 
}; 
#endif 
 
Ya se puede ver que Object3D tiene más miembros y va adquiriendo complejidad. Se verá a 
continuación paso a paso. 
En los atributos se ve RGB_COLOR, las componentes del color en formato RGB del objeto en 
cuestión. 
Se incluye también unas coordenadas del origen, las cuales servirán para las rotaciones del 
objeto sobre sus ejes. 
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Se puede ver también rot_angle, que es el ángulo de rotación respecto al eje vertical y. De esta 
manera, rot_angle modifica el eje de rotación horizontal del objeto, definido por x_rot y z_rot. 
Se tiene también un vector de triángulos, de puntos, y de sombras. El vector de puntos es un 
miembro protegido, porque conviene que cada clase heredera de objeto pueda mover los 
puntos de una manera diferente, fuera de los movimientos comunes. El vector de sombras 
face_shadow dependerá de la normal de cada triángulo, y tendrá valores entre 0 (negro) y 1 
(color). 
Ahora se verán los métodos del objeto. Se tiene aquí load_obj, la función que carga el vector 
de puntos y triángulos del archivo generado tras el diseño en Blender. 
También se tiene la función shadows, que, como su nombre indica, calcula el vector de 
sombras del objeto a partir de las componentes normales de los triángulos y de la dirección del 
foco luminoso (de ahí que se haya incluido arriba “Light3D.h”). 
La función draw_obj como su nombre indica, dibuja todos los triángulos del objeto, con lo que 
dibuja el objeto en sí. 
Las funciones move, phi_rotate y theta_rotate sirven respectivamente para mover el objeto, 
rotarlo respecto al eje vertical y, o rotarlo respecto al eje –x vinculado al objeto, de manera 
que hacer theta_rotate(valor positivo) hace que el objeto “gire hacia arriba”. 
Por último set_color servirá para cambiar el color del objeto. 
void Object3D::load_obj(const char* filename) 
{ 
    std::ifstream in(filename, std::ios::in); 
    if (!in) 
    { 
        std::cerr << "Cannot open " << filename << std::endl; exit(1); 
    } 
 
    std::string line; 
 
    while (getline(in, line)) 
    { 
 
     std::vector<std::string> linea = stdfunc::split((char*)line.c_str()," "); 
 
        if (linea[0] == "v") 
        { 
            Point3D v; 
            v.setX(atof(linea[1].c_str())); 
            v.setY(atof(linea[2].c_str())); 
            v.setZ(atof(linea[3].c_str())); 
            this->points.push_back(v); 
        } 
        else if (linea[0] == "f") 
        { 
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            Triangle3D t(&this->points[atoi(linea[1].c_str()) - 1], &this-
>points[atoi(linea[2].c_str()) - 1], &this->points[atoi(linea[3].c_str()) - 1]); 
             
            this->triangles.push_back(t); 
 
            this->face_shadow.push_back(1.0); 
 
        } 
        else if (linea[0] == "c") 
        { 
            this->RGB_COLOR[0] = atof(linea[1].c_str()); 
            this->RGB_COLOR[1] = atof(linea[2].c_str()); 
            this->RGB_COLOR[2] = atof(linea[3].c_str()); 
        } 
    } 
 
    for(int i = 0; i < this->face_shadow.size(); i++){ 
this->face_shadow[i] = ((Light3D::GetX())*(this->triangles[i].normalX()) + 
(Light3D::GetY())*(this->triangles[i].normalY()) +  
(Light3D::GetZ())*(this->triangles[i].normalZ()) + 1.0)/2.0; 
    } 
} 
 
Se explicará a continuación el funcionamiento de load_obj(char* nombre_archivo). Para 
empezar, se lanza un mensaje de error en caso de no poder abrir el archivo. Después hay un 
bucle while, en el que se introduce en una variable “line” cada línea del archivo .obj que será 
leído, en formato string. 
Dentro del bucle se crea un array de strings llamado “linea”, el cual contendrá cada cadena de 
caracteres de “line” que estén separados por un espacio, de manera que “linea” ya estará 
dividida por palabras. Para ello será utilizada la función split, de la cual se ha hablado en 5.2. 
Una vez separada cada línea del archivo .obj por palabras, comienza la asignación de puntos, 
triángulos y color. Como se ha visto en la forma del archivo .obj en el ejemplo de 3.8. cada 
línea comienza con un caracter que indica si se trata de un vértice “v”, de una cara “f”, o del 
color “c”. 
Si se trata de un vértice, lo que se hace es crear un Point3D, asignarle los siguientes valores de 
la línea en las coordenadas X, Y y Z respectivamente, y hacer un push_back de dicho punto en 
el vector de puntos del objeto en cuestión, de manera que se mantiene el orden de lectura de 
los puntos en el vector. 
Si se trata de una cara, se crea un triángulo al que le se le da de referencia la dirección de las 
componentes del vector de puntos dadas en las siguientes componentes de “línea”, de manera 
que si por ejemplo hubiera escrito “f 3 4 8”, las tres direcciones que tomaría el constructor del 
triángulo serían points[2], points[3] y points[7] (notar que se le resta 1 a los números 
generados en el archivo). Se hace push_back del triángulo en cuestión en el vector de 
triángulos y además se hace push_back de 1.0 en el vector de sombras, para que al crearse un 
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triángulo también se cree una sombra. Más adelante se le asignará el sombreado 
correspondiente. 
Si se trata de la definición del color, sencillamente se le asigna a cada componente de 
RGB_COLOR cada uno de los valores que están escritos en la línea. 
Por último se hace un sombreado inicial de cada cara del objeto con un bucle for. Consiste 
sencillamente en un producto escalar entre el vector normal del triángulo y el vector de 
dirección de la luz, de manera que si la luz incide de manera perpendicular al triángulo en 
cuestión, la sombra será 1 (color vivo), y si la cara del triángulo está de espaldas a la luz, la 
sombra será 0 (color negro). 
void Object3D::shadows(){ 
 
    for(int i = 0; i < this->face_shadow.size(); i++){ 
        this->face_shadow[i] = ((Light3D::GetX())*(this->triangles[i].normalX()) + 
(Light3D::GetY())*(this->triangles[i].normalY()) + (Light3D::GetZ())*(this-
>triangles[i].normalZ()) + 1.0)/2.0; 
    } 
} 
 
En la función shadows se tiene lo mismo que se ha visto al final de load_obj, sólo que se 
llamará a esta función cuando se produzcan movimientos de puntos, para reajustar las 
sombras. 
void Object3D::draw_obj(){ 
 
 for(int i = 0; i < this->triangles.size(); i++){ 
        glColor3f((this->face_shadow[i])*(this->RGB_COLOR[0]), (this-
>face_shadow[i])*(this->RGB_COLOR[1]), (this->face_shadow[i])*(this-
>RGB_COLOR[2])); 
  this->triangles[i].drawTriangle(); 
 } 
} 
 
En draw_obj, se hace un bucle para dibujar cada triángulo del objeto. Se comienza 
multiplicando el factor de sombreado de cada triángulo por el color del objeto para establecer 
el color del triángulo con la función de OpenGL glColor3f(rojo, verde, azul). Después se dibuja 
cada triángulo. 
void Object3D::move(float x, float y, float z){ 
 
    this->xcenter += x; 
    this->ycenter += y; 
    this->zcenter += z; 
 
    for(int i = 0; i < this->points.size(); i++){ 
        this->points[i].move( x, y, z); 
    } 
} 
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En la función move se mueve tanto cada uno de los puntos del objeto (bucle for), como el 
centro del propio objeto, para que las rotaciones sigan al sistema de coordenadas del objeto. 
void Object3D::phi_rotate(float phi){ 
 
    float aux1, aux2; 
    this->rot_angle += phi; 
    this->x_rot = -cos(this->rot_angle); 
    this->z_rot = sin(this->rot_angle); 
 
    for(int i = 0; i < this->points.size(); i++){ 
 
        aux1 = this->points[i].getX() - this->xcenter; 
        aux2 = this->points[i].getZ() - this->zcenter; 
 
        this->points[i].setX( aux1*cos(phi) + aux2*sin(phi) + this->xcenter ); 
        this->points[i].setZ( -aux1*sin(phi) + aux2*cos(phi) + this->zcenter ); 
 
    } 
 
    this->shadows(); 
  
} 
 
A continuación se comienza con las rotaciones. La primera función, phi_rotate(phi), hace que 
el objeto rote un ángulo phi respecto al eje vertical Y. Se empieza usando unas variables 
auxiliares aux1 y aux2 para no hacer tantos cálculos, las cuales representan el vector desde el 
centro del objeto hacia el punto en cuestión. Se suma phi al ángulo de rotación para tener 
conocimiento del ángulo del objeto, y se modifica el eje de rotación horizontal vinculado al 
objeto (x_rot y z_rot). Después se hace un bucle para modificar cada uno de los puntos según 
una sencilla rotación en el eje Y (no se modifican las componentes Y de los puntos). Por último 
se llama a shadows y se recalcula el sombreado de cada cara. 
void Object3D::theta_rotate(float theta){ 
 
    float thetasin = sin(theta); 
    float thetacos = cos(theta); 
    float aux1, aux2, aux3; 
 
    for(int i = 0; i < this->points.size(); i++){ 
 
        aux1 = this->points[i].getX() - this->xcenter; 
        aux2 = this->points[i].getY() - this->ycenter; 
        aux3 = this->points[i].getZ() - this->zcenter; 
 
        this->points[i].setX( aux1*(thetacos + this->x_rot*this->x_rot*(1 - thetacos)) - 
aux2*this->z_rot*thetasin + this->x_rot*this->z_rot*(1 - thetacos) + this->xcenter); 
        this->points[i].setY( aux1*this->z_rot*thetasin + aux2*thetacos - aux3*this-
>x_rot*thetasin + this->ycenter); 
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        this->points[i].setZ( aux1*this->x_rot*this->z_rot*(1 - thetacos) + aux2*this-
>x_rot*thetasin + aux3*(thetacos + this->z_rot*this->z_rot*(1 - thetacos)) + this-
>zcenter); 
 
    } 
 
    this->shadows(); 
} 
En la función theta_rotate, un poco más compleja matemáticamente, se hace la rotación en 
torno al eje (x_rot, z_rot) horizontal, vinculado al propio objeto. Se comienza definiendo unas 
variables auxiliares thetasin, thetacos, aux1, aux2 y aux3, para ahorrar cálculos repetitivos, al 
tratarse de mover muchos puntos. Se puede ver que aux1, aux2 y aux3 son las coordenadas de 
cada punto en el sistema de referencia centrado en el objeto, y thetasin y thetacos son 
respectivamente el seno y el coseno de theta. Después se hace el movimiento de rotación de 
cada punto respecto al eje (x_rot, z_rot), con los cálculos pertinentes. Por último se vuelve a 
llamar a la función shadows para recalcular si fuese necesario los factores de sombreado. 
void Object3D::set_color(float red, float green, float blue){ 
 
    if((red >= 0.0)&&(green >= 0.0)&&(blue >= 0.0)&&(red <= 1.0)&&(green <= 
1.0)&&(blue <= 1.0)){   //si estan entre 0 y 1 
        this->RGB_COLOR[0] = red; 
        this->RGB_COLOR[1] = green; 
        this->RGB_COLOR[2] = blue; 
    } 
    else printf("\nFormato de color erroneo\n"); 
} 
 
En set_color sencillamente se cambia el color, en formato RGB. Antes de hacer el cambio de 
color, comprobamos si se trata de valores entre 0 y 1, en cuyo caso contrario se saca por 
pantalla un mensaje de error. 
Con esto ya se ha descrito la clase objeto, y a continuación será utilizada para definir cada una 
de las partes de la cara. 
 
5.4. Partes móviles de la cara 
 
Ahora se comienza con las diferentes partes de la cara, que serán los ojos, los párpados, las 
cejas, la boca y las mejillas. La cara como no es móvil como tal, se podrá cargar como un objeto 
normal sin tener que definir una clase. 
Se utilizará además otra clase básica para las partes de la cara que será Servo3D, la cual 
definirá el comportamiento de cada servo de la cara. 
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5.4.1. Servomotores 
 
La clase Servo3D servirá para: establecer los parámetros de cada servo, marcar una nueva 
posición de destino del servo, realizar un movimiento lineal hacia la posición deseada, y recibir 
la posición del servo en caso de necesitarla. 
El movimiento desarrollado en este ayudante virtual es lineal de momento porque en los 
parámetros de los servos de la cara aún no hay aceleraciones, pero se podrá implementar más 
adelante un movimiento acelerado de manera sencilla. 
Ahora se muestra Servo3D.h: 
#ifndef SERVO3D_H 
#define SERVO3D_H 
 
class Servo3D{ 
 
private: 
 
 int min; //Valores ĺimite del servo y valor medio 
 int max; 
 int med; 
 int range; // max - min 
 int pos; //posicion actual 
 int target; //posicion final 
 int vel; //velocidad del servo 
 
 float draw_vel; //Velocidad en el dibujo 
 
public: 
 
 Servo3D(); 
 ~Servo3D(); 
 
 void load_servo(int a, int b, int c, float x, float y, int v); 
 
 void set_new_pos(int new_pos); //Nueva posicion del servo 
 
 float move_linear(); //Movimiento lineal, devuelve el incremento de 
posicion en el dibujo 
 
 float get_pos(); //Para saber la posición del servo entre 0 y 1 
 
}; 
#endif 
 
Primero se ven los atributos de Servo3D. Está la posición máxima, la posición mínima, el valor 
medio por defecto al comenzar el programa, el rango entre la posición mínima y máxima, la 
posición actual, la posición destino, la velocidad del servo en unidades del programa, y la 
velocidad de los puntos de la cara a mover en unidades de distancia del dibujo. 
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En los métodos aparece la función load_servo, la cual sirve para establecer los parámetros 
según los cuales se moverá el servo en cuestión (dichos parámetros están establecidos para los 
servos reales de la cara o bien por el programador, adaptándose a las medidas del dibujo). Los 
argumentos son: “a” para establecer la posición mínima que llegará de forma externa, “b” para 
la posición máxima, “c” para la posición inicial por defecto, “x” para la posición mínima 
equivalente en el dibujo, “y” para la posición máxima equivalente en el dibujo (si en a y b se 
tiene 4000 y 8000, en x e y se puede tener -1 y 1, de manera que los valores de entrada 
intermedios queden entre -1 y 1 en la pantalla), y “v” para la velocidad que se quiere que 
tenga el servo. 
Con set_new_pos se establece una nueva posición de destino para el servo. 
La función move_linear hace que la posición del servo avance con la velocidad establecida 
hacia la posición destino, deteniéndose al llegara la misma. 
Finalmente get_pos devuelve la posición del servo en valores entre 0 y 1 (0 para la posición 
mínima y 1 para la máxima). 
A continuación se muestran los valores predeterminados establecidos para cada servomotor: 
Tabla 1: Parámetros de cada servomotor 
Servomotor Mínimo Máximo 
Posición 
inicial 
Mín. en 
el dibujo 
Máx. en 
el dibujo 
Velocidad 
Ceja_izq, 
lado_izq 
3584 8384 5984 0.0 2.0 40 
Ceja_izq, 
lado_der 
3584 8384 5984 0.0 2.0 40 
Ceja_der, 
lado_izq 
3584 8384 5984 0.0 2.0 40 
Ceja_der, 
lado_der 
3584 8384 5984 0.0 2.0 40 
Párpado_der 4800 8640 8640 -0.57 1.0 40 
Párpado_izq 4800 8640 8640 -0.57 1.0 40 
Ojo_izq, eje_X 4032 8000 6016 -1.57 1.57 20 
Ojo_izq, eje_Y 4032 8000 6016 -1.57 1.57 20 
Ojo_der, 
eje_X 
4032 8000 6016 -1.57 1.57 20 
Ojo_der, 
eje_Y 
4032 8000 6016 -1.57 1.57 20 
Comisura_izq, 
eje_X 
3584 8384 5984 0.0 1.5 20 
Comisura_izq, 
eje_Y 
3584 8384 5984 0.0 1.5 20 
Comisura_der, 
eje_X 
3584 8384 5984 0.0 1.5 20 
Comisura_der, 
eje_Y 
3584 8384 5984 0.0 1.5 20 
Labio_sup 3584 8384 5984 0.0 1.5 20 
Labio_inf 3584 8384 5984 0.0 1.5 20 
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Color_mejilla 3968 8000 3968 0.0 1.0 20 
 
void Servo3D::load_servo(int a, int b, int c, float draw_min, float draw_max, int v){ 
 
    this->min = a; 
    this->max = b; 
    this->med = c; 
    this->pos = this->med; 
    this->target = this->med; 
    this->vel = v; 
    this->range = this->max - this->min; 
 
    this->draw_vel = (draw_max - draw_min)*((float) this->vel)/((float) this->range); 
} 
 
En load_servo tan sólo se asignan los valores oportunos a los parámetros del servo y se calcula 
la velocidad del dibujo, con una sencilla regla de tres. 
void Servo3D::set_new_pos(int new_pos){ 
 
    if((this->min <= new_pos)&&(this->max >= new_pos)){ 
        this->target = new_pos; 
    } 
} 
 
Se ve que set_new_pos primero comprueba que la nueva posición está en el rango del servo y 
después se la asigna a target. 
float Servo3D::move_linear(){ 
 
if((this->pos + this->vel) < this->target){ 
        this->pos += this->vel; 
        return this->draw_vel; 
    } 
 
    if((this->pos - this->vel) > this->target){ 
        this->pos -= this->vel; 
        return -this->draw_vel; 
    } 
 
    return 0.0; 
} 
 
En move_linear se devuelve draw_vel o –draw_vel si la posición es menor o mayor que la de 
destino respectivamente, sin sobrepasar dicho destino. También se incrementa la posición del 
motor en función de la velocidad. 
Por último get_pos devuelve un número entre 0 y 1 con la posición relativa del servo, lo que 
servirá para alguna de las clases que utilicen dicha posición. 
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5.4.2. Ojos 
 
Ahora se verán los objetos que se van a dibujar. La clase Eye3D hará las siguientes funciones: 
cargar las partes del ojo, dibujar el ojo, mover y rotar el ojo, cargar los servomotores del ojo, 
moverlos, y establecer las posiciones destino de los servos. 
A continuación se ve Eye3D.h: 
#ifndef EYE3D_H 
#define EYE3D_H 
 
#include "Object3D.h" 
#include "Servo3D.h" 
 
class Eye3D{ 
 
private: 
 
 Object3D sphere; 
 Object3D iris; 
 Object3D pupil; 
 
 Servo3D eye_X; 
 Servo3D eye_Y; 
 
public: 
 
 Eye3D(); 
 ~Eye3D(); 
 
 void load_eye(); 
 
 void draw_eye(); 
 
 void move_eye(float x, float y, float z); 
 void phirot_eye(float phi); 
 void thetarot_eye(float theta); 
 
 void load_servos(); 
 void move_servos();     //mover los servos 
 
 void set_eye_X(int pos);   //nueva posicion servo 
horizontal 
 void servo_eye_X();    //movimiento del servo 
(integrado en move_servos()) 
 
 void set_eye_Y(int pos); 
 void servo_eye_Y(); 
 
}; 
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#endif 
 
En los atributos del ojo se ha incluido tres objetos: el globo ocular, la pupila y el iris. Se han 
hecho de forma separada sencillamente por el cambio de color de cada parte, porque en el 
diseño con Blender el texturizado se vuelve algo más complejo, y no supone la repetición de 
muchos puntos, con que se cargarán los tres objetos y se moverána la vez, sin añadir 
complejidad. 
También se declaran los servomotores eye_X y eye_Y que son respectivamente los que rotan 
al ojo de manera horizontal y vertical. 
Como métodos de Eye3D están los mencionados anteriormente: load_eye para cargar las 
diferentes partes del ojo, draw_eye para dibujarlas, move_eye, phirot_eye y thetarot_eye para 
mover y rotar el ojo, load_servos para inicializar los servos de cada ojo, move_servos para 
realizar el movimiento oportuno de cada ojo (integra servo_eye_X y servo_eye_Y), y set_eye_X 
y set_eye_Y para establecer la posición destino de cada servo. 
void Eye3D::load_eye() 
{ 
     
    this->sphere.load_obj("face/eye_sphere.obj"); 
    this->iris.load_obj("face/eye_iris.obj"); 
    this->pupil.load_obj("face/eye_pupil.obj"); 
 
} 
 
Se carga cada parte del ojo de los ficheros .obj generados en Blender, y situados en la carpeta 
“/face” dentro de la carpeta del programa. De forma análoga se dibuja y se mueve o rota cada 
parte del objeto. 
void Eye3D::load_servos(){ 
    this->eye_X.load_servo(4032, 8000, 6000, -1.57, 1.57, 20); 
    this->eye_Y.load_servo(4032, 8000, 6000, -1.57, 1.57, 20); 
} 
 
En load_servos se ve cómo están definidos los parámetros de cada servo. En este caso se ve 
que las señales de los servos que llegarán al programa serán valores enteros entre 4032 y 
8000, que el valor inicial será de 6000 en dicho rango, que en el dibujo dichos valores se 
ajustarán a un rango entre -1.57 y 1.57 (en este caso se refiere a que el ojo rotará entre –pi/2 
radianes y pi/2), y la velocidad del servo, ajustada de manera empírica. 
 
5.4.3. Pestañas y párpados 
 
Los párpados se mueven de forma análoga a los ojos, se verá que su funcionamiento es muy 
parecido, con la salvedad de que no hay rotación en torno al eje vertical y de que se mueve 
tanto el párpado superior como el inferior, con lo que el movimiento se detendrá al colisionar 
ambos. 
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A continuación, se muestra Eyelid3D.h: 
#ifndef EYELID3D_H 
#define EYELID3D_H 
 
#include "Object3D.h" 
#include "Servo3D.h" 
 
class Eyelid3D{ 
 
private: 
 
 Object3D upper_eyelid; 
 Object3D lower_eyelid; 
 Object3D upper_eyelash; 
 Object3D lower_eyelash; 
 
 float angle; 
 
 Servo3D eyelid_Y; 
 
public: 
 
 Eyelid3D(); 
 ~Eyelid3D(); 
 
 void load_eyelid(); 
 
 void draw_eyelid(); 
 
 void move_eyelid(float x, float y, float z); 
 void thetarot_eyelid(float theta); 
 
 void load_servos(); 
 void move_servos();   //mover los servos 
 
 void set_eyelid(int pos);  //nueva posicion servo 
 
}; 
 
#endif 
 
En los atributos de Eyelid3D se ve que es muy similar a Eye3D: están definidos los objetos del 
párpado superior, el inferior, las pestañas superiores y las inferiores, y el servo de giro vertical, 
y se incluye la variable angle, que servirá para que se detengan los párpados al colisionar. 
En cuanto a los métodos, se ve que son los mismos que en Eye3D, salvo por que no está la 
función para rotar sobre la Y, y también que se tiene una sola función de movimiento del servo 
al ser sólo uno. Todas las funciones son análogas a las de Eye3D: se mueve cada parte de 
Eyelid3D, se dibuja cada parte, etc. 
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void Eyelid3D::thetarot_eyelid(float theta){ 
 
 if( ((this->angle > -1.57) && (theta < 0.0)) || ((this->angle < 0.0) && (theta > 
0.0)) ){  // 1.57 radianes es la colision entre parpados 
 
     this->upper_eyelid.theta_rotate(theta); 
     this->upper_eyelash.theta_rotate(theta); 
 
     this->lower_eyelid.theta_rotate(-theta); 
     this->lower_eyelash.theta_rotate(-theta); 
 
     this->angle += theta; 
 
 } 
     
} 
 
Aquí hay una función similar a thetarot_eye (Eye3D 4.4.2), con la salvedad de que se le impone 
la condición de que no se abran más los ojos si ya están totalmente abiertos (angle = 0), ni se 
cierren más si ya están totalmente cerrados (angle = -pi/2). Los párpados se cierran al ser theta 
negativo y se abren al ser theta positivo. 
 
5.4.4. Cejas 
 
En cuanto a las cejas, el movimiento será de forma diferente al de los ojos o los párpados, y 
parecido al de los labios. De todas formas, salvo por el movimiento, las cejas se definirán de 
una manera muy similar a las demás partes dela cara. 
A continuación se ve Eyebrow3D.h: 
#ifndef EYEBROW3D_H 
#define EYEBROW3D_H 
 
#include "Object3D.h" 
#include "Point3D.h" 
#include "Servo3D.h" 
 
class Eyebrow3D : public Object3D{ 
 
private: 
 
 float left_side; 
 float right_side; 
 
 Servo3D eyebrow_left; 
 Servo3D eyebrow_right; 
 
public: 
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 Eyebrow3D(); 
 ~Eyebrow3D(); 
 
 void load_Eyebrow(const char* filename); 
 
 void move_right_side(float x); 
 void move_left_side(float y); 
 
 void move_eyebrow(float x, float y, float z); 
 
 void load_servos(); 
 void move_servos(); 
 
 void set_eyebrow_left(int pos); 
 void servo_eyebrow_left(); 
 
 void set_eyebrow_right(int pos); 
 void servo_eyebrow_right(); 
 
}; 
#endif 
 
La primera diferencia con los ojos o los párpados es que no se trata de un conjunto de objetos, 
sino de uno sólo, y por ello se hace Eyebrow3D una clase derivada de Object3D. 
En los atributos de las cejas, se tiene right_side y left_side, que son los valores de x de los lados 
derecho e izquierdo respectivamente. Estos valores ayudarán para hacer el movimiento de 
ascenso o descenso de cada punto de manera proporcional a su distancia a los extremos. 
También están en los atributos los dos servos eyebrow_left y eyebrow_right, de cada extremo 
de la ceja. 
Los métodos de Eyebrow3D vuelven a ser similares a los de los ojos o los de los párpados: 
load_Eyebrow para cargar la ceja e inicializar algunos valores, move_right_side y 
move_left_side para mover verticalmente cada extremo de la ceja, move_eyebrow para mover 
toda la ceja, load_servos para establecer los parámetros de cada servo, move_servos para 
mover todos los servos de forma lineal hacia su destino, set_eyebrow_left y 
set_eyebrow_right para establecer la posición de destino de cada servo, y servo_eyebrow_left 
y servo_eyebrow_right (integrados en move_servos) para mover cada servo a su target. 
void Eyebrow3D::load_Eyebrow(const char* filename){ 
 
 this->load_obj(filename); 
 
 this->left_side = this->points[0].getX(); 
 this->right_side = this->points[0].getX(); 
 
 for(int i = 1; i < this->points.size(); i++){ 
  if(this->left_side > this->points[i].getX()) 
this->left_side = this->points[i].getX(); 
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  if(this->right_side < this->points[i].getX()) 
this->right_side = this->points[i].getX(); 
 } 
 
} 
 
Al cargar el objeto ceja, no sólo se carga el archivo de coordenadas de puntos, sino que 
también se localizan los puntos de más a la izquierda y a la derecha, con los cuales después se 
realizará el movimiento de la ceja. 
void Eyebrow3D::move_right_side(float x){ 
 
 for(int i = 0; i < this->points.size(); i++){ 
  this->points[i].move(0.0,  
(x*((this->points[i].getX() - this->left_side)/(this->right_side - this->left_side))), 
0.0); 
 } 
 
} 
 
void Eyebrow3D::move_left_side(float y){ 
 
 for(int i = 0; i < this->points.size(); i++){ 
  this->points[i].move(0.0,  
(y*((this->right_side - this->points[i].getX())/(this->right_side - this-
>left_side))),  
0.0); 
 } 
 
} 
 
Se observa que en el movimiento de cada extremo de la ceja se hace una regla de tres con 
cada punto, de tal manera que los puntos más cercanos al extremo que se mueve se moverán 
más que los puntos cercanos al extremo que esté fijo. Esta modificación de los puntos sólo se 
puede hacer al ser los puntos atributos del tipo protected de la clase Object3D. 
 
5.4.5. Labios 
 
Los labios son parecidos a las cejas: serán definidos como una clase heredera de Object3D al 
tratarse de objetos simples, y su movimiento consistirá en la modificación del vector de puntos 
de la clase objeto. 
Se muestra Lips3D.h: 
#ifndef LIPS3D_H 
#define LIPS3D_H 
 
#include "Object3D.h" 
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#include "Point3D.h" 
#include "Servo3D.h" 
 
class Lips3D : public Object3D{ 
 
private: 
 
 Servo3D right_X; 
 Servo3D right_Y; 
 Servo3D left_X; 
 Servo3D left_Y; 
 Servo3D middle; 
 
public: 
 
 Lips3D(); 
 ~Lips3D(); 
 
 void load_servos();   //Carga de los servos 
 
 void move_right_side_X(float x); 
 void move_right_side_Y(float y); 
 void move_left_side_X(float x); 
 void move_left_side_Y(float y); 
 void move_center(float z); 
 
 void move_servos();  //mover los servos 
 
 void set_right_X(int pos); //nueva posicion servo derecho horizontal 
 void servo_right_X(); //movimiento del servo (integrado en move_servos()) 
 
 void set_right_Y(int pos); 
 void servo_right_Y(); 
 
 void set_left_X(int pos); 
 void servo_left_X(); 
 
 void set_left_Y(int pos); 
 void servo_left_Y(); 
 
 void set_middle(int pos); 
 void servo_middle(); 
 
}; 
#endif 
 
En los labios tan sólo se ha puesto como atributos los servos que se encargan de su 
movimiento. No se ha tenido que definir los extremos porque de los archivos generados por 
Blender, los extremos son los dos primeros vértices. En caso de que no fuera así naturalmente 
se debería hacer el sencillo cálculo que se ha hecho en las cejas para conocer los extremos. 
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En cuanto a los métodos, son equivalentes a los vistos en las cejas. Se tiene load_servos de 
nuevo para inicializar cada servo, move_(lado)_side_(eje) para mover cada comisura de cada 
lado en el eje correspondiente, move_center para mover el centro de los labios, 
set_(lado)_(eje) para establecer el destino del servo de la comisura del lado correspondiente 
en el eje correspondiente, set_middle para establecer la posición de destino del servo del 
centro del labio, y move_servos, que integrará el movimiento lineal de todos los servos a su 
destino (todas las funciones servo_(lado)_(eje) y la función servo_middle). 
void Lips3D::move_right_side_X(float x){ 
 
    this->points[0].move_X(x); 
 
    this->shadows(); 
 
} 
 
void Lips3D::move_right_side_Y(float y){ 
 
    this->points[0].move_Y(y); 
 
    this->shadows(); 
 
} 
 
Se observa que el punto de la comisura derecha del labio es la primera componente del vector 
de puntos, points[0], y que la comisura izquierda es la segunda componente, points[1]. Los 
movimientos en el eje horizontal se hacen con move_X y los del eje vertical con move_Y. Al 
final de cada función de movimiento se recalculan las sombras con la función shadows. 
void Lips3D::move_center(float z){ 
 
    for(int i = 2; i < this->points.size(); i++){ 
        this->points[i].move_Y(z); 
    } 
 
    this->shadows(); 
 
} 
 
El movimiento del centro del labio es el movimiento de todos los puntos exceptuando el de las 
comisuras. 
 
5.4.6. Mejillas 
 
Las mejillas, aunque no sean partes móviles de la cara como tal, cambian de color con lo que 
se usarán algunos de los principios de las clases anteriores para definirlas. 
A continuación, se ve la estructura de Cheeks3D: 
DESARROLLO DEL AYUDANTE VIRTUAL 
53 
Juan Ruiz García – E.T.S.I.I. 
#ifndef CHEEKS3D_H 
#define CHEEKS3D_H 
 
#include "Object3D.h" 
#include "Servo3D.h" 
 
class Cheeks3D{ 
 
private: 
 
 Object3D border; 
 Object3D center; 
 
 Servo3D cheeks_color; 
 float color[3]; 
  
public: 
 
 Cheeks3D(); 
 ~Cheeks3D(); 
 
 void load_Cheeks(); 
 
 void draw_Cheeks(); 
 
 void move_Cheeks(float x, float y, float z); 
 
 void load_servos(); 
 void move_servos();    //mover los servos 
 
 void set_cheeks_color(int pos);   //nueva posicion servo color 
 
}; 
 
#endif 
 
Se ve que Cheeks3D tiene dos objetos: el borde de las mejillas, el cual no cambia de color y 
cuya única función es suavizar la unión entre la mejilla y la cara, y el centro de la mejilla, el cual 
cambiará de color utilizando la clase Servo3D de forma similar al resto de clases. 
Aparte de los objetos border y center, las mejillas también tienen como atributos el servo 
cheeks_color, que controlará el color de la mejilla, y el vector color, que contendrá las 
componentes RGB del color de las mejillas. 
Como métodos, la clase Cheeks3D contiene funciones similares a las clases anteriores: 
load_Cheeks para cargar los archivos de coordenadas de cada objeto, draw_Cheeks para 
dibujar cada objeto, move_Cheeks para mover cada objeto, load_servos para establecer los 
parámetros de los servos, move_servos para cambiar de forma lineal el color, y 
set_cheeks_color para establecer la posición del servo de color. Se inicializa el color de las 
mejillas en rojo (1, 0, 0). 
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void Cheeks3D::move_servos(){ 
 
    this->cheeks_color.move_linear(); 
 
    if(this->cheeks_color.get_pos() <= 0.5){  //Si el color esta entre rojo y verde 
        this->color[1] = this->cheeks_color.get_pos()/0.5;  //color verde 
        this->color[0] = 1.0 - this->color[1];  //color rojo 
        this->color[2] = 0.0;   //color azul 
    } 
    else{ 
        this->color[2] = (this->cheeks_color.get_pos() - 0.5)/0.5;  //color azul 
        this->color[1] = 1.0 - this->color[2];  //color verde 
        this->color[0] = 0.0;   //color rojo 
    } 
 
    this->center.set_color(this->color[0], this->color[1], this->color[2]); 
 
} 
A la hora de mover el servo de color, aparte de modificar su posición linealmente, se cambia el 
color de las mejillas, de manera que el mínimo (posición 0.0) es el color rojo, el centro 
(posición 0.5) es el color verde, y el máximo (posición 1.0) es el color azul. Dentro de la función 
se diferencia si la posición del servo es entre 0 y 0.5, en cuyo caso se hace una regla de tres 
entre las componentes R (rojo) y G (verde), o si es entre 0.5 y 1.0, en cuyo caso la regla de tres 
se hace entre G (color verde) y B (color azul). Después de establecer las componentes RGB de 
la variable color, se llama a set_color para establecer el nuevo color del objeto. 
 
5.5. Ventana 
 
La clase ventana servirá para la creación y redimensión de la ventana, donde se desarrollará el 
programa. 
La estructura es muy simple, a continuación Window.h: 
#ifndef WINDOW_H 
#define WINDOW_H 
 
#include "libraries.h" 
 
class Window { 
 
private: 
 
 static int x_pixels; 
 static int y_pixels; 
 
public: 
 
 static void init(); 
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 static void handleResize(int w, int h); 
 
}; 
 
#endif 
 
Como atributos tan sólo están los píxeles horizontales y verticales de la ventana, 
respectivamente x_pixels e y_pixels. 
Las funciones miembro de Window son init, para inicializar y crear la ventana, y handleResize, 
para redimensionar la ventana con el ratón. 
También se puede ver que todos los miembros son estáticos. Esto es debido a que se llama al 
método handleResize desde la función glutReshapeFunc en el main, y OpenGL sólo admite 
métodos estáticos viniendo de una clase. 
Se ve un poco más al detalle nuestros métodos en Window.cpp: 
#include "Window.h" 
 
int Window::x_pixels = 1000; 
int Window::y_pixels = 1000; 
 
void Window::init(){ 
 
 Window::x_pixels = 1000; 
 Window::y_pixels = 1000; 
 
    glutInitDisplayMode(GLUT_DOUBLE | GLUT_RGB | GLUT_DEPTH); 
    glutInitWindowSize(x_pixels, y_pixels); 
     
    glutCreateWindow("Virtual Doris"); 
 
} 
 
En la inicialización de la ventana está la función glutInitDisplayMode, ya explicada en el 
apartado 3.4.1, la cual establece el modo de representación de la ventana: doble buffer de 
datos, color en formato RGB, y un buffer de profundidad. Se establece el tamaño de la ventana 
(1000x1000 pixels), y se crea la ventana con el título “Virtual Doris”. La función handleResize es 
exactamente igual a la explicada en el punto 3.4.3. 
 
5.6. Teclado y ratón 
 
En este ayudante virtual el uso del ratón o el teclado sirve más bien como herramienta para el 
desarrollo del mismo, dado que el objetivo principal es que reciba las señales de los motores 
de forma externa y las reproduzca. Sin embargo, como ayuda para el desarrollo del propio 
programa, y no teniendo aún preparada la recepción e interpretación de las señales, se ha ido 
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utilizando para el ensayo y error de cada parte del robot, de manera que se puede comprobar 
el correcto funcionamiento del ayudante sin ser necesaria una entrada externa de las señales 
de los servos. Se desarrollado el movimiento a cargo del teclado de todas las partes de la cara 
exceptuando los labios, por el simple hecho de que no hay suficientes teclas, y es la parte de la 
cara que más servos tiene, pero aún así se ha comprobado su correcto movimiento. 
Se va entonces a mostrar el funcionamiento de la clase MouseKeyboard. Se utilizará el teclado 
para activar o desactivar ciertas banderas que servirán para mover o no las partes de la cara, y 
se usará el ratón para mover la cámara. 
En primer lugar, se analiza MouseKeyboard.h: 
#ifndef MOUSEKEY_H 
#define MOUSEKEY_H 
 
#include "libraries.h" 
 
class MouseKeyboard { 
 
private: 
 
 static double x_cam; //lo que se mueve la cámara en posicion 
 static double z_cam; 
 static double y_cam; 
 
 static double phi_cam; 
 static double theta_cam; 
 
 static double deltaphi_cam; 
 static double deltatheta_cam; 
 
 static int RIGHT_MOUSE_BUTTON; 
 
 static int x_mouse; 
 static int y_mouse; 
 
 static float phi_eyes; 
 static float theta_eyes; 
 
 static float theta_eyelids; 
 
 static float Reyebrow_Lside; 
 static float Reyebrow_Rside; 
 static float Leyebrow_Lside; 
 static float Leyebrow_Rside; 
 
public: 
 static void init(); 
 
 static void KeyPress(unsigned char key, int x, int y); 
 static void KeyRelease(unsigned char key, int x, int y); 
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 static void SpecialKeyPress(int key, int x, int y); 
 static void SpecialKeyRelease(int key, int x, int y); 
 
 static void MouseClick(int button, int state, int x, int y); 
 
 static void MouseMove(int x, int y); 
 
 static double getXcam(); 
 static double getYcam(); 
 static double getZcam(); 
 static double getPhicam(); 
 static double getThetacam(); 
 static float getPhiEyes(); 
 static float getThetaEyes(); 
 static float getThetaEyelids(); 
 static float getReyebrow_Lside(); 
 static float getReyebrow_Rside(); 
 static float getLeyebrow_Lside(); 
 static float getLeyebrow_Rside(); 
 
}; 
 
#endif 
 
Esta clase tiene también todos sus miembros estáticos. Esto es porque se utilizan sus funciones 
miembro para vincularlas a las funciones de OpenGL de manejo del ratón y del teclado (en el 
main, apartado 4.1). 
Los atributos de esta clase son todos banderas que se usan tanto para el movimiento de la 
cámara, del ratón o de las partes de la cara. 
En cuanto a los métodos, está la inicialización de la clase, funciones para la pulsación o 
levantamiento de las teclas, funciones para la pulsación y el movimiento del ratón, y el resto 
de funciones devuelven el valor de las banderas de estado de las diferentes partes de la cara. 
void MouseKeyboard::KeyPress(unsigned char key, int x, int y){ 
 std::cout << "key pressed: " << (int)key << std::endl; 
 switch (key) { 
  case 'w' : MouseKeyboard::z_cam = -0.1; break; //Camara 
  case 's' : MouseKeyboard::z_cam = 0.1; break; 
  case 'a' : MouseKeyboard::x_cam = -0.1; break; 
  case 'd' : MouseKeyboard::x_cam = 0.1; break; 
  case 'e' : MouseKeyboard::y_cam = 0.1; break; 
  case 'q' : MouseKeyboard::y_cam = -0.1; break; 
 
  case 'o' : MouseKeyboard::theta_eyelids = 0.05; break; //Pestañas 
  case 'l' : MouseKeyboard::theta_eyelids = -0.05; break; 
 
  case 'f' : MouseKeyboard::Leyebrow_Lside = 0.1; break;//Cejas arriba 
  case 'g' : MouseKeyboard::Leyebrow_Rside = 0.1; break; 
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  case 'h' : MouseKeyboard::Reyebrow_Lside = 0.1; break; 
  case 'j' : MouseKeyboard::Reyebrow_Rside = 0.1; break; 
 
  case 'c' : MouseKeyboard::Leyebrow_Lside = -0.1; break;//Cejas abajo 
  case 'v' : MouseKeyboard::Leyebrow_Rside = -0.1; break; 
  case 'b' : MouseKeyboard::Reyebrow_Lside = -0.1; break; 
  case 'n' : MouseKeyboard::Reyebrow_Rside = -0.1; break; 
 
  case 27: exit(0); //Tecla Esc 
 } 
 
} 
 
void MouseKeyboard::SpecialKeyPress(int key, int x, int y){ 
 switch (key) { //Manejo de los ojos 
  case GLUT_KEY_LEFT : MouseKeyboard::phi_eyes = -0.05; break; 
  case GLUT_KEY_RIGHT : MouseKeyboard::phi_eyes = 0.05; break; 
  case GLUT_KEY_UP : MouseKeyboard::theta_eyes = 0.05; break; 
  case GLUT_KEY_DOWN : MouseKeyboard::theta_eyes = -0.05; break; 
 } 
 
} 
 
En las funciones KeyPress y SpecialKeyPress lo que se hace es cambiar el valor de las banderas 
a valores positivos o negativos (si se quiere que el movimiento sea en el sentido positivo o 
negativo respectivamente) al pulsar la tecla asignada. 
void MouseKeyboard::KeyRelease(unsigned char key, int x, int y){ 
 std::cout << "key released: " << (int)key << std::endl; 
 switch (key) { 
  case 'w' : MouseKeyboard::z_cam = 0.0; break; 
  case 's' : MouseKeyboard::z_cam = 0.0; break; 
  case 'a' : MouseKeyboard::x_cam = 0.0; break; 
  case 'd' : MouseKeyboard::x_cam = 0.0; break; 
  case 'e' : MouseKeyboard::y_cam = 0.0; break; 
  case 'q' : MouseKeyboard::y_cam = 0.0; break; 
 
  case 'o' : MouseKeyboard::theta_eyelids = 0.0; break; 
  case 'l' : MouseKeyboard::theta_eyelids = 0.0; break; 
 
  case 'f' : MouseKeyboard::Leyebrow_Lside = 0.0; break; 
  case 'g' : MouseKeyboard::Leyebrow_Rside = 0.0; break; 
  case 'h' : MouseKeyboard::Reyebrow_Lside = 0.0; break; 
  case 'j' : MouseKeyboard::Reyebrow_Rside = 0.0; break; 
 
  case 'c' : MouseKeyboard::Leyebrow_Lside = 0.0; break; 
  case 'v' : MouseKeyboard::Leyebrow_Rside = 0.0; break; 
  case 'b' : MouseKeyboard::Reyebrow_Lside = 0.0; break; 
  case 'n' : MouseKeyboard::Reyebrow_Rside = 0.0; break; 
 
 } 
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} 
 
void MouseKeyboard::SpecialKeyRelease(int key, int x, int y){ 
 switch (key) { 
  case GLUT_KEY_LEFT : MouseKeyboard::phi_eyes = 0.0; break; 
  case GLUT_KEY_RIGHT : MouseKeyboard::phi_eyes = 0.0; break; 
  case GLUT_KEY_UP : MouseKeyboard::theta_eyes = 0.0; break; 
  case GLUT_KEY_DOWN : MouseKeyboard::theta_eyes = 0.0; break; 
 } 
 
} 
 
Con KeyRelease y SpecialKeyRelease lo que se hace es que al soltar la tecla en cuestión, las 
banderas vuelvan a ser cero. De esta manera las partes de la cara o la cámara sólo se moverán 
al mantener presionada la tecla correspondiente, y se detendrán al soltar la tecla. 
void MouseKeyboard::MouseClick(int button, int state, int x, int y){ 
  
 if (button == GLUT_RIGHT_BUTTON) { 
 
  if (state == GLUT_DOWN) { 
   MouseKeyboard::RIGHT_MOUSE_BUTTON = 1; 
   MouseKeyboard::x_mouse = x; 
   MouseKeyboard::y_mouse = y; 
  } 
  else { 
   MouseKeyboard::RIGHT_MOUSE_BUTTON = 0; 
   MouseKeyboard::phi_cam += deltaphi_cam; 
   MouseKeyboard::theta_cam += deltatheta_cam; 
   MouseKeyboard::deltaphi_cam = 0.0; 
   MouseKeyboard::deltatheta_cam = 0.0; 
  } 
   
 } 
 
} 
 
void MouseKeyboard::MouseMove(int x, int y){ 
  
 if(MouseKeyboard::RIGHT_MOUSE_BUTTON == 1){ 
 
  MouseKeyboard::deltaphi_cam = 0.001*(x - x_mouse); 
  MouseKeyboard::deltatheta_cam = 0.001*(y_mouse - y); 
 
 } 
 
} 
 
Con MouseClick y MouseMove lo que se hace es cambiar el ángulo de la cámara, de manera 
que al mantener pulsado el botón derecho del ratón y moverlo, la cámara se mueve. 
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En MouseClick, al pulsar el botón derecho del ratón (GLUT_RIGHT_BUTTON en estado 
GLUT_DOWN) la bandera RIGHT_MOUSE_BUTTON queda definida en 1, y se guardan las 
coordenadas en las que se ha pulsado el botón en las variables x_mouse e y_mouse. En 
MouseMove, al estar la bandera en 1 (botón derecho pulsado), se definen deltaphi_cam y 
deltatheta_cam como la diferencia de la posición actual del ratón y la posición donde se pulsó 
el botón derecho, es decir, se mete en deltaphi_cam el desplazamiento en x del ratón y en 
deltatheta_cam el desplazamiento en y del ratón (multiplicado por una pequeña constante 
para que el movimiento no sea demasiado rápido). Finalmente, de nuevo en MouseClick, al 
soltar el ratón (else), se pone nuestra bandera a 0, se le suma deltaphi_cam a phi_cam y 
deltatheta_cam a theta_cam (el antiguo ángulo de la cámara más el desplazamiento se 
convierte en el nuevo ángulo de la cámara), y se pone las variables de desplazamiento de la 
cámara a cero mientras el botón derecho esté sin pulsar. 
Todas estas banderas lo que representan es la velocidad de cada parte de la cara: cuando sean 
positivas o negativas, la parte de la cara correspondiente se moverá, y cuando sean 0, la cara 
permanecerá quieta. 
 
5.7. Cámara 
 
La cámara recibirá las señales del teclado y el ratón para moverse, de forma que se pueda 
ajustar manualmente la posición y ángulo de visión. 
Al igual que con el teclado y el ratón, la cámara es una herramienta para el desarrollo del 
programa, independientemente del funcionamiento final del mismo, dado que el objetivo sería 
fijarla en una posición para la visualización correcta de la cara y no tener que volver a 
modificarla en el transcurso de la ejecución. Se puede manejar durante el funcionamiento del 
programa para comprobar que el dibujo en tres dimensiones se realiza de forma correcta. 
A continuación, se muestra Camera3D.h: 
#ifndef CAMERA_3D_H 
#define CAMERA_3D_H 
 
#include "libraries.h" 
 
class Camera3D{ 
 
private: 
 
 static double x, y, z; 
 static double xview, yview, zview; 
 static double phi, theta; // En RADIANES 
 
public: 
 
 static void init(); 
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 static void move(double x, double y, double z); 
 static void rotate(double phi, double theta); 
 static void loadCamera(); 
 
}; 
 
#endif 
 
Esta clase vuelve a tener los miembros estáticos, en este caso porque se desea que haya una 
única cámara. Funcionaría de la misma manera si no fuese estática y se añadiesen diferentes 
cámaras para ir cambiando entre unas y otras, pero no es el caso. 
En los atributos se tiene la posición de la cámara en coordenadas cartesianas (x, y, z), la 
posición hacia la cual mira la cámara (xview, yview, zview), y los ángulos phi y theta de la 
cámara. 
En los métodos de Camera3D está la inicialización, la función move para mover la cámara, la 
función rotate para rotar la cámara, y la función loadCamera para aplicar los cambios de 
posición y de ángulo de la cámara. 
void Camera3D::init(){ 
 
 Camera3D::x=0.0; 
 Camera3D::y=3.0; 
 Camera3D::z=25.0; // a 20 saliendo de la pantalla 
 Camera3D::xview=0.0; 
 Camera3D::yview=3.0; 
 Camera3D::zview=24.0; // 1 menos, para apuntar a la pantalla 
 Camera3D::phi=0.0; 
 Camera3D::theta=0.0; 
 
} 
 
En init se definen los valores para inicializar la cámara. Se pone la z alejada en el sentido 
saliente de la pantalla para visualizar bien la cara. En cuanto al vector de visión de la cámara, 
ha de ser unitario, con lo que las coordenadas hacia donde mira la cámara son las mismas que 
la posición pero restando una unidad a la z, para que la dirección de visión sea en el eje z 
negativo (entrante a la pantalla). 
void Camera3D::move(double x, double y, double z){ 
 
 Camera3D::x += x*cos(Camera3D::phi) - z*sin(Camera3D::phi); 
 Camera3D::y += y; 
 Camera3D::z += z*cos(Camera3D::phi) + x*sin(Camera3D::phi); 
 
Camera3D::xview = Camera3D::x + 
sin(Camera3D::phi)*cos(Camera3D::theta); 
 
Camera3D::zview = Camera3D::z - 
cos(Camera3D::phi)*cos(Camera3D::theta); 
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 Camera3D::yview = Camera3D::y + sin(Camera3D::theta); 
  
} 
 
En move, los argumentos de la función son las componentes del desplazamiento en el sistema 
de coordenadas vinculado a la cámara, con lo que el movimiento en el plano x, z dependerá 
del ángulo phi, mientras que la y sencillamente se incrementará. También se modifica la 
posición hacia la cual mira la cámara (hay que recordar que no se trata del vector de dirección 
de visión, sino de una posición hacia donde mira la cámara, de manera que si los ángulos no 
cambian, para que el vector hacia donde mira la cámara se mantenga constante, la posición 
hacia donde mira la cámara se tiene que modificar en la misma medida que la posición de la 
misma). 
void Camera3D::rotate(double phi, double theta){ 
 
 Camera3D::phi = phi; 
 Camera3D::theta = theta; 
 
Camera3D::xview = Camera3D::x + 
sin(Camera3D::phi)*cos(Camera3D::theta); 
 
Camera3D::zview = Camera3D::z - 
cos(Camera3D::phi)*cos(Camera3D::theta); 
 
 Camera3D::yview = Camera3D::y + sin(Camera3D::theta); 
 
} 
 
En la función rotate los argumentos son directamente los ángulos de la cámara, con lo que tan 
sólo hay que que igualar los atributos a los propios argumentos de la función, y recalcular la 
posición hacia la que mira la cámara, que depende de ambos ángulos phi y theta. 
void Camera3D::loadCamera(){ 
 
 gluLookAt( 
Camera3D::x, Camera3D::y, Camera3D::z, 
 Camera3D::xview, Camera3D::yview, Camera3D::zview, 
 0.0f, 1.0f, 0.0f); 
 
} 
 
Por último, en loadCamera está la función de OpenGL gluLookAt, la cual modifica la cámara en 
el programa. Los tres primeros argumentos de gluLookAt son la posición de la cámara, con que 
se pone (x, y, z). Los tres siguientes argumentos son la posición hacia la que mira la cámara, 
causa de que se hayan utilizado las variables (xview, yview, zview) en lugar de utilizar un vector 
que apunte hacia donde mira la cámara. Los tres últimos argumentos son las componentes del 
vector vertical de la cámara, que en este caso es la dirección del eje Y (0, 1, 0). 
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5.8. Luminosidad 
 
Para el sombreado de las figuras, hay que establecer un foco luminoso. En este caso será un 
vector de dirección de la luz, como si el foco estuviese a una distancia infinita, para simplificar 
los cálculos. 
Como se desea que haya un único foco luminoso, se crea la clase Light3D estática, cuyo vector 
de dirección de la luz se usará para dar el color oportuno a todos los objetos a representar. 
Se va a analizar Light3D.h: 
#ifndef LIGHT3D_H 
#define LIGHT3D_H 
 
#include "libraries.h" 
 
class Light3D { 
 
private: 
 
 // Vector en que apunta la luz 
 static float x_light; 
 static float y_light; 
 static float z_light; 
 
public: 
 
 static void init(); 
 static void change(float x, float y, float z); 
 
 static float GetX(); 
 static float GetY(); 
 static float GetZ(); 
 
}; 
 
#endif 
 
Los atributos de Light3D son las componentes del vector de luz, un vector unitario. 
Los métodos de Light3D son la inicialización, la función change para cambiar la dirección de la 
luz, y GetX, GetY y GetZ, que devuelven las componentes del vector. 
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5.9. Fondo animado 
 
El último componente a dibujar que se quiere incluir en el ayudante virtual es el fondo que se 
le va a poner, para que no se vea la cara sobre un fondo negro y se mejore así la estética del 
programa. 
Dicho fondo será animado, de manera que habrá mayor sensación de movimiento. 
OpenGL dispone de herramientas para manejar texturas, pero no dispone de funciones que 
sirvan para cargar dichas texturas a partir de imágenes. Para ello se hará uso de las librerías 
SOIL (Simple OpenGL Image Loader), gracias a las cuales se crearán nuestras texturas a partir 
de imágenes con formato .png (Portable Network Graphics). 
Para seleccionar la cadena de imágenes que se mostrarán en el fondo animado, se ha escogido 
un GIF (Graphics Interchange Format) sacado de internet. Hay muchas páginas donde se 
pueden encontrar y descargar estos archivos. Se ha buscado el GIF más adecuado a criterio del 
programador en la página: https://giphy.com/ . 
Teniendo el GIF que se desea reproducir en el fondo de la representación, es necesario 
dividirlo en secuencias, en formato .png. Para ello se ha hecho uso de la página 
https://ezgif.com/gif-to-apng , en la que se puede introducir la dirección URL del GIF deseado y 
a continuación descargar la secuencia de imágenes .png, resultado de la división de dicho GIF. 
A continuación se ve la carpeta contenedora de las imágenes: 
 
Ilustración 12: Secuencias de la animación de fondo 
Como se puede ver, el nombre de cada secuencia que se ha generado es 
“frame_(número)_delay-0.03s.png”. Al ser todos los nombres con este formato, será muy 
sencillo hacer la lectura de las secuencias. 
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A continuación se muestra BackGround3D.h: 
#ifndef BACKGROUND3D_H 
#define BACKGROUND3D_H 
 
#include "libraries.h" 
#include "Point3D.h" 
 
class Background3D{ 
 
private: 
 
 Point3D up_left; 
 Point3D up_right; 
 Point3D down_left; 
 Point3D down_right; 
 
 GLuint back_texture[90]; 
 
 int back_timer; 
 int back_frame; 
 
public: 
 
 Background3D(); 
 ~Background3D(); 
 
 void load_Background(); 
 
 void drawBackground(); 
 
}; 
#endif 
 
En los atributos de Background3D se ven los cuatro puntos que delimitarán el área de fondo 
sobre la cual se aplicarán las texturas, un vector de texturas que tendrá las mismas 
componentes que el número de secuencias (GLuint es un tipo propio de OpenGL), un 
temporizador back_timer, y el contador de las texturas back_frame. 
Como no se requiere más que crear el fondo y dibujarlo, como métodos estarán 
load_Background para cargar dicho fondo, y drawBackground para dibujarlo. 
Ahora se analizará Background3D.cpp: 
#include "Background3D.h" 
 
Background3D::Background3D(){ 
 
 this->up_left.set_all(-30.0, 30.0, -10.0); 
 this->up_right.set_all(30.0, 30.0, -10.0); 
 this->down_left.set_all(-30.0, -30.0, -10.0); 
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 this->down_right.set_all(30.0, -30.0, -10.0); 
 
 this->back_timer = 0; 
 this->back_frame = 0; 
 
} 
 
Se establece el fondo animado en un rectángulo entre los puntos up_left, up_right, down_left 
y down_right. Se definen los puntos y se pone a 0 tanto el temporizador como el contador. 
void Background3D::load_Background(){ 
 
 for(int i = 0; i <= 89; i++){ 
 
  char* frame_name = new char[50]; 
 
  sprintf(frame_name, "textures/frame_%d_delay-0.03s.png", i); 
 
  glGenTextures(1, &this->back_texture[i]); 
 
  this->back_texture[i] = SOIL_load_OGL_texture   
   //se carga la imagen YA COMO TEXTURA DE OPENGL 
  (   
   frame_name, 
   SOIL_LOAD_AUTO, 
   SOIL_CREATE_NEW_ID, 
SOIL_FLAG_MIPMAPS | SOIL_FLAG_INVERT_Y | 
SOIL_FLAG_NTSC_SAFE_RGB | 
SOIL_FLAG_COMPRESS_TO_DXT 
  ); 
 
  delete[] frame_name; 
 
  printf( "SOIL last result: '%s'\n", SOIL_last_result() );  
   //se comprueba si se ha cargado la textura 
 
 } 
 
} 
 
En load_Background se hace un bucle para cada secuencia de la animación, en este caso para 
90 secuencias. Se declara una cadena de caracteres, frame_name, para el nombre de cada 
imagen .png que forma la secuencia. Se introduce el nombre de cada imagen de la secuencia 
en frame_name, se ve que estarán dentro de una carpeta llamada “textures”. La función 
glGenTextures sirve para indicar que en una dirección (&back_texture[i]) hay n texturas de 
OpenGL (1 en este caso). Después en back_texture[i] se carga la textura con la función (de la 
librería SOIL) SOIL_load_OGL_texture, la cual recibe como argumentos el nombre de la imagen 
a cargar, y una serie de máscaras de bit que indican las opciones (formato de la imagen, de la 
memoria, dirección de dibujo, formato de color, etc). Después se elimina frame_name y se 
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muestra un mensaje por pantalla con el último resultado de la librería SOIL, que en caso de 
haber cargado correctamente la imagen, debería decirlo por la terminal. 
void Background3D::drawBackground(){ 
 
 this->back_timer += 1; 
 if(this->back_timer >= 2){  //Aquí se ajusta la velocidad 
  this->back_timer = 0; 
  this->back_frame += 1; 
  if(this->back_frame > 89) this->back_frame = 0; 
 } 
 
glColor3f(1.0, 1.0, 1.0); //En principio queremos el color de la textura 
sin cambiar (blanco) 
 
 glEnable(GL_TEXTURE_2D); 
 glBindTexture(GL_TEXTURE_2D,  
this->back_texture[this->back_frame]); 
 
 glTexParameteri(GL_TEXTURE_2D,  
GL_TEXTURE_MIN_FILTER,  
GL_LINEAR_MIPMAP_LINEAR); //parametros de la textura 
glTexParameteri(GL_TEXTURE_2D,  
GL_TEXTURE_MAG_FILTER,  
GL_LINEAR_MIPMAP_LINEAR); 
 
 glBegin(GL_QUADS); 
  glTexCoord2f(0.0,1.0); 
glVertex3f(this->up_left.getX(),  
this->up_left.getY(),  
this->up_left.getZ()); 
  glTexCoord2f(1.0,1.0); 
glVertex3f(this->up_right.getX(),  
this->up_right.getY(),  
this->up_right.getZ()); 
  glTexCoord2f(1.0,0.0); 
glVertex3f(this->down_right.getX(),  
this->down_right.getY(),  
this->down_right.getZ()); 
  glTexCoord2f(0.0,0.0); 
glVertex3f(this->down_left.getX(),  
this->down_left.getY(),  
this->down_left.getZ()); 
   
 glEnd(); 
 
 glDisable(GL_TEXTURE_2D); 
 
// ES IMPORTANTE EL ORDEN DE LOS PUNTOS EN GL_QUADS CON LA TEXTURA 
//ES IMPORTANTE DESACTIVAR GL_TEXTURE_2D DESPUES DE UTILIZARLA 
 
} 
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En primer lugar dentro de la función de dibujo se suma una unidad al temporizador. De esta 
manera, al meter en un futuro la función dentro del bucle de dibujo, el temporizador irá 
sumando hasta llegar a un valor (en este caso 2), en el cual se incrementará en 1 el contador 
de las texturas. 
Después se llama a glColor3f y se establece el color en blanco para que la textura se 
represente tal cual se ha cargado la imagen (se puede utilizar como un filtro de color). 
Con glEnable, se habilitan las operaciones con texturas en 2D, y con glBindTexture se vincula la 
textura deseada de OpenGL (en este caso la textura back_texture[back_frame]) al buffer de 
textura que se utilizará (en este caso el de texturas en 2D, GL_TEXTURE_2D). Habiendo 
cargado la textura deseada en GL_TEXTURE_2D, ya se puede operar con la textura. Con la 
función glTexParameter se modifican algunos parámetros de la textura a manejar, como en 
este caso, que se establece la forma de representación de la textura con mipmaps lineales de 
cercanía y de lejanía (para no sobrecargar la resolución al usar la textura en un objeto lejano ni 
perder mucha resolución al usar una textura en un objeto cercano, se hace una interpolación 
lineal entre los píxeles visibles de la ventana). 
Ahora se va a dibujar el fondo dentro de la función drawBackground. Se hace de manera 
similar a cómo se dibujan los triángulos de los objetos, pero en este caso al tratarse de cuatro 
puntos se utiliza GL_QUADS. La diferencia principal en este dibujo está en que antes de cada 
punto, se dice el punto de la textura al que corresponde. 
 
Ilustración 13: Vínculo entre las coordenadas de textura y las del espacio 
La textura tiene un número de píxeles x e y. Cada uno de estos píxeles se asocia a un número 
entre 0 y 1, de manera que (0,0) es el píxel inferior izquierdo de la imagen y (1,1) es el píxel 
superior derecho. Se asignará un punto de la textura a cada punto del objeto a texturizar para 
después ser representado. 
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De esta manera, al llamar a glTexCoord2f( 0 , 1 ), se está diciendo que el siguiente punto que 
se defina se corresponderá con el punto superior izquierdo de la textura. OpenGL se encarga 
de dibujar la textura acorde al orden de los puntos automáticamente. 
Es necesario que los puntos estén correctamente ordenados (sentido horario), dado que en 
caso contrario no se dibujarán correctamente las texturas. También hay que desactivar las 
operaciones con las texturas al final porque en caso contrario se dan errores en la 
representación convencional. 
 
5.10. Pintor 
 
El pintor es la clase que se encargará de dibujar todos los objetos que se definan, cargando las 
posiciones de los servos que recibirá de la clase mensajero (se verá más adelante), y 
actualizando el dibujo en función de los movimientos de cada servo. 
A continuación, se muestra Painter.h: 
#ifndef PAINTER_H 
#define PAINTER_H 
 
 
#include "libraries.h" 
#include "Camera3D.h" 
#include "MouseKeyboard.h" 
#include "Object3D.h" 
#include "Light3D.h" 
#include "Eye3D.h" 
#include "Lips3D.h" 
#include "Eyelid3D.h" 
#include "Eyebrow3D.h" 
#include "Cheeks3D.h" 
#include "Background3D.h" 
#include “Messenger.h” 
 
struct s_motor; 
 
class Painter{ 
 
private: 
 
 static Object3D face; 
 static Lips3D lowerlips; 
 static Lips3D upperlips; 
 static Eye3D left_eye; 
 static Eye3D right_eye; 
 static Eyelid3D left_eyelid; 
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 static Eyelid3D right_eyelid; 
 static Eyebrow3D left_eyebrow; 
 static Eyebrow3D right_eyebrow; 
 static Cheeks3D cheeks; 
 static Background3D background; 
 
public: 
 
 static void initialize(); 
 
 static void drawScene(); 
 
 static void load_Positions(std::vector<s_motor*>* signals); 
 
}; 
 
#endif 
 
Se puede ver que, al utilizar la función drawScene en glutDisplayFunc y glutIdleFunc (en el 
main, 5.1), esta clase tiene que ser estática, de manera que sus miembros serán estáticos. 
Los atributos de Painter serán los objetos a dibujar: los dos ojos, las dos cejas, los dos 
párpados, los dos labios, las mejillas, el fondo, y la cara, la cual se carga como un sencillo 
Object3D. También se declara un struct s_motor, definido en Messenger, el cual servirá para 
almacenar los datos de los servos a medida que lleguen las señales. 
Los métodos de Painter son tres: la inicialización de la clase, la representación de los objetos 
en cada bucle de OpenGL, y la carga de las posiciones de los servomotores, que llegarán de 
manera externa. 
Ahora se analiza Painter.cpp: 
#include "Painter.h" 
 
Object3D Painter::face; 
Lips3D Painter::lowerlips; 
Lips3D Painter::upperlips; 
Eye3D Painter::left_eye; 
Eye3D Painter::right_eye; 
Eyelid3D Painter::left_eyelid; 
Eyelid3D Painter::right_eyelid; 
Eyebrow3D Painter::left_eyebrow; 
Eyebrow3D Painter::right_eyebrow; 
Cheeks3D Painter::cheeks; 
Background3D Painter::background; 
 
void Painter::initialize(){ 
 
 Light3D::init(); 
 
 glEnable(GL_DEPTH_TEST); 
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 face.load_obj("face/face.obj"); 
 face.move(0.0, 0.0, -1.0); 
 cheeks.load_Cheeks(); 
 cheeks.move_Cheeks(0.0, 0.0, -1.0); 
 cheeks.load_servos(); 
 
 lowerlips.load_obj("face/lowerlips.obj"); 
 lowerlips.load_servos(); 
 lowerlips.move(0.0, -2.0, 0.0); 
 
 upperlips.load_obj("face/upperlips.obj"); 
 upperlips.load_servos(); 
 upperlips.move(0.0, -2.0, 0.0); 
 
 left_eye.load_eye(); 
 left_eye.load_servos(); 
 left_eye.move_eye(-4.5, 5.0, 0.0); 
 
 right_eye.load_eye(); 
 right_eye.load_servos(); 
 right_eye.move_eye(4.5, 5.0, 0.0); 
 
 left_eyelid.load_eyelid(); 
 left_eyelid.load_servos(); 
 left_eyelid.move_eyelid(-4.5, 5.0, 0.0); 
 
 right_eyelid.load_eyelid(); 
 right_eyelid.load_servos(); 
 right_eyelid.move_eyelid(4.5, 5.0, 0.0); 
 
 left_eyebrow.load_Eyebrow("face/left_eyebrow.obj"); 
 left_eyebrow.load_servos(); 
 left_eyebrow.move_eyebrow(-4.0, 8.0, 0.0); 
 
 right_eyebrow.load_Eyebrow("face/right_eyebrow.obj"); 
 right_eyebrow.load_servos(); 
 right_eyebrow.move_eyebrow(4.0, 8.0, 0.0); 
 
 background.load_Background(); 
 
} 
 
La inicialización de Painter engloba varias partes. Se comienza por inicializar Light3D, y se 
habilita el manejo del buffer de profundidad. Después, se carga cada parte del cuerpo y se 
desplaza a su posición correspondiente de la cara. También se inicializan los servos de cada 
parte del cuerpo para fijar los parámetros de su movimiento. 
void Painter::drawScene(){ 
 
 glClear(GL_COLOR_BUFFER_BIT | GL_DEPTH_BUFFER_BIT); 
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 glMatrixMode(GL_MODELVIEW); //drawing perpective 
 glLoadIdentity(); 
 
Comienza la función drawScene, la cual será el bucle de dibujo de OpenGL. Primero se limpian 
los buffer con glClear, y se escoge la matriz de representación para cargar la identidad. 
 //Mover la camara 
 
Camera3D::move(MouseKeyboard::getXcam(),  
MouseKeyboard::getYcam(),  
MouseKeyboard::getZcam()); 
Camera3D::rotate(MouseKeyboard::getPhicam(),  
  MouseKeyboard::getThetacam()); 
 Camera3D::loadCamera(); 
 
Se mueve, se rota y se carga la cámara. 
 //Mover los objetos con el teclado 
 
 left_eye.phirot_eye(MouseKeyboard::getPhiEyes()); 
 right_eye.phirot_eye(MouseKeyboard::getPhiEyes()); 
 left_eye.thetarot_eye(MouseKeyboard::getThetaEyes()); 
 right_eye.thetarot_eye(MouseKeyboard::getThetaEyes()); 
 left_eyelid.thetarot_eyelid(MouseKeyboard::getThetaEyelids()); 
 right_eyelid.thetarot_eyelid(MouseKeyboard::getThetaEyelids()); 
left_eyebrow.move_right_side(MouseKeyboard::getLeyebrow_Rside())
; 
 left_eyebrow.move_left_side(MouseKeyboard::getLeyebrow_Lside()); 
right_eyebrow.move_right_side(MouseKeyboard::getReyebrow_Rside(
)); 
right_eyebrow.move_left_side(MouseKeyboard::getReyebrow_Lside())
; 
 
Se cargan los movimientos pertinentes hechos con el teclado. 
 //Mover los servos hacia la posición 
 
 cheeks.move_servos(); 
  
 lowerlips.move_servos(); 
 
… 
 
 right_eyebrow.move_servos(); 
 
Se le dice a cada servo que realice su movimiento correspondiente. 
 //Dibujar 
 
 face.draw_obj(); 
 cheeks.draw_Cheeks(); 
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 lowerlips.draw_obj(); 
 upperlips.draw_obj(); 
 
… 
 
 background.drawBackground(); 
 
 glutSwapBuffers(); 
 
} 
 
Por último se dibuja cada parte del ayudante virtual y se llama a glutSwapBuffers parahacer el 
cambio de buffer. 
A continuación se ve la función loadPositions, la cual recibe un vector de s_motor, la 
estructura que contiene los datos de cada servo. Esta es la función que será llamada de forma 
externa para cambiar las posiciones de los servos del dibujo. 
void Painter::load_Positions(std::vector<s_motor*>* signals){ 
 
 for (int i = 0; i < signals->size(); i++){ 
  printf("Servo: %d, pos: %d\n",  
signals->at(i)->idMotor, signals->at(i)->pos); 
 } 
 
Primero se saca por pantalla cada servo y su posición, como ayuda para comprobar que las 
señales son correctas. 
 cheeks.set_cheeks_color(signals->at(12)->pos); 
 
 lowerlips.set_right_X(signals->at(1)->pos); 
 upperlips.set_right_X(signals->at(1)->pos); 
 
 lowerlips.set_right_Y(signals->at(2)->pos); 
 upperlips.set_right_Y(signals->at(2)->pos); 
 
 … 
 
 right_eyebrow.set_eyebrow_left(signals->at(10)->pos); 
 
} 
 
Por último, se le asigna a cada servo su señal correspondiente del array de datos de los 
servomotores. Por ejemplo, la señal número 14 corresponde al servo horizontal del ojo 
izquierdo. 
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5.11. Mensajero: recepción de las señales 
 
Se va a establecer una conexión remota entre el programa del ayudante virtual y el robot 
Doris. 
Cada aplicación consta de una dirección IP y un puerto, que siendo conocidos permiten la 
conexión entre ambas a través de un socket. El socket es el punto de conexión para establecer 
la comunicación entre dispositivos remotos. 
La comunicación entre este programa y Doris sigue un modelo cliente-servidor, de manera que 
el cliente es aquel que envía peticiones y recibe servicios, y el servidor es aquel que recibe 
dichas peticiones y envía los servicios. En este caso la aplicación VirtualFace será un servidor 
del cliente Doris, dado que es Doris quien solicita que el ayudante virtual represente un 
conjunto de señales. A la vez Doris es un servidor de otras aplicaciones, tales como 
aplicaciones de Android en tablets, aplicaciones web, etc. 
En este programa, el socket será la clase Messenger, la cual es derivada de la clase abstracta 
SocketNode2, la cual ha sido desarrollada en el Centro de Automática y Robótica. Esta clase 
permite la conexión de la aplicación como servidor. 
Ahora se muestra Messenger.h: 
#ifndef MESSENGER_H 
#define MESSENGER_H 
 
#include "SocketNode2.h" 
#include "libraries.h" 
#include "Painter.h" 
 
struct s_motor{ 
 int idMotor; 
int cardId; 
 int pos; 
 int speed; 
 int acceleration; 
}; 
 
class Messenger : public CSocketNode { 
 private: 
  std::vector<s_motor*>* servo_signals; 
 public: 
  Messenger(); 
  virtual void onConnection(int socketIndex);  
virtual void onMsg(int socketIndex,  
char* cad,  
unsigned long long int length); 
   
}; 
#endif 
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Se puede ver la definición del struct s_motor, que incluye la ID del servo, la ID de la parte de la 
cara, la posición destino deseada, la velocidad y la aceleración. 
Como atributo se tiene un puntero a un vector del struct de servomotores definido 
previamente, de manera que a través de él se asignarán los datos interpretados por el 
mensajero. 
En cuanto a los métodos, aparte del constructor, Messenger tiene dos funciones virtuales: 
onConnection, que se ejecutará cuando se establezca la conexión, y onMsg, que se ejecutará al 
recibir un mensaje el socket. 
El mensaje, que contiene los datos de los servos que serán recibidos, se recibe en formato 
JSON. A continuación se muestra un ejemplo de la señal que se recibirá: 
{"Gesture":"Alegre", 
"Id":"0", 
"Cards":[ 
 {"cardId":"0", 
 "Motors":[ 
  {"MotorId":"0","Position":"6000"}, 
  {"MotorId":"1","Position":"7000"}, 
  … 
  {"MotorId":"17","Position":"5500"}] 
 }, 
 {"CardId":"1", 
 "Motors":[ 
  {"MotorId":"0","Position":"6752"}, 
  {"MotorId":"1","Position":"6916"}, 
  {"MotorId":"2","Position":"5564"}] 
 }] 
} 
 
Los datos que se quiere guardar de estos mensajes son los números que van después de 
“MotorId” (el servo que se quiere modificar), y después de “Position” (la posición que se 
quiere cargar). 
Ahora se analiza Messenger.cpp: 
#include "Messenger.h" 
 
Messenger::Messenger() : CSocketNode(){ 
 servo_signals = new std::vector<s_motor*>(); 
} 
 
En el constructor se crea el vector de s_motor y se le asigna a servo_signals. 
void Messenger::onConnection(int socketIndex){ 
 if(isConnected(socketIndex)){ 
  printf("\nConnected to Doris\n"); 
 } else { 
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  printf("\nDisconnected from Doris\n"); 
 } 
  
 
} 
 
En la función onConnection se lanza un mensaje que indica si se está o no conectado a Doris. 
A continuación se verá paso a paso el funcionamiento de la función onMsg: 
void Messenger::onMsg(int socketIndex, char* cad, unsigned long long int 
length){ 
 
 std::vector<std::string> JSON_cad = stdfunc::split(cad,"\""); 
 this->servo_signals->clear(); 
 int cardID = -1; 
 int MotorID = -1; 
 
En primer lugar, se divide la cadena recibida con formato JSON en un vector de cadenas de 
caracteres (gracias a la función split, vista anteriormente), resultado de separar la cadena 
principal en los caracteres “comillas” (“). Dicha división se guarda en JSON_cad. También se 
deja en blanco servo_signals (para que después al hacer push back de las señales se comienze 
por la primera componente de este vector), y se declaran las variables cardID y MotorID, que 
servirán después para la asignación de los datos recibidos. 
 for(int i = 0; i < JSON_cad.size(); i++){ 
 
  if(JSON_cad[i] == "CardId"){ 
   cardID = atoi(JSON_cad[i + 2].c_str()); 
//Ejemplo "cardId":"0" 
  } 
else { 
  if(cardID == 0){ 
   if(JSON_cad[i] == "MotorId") { 
    s_motor* motor = new s_motor; 
    motor->cardId = cardID; 
    motor->idMotor = atoi(JSON_cad[i + 2].c_str()); 
     //Ejemplo {"MotorId":"4","Position":"3863"} 
    motor->pos = atoi(JSON_cad[i + 6].c_str()); 
    this->servo_signals->push_back(motor); 
    } 
 
   } 
  } 
 } 
Ahora se lee la cadena. Se hace un bucle para leer cada palabra del vector JSON_cad. Cuando 
se encuentra la palabra “CardId”, el valor que hay dos posiciones adelante es el que se guarda 
en cardID (hay que saltarse los dos puntos que hay entre la palabra y la cifra que le 
corresponde, como se ve en el ejemplo puesto después de la línea donde se hace esta 
asignación). La cardID que corresponde a los servos de la cara de Doris es la “0”. Por tanto, 
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forzando a que cardID sea 0, se busca en la cadena JSON_cad la palabra “MotorId”. Se crea una 
variable auxiliar s_motor* llamada “motor”, donde se guarda cardId, también donde se guarda 
el segundo valor siguiente en idMotor (como se ha vist en cardID), y también se guarda el 
sexto valor siguiente (como se ve en el ejemplo de la línea siguiente, hay que saltarse: “:”, “4”, 
“,”, “Position”, y “:”). 
Por último se hace push_back de “motor” en servo_signals, para guardar la componente 
correspondiente. 
 
 Painter::load_Positions(this->servo_signals); 
 
} 
 
Después del bucle de lectura y de introducción de datos en servo_signals, se llama al método 
de la clase Painter, load_Positions, al cual se le da como argumento el array de señales leídas 
(servo_signals), para realizar el movimiento de los servos virtuales. 
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6. MANUAL DE USUARIO 
 
Aquí se va a explicar brevemente los controles implementados en el programa. Se muestra a 
continuación una tabla con los diferentes controles de teclado y ratón: 
Tabla 2: Controles de teclado y ratón 
Botón/Tecla Control Utilidad 
ESC Programa Se cierra el programa 
RATÓN_DERECHO Cámara 
Al mantener pulsado, se puede rotar la cámara 
moviendo el ratón 
W Cámara Se mueve la cámara hacia delante 
A Cámara Se mueve la cámara hacia la izquierda 
S Cámara Se mueve la cámara hacia detrás 
D Cámara Se mueve la cámara hacia la derecha 
Q Cámara Se mueve la cámara hacia abajo 
E Cámara Se mueve la cámara hacia arriba 
F Cejas Se sube el lado izquierdo de la ceja izquierda 
C Cejas Se baja el lado izquierdo de la ceja izquierda 
G Cejas Se sube el lado derecho de la ceja izquierda 
V Cejas Se baja el lado derecho de la ceja izquierda 
H Cejas Se sube el lado izquierdo de la ceja derecha 
B Cejas Se baja el lado izquierdo de la ceja derecha 
J Cejas Se sube el lado derecho de la ceja derecha 
N Cejas Se baja el lado derecho de la ceja derecha 
O Párpados Se abren los párpados 
L Párpados Se cierran los párpados 
FLECHA_ARRIBA Ojos Se mueven ambos ojos hacia arriba 
FLECHA_ABAJO Ojos Se mueven ambos ojos hacia abajo 
FLECHA_IZQUIERDA Ojos Se mueven ambos ojos hacia la izquierda 
FLECHA_DERECHA Ojos Se mueven ambos ojos hacia la derecha 
 
El movimiento de los labios no se ha asignado al teclado por ser necesarias muchas teclas para 
hacer dicho control, pero se realizaría de la misma manera que el resto de la cara. 
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7. RESULTADOS 
 
El programa se ha ido probando paso a paso, dado que el desarrollo del mismo ha sido de 
manera modular, y en primer lugar se había implementado la clase del teclado y del ratón, o la 
de la cámara, de manera que cada parte posterior ha sido comprobada empíricamente. 
A continuación se mostrará imágenes del programa, mostrando el movimiento de cada parte 
de la cara. 
El cambio de color de las mejillas se comprueba añadiendo la siguiente línea dentro de la 
inicialización de la clase Painter: 
 cheeks.set_cheeks_color(8000); 
 
De esta manera, se hace el cambio de color rojo a azul (posición 8000), pasando por verde. 
Resultado: 
 
Ilustración 14: Cambio del color de las mejillas 
El movimiento de las cejas se comprueba añadiendo las líneas: 
 left_eyebrow.set_eyebrow_right(4000); 
 
 left_eyebrow.set_eyebrow_left(8000); 
 
 right_eyebrow.set_eyebrow_right(8000); 
 
 right_eyebrow.set_eyebrow_left(4000); 
 
Se bajan los lados interiores (posición 4000) y se elevan los exteriores (posición 8000). 
Resultado: 
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Ilustración 15: Movimiento de las cejas 
El movimiento de los párpados se comprueba añadiendo: 
 left_eyelid.set_eyelid(5000); 
 
 right_eyelid.set_eyelid(6000); 
 
De esta manera, se cierra más el párpado izquierdoque el derecho. Resultado: 
 
Ilustración 16: Movimiento de los párpados 
El movimiento de los ojos se comprueba añadiendo las siguientes líneas: 
 left_eye.set_eye_X(5000); 
 
 right_eye.set_eye_Y(5000); 
 
Se baja el ojo derecho y se mueve a la izquierda el izquierdo (la posición 5000 es menor que la 
establecida como la posición por defecto en ambos ejes). Resultado: 
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Ilustración 17: Movimiento de los ojos 
Para el movimiento de las comisuras la comprobación se hace añadiendo las siguientes líneas: 
 lowerlips.set_right_Y(8000); 
 upperlips.set_right_Y(8000); 
 
 lowerlips.set_left_X(8000); 
 upperlips.set_left_X(8000); 
 
De esta manera, se mueve la comisura derecha hacia arriba, y la izquierda hacia la derecha. 
Para comprobar el movimiento del centro del labio, se añaden las siguientes líneas: 
 lowerlips.set_middle(4000); 
 
 upperlips.set_middle(8000); 
 
Se ha bajado el labio inferior y subido el superior (boca abierta). Se muestran ambos 
resultados: 
 
Ilustración 18: Movimiento de los labios 
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Finalmente, tras comprobar la correcta representación de las diferentes partes de la cara y su 
movimiento, se ha establecido la conexión entre el ayudante virtual y el robot Doris. Se ha 
comprobado que la recepción de las señales es correcta, y que la representación del 
movimiento de los servos según las señales recibidas se realiza adecuadamente. Tras varias 
pruebas con el programa conectado a Doris, se ha reajustado los parámetros de cada motor 
para que el movimiento del ayudante virtual sea lo más similar al real. 
 
Ilustración 19: Pruebas con las caras enfadada y alegre 
El resultado finalmente es un programa que representa una cara virtual, que actúa como 
servidor, de tal manera que mueve las partes de la cara a partir de las señales que le llegan, a 
través del usuario o a través del socket, con lo que el ayudante virtual ya permite representar 
la cara de Doris en una pantalla como si se tratase de la propia cara conectada al mismo robot. 
Esto permitirá el desarrollo de otras aplicaciones de Doris para mejorar su interacción, de una 
forma virtual, con el entorno. 
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8. CONCLUSIONES Y FUTUROS TRABAJOS 
 
La creación de la arquitectura de un programa como este, de mayor complejidad respecto a los 
programas que se suelen hacer en las aulas, requiere tener una mayor claridad en cuanto a la 
estructuración de las clases, y su modularidad, para poder ir actualizando el programa paso a 
paso. 
Las clases se han hecho de manera que no haga falta que sufran grandes modificaciones para 
la inclusión de nuevas clases, nuevas partes de la cara, o nuevas utilidades. Incluso la 
generación de objetos con Blender es independiente del programa, de manera que, si se sigue 
las instrucciones para la correcta generación del mesh, se puede rediseñar cada parte de la 
cara sin afectar a su funcionamiento, tan sólo cambiando el archivo antiguo por uno nuevo (sin 
olvidar la inclusión de la línea de color). También la generación de texturas con el método que 
se ha indicado permite cambiar la animación del fondo sin hacer modificaciones en el 
programa. 
Esta modularidad tiene como objetivo el fácil desarrollo del programa, con lo que se podría 
añadir más funcionalidades en un futuro. Como futuros trabajos para este proyecto, a 
continuación se enumeran algunas posibles mejoras del ayudante virtual: 
1) Desarrollo del programa en Android (usando Java Native Interface o QtQuick por 
ejemplo), de manera que la aplicación se pueda utilizar en una tablet, que haga las 
veces de pantalla inalámbrica. 
2) Inclusión de una barra de menú en la aplicación desde la cual se puedan modificar 
ciertos parámetros de los objetos o de su movimiento (OpenGL dispone de funciones 
para la inclusión de estos menús). 
3) Desarrollo de interacciones con el ratón (o con el tacto en el caso de una tablet), de 
manera que se pueda por ejemplo cambiar algún parámetro de los objetos de la cara 
haciendo click en ellos, o que Doris reaccione ante el tacto en la cara. 
4) Desarrollo de una mayor variedad de movimientos, añadiendo aceleraciones en los 
servos (no implementado aún porque en los parámetros dados para los servos no 
existían aceleraciones), o añadiendo otra clase de movimientos para añadir realismo, 
como el movimiento del cuello, o el parpadeo convencional. 
5) Se podría incluir la posibilidad de modificar los objetos representados desde el propio 
ayudante virtual, pudiendo cambiar la forma o el movimiento de los mismos. 
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