The holy grail in deep neural network research is porting the memory-and computation-intensive network models on embedded platforms with a minimal compromise in model accuracy. To this end, we propose a novel approach, termed as Variational Student, where we reap the benefits of compressibility of the knowledge distillation (KD) framework, and sparsity inducing abilities of variational inference (VI) techniques. Essentially, we build a sparse student network, whose sparsity is induced by the variational parameters found via optimizing a loss function based on VI, leveraging the knowledge learnt by an accurate but complex pre-trained teacher network. Further, for sparsity enhancement, we also employ a Block Sparse Regularizer on a concatenated tensor of teacher and student network weights. We demonstrate that the marriage of KD and the VI techniques inherits compression properties from the KD framework, and enhances levels of sparsity from the VI approach, with minimal compromise in the model accuracy. We benchmark our results on LeNet 300 − 100 (MLP) and VGGNet (CNN) and illustrate a memory footprint reduction of ∼ 64× and ∼ 213× on these MLP and CNN variants, respectively, without a need to retrain the teacher network. Furthermore, in the low data regime, we observed that our method outperforms state-of-the-art Bayesian techniques in terms of accuracy.
Introduction
The cambrian explosion of machine learning applications over the past decade is largely due to deep neural networks (DNN) contributing to dramatic performance improvements in the domains of speech, vision and text. Miniaturization of devices (smartphones, drones, head-mounts etc.) and significant progress in augmented/virtual reality devices pose constraints on CPU/GPU, memory and battery life, making it harder to deploy DNN based models on them (Cheng et al. 2018) . To address these requirements, compressing DNN and accelerating their performance in such constrained environments is the need of the hour. Thus, our aim is to enable real-time on-device inference with little or no compromise in model accuracy.
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In the literature, there are several approaches to model compression such as parameter pruning and sharing (Han et al. 2016) , low rank factorization (Denton et al. 2014) , compact convolutional filters (Howard et al. 2017) , and knowledge distillation (KD) (Ba and Caruana 2014) . We are interested in KD, where the central idea is to distil knowledge from a large, complex and possibly a pre-trained teacher model to a small student network, by using the class distributions of teacher network for training the student. KD based approaches are attractive since it saves on retraining effort with respect to the teacher, and still leads to a smaller and a compressed student. In (Buciluǎ et al. 2006) , KD was first proposed for shallow models which was later extended to deep models in (Hinton et al. 2015) . Several variants of the KD approach have been proposed to achieve improved model compression such as FitNets for wide and deep network compression (Romero et al. 2014) , (Luo et al. 2016) for model compression in face recognition tasks, etc.
A parallel approach to achieve sparsity in DNNs is by taking the Bayesian route. Bayesian neural networks (BNN) are robust to overfitting, they learn from small datasets and offer uncertainty estimates through the parameters of per-weight probability distributions. Furthermore, variational inference (VI) formulations can lead to clear separation between prediction accuracy and model complexity aiding in both, analysis and optimisation of DNNs (Graves 2011) , thus, contributing to explainable AI methods. One of the earliest contributions in the context of Bayesian inference for neural networks is the variational dropout (VD) technique which was proposed to infer the posterior of network weights, with a goal of learning these weights jointly with the dropout rate (Kingma et al. 2015) . In (Molchanov et al. 2017) , the authors proposed the sparse variational dropout (SVD) technique where they provided a novel approximation of the KLdivergence term in the VD objective (Kingma et al. 2015) , and showed that this leads to sparse weight matrices in fullyconnected and convolutional layers. The authors in (Liu et al. 2018) proposed the variational Bayesian dropout (VBD) technique where, in addition to the prior on the weights, a hyperprior is assumed on the parameters of prior distribution. The authors in (Louizos et al. 2017 Figure 1: Training procedure for learning compact and sparse student networks. The roles of different terms in variational loss function are: likelihood -for independent student network's learning; hint -learning induced from teacher network; variational term -promotes sparsity by optimizing variational dropout parameters, α; Block Sparse Regularization -promotes and transfers sparsity from the teacher network.
point precision based encoding of weights. While the sparsifying nature of these Bayesian inference technique was well-accepted, the authors in (Hron et al. 2018) showed that log-uniform prior employed in the above works led to an improper prior. Hence, they studied the objective from a non-Bayesian perspective, and reinterpret the variational optimization as a type of penalised maximum likelihood estimation, with KL divergence as a regularizer.
In this work, we consider a BNN based student in a vanilla KD framework, where the student employs a variational penalized least squares objective function. The advantage of such an approach is two-fold: the student network is compact as compared to the teacher network by the virtue of KD, and in addition, the variational nature of the student objective allows us to employ several sparsity exploiting techniques such as SVD or VBD, hence achieving a sparse student. In particular, we expect that the hint from the teacher helps to retain the accuracy as achieved by the teacher, and yet obtain a compact and sparse student network. Block sparse constraints have been employed for realizing sparse neural networks (Wen et al. 2016; . We explore the ability of BSR to induce sparsity in the weights of student network, using the weights of the teacher network in the KD framework, since student and teacher networks are employed for related tasks. 
Preliminaries
In this section, we briefly describe the KD framework and VI techniques used for learning sparser networks. In the sequel, we consider a dataset consisting of N samples, D = (x n , y n ) N n=1 for training.
Knowledge Distillation
In the Knowledge distillation (KD) framework (Buciluǎ et al. 2006; Hinton et al. 2015) , relevant information is transferred from a complex deeper network or ensemble of networks, called teacher network(s), to a simpler shallow network, called student network. Thus during inference, we obtain a compressed network consisting of fewer parameters, with minimal compromise on accuracy. The loss function, L KD , used for training the student MLP in KD framework is as follows:
where x = [x 1 , . . . , x N ] and y = [y 1 , . . . , y N ] are the inputs and their corresponding labels, respectively, and λ T is a Langrangian multiplier. Further,
are the weight tensors of student and teacher networks, respectively. Note that, L s and L t represent the number of layers in the student and teacher networks, respectively. The functions, f s (·, ·; ·) and f t (·, ·; ·) represent the student and teacher models that generate the respective logits z s and z t . Further, the term L S (·, ·) represents the loss function associated to the student and L H (·, ·, ·) represents the hint obtained from the teacher. In particular, the term L H (·, ·, ·) minimizes the differences in the outputs of both the networks and helps the student to mimic the teacher network. Note that this analysis is performed on an MLP network and it can easily be extended to a CNN where student and teacher network weights are 4D-tensors, i.e, W
Sparsity Through Variational Inference
Consider a BNN with weights W, and a prior distribution over the weights, p(W). It has been shown that training a BNN involves optimizing a variational lower bound given by max
where q φ (W) is an approximation of the true posterior distribution of the weights of the network and D KL (q φ (W) p(W)) is the KL-divergence between the true posterior and its approximation. The expected loglikelihood, L D (φ), is given by
It is evident from the above that based on different assumptions on the prior, p(W), and approximate distribu- In addition, VBD employs a hierarchical prior on the parameters of the weight distributions which is consistent with the optimization of L D (φ). In this work, we train the student network using the SVD and the VBD concepts in the loss function, and demonstrate the relative merits and demerits of the techniques.
Variational Student
In this section, we state the main results of this work, which is a novel student-teacher architecture in the KD framework, where the student is a BNN. We also describe the novel, sparsity inducing loss functions that we employ to train the student.
Training the Student Networks
In Fig. 1 , we provide an overview of the training procedure of our proposed algorithm. In accordance with the training technique used in the KD framework, we first train a teacher network and store its weights. We use these weights for generating the required hint during student network's training. The student network is trained using loss function in (1), where
In the above equations, y is a one hot encoding of the ground truth classes, z s and z t are the output logits from student and teacher networks, respectively, as given in (1). Note that, L S is the cross-entropy loss over N data samples, D KL represents the KL-divergence and σ (·) represents a softmax function. Further, T is called the temperature parameter which controls the softness of probablity distribution over classes and the coefficient is chosen in accordance to (Hinton et al. 2015) , where they use the coefficient to scale the magnitudes of gradients produced by the 'soft targets'. To enforce sparsity in the student network, we use both SVD and VBD formulations as a variational regularizer (VR) in the loss function. Note that the main difference in these formulations arise in the KL-divergence approximation to be used in (2). The approximation of KL-divergence term proposed for SVD is as follows,
where k 1 = 0.63576, k 2 = 1.87320, and k 3 = 1.48695. Further, σ(.) represents a sigmoid function, and θ k,h parameterizes the probability distribution of w k,h . Owing to the hierarchical design of prior, VBD reduces the KL-divergence term in variational lower bound in (2) as
Incorporating the sparsity constraint through VR, we have the loss function as,
where λ V is a regularization constant of KL-divergence term and L KL could be D SV D KL or D V BD KL depending on the variant of the variational dropouts we use. Furthermore, we pre-compute the output features from the teacher network corresponding to different input samples from the dataset and store them for reusing. Hence, we can scale up our batch sizes, resulting in decrease in training time.
Inducing Sparsity through Block Sparse Regularization
In this section, we describe the BSR constraint that we employ in framework described in the previous section.
In (Hron et al. 2018) , the authors reinterpreted the variational objective optimization as a type of penalised maximum likelihood estimation, with KL divergence as a regularizer. The non-Bayesian nature of the VI set-up provides us greater flexibility in incorporating constraints that may help in sparsity gains. Furthermore, the BSR constraint can also be viewed as a modification to the prior employed in the SVD and VBD techniques. The effectiveness of the BSR constraint in a multi-task learning (MTL) context is wellknown (Argyriou et al. 2007) . Applying this constraint in our setup, we define W T :S as the concatenation of W t and W s along the dimension of layers. We apply BSR on W T :S and since the tasks performed by teacher and the student models are the same, we expect that this constraint promotes sparsity in the aggregated tensor. Since the teacher weights are fixed, only the student weights in W T :S vary making it more sparse with training. Furthermore, in a typical scenario, the pre-trained teacher weights are non-sparse and this pushes the student weights to be sparser on applying BSR on
, h(·) return the width and height of a weight matrix and 1 ≤ l ≤ max(L t , L s ), and i ∈ {s, t}, i.e., W T :S ∈ R M ×N ×L . We define BSR, termed as R g (·) as a function of W T :S , as
Note that the expression is a generic mixed norm of the form l 1 /l q . Specifically, a l 1 /l ∞ norm regulariser takes the following form: We incorporate R g (W T :S ) as a regularization term in (8) to arrive at the final loss function as given below:
where λ g is an additional regularisation constant as compared to (8). We use (12) to train the student network in our proposed method. Furthermore, in the next section, we compare the sparsity and accuracy of student networks trained with both l 1 /l ∞ and l 1 /l 2 (group lasso) regularizations.
Experimental Results and Discussions
In this section, we describe the experimental set up, evaluation criteria and the different experiments performed on different class of networks and datasets, followed by the experimental results. We use an 8 core Intel(R) Core ( . 2017) and set the value of λ V . We use λ T = 2 and λ g = 0.01 in all the experiments. Throughout the paper, the representation a − b − c of a network structure represents number of nodes in different layers of the network. For the MLP-based experiments, we employ teacher T1 with structure 1200 − 1200 and students S1 and Le-L with structures 500 − 50 and LeNet − 300 − 100, respectively. Further, for CNN-based experiments, we use teacher TC1 which is a VGG − 19 network. The student for the CNN teacher is Le-C with structure LeNet − 5 − Caffe 1 . Simple refers to an independently trained network, D refers to a network trained with binary dropouts rate of 0.4, KD is trained with hint from the teacher, and ST refers to networks trained with BSR in KD framework.
Evaluation Criteria
We evaluate the model compression performance and compare the networks using the following metrics: 
Network Compression and Sparsification
In this section, we present the results on network compression and sparsification for the neural network models and datasets specified in the previous section.
In Table 1 , we compare our method against the state-ofthe-art Bayesian methods such as Bayesian Dark Knowledge (BDK) (Balan et al. 2015) , and Bayesian Compression (BC) (Louizos et al. 2017) . The methods proposed in our work provide better accuracy and sparsity as compared to Bayesian inference based approaches such as BDK and BC. In BDK, an untrained shallow teacher is simultaneously trained with the student. However, it is to be noted that BDK does not optimize on sparsity explicitly in their approach resulting in a lesser sparse solution. On the other hand, BC employs sparsity inducing priors in a Bayesian inference framework similar to SVD and VBD. The half-Cauchy distribution used as a prior in BC helps in group pruning, and hence provides higher degrees of sparsity as compared to SVD. However, when we use VBD, both the sparsity and the accuracy of the student model increase with an additional aid of hints from the teacher network. In addition, we observe a significant increase in training time for students in the BDK framework, even when we use similar parameter settings(learning rate and batch size) as given in BDK. In our work, the student MLP network takes about 0.5 − 1 hours, while BDK takes about 2 − 2.5 hours to train on the MNIST dataset over a same number of epochs.
Effects of Variational Inference
We depict the effect of variational methods into the KD framework in Fig. 2 and Table 2 . Specifically, we show that the introduction of VI induces sparsity by a factor of 8× to 17×. First of all, we observe that when teacher and student networks are trained independently, they learn weights which are non-sparse. Further, when the student network is trained with hint from the teacher network, it learns weights with negligible increase in sparsity, but a significant increase in accuracy. As expected, we obtain a drastic increase in sparsity when we apply SVD and VBD on student network, and retain accuracy performance as in the KD framework.
Network Test Error (in %)
Sparsity Per Layer (in %)
1.59 0.0001 − 0 1 S1-simple 2.21 0-0 1 S1-D 1.69 0.00025 − 0 1 S1-KD-simple 1.78 0.00025 − 0 1 S1-KD-D 1.88 0.00076 − 0 1 S1-SVD 1.79 91.29-94.24 11.58 S1-VBD 1.84 93.36-96.02 15.18 S1-KD-SVD 1.75 92.32-94.98 13.11 S1-KD-VBD 1.72 88.05-90.22 8.47 S1-ST-SVD 1.81 94.07-96.64 17.31 S1-ST-VBD 1.67 93.83-96.53 16.65 Table 2 : Evaluation of different MLPs on MNIST dataset. S1 family of student networks have 418, 060 parameters and give a compression of 47.42×. Note: Using KD in conjunction with SVD/VBD does not increase the sparsity, but it improves the accuracy. To improve the performance gains in accuracy and sparsity, we employ the KD, SVD/VBD with BSR as shown in rows 6-11.
Multi-Layered Perceptrons on MNIST We trained the MLP with our proposed algorithm on the MNIST dataset. These networks are trained with random initializations without any data augmentation. To compare the sparsity exploiting performance, we compare our method with VD (Molchanov et al. 2017) and VBD (Liu et al. 2018) , when used with KD framework. In Table 2 , we show compare the compression and sparsity performance achieved by our method as compared to the other variants in the KD framework.
We observe that the proposed methods, namely ST and STB, outperform the KD variants in terms of both sparsity and accuracy, owing to the sparsity induced by BSR in addition to VR. Note that VBD variants outperform SVD variants in terms of accuracy in all the cases, hence proving the efficacy of hierarchical priors over log-uniform priors, which restricts the regularization performance of SVD (Liu et al. 2018) . Further, Fig. 3 shows the memory footprints of different student models. Note that ST and STB variants outperform others in terms of compression owing to the higher sparsity induced by BSR.
VGG 19 (CNN) as Teacher on CIFAR10 From Table 3 we see that compression due to sparsity is marginally en-
Layer 1 Layer 2 Figure 2 : VI induces sparsity on student weight distributions. The figure depicts the weight distribution (y-axis is in log scale) of different networks. Subplots (a) and (b) represents weights of teacher and student networks when trained independently, (c) depicts the weights of the student network trained with teacher network's hint, (d) and (e) depict the weights of the Variational Student using SVD, VBD, respectively and trained in a KD framework. We note that there is significant number of weights concentrated around 0.
(a) (b) Figure 3 : Comparison of memory footprints and resultant compression from Variational Student approach on S1 (a) and Le-L (b) families of students, respectively. We used compressed sparse row (CSR) format for reporting the efficient memory footprints of the sparse matrices. The best memory footprint compression for S1 and Le-L are 47.42× and 63.64× respectively.
hanced in CNNs, but the number of parameters are reduced significantly, leading to large gains on memory footprints. compressed student takes only 2.50 MB, thus, achieving a compression of ∼ 213×. Owing to the teacher's hint, the sparser student variants perform better than Simple students. Moreover, the sparser student variants outperform both, KD-Simple and KD-D variant due to the regularization power of both VR and BSR.
Effects of Block Sparse Regularization
In Table 2 we demonstrate that applying the BSR constraint increases the sparsity with the variational techniques. However, in scenarios where spatial information is associated with the network weights, such as in CNNs, BSR performs relatively inferior to the cases with no spatial constraints on weights (refer to Table 3 ). Furthermore Fig. 4 , shows that we obtain more ze-roes on taking teacher network's weights into consideration in W T :S indicating its role in inducing sparsity in student. Performance in Low Data Regime In Fig. 5 
Discussion
We acknowledge that overall posterior induced is a combination of a log-scale uniform prior (Kingma et al. 2015) and the BSR regulariser, and hence, an improper posterior. The authors (Hron et al. 2018) rigorously prove that the posteriors obtained in (Molchanov et al. 2017) renders the setup to be non-bayesian in the strict sense. They also discuss that albeit being non-Bayesian, the variational formulation provide good empirical results when the considered metrics are accuracy, etc. Since the goal of our paper is aligned with the objectives in (Molchanov et al. 2017), we chose this technique to obtain a sparse student network. Furthermore, we empirically show that SVD (Molchanov et al. 2017) and VBD (Liu et al. 2018) provide good results in the KD framework, and hence, the improper nature of the posterior does not affect us much.
Runtime Analysis
We note the inference time of teacher MLP to be 0.29 ms and the student variants have inference time in the range 0.257 − 0.470 ms. We observe that for MLPs, the variational student and BSR variants have similar inference times. Although both the variants have different computations to perform during training, but during inference they have same operations owing to similar student structures. We also notice that Simple variants have lesser inference time compared to other variants as they avoid additional computation involving thresholding operation on α and multiplying the resultant mask with the weights. We see similar trends for CNNs as well in Fig. 6 . 
Conclusions
In summary, we introduced Variational Student that sparsifies the neural network through a combination of VI and BSR techniques in a KD framework. We demonstrate that our work compresses the memory footprints of MLPs and CNNs by factors of ≈ 64 and ≈ 213, with minimal increase in test error. We argue that VI based methods such as VBD and SVD techniques when employed in the student architecture in the KD framework contribute to compression and hence speed-up. Leveraging the effectiveness of KD framework, we demonstrate an improvement in accuracy in lowdata regime as well. In future we would like to extend our approach to deeper CNN teacher networks applied to different domains, and port these models on smartphone.
