Two-dimensional representations of affine Kac–Moody groups  by Chen, Yu
Journal of Algebra 252 (2002) 322–349
www.academicpress.com
Two-dimensional representations
of affine Kac–Moody groups
Yu Chen
Dipartimento di Matematica, Università di Torino, Via Carlo Alberto 10, 10123 Torino, Italy
Received 14 June 2001
Communicated by Efim Zelmanov
Abstract
We give a complete and explicit description for all two-dimensional representations of
non-twisted affine Kac–Moody groups. Those representations are found having a unique
form characterized by homomorphisms between the base fields. The homomorphisms from
affine Kac–Moody groups to two-dimensional linear groups are also determined.  2002
Elsevier Science (USA). All rights reserved.
1. Introduction
In the study of the groups associated to Kac–Moody algebras (so-called Kac–
Moody groups), the affine case is certainly the most significant one because
of its explicit construction and profound connection with many other areas of
mathematics as well as mathematical physics. Representing those groups, which
are of infinite dimension, into finite dimension is crucial for understanding their
structures as well as applications. The purpose of this paper is to describe all two-
dimensional representations of affine Kac–Moody groups.
There is no difficult to intuit that some affine Kac–Moody groups admit of
non-trivial two-dimensional representations while others probably do not. To
clear the situation we need to know precisely which kind of groups affords
such representation. This is done by Proposition 5.2 where the affine Kac–
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Moody groups admitting of a non-trivial two dimensional representation are
distinguished. Our main result is Theorem 5.6 where all two-dimensional
representations of affine Kac–Moody groups are found having a unique form and
each representation is characterized by a field homomorphism together with an
element from the base field of the representation space.
Pertaining a description for the representations of Kac–Moody groups, we
introduce in Section 2 a presentation of those groups through generators and
defining relations. A key figure of this presentation is the structure constant
appearing in the commutator formula. It is well known that affine Kac–Moody
groups are closely related to some loop groups. We show in Section 3 that
the structure constants of an affine Kac–Moody group are same as those
of the related loop group. This will enable us to draw an epimorphism
between those two groups through their generators (see Proposition 5.1). In
Section 4 we study the two-dimensional representations of the loop groups
related to affine Kac–Moody groups. The groups that admit of non-trivial two-
dimensional representations are classified firstly (see Proposition 4.2). Then
the two-dimensional representations of those loop groups are characterized in
Theorem 4.3 through the homomorphisms between Laurent polynomial ring and
the base field of the representation space. In the way of demonstrating the theorem
we have actually determined all homomorphisms between the related loop group
and two-dimensional general linear group. In Section 5 we use the presentations
introduced in Section 2 and Section 3 to extend the connections between an
affine Kac–Moody group and the related loop group to their representations. We
establish a one-to-one correspondence between two-dimensional representations
of an affine Kac–Moody group and those of the related loop group. This
correspondence is at the core of determining the two-dimensional representations
of an affine Kac–Moody group. Along with the proof of Theorem 5.6 we also
give a description of homomorphisms between affine Kac–Moody groups and
two-dimensional general linear groups (see Theorem 5.5).
2. Presentation of Kac–Moody groups
Let F be a field of characteristic zero. In this section we give a brief
construction for Kac–Moody groups via generators and defining relations. This
presentation of Kac–Moody groups is originally due to Tits [1], Kac and
Peterson [2] (see also [3]).
Recall that a matrix A˜ = (Aij ), i, j ∈ {0,1, . . . , 	} is a generalized Cartan
matrix (GCM) if the following conditions are satisfied:
Aij ∈ Z, Aii = 2, Aij  0 if i = j, Aij = 0 ⇔Aji = 0,
where 	+ 1 is the size of the GCM.
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A root datum related to a GCM A˜ of size 	 + 1 is a quadruple D =
(X,Y,Π,Π∨), where X and Y are free abelian groups of the same rank n with
a non-degenerate bilinear map 〈 , 〉: X × Y → Z while Π = {a0, a1, . . . , a	} is a
subset of X and Π∨ = {a∨0 , a∨1 , . . . , a∨	 } is a subset of Y such that〈
aj , a
∨
i
〉=Aij for i, j ∈ {0,1, . . . , 	}.
A Kac–Moody group is defined over each root datum by Tits as follows. First
define a set ∆ = {α0, α1, . . . , α	} and let Z∆ be the free abelian group with the
elements of ∆ as a basis. Let si :Z∆→ Z∆ be a homomorphism defined by
si (αj )= αj −Aijαi, i ∈ {0,1, . . . , 	}.
Each si is in fact an automorphism of Z∆. Let W be the subgroup of the
automorphisms of Z∆ generated by s0, s1, . . . , s	. Then Φ =W(∆) is the set of
the real roots which are Z-combinations of the elements of ∆ with coefficients
of the same sign. Denote by Φ+ the subset consisting of all elements whose
coefficients are greater than or equal to zero and byΦ− the subset whose elements
have coefficients less than or equal to zero.
The group W may act on X and Y respectively as follows:
si (χ) = χ −
〈
χ,a∨i
〉
ai, χ ∈X,
si(γ ) = γ − 〈ai, γ 〉a∨i , γ ∈ Y.
Now let T = Y ⊗Z F ∗, where F ∗ is the multiplicative group of F . Then T has
an obvious abelian group structure. The action of W on Y defined above gives
rise to an action of W on T by
si (γ ⊗ q)= si (γ )⊗ q, γ ∈ Y, q ∈ F ∗.
The real roots can be identified with certain homomorphisms from T to the
multiplicative group F ∗ as follows. Firstly identify αi with a homomorphism
from T to F ∗ by defining
αi(γ ⊗ q)= q〈ai ,γ 〉, γ ∈ Y, q ∈ F ∗.
For each root α ∈ Φ , we may write α = ω(αi) for some ω ∈ W and i ∈
{1,2, . . . , 	}. Then α can be defined as a homomorphism from T to F ∗ satisfying
α(h)= αi
(
ω−1h
)
for h ∈ T .
Given an element q ∈ F ∗ and a root α ∈ Φ , we introduce a symbol u˜α(q).
When α and q run over Φ and F ∗, respectively, those u˜α(q) will form a set of
generators for the Kac–Moody group concerned in this paper. In order to describe
the relations between these generators we define for 0 i  	:
w˜i(q)= u˜αi (q)u˜−αi
(−q−1)u˜αi (q), q ∈ F ∗
and
h˜i (q)= a∨i ⊗ q ∈ T , q ∈ F ∗.
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Definition 2.1 (Tits). Given a root datum D associated to a GCM A˜ = (Aij ) of
size 	+ 1, a Kac–Moody group G˜(F ) with root datum D is the group generated
by elements h ∈ T and u˜α(q) for α ∈Φ , q ∈ F ∗ subject to the following relations:
(i) relations in T ;
(ii) h˜i(q)= w˜i(q)w˜i(1)−1 for i ∈ {1,2, . . . , 	};
(iii) u˜α(p)u˜α(q)= u˜α(p+ q) for a ∈Φ , p ∈ F ∗;
(iv) h˜j (q)u˜αi (p)h˜j (q)−1 = u˜αi (qAji p) for p ∈ F ∗;
(v) w˜i(1)h˜j (q)w˜i(1)−1 = h˜j (q)h˜i(q−Aji );
(vi) w˜i(1)u˜α(q)w˜i(1)−1 = usi(α)(ni,αq), α ∈ Φ , for uniquely determined inte-
gers ni,α ∈ {1,−1};
(vii) for α,β ∈ Φ , if there exist ω,ω′ ∈W such that ω(α) ∈ Φ+, ω(β) ∈ Φ+,
ω′(α) ∈Φ− and ω′(β) ∈Φ−, then for p ∈ F ∗[
u˜α(p), u˜β (q)
]= ∏
i,j∈N−{0}
iα+jβ∩Φ
u˜iα+jβ
(
Cijαβp
iqj
)
,
where Cijαβ is an integer determined uniquely by i, j, α,β and the order in
which the terms on the right are taken.
Although Φ can be an infinite set, the product on the right side of the identity
in (vii) contains only finite terms because the assumption for α and β implies that
(see [2, Section 4.7])∣∣{iα+ jβ | i, j ∈N} ∩Φ∣∣<∞.
A pair of roots α,β ∈Φ is called a prenilpotent pair if it satisfies the assumption
of (vii).
The numbers ni,α in (vi) can be determined through the related Kac–Moody
algebra. Let g˜ be the Kac–Moody algebra with same GCM A˜ and let ad : g˜→
EndF (g˜) be the adjoint representation of g˜. Note that g˜ possesses the same (real)
root system Φ of G˜(F ). For each α ∈ Φ , it is possible to choose a vector e˜α in
the root subspace g˜α such that (see [4])
exp ad(e˜ai ) exp ad(−e˜−ai ) exp ad(e˜ai )(e˜a)= e˜si (a) or − e˜si (a), 0 i  	,
where exp is the canonical exponential map. Then the number ni,α is defined by
exp ad(e˜αi ) expad(−e˜−αi ) exp ad(e˜αi )(e˜α)= ni,α e˜si (α).
Those e˜α for α ∈Φ are called Chevalley generators of g˜.
In analogy to the root subgroup of a finitely-dimensional algebraic group, the
symbol u˜α for α ∈ Φ can be interpreted as an exponential homomorphism from
the additive group F+ into G˜(F ). Its image
u˜α(F )=
{
u˜α(q) ∈ G˜(F ) | q ∈ F
}
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is called the root subgroup of G˜(F ) related to α.
The root datum D = (X,Y,Π,Π∨) is called simply connected if a∨0 , a∨1 , . . . ,
a∨	 form a Z-basis for Y . For each GCM A˜ there is a unique simply connected
root datum up to isomorphism. It is easy to see that for a simply connected root
datum D, the group T is generated by elements h˜i(q), i ∈ {0,1, . . . , 	}, q ∈ F ∗.
This means that the elements u˜α(q), where q ∈ F and α ∈ Φ , form a set of
generators for G˜(F ). Hence it results from Definition 2.1 that the corresponding
simply connected Kac–Moody group has a presentation as follows.
Proposition 2.2. If G˜(F ) is a Kac–Moody group with a simply connected root
datum D associated to a GCM A˜= (Aij ) of size 	+ 1, then G˜(F ) is generated
by elements u˜α(q) for all α ∈Φ and q ∈ F ∗ subject to the relations given below:
(i) h˜i (p)h˜i (q)= h˜i(pq), p ∈ F ∗;
(ii) h˜i (p)h˜j (q)= h˜j (q)h˜i(p), p ∈ F ∗;
(iii) u˜α(p)u˜α(q)= u˜α(p+ q) for a ∈Φ, p ∈ F ∗;
(iv) h˜j (q)u˜ai (p)h˜j (q)−1 = u˜ai (qAji p) for p ∈ F ∗;
(v) w˜i (1)h˜j (q)w˜i(1)−1 = h˜j (q)h˜i(q−Aji );
(vi) w˜i (1)u˜α(q)w˜i(1)−1 = u˜si (α)(ni,αq), α ∈Φ;
(vii) the commutator formula: for each prenilpotent pair α,β ∈Φ ,[
u˜α(p), u˜β (q)
]= ∏
i,j∈N−{0}
iα+jβ∩Φ
u˜iα+jβ
(
Cijαβp
iqj
)
, p ∈ F ∗,
where w˜i(q) = u˜αi (q)u˜−αi (−q−1)u˜αi (q) and h˜i(q) = w˜i (q)w˜i(1)−1 for
0 i  	.
Remark. There are various methods in constructing a Kac–Moody group, we
refer to [5] for a survey on those constructions. A discussion on the commutator
relations of Kac–Moody groups can also be found in [6].
The relation between a simply connected Kac–Moody group G˜(F ) and a Kac–
Moody algebra g˜ over F with same GCM A˜ is as follows. Let g˜′ = [g˜, g˜] be
the commutator subalgebra of g˜. There is an adjoint representation Ad : G˜(F )→
Aut g˜′ which satisfies
Ad
(
u˜α(q)
)= exp ad(ge˜a), α ∈Φ,
where e˜α lies in Chevalley generators of g˜′. Given a root α ∈Φ , let τα :F+ → g˜α
be the homomorphism of additive groups defined by
τα(q)= qe˜α, q ∈ F+.
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Let π : Aut g˜′ → AutF (g˜′/c) be the homomorphism induced by the natural
homomorphism from g˜′ to g˜′/c. Then the following diagram is commutative:
F+
u˜α
τα
G˜(F )
π Ad
g˜α
π exp ad AutF (g˜′/c).
(1)
We will use this diagram to explore the connection between G˜(F ) and certain
adjoint loop group in the following section.
3. Structure constants of the related loop groups
In this section we study the presentation for the loop group related to a simply
connected affine Kac–Moody group and we are going to show that those two
groups have same structure constants.
From now on we assume that G˜(F ) is always a simply connected Kac–
Moody group of (non-twisted) affine type. This means that the associated GCM
A˜= (Aij ) (i, j ∈ {0,1, . . . , 	}) is an extended matrix of a Cartan matrixA= (Aij )
(i, j ∈ {1,2, . . . , 	}). We refer to [4] for a classification as well as the properties
of those extended Cartan matrices.
Let gC be a simple complex Lie algebra associated to the Cartan matrix
A = (Aij ) (i, j ∈ {1,2, . . . , 	}). Then the set ∆0 = ∆ − {α0} may be identified
to a fundamental root system of gC, hence
Φ0 =Φ ∩
{
	∑
i=1
niαi
∣∣∣ ni ∈ Z
}
(2)
is a root system of gC. We denote by Φ+0 the set of the positive roots of Φ0.
The Weyl group of Φ0 is denoted by W0 which may also be identified to a
subgroup of W generated by {s1, s2, . . . , s	}. Let d be the highest root of Φ0 and
let δ = α0 + d , which is an imaginary root of g˜. Then we have
Φ = {α +mδ | α ∈Φ0, m ∈ Z}.
Let g be a Z-form of gC and let {eα ∈ g | α ∈ Φ0} be Chevalley generators of g.
We denote by g(F [t, t−1]) the Lie algebra g⊗Z F [t, t−1] and write simply reα
in place of eα ⊗ r for r ∈ F [t, t−1], α ∈ Φ0. The root subspace of g(F [t, t−1])
related to a root α ∈ Φ0 is denoted by gα , which consists of all elements of
form reα for r ∈ F [t, t−1]. The relation between the Kac–Moody algebra g˜ with
the extended Cartan matrix A˜ ofA and g(F [t, t−1]) is well known, that is a central
extension
0−→ F −→ g˜′ ψ−→ g(F [t, t−1])−→ 0
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such that
ψ(e˜α+mδ)= tmeα, α ∈Φ0, m ∈ Z.
Since kerψ contains the center c of g˜′, ψ induces canonically an isomorphism
ψ∗ : AutF
(
g˜′/c
)→ AutF (g(F [t, t−1])). (3)
Moreover, for each nilpotent element g ∈ g˜′ we have
ψ∗π exp ad(g)= exp ad0 ψ(g),
where ad0 is the adjoint representation of g(F [t, t−1]). In other words, if we
denote by Nilg˜′ and Nilg(F [t,t−1]) the sets of nilpotent elements of g˜′ and
g(F [t, t−1]), respectively, then the following diagram is commutative:
Nilg˜′
ψ
π expad
Nilg(F [t,t−1])
exp ad0
AutF (g˜′/c)
ψ∗ AutF
(
g
(
F
[
t, t−1
]))
.
(4)
Now let Gad be an adjoint Chevalley–Demazure group scheme with same
root system Φ0 of gC. For each root α ∈ Φ0, there is a canonical exponential
homomorphism u¯α from the additive group F [t, t−1]+ into Gad(F [t, t−1])
(see [7,8]). The image of this homomorphism is so called the root subgroup of
Gad(F [t, t−1]) related to α. Let Ad0 be the adjoint representation of Gad and let
τeα :F [t, t−1]+ → gα be the homomorphism defined by
τeα (r)= reα, r ∈ F
[
t, t−1
]
.
Then it is easy to check that the following diagram is commutative:
F
[
t, t−1
]+ u¯α
τeα
Gad
(
F
[
t, t−1
])
Ad0
gα
expad0 AutF
(
g
(
F
[
t, t−1
]))
.
(5)
Lemma 3.1. LetGad be an adjoint Chevalley–Demazure group scheme associated
to gC. Then there exists a homomorphism λ from G˜(F ) to Gad(F [t, t−1])
satisfying
λ
(
u˜α+mδ(q)
)= u¯α(qtm), α ∈Φ0, m ∈ Z, q ∈ F.
Moreover, the following diagram is commutative:
G˜(F )
λ
π Ad
Gad
(
F
[
t, t−1
])
Ad0
AutF (g˜′/c)
ψ∗ AutF
(
g
(
F
[
t, t−1
]))
.
(6)
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Proof. In the light of above discussion we have for each q ∈ F and α ∈Φ0:
ψ∗π Ad u˜α+mδ(q) = ψ∗π exp ad(qeα+mδ) by diagram (1)
= exp ad0ψ(qe˜α+mδ) by diagram (4)
= exp ad0(qtmeα)
= Ad0 u¯α(qtm) by diagram (5).
This yields
ψ∗π Ad
(
G˜(F )
)⊆Ad0(Gad(F [t, t−1])).
Note that Ad0 is a monomorphism since Gad is of adjoint type. Hence we can set
λ=Ad−10 ψ∗π Ad,
which is a well defined homomorphism from G˜(F ) to Gad(F [t, t−1]). It is easy
to verify that λ satisfies the identity claimed in the lemma. ✷
Let G be a simply connected Chevalley–Demazure group scheme with same
Cartan matrix A as that of gC. We may assume that G also has the same root
system Φ0 of gC. Then G(F [t, t−1]) is a loop group. For each α ∈ Φ0, denote
by uα :F [t, t−1]+ →G(F [t, t−1]) the canonical exponential homomorphism, of
which the image uα(F [t, t−1]) is called the root subgroup of G(F [t, t−1]) related
to α. Let Ad′ :G(F [t, t−1])→ AutF (g(F [t, t−1])) be the adjoint representation.
Then
Ad′ uα(r)(e)= exp ad0(reα), r ∈ F
[
t, t−1
]
, e ∈ g(F [t, t−1]). (7)
Given a root α ∈Φ0, let α∨ be the coroot of α. Denote by Φ∨0 the set of coroots
and by 〈 , 〉 :Φ0 ×Φ∨0 → Z the canonical bilinear form which satisfies〈
αi,α
∨
j
〉=Aji for i, j ∈ {1,2, . . . , 	}.
Let F [t, t−1]• be the multiplicative group consisting of all units of F [t, t−1]. We
set for 1 i  	 and for r ∈ F [t, t−1]•:
wi(r)= uαi (r)u−αi
(−r−1)uαi (r),
and for the highest root d of Φ0:
w0(r)= u−d(r)ud
(−r−1)u−d(r). (8)
Proposition 3.2. Let hi(r) = wi(r)wi(1)−1 for 0  i  	 and r ∈ F [t, t−1]∗.
Then, for each s ∈ F [t, t−1]∗:
(i) h0(r)h0(s)= h0(rs);
(ii) h0(r)hi(s)= hi(s)h0(r) for i ∈ {1,2, . . . , 	};
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(iii) we have
h0(r)uαi (s)h0(r)
−1 = uαi
(
rA0i s
)
, 1 i  	
and
hj (r)u−d(s)hj (r)−1 = u−d
(
rAj0s
)
, 0 j  	;
(iv) wi(1)hj (r)wi(1)−1 = hj (r)hi(r−Aji ) for 0 i  	 and 0 j  	;
(v) wi(1)uα(s)wi(1)−1 = usi(α)(ni,αs) for α ∈Φ0 and 1 i  	 while
w0(1)uα(s)w0(1)−1 = uα−〈α,d∨〉d(n0,αs), (9)
where ni,α =±1 is the same number as in Proposition 2.1(vi) and, moreover,
ni,α = ni,α+mδ, 0 i  	, m ∈ Z; (10)
(vi) for each prenilpotent pair α,β ∈Φ0[
uα(r), uβ(s)
]= ∏
i,j∈N−{0}
iα+jβ∈Φ0
uiα+jβ
(
Cijαβr
isj
)
, (11)
where Cijαβ and the order in which the terms on the right are taken are
same as those in the commutator formula of Proposition 2.2. Moreover,
for m,n ∈ Z,
Cijαβ = Cij,α+mδ,β+nδ . (12)
Proof. Suppose that the coroot d∨ of the highest root d ∈Φ0 has an expression
d∨ =m1α∨1 +m2α∨2 + · · · +m	α∨	 , (13)
where mi ∈N for 1 i  	. Then we have
h0(r)=
	∏
i=1
hαi (r
−mi ), r ∈ F [t, t−1]• (14)
from which follows (i) and (ii).
Suppose that
d = n1α1 + n2α2 + · · · + n	α	 (15)
is an expression of d in terms of the fundamental roots. Since A˜= (Aij ) (i, j ∈
{0,1, . . . , 	}) is the extended Cartan matrix of (Aij ) (i, j ∈ {1,2, . . . , 	}), we have
for all 0 i  	:
−A0i =m1A1i +m2A2i + · · · +m	A	i (16)
and
−Ai0 = n1Ai1 + n2Ai2 + · · · + n	Ai	. (17)
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Hence the expressions (13) and (14) yield for 1 i  	:
h0(r)uαi (s)h0(r)
−1 = uαi
(
	∏
j=1
(r−mj )〈αi ,α
∨
j 〉s
)
= uαi
(
r
−∑	j=1 mjAji s)= uαi (rA0i s);
while (14) and (15) yield:
hi(r)ud(s)hi(r)
−1 = ud
(
r−〈d,α∨i 〉s
)
= ud
(
r
−∑	j=1 nj 〈αj ,α∨i 〉s)
= ud
(
r
−∑	j=1 njAij s)= ud(rAi0s),
where r ∈ F [t, t−1]∗, s ∈ F [t, t−1]. Moreover, we have by (14) and (16):
h0(r)ud(s)h0(r)
−1 = ud
(
r
−∑	j=1 mjAj0 s)= ud(rA00s).
Thus (iii) is proved.
For showing (iv), it is sufficient to show the following two identities:
w0(1)hi(r)w0(1)−1 = hi(r)h0
(
r−Ai0
)
, 1 i  	 (18)
and
wi(1)h0(r)wi(1)−1 = h0(r)hi
(
r−A0i
)
, 0 i  	. (19)
In fact, it follows from (iii) that
hi(r)
−1w0(1)hi(r) = hi(r)−1u−d (1)ud(−1)u−d(1)hi(r)
= u−d
(
rAi0
)
ud
(−rAi0)u−d(r−Ai0)
= w0
(
r−Ai0
)= h0(r−Ai0)w0(1),
which implies the identity (18) immediately. As for the identity (19), we obtain
by (14):
wi(1)h0(r)wi(1)−1 = wi(1)
(
	∏
j=1
hj (r
−mj )
)
wi(1)−1
=
	∏
j=1
hj (r
−mj )hi
(
r−mjAij
)
= h0(r)hi
(
r
−∑	j=1 mjAij )= h0(r)hi(r−Ai0).
Now we come to show (v). It comes from the defining relations of a Chevalley–
Demazure group scheme that for α ∈Φ0, r ∈ F [t, t−1] and 1 i  	
wi(1)uα(r)wi(1)−1 = usi(α)
(
n′i,αr
)
, (20)
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where n′i,α is an integer determined by i and α. Consider the Chevalley–Demazure
group scheme G and its adjoint type Gad. Let ε :G → Gad be the canonical
isogeny which satisfies
ε
(
uα(r)
)= u¯α(r), α ∈Φ0, r ∈ F [t, t−1].
Let wi(r) be the image of wi(r) under the isogeny ε for each r ∈ F [t, t−1]• and
for 0 i  	. Applying ε on both sides of the identity (20), we obtain
wi(1)u¯α(r)wi(1)−1 = u¯si (α)(n′i,αr), r ∈ F
[
t, t−1], 1 i  	. (21)
On the other hand, we have by Lemma 3.1:
λ
(
w˜1(1)
)=wi(1), 1 i  	.
Therefore it follows from Proposition 2.2(vi) that for all q ∈ F and 1 i  	
wi(1)u¯α(q)wi(1)−1 = λ
(
w˜i(1)u˜α(q)w˜i(1)−1
)
= λ(u˜si(α)(q))= u¯si (α)(ni,αq). (22)
Comparing this identity with (21), we obtain that
ni,α = n′i,α, 1 i  	, α ∈Φ0.
Moreover, for 1 i  	, m ∈ Z, α ∈Φ0, and q ∈ F the identity (22) yields
u¯si (α)(ni,αqt
m) = wi(1)u¯α(qtm)wi(1)−1 = λ
(
w˜i (1)u˜α+mδ(q)w˜i(1)−1
)
= λ(u˜si (α+mδ)(ni,α+mδq))= u¯si (α)(ni,α+mδqtm).
This implies the identity (10) for 1  i  	. Now we show the identity (10) for
the case when i = 0. Note that (see [4,9])〈
δ,α∨0
〉= 0
and for α ∈Φ0〈
α,d∨
〉=−〈α,α∨0 〉.
Hence we have
s0(α +mδ)= α +mδ−
〈
α,α∨0
〉
α0 = α −
〈
α,d∨
〉
d + (m+ 〈α,d∨〉)δ.
Note that by (8)
λ(w˜0(1)) = λ
(
u˜α0(1)
)
λ
(
u˜−α0(−1)
)
λ(u˜α0(1))
= u¯−d(t)u¯d
(−t−1)u¯−d (t)=w0(t).
Thus we obtain from Proposition 2.2(vi) and Lemma 3.1 that
w0(t)u¯α(qt
m)w0(t)
−1 = λ(w˜0(1)u˜α+mδ(q)w˜0(1)−1)
= λ(u˜s0(α+mδ)(n0,α+mδq))
= u¯α−〈α,d∨〉d
(
n0,α+mδqtm+〈α,d
∨〉). (23)
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However, it is known that for all α ∈Φ0 and r ∈ F [t, t−1]
w0(t)u¯α(r)w0(t)
−1 = u¯α−〈α,d∨〉d
(
n′rt〈α,d∨〉
)
,
where n′ ∈ {±1} is determined by the roots α and d (see [10]). Comparing this
identity with (23) and, in particular, taking m= 0 in (23), we obtain
n0,α+mδ = n′ = n0,α, m ∈ Z.
This gives rise to the identities (9) and (10) immediately.
Finally we come to show (vi). Suppose that α,β is a prenilpotent pair of Φ0.
Then for p,q ∈ F[
u˜α+mδ(p), u˜β+nδ(q)
]
=
∏
i,j∈N−{0}
iα+jβ∈Φ0
u˜i(α+mδ)+j (β+nδ)
(
Cij,α+mδ,β+nδpiqj
)
. (24)
Applying the homomorphism λ of Lemma 3.1 to both sides, we obtain[
u¯α(pt
m), u¯β (qt
n)
]= ∏
i,j∈N−{0}
iα+jβ∈Φ0
u¯iα+jβ
(
Cij,α+mδ,β+nδpiqj tim+jn
)
.
On the other hand, it follows from the commutator formula of Chevalley groups
that for arbitrary r, s ∈ F [t, t−1],[
u¯α(r), u¯β(s)
]= ∏
i,j∈N−{0}
iα+jβ∈Φ0
u¯iα+jβ
(
C′ijαβ risj
)
,
where the index i and j are taken in the same order as in (24). Comparing the
above two identities, we obtain that for all m,n ∈ Z
Cij,α+mδ,β+nδ = C′ijαβ ,
which gives rise to the identities (11) and (12) immediately. ✷
Proposition 3.3. There exists an epimorphism σ : G˜(F )→ G(F [t, t−1]) which
satisfies
σ
(
u˜α+mδ(q)
)= uα(qtm), a ∈Φ0, m ∈ Z, q ∈ F. (25)
Moreover, the kernel of σ is contained in the center of G˜(F ).
Proof. Thanks to Propositions 2.2 and 3.2 where the generators and relations of
both G˜(F ) and G(F [t, t−1]) are presented, one can easily check that the map σ
defined by (25) between the generators can be extended to a homomorphism
between two groups which is denoted still by σ without any confusion. Note
that G(F [t, t−1]) is generated by uα(x) for all x ∈ F [t, t−1] and α ∈ Φ0 since
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F [t, t−1] is an Euclidean domain (see [10, p. 115]). This means that σ is surjective
over the sets of generators of G˜(F ) and G(F [t, t−1]), hence it is surjective also
as a homomorphism between those two groups. Moreover, the diagram (6) and
the identity (7) give rise to the following commutative diagram:
G˜(F )
σ
π Ad
G
(
F
[
t, t−1
])
Ad′
AutF (g˜/c)
ψ∗ AutF
(
g⊗Z F
[
t, t−1
])
.
This yields, since ψ∗ is an isomorphism,
kerσ ⊆ kerψ∗π Ad= kerπ Ad .
Note that G˜(F ) acts trivially on the center c of g˜ via the map Ad. Hence
kerπ Ad = ker Ad,
which means that kerAd falls in the center of G˜(F ). Therefore the center of G˜(F )
contains kerσ as claimed. ✷
It has been observed that a simply connected affine Kac–Moody group should
be a central extension of a loop group (see [11]). Although, a close study of this
central extension is somehow absent despite of its crucial role in understanding
the structure and the representations of an affine Kac–Moody group.
4. Two-dimensional representations of related loop groups
In this section we determine two-dimensional representations of the loop
groups related to affine Kac–Moody groups. We study actually the homomor-
phisms from those loop groups into two-dimensional linear groups. There are
other approaches of studying those loop groups and their representations which
can be found in [12,13]. As in the previous sections, we let G be a simply con-
nected Chevalley–Demazure group scheme with the indecomposable root sys-
tem Φ0.
Lemma 4.1. Let τ :G(F [t, t−1])→ GL2(K) be a non-trivial representation of
G(F [t, t−1]) over a field K . Then the restriction τ |G(F) of τ to G(F) is also
non-trivial. Moreover, ker τ ∩G(F) is contained in the center of G(F).
Proof. Recall that G(F [t, t−1]) is generated by its root subgroups uα(r) for
r ∈ F [t, t−1] and for α ∈ ±∆0, where ∆0 is the fundamental root system of Φ0.
We show that if τ |G(F) becomes trivial then τ (uα(r)) is the identity element for
all α ∈ ±∆0 and for all r ∈ F [t, t−1]. This implies that τ becomes trivial, which
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contradicts the presumption of the lemma. Consequently both τ and τ |G(F) must
be non-trivial in the same time as required by the lemma.
Taking a root α ∈ ±∆0 and an element q ∈ F ∗, we set
hα(q)= uα(q)u−α
(−q−1)uα(q)u−α(1)uα(−1)u−α(1)
which is a semi-simple element of G(F). By the relations of Chevalley group
(see [10]), we have for r ∈ F [t, t−1]:
hα(q)uα(r)hα(q)
−1 = uα
(
q2r
)
.
Now, taking q = ±1, we obtain
uα(r)= hα(q)uα
((
q2 − 1)−1r)hα(q)−1uα((q2 − 1)−1)−1.
Applying τ on both sides of the above identity, we obtain that τ (uα(r)) = 1 for
α ∈ ±∆0 and r ∈ F [t, t−1] if the restriction τ |G(F) becomes trivial.
Moreover, since the normal subgroups of G(F) are either contained in the
center of G(F) or equal to G(F) itself, the above argument implies that ker τ ∩
G(F) must fall in the center of G(F) once the representation τ is non-trivial. ✷
Proposition 4.2. The group G(F [t, t−1]) admits of a non-trivial two-dimensional
representation if and only if G is of type SL2.
Proof. When G is a group scheme of type SL2, the existence of non-trivial
two-dimensional representations of G is obvious. Let B be the standard Borel
subgroup of G(F) and denote the commutator subgroup of B by U , which is
in fact generated by the root subgroups uα(F ) where α runs over all positive
roots. Obviously the intersection of U and the center of G(F) contains only the
identity element. Suppose that G(F [t, t−1]) has a non-trivial two-dimensional
representation τ :G(F [t, t−1])→ GL2(K). Then kerτ ∩U must be trivial since
ker τ ∩G(F) is contained in the center of G(F) by Lemma 4.1. This means that
U ∼= τ (U)= [τ (B), τ (B)].
Note that, since G(F) coincides with its commutator subgroup, we have
τ (B) ⊆ τ (G(F))= [τG(F), τG(F)]
⊆ [GL2(K),GL2(K)]= SL2(K)⊆ SL2(K),
where K is an algebraic closure of K . Hence as a solvable subgroup, τ (B) has to
be conjugate either to a subgroup of the standard (uppertriangular) Borel subgroup
of SL2(K) or to a subgroup of the maximal solvable subgroup{(
a 0
0 a−1
)
,
(
0 b
−b−1 0
) ∣∣∣ a, b ∈K∗}.
In both case, however, the commutator subgroup of τ (B) turns to be abelian.
Henceforth the group U is abelian. Recall that a simple algebraic group whose
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maximal connected unipotent subgroup is abelian must be of type A1. Therefore,
being simply connected, G can not be of any type other than SL2 as claimed by
the proposition. ✷
Remark. The idea of the above proof for Lemma 4.2 is due to the referee of this
paper, which has substantially simplified the original proof of the author.
Thanks to Proposition 4.2 we may now focus our attention to the two-
dimensional representations of the groups of type SL2. In this case the set of the
positive roots Φ+0 coincides with the fundamental root system ∆0 which consists
of only one root, say α. Then
Φ0 = {α,−α}. (26)
Therefore, since F [t, t−1] is an Euclidean domain, the group SL2(F [t, t−1]) is
generated by the elements of form
uα(r)=
(
1 r
0 1
)
, u−α(r)=
(
1 0
r 1
)
, r ∈ F [t, t−1].
Theorem 4.3. Let τ : SL2(F [t, t−1])→ GL2(V ) be a representation, where V is
a vector space over K . Then there exist a homomorphism ϕ of ring from F [t, t−1]
to K and a basis {v1, v2} of V such that, for each r ∈ F [t, t−1],
τ
(
uα(r)
)
v1 = v1, τ
(
uα(r)
)
v2 = ϕ(r)v1 + v2,
τ
(
u−α(r)
)
v1 = v1 + ϕ(r)v2 τ
(
u−α(r)
)
v2 = v2.
Moreover, there exists a one-to-one correspondence between the equivalent
classes of two-dimensional representations of SL2(F [t, t−1]) and the homomor-
phisms of ring from F [t, t−1] to K .
Remark. One of the direct consequences of this theorem is the revelation of the
characteristic of the base field K . Since every two-dimensional representation
of SL2(F [t, t−1]) is determined by a homomorphism from F [t, t−1] to K and
vice versa, the existence of a non-trivial two-dimensional representation for
SL2(F [t, t−1]) means the existence of a non-trivial homomorphism between
F [t, t−1] and K . This forces the characteristic of K to be the same as that of F
whenever the representation is non-trivial.
The above theorem has an equivalent version as follows. Let ϕ :F [t, t−1]→K
be a non-trivial homomorphism of ring. We define a map ϕ◦ : SL2(F [t, t−1])→
GL2(K) by
ϕ◦
(
r1 r2
r3 r4
)
=
(
ϕ(r1) ϕ(r2)
ϕ(r3) ϕ(r4)
)
,
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where ri ∈ F [t, t−1] for 1  i  4. It is obvious that ϕ◦ is a homomorphism of
group, which is also called as a base change through ϕ.
Theorem 4.4. Let τ : SL2(F [t, t−1])→ GL2(K) be a non-trivial homomorphism.
Then there exist a homomorphism ϕ ∈ Hom(F [t, t−1],K)∗ and an element g ∈
GL2(K) such that
τ = Intgϕ◦.
Moreover, Intg and ϕ are uniquely determined by τ .
Instead of demonstrating Theorem 4.3 we give a proof of Theorem 4.4, which
is based on a series of lemmas.
Lemma 4.5. The group SL2(F [t, t−1]) coincides with its commutator subgroup.
Proof. Since SL2(F [t, t−1]) is generated by the elements uα(r) and u−α(r)
for all r ∈ F [t, t−1], it is enough to show that those elements belong to the
commutator subgroup of SL2(F [t, t−1]). Let q be an element of F ∗ such that
q2 = 1. Then for each r ∈ F [t, t−1] we have(
1 r
0 1
)
=
(
q 0
0 q−1
)(
1 (q2 − 1)−1r
0 1
)(
q 0
0 q−1
)−1
×
(
1 (q2 − 1)−1r
0 1
)−1
and (
1 0
r 1
)
=
(
q−1 0
0 q
)(
1 0
(q2 − 1)−1r 1
)(
q−1 0
0 q
)−1
×
(
1 0
(q2 − 1)−1r 1
)−1
.
This results in the coincidence of SL2(F [t, t−1]) and its commutator sub-
group. ✷
Given a group H and an element g ∈ H we denote by CH (g) the centralizer
of g in H and by C(H) be the center of H . For each x ∈K we write
u(x)=
(
1 x
0 1
)
and u−(x)=
(
1 0
x 1
)
.
Denote by u(K) the subgroup of GL2(K) consisting of all elements u(x) for
x ∈K and by u−(K) the subgroup of GL2(K) consisting of all elements u−(x).
We set
w= u(1)u−(−1)u(1)=
(
0 1
−1 0
)
∈ GL2(K)
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and
wα = uα(1)u−α(−1)uα(1)=
(
0 1
−1 0
)
∈ SL2
(
F
[
t, t−1
])
.
Lemma 4.6. If τ : SL2(F [t, t−1])→ GL2(K) is a non-trivial homomorphism such
that
τ (wα)=w and τ
(
uα(1)
) ∈ u(K),
then τ (uα(r)) ∈ u(K) for all r ∈ F [t, t−1].
Proof. It is obvious that for each r ∈ F [t, t−1]∗, we have
uα(r/2) ∈ CSL2(F [t,t−1])
(
uα(1)
)
and
CSL2(K)(g)= u(K)C
(
SL2(K)
)
for g ∈ u(K).
Note that SL2(F [t, t−1]) coincides with its commutator subgroup by Lemma 4.5
and that
τ
(
SL2
(
F
[
t, t−1
])) = [τ (SL2(F [t, t−1])), τ (SL2(F [t, t−1]))]
⊆ [GL2(K),GL2(K)]= SL2(K).
We have for r ∈ F [t, t−1]∗,
τ
(
uα(r/2)
) ∈CSL2(K)(τ (uα(1)))= u(K)C(SL2(K)).
In other words, there is an element x ∈K such that
τ
(
uα(r/2)
)= ;u(x),
where ; =±1. Hence
τ
(
uα(r)
)= τ (uα(r/2)2)= (;u(x))2 ∈ u(K)
as required by the lemma. ✷
Lemma 4.7. If τ : SL2(F [t, t−1]) → GL2(K) is a non-trivial homomorphism,
then there exists an element g ∈GL2(K) such that
gτ
(
uα
(
F
[
t, t−1
]))
g−1 ⊆ u(K) and gτ(wα)g−1 =w.
Proof. Consider the restriction τ |SL2(F ) of τ to SL2(F ). This is a non-trivial
homomorphism by Lemma 4.1. It comes from [14, Lemma 2.4] that there exists
an element g ∈ GL2(K) such that
gτ(wα)g
−1 =w
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and in the meantime
gτ
(
uα(1)
)
g−1 ∈ u(K).
Then by Lemma 4.6 this g is the element required. ✷
For each unit r ∈ F [t, t−1]• and x ∈K∗, we set
wα(r)= uα(r)u−α
(−r−1)uα(r) ∈ SL2(F [t, t−1])
and
w(x)= u(x)u−
(−x−1)u(x) ∈ GL2(K).
We write as usual wα(1)=wα and w(1)=w.
Lemma 4.8. An element g ∈ GL2(K) is of form w(x) for some x ∈K∗ if and only
if there exist non-identity elements h ∈ u(K) and h′ ∈ u−(K) such that
ghg−1 ∈ u−(K), gh′g−1 ∈ u(K).
Proof. This comes from the definition w(x) and from a direct matrix calcula-
tion. ✷
Lemma 4.9. If τ : SL2(F [t, t−1])→ GL2(K) is a homomorphism such that
τ (wα)=w and τ
(
uα
(
F
[
t, t−1
]))⊆ u(K),
then the map ϕ :F [t, t−1]→K defined by
τ
(
uα(r)
)= u(ϕ(r)), r ∈ F [t, t−1],
is a homomorphism of ring.
Proof. It is evident that ϕ is well defined and that for r, r ′ ∈ F [t, t−1],
ϕ(r + r ′)= ϕ(r)+ ϕ(r ′).
We show that ϕ is a homomorphism of group from F [t, t−1]• to K∗. In fact, it is
easy to check that for r ∈ F [t, t−1]•
wα(r)uα
(
F
[
t, t−1
])
wα(r)
−1 = u−α
(
F
[
t, t−1
]) (27)
and
wα(r)u−α
(
F
[
t, t−1
])
wα(r)
−1 = uα
(
F
[
t, t−1
])
. (28)
In particular, we have
τ
(
u−α
(
F
[
t, t−1
])) = τ (wαuα(F [t, t−1])w−1α )=wτ (uα(F [t, t−1]))w−1
⊆ wu(K)w−1 = u−(K).
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Hence, given r ∈ F [t, t−1]•, z ∈ uα(F [t, t−1]), and z′ ∈ u−α(F [t, t−1]), we have
from (27) and (28):
τ
(
wα(r)
)
τ (z)τ
(
wα(r)
−1) ∈ τ (u−α(F [t, t−1]))⊆ u−(K)
and
τ
(
wα(r)
)
τ (z′)τ
(
wα(r)
−1) ∈ τ (uα(F [t, t−1]))⊆ u(K).
This implies by Lemma 4.8 that there exists a x ∈K∗ such that
τ
(
wα(r)
)=w(x)= ( 0 x−x−1 0
)
.
Consider the following identity:
wα(r)= uα(r)wαuα
(
r−1
)
wαuα(r).
Applying τ to both sides of the above identity, we obtain
w(x) = u(ϕ(r))wu(ϕ(r−1))wu(ϕ(r))
=
(
1 ϕ(r)
0 1
)(
0 1
−1 0
)(
1 ϕ(r−1)
0 1
)(
0 1
−1 0
)(
1 ϕ(r)
0 1
)
=
(
1− ϕ(r)ϕ(r−1) 2ϕ(r)− ϕ(r)2ϕ(r−1)
−ϕ(r−1) 1− ϕ(r)ϕ(r−1)
)
.
This yields immediately
ϕ(r)= x, ϕ(r−1)= ϕ(r)−1.
Now for each r ∈ F [t, t−1]• and x ∈K∗ we set
hα(r)=wα(r)w−1α , h(x)=w(x)w−1.
Then we have
r
(
hα(r)
)= τ (wα(r))τ (wα)−1 =w(ϕ(r))w−1 = h(ϕ(r)). (29)
Note that
hα(rr
′)= hα(r)hα(r ′), r, r ′ ∈ F
[
t, t−1
]•
,
and
h(xx ′)= h(x)h(x ′), x, x ′ ∈K∗.
For r, r ′ ∈ F [t, t−1]•, we obtain by (29):
h
(
ϕ(rr ′)
) = τ (hα(rr ′))= τ (hα(r)hα(r ′))
= τ (hα(r))τ (hα(r ′))= h(ϕ(r))h(ϕ(r ′))
= h(ϕ(r)ϕ(r ′)).
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Note that by the definition two element h(r1) and h(r2) are equal if and only if
r1 = r2 for r1, r2 ∈ F [t, t−1]•. Hence the above identity implies
ϕ(rr ′)= ϕ(r)ϕ(r ′), r, r ′ ∈ F [t, t−1]•.
Now given two arbitrary elements r, s ∈ F [t, t−1], we can write
r =
m′∑
i=−m
ait
i , s =
n′∑
j=−n
bj t
j
for somem,m′, n and n′ ∈Nwhere ai, bj ∈ F for−m i m′ and−n j  n′.
Then
ϕ(rs) = ϕ
(
m′∑
i=−m
n′∑
j=−n
aibj t
i+j
)
=
m′∑
i=−m
ϕ(ai)ϕ(t)
i
n′∑
j=−n
ϕ(bj )ϕ(t)
j
= ϕ
(
m′∑
i=−m
ait
i
)
ϕ
(
n′∑
j=−n
bj t
j
)
= ϕ(r)ϕ(s).
Thus ϕ is a homomorphism of ring. ✷
Proof of Theorem 4.4. Since τ : SL2(F [t, t−1]) → GL2(K) is non-trivial, it
comes from Lemma 4.7 that there is an element g ∈GL2(K) satisfying
Intg−1τ (wα)=w and Intg−1τ
(
uα(r)
) ∈ u(K), r ∈ F [t, t−1].
Then by Lemma 4.9 there is a homomorphism of ring ϕ ∈ Hom(F [t, t−1],K)
such that for every r ∈ F [t, t−1]
Intg−1τ
(
uα(r)
)= u(ϕ(r))= ϕ◦(uα(r))
and
Intg−1τ
(
u−α(r)
)= u−(ϕ(r))= ϕ◦(u−α(r)).
Since SL2(F [t, t−1]) is generated by uα(r) and u−α(r) for all r ∈ F [t, t−1], this
implies that τ = Intgϕ◦ as required.
The uniqueness of Intg and ϕ can be verified as follows. Suppose that τ has
two decompositions
τ = Intgϕ◦ = Inthϕ◦ (30)
where h ∈ GL2(K) and ψ ∈Hom(F [t, t−1],K)∗. Then
Intg
(
u(1)
)= Intgϕ◦(uα(1))= Inthψ◦(uα(1))= Inth(u(1)),
and in analogy,
Intg
(
u−(1)
)= Inth(u−(1)).
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It can be easily checked that in this case g = xh for some x ∈K∗. Hence we have
Intg = Inth.
Moreover, this implies by (30) that
ϕ◦ =ψ◦
from which we obtain ϕ =ψ . Therefore the decomposition of τ is unique. ✷
5. Representing affine Kac–Moody groups in two dimensions
In this section, the notations are same as those of the previous sections unless
otherwise indicated.
Recall that the rank of a Kac–Moody group is the number of the fundamental
roots in the root system of the group. When the group is of affine type, the rank is
also equal to the size of the extended Cartan matrix associated to the group.
Lemma 5.1. The dimension of every non-trivial representation of G˜(F ) must
be greater than or equal to the rank of G˜. Moreover, G˜(F ) has a non-trivial
representation of dimension equal to the rank of G˜ if and only if G˜(F ) is of
type A(1)	 for some 	 1.
Proof. This comes from [15, Theorem(i)(iii)]. ✷
Proposition 5.2. An affine Kac–Moody group G˜(F ) admits of a non-trivial two-
dimensional representation if and only if the group is of type A(1)1 .
Proof. If G˜(F ) is of type A(1)1 , the related loop group must be of type SL2. Hence
one can always obtain a non-trivial two-dimensional representation through the
homomorphism σ defined in Proposition 3.3. On the other hand, if G˜(F ) admits
of a non-trivial two-dimensional representation, it follows from Lemma 5.1 that
the rank of G˜(F ) must be less than or equal to 2. This number is, however, the
least size for the extended Cartan matrices (see [4, Chapter 4]). Hence the rank
of G˜(F ) has to be 2, which means that G˜(F ) is of type A(1)1 since it is of non-
twisted. ✷
Lemma 5.3. Suppose that the group G˜(F ) is of type A(1)1 . This group coincides
with its commutator subgroup.
Proof. The fundamental root system of the group G˜(F ) in this case is {α0, α1}.
It is a consequence of Proposition 2.2 that G˜(F ) is actually generated by the
elements u˜α0(q), u˜α1(q), u˜−α0(q), and u˜−α1(q) for all q ∈ F . Hence it is enough
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to show that those elements also belong to the commutator subgroup of G˜(F ).
Recall that for p ∈ F ∗, q ∈ F and i ∈ {0,1} we have
h˜i(p)u˜αi (q)h˜i(p)
−1 = u˜αi
(
p2q
)
,
and
h˜i
(
p−1
)
u˜−αi (q)h˜i
(
p−1
)−1 = u˜−αi (p2q).
In particular, if we take p = ±1, then for each q ∈ F and i = 1,2
h˜i(p)u˜αi
((
p2 − 1)−1q)h˜i (p)−1u˜αi ((p2 − 1)−1q)−1 = u˜αi (q)
and
h˜i
(
p−1
)
u˜−αi
((
p2 − 1)−1q)h˜i(p−1)−1u˜−αi ((p2 − 1)−1q)−1 = u˜−αi (q).
This implies that both u˜αi (q) and u˜−αi (q) fall in the commutator subgroup
of G˜(F ) for q ∈ F as required. ✷
Proposition 5.4. Let G˜(F ) be of type A(1)1 . There exists a one-to-one corre-
spondence between two-dimensional representations of SL2(F [t, t−1]) and those
of G˜(F ). Precisely, the map σ ∗ : Hom(SL2(F [t, t−1]),GL2(K))→ Hom(G˜(F ),
GL2(K)) defined by
σ ∗(τ )= τσ
is bijective, where σ is the homomorphism defined in Proposition 3.3.
Proof. We show first that σ ∗ is a bijective map from the set of two-dimensional
irreducible representations of G˜(F ) to that of SL2(F [t, t−1]). It is obvious that σ ∗
sends irreducible representations of SL2(F [t, t−1]) to those of G˜(F ) since σ is an
epimorphism. We are going to establish a map from the set of two-dimensional
irreducible representations of SL2(F [t, t−1]) to that of G˜(F ) which turns out to
be the inverse of σ ∗.
Given an irreducible representation ρ : G˜(F )→GL2(K), we consider the pro-
jective representation θρ : G˜(F )→ PGL2(K) where θ is the natural homomor-
phism from GL2(K) to its projective group. The composite θρ is obviously irre-
ducible since so is ρ. Hence by Proposition 3.3 and by Shur’s Lemma we have
θρ(kerσ)⊆ C(PGL2(K))= {1}.
Then the universal property of the exact sequence
{1}→ kerσ → G˜(F ) σ→ SL2
(
F
[
t, t−1
])→{1}
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gives rise to the existence of a unique homomorphism ρ′ from SL2(F [t, t−1]) to
PGL2(K), which makes the following diagram commutative:
G˜(F )
ρ
σ
GL2(K)
θ
SL2
(
F
[
t, t−1
]) ρ′ PGL(V ).
(31)
Moreover, the irreducibility of θρ implies immediately the irreducibility of ρ′.
We lift the projective representation ρ′ to a representation ρ¯ : SL2(F [t, t−1])→
GL2(K) as follows. Given an arbitrary element g ∈ SL2(F [t, t−1]) we can write
it, thanks to Lemma 4.5, as a product of some commutators of SL2(F [t, t−1]),
g =
n∏
i=1
[gi1, gi2] (32)
for some n ∈ N and gij ∈ SL2(F [t, t−1]), 1  i  n, j = 1,2. Since the kernel
of θ is equal to the center of GL2(K), for each i ∈ {1,2, . . . , n} the set{
xyx−1y−1 | x ∈ θ−1ρ′(gi1), y ∈ θ−1ρ′(gi2)
}
consists of only one element which we denote still by [θ−1ρ′(gi1), θ−1ρ′(gi2)]
without any confusion. Now we define a map ρ¯ from SL2(F [t, t−1]) to GL2(K)
by
ρ¯(g)=
n∏
i=1
[
θ−1ρ′(gi1), θ−1ρ′(gi2)
]
. (33)
This map is well defined since it does not depend on the choice of the representing
elements in the product of the right side. It is evident from the definition that ρ¯
is a representation of SL2(F [t, t−1]). We claim that ρ¯ is irreducible and that σ ∗
sends ρ¯ right to ρ. In fact, it follows from the definition of ρ¯ and the commutative
diagram (31) that
θρ = ρ′σ = θρ¯σ.
Following Lemma 5.3, for an arbitrary element h ∈ G˜(F ) we may write it as a
product of some commutators
h=
m∏
i=1
[hi1, hi2],
where m ∈N, hij ∈ G˜(F ) for 1 i m, j = 1,2. In particular, we have[
ρ(hi1), ρ(hi2)
] = [θ−1ρ′σ(hi1), θ−1ρ′σ(hi2)]
= [ρ¯σ (hi1), ρ¯σ (hi2)], 1 i m.
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Therefore
ρ(h)=
m∏
i=1
[
ρ(hi1), ρ(hi2)
]= m∏
i=1
ρ¯σ [hi1, hi2] = ρ¯σ (h).
Thus we obtain
ρ = ρ¯σ. (34)
This implies immediately the irreducibility of ρ¯ since ρ is irreducible. Let β be
the map from two-dimensional irreducible representations of G˜(F ) to those of
SL2(F [t, t−1]) which sends each ρ to ρ¯ obtained as above. Then the identity (32)
yields for each two-dimensional irreducible representation ρ of G˜(F )
σ ∗β(ρ)= σ ∗(ρ¯)= ρ. (35)
Moreover, in analogue to the diagram (31), we have a commutative diagram for
each two-dimensional irreducible representation τ of SL2(F [t, t−1]):
G˜(F )
τσ
σ
GL2(K)
θ
SL2
(
F
[
t, t−1
]) (τσ )′ PGL(V ),
where (τσ )′ is the projective representation determined uniquely by τσ . Then
it follows from (32) and (33) that for an arbitrary element g ∈ G˜(F ) the
representation τσ lifted from (τσ )′ satisfies
τσσ(g) =
n∏
i=1
[
θ−1(τσ )′σ(gi1), θ−1(τσ )′σ(gi2)
]
=
n∏
i=1
[
θ−1(θτσ )(gi1), θ−1(θτσ )(gi2)
]
=
n∏
i=1
[
τσ (gi1), τσ (gi2)
]= τσ( n∏
i=1
[gi1, gi2]
)
= τσ (g).
This means that, since σ is surjective,
τσ = τ.
Hence for each two-dimensional irreducible representation τ of SL2(F [t, t−1])
we have
βσ ∗(τ )= β(τσ)= τ.
This, together with (34), implies that σ ∗ is bijective as required. ✷
We show now that every two-dimensional representation of SL2(F [t, t−1]) is
also irreducible unless it is trivial. In fact, if a representation τ : SL2(F [t, t−1])→
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GL2(K) is reducible, then τ (SL2(F [t, t−1])) is a solvable group. This is
equivalent to say that τ is trivial in the light of Lemma 4.5 and the following
identity:
τ
(
SL2
(
F
[
t, t−1
])) = τ (SL2(F [t, t−1])(n))
= τ (SL2(F [t, t−1]))(n), n ∈N.
Hence the set of non-trivial two-dimensional representations of SL2(F [t, t−1])
coincides with its subset of irreducible representations. It can be shown in an
analogous way that every non-trivial two-dimensional representation of G˜(F )
is also irreducible by using Lemma 5.3. Thus we obtain the one-to-one
correspondence claimed by the proposition.
Theorem 5.5. Every non-trivial homomorphism ρ : G˜(F )→ GL2(K) must be of
form
ρ = Intgϕ◦σ
for some g ∈ GL2(K) and ϕ ∈Hom(F [t, t−1],K).
Proof. From Proposition 5.2 we know that in this case G˜(F )must be of typeA(1)1 .
Hence the related loop group is of type SL2. It comes from Proposition 5.4
that each non-trivial homomorphism ρ : G˜(F )→ GL2(K) induces a non-trivial
homomorphism σ ∗−1(ρ) from the related loop group SL2(F [t, t−1]) to GL2(K).
Then by Theorem 4.4 there exist a homomorphism ϕ ∈ Hom(F [t, t−1],K)∗ and
an element g ∈ GL2(K) such that
σ ∗−1(ρ)= Intgϕ◦.
Hence we obtain
ρ = σ ∗(Intgϕ◦)= Intgϕ◦σ. ✷
Theorem 5.6. Let G˜(F ) be an affine Kac–Moody group and let Φ = {α +mδ |
α ∈Φ0, m ∈ Z} be the root system of G˜(F ), where Φ0 is the reduced root system
indicated by (2). If ρ : G˜(F )→ GL2(V ) is a representation where V is a vector
space over an algebraically closed field K , then there exist a basis {v1, v2} of V ,
a homomorphism ϕ ∈ Hom(F,K) and an element x ∈ K∗ such that for each
α ∈Φ+0 and q ∈ F
ρ
(
u˜α+mδ(q)
)
v1 = v1,
ρ
(
u˜α+mδ(q)
)
v2 = ηΦϕ(q)xmv1 + v2,
ρ
(
u˜−α+mδ(q)
)
v1 = v1 + ηΦϕ(q)xmv2,
ρ
(
u˜−α+mδ(q)
)
v2 = v2, (36)
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where ηΦ = 1 if Φ is of type A(1)1 and ηΦ = 0 otherwise. Moreover, the equivalent
classes of non-trivial two-dimensional representations of G˜(F ) over K , whenever
exist, are in one-to-one correspondence with the elements of the product
Hom(F,K)∗ ×K∗.
Proof. Thanks to Proposition 5.2 we may assume that G˜(F ) is of type A(1)1 .
Recall that in this case Φ+0 consists of only one root α by the notation (26). Instead
of demonstrating (36) directly we show that there exists an element g ∈ GL2(K)
such that for all m ∈ Z and for all g ∈ F
ρ
(
u˜α+mδ(q)
)= gu(ϕ(q)xm)g−1
and
ρ
(
u˜−α+mδ(q)
)= gu−(ϕ(q)xm)g−1
for some ϕ ∈Hom(F,K)∗ and x ∈K∗. This is equivalent to (36).
In fact, it follows from Theorem 5.5 that there exists an element g ∈ GL2(K)
and a homomorphism ϕ ∈ Hom(F [t, t−1],K)∗ such that
ρ
(
u˜α+mδ(q)
) = Intgϕ◦σ (u˜α+mδ(q))= Intgϕ◦(uα(qtm))
= Intgu(ϕ(q)ϕ(t)m)
and similarly
ρ
(
u˜−α+mδ(q)
)= Intgu−(ϕ(q)ϕ(t)m).
Set x = ϕ(t). We then obtain the identities required.
Now we show a one-to-one correspondence between the equivalent classes of
non-trivial two-dimensional representations and the elements of Hom(F,K)∗ ×
K∗. Following the above discussion we know that for each non-trivial repre-
sentation ρ : G˜(F )→ GL2(K) there is always a corresponding couple (ϕ, x) ∈
Hom(F,K)∗ × K∗ which satisfies (36). On the other hand, given (ψ,y) ∈
Hom(F,K)∗ × K∗ we can define a representation ρψ,y : G˜(F ) → GL2(K)
through its action on the generators of G˜(F ):
ρψ,y
(
u˜α+mδ(q)
)= u(ψ(q)ym)
and
ρψ,y
(
u˜−α+mδ(q)
)= u−(ψ(q)ym)
for all q ∈ F . It is a routine to check that ρψ,y is a well defined homomorphism.
Moreover, if ρ is a representation equivalent to ρψ,y and if ρ has corresponding
couple (ϕ, x) ∈Hom(F,K)∗ ×K∗, we claim that
ϕ =ψ and x = y. (37)
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In fact, the equivalence between ρ and ρψ,y gives rise to an element h ∈ GL2(K)
which satisfies
Inthρ = ρψ,y .
Note that by Theorem 5.5 we have
ρ
(
u˜α(1)
)= Intgu(1)
for some g ∈GL2(K). Then
Inth Intgu(1)= ρψ,y
(
u˜α(1)
)= u(1),
which implies that hg ∈ u(K)C(GL2(K)). We also have
Inth Intgu−(1)= ρψ,y
(
u˜−α(1)
)= u(1),
which implies that hg ∈ u−(K)C(GL2(K)). Hence
hg ∈ u(K)C(GL2(K))∩ u−(K)C(GL2(K))= C(GL2(K)).
This means that
Inth= Intg−1.
Again by Theorem 5.5 we obtain for g ∈ F :
u(ϕ(q))= Intg−1ρ(u˜α(q))= Inthρ(u˜α(q))= ρψ,y(u˜α(q))= u(ψ(q)).
Consequently
ϕ(q)=ψ(q), q ∈ F,
which gives rise to the first identity of (37). To show the equality of x and y , we
recall that the homomorphism ϕ induced by ρ originally has its domain F [t, t−1]
and x = ϕ(t). It follows from Theorem 5.5 that
u(x) = u(ϕ(t))= Intg−1ρ(u˜α+δ(1))= Inthρ(u˜α+δ(1))= ρψ,y(u˜α+δ(1))
= u(y),
which implies that x is equal to y as claimed. Hence the correspondence estab-
lished between the equivalent classes of non-trivial two-dimensional represen-
tations of G˜(F ) and the elements of Hom(F,K)∗ × K∗ is bijective. Thus we
complete our poof. ✷
Remark. Although we do not impose any restriction on the characteristic of the
base fields of the representations for affine Kac–Moody groups, it is an immediate
consequence of Theorem 5.6 that the base fields of those representations must be
of characteristic zero.
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