We present a shared-memory version of our Parallel Space Saving algorithm and study its behavior with regard to accuracy and performances on many and multi-core processors, including the Intel Phi accelerator. We also investigate an hybrid MPI/OpenMP version against a pure MPI based version.
INTRODUCTION
In this paper we deal with parallel shared-memory algorithms for frequent items. In data mining, this problem is usually associated to two contexts, the on-line (stream) and the off-line setting, the difference being that in the former case we are restricted to a single scan of the input. In practice, this implies that verifying the frequent items that have been found in order to discard false positives is not allowed, while in the latter case a parallel scan of the input can be used to determine the actual frequent items. Finding frequent items is also referred to as hot list analysis [1] or market basket analysis [2] .
In the context of data bases, the problem is usually called an iceberg query [3] , [4] . The name arises from the fact that the number of frequent items is often very small (the tip of an iceberg) when compared to the large amount of input data (the iceberg).
Given an array A of n elements and a value 2 ≤ k ≤ n, a frequent item or k-majority element is an element occurring in A more than n/k times. The k-majority problem requires finding all of the k-majority elements.
For k = 2, the problem reduces to the well known majority problem [5] [6] [7] . The k-majority problem has been solved sequentially first by Misra and Gries [8] . In their paper, it is shown how to solve it in time O(n log k). Besides being important from a theoretical perspective, algorithms for this problem are also extremely useful in practical contexts such as, for instance, in all of the cases (such as electronic voting) where a quorum of more than n/k of all of the votes received is required for a candidate to win; another good example is extracting essential characteristics of network traffic streams passing through internet routers: the frequency estimation of internet packet streams [9] is indeed an instance of the k-majority problem.
Another example is monitoring internet packets in order to infer network congestion [10] , [11] . The problem also arises in the context of the analysis of web query logs [12] , and is relevant in Computational Linguistics, for instance in connection with the estimation of the frequencies of specific words in a given language [13] , or in all contexts where a verification of the ZipfMandelbrot law is required [14] , [15] (theoretical linguistics, ecological field studies [16] , etc.). We note here that the class of applications considered here is characterized by the condition k = O(1).
Demaine et al. [9] and Karp et al. [17] proposed independently optimal algorithms which, however, are identical to the Misra and Gries algorithm. Frequent, the algorithm designed by Demaine et al. exploits better data structures (a doubly linked list of groups, supporting decrementing a set of counters at once in O(1) time) and achieves a worst-case complexity of O(n). The algorithm devised by Karp et al. is based on hashing and therefore achieves the O(n) bound on average.
Cormode and Hadjieleftheriou present in [18] a survey of existing algorithms, which are classified as counter or sketch based. All of the algorithms we have discussed so far belong to the former class; notable examples of counters-based algorithms developed recently include LossyCounting [19] and Space Saving [20] [21] . Among the sketch-based ones, we recall here CountSketch [12] and CountMin [22] .
The problem of merging two data summaries naturally arises in a distributed or parallel setting, in which a data set is partitioned between two or among several data sets. The goal in this context is to merge two data summaries into a single summary which provides candidate frequent items for the union of the input data sets. In particular, in order for the merged summary to be useful, it is required that its size and error bounds are those of the input data summaries. A few years ago we designed an algorithm [23] for merging in parallel counter-based data summaries which are the output of the Frequent [9] algorithm.
Recently, we have designed and implemented in MPI a Parallel Space Saving algorithm [24] for message-passing architectures. The availability of the latest Intel compilers (2016 release, v16.x), supporting the OpenMP v4.x specification, led us to implement a corresponding shared-memory version based on OpenMP v4. In particular, we exploit the OpenMP v4.x specification, which introduces a new user's defined reduction feature, allowing for both faster and easier porting and implementation of our algorithm in the context of shared-memory architectures.
In this paper, after a brief technical introduction to the algorithm, we provide experimental results obtained on one cluster node equipped with two octa-core Intel Xeon CPU E5-2630 v3 at 2.4 Ghz. Moreover, we also take into account the Intel MIC (Many Integrated Cores) architecture as a target, and provide experimental results on the Intel Xeon Phi 7120P accelerator.
Finally, we also implemented an hybrid parallel version of our algorithm exploiting MPI (Message-Passing Interface) inter-node and OpenMP intra-node, and compare this version against a pure MPI implementation on up to 512 cores.
The rest of the paper is organized as follows. In Section 2, we recall our algorithm and describe its shared-memory implementation. Next, we provide expensive experimental results in Section 3, and conclude the paper in Section 4.
THE PARALLEL ALGORITHM
In this Section, we provide implementation details regarding the parallel algorithms we have implemented. Before delving into details, we briefly recall here the definition of frequent item, which is based on a parameter k.
Given an input array A, with size(A) = n, a k-majority element (or frequent item) is an element x whose frequency f A (x) (i.e., number of occurrences of x in the array A) is such that
We report the pseudocode of our Parallel Space Saving algorithm as Algorithm 1. In particular, our user's defined parallel reduction is presented as Algorithm 2. The COMBINE subroutine is shown as Algorithm 3. We proved that the error bounds and the size of the output summary are preserved by the parallel reduction. Additional details regarding the algorithm and its correctness can be found in [24] .
3
Regarding the shared-memory version, we used OpenMP v4. The input dataset, an array of n elements, is partitioned among t OpenMP threads by using a block-based domain decomposition, in which each thread determines the indices of the first and last element related to its block, so that each thread is responsible for either ⌊n/t⌋ or ⌈n/t⌉ elements.
After declaring the user's defined reduction, the algorithm works exactly as described in [24] for its message-passing based counterpart, with OpenMP threads executing in a parallel region the sequential Space Saving algorithm [20] [21] on their own block of the input dataset, and producing corresponding stream summaries which are then merged together using the user's defined reduction before exiting the parallel region.
Algorithm 1 Parallel space saving.
Require: N , an array; n, the length of N ; p, the number of processors; k, the k-majority parameter Ensure: an hash table containing k-majority candidate elements 1: procedure PARALLELSPACESAVING(N , n, p, k) ⊲ The n elements of the input array N are distributed to the p processors so that each one is responsible for either ⌊n/p⌋ or ⌈n/p⌉ elements; let lef t and right be respectively the indices of the first and last element of the sub-array handled by the process with rank id; ranks are numbered from 0 to p − 1 2:
right ← ⌊id n/p⌋ − 1
4:
local ← SPACESAVING(N , lef t, right, k) ⊲ determine local candidates 5: let hash be an hash table storing < item, counter > pairs in local 6: sort hash by counters' frequency in ascending order 7: global ← PARALLELREDUCTION(hash, k) ⊲ determine the global candidates for the whole array 8: if id == 0 then ⊲ we assume here that the processor with rank 0 holds the final result of the parallel reduction 9: result ← PRUNED(global, n, k) For the MIC version, we were only able to compile the OpenMP version in native mode (by using the additional -mmic compiler's flag). Indeed, we tried to compile a different version of the code, in which we offloaded the computation to be performed on MIC by using the Intel LEO (Language Extensions for Offload). However, we found and reported to Intel a bug in the compiler. Intel confirmed to us that this bug prevents the compilation of offloaded OpenMP user's defined reduction. Therefore, as of this writing (June 2016), we need to wait for Intel to release a new version of its compiler in order to correctly compile this version of the code.
Finally, we also developed an hybrid MPI/OpenMP version, in which we take advantage of OpenMP threads intra-node, and use MPI processes inter-node. In this version, the input array is initially partitioned among the MPI processes, and then each MPI process sub-array is partitioned again among the available OpenMP threads. Once the subarray has been processed in the OpenMP parallel region, and a corresponding output stream summary has been produced at the end of the parallel region, this summary is then used as input for the MPI user's defined reduction in which the MPI processes' summaries are merged together to produce the algorithm's final output.
We were not able to develop an hybrid MPI/MIC version, owing to the same Intel compiler bug we discussed before.
EXPERIMENTAL RESULTS
In this Section we report the experimental results we obtained carrying out several experiments on the Galileo cluster machine kindly provided by CINECA in Italy. This machine is a linux CentOS 
if S C .nz ≤ k then 16: return S C as S M ;
17:
excess ← S C .nz − k 19: remove first excess items from S C
20:
return S C as S M ; ⊲ return the last k items 21: end if 22 : end procedure 7.0 NeXtScale cluster with 516 compute nodes; each node is equipped with 2 2.40 GHz octa-core Intel Xeon CPUs E5-2630 v3, 128 GB RAM and 2 16 GB Intel Xeon Phi 7120P accelerators (available on 384 nodes only). High-Performance networking among the nodes is provided by Intel QDR (40Gb/s) Infiniband. All of the codes were compiled using the latest Intel C++ compiler v16.0.3. Table I summarizes all of the experiments.
Let f be the true frequency of an item andf the corresponding frequency reported by an algorithm, then the absolute relative error is defined as ∆f = |f−f| f , and the average relative error is derived by averaging the absolute relative errors over all of the measured frequencies.
Precision, a metric defined as the total number of true k-majority elements reported over the total number of items reported, quantifies the number of false positives reported by an algorithm in the output stream summary. Recall is the total number of true k-majority elements reported over the number of true k-majority elements given by an exact algorithm. In all of the results we obtained 100% recall (since the algorithm is deterministic) and precision (owing to the use of the Space Saving algorithm); for this reason, to avoid wasting space, we do not show here precision plots. Rather, we present Average Relative Error (ARE) and runtime/performance plots since we are interested in understanding the error behavior and the algorithm's scalability when we use an increasing number of cores of execution.
In the first experiment, we executed the OpenMP parallel version of the code on 1, 4, 8 and 16 Xeon cores. In particular, the input dataset for this experiment is an array of 3 billion items derived from a zipfian distribution; each item is an unsigned int requiring 4 bytes. The reason for limiting the dataset size to 3 billions of items is that we also want to compare the OpenMP version against the corresponding code executed on the MIC. Since each Intel Phi accelerator is equipped with 16 GB of RAM, we could not use a bigger input dataset. for all entry in S 1 do 4: item ← entry.key 5: counter ← entry.val 6: f ound ← S 2 .FIND(item)
if f ound then 8: newcounter.f ← counter.f + f ound.f
9:
newcounter.ε ← counter.ε + f ound.ε 10:
S C .P ut(item, newcounter)
11:
else 13: newcounter.f ← counter.f + min 2
14:
newcounter.ε ← counter.ε + min 2
15:
16:
end if 17: end for 18: for all entry in S 2 do 19: item ← entry.key 20: counter ← entry.val 21: newcounter.f ← counter.f + min 1
22:
newcounter.ε ← counter.ε + min 1
23:
24:
end for 25: sort S C by counters' frequency in ascending order 26: return S C 27: end procedure Figure 1 presents the Average Relative Error (ARE) we obtained in the first experiment. In particular, Figures 1a and 1b are related to the ARE values obtained running the algorithm on input datsets derived respectively by a zipfian distribution with skew parameter ρ = 1.1 and ρ = 1.8 respectively. The two curves shown in each figure are related to a different k-majority parameter, respectively k = 2000 and k = 4000. Similarly, Figures 1c and 1d depict the ARE values respectively for k = 2000 and k = 4000, and each one presents the results related to zipfian distributions with skew parameter ρ = 1.1 and ρ = 1.8. In all of the cases, the ARE values are either zero or extremely low and close to zero. Figure 2 depicts both the runtime and performances in term of scalability of the OpenMP version. Indeed, in order to analyze the scalability of the parallel algorithm, instead of plotting speedup and efficiency, we present plots using a logarithmic scale for both axes, in which we plot raw execution times varying the number of cores [25] . For strong scaling, i.e., for a problem of fixed size, a straight line with slope -1 indicates good scalability, whereas any upward curvature away from that line indicates limited scalability. The solid line (respectively the dashed line) is a least-squares fit of a straight line with slope -1 to the filled black triangle (respectively empty white triangle) data points. The runtime is expressed in seconds.
Even though the plots in Figure 2 seem to suggest limited parallel scalability, it is worth recalling here that the input dataset size is just 3 billion of items (in order to provide a fair comparison with the same code on the MIC architecture). This size is not enough to provide good scalability: indeed, owing to the so-called Amdahl effect [26] , increasing the problem size the speedup increases as well. The reason is that, in general, the overhead component has lower computational complexity than the potentially parallelizable part of a computation, so increasing the problem size the complexity of the potentially parallelizable part dominates the overhead complexity and the speedup increases as well. In all of the cases, the obtained speedup on 16 Xeon cores is between 12 and 13, for a corresponding efficiency between 75% and 81%.
To compare the same code on the Intel Xeon Phi accelerator, in the second experiment we did the following. Since in this case we are not interested in verifying the scalability (owing to the fact that accelerators and GPU as well are normally used in their entirety) or the error behavior, we used all of the 60 cores available on a MIC accelerator with hyper-threading enabled (4 hardware threads per core), executing 240 OpenMP threads. Results were compared to those obtained using all of the 8 cores available on a Xeon processor on the same cluster node, with hyper-threading disabled, executing 8 OpenMP threads. The choice of enabling hyperthreading with 4 hardware threads per core on the MIC is suggested by Intel to improve the performances (indeed, we also experimented using less than 4 hardware threads per core, obtaining worse performances). On the Galileo machine, we were not allowed to enable hyperthreading for the Xeon processors. Results are shown in Figure 3 . Surprisingly, the same implementation running in native mode on the Intel Phi many-core accelerator did not provide any real advantage with regard to the Intel Xeon processor. In particular, fixing the skew the Phi accelerator took longer than the Xeon processor to process the same dataset for k = 4000; moreover, fixing k = 2000, the Phi took longer than the Xeon to process the same dataset for ρ = 1.8. Finally, fixing k = 4000, the Phi took longer than the Xeon to process the same dataset for both ρ = 1.1 and ρ = 1.8.
The lesson learned is that, at least for this application, the MIC accelerator does not help. Finally, in the third experiment we compared our hybrid MPI/OpenMP parallel code against the pure MPI version. We tested the codes on 1, 32, 64, 128, 256 and 512 cores of execution. As shown on Figure 4 , the ARE values are either zero or extremely low and close to zero, even when using 512 cores. Regarding the performances depicted on Figure 5 , both versions exhibit relatively good scalability, with speedup between 336 and 366 on 512 cores of execution for a corresponding efficiency between 65% and 71%. It is worth recalling here that even in this case, the input size (29 billions of items) is not enough to provide good scalability owing to the Amdahl effect. Again, the lesson learned is that, for this application, the additional effort required to develop an hybrid MPI/OpenMP version is not worth in terms of performances.
CONCLUSIONS
We have presented a shared-memory version of our Parallel Space Saving algorithm, and studied its behavior with regard to accuracy and performances on multi and many-core processors, including the Intel Xeon and Phi. In particular, we carried out several experiments and reported extensive experimental results, including a comparison of an hybrid MPI/OpenMP version against a pure MPI based version. Our main findings are that, for this application, the use of MIC accelerators and hybrid MPI/OpenMP parallel code does not help and is not worth. 
