Towards a quantum Monte Carlo approach based on path resummations by AJW, T
Towards a Quantum Monte Carlo approach
based on path resummations
Alexander James William Thom
Trinity Hall, Cambridge
Dissertation submitted for the degree of Doctor of Philosophy
at the University of Cambridge, December 2006
Abstract
This thesis is concerned with the development of a new reformulation of the Path
Integral method in terms of graphs rather than paths. In it we describe the re-
formulation of the Path Integral method in a Slater determinant space. We have
developed a method of resumming paths in this space into graphs, objects on which
one can represent many paths. The signs of these graphs are very well behaved, with
a significant fraction being positive definite. The method in this form, however, is
unsuitable for large systems as it has a high scaling. To overcome this problem, we
recast the method in a form suitable for Monte Carlo evaluation; this process is not
possible for most correlated quantum chemical methods, which must instead resort
to significant levels of approximation.
We present some calculations on both the neon atom, and some small molecules
showing the ability of the full graph sums to describe molecular dissociation, even
in the very strongly correlated N2 molecule. We then demonstrate the accuracy of
this Monte Carlo against the full sums, as well as in comparison to Coupled Cluster
methods, on a test set of twenty closed shell molecules. The scaling of the Monte
Carlo with basis size is also considered. We also detail some of the more technical
aspects required in the implementation of this method, particularly in the generation
of graphs, along with the derivation of an eigenvector-based formulation of the graph
sums.
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Chapter 1
Introduction
One of the long-term aims in the field of theoretical and computational chemistry
is the accurate simulation of large systems, with hundreds or thousands of atoms.
Current simulations of this size are, at best, currently performed with DFT methods.
For larger systems, it is necessary to use empirical force-fields. Such approaches are
required because of the huge computer-time requirements of quantum mechanical
treatments.
Wavefunction based methods, such as Coupled Cluster Theory1 (e.g. CCSD(T))
which has emerged as the high accuracy method of choice, have the prohibitative cost
of a very high scaling with system size. For systems with N electrons, these methods
scale on O [N6]–O [N7], which makes them unfeasible for anything but the smallest
systems. Density Functional methods2,3 are regarded as being a good compromise
of accuracy against cost, and scale as O [N2]–O [N3], but have important failings
in treating strongly correlated systems,4 along with non-local correlation phenom-
ena such as van der Waals interactions.5 To circumvent these scaling restrictions,
localised methods6–8 are currently being developed, but it is unclear whether they
will be able to describe strongly correlated or delocalised systems.
Quantum Monte Carlo methods can in principle provide correlated energies at
a reasonable (O [N3]) scaling;9 however, when treating electronic systems, they are
plagued by the ‘Fermion Sign Problem’. This arises from the requirement of an-
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tisymmetry in the wavefunction which has the effect of making these calculations
vastly inefficient as system size increases.
To tackle the sign problem, a number of approaches have become popular, par-
ticularly Fixed-Node Diffusion Monte Carlo and its finite temperature counterpart,
Restricted Path Integral Monte Carlo. Both rely on a trial or reference wavefunction
or density matrix which restricts the domain of the Monte Carlo scheme, resulting
in an uncontrolled approximation. It has proven very difficult to go beyond these
methods as the number of electrons increases.
The majority of this thesis is concerned with the development of a new reformu-
lation of the Path Integral method in terms of graphs rather than paths. It is split
into two parts: Theory and Investigation. The first part begins with a Review, in
which some present methods and theory are briefly surveyed. This is followed by the
Exposition, in which we describe the reformulation of the Path Integral method in a
Slater determinant space. This choice of space was motivated by the desire to work
in an entirely antisymmetric space, and thus avoid the problem of many projector
based methods, which must avoid converging on the lower energy Bosonic, rather
than the Fermionic, ground state. However, in this the ‘Sign Problem’ quickly rears
itself in the sign of the paths to be summed, as these fluctuate wildly in sign. We
have developed a method of resumming these paths into graphs, objects on which
one can represent many paths. The signs of these graphs are very well behaved, with
a significant fraction being positive definite. The method in this form, however, is
unsuitable for large systems as it has a high scaling. To overcome this problem, we
recast the method in a form suitable for Monte Carlo evaluation; this process is not
possible for most correlated quantum chemical methods, which must instead resort
to significant levels of approximation.
In the second part, we present some calculations on both the neon atom, and
some small molecules showing the ability of the full graph sums to describe molecular
dissociation, even in the very strongly correlated N2 molecule. We then demonstrate
the accuracy of this Monte Carlo against the full sums, as well as in comparison
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to Coupled Cluster methods, on a test set of twenty closed shell molecules. The
scaling of the Monte Carlo with basis size is also considered. These investigations
are followed by some concluding remarks, which sum up the points made during the
discussion on the investigation, and end considering with some of the many possible
routes for continued investigation.
After the main body of the thesis are a number of appendices which detail
some of the more technical aspects required in the implementation of this method,
particularly in the generation of graphs. A discussion of size consistency follows,
along with the derivation of an eigenvector-based formulation of the graph sums.
3
Part I
Theory
5
Chapter 2
Review
To set up the language and notation required later in the Exposition, it is convenient
to review the well-established methods on which new theory in the Exposition is
based. We begin with a brief review of the one-electron method, Hartree–Fock
theory, which is used to provide the necessary one-electron orbitals upon which our
explicitly correlated method is based. Using the molecular orbitals of Hartree–Fock
Theory, we describe the Configuration Interaction method, which can in principle
be used to give the ‘exact’ wavefunction of the system with this given constraint
of basis, expanded in terms of the Slater Determinants which form the basis of our
later theory. This is followed by a brief review of some of the post-Hartre–Fock
wavefunction-based methods to which we shall compare results.
We then review some Monte Carlo methods which are required for our later
development of a Graph Integral Monte Carlo, and follow this with a discussion
of conventional Quantum Monte Carlo methods. After this there is a review of
Feynman’s Path Integral formulation of Quantum Mechanics, whose formulation
and failings in the case of Fermionic systems inspired the starting point for the later
expounded “Graph Integral” method.
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2.1 Hartree–Fock Theory
Because of its simple formulation and ability to capture the vast majority of the
energy of a molecular system, Hartree–Fock theory has be come the de facto starting
point for most wavefunction-based quantum chemical methods. It seeks a good
approximation to the wavefunction of a system of electrons in terms of molecular
(spin-)orbitals, each of which contains an electron. These molecular orbitals are
expressed as linear combinations of atomic basis functions from a set which has
been optimised so as to allow a good representation of the correlated electronic
structure of atoms and some small molecules. Discussion of the various possible
sets of atomic basis functions is beyond the scope of this thesis, and when applying
methods to molecular systems, we have chosen to use a well-investigated Dunning
correlation consistent set of atomic basis functions,10 the cc-pVXZ set, which have
been shown to well-describe correlated energies in a variety of systems.11,12
Once a given set of atomic basis functions, {u1, . . . , uM}, has been chosen, we
seek to create a set of Hartree–Fock spin-orbitals, {φ1, . . . , φ2M}, which are an or-
thonormal linear combination of these basis functions,
φi(x) =
M∑
α=1
ciαuα(r)χi(ω). (2.1)
Here x = (r, ω), containing both spatial and spin co-ordinates, and each orbital has
a spin function, χi(ω), attached, which corresponds to the electron being either up-
spin, α(ω), or down-spin, β(ω). To describe a molecular wavefunction, we occupy
the N orbitals lowest in energy, and write the wavefunction as a Slater determinant,
ΨHF (x1, . . . ,xN) =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣
φ1(x1) φ2(x1) · · · φN(x1)
φ1(x2) φ2(x2) · · · φN(x2)
...
...
. . .
...
φ1(xN ) φ2(xN) · · · φN(xN)
∣∣∣∣∣∣∣∣∣∣∣∣
, (2.2)
with xi being the co-ordinates of the ith electron. This formulation automatically
ensures the antisymmetry required by the Pauli Principle.
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Within the Born–Oppenheimer approximation,13 the electronic Hamiltonian of
this system in atomic units is
Hˆ = Enuc +
N∑
i=1
(
−1
2
∇2i −
Nnuc∑
I=1
ZI
|RI − ri|
)
+
N∑
i=1
N∑
j=i+1
1
|ri − rj| , (2.3)
where
Enuc =
Nnuc∑
I=1
Nnuc∑
J=I+1
ZIZJ
|RI −RJ | (2.4)
is the electrostatic energy of the Nnuc nuclei each with charge ZI and position RI .
Combining the one-electron terms into a single operator, hˆ(r), we may write this in
a more simplified manner as
Hˆ = Enuc +
N∑
i=1
hˆ(ri) +
N∑
i<j
1
|ri − rj| . (2.5)
Hartree–Fock theory14,15 seeks to minimise the Hartree–Fock energy, which is
given by EHF = 〈ΨHF |Hˆ|ΨHF 〉, using the variational theorem. This results in the
requirement to find the eigenfunctions of the one-electron Fock operator,
fˆ(r1) = hˆ(r1) +
N∑
i=1
∫
dr2
φ∗i (r2)φi(r2)− φ∗i (r2)φi(r1)Pˆ12
|r1 − r2| , (2.6)
where Pˆ12 is an operator which swaps co-ordinates r1 and r2 to achieve an exchange
contribution. The eigenfunctions of this operator, {φi}, are orbitals in which each
electron is subjected to Coulomb and exchange terms from all other electrons in the
system, and so the eigenfunction equation must be solved iteratively to achieve self-
consistency. This process results in anO [M4] scaling, although direct methods16 can
reduce this scaling to O [N3]. The resultant eigenvalues, {fi}, are the Hartree–Fock
energies of the orbitals, and establish an energy ordering for the orbitals.
Although the Hartree–Fock energy makes up the vast majority of the total energy
of a molecular system, as it is a one-electron theory, Hartree–Fock fails to take into
account the correlation between electrons, with the distribution of an electron in
one orbital being irrespective to the precise position of electrons which occupy other
orbitals. This correlation makes a relatively small but vital contribution to the
9
total energy, and is very important when studying the change in energy for a given
reaction, which is also very small compared to the total energies.
Post-Hartree–Fock methods use the Hartree–Fock orbitals as a basis from which
to take into account correlation, and we review a number of them in the following
sections.
2.2 Configuration Interaction
The configuration interaction method is a benchmark method with respect to quan-
tum chemical calculations. Within a basis of Slater determinants, the energy of a
system is variationally minimised, and the wavefunction expanded in terms of Slater
determinants made up from the Hartree–Fock orbitals, {φ1, . . . , φ2M}.
We denoteDi(x1, . . . ,xN) to be a Slater determinant (the label i being an ordered
N -tuple of distinct integers chosen from 1 to 2M),
Di ≡ Di1i2...iN =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣
φi1(x1) φi2(x1) · · · φiN (x1)
φi1(x2) φi2(x2) · · · φiN (x2)
...
...
. . .
...
φi1(xN) φi2(xN) · · · φiN (xN )
∣∣∣∣∣∣∣∣∣∣∣∣
. (2.7)
The set of all determinants, {Di}, is a set of orthonormal antisymmetric functions
suitable for solving the many-electron Schro¨dinger equation,
Hˆ = Enuc +
N∑
i=1
hˆ(ri) +
N∑
i<j
1
|ri − rj| . (2.8)
A Full Configuration Interaction (Full CI or FCI) calculation is the solution of this
equation over the full basis of Slater determinant, and is performed by diagonal-
ising the Hamiltonian matrix, Hij = 〈Di|Hˆ|Dj〉. These matrix elements may be
calculated using the Slater–Condon rules,17–19 which are found in Table 2.1. Be-
cause the Hamiltonian is a two-electron operator, these are only non-zero between
determinants which differ by two or fewer occupied orbitals.
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Differing orbitals One-electron term Two-electron term
> 2 0 0
ij → ab 0 〈ij|ab〉 − 〈ij|ba〉
i→ a hia
∑
j [〈ij|aj〉 − 〈ij|ja〉]
None
∑
i hii
∑
i<j [〈ij|ij〉 − 〈ij|ji〉]
Table 2.1: The Slater–Condon rules for determinants with differing orbitals.
To interpret Table 2.1, we show some notation for one- and two-electron integrals,
hij = 〈φi(r)|hˆ(r)|φj(r)〉 (2.9)
〈ij|ab〉 =
〈
φi(r1)φj(r2)
∣∣∣∣ 1|r1 − r2|
∣∣∣∣φa(r1)φb(r2)
〉
. (2.10)
The diagonalisation of the Hamiltonian yields eigenvalues, εk, and eigenvectors,
vk, which correspond to the eigenfunctions Ψk =
∑
i vkiDi. The lowest eigenvalue,
ε1, is the ground-state energy of the system, and the corresponding eigenfunction,
Ψ1, the ground-state wavefunction. The ground-state energy includes all possible
correlations available given the choice of basis, and is used to define the correlation
energy, Ecorr = EHF − ε1.
Unfortunately, full CI calculations can only be performed for the very small-
est systems, because the size of the matrix involved scales as the total number of
determinants,
Ndet =
(
2M
N
)
, (2.11)
which produces unmanageably large matrices as the number of electrons and basis
functions grows. When it can be performed it is a useful benchmark against which
to test other methods.
To make the problem more manageable, some approximations to full CI have
been developed which restrict the determinants considered. It is convenient to define
the following notation for excitations of the Hartree–Fock determinant. We may
denote the occupied orbitals in the Hartree–Fock determinant by {i, j, . . . }, and
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the unoccupied (virtual) orbitals by {a, b, . . . }. Using this notation, we define a
determinant Dabij to be a determinant where orbitals i and j have been replaced by
orbitals a and b. This is a double excitation.
Single excitations are denoted Dai , and through Brillouin’s Theorem
20,21 have a
zero Hamiltonian matrix element to the Hartree–Fock determinant, 〈D0|Hˆ|Dai 〉 = 0.
The first possible truncation of FCI therefore includes only double excitations,
Dabij , and is known as CI doubles (CID). More often used is CI Singles and Dou-
bles (CISD), which includes determinants no more than double excitations from the
Hartree–Fock determinant. Although the singles do not interact with the Hartree–
Fock determinant, they do have a matrix element with the double excitations,
〈Dai |Hˆ|Dabij 〉, and do make a small contribution to the correlation energy. In CISD
the matrices scale as O [M2N2], and the diagonalisation as between O [M4N2] and
O [M6N6] dependent on the sparsity of the Hamiltonian, and the number of eigen-
values required.
Another often used approximation is to correlate only the highest energy elec-
trons, with the lower energy core electrons being ‘frozen’. A modified Hamiltonian
for this approach is
Hˆ = Ecore +
N∑
i=1
hˆ′(ri) +
N∑
i<j
1
|ri − rj| , (2.12)
where N now refers only to the active electrons. The contributions from the Nfr
frozen electrons have been summed into both the core energy and the one electron
operator,
Ecore = Enuc +
Nfr∑
i=1
〈φi|hˆ|φi〉+
Nfr∑
i<j
〈ij|ij〉 − 〈ij|ji〉
〈φa|hˆ′|φb〉 = 〈φa|hˆ|φb〉+
Nfr∑
i=1
〈ia|ib〉 − 〈ia|bi〉. (2.13)
The effect on the energy of freezing the core electrons is small, and, more impor-
tantly, does not vary significantly between the reactants and products of a reaction,
so has little effect on the calculation of reaction energies.22 Freezing the core elec-
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trons allows calculations to be performed with the active valence electrons on heavier
atoms, where all-electron calculations are infeasible.
2.3 Møller–Plesset Theory
Møller–Plesset theory23 is the application of Rayleigh–Schro¨dinger many-body per-
turbation theory using the many-electron Fock operator, Fˆ =
∑N
i=1 fˆ(ri), and
Hartree–Fock determinant, D0, as the reference. The perturbation applied is the
difference between Fock and Hamiltonian operators, Uˆ = Hˆ − Fˆ . The relevant re-
sults are easily derived in any standard quantum chemistry text,24 and are listed in
Table 2.2.
Perturbation Level Perturbation Energy
MP0 〈D0|Fˆ |D0〉 =
∑N
i=1 fi
MP1 〈D0|Fˆ |D0〉+ 〈D0|Uˆ |D0〉 = 〈D0|Hˆ|D0〉
MP2 〈D0|Hˆ|D0〉+
∑
i
|〈D0|Hˆ|Di〉|2
〈D0|Fˆ |D0〉−〈Di|Fˆ |Di〉
Table 2.2: The energies of the first three levels of Møller–Plesset Theory.
To the zeroth order, the energy is merely the sum of the Hartree–Fock eigenval-
ues, EMP0 =
∑N
i=1 fi, and the first order of perturbation recovers the Hartree–Fock
energy. The second order contribution requires only the matrix elements between
the Hartree–Fock determinant, and all other determinants, and the Hartree–Fock
energies of the orbitals. This sum naturally truncates at double excitations because
of the two-electron nature of the Hamiltonian.
The theory can be applied up to any level of perturbation, but it has been shown25
that the convergence of the perturbation series is poor, and so only second order
theory (MP2) is commonly used. Because of the energy denominator, Møller–Plesset
theory experiences problems when considering degenerate states, a classic example
of which is the divergence of the MP2 energy for the dissociation of the hydrogen
molecule.25 This limits the method to studying geometries close to equilibrium,
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but there it achieves fairly accurate results at a modest scaling, O [M2N2] once the
required two-electron integrals have been calculated (an O [M4N ] process26).
2.4 Coupled Cluster Theory
Coupled Cluster theory stems from a motivation to find an improved theory to
truncated CI theory which is inherently size-consistent. Size-consistency is an often
ill-defined concept, and we consider it in some detail in Appendix C.
To achieve a size-consistent theory, Coupled Cluster theory begins with the ex-
ponential ansatz,
ΨCC = e
TˆΨHF . (2.14)
Here, Tˆ is an excitation operator which is the sum of terms which excite electrons
from occupied orbitals to virtuals, and weight the excitations appropriately,
Tˆ =
∑
i,a
c ai tˆ
a
i +
∑
i<j
a<b
c abij tˆ
ab
ij + . . . . (2.15)
The excitation operator tˆ abij acting on a determinant containing orbitals i and j
gives a determinant with these replaced by a and b, tˆ abijD0 = D
ab
ij . On acting on a
determinant which does not contain both i and j, or already contains a or b, the
result is zero. The value c abij is the resultant weight of that excitation.
In practice, the excitation operator is truncated at some level (as for CI calcu-
lations, a convenient choice is at singles and doubles, to give CCSD). This allows
the weights to be determined by iterative solution of a set of non-linear equations.
Once determined, the coupled cluster energy is given by ECC = 〈ΨHF |Hˆ|ΨCC〉, and
is therefore non-variational (i.e. can fall below the exact energy from FCI calcu-
lations). In practice, the CCSD energy is a very good approximation to the exact
energy for molecules around equilibrium, but fails as molecules are moved away from
this. It scales as O [N6], and so is still limited to the study of smaller systems.
For exceedingly accurate calculations, it is necessary to go beyond singles and
doubles and to include triples with CCSDT. The equations for this are considerably
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more complicated, and the method scales asO [N8]. A simpler approximation is that
of CCSD(T), which includes a perturbative treatment of triple excitations. This has
a scaling of O [N7], but inherits the failings of perturbation theory when treating
systems with near-degeneracies.27
2.5 Monte Carlo
Thus far in the review we have encountered some theories with relatively low scaling
with system size, but which do not model the effects of electron correlation to a high
accuracy. We have also seen some highly accurate methods, but with too costly a
scaling for them to be practicable for larger systems. In this section we review some
background theory about Monte Carlo, before moving on to some Monte Carlo based
methods which have the promise of high accuracy along with low scaling with system
size.
Integration
The evaluation of expectation values for high-dimensional systems is an almost im-
possible task as the space over which an integration or summation is performed
is too large for it to be done by a simple numerical method because of the high
dimension of the space.
In evaluating a d-dimensional integral with M points using a simple quadrature
such as Simpson’s rule, the error scales asM−4/d, so for a high-dimensional integral,
the error decreases very slowly as the number of points is increased.
The Monte Carlo method involves sampling an integrand, f(xi), according to a
probability distribution, p(xi),
I =
∫ b
a
f(x)dx =
∫ b
a
f(x)
p(x)
p(x)dx ≈
∑
xi∼p(xi)
f(xi)
p(xi)
(2.16)
where xi ∼ p(xi) means that points xi are chosen according to the probability
distribution p(xi). To be a probability distribution, p must satisfy the following
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conditions,
p(x) ≥ 0 (2.17)∫ b
a
p(x)dx = 1 (2.18)
Thus, given any probability distribution, we can use this to importance sample the
integrand f(x). Through the Central Limit Theorem, with enough points, M , the
error in the estimate of I scales as 1√
M
.
Detailed Balance and Metropolis Monte Carlo
In higher dimensional integrals, we can denote the coordinate space over which
sampling is performed as R. One method of choosing the points according to a
distribution p(R) is, given a point Ri, to choose the next pointRi+1 by moving some
small displacement δRi. This scheme creates a list of points, R1, . . . ,RM , which is
a Markov chain. To ensure this chain samples space correctly, it is necessary that it
obey the detailed balance condition that the probability of moving from Ri → Rj
is the same as moving in reverse, Rj → Ri,
p(Ri)P (Ri → Rj) = p(Rj)P (Rj → Ri), (2.19)
where p(Ri) is the probability of being in state i, and P (Ri → Rj) is the probability
of moving from state i to state j. This can be broken down into
P (Ri → Rj) = Pgen(Ri → Rj)Pacc(Ri → Rj), (2.20)
where Pgen(Ri → Rj) is the probability of choosing the move and Pacc(Ri → Rj) is
the probability of accepting the move.
Metropolis et al.28 showed that one way of satisfying this condition is to choose
Pacc(Ri → Rj) = min
(
1,
p(Rj)Pgen(Rj → Ri)
p(Ri)Pgen(Ri → Rj)
)
. (2.21)
If we choose the generation probability to be symmetric, i.e. Pgen(Ri → Rj) =
Pgen(Rj → Ri), then this reduces to
Pacc(Ri → Rj) = min
(
1,
p(Rj)
p(Ri)
)
. (2.22)
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To implement the Metropolis algorithm, the following steps are taken
1. Choose a start position R = R1, and calculate p(R).
2. Generate a new position R′ = R+ δR.
3. Calculate p(R′), and calculate the ratio r = p(R
′)
p(R)
.
4. If r ≥ 1, set R = R′, otherwise generate a random number 0 ≤ x < 1, and if
x < r, set R = R′, otherwise leave R as it is.
5. Calculate the integrand, f(R), and add this to the total.
6. Repeat from step 2.
The value of the integral I is then given by
I = lim
M→∞
IM = lim
M→∞
1
M
M∑
i
f(Ri). (2.23)
Error analysis
We may calculate the error in the value, IT , obtained from T steps by regarding the
sequence of f(Ri) as a set of randomly distributed samples. The mean of this is
given by IT , and our confidence in IT as an estimator of the true mean, I, is given
as the expected standard deviation of our estimate, IT , around the true mean, I,
sIT =
σIT√
Nind − 1
. (2.24)
σIT is the standard deviation of the set of values making up IT , and Nind is the
number of independent samples in this set.
Nind is usually less than T due primarily to two factors. Firstly, not all Monte
Carlo moves are acceptances, so two configurations, Ri and Ri+1, may be identical.
The average acceptance ratio of moves will determine this factor. Secondly, a move
may not significantly change the configuration. If δR is small, the new configurations
which are accepted will be fairly similar to the previous ones, so each move does
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not generate a fully independent configuration. This factor may be investigated
by looking at the correlation time of a simulation, which is loosely defined as a
minimum of an autocorrelation function,
a(t) =
T−t∑
i=1
f(Ri)f(Ri+t). (2.25)
Such autocorrelation functions are expensive to compute in long simulations,
as they require a large number of summations and that all the values {f(Ri)} are
stored. An alternative and cheaper method which has been shown to be equivalent
by Flyvbjerg and Petersen,29 is that of a blocking analysis.
A given set of simulation data, fi = f(Ri), may be split into a number of blocks
of size L,
BL1 = {f1, f2, . . . , fL};BL2 = {fL+1, . . . , f2L}; . . . ;BLn = {fnL+1, . . . , f(n+1)L}.
For the rest of this section, the superscript L will be a variable referring to block
size, and not a power index. The data of each block has mean, mLi = 〈BLi 〉, and for
each block length, L, we may calculate the set of means of blocks, ML = {mLi }. If
the length of block is greater than the correlation time, then the the mean of each
block, mLi , can be regarded as an independent measurement. The set of means M
L
of this block length will therefore be a set of N = T
L
independent samples of from
the distribution, and will have a standard deviation, σL, and which is related to the
true standard deviation of the distribution,
sIT =
σL√
N − 1 (2.26)
Plotting σ
L√
N−1 against L will achieve a plateau when L exceeds the correlation
time.
We may plot such a graph for all L, but it is more computationally efficient to
calculate values of σL for values L = 2n. Such a blocking analysis is shown in Figure
2.1, where the horizontal axis measures log2(L) and the vertical σ
L/
√
N − 1.
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Figure 2.1: An example blocking analysis for calculations for the water molecule in three
different bases (cc-pVDZ, cc-pVTZ, cc-pVQZ). On the x-axis the block size is shown, in
ascending powers of 2, and on the y-axis is the estimate of sIT corresponding to this block
size. A total of 227 steps were taken for each calculation, and plateaux appear at block
sizes of about 217, 219, and 221 steps for the different bases. These numbers are a good
estimate of the correlation time, and calculation of the errors using blocks with any size
larger than this will give a reliable estimate. As the block size increases, the number of
independent samples used to calculate this error estimate decreases, and the error bars on
this estimate increase.
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2.6 Variational Monte Carlo
Variational Monte Carlo, in its simplest form, seeks to apply Monte Carlo to evaluate
the energy of a trial multi-electron wavefunction, ΨT (R), which is a function of
all electron co-ordinates, R = (r1, . . . , rN). Through the variational theorem, the
energy of this wavefunction is always greater than that of the ground state,
〈E〉 = 〈ΨT |Hˆ|ΨT 〉〈ΨT |ΨT 〉 ≥ ε0. (2.27)
The energy expectation value is cast as a weighted average of the local energy,
EL(R).
EL(R) =
HˆΨT (R)
ΨT (R)
(2.28)
ET = 〈E〉 =
〈
|ΨT (R)|2 HˆΨT (R)
ΨT (R)
〉/
〈|ΨT (R)|2〉 (2.29)
=
〈EL(R)〉|ΨT |2
〈1〉|ΨT |2
= 〈EL〉|ΨT |2 (2.30)
For a given wavefunction, ΨT , Monte Carlo can be used to evaluate this expec-
tation value, and the energy of ΨT found, a process which would otherwise require
a very high-dimensional integration to be performed.
With this faster evaluation process for the energy, it becomes feasible to cast
ΨT as a function of additional variational parameters, χ, which typically introduce
electron correlation by means of a product of an orbital part derived from Hartree–
Fock orbitals, and a correlation factor.
One such commonly used factor is the Jastrow factor30 which is a function of
the inter-electron distances, and so can introduce so-called r12 correlation into the
wavefunction. A Slater–Jastrow wavefunction is of a form such as
ΨSJ(R) = e
J(R)ΨHF (R), (2.31)
which is based the Hartree–Fock Slater determinant, ΨHF , and a Jastrow factor
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such as
J(R) =
N∑
i<j
u(rij) +
N∑
i
Nnuc∑
I
χI(riI) +
∑
i<j
Nnuc∑
I
fI(rij, riI , rjI)
+
N∑
i<j
p(rij) +
N∑
i
q(ri). (2.32)
This form is used by Drummond et al.,31 and contains two-body correlation func-
tions, u and χ for describing electron-electron and electron-nuclear correlation, and
three-body electron-electron-nuclear functions, f . These allow the wavefunction to
describe the electron-electron and electron-nuclear cusps,32,33 which are vital for an
accurate determination of the energy, and are poorly described by commonly used
Gaussian basis sets. The functions p and q are plane-wave terms which help describe
correlation in periodic systems.
Each of these functions contains sets of parameters, and the complete set, χ, is
then optimised to minimise the trial wavefunction energy, ET . This has been shown
34
to capture some 50%–90% of the correlation energies for atoms using a relatively
simple correlation factor.35 More complicated forms of wavefunction, which included
multiple configurations as well as three- and higher-body interactions, have been
studied by Filippi and Umrigar.36 For the difficult case of N2, they recover up to
83% of the correlation energy, but stress that the efficiency of the optimisation of
the parameter decreases vastly with the increasing number of parameters.
2.7 Diffusion Monte Carlo
Diffusion Monte Carlo is based upon the numerical solution of the Schro¨dinger equa-
tion without an explicit wavefunction. This is made possible by turning to the
imaginary time formulation of the Schro¨dinger Equation.
Beginning with the time-dependent Schro¨dinger Equation,
∂Ψ(R, t)
∂t
= −iHˆΨ(R, t), (2.33)
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we may create the imaginary time variable, τ = it, and rewrite Equation (2.33) as
∂Ψ(R, τ)
∂τ
= −HˆΨ(R, τ). (2.34)
If Hˆ is not time-dependent, Ψ(R, τ) may be expanded out in terms of the time-
independent eigen-values and -functions of Hˆ , {εi, ψi},
Ψ(R, τ) =
∑
i
ci(τ)ψi(R). (2.35)
Substituting this into Equation (2.34), we may solve for the coefficients, finding that
ci(τ) = ci(0)e
−εiτ . (2.36)
Thus we find that the coefficient of the ground state, c1(τ), decays the least rapidly.
By creating a modified Hamiltonian, HˆT = Hˆ−ET , we may, by adjusting ET towards
ε1, ensure that the imaginary-time evolved wavefunction tends to the ground state,
lim
τ→∞
Ψ(R, τ) = ψ1(R). (2.37)
By numerically solving (integrating) Equation (2.34), we may obtain the ground
state wavefunction. Furthermore, to evaluate an energy, 〈E〉, we need only sample
the long-τ tail of a distribution which obeys the same equation.
This sampling is performed by noting that the Schro¨dinger equation may be split
into two terms,
∂Ψ
∂τ
= −HˆTΨ = −TˆΨ− (Vˆ − ET )Ψ, (2.38)
where Tˆ =
∑
i∇2i . The first term, −TˆΨ, represents exactly the diffusion of an object
in the many-dimensional R-space, and the latter, −(Vˆ − ET )Ψ, the distribution of
sources and sinks of such objects. The sampling can therefore be performed by
simulating a set of ‘walkers’, each with a position in R-space, Ri, creating and
destroying them according to V (Ri). The long-time distribution of these walkers is
that of the ground-state many-electron wavefunction, so the ground state energy is
given by the expectation value of the local energy, which for a series of point-like
walkers is the sum of the local potentials,
∑
i V (Ri).
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Anderson’s original formulation of DMC was applied to the H+3 ion
37 giving the
energy very successfully, but calculations on larger systems are made complicated
by nodal surfaces in the wavefunction.
Equation (2.34) implicitly assumes Ψ to be a probability distribution, ignoring
regions of positive and negative sign. Each region must be handled separately†,
and so walkers must not be allowed to cross the nodal surfaces. Ceperley’s tiling
theorem38 states that all nodal pockets are equivalent, so the Schro¨dinger equation
need only be solved in the single nodal pocket in which the walkers are started.
To approximate the boundaries of this pocket, a reference wavefunction is used,
often based upon a VMC wavefunction. This technique is known as the fixed-node
approximation, and a popular algorithm for implementing this is given by Umrigar
et al.39 . The accuracy of the fixed-node approximation depends upon the nodal
surface of the reference wavefunction, and a benchmark on the G1 set40,41 has shown
it to be of up to ‘chemical accuracy’ with comparison to CCSD(T) calculations with
a cc-pVQZ basis.42
Very large scale calculations by Filippi36 have improved slightly upon this with
a highly parameterised VMC wavefunction, but at the expense of much further
complexity in the optimisation stage.
2.8 Path Integral Monte Carlo
All the theories so far reviewed have been based on the theory of quantum me-
chanics based on classical Hamiltonian dynamics. An alternative formulation was
proposed by Feynman43 where quantities are written in terms of integrals over the
possible paths a system may take. In the “real-space imaginary-time” formulation,
the path integral represents a sum over paths in which one propagates the world-
lines of N electrons for an imaginary time ih¯β from a given point, X = (x1, . . . ,xN),
†Each region contains walkers with a sign corresponding to the sign of that region. If the
walkers were allowed to mix, a huge inefficiency would be introduced with contributions from
positive walkers cancelling those from negative ones.
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in the N -electron configuration space back to the same point up to a permutation
of the electron labels, PˆX = (xi1 ,xi2, . . . ,xiN ). A given path can be described by
a continuous function, X(τ) with τ running from 0 to h¯β. Each such path car-
ries an associated Boltzmann weight determined by the Hamiltonian of the system,
multiplied by the sign of the permutation,
w[X(τ);X, PˆX] = sign(PˆX)
(
exp
[
−1
h¯
∫ h¯β
0
m|X˙|2
2
+ V [X(τ)]dτ
])
X(h¯β)=PˆX(0)
.
(2.39)
The partition function is defined as the functional integral of the weight over all
such paths, for all permutations of end points and for all initial positions X,
Q =
1
N !
∫ ∑
Pˆ
∫ (
w[X(τ);X, PˆX]
)
DX(τ)

 dX. (2.40)
The expectation value of the energy at a finite β = (kT )−1 can be found through
the relation
E = −∂ lnQ
∂β
, (2.41)
and takes the form
E =
1
Q
1
N !
∫ ∑
Pˆ
∫ (
E[X(τ)]w[X(τ);X, PˆX]
)
DX(τ)

 dX, (2.42)
where E[X(τ)] is an energy estimator derived from the Hamiltonian of the system.44
In numerical implementation, the continuous path is discretised into a number, P ,
of time slices,
X(τ)→ X1,X2, . . . .XP , PˆX1. (2.43)
Expectation values of type (2.42) can be computed by averaging over such paths,
with the caveat that the probability to generate a given path is proportional to the
absolute value of the weight, leading to
E =
〈sign(w)E[X]〉|w|
〈sign(w)〉|w| . (2.44)
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However, when attempting to evaluate these expectation values, a “minus-sign”
problem is encountered. The expectation values must sum together all the possible
permutations of paths, and, as β or N become large, the number of permutations
grows exponentially, and a cancellation occurs between the even- and odd-permuted
paths. This makes the denominator in Equation (2.44) very difficult to estimate.
Many years ago, Feynman and Hibbs45 summed up the problem succinctly:
It is very difficult to sum an alternating series of large terms which are
decreasing slowly in magnitude when a precise analytic formula for each
term is not available.
As a consequence, an enormous amount of effort has been devoted to solving
this problem, as the method works very successfully for Bosonic systems where the
“minus-sign” problem is not encountered.46 The best current methods circumvent
the problem in an approximate way through the imposition of constraints in the gen-
eration of paths. For example, in the restricted path-integral method of Ceperley,47
the paths are restricted to remain within a region of a trial density function bounded
by a nodal surface. This is the path integral version of the fixed-node approximation
of the zero-temperature diffusion Monte Carlo method.48 Release-node methods are
in principle one way forward, and have been applied to small molecules.49 However,
the release-node method does not seem practical for larger numbers of electrons.
The motivation for developing quantum Monte Carlo methods is the prospect
of a correlated method with an O [N3] scaling with system size,9 which is much
more favourable than the post-Hartree–Fock methods considered above. However,
the sign problem poses the ultimate difficulty.
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Chapter 3
Exposition
In this chapter, we expound a novel method of calculating the energy of a system,
formulated initially as a discrete path integral expressed in Slater determinant space.
The sign of paths in this space is still, however, poorly behaved. The sum over paths
may be transformed into a sum over graphs which sum together exponentially large
numbers of paths. The contribution from each graph is derived through a series of
combinatorial identities to give a contour integral form for the contribution, which
can be evaluated by means of the residue theorem to give a closed form for each
contribution. In Appendix D, the contour integral form is then further manipulated
to result in a simpler matrix expression which is used to generate the results in the
remainder of this work.
The sum over graphs is then re-expressed as a weighted expectation value suitable
for Monte Carlo; the technical details of graph generation and enumeration required
to perform the Monte Carlo have been included in Appendix B. Both full sums over
graphs, and Monte Carlo in the same space are then investigated in Part II
3.1 Discrete Path Integration
We begin by examining the partition function at a finite temperature, β = 1
kT
,
Q = Tr[e−βHˆ ]. (3.1)
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Since the trace can be taken in any orthonormal basis, we will chose the basis
of Slater Determinants, Di. This basis automatically satisfies the antisymmetry
requirements of the Pauli Principle, so avoiding explicit antisymmetrisation.
Analogously to the standard techniques of path integration, we can express Q in
terms of paths, although now in the discrete determinant space. A closed path of P
steps takes the form Di1, Di2, . . . , DiP , Di1. The Boltzmann weight of such a path is
given by
w(P )[i1i2 . . . iP i1] = 〈Di1|e−
βHˆ
P |Di2〉〈Di2|e−
βHˆ
P |Di3〉 . . . 〈DiP |e−
βHˆ
P |Di1〉. (3.2)
= ρi1i2ρi2i3 . . . ρiP i1︸ ︷︷ ︸
P steps
, (3.3)
where we have denoted ρij = 〈Di|e−βHˆP |Dj〉. The partition function can be expressed
as a discrete path integral, the sum of such paths:
Q = Tr[e−βHˆ ] =
∑
i
〈Di|e−βHˆ |Di〉 (3.4)
=
∑
i1
∑
i2
· · ·
∑
iP
w(P )[i1i2 . . . iP i1]. (3.5)
As the weight of each path is the product of P factors of varying signs, the sign of
each weight is a poorly behaved quantity. Indeed, small variations in the path can
produce wild fluctuations in the sign of the weight.
This situation can be eased, however, by the ability to sum large numbers of
paths into a single term. Let us consider a v-vertex graph, which consists of v
distinct determinants, each of which is considered a vertex of the graph,
G = {Di, Dj, Dk, . . . }︸ ︷︷ ︸
v determinants
, (3.6)
in no particular order. As depicted in Figure 3.1, the connectivity of this graph is
determined by the ρ matrix elements, ρij, between the determinants of the graph;
an edge of the graph between vertices i and j carries weight ρij = 〈Di|e−βHˆP |Dj〉
corresponding to the matrix element between the determinants corresponding to
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Figure 3.1: A demonstration of the various components of a graph. On the left, a typical
3-vertex graph, (ijk), is shown. This represents all the possible processes shown on the
right, along with their associated weights. Self-hops are shown as a circle beginning and
ending at the same vertex. Hops between vertices are shown as a directed edge between
vertices. As we have a symmetric Hamiltonian the two directions of a hop have the same
weight, ρij = ρji etc.
the vertices at the start and end of the edge, Di and Dj. Elements such as ρjj are
represented by self-edges which begin and end at the same vertex (in this case j). If
an element ρjk = 0, we represent this by removing edge (j,k) from the graph.
A graph, G, is an object on which one can represent the paths which visit
exclusively the vertices (determinants) in G. The weight, w′[G], of a given graph is
obtained by summing over all such paths of length P ,
w′[G] =
∑
i1∈G
∑
i2∈G
· · ·
∑
iP∈G
′
w(P )[i1i2 . . . iP i1]. (3.7)
The ′ indicates that the summation indices i1, i2, . . . , iP are chosen from the set G
in such a way that each vertex in G is visited at least once.† As displayed in Figure
3.2, this condition ensures that the weights of two different graphs Ga and Gb which
†Although we define the weight of a graph as w′[G], when we come to calculate these weights,
it is convenient to calculate the quantity w[G] which is obtained by performing the unprimed sum
over all paths of length P in G,
w[G] =
∑
i1∈G
∑
i2∈G
· · ·
∑
iP ∈G
w(P )[i1i2 . . . iP i1]. (3.8)
The weight w′[G] can be derived from this as we shall later show.
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Figure 3.2: A demonstration of some paths for P = 6. Here we have Gc = Ga ∩Gb. Path
ijkkjii can only be in w[Ga], and path ikkilli in w[Gb], but path iikkkii is counted in
w[Ga], w[Gb], and w[Gc], so must be subtracted to give w
′[Ga] and w′[Gb].
differ in at least one vertex do not include the paths which visit only the vertices
of the set Gc = Ga ∩ Gb. Therefore the sum w′[Ga] + w′[Gb] will not count the
contribution of such paths, which will be counted in the weight of the smaller graph
w′[Gc].
As a result, the partition function can be expressed, not as a “sum over paths”,
but rather a contracted “sum over graphs”,
Q =
∑
v
∑
Gv
w′[Gv]. (3.9)
Here the sum over v represents a sum over one-vertex, two-vertex, three-vertex, &c.
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graphs, and for each v the sum over Gv is a sum over all v-vertex graphs. Since each
graph represents a sum over many paths of typically alternating sign, the weight
of a graph can be expected to be a much better behaved quantity than that of the
individual paths.
The Energy Estimator
Using the thermal density matrix, e−βHˆ , as above, the expectation value of any
operator Oˆ is given by
〈Oˆ〉 = Tr[Oˆe
−βHˆ ]
Tr[e−βHˆ ]
. (3.10)
We can write the expectation value of the energy as
〈E〉 = Tr[Hˆe
−βHˆ ]
Tr[e−βHˆ ]
=
∑
i 〈Di|Hˆe−βHˆ |Di〉∑
i 〈Di|e−βHˆ |Di〉
. (3.11)
For each determinant Di we define the quantities
wi = 〈Di|e−βHˆ |Di〉, E˜i = −∂ lnwi
∂β
=
〈Di|Hˆe−βHˆ |Di〉
〈Di|e−βHˆ |Di〉
=
〈Di|Hˆe−βHˆ |Di〉
wi
. (3.12)
From this, we can recast the original sum in (3.11) as
〈E〉 =
∑
iwiE˜i∑
i wi
. (3.13)
The weights, wi, are calculable with a path sum in which the first vertex is restricted
to be i,
wi =
∑
i2
· · ·
∑
iP
w(P )[i i2 . . . iP i]. (3.14)
If all possible starting determinants are summed, we regain the partition func-
tion, Q =
∑
iwi. As before, wi can be expressed as a sum of graphs rather than
paths,
w′i[G] =
∑
i2∈G
· · ·
∑
iP∈G
′
w(P )[i i2 . . . iP i] (3.15)
wi =
∑
v
∑
Gv
w′i[Gv]. (3.16)
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The Single Reference Formalism
The traces and sums of Equations (3.11) and (3.13) are written over the complete
determinant space, and so become intractable for all but the simplest systems. Al-
though it is possible to perform the sum approximately using Monte Carlo tech-
niques,50 for systems where a single determinant is a good starting approximation
to the solution there is a more convenient approach.
For such systems, the quantity E˜i is itself a good estimator of the ground state
energy. This can be seen by looking at the high- and low-temperature limits of E˜i by
transforming to the exact eigenvalue basis. Suppose that that we haveM eigenvalues
in ascending order, {ε1, . . . , εM}, and with them eigenfunctions, {Ψ1, . . . ,ΨM}. By
inserting complete sets of states,
∑
n |Ψn〉〈Ψn|, we have
E˜i =
〈Di|Hˆe−βHˆ |Di〉
〈Di|e−βHˆ |Di〉
=
∑
m |〈Di|Ψm〉|2 εme−βεm∑
m |〈Di|Ψm〉|2 e−βεm
. (3.17)
From these results we can derive
lim
β→0
E˜i = 〈Di|Hˆ|Di〉 = EHF (3.18)
lim
β→∞
E˜i = ε1, (3.19)
where the latter is true as long as 〈Di|Ψ1〉 6= 0. The exact eigenvalue expression also
shows that E˜i ≥ ε1. In other words, the range of variation of E˜i as a function of β
is bracketed from above by the Hartree–Fock energy and from below by the exact
ground-state energy (the full-configuration-interaction result). Therefore the range
of variation of E˜i is precisely the correlation energy.
Density Matrix Approximations
To simplify notation, let us denote the high temperature density matrix, e−
βHˆ
P , by
ρ, and its elements, ρij = 〈Di|e−βHˆP |Dj〉, as before. For sufficiently large P , the
elements of ρ can be computed to high accuracy. We note that a Hamiltonian Hˆ
may be partitioned as
Hˆ = Hˆ(0) + Hˆ(1), (3.20)
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where Hˆ(0) contains all the diagonal Hamiltonian terms in the Di basis, and Hˆ
(1)
contains all the off-diagonal terms,
ǫi = 〈Di|Hˆ|Di〉 (3.21)
H
(0)
ij = ǫiδij (3.22)
H
(1)
ij = 〈Di|Hˆ|Dj〉 − ǫiδij. (3.23)
As P is large the exponent, β
P
Hˆ, can be split using the Trotter approximation,51
e−
β
P
(Hˆ(0)+Hˆ(1)) = e−
β
2P
Hˆ(0)e−
β
P
Hˆ(1)e−
β
2P
Hˆ(0) +O
[(
β
P
)3
[Hˆ(0), Hˆ(1)]
]
. (3.24)
As Hˆ(0) is diagonal, we can immediately write
ρij = 〈Di|e−
β
2P
Hˆ(0)e−
β
P
Hˆ(1)e−
β
2P
Hˆ(0) |Dj〉+O
[(
β
P
)3]
(3.25)
= e−
β
2P
(ǫi+ǫj)〈Di|e−
β
P
Hˆ(1) |Dj〉+O
[(
β
P
)3]
. (3.26)
As β
P
is small, we can expand the elements of e−
β
P
Hˆ(1) as a Taylor series,
〈Di|e−
β
P
Hˆ(1) |Dj〉 = 〈Di|Dj〉 − β
P
〈Di|Hˆ(1)|Dj〉+O
[(
β
P
)2]
(3.27)
= δij − β
P
Hˆ
(1)
ij +O
[(
β
P
)2]
. (3.28)
For suitably large P , we can truncate at first order in the Taylor series, and, including
the diagonal factors, we have
ρii = 〈Di|e−
βHˆ
P |Di〉 = e−
β
P
ǫi (3.29)
ρij = 〈Di|e−
βHˆ
P |Dj〉 = −e−
β
2P
(ǫi+ǫj)
β
P
Hˆ
(1)
ij . (3.30)
To this order, therefore, ρij has the same connectivity as the Hamiltonian, i.e., since
Hˆ contains at most two-body interactions, ρij is non-zero only between determinants
which differ by two or fewer orbitals. Equations (3.29) and (3.30) also show that
the ρ matrix is diagonally dominant.
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3.2 Combinatorial Analysis
Returning to the single-reference formalism, we can write wi as
wi =
∑
i2
∑
i3
· · ·
∑
iP
w(P )[i i2 . . . iP i] (3.31)
=
∑
j
∑
k
· · ·
∑
l
ρijρjk . . . ρli︸ ︷︷ ︸
P steps
. (3.32)
Henceforth we shall consider i as fixed for a given wi, and j,k, . . . l as other arbitrary
determinants. It is instructive to consider some manipulations of this equation in
order to lay the ground work required to perform the summations into graphs. As
ρii ≫ ρij, paths which contain large numbers of self-hops (such as ρii and ρjj) will in
general be larger than paths which hop between determinants (with terms such as
ρij and ρjk). To this end, we can decompose the sum into a ‘power series’ in terms
of different numbers of self-hops, as depicted in Figure 3.3,
wi = ρii
P +
∑
j 6=i
P−2∑
n=0
P−2−n∑
m=0
ρii
nρijρjj
mρjiρii
P−2−n−m
+
∑
j 6=i
∑
k 6=j
k 6=i
P−3∑
n=0
P−3−n∑
m=0
P−3−n−m∑
l=0
ρii
nρijρjj
mρjkρkk
lρkiρii
P−3−n−m−l (3.33)
+ . . . .
The first term in the above expression corresponds to a path which remains entirely
at i. Considering a member of the second term, a typical path spends n hops at i,
then hops to j and spends m hops there, and then returns to i to for the remaining
P − 2−m − n hops to ensure the total number of hops in the path is P . All such
terms with different possible n and m are summed to give the multiply nested sum.
Further terms in the series correspond to paths visiting more determinants.
Turning to the second term in Equation (3.33), we can simplify it by factor-
ing ρii
−n and ρii−m of the ρiiP−2−n−m factor into the preceding ρiin and ρjjm, and
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wi = i
P
+
∑
j
∑
nm
i
j
n
m
P−2−n−m
+
∑
jk
∑
nml
j k
i
n
m l
P−3−n−m−l
+ . . .
Figure 3.3: A pictoral demonstration of Equation (3.33). The sum over paths is decom-
posed into paths with 0, 2, 3, . . . hops between different determinants.
collecting the remaining ρii
P−2 before the summations to give
ρii
P−2∑
j 6=i
P−2∑
n=0
P−2−n∑
m=0
(
ρii
ρii
)n
ρij
(
ρjj
ρii
)m
ρji (3.34)
= ρii
P
∑
j 6=i
ρijρji
ρii2
P−2∑
n=0
P−2−n∑
m=0
(
ρjj
ρii
)m
.
This can be done for all terms in Equation (3.33) rendering slightly simplified nested
sums in each case,
wi = ρii
P
(
1 +
∑
j 6=i
ρijρji
ρii2
P−2∑
n=0
P−2−n∑
m=0
(
ρjj
ρii
)m
(3.35)
+
∑
j 6=i
∑
k 6=j
k 6=i
ρijρjkρki
ρii3
P−3∑
n=0
P−3−n∑
m=0
P−3−n−m∑
l=0
(
ρjj
ρii
)m(
ρkk
ρii
)l
+ . . .

 .
In general we can define a nested sum of depth h as
Z
(P )
h (x1, x2, . . . , xh) =
P−h∑
n1=0
P−h−n1∑
n2=0
· · ·
P−h−Ph−1i=1 ni∑
nh=0
xn11 x
n2
2 x
n3
3 . . . x
nh
h . (3.36)
We can then recast Equation (3.35) as
wi = ρii
P
(
1 +
∑
j 6=i
ρijρji
ρii2
Z
(P )
2
(
1,
ρjj
ρii
)
+
′i∑
j
′j,i∑
k
ρijρjkρki
ρii3
Z
(P )
3
(
1,
ρjj
ρii
,
ρkk
ρii
)
(3.37)
+
′i∑
j
′j∑
k
′k,i∑
l
ρijρjkρklρli
ρii4
Z
(P )
4
(
1,
ρjj
ρii
,
ρkk
ρii
,
ρll
ρii
)
+ ...
)
.
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wi = i
P
+
′∑
j
i
j
×Z(P )2 +
′∑
jk
j k
i
×Z(P )3
+
′∑
jkl
l
i
k
j ×Z(P )4 + . . .
Figure 3.4: A pictoral demonstration of Equation (3.35). The sum over paths is decom-
posed into paths with 0, 2, 3, . . . hops between different determinants. Each term now
contains the weight of a cycle multiplied by a Z-sum to take into account all possible
paths on that cycle of length P .
Here the primes above the summations indicate vertices to be excluded from the
sum, so in the fourth term j 6= i,k 6= j, l 6= k, and l 6= i. These exclusions ensure
that adjacent vertices in these sums are not the same, so each vertex is excluded
from being identical to the previous one. As each path has to return to i, the last
vertex has the additional constraint that it cannot be identical to i.
The form of each term in the sum is instructive. Taking the three-vertex term,
we see that it is broken down into a path factor to account for a path through deter-
minant space,
ρijρjkρki
ρii3
, and a weighting to account for all the possible combinations
of self-hops that can be made to produce a path of length P , Z
(P )
3
(
1,
ρjj
ρii
, ρkk
ρii
)
. This
is illustrated in Figure 3.5.
In order to make any further progress it is necessary to rearrange the summa-
tion, and for this we are required to manipulate the Z-sums. The following result,
proven in Appendix A, enables the summation in Equation (3.37) to be conveniently
rearranged,†
†In the case of non-degenerate (i.e. distinct) values, x1, . . . , xh, the Residue Theorem may be
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j k
i
×Z(P=6)3 =
j k
i
1
23
4
5
6
+
j k
i
12
3 6
4
5
+
j k
i
1
2
3 4 5
6
+
j k
i
1
2
3 4
5
6
+ . . .
Figure 3.5: A pictoral demonstration of the meaning of a Z-sum. For P = 6, the primitive
cycle (ijki) multiplied by its Z-sum gives rise to a number of permutations of self-hops,
some of which are shown in the figure. The numbers labelling the edges indicate the order
in which they should be followed.
Z
(P )
h (x1, . . . , xh) =
1
2πi
∮
C
zP − 1
(z − 1)∏hα=1(z − xα)dz. (3.38)
3.3 Graph Summations
In expanding wi we have reached an expression consisting of a sum of terms, each of
which is a sum of large numbers of paths with an increasing number of hops between
vertices. Each of these paths will belong to a given graph as defined in Equation
(3.6) above, and that the separation of these paths into different numbers of hops
will help to separate theses into their corresponding graph, as, for example, a graph
of only two hops must belong to a two-vertex graph as it only traverses two vertices.
This hop-based decomposition does not, however, currently produce expressions for
the values of individual graphs, and to work toward this we must consider combining
used to evaluate this, giving
Z
(P )
h (x1, . . . , xh) =
h∑
i=1
xPi − 1
(xi − 1)
∏h
j 6=i(xi − xj)
.
This has been independently derived and generalised to multiple degeneracies by R. W. Hall and
used in a stochastic diagonalisation procedure.52
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(a) (ij)
j
i
j
i
(b) (ijij)
i
j
1
2 4
3
(c) (ijij)
Figure 3.6: An example of a cycles with two distinct vertices: (a) A two-vertex, two-hop
cycle, (ij); (b) A four-vertex, four-hop, cycle with only two distinct vertices, (ijij); (c) A
second representation of (ijij) displayed on a two-vertex cycle. Each cycle represents all
paths of length P with only the non-self-hops shown.
graphs with different numbers of hops but the same number of distinct vertices to
produce all possible paths that traverse the vertices of a graph.
The Two-Vertex Graph
In the sums over vertices in Equation (3.37), each vertex is excluded from being
identical to its neighbours. However, for cycles of four and more vertices, there
are terms in which some of the vertices are identical. Consider the four-vertex
term where k ≡ i and l ≡ j shown in Figure 3.6(b), and denoted (ijij). This is
effectively a combination of the two-vertex term (ij) (Figure 3.6(a)) with itself. The
corresponding term in Equation (3.37) is
ρijρjiρijρji
ρii4
Z
(P )
4
(
1,
ρjj
ρii
, 1,
ρjj
ρii
)
(3.39)
=
ρijρjiρijρji
ρii4
1
2πi
∮
C
dz
zP − 1
z − 1
1
(z − 1)(z − ρjj
ρii
)(z − 1)(z − ρjj
ρii
)
. (3.40)
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ij
=
i
j
×Z(P )2 +
i
j
1
2 4
3 ×Z(P )4 +
i
j
1
2 4
3
5 6
×Z(P )6 +. . .
Figure 3.7: The two-vertex graph consists of all 2-, 4-, 6-, . . . circuits passing through i and
j added together, each circuit containing paths with all possible distributions of self-hops
at the vertices taken into account by the Z-sum. The two-vertex graph is identical to the
two-vertex primitive cycle as there are no other possible primitive cycles on the graph.
Rearranging this expression, we see that, within the contour integral, it can be
written as the square of a two-vertex expression, which we denote Aij,
1
2πi
∮
C
dz
zP − 1
z − 1
(
ρijρji
ρii2(z − 1)(z − ρjjρii )
)2
(3.41)
=
1
2πi
∮
C
dz
zP − 1
z − 1
(
ρijρji
(zρii − ρii)(zρii − ρjj)
)2
(3.42)
=
1
2πi
∮
C
dz
zP − 1
z − 1 Aij
2. (3.43)
Following this example, we note that any path consisting of n cycles (ij) can be
written as the contour integral involving Aij
n. Thus we can form summation over n
which adds together all paths which involve only i and j,
∞∑
n=0
1
2πi
∮
C
dz
zP − 1
z − 1 Aij
n. (3.44)
We can set the upper limit of the summation to ∞, as for h > P , Z(P )h always
vanishes. In addition, as z
P−1
z−1 is analytic, we can extend the lower limit to n = 0
without incurring an additional ρii
P term in the sum. In all subsequent sums of this
kind, this term is automatically excluded for this reason.
If we swap the order of summation and integration, we achieve a simple geometric
series of Aij, which can be summed analytically to give
1
2πi
∮
C
dz
zP − 1
z − 1
1
1−Aij =
1
2πi
∮
C
dz
zP − 1
z − 1
1
Kij
. (3.45)
39
Here we have introduced the notion of the two-vertex kernel, Kij = 1 − Aij, whose
inverse, when placed in the contour will yield all possible two-vertex paths. We
should note that the geometric series will only converge if |Aij| < 1, but since Aij
is a function of z, which lies on our contour of integration, we can always choose a
suitably large contour to ensure |Aij| < 1.
Expression (3.45) can be evaluated numerically via the contour integral, but
we have found it more accurate to make use of the residue theorem, which states
that the value of the contour integral is equal to the sum of the residues at all the
poles contained within the contour. In this case, the poles are found by solving the
equation 1− Aij = 0, which can be rewritten as
(zρii − ρii)(zρii − ρjj)− ρijρji = 0, (3.46)
which gives the roots
z =
1
2
(
1 +
ρjj
ρii
±
√
(1− ρjj
ρii
)2 − ρijρji
ρii2
)
. (3.47)
We note that there is no pole from the z − 1 as the expression zP−1
z−1 is analytic and
has value P at z = 1.
More Complex Graphs
Above we have seen that the case of the two-vertex graph is relatively easy; i.e.
we have obtained an expression which contains all the contributions of paths which
contain only two distinct vertices, but up to P hops between vertices. On moving to
graphs containing more vertices, we find that the the task of summing all paths is
not so easy. For these more complex graphs, we are attempting to count and weight
all possible paths through them. To do this, we must call upon a result from Graph
Theory.
The graphs we are considering are known as connected; i.e. each vertex can
be reached from each other vertex by traversing the appropriate edges. The paths
being summed on these graphs are known as circuits as they begin and end on the
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same vertex. For a set of vertices, there are a number of primitive circuits, which are
circuits which cannot be broken down into smaller circuits. We show a simple proof
that every possible circuit on a graph can be broken down into a series of primitive
circuits which are joined together.
Consider a circuit denoted by a list of vertices V = {v1, v2, v3, . . . , vh, v1}. As the
path is a circuit, the last vertex must be identical to the first. Here V consists of h
hops and thus h+1 vertices. If, on scanning though the list of vertices, we can find
two vertices which are identical, say vm and vm+a, we have found a smaller circuit
within our circuit, attached at vm. We decompose V into two smaller circuits,
V1 = {v1, v2, . . . , vm−1, vm, vm+a+1, . . . , vh, v1} and V2 = {vm, vm+1, . . . , vm+a} with
h− a and a hops respectively. We then repeat the process on each of these smaller
circuits. If we do not find two vertices which are identical, then we conclude that
the circuit in hand is a primitive circuit.
Conversely, if all circuits can be broken down into primitive circuits, we can
reverse the algorithm and form all possible circuits by attaching all possible combi-
nations of primitive circuits together. Through the Z-sums, we may sum together
all primitive circuits which visit the same set of vertices in a specific order, but
including all possible combinations of self-hops at each vertex. All of these circuits
contain the same ‘cycle’, which is represented by only the hops between different
vertices. We have denoted this sum of circuits by the cycle multiplied by a Z-sum.
Within a Z-sum is a denominator which encodes information about the self-hops
possible in the cycle. Dividing the value of the cycle (represented by a product of ρ
factors, one for each hop between vertices), by this self-hop denominator, we result
in an A-factor which we shall take as the value of the cycle. For a two-vertex graph,
Aij =
ρijρji
(zρii − ρii)(zρii − ρjj) . (3.48)
When we take the appropriate contour integral of this A-factor, the result is the
sum of all possible circuits containing the that cycle. By summing combinations of
A-factors (i.e. combining a number of cycles), we may create an integrand which
results in a sum of all circuits traversing those cycles.
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Figure 3.8: Star graphs pivoted and joined at i with (a) 3 vertices and (b) 4 vertices.
The two-vertex example above consisted of the two-vertex cycle, whose value
was Aij. The sum of traversing this cycle any number, n, times (
∑∞
n=1Aij
n), gave
us (upon contour integration) the sum of all circuits with this cycle included any
number of times. We call the two-vertex cycle a ‘a primitive cycle’ (or later simply
‘cycle’) as it represents a number of primitive circuits. In the following sections
we describe how to count and weight the various types of combinations of primitive
cycles which are possible, and thus to eventually sum all possible circuits on a graph.
The Star Graph
We first consider two primitive cycles which are joined and pivoted at i, (ij) and
(ik). This is illustrated in Figure 3.8(a). The terms associated with these cycles are
Aij and Aik respectively,
Aij =
ρijρji
(zρii − ρii)(zρii − ρjj) (3.49)
Aik =
ρikρki
(zρii − ρii)(zρii − ρkk) . (3.50)
We must now consider all possible combinations of these two cycles. A path
which contains m (ij) cycles and n (ik) cycles may traverse these cycles in a number
of different orders, given by the binomial coefficient,
(
m+n
n
)
. Whatever order these
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cycles are traversed, the term corresponding to them will have the same value,
Aij
mAik
n. To consider all possible paths traversing (ij) and (ik) any number of
times we may simply sum this value, multiplied by its combinatorial coefficient,
over all m and n. On applying the contour integral, we get
1
2πi
∮
C
dz
zP − 1
z − 1
∞∑
m=0
∞∑
n=0
(
m+ n
n
)
Aij
mAik
n. (3.51)
The sums again go to infinity, as when we take the appropriate contour integral of
this all paths of length greater than P vanish. This sum in the integrand may be
analytically performed to give
1
2πi
∮
C
dz
zP − 1
z − 1
1
1− Aij −Aik . (3.52)
If either Aij or Aik is set to zero, corresponding to deleting the (ij) or (ik) circuits,
then we regain the appropriate two-vertex sum, Equation (3.45).
Through similar combinatorial arguments, we can derive the general expression
for an arbitrary number of cycles joined and pivoted at i. Figure 3.8(b) shows three
graphs joined at i. Given g cycles, G1, . . . , Gg, we may traverse each cycle, Gm, nm
times, to give a factor AGm
nm . We can sum over all nm to give
SG1G2...Gg =
∞∑
n1,...,ng=0
(
n1 + n2 + · · ·+ ng
n1, n2, . . . , ng
)
AG1
n1 . . . AGg
ng , (3.53)
where (
n1 + n2 + · · ·+ ng
n1, n2, . . . , ng
)
=
(n1 + n2 + · · ·+ ng)!
n1!n2! . . . ng!
(3.54)
is the multinomial coefficient for n1, n2, . . . , ng, and gives the number of combinations
possible. Letting n = n1 + n2 + · · · + ng, Equation (3.53) can be summed to give
the multinomial expression,
SG1G2...Gg =
∞∑
n=0
(AG1 + AG2 + · · ·+ AGg)n (3.55)
=
1
1−AG1 − AG2 − · · · −AGg
. (3.56)
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(b) (ij)(jk)(kl)
Figure 3.9: Chain graphs pivoted at i and joined sequentially with (a) 3 vertices and (b)
4 vertices.
The Chain Graph
We now consider the graph in Figure 3.9(a), where the cycle (jk) is joined to cycle
(ij) at vertex j. As we are pivoting the whole graph at i, this has slightly different
combinatorics, as we must begin with an (ij) cycle. Paths with m (ij) and n (jk)
have the same value, Aij
mAjk
n, much as before. We now consider how many ways
there are to attach n (jk) cycles to m (ij) cycles.
We can restate this problem as “How many combinations of (ij) and (jk) are
there if we require at least one (ij) at the start?”. To solve this we simply take one
(ij) cycle and force it to be at the start and then combine the remaining m− 1 (ij)
cycles and n (jk) cycles as before to give
(
m−1+n
n
)
possible combinations,
S(ij)(jk) =
∞∑
m=0
∞∑
n=0
(
m− 1 + n
n
)
Aij
mAjk
n. (3.57)
To sum this analytically, we use a binomial identity derived from generating func-
tions,
∞∑
n=0
(
m+ n
n
)
xn =
1
(1− x)m+1 . (3.58)
This allows us to complete the summations analytically, giving
S(ij)(jk) =
∞∑
m=0
(
Aij
1−Ajk
)m
(3.59)
=
1
1− Aij
1−Ajk
. (3.60)
To extend this result to the general n-cycle chain, we consider the combinatorics for
joining an extra cycle (kl) onto (jk), as depicted in Figure 3.9(b). We consider the
case of a (ij), b (jk), and c (kl). The number of combinations of (ij) and (jk) remain(
a−1+b
b
)
as before. We now need to attach c (kl) cycles to b (jk) cycles, requiring
at least one (jk) first. This is the same problem as before, resulting in a factor of(
b−1+c
c
)
combinations. Extending this result to the general n-cycle chain we get
S(ij)(jk)...(lm)(mn) =
∞∑
a,b,...,f,g=0
(
a− 1 + b
b
)
. . .
(
f − 1 + g
g
)
Aij
aAjk
b . . . Alm
fAmn
g
=
∞∑
a,b,...,f=0
(
a− 1 + b
b
)
. . . Aij
aAjk
b . . .
(
Alm
1− Amn
)f
(3.61)
=
1
1− Aij
1− Ajk
1−
Akl
...
. (3.62)
For an n-cycle chain, these continued fractions are nested up to n times.
The Three-Vertex Graph
We are now armed with the combinatorial means to tackle the three-vertex problem.
For this problem there are five primitive graphs,
(ij), (ik), (jk), (ijk), (ikj). (3.63)
Four of these contain the pivot, i, and one, (jk), does not. The two cycles of length
three, (ijk) and (ikj), have the same numerical value as they traverse the same
primitive cycle in the two possible different directions, so we simply count one of
these cycles twice in what follows. From these, we can form the following chains
(depicted in Figure 3.10):
(ij)(jk), (ik)(kj), 2(ijk)(jk). (3.64)
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(a) (ij)(jk)
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i
(b) (ik)(kj)
i
j k
k
(c) (ijk)(jk)
i
j k
j
(d) (ijk)(kj)
Figure 3.10: All possible three-vertex chain graphs: (a) (ij)(jk); (b) (ik)(kj); (c) (ijk)(jk)
≡ (d) (ijk)(kj). We note that any path on (ijk)(kj) can be written as one on (ijk)(jk),
e.g. ijkjkjki = ijk(kjkjk)i = ij(jkjkj)ki.
Of note in this is the combination (ijk)(jk) (Figure 3.10(c)), which corresponds to
taking an (ijk) cycle, and attaching a (jk) at j. This would give exactly the same
cycle as attaching a (kj) at k (Figure 3.10(d)), so we exclude the latter to avoid
double counting. These chains give rise to the contributions
Aij
1−Ajk ,
Aik
1−Akj , 2
Aijk
1−Ajk . (3.65)
We can regard each of these chains as independent circuits, and thus join them all
together at the pivot i (Figure 3.11) to form a star graph for which the corresponding
kernel is
1
Kijk
=
1
1− Aij
1−Ajk −
Aik
1−Akj − 2
Aijk
1−Ajk
. (3.66)
Rearranging, placing this expression within the contour integral and including the
ρii
P factor gives
wi[(ijk)] =
ρii
P
2πi
∮
C
dz
zP − 1
z − 1
1− Ajk
1− Aij −Aik − Ajk − 2Aijk . (3.67)
Once again, it proves more accurate to use the residue theorem instead of numeri-
cally evaluating the contour integral, and once multiplied out, the denominator of
this expression is a cubic polynomial whose roots are easily found analytically, and
appropriate residues at these roots taken.
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Figure 3.11: The complete three-vertex graph consisting of all independent three-vertex
chains.
RQ
P
(a)
P
Q
R
(b)
Figure 3.12: There are two ways to join multiple graphs part way along a single graph,
(a) Q and R attached to P at different vertices; (b) Q and R attached to P at the same
vertex.
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The general composite graph
The simple combinations of star and chain graphs were sufficient to form a three-
vertex graph, but are not sufficient to give an algebraic form for an arbitrary set of
cycles joined together. Considering an arbitrary set of cycles, we must first select a
pivot. Around this pivot, there may be more than one cycle. These can be joined
together in a star as above. Considering one of the cycles joined in a star, we must
now form an expression for the cycle and those attached to it. Sub-cycles can be
attached to any of the non-pivot vertices of the cycle, a situation slightly more
complicated than the simple chain graph, however, we may follow the same logic in
forming an expression for this graph.
If the cycles attached to the vertices are different, then they may be treated
as independently attached to the main cycle, and the combinatorial factors for the
different cycles merely multiplied. Using the graph illustrated in Figure 3.12(a), we
perform the following summation,
S(P)(Q)(R) =
∞∑
p=0
∞∑
q=0
∞∑
r=1
(
p− 1 + q
q
)(
p− 1 + r
r
)
AP
pAQ
qAR
r (3.68)
=
∞∑
p=0
∞∑
q=0
(
p− 1 + q
q
)
AP
pAQ
q
1−AR (3.69)
=
∞∑
p=0
∞∑
q=0
(
p− 1 + q
q
)
AP
pAQ
q
(1− AR)p (3.70)
=
∞∑
p=0
(
AP
(1− AQ)(1− AR)
)p
(3.71)
=
1
1− AP
(1−AQ)(1−AR)
. (3.72)
This result may be invalid if (P) and (Q) are identical as the combinatorial
factors cannot be simply multiplied.† However, when using this result, we shall only
†This will be the case if (Q) contains a sequence of hops which is also contained in the adjoining
section of (P) and some of (R). For example, if (P)=(ijk), (Q)=(jk) and (R)=(kj), then Equation
(3.72) will not hold.
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consider graphs having different cycles attached to different vertices in the main
cycle.
When attaching cycles to the same vertex, the combinatorial factors are as the
star graph, and the resultant denominator is unity minus the A... values of each of
the graphs. The graph illustrated in Figure 3.12(b) has the expression
S(P)(Q)(R) =
1
1− AP
1−AQ−AR
. (3.73)
3.3.1 The v-Vertex Algorithm
With the insight gained from constructing the complete three-vertex graph, we now
develop an algorithm to create a graph constructed of cycles linked in the form of
chain and star graphs. Once such a graph has been constructed, it is a relatively
simple matter to write down the expression about which the contour must be taken
to sum all possible graphs.
For a v-vertex graph, we must first list all possible primitive cycles. Here we give
as an example the four-vertex graph, which has 20 cycles (Figure 3.13):
(ij), (ik), (il), (jk), (jl), (kl), (ijk), (ikj), (ijl), (ilj), (ikl), (ilk), (jkl), (jlk)
(ijkl), (ilkj), (ijlk), (iklj), (ikjl), (iljk).
Of these, there are four which do not contain the pivot i, and the remaining 16 do.
The algorithm to construct the complete n-vertex graph is as follows:
1. Set the current pivot to i, the global pivot.
2. Take the current list of primitive cycles, and create a star graph consisting of
all of the primitive cycles which contain the current pivot.
3. Recurse through each of the primitive cycles we have just added. For each
vertex of each cycle, repeat from step 2, having eliminated all cycles containing
vertices between the current pivot and the vertex we are considering.
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Figure 3.13: All 13 distinct four-vertex primitive cycles.
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Figure 3.14: The independent chains for a four-vertex graph beginning with (a) two-, (b)
three-, and (c) four-membered circuits.
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Figure 3.15: All primitive circuits in the four-vertex graph which pivot at i joined in a
star-graph.
The Four-Vertex Graph
We give as an example the n-vertex algorithm applied to the four-vertex graph.
Setting i as our current pivot, the list of all graphs containing i is
(ij), (ik), (il), (ijk), (ikj), (ijl), (ilj), (ikl), (ilk)
(ijkl), (ilkj), (ijlk), (iklj), (ikjl), (iljk).
Forming a star graph with all of these cycles pivoting and joined at i we result
in Figure 3.15. We now consider the two-, three- and four-vertex parts of this star
graph.
Starting with (ij), we take j as the new pivot, we must now exclude all cycles
which include i. From this, the list of cycles containing the new pivot j is,
(jk), (jl), (jkl), (jlk).
A star graph is formed by joining all these cycles at j. Now when reaching any of
these sub-cycles, vertices i and j have already been traversed, so the only remaining
cycle without these is (kl). Taking each of the cycles, we follow the same procedure,
attaching a (kl) to the (jk) and an (lk) to the (jl). Moving back to the (jkl) cycle
which is attached to (ij), we choose k as the next pivot. The only cycle available to
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us is a (kl), which we attach. Similarly, we attach a (lk) to the l of (jlk). This is
shown in Figure 3.14(a). Recursing to the next level, there are no primitive cycles
which do not contain i, j, and k, so the work on the (ij) cycle is complete.
Returning to the pivot i, we now consider the (ijk) cycle. At j, we follow the
same procedure as above. At k, having excluded all cycles containing i, and j, only
(kl) remains, which we attach to k. At l there are no cycles remaining to attach
(Figure 3.14(b)). The four-vertex cycles work in an analogous way, and are shown
in Figure 3.14(c).
The reasoning behind this algorithm is that at every point we must attempt to
attach all possible cycles which would not lead to a path which is accounted for
elsewhere. At the j of the (ij) cycle, if any cycle containing i were attached, say
(jki), traversing from our global pivot i would lead to a path ijki... which has already
been accounted for under the (ijk) cycle pivoted at i.
The result of this algorithm on the four-vertex graph yields the rather unwieldy
expanded graph shown in Figure 3.16. This has the corresponding expression asso-
ciated with it,
1
Kijkl
= 1
1− Aij
1−
Ajk
1−Akl
−
Ajl
1−Akl
−
2Ajkl
1−Akl
− Aijk+Aijl+Aijkl+Aijlk„
1−
Ajk
1−Akl
−
Ajl
1−Akl
−
2Ajkl
1−Akl
«
(1−Akl)
...
− Aik
1−
Ajk
1−Ajl
−
Akl
1−Ajl
−
2Ajkl
1−Ajl
− Aijk+Aikl+Aikjl+Aiklj„
1−
Ajk
1−Ajl
−
Akl
1−Ajl
−
2Ajkl
1−Ajl
«
(1−Ajl)
...
− Ail
1−
Ajl
1−Ajk
−
Akl
1−Ajk
−
2Ajkl
1−Ajk
− Aijl+Aikl+Ailkj+Ailjk„
1−
Ajl
1−Ajk
−
Akl
1−Ajk
−
2Ajkl
1−Ajk
«
(1−Ajk)
. (3.74)
This simplifies to
1
Kijkl
=
1− Ajk − Ajl −Akl − 2Ajkl[
1− Aij(1− Akl)−Aik(1− Ajl)−Ail(1− Ajk)
− Ajk −Ajl − Akl − 2Aijk − 2Aijl − 2Aikl − 2Ajkl
− 2Aijkl − 2Aijlk − 2Aikjl
]
. (3.75)
When the A... terms in the denominator are expanded, a quartic polynomial is
found. The roots of this can be evaluated and contour integrals as before to find
the four-vertex term, and in principle any higher vertex terms.
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Figure 3.16: The complete four-vertex graph of all independent circuits joined together
and pivoted at i.
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Although this process is in principle straightforward, there are significant im-
plementational challenges using the residue theorem, particularly when some of the
roots of the denominator polynomial are degenerate. Furthermore, the derivataion
of terms for higher vertex levels is increasingly convoluted. We have derived an
alternative formulation of the weight and energy contribution of a graph in terms of
an eigenvector decomposition. The manipulations required to prove its equivalence
to the method above are quite involved, and so the derivation has been included
in Appendix D. Results derived from both methods are identical, and although
implementation of the eigenvector formulation is more computationally efficient we
believe the path resummation approach outlined above gives more valuable insight
into the weights of graphs.
3.3.2 The Vertex Series
Denoting the v-vertex term derived above as
wi[(ij . . . l)] =
ρii
P
2πi
∮
C
dz
zP − 1
z − 1
1
Kij...l
, (3.76)
where Kij...l is the kernel, we see it takes into account all the circuits in the graph
Gij...l, not just those which traverse all the vertices in the graph. We note that,
taking for example the three vertex term wi[(ijk)], this takes into account terms
involving circuits pivoting at i with fewer vertices, wi[(ij)] and wi[(ik)]. In order
to write out a series in distinct vertices, it is necessary that the three-vertex term
contain no two vertex terms, as they have previously been summed, and to sum
them again would double-count them. We must therefore create a new three-vertex
term which excludes fewer-vertex contributions,
w′i[(ijk)] = wi[(ijk)]− w′i[(ij)]− w′i[(ik)], (3.77)
and in general we must formulate
w′i[G] = wi[G]−
∑
g⊂G
g∋i
w′i[g], (3.78)
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where the sum over g contains all subgraphs of G which contain i. We can now
write our vertex series,
wi = ρii
P +
∑
j 6=i
w′i[(ij)] +
∑
j 6=i
∑
k 6=j,i
w′i[(ijk)] (3.79)
+
∑
j 6=i
∑
k 6=j,i
∑
l 6=k,j,i
w′i[(ijkl)] + . . . ,
where each summation is now over distinct vertices, as opposed to the lesser restric-
tions of Equation (3.37).
To calculate E˜i we must take the logarithmic differential of wi,
E˜i = −∂ lnwi
∂β
= − 1
wi
∂wi
∂β
. (3.80)
This may be calculated through numerical differentiation, but because of wi is a
sum, it is convenient to define the following quantity for each graph,
E˜ ′i[G] = −
∂ lnw′i[G]
∂β
=
1
w′i[G]
∂w′i[G]
∂β
, (3.81)
which may again be calculated by numerical means for each graph, or by the eigen-
vector decomposition given in Appendix D. We may now calculate the following
sum,
wiE˜i = ρii
P E˜ ′i[(i)] +
∑
j 6=i
w′i[(ij)]E˜
′
i[(ij)] +
∑
j 6=i
∑
k 6=j,i
w′i[(ijk)]E˜i[(ijk)] (3.82)
+
∑
j 6=i
∑
k 6=j,i
∑
l 6=k,j,i
w′i[(ijkl)]E˜
′
i[(ijkl)] + . . . ,
and calculate the expectation value of the energy as E˜i.
The convergence of the vertex series is a function of both P and β. In general we
shall be taking P of the order of 104 to ensure the accuracy of the approximations
for ρij, so ρij terms will be small. It is hoped, therefore, that as more ρij hops are
required to have been performed for larger graphs, it will be sufficient to truncate
at the four-, three-, or possibly even two-vertex level, and useful results can be
obtained. We note also that although the full vertex series enery is always above
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the ground state energy, the truncated series does not have this property; it therefore
is not ‘variational’.
At a given v-vertex level there will be O [(MN)2v−2] graphs, and it is clear that
full vertex sums will only be possible for small systems. To make use of the higher
vertex terms, we must turn to a stochastic method.
3.4 Graph Monte Carlo
Given the expression Equation (3.9) for the partition function, one can now re-
express E in a manner suitable for a stochastic (Monte Carlo) method in which
graphs are sampled with an appropriate probability and an energy estimator is
averaged. Using Equation (3.13), and recasting as a graph sum in the same manner
as Equation (3.82), we have
E =
∑
n
∑
Gn
E˜ ′[Gn]w′[Gn]∑
n
∑
Gn
w′[Gn]
. (3.83)
Therefore, if graphs can be sampled with an unnormalised probability given by
w′[G], we may use E˜ ′[G] as an energy estimator and we may write numerator and
denominator of (3.83) in terms of expectation values and the number of graphs, NG,
which then cancel.
E =
NG〈E˜ ′[G]w′[G]〉
NG〈w′[G]〉 =
〈E˜ ′[G]w′[G]〉
〈w′[G]〉 , (3.84)
This can be recast as a weighted expectation value of the estimator,
E =
〈E˜ ′[G]〉w′[G]
〈1〉w′[G] = 〈E˜
′[G]〉w′[G], (3.85)
in which 〈E˜ ′[G]〉w′[G] means that each value E˜ ′[G] is sampled with weight w′[G]. In
other words, if on step t of a Monte Carlo simulation consisting of K steps one is at
graph Gt, then the energy is given by the running average of E˜[G]:
E = lim
K→∞
1
K
K∑
t
E˜ ′[Gt] (3.86)
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In order to perform a Metropolis Monte Carlo simulation, one needs to ensure that
microscopic reversibility is satisfied, and this requires some care. In the present
implementation, the graphs were generated stochastically according to an algorithm
given in Appendix B. This algorithm generates a fresh graph at each Monte Carlo
step. In addition one needs to compute the generation probability of the graph
using this algorithm in order to unbias the acceptance ratios for the Metropolis
Monte Carlo method. Thus the probability to accept a trial graph G′, given the
current graph G, is
Pacc[G
′|G] = min
(
1,
w′[G′]
Pgen[G′]
Pgen[G]
w′[G]
)
. (3.87)
If the weights w′[G] are positive-definite, then the Metropolis Monte Carlo can
proceed as normal. No sign-problems are encountered and the graphs can be sam-
pled quite straightforwardly. However, this condition cannot be guaranteed for an
arbitrary graph at an arbitrary β. Nevertheless, for reasons that will become clear
later on, this turns out not to be catastrophic. Where the weights w[G] are not
positive definite, one has to use:
E =
〈sign(w′[G])E˜ ′[G]〉|w′|
〈sign(w′[G])〉|w′| (3.88)
For this expression to be useful, the denominator 〈sign(w′[G])〉|w′| must be well-
behaved as β becomes large. In practice this means that the number of sampled
“positive” graphs should exceed the the number of “negative” graphs in such a way
that does not vanish with increasing β or N , making this expectation value feasible
to compute in practice.
3.5 Types and Signs of Graphs
We may now investigate how the form of a graph affects the sign of its weight, as
these signs are important when sampling with Monte Carlo. If there are about equal
numbers of graphs with positive and negative weight, then, 〈sign(w′[G])〉|w′| will be
very close to zero, and difficult to estimate with Monte Carlo.
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Figure 3.17: The three possible classes of three-vertex graphs: chains, stars, and triangles.
However, we shall show that there are a large number of classes of graphs which
have a positive definite weight.
In Figure 3.17 are pictured the three possible different configurations of connected
three-vertex graphs. Let us consider a typical path on the first, the chain,
ii . . . ijj . . . jkk . . .kj . . . ji . . . i.
It will spend some time at i, then hop to j. After some time there it will hop to
k. After some hops there, it will hop back to j then back to i, spending some hops
at each site. Of the ρ factors only off-diagonal terms, representing hops between
vertices may be non-positive, and the sign of the path will be dependent upon the
sign of only these factors. For this path, the product will be
ρijρjkρkjρji.
This is the product of ρijρji and ρjkρkj, both of which are positive as ρˆ is Hermitian.
In general every route to k must retrace the same steps in reverse to return to i,
giving similar positive terms.
This is a special property of graphs known as ‘trees’, in which there is a unique
route from any vertex to the root. An equivalent condition for such graphs is that
they contain no ‘cycles’. The first two graphs in Figure 3.17 are trees, but the third,
the triangle, contains a cycle. This allows paths to return to i without retracing
their route, and the weights of these graphs are not always positive.
In general, tree-graphs are far more numerous than cycle-graphs, as the restric-
tions required for a cycle such as the triangle is that three determinants in the graph
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be at most double excitations of each other; this reduces the number of possible cy-
cles considerably, and so it is likely that the expectation value of the sign of graphs
be positive.
60
Part II
Investigation
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Chapter 4
The Neon Atom
As a first test, we consider the full vertex sums applied to the Neon atom. This
is a typical example of a system where dynamical correlation is important,53 where
there are small contributions to the wavefunction from many different configurations.
Recent work on this atom has compared exceedingly large Gaussian bases at the
MP2 level54 and Slater-type orbital bases with a CISD approach55 with VMC and
DMC results using a Slater-Jastrow trial function,56,57 making this a thoroughly
investigated problem to which to compare.
4.1 Full Vertex Sums
Hartree–Fock orbitals and integrals were calculated with the DALTON program58
in the cc-pVXZ series of basis sets. For each basis set, up to cc-pV6Z, we performed
a thorough investigation of the full vertex sums, truncated at up to four vertices,
using the single reference formalism. Calculations were performed for neon with and
without frozen cores, for a number of different values of beta. This information is
plotted in Figure 4.1.
We may note two different convergences in these graphs. Firstly, for each level
of correlation (vertex level), the energy curves against β are becoming closer as
the basis set increases. Most notably, both the Hartree–Fock result and the two-
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Figure 4.1: Plots of the E˜ values for neon for the basis sets cc-pVXZ against β for up
to the 4-vertex level. To enable calculation, all ρ with magnitude less than 10−7 for the
3-vertex cc-pV6Z calculation were set to zero.
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Figure 4.2: The timings of full-vertex calculations on a Pentium IV processor for various
cc-pVXZ basis sets (points). To these have been fitted curves with O [(MN)2v−2] scaling.
The horizontal lines represent the timescles: second, minute, hour, day, week, month, year,
decade, and century.
vertex results are almost converged at the cc-pVQZ level, and calculations at these
correlation levels should therefore not warrant bases larger than cc-pVQZ. Secondly,
we can see the convergence with β of the higher vertex levels. At the cc-pVDZ level,
the v = 3 curves have reached a very gentle plateau, which is confirmed at the
v = 4 level, where the energy is almost constant with changing β, for β > 1. We
may expect that calculations at this level on the larger bases will reach a similar
convergence. These have not been performed, owing to the O [N6M6] scaling of the
full vertex sums. Timings for the calculations are shown in Figure 4.2, along with
extrapolations for those calculations not performed.
The energy minima in the β-scans were also investigated, and these energies are
plotted in Figure 4.3. In this figure, we have taken the CCSD(T) energy to be
the exact energy as a reference. Notably, the accuracy of the two-vertex energies
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(a) Frozen Core
Method Energy
RHF -128.5471
MP2 -128.8589
CISD -128.8495
CCSD -128.8570
CCSD(T) -128.8633
3-vertex -128.8513
VMC56 -128.84529(4)
DMC56 -128.85859(2)
(b) All Electron
Method Energy
RHF -128.5471
MP2 -128.9052
CISD -128.8949
CCSD -128.9038
CCSD(T) -128.9103
3-vertex -128.9000
VMC56 -128.8983(2)
DMC56 -128.9233(2)
Exact55 -128.9376
Table 4.1: Comparison of the energies of the neon at for various methods. Post-Hartree–
Fock methods used a cc-pV6Z basis. Frozen Core calculations were extrapolated using the
difference between RHF and pseudo-HF energies for the DMC and VMC results.
becomes significantly worse with increasing basis size. (However, the three- and
four-vertex energies are comparable to the MP2 and CCSD energies, and somewhat
better than the CISD energies.) In Table 4.1 the lowest energies in the β-scans are
compared to other methods. There is a relatively large difference between frozen-
and non-frozen-core calculations; the core correlation energy is relatively large, and
so important when considering the total electronic energies. However, it is known
not to change substantially through the course of a reaction, so is negligible when
considering energy differences. To capture the full core correlation energies, it is
likely that calculations would require a more substantial basis set, such as the cc-
pCVXZ set which is designed for this purpose.59
4.2 Graph Monte Carlo
This range of basis sets was also investigated with Monte Carlo simulations. For
calculations at the three-vertex level, results are shown in Table 4.2. Blocking
66
-0.02
-0.01
 0
 0.01
 0.02
 0.03
 0.04
 2  2.5  3  3.5  4  4.5  5  5.5  6
E-
E C
CS
D(
T)
 
/H
ar
tre
e
Basis set size (X from cc-pVXZ)
MP2
CCSD
CISD
v2min
v3min
v4min
CCSD(T)
(a) Frozen core
-0.02
-0.01
 0
 0.01
 0.02
 0.03
 0.04
 2  2.5  3  3.5  4  4.5  5  5.5  6
E-
E C
CS
D(
T)
 
/H
ar
tre
e
Basis set size (X from cc-pVXZ)
MP2
CCSD
CISD
v2min
v3min
v4min
CCSD(T)
(b) All electron
Figure 4.3: Plots of the minimum E˜ values for Neon against the basis sets cc-pVXZ for
full vertex sums up to the 4-vertex level. To enable calculation, all ρ with magnitude less
than 10−7 for the 3-vertex cc-pV6Z calculation were set to zero.
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Basis Exact 3-v Energy Exact 3-v Timing MC 3-v Energy MC 3-v Timing
cc-pVDZ -128.67636 00:00:20 -128.678(1) 01:46:22
cc-pVTZ -128.80958 00:14:03 -128.813(2) 02:11:37
cc-pVQZ -128.86892 02:26:29 -128.871(2) 03:27:03
cc-pV5Z -128.88962 13:49:57 -128.889(9) 06:37:26
cc-pV6Z -128.89997 56:08:23 -128.892(8) 13:03:56
Table 4.2: Exact and Monte Carlo results with ρ cut-off 10−7 for simulations of 224 ≈ 16
million steps for different bases at β = 1. Errors were estimated using the blocking method,
and are given in brackets for the last significant figure. Timings are given in hh:mm:ss
and follow the O [M ] scaling of the graph generation routine.
analyses are shown in Figure 4.4; the increasing start position of the plateaux with
basis size is expected as the sampling space is vastly increased as basis size increases.
The values of 〈signw′i〉|w′i| for these simulations were all in the region of 0.95, showing
that the simulations are free from the worst of the sign problem. Acceptance ratios
decreased from 6.5% for cc-pVDZ to 4.6% for cc-pVQZ.
We can, however, see a clear reduction in the efficiency of the Monte Carlo as
the basis size increases. This is to be expected as the space to be sampled vastly
increases, so important graphs are less sampled.
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Figure 4.4: The blocking analyses for the three-vertex Monte Carlo Runs for different
bases. Runs were of 224 ≈ 16 million steps at β = 1. The start of the plateau increases
steadily with basis size, as an indication of the larger space requiring sampling.
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Chapter 5
Diatomic Binding Curves
In this section we report on results of evaluating the energy for two molecular sys-
tems, H2 and N2, at their equilibrium geometries and at points along their binding
curves. The H2 molecule is presented as a simple illustration for which many exact
quantities can be computed. Most of the emphasis will be on the N2 molecule, which,
due to its multiple-bond character, represents a critical system: the dissociation of
multiple bonds is known to pose great challenges to correlated methods.60–63 Being
typical “chemical” systems where the electronic temperature is not itself of primary
concern, we have used the single-reference version of the method, i.e. specifically to
evaluate E˜i(β) for the Hartree–Fock determinant. Both have been done in basis sets
for which the full-configuration interaction ground state have been computed. In ad-
dition, for H2, the FCI excited states were calculated using a Lanczos diagonalisation
technique,64,65 whence the exact E˜i.
There are essentially two separate issues to address. The first regards the accu-
racy of a truncation of the graph-sum Equation (3.79) at a particular vertex level.
This issue must be addressed separately from a potential sign-problem which could
arise in a stochastic sampling of the graphs. In order to address these two issues, two
types of calculations were performed. In the first, we compute wi and E˜i by truncat-
ing Equation (3.79) at a particular vertex level such as n = 2, 3 or 4, and summing
all possible graphs at this vertex level (“the complete n-vertex sum”). This delivers
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a correlation energy free of any statistical error, albeit with a systematic error that
arises from the truncation. Such calculations display the convergence behaviour of
E˜i as a function of β, and the expected accuracy given a level of truncation. The
cost of summing over all n-vertex graphs grows as O [N2(n−1)M2(n−1)], where N is
the number of electrons and M is the number of spatial orbitals. Therefore this
method is limited to small systems. For example, for the N2 molecule treated with
cc-pVDZ basis, there are roughly 3 × 109 4-vertex graphs containing the Hartree–
Fock determinant, putting such a calculation at the limit of practicality. On a single
Pentium 4 processor a complete 4-vertex sum for this system takes about one week
of calculation.
The second set of calculations was to perform Monte Carlo sampling of graphs,
up to the 4-vertex level. The aim here is to establish the stability of this procedure
with regards the sign-problem. Comparison with the complete n-vertex sum allows
us to judge its accuracy. The costliest part of the Monte Carlo is the evaluation of the
matrix elements of ρ required; these matrices are relatively small, so their diagonal-
isation is fast. Therefore the scaling behaviour of the Monte Carlo is dominated by
the calculation of the Hamiltonian elements. If the two-electron integrals have been
computed over the Hartree–Fock orbitals in an initialisation step (an O [M5] pro-
cess), then according to the Slater–Condon rules the calculation of the Hamiltonian
matrix elements has only O [N2] scaling. The graphs were generated stochastically
according to the algorithm given in Appendix B. This graph-generation strategy is
effective for the small graphs (of up to 4 vertices) used in the present study. The
acceptance probability of a new graph over the current one is given by Equation
(3.87). A typical Monte Carlo run of 107 cycles takes, in the case of cc-pVDZ N2, a
few hours on a Pentium 4 processor.
The restricted Hartree–Fock orbitals were computed on a Gaussian basis using
the MOLPRO program.66 The two-electrons integrals over the Hartree–Fock orbitals
were also computed as this stage. These, together with the one-electron integrals,
were read into our program. The elements of the ρ matrix were then constructed
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“on-the-fly” using Equations (3.29) and (3.30). In the calculation of ρ, (β/P ) was
set to 10−3, and for a given β, P was obtained through this ratio. Typically P
varied from 100 to 50000. All ρij elements whose magnitudes were less than 10
−6
were set to zero. Given the Trotter decomposition and the value of β/P used, this
is a justifiable cutoff which negligibly affects the accuracy — something that was
tested — but which is useful since it speeds up the calculations significantly.
5.1 Full Vertex Sums
The H2 molecule was computed in a cc-pVTZ basis, with 56 spin-orbitals. This
system is sufficiently small to be exactly diagonalised (including excited states),
allowing for the exact calculation of E˜i via
E˜
(exact)
i (β) =
∑
a εa|〈Di|Ψa〉|2e−βεa∑
a |〈Di|Ψa〉|2e−βεa
. (5.1)
where {εa,Ψa} are the exact energies and eigenstates within the basis.
The results of the complete vertex sums at 2-,3- and 4-vertex levels, together
with E˜
(exact)
i , are shown in Figure 5.1 at r = 1.4 and 4a0. Convergence towards the
FCI curve is smooth, and requires β=5 at the equilibrium geometries, and about
15 at the stretched one. The truncated sums all exhibit minima as a function of β,
implying a breakdown of the series at sufficiently large β. This is not surprising; as
β grows, one can expect ever larger graphs to contribute. In practice, this means
that there is an optimal β for a given truncation. Nevertheless, the description of
the entire binding curve, at the 3-vertex level, (Figure 5.2) is satisfactory.
The N2 molecule was studied with a Dunning cc-pVDZ basis, for which FCI
calculations have been previously reported.67,68 The convergence of E˜i as a function
of β (Figure 5.3) for the complete 2- and 3-vertex sums shows a minimum which
approaches the FCI energy for the higher vertex result. At the 3-vertex level, one can
capture some 90% of the correlation energy at the equilibrium geometry, using β = 2.
The binding energy curve for the complete 3-vertex sum is shown in Figure 5.4, where
fair agreement can be seen by comparison to the FCI curve, particularly near the
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Figure 5.1: E˜HF (β) for H2 at (a) r = 1.4a0 (b) r = 4a0 for various methods. The exact
value E˜HF (β) has been obtained using Equation (5.1)). The complete n-vertex sums up
to 4-vertex graphs are shown. The RHF energy in (a) is -1.13166282 a.u.
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Figure 5.2: H2 dissociation curves showing the result from the 3-vertex E˜HF , and the
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75
0 2 4 6 8 10
β/a.u.
-109.2
-109.1
-109
-108.9
En
er
gy
 / 
H
ar
tre
e
2-vertex E~HF
3-vertex E~HF
4-vertex E~HF
FCI
HF
Figure 5.3: E˜HF (β) for the N2 molecule at r = 2.118a0, for the complete 2-, 3- and
4-vertex sums. The HF and FCI energies are also shown.
76
1 1.5 2 2.5 3 3.5 4 4.5
r/a0
-109.4
-109.2
-109
-108.8
-108.6
-108.4
-108.2
En
er
gy
 / 
H
ar
tre
e
4-vertex MC E~HF, β=4
FCI
RHF
3-vertex complete sum E~HF, β=5
4-vertex complete sum E~HF, β=5
Figure 5.4: N2 binding curves. Shown are the results from 4-vertex MC simulations and
the complete 3-vertex sums. At two geometries (r = 2.118, 4.2a0), the complete 4-vertex
sums were performed (shown in circles). For reference, the FCI and RHF curves are shown.
77
equilibrium geometry. The complete 3-vertex results lie between the Hartree–Fock
and FCI, but the agreement with the FCI worsens as the bond is stretched beyond
about r = 3a0. This is an indication of a slowing down in convergence of the vertex
series in this limit. The shape of the curve, however, is physical, and there is no
evidence of an artificial ‘hump’.
5.2 Graph Monte Carlo
Turning to the Monte Carlo simulations, we first investigate the stability with respect
to increasing β. Shown in in Figures 5.5, 5.6, and 5.7 are traces from the simulation
as β is increased from 0.5 to 16 in powers of two. Each point on these graphs are block
averages over 106 steps, and the simulations run over 107 steps. As β is increased,
the energy generally decreases until about β = 4, after which it begins to increase,
indicating that β ≈ 4 is optimal for the present system. In general we observe that
the fluctuations in the energy are rather stable. Equally importantly, the expectation
value of the sign of the graphs is also well-behaved. Both at small and large β,
sign(w′) shows small fluctuations about a reasonable finite value. At small β, the
overwhelming majority of sampled graphs are trees. The most problematic β are in
the intermediate regime, where the fluctuations in the sign are observed to increase,
though not catastrophically. These coincide with the increase in importance of
negative cyclic graphs. At large β, we observe a good cancellation between the
positive cyclic graphs, f(C+), and the negative ones, f(C−). Even in this limit the
trees account for some 75% of sampled graphs.
The binding energy curve (Figure 5.4) was computed using the 4-vertex MC
taking β = 4. For each geometry, the simulations had a length of up to 226 ≈ 67×106
cycles. Since neighbouring points along an MC simulation are correlated (in the
present case due to strings of rejections of graphs), the “blocking method” was used
to estimate a correlation time. This analysis indicated that runs of length 5 × 106
cycles could be regarded as independent samples. The complete run was thus divided
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Figure 5.5: Block average of E˜HF [G] during the four-vertex Monte Carlo runs on N2, for
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into segments of this length, and for each the required expectation values computed.
For the systems with bond-lengths smaller than about 3a0, the expectation values
of the E˜HF , Equation (3.88), from each segment had a small spread, from which
we could obtain the error in the estimated mean, indicated in Figure 5.4. For the
two more highly stretched cases (3.6 and 4.2a0) we found that the spread in the
expectation value of E˜HF to be ±0.2Ha, which is perhaps undesirably large. This
increase is due to two (possibly related) reasons. First, we observe a modest decrease
in the expectation value of the sign of the graphs (to ≈ 0.3), and in addition, an
increase in the importance of 4-vertex graphs, the sampling of which may not be
optimally done using our current graph-generation algorithm. Both factors lead
to an increase in the spread of E˜HF . A improved graph-generation method which
more effectively generates the significant 4-vertex graphs should help the situation.
Otherwise, longer overall runs are required to reduce the error at these geometries,
although this strategy is not efficient since the errors decrease only as the square-root
of the length of the run.
It should be noted, however, that the statistical error bars are nevertheless
smaller than the systematic error (which is due to the truncation of the vertex-
sums). It is likely that the increasingly highly multi-configurational character of the
ground state of the N2 molecule as the bond is stretched implies that we will need to
go to somewhat larger graphs in order to describe the full dissociation curve prop-
erly. Nevertheless the success of the present MC simulations is encouraging. Put in
perspective, the complete 4-vertex sums take approximately one week to calculate,
but the Monte Carlo simulations take only a few hours; this is an indication of the
potential usefulness of the Monte Carlo sampling.
We end this section on a note of optimism. The N2 molecule is a particularly
difficult system, and one would hope that present truncation at 4-vertex graphs
would generally suffice for many systems, bearing in mind that such graphs allow
correlations up to 6-fold excitations to be captured. For example, the dispersion
interaction, which is essentially electron correlation coming at the double-excitation
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level, should be well-described by the 4-vertex approximation. Perhaps most im-
portant of all, however, is the very ability to sample graphs without encountering
catastrophic sign problems.
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Chapter 6
Molecular Correlation Energies
To further benchmark the effectiveness of the vertex truncation and graph Monte
Carlo, a set of 20 molecules which have been previously well studied69 was chosen.
Calculations were performed for these molecules and their constituent atoms in the
Dunning cc-pVDZ basis set.10
6.1 Full Vertex Sums
Correlation energies were calculated for the 2- and 3-vertex levels of approximation.
These are tabulated in Table 6.1 and plotted and Figure 6.1 as a percentage of the
CCSD(T) correlation energy, which is known to be a good approximation to the
exact correlation energy for these systems. Also in Table 6.1 are the timings for
the complete 3-vertex sums, which increase very rapidly with system size, reaching
a maximum of 6 days for calculation of the O3 molecule. The complete 3-vertex
timings scale as the same order as the number of quadruple excitations, which is
O [M4N4], whereM is the number of basis functions, andN the number of electrons.
As expected, this scaling makes complete 3-vertex calculations unfeasible except for
the very smallest systems.
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Molecule 3-v β = 4 Ecorr 3-v min β Ecorr CCSD(T) Ecorr 3-v timing
H2 90.8 90.8 91.1 0:00:00
C 205.5 205.5 204.5 0:00:04
N 241.0 241.5 236.1 0:00:05
O 322.0 325.7 321.2 0:00:10
F 402.7 412.9 408.7 0:00:15
HF 518.4 548.0 547.9 0:08:00
CH2 349.9 354.2 370.1 0:15:43
H2O 527.1 554.7 562.5 0:30:19
N2 748.9 799.9 843.3 0:43:30
F2 841.6 1026.7 1080.9 1:28:52
CH4 457.3 478.7 494.0 1:54:13
CO 700.5 759.5 801.4 2:34:23
NH3 503.0 528.7 541.6 3:02:47
C2H2 655.8 692.7 744.5 4:01:13
HNC 684.7 734.6 786.3 6:49:47
HCN 702.2 747.5 801.3 6:53:19
C2H4 679.4 760.9 825.4 22:00:30
CH2O 733.2 897.8 25:07:47
CO2 924.7 1204.4 1303.1 25:35:56
N2H2 772.9 950.8 26:08:44
H2O2 817.4 1076.7 36:26:49
HNO 794.1 978.4 45:09:48
HOF 811.8 1068.5 60:36:03
O3 1085.2 1684.0 147:06:26
Table 6.1: Full 3-vertex and CCSD(T) correlation energies for a set of small molecules and
atoms in a cc-pVDZ basis. Energies are in kJ mol−1, and timings are in hh:mm:ss on a
Pentium P4. For molecules where a β-scan was feasible, we have calculated the correlation
energy at the β at which it is minimised, showing that considerable gain can be had by
optimising with β.
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Figure 6.1: Percentage correlation energies for 2- and 3-vertex complete sums, measured
as a percentage of the correlation CCSD(T) energy. Energies at both β = 4 and at the
minimum energy from a β scan (where practical) are shown.
6.2 Graph Monte Carlo
6.2.1 Monte Carlo Scaling
To test the effectiveness of the graph space Monte Carlo on these molecules, Monte
Carlo calculations were performed on all molecules at the 3-vertex level, using gen-
eration and weighting algorithms as described in Appendix B. Runs of 5 million
(for β = 4) step and 224 ≈ 16.8 million step (for β = 2) were performed, and a
blocking analysis revealed that for both systems blocks of length 900000 steps and 4
million steps respectively gave good estimates of the variances for the complete set
of molecules. As the 3-vertex graphs have a smaller contribution to wi at lower β,
longer runs were required for β = 2 to sample them effectively. In Figure 6.2, the
3-vertex Monte Carlo results are compared with the complete 3-vertex sums, show-
ing a good agreement within error bars for all atoms and molecules studied. We can
see that the error bars for the longer run are mostly smaller than the shorter run,
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Figure 6.2: Percentage correlation energies for 3-vertex complete sums and 3-vertex Monte
Carlo, measured as a percentage of the correlation CCSD(T) energy. Monte Carlo runs
were taken over 5 million steps for β = 4, and 224 ≈ 16.8 million steps for β = 2, with
blocks of 900,000 steps, and 4 million steps respectively. Energies for full sums are also
shown.
particularly in the case of CO, whose shorter run’s errors were anomalously large.
For the case of β = 2 we capture, at the very worst, some 90% of the correlation
energy within this basis. Figure 6.3 shows the timings for both the complete and
5 million step Monte Carlo 3-vertex calculations. The length of a Monte Carlo run
is determined by the number of steps and the time for the evaluation of each step.
For these runs of equal size, only the latter factor is relevant, and this is dependent
upon the evaluation of the Hamiltonian matrix elements, which scales at most as
O [N2] if the relevant one- and two-electron integrals have been precomputed.
There is no evident correlation between the Monte Carlo timings and the com-
plete sum timings, and it is likely that the differences in the nature of the correlation
in the molecules studied plays a large role in the scaling. Similarly, a scaling of the
error with system size is not apparent from these data. To investigate both these
effects, a homologous series of similar molecules will need to be investigated; this is
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Figure 6.3: Timings for the 3-vertex complete and 5 million step Monte Carlo calculations
in hours
currently not practical owing to the bottleneck of the integral precomputation to be
discussed later.
A useful diagnostic of Monte Carlo calculations is the acceptance ratio, which
decreases slowly with system size from 23% for H2 to 5% for O3 This is to be expected
as the space of 3-vertex graphs sampled by the Monte Carlo increases dramatically
with system size. As there is no biasing in the graph generation scheme, more graphs
with smaller weights will be generated, and the acceptance ratios will drop. As larger
systems are investigated it is likely that a biased graph generation scheme will be
required, and the graph generation scheme of Appendix B is certainly amenable to
this.
A chief advantage of Monte Carlo techniques is the reduction of the errors as
1√
NMC
, where NMC is the number of steps in the Monte Carlo. This was investigated
for the two molecules NH3 and O3. The decrease in the errors is a statistical effect,
and as such is related not directly to the number of steps in the calculation, but to
the number of independent samples taken. As before, a blocking analysis can be used
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Basis RHF CCSD(T) 2-vertex complete 3-vertex MC MC error
VDZ -76.0268 -76.2410 -76.1598 -76.2279 0.0004
VTZ -76.0572 -76.3322 -76.2055 -76.2979 0.0010
VQZ -76.0648 -76.3598 -76.2131 -76.3226 0.0023
Table 6.2: Energies (in Hartree) of the H2O molecule in different bases. The 3-vertex
results were calculated using Monte Carlo runs of 227 ≈ 134 million steps, with a block
size of 5 million steps. The errors are based on the standard deviation of the stepwise E˜,
and the number of independent steps as calculated by the blocking method.
to determine the number of independent samples in a calculation. Such an analysis
(shown in Figure 6.5) shows a large block size (of the order of 1 million steps) is
necessary to ensure independent samples. This is much larger than the inverse of
the acceptance ratios, which give a mean number of steps between transitions as
5–20. It is clear that the discrete nature of the space being sampled, along with the
hierarchy of vertex levels, gives rise to complications in the Monte Carlo sampling.
Once these long-range correlation effects have been accounted for with suitably large
block sizes, the decrease in the error with number of steps can be seen. For both
NH3 and O3, it can be seen in Figure 6.4 that the errors do decrease as
1√
NMC
as
expected.
6.2.2 Basis Size Scaling
Confining the scope of investigation to a single molecule allows the investigation of
the effects of the size of basis set. It is known that the cc-pVDZ basis set is not
good enough to describe molecules to ‘chemical accuracy’ (of the order of a few
milliHartrees).40 The series of bases cc-pVDZ, cc-pVTZ, cc-pVQZ, . . . is convenient
to test the effects of increased basis size on the accuracy of the vertex sums and
Monte Carlo, and the number of basis functions in each increases approximately
two-fold at each level.
We have investigated the water molecule in these bases, which have 48, 116, and
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Figure 6.4: Plots of 3-vertex Monte Carlo energies and error estimates for NH3 and O3
for runs of increasing length at β = 4. The solid lines indicate the complete 3-vertex
results. The graph space of O3 is much larger than NH3, and its error bars are larger.
Once sufficient steps have been taken, the error bars decrease as 1√
NMC
.
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Figure 6.5: A blocking analysis (as detailed by Flyvbjerg and Petersen29 and reviewed in
Section 2.5) for 3-vertex Monte Carlo calculations on NH3 and O3 at β = 4. Monte Carlo
runs were 226 ≈ 67 million steps. For each block size, all data is split into blocks of that
size, whose averages are calculated. The distribution of these averages around the total
mean is used to calculate an error estimate (shown by the lines in the figure) for a given
block size. With increasing block size, this error estimate will reach a plateau when the
blocks become statistically independent, showing the smallest block size required to give
meaningful error estimates. This method also calculates an error in this error estimate,
which is shown in the error bars on the plot. Here the NH3 reaches a plateau before the
O3, showing a smaller block size can be used to calculate its errors.
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Basis Acceptance Ratio Timing Estimated 5 mHar time
VDZ 15.4% 10:33:14 00:04:24
VTZ 11.9% 12:01:55 00:29:56
VQZ 10.7% 14:29:32 02:58:54
Table 6.3: Statistics for Monte Carlo calculations on H2O in different bases. The estimated
time was calculated assuming the Monte Carlo errors decreases as 1√
NMC
.
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Figure 6.6: Energies calculated for the water molecule in different bases. The 3-vertex
results were calculated using Monte Carlo runs of 227 ≈ 134 million steps, with a block
size of 5 million steps.
230 spin-orbitals respectively. It is clear that the full 3-vertex sums, which scale as
O [N4M4], will quickly become impractical as the basis size increases. However, the
Monte Carlo should be fairly insensitive to basis size for a given number of steps.
The current implementation of this calculation requires the precomputation of all 2-
electron 4-index integrals between Hartree–Fock orbitals, 〈φi(r1)φj(r2)|r−112 |φk(r1)φl(r2)〉,
which is an O [M5] process, and has only been possible up to the cc-pVQZ basis.
In Figure 6.6 and Tables 6.2 and 6.3 are presented timings, energies, and ac-
ceptance ratios for calculations on the water molecule in three bases. As should be
expected for Monte Carlo without importance sampling, the acceptance ratios de-
crease with increasing basis size. This is because, as the space of graphs is increased,
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Figure 6.7: A blocking analysis for the water molecule in three different bases, showing an
increase in error estimate and block size required as basis size increases. These 3-vertex
Monte Carlo calculations had 227 ≈ 134 million steps.
94
the proportion of graphs with high weights falls, and so fewer moves to new graphs
are accepted. This is very evident in the blocking analyses for these systems, shown
in Figure 6.7. As the basis size is increased, the plateau which indicates a suitable
block size occurs at larger block sizes, and the resultant error bars are also larger.
These could, however, be reduced by taking longer runs. As can be seen in Table
6.3, the estimated time to achieve an accuracy of 5 mHar only increases by sixfold
with increasing basis size.
With only three data points, it is unwise to extrapolate the scaling to larger
bases, and one future direction of work is to circumvent this integral precomputation
bottleneck to allow more detailed analysis. However, it has been shown that accurate
Monte Carlo calculations can be successfully performed without the apparent effects
of significant sign problems.
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Chapter 7
Conclusion
In this thesis we have reformulated the Path Integral method in Slater determinant
space, and shown that, although the paths in this space behave very poorly with
respect to sign, they may (through some considerable combinatorial manipulation)
be analytically resummed into graphs, whose sign behaviour is very much improved.
The analysis culminates in a simple and robust matrix formula for the weight and
energy of a graph. This formulation naturally leads to expressions for the energy
based on a sum over graphs of increasing size. These sums can be truncated at a
specific size of graph to give an n-vertex full sum, and have been shown to physically
describe the energy of molecular dissociation, particularly of the very correlated N2
triple bond; the sums, however, scale as O [(MN)2n−2], and so are unfeasible for use
on large systems.
The method has then been cast in a form evaluable by Monte Carlo, and a viable
scheme developed to randomly generate connected graphs with a known generation
probability. This has been successfully used on a number of molecules, and has been
shown to be accurate and to scale well with molecular size. Importantly, the expec-
tation value of the sign has remained far from zero, indicating there are no significant
sign problem effects. Investigation of this scaling has revealed an implementation
bottleneck in the pre-evaluation of the two-electron integrals required for the Monte
Carlo, which are currently calculated by an external program. The evaluation of
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these integrals ‘on-the-fly’ will be vital for a scalable Monte Carlo method.
An analysis of the Monte Carlo runs has shown there to be a very long apparent
correlation time (of the order of a million steps) for these small molecular systems.
Decreasing this correlation time is key to increasing the efficiency of the Monte
Carlo, and there are two factors which are important.
Firstly, the graph space in which the Monte Carlo is performed has no simple
version of locality. Because of this, it is not possible to decrease the size of a Monte
Carlo move to increase acceptance ratios. In practice, we have generated each graph
independently from the previous one so as to be able to calculate its generation
probability. Once a graph with a significant weight is found, new graphs generated
are likely to have much smaller weights, and thus likely to be rejected, leading to
long strings of steps at the same graph.
Secondly the hierarchical nature of graph space makes it difficult to sample. The
weights of graphs at higher vertex levels become increasingly small, and so moves
from a lower to a higher vertex level are likely to be rejected. This effect may be
countered by decreasing the probability of generating a move to a higher vertex
level, which then feeds through to increase the acceptance probability of such a
move. This leads to higher acceptance ratios, but poorer sampling of the higher
vertex levels. To efficiently sample such a space will likely require a more complex
Monte Carlo procedure. It should also be possible to increase the efficiency of the
Monte Carlo by an improved graph generation algorithm, where the more significant
high weight graphs could be generated with a higher probability than lower weight
ones. Weighting this graph generation algorithm both normalisably and efficiently
(without having to calculate generation probabilities for large numbers of graphs
when only generating a single one) should greatly improve efficiency, but is not a
trivial process.
Finally, we turn to the space in which the Slater determinants are created. We
have used well-established basis sets which have been optimised for specific corre-
lated calculations and have based our graphs around the Hartree–Fock determinant,
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and generated our correlating determinants by exciting to the Hartree–Fock virtual
orbitals. Although this is the framework in which most quantum chemical correlated
calculations are based, there may be gains in straying from it. Density Functional
calculations include exchange and correlation effects, and so a determinant made by
populating the occupied Kohn–Sham orbitals may be a better starting place for a
correlated calculation. Alternatively, local methods, which have been popular in ef-
forts to achieve linear scaling, and involve transformations among the occupied and
virtual orbitals to localise them, may prove useful. Also, with a viable Monte Carlo,
the restriction to relatively small Gaussian basis might be relieved, and calculations
could be performed instead on plane-wave like bases.
These ideas for development pose significant implementational challenges, but
show that there is a rich field of possible further investigations ready to be explored.
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Appendix A
Contour Integral Proof
In this appendix we give a proof of the contour integral identity which enables the
manipulation and simplification of path sums. It has later been found that the same
identity has been proven by Knuth.70 Consider the multiple nested-sum
Z
(P )
h (x1, . . . , xh) =
P−h∑
n1=0
P−h−n1∑
n2=0
· · ·
P−h−Ph−1i ni∑
nh=0
xn11 x
n2
2 . . . x
nh
h . (A.1)
By definition, this sum is non-zero only for P ≥ h. For P < h, Zh is identically zero
for all {xi}. We shall also assume that the {xi} can take arbitrary values, and in
particular, that they can be ‘degenerate’, i.e. some or all of them can be equal.
We shall prove
Z
(P )
h (x1, . . . , xh) =
h∑
i=1
xPi − 1
(xi − 1)
∏
j 6=i(xi − xj)
. (A.2)
Furthermore, through use of the residue theorem, we can immediately rewrite Equa-
tion (A.2) as:
Z
(P )
h (x1, . . . , xh) =
1
2πi
∮
C
zP − 1
(z − 1)∏hj=1(z − xj)dz, (A.3)
where the contour C encloses the poles 1, x1, . . . , xh. This latter form will prove
extremely convenient from a computational point of view to evaluate Zh for arbitrary
values of h and x1, . . . , xh, including points of degeneracy (i.e. where xi = xj =
xk . . . ) for which Equation (A.2) is inconvenient.
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One can prove Equation (A.2) through induction. The case h = 1 is immediately
verified as the standard geometric progression,
Z
(P )
1 (x) =
P−1∑
n=0
xn =
xP − 1
x− 1 . (A.4)
Now assume Equation (A.2) holds for h, and consider h + 1. Note that the func-
tion Zh is symmetric under interchange of the labels xi, i.e. Z
(P )
h (x1, x2, . . . , xh) =
Z
(P )
h (x2, x1, . . . , xh). We may thus write
Z
(P )
h+1(x1, . . . , xh, xh+1) = Z
(P )
h+1(xh+1, x1, . . . xh)
=
P−h−1∑
n=0
xnh+1
P−h−n−1∑
n1=0
· · ·
P−h−1−n−Pi ni∑
nh=0
xn11 . . . x
nh
h
=
P−h−1∑
n=0
xnh+1Z
(P−n−1)
h (x1, . . . , xh). (A.5)
It is convenient to extend the limit of the sum over n to from P −h−1 to P −1. We
are permitted to do this, as we are not contributing anything to the sum (recalling
Z
(P )
h = 0 for P < h). Therefore
Z
(P )
h+1 =
P−1∑
n=0
xnh+1Z
(P−n−1)
h (x1, . . . , xh). (A.6)
Next, substitute Equation (A.2), rearrange order of summation, and carry out the
resultant geometric series. After some manipulations, we arrive at Equation (A.7)
Z
(P )
h+1 =
P−1∑
n=0
xnh+1
h∑
i=1
xP−n−1i − 1
(xi − 1)
∏
j 6=i(xi − xj)
=
h∑
i=1
1
(xi − 1)
∏
j 6=i(xi − xj)
P−1∑
n=0
xnh+1(x
P−n−1
i − 1)
=
h∑
i=1
1
(xi − 1)
∏
j 6=i(xi − xj)
(
xP−1i
(xh+1/xi)
P − 1
(xh+1/xi)− 1 −
xPh+1 − 1
xh+1 − 1
)
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=h∑
i=1
1
(xi − 1)
∏
j 6=i(xi − xj)
(
xPh+1 − xPi
xh+1 − xi −
xPh+1 − 1
xh+1 − 1
)
=
h∑
i=1
1
(xi − 1)
∏
j 6=i(xi − xj)
(
(xPh+1 − 1)(xi − 1)− (xPi − 1)(xh+1 − 1)
(xh+1 − xi)(xh+1 − 1)
)
=
h∑
i=1
xPh+1 − 1
(xh+1 − 1)(xh+1 − xi)
∏
j 6=i(xi − xj)
−
h∑
i=1
xPi − 1
(xh+1 − xi)(xi − 1)
∏
j 6=i(xi − xj)
=
(xPh+1 − 1)
xh+1 − 1
h∑
i=1
1
(xh+1 − xi)
∏
j 6=i(xi − xj)
−
h∑
i=1
xPi − 1
(xh+1 − xi)(xi − 1)
∏
j 6=i(xi − xj)
= −(x
P
h+1 − 1)
xh+1 − 1
h∑
i=1
1∏h+1
j 6=i (xi − xj)
+
h∑
i=1
xPi − 1
(xi − 1)
∏h+1
j 6=i (xi − xj)
, (A.7)
where in the last step above we now include xh+1 inside the product
∏
j 6=i. Next,
we use the identity
h∑
i=1
1∏h
j 6=i(xi − xj)
= 0 (A.8)
to note that
h∑
i=1
1∏h+1
j 6=i (xi − xj)
=
h+1∑
i=1
1∏h+1
j 6=i (xi − xj)
− 1∏h
j (xh+1 − xj)
(A.9)
=
−1∏h
j (xh+1 − xj)
. (A.10)
Substituting we get
(xPh+1 − 1)
(xh+1 − 1)
∏h
j (xh+1 − xj)
+
h∑
i=1
xPi − 1
(xi − 1)
∏h+1
j 6=i (xi − xj)
(A.11)
=
h+1∑
i=1
xPi − 1
(xi − 1)
∏h+1
j 6=i (xi − xj)
, (A.12)
which is precisely the required result, i.e.
Z
(P )
h+1(x1, . . . xh, xh+1) =
h+1∑
i=1
xPi − 1
(xi − 1)
∏h+1
j 6=i (xi − xj)
, (A.13)
thereby completing the proof.
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Appendix B
Graph Enumeration
It is worth noting that the space of all graphs in which either full vertex sums
are calculated or Monte Carlo is performed has quite a complicated form, being
a subset of the power set of all determinants. Looking first at Slater determinant
space, it is convenient to visualise the space as consisting of a set of discrete vertices
representing determinants. The connectivity of this space is determined exclusively
by the matrix element of the Hamiltonian between any two determinants (vertices).
Owing to the two-electron nature of the Hamiltonian operator, determinants which
are more than double excitations of a given determinant have zero matrix elements,
and are not connected. Similarly, any excitations which are symmetry forbidden
(for example by not conserving the value of Ms, or, as we shall see later, by exciting
to orbitals whose resultant symmetry product is not totally symmetric) are not
connected. These disconnectivities, while useful in reducing the number of possible
connected subgraphs of the complete vertex graph greatly complicate the business of
enumerating or generating connected graphs. It is still possible to na¨ıvely generate
graphs, but the following simple calculation shows that this would be a grossly
inefficient method.
For a fixed number of spinorbitals, 2M , and electrons, N , we can see that the
total number of available determinants is
Ndet =
(
2M
N
)
=
(2M)!
(2M −N)!N ! . (B.1)
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This can be a little unwieldy to manipulate, and so we can use a version of Stirling’s
approximation to simplify this,
logNdet ≈ 2M log 2M − (2M −N) log(2M −N)−N logN (B.2)
= 2M log
2M
2M −N +N log
2M −N
N
(B.3)
= log
[(
2M
2M −N
)2M (
2M −N
N
)N]
(B.4)
= log
(2M)2M
(2M −N)2M−NNN (B.5)
< log
(
2M
N
)N
. (B.6)
If M ≫ N , we have a good upper bound, Ndet <
(
2M
N
)N
, and is hopelessly
large for anything other than the smallest systems. From this, we can focus on a
given determinant Di. The number of possible two-vertex graphs containing Di is
simply the number of determinants which are not Di, which is Ndet − 1 <
(
2M
N
)N
.
Ignoring all other symmetries, and only considering the two-electron nature of the
Hamiltonian, we can see that the number of double excitations ofDi is
N(N−1)M(M−1)
4
,
which, being of order M2N2, will be much smaller than Ndet for moderate systems.
Similarly, the size of Ndet precludes us from simply enumerating all determi-
nants and discarding those which do not match appropriate symmetry constraints.
Furthermore, for methods like the graph space Monte Carlo, for which we do not
even require all connected determinants be considered, we must be able to generate
connected determinants with the minimum of work.
In this appendix we consider methods for generation of connected determinants,
and thence graphs, which scale far more favourably than the enumeration of the
complete set of determinants or graphs. Later, we use these methods in an algorithm
to generate arbitrary size graphs with a known probability, a key requirement when
it comes to Monte Carlo.
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B.1 Enumeration of determinants
When enumerating connected determinants, it is key to consider all available sym-
metries which will lead to a zero Hamiltonian matrix element between determinants.
Aside from spin symmetry, other symmetries are likely to be spatial in origin, and
thus dependent on the configuration of the system under study. To cope with as
generic a system as possible, it is convenient to describe the symmetries of a sys-
tem in terms of its symmetry group and its component irreducible representations
(irreps).71,72 We denote the Nirr irreps of the symmetry group Γi with 1 ≤ i ≤ Nirr.
This form can cope easily with point group, space group, and momentum sym-
metries, dependent upon the system under study, providing that the orbitals from
which we construct determinants can be labelled according to either individual ir-
reps, or for a degenerate set of orbitals, the irreps which that set of orbitals spans.
For degenerate sets of orbitals, unless we can project the set onto well defined compo-
nents†, which for a generic symmetry group is not an easy task,73 we must take each
orbital of the set as spanning the same representation as the complete set. Denoting
the representation of orbital a as Γa, we decompose it, say, as Γa = Γ1 ⊕ Γ3 ⊕ Γ4.
If we have taken into account all the symmetries in the system, we shall find that
each degenerate set of the orbitals corresponds to a single irrep, which will be mul-
tidimensional if there is more than a single orbital in the set. If this is not possible
or practical, using a subset of the symmetries will give a decomposition into a com-
bination of lower dimensional irreps.
To obtain the symmetry of a determinant, we simply take the symmetry product
of all the orbitals within the determinant,
ΓDi =
⊗
j∈Di
Γj . (B.7)
This process can be simplified by noting (as Roothan74 and Beebe75 have proven)
that the symmetry product of a completely filled shell (i.e. degenerate set) is totally
†For example, a pair of orbitals spanning the E irrep of the C3 point group can be projected
to give orbitals in the x and y directions.
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symmetric, and such sets have no effect on the symmetry product. Finally, to
determine whether a given matrix element to an excitation, 〈Di|Hˆ|De〉, is non-zero,
we need only ensure that the symmetry product of the determinants contains the
totally symmetric representation (which we will designate A1).
ΓDi ⊗ ΓDe ∋ A1. (B.8)
The two-electron nature of the Hamiltonian operator imposes the best method
of generating connected excitations by means of the symmetries of pairs of orbitals,
and we must consider the two types of excitation, singles and doubles, separately.
B.1.1 Single Excitations
Except in the case of the Hartree–Fock determinant, which we can see through
Brillouin’s theorem20 is only connected to double excitations, we must consider all
possible symmetry-allowed single excitations.
Spin symmetry is the simplest to consider, and it is easy to see that to conserve
Ms, an excitation needs to be of the same spin as the orbital it was excited from.
In considering the other symmetries of the system, we must ensure that, for an
excitation De from Di, the resultant symmetries of the components of 〈Di|Hˆ|De〉
have a product containing A1.
Given orbital i ∈ Di, we must choose replacement orbital a /∈ Di such that the
symmetry products of the remaining orbitals and i and a contain A1.( ⊗
j∈Di,j 6=i
Γj
)2
⊗ Γi ⊗ Γa ∋ A1. (B.9)
For each i, we must check each possible virtual orbital, resulting in an O [NM ]
scaling process.
B.1.2 Double Excitations
When considering double excitations, it is useful to revisit the Slater–Condon rules.17–19
For a two-electron operator, Hˆ, the matrix element between Di and De where ij
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in Di have been replaced by ab in De can be expressed in terms of two-electron
integrals,
〈Di|Hˆ|De〉 = 〈ij|Hˆ|ab〉 − 〈ij|Hˆ|ba〉. (B.10)
This simplifies our consideration of symmetry, and, as Hˆ is totally symmetric, we
now only require that
Γi ⊗ Γj ⊗ Γa ⊗ Γb ∋ A1. (B.11)
To consider each possible combination of the indices i, j, a, and b would be an
O [M2N2] process. While this would be reasonable when generating all the dou-
ble excitations, the number of excitations can be calculated with a quicker process
if not all need be generated. To minimise the calculation required when generating
excitations, it is convenient to precompute a list of all pairs of orbitals, classified
under the symmetry of their product, the complete set of products being denoted
Γvirt. In general the number of available symmetries will be considerably smaller
than the number of pairs of orbitals. When counting excitations, all pairs of orbitals
present in determinant Di, can be similarly classified under their symmetry prod-
uct, the set of products denoted Γocc. For each pair of symmetries Γo ∈ Γocc, and
Γv ∈ Γvirt, their symmetry product is calculated, Γov = Γo ⊗ Γv.
For those Γov which contain A1, the number of excitations is given by N [Γo] ×
Nallowed[Γv], where N [Γo] is the number of pairs of occupied orbitals of symmetry
product Γo, and Nallowed[Γv] is the number of pairs with symmetry product Γv in
which neither orbital is occupied in Di. This can be counted in O [NM ] and thus
the total work in counting the total number of excitations is of this order. The sets
of pairs can then be used to generate all the relevant excitations.
B.2 Enumeration of graphs
With a method of generating connected determinants, it is now necessary to consider
using this to generate connected graphs, and particularly to generate all possible
connected graphs without duplicates. Larger graphs pose more difficult problems
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Figure B.1: The three possible classes of three-vertex graphs: chains, stars, and triangles.
with respect to this, and here we present algorithms for graph generation illustrated
with examples of up to four-vertex graphs.
The smallest graphs are two-vertex graphs, and these are simple a matter of
creating graphs with all possible connected excitations.
Three vertex graphs require more thought. As can be seen in Figure B.1, there
are three types of three-vertex graphs: chains, stars, and triangles. Here we can also
see a demonstration of the perils of graph enumeration. Considering the triangle
graph, we see it can be generated in two possible ways. Using the labelling of Figure
B.1, it is possible to generate the graph in two orders: (ijk) and (ikj). Both orders
involve a sequence where each subsequent vertex is attached to one of the previous
vertices. In contrast, for the chain graph the only valid sequence is (ijk) as the other
would involve generating vertex k from vertex i, which is not allowed as they are
disconnected. Turning to the star, we see we must consider not only attempting to
locate vertices k which are attached to j, as we did in the chain, but also those which
are attached to i. This leads to two more possibilities for generating the triangle; in
(ijk) do we generate k from j or i, and similarly for graph (ikj).
The challenge of graph enumeration is to devise an algorithm such that we do
not duplicate graphs such as the triangle, or neglect graphs like the chain or star.
In a small system, it would be possible to maintain a list of graphs which have
already been generated, and to compare whether a new graph is already in this
list. Because the number of higher vertex graphs is so large, this is not a practical
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solution. Indeed, as the system size grows, it it not even practical to hold a complete
list of connected determinants, let alone graphs generated.
In describing the algorithm used for generating graphs, it is useful to visualise
the types graphs structures involved, and so the description is accompanied with
schematic graphs like those depicted in Figure B.2(b). In such figures the greyed
out lines represent the underlying connectivity of the vertices selected in the graph,
and the solid lines the routes through which they were generated. The vertices are
all labelled according to the standard pattern in Figure B.2(a), and the numbers at
each vertex represent the order in which the vertices were generated. For example,
the graph in Figure B.2(b) represents the sequence (ijml).
It seems straightforward that, if the graph generation algorithm is to generate
all possible graphs of different connectivities, it must at the very least attempt to
generate vertices attached to all possible previous vertices in a smaller graph. It is
key, however, to ensure that once any of these has been generated, the others are
disallowed.
B.2.1 The graph generation algorithm
The generation algorithm, which is best implemented recursively, is presented below
1. Begin at the head vertex of the graph, setting this to be the current vertex.
2. Check to see if the graph is of the required number of vertices. If so, process
the graph; remove the current vertex, and return back to step 4.
3. The graph requires more vertices. Generate a new excitation from the current
vertex.
4. Accept the excitation if it is not connected to any previous vertex added to
the graph before the current vertex. Add the excitation to the graph. Set the
excitation to be the current vertex, and repeat from step 2.
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.
2 .
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(b)
Figure B.2: (a) The connectivity network of a simple space of six determinants. Excitations
from one determinant to another are generated in a clockwise order, beginning after 12
o’clock. e.g. the excitations from k are l, n, and j in that order; (b) An example schematic
graph representing the graph (ijml)
5. The last excitation was not valid. If there are any more excitations available
from the current vertex, go to step 2.
6. There are no more excitations from the current vertex.
If the current vertex is not the head, move one place up the direct chain from
the current vertex to the head, and begin generating excitations from after the
current vertex. If there are any remaining excitations, go to step 2. If there
are no more excitations, go to step 6.
If the current vertex is the head vertex then there are no further vertices to
connect to. Go back to the state before adding the last vertex to the graph,
and return to step 4.
B.2.2 A graph generation worked example
The graph generation algorithm is complex, and a worked example is instructive to
understand both the reasoning behind it and its application. The example is set in
a small system with a total of six vertices and its connectivity is depicted in Figure
B.2(a). This sort of connectivity network is not uncommon in determinant space
(although this example does not correspond directly to a system, its properties are
similar). Given six vertices, of which the first is fixed, there are
(
5
3
)
= 10 four-vertex
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graphs available. Two of these, (iklm) and (ijln) are disconnected, so disallowed.
The remaining eight are enumerated in the example below.
(ij)
1....................
....
...
.....
.... ............. ......
...... Beginning at node i, the first available excitation
is j.
(ijk)
1
2.............
....
...
.....
.... .............. ......
...... Moving to node j, the first available excitation is
k.
(ijkl)
1
2
3.
......
...
...
.....
.... .............. ......
.....
.. From node k the first excitation is l and we have
generated a four-vertex graph.
(ijkl)
1
2
3.
......
...
...
.....
.... .............. ......
.....
..
(ijkn)
1
2.............
....
...
.....
.... ..............
3
Returning to k the next excitation is n. This is
disallowed, as n is connected to i which is the root.
(ijkm) 12................
....
.....
....
3 ....
......
... There are no more excitations from k, so we move
back up the chain and look for excitations from j
which are after k, giving m.
(ijkm) 12................
....
.....
....
3 ....
......
...
(ijkn)
1
2.............
....
...
..3 .............. ......
...... There are no more excitations from j, so we move
back up the chain for excitations from i, giving n.
(ijkn)
1
2.............
....
...
..3 .............. ......
......
(ijm)
1....................
....
...
.....
....
2 ....
......
... All possibilities for adding to graph (ijk) have
been exhausted, so we find the next excitation
from j.
(ijml)
1...............3
...
...
.....
....
2 ....
......
... The first excitation possible from m is l. (ijml)
1...............3
...
...
.....
....
2 ....
......
...
(ijmn)
1....................
..
3.....
...
2 ....
.......
.. The next excitation from m is n, but this is dis-
allowed as it is connected to i (and will therefore
be counted under i’s excitations).
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(ijm)
1....................
....
...
.....
....
2 ....
......
... There are no more excitations from m, so we try
from j, but there are none here either.
(ijmn)
1....................
....
...
..3
2 ....
......
... Moving back to i, we find n is an excitation. (ijmn)
1....................
....
...
..3
2 ....
......
...
(ij)
1....................
....
...
.....
.... ............. ......
...... All possibilities for adding to graph (ijm) have
been exhausted, and there are no more excitations
from j, so we look to i for excitations.
(ijn) 1
...................
....
....
..2 ............. ......
...... The next excitation after j available from i is n.
(ijnk)
1....................
....
...
..2 ............. 3 From n the first excitation is k, but this is dis-
allowed as it is also an excitation of j which is a
vertex added to the graph before the current ver-
tex (Step 4); this graph was considered above.
(ijnm)
1....................
..3
2 ............. ......
......
.
The next excitation from n is m, which fails on
the same grounds as above.
(in)
..........................
....
....
..1 ............. ......
...... Having exhausted all possible excitations of (ij),
we consider the next excitation of i, n.
(ink)
...........................
....
...
..1 ............. 2 The first excitation of n is k, which is allowed as
it isn’t connected to i.
(inkl)
...............
3.
......
...
...
..1 ............. 2 The first excitation of k is l which is allowed as it
is connected to neither i nor j.
(inkl)
...............
3.
......
...
...
..1 ............. 2
(inkj)
........3
.............
....
...
..1 ............. 2 The next excitation of k is j which is disallowed
as it is connected to i.
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(inkm)
...........................
..3
1 ............. 2 Having exhausted excitations of k, we consider
excitations of the next up the chain, n, the first
being m.
(inkm)
...........................
..3
1 ............. 2
(inm)
..........................
...2
1 ............. ......
......
.
There are no more excitations of n or i above it
to attach to the (ink) graph, so we look for the
next excitation of n after k.
(inmj)
...........................
..2
1 3
......
......
..
The first excitation of m is j, but disallowed be-
cause it is connected to i.
(inml)
......................3
2
1 .............. .....
.....
... The next excitation of m is l, which is allowed.
There are no further excitations of m, n, or i up
the path so this is the last graph.
(inml)
......................3
2
1 .............. .....
.....
...
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B.3 Random generation of graphs
In order to sample graphs, it is necessary to generate them stochastically. We
adopted a Markov chain algorithm to do this, in which successive determinants are
added to a list until the desired size of graph is reached. Since the connectivity
of the determinants is not uniform, such an algorithm will, in general, result in a
generation probability which is not uniform. As a result, in order to remove any
bias from the Monte Carlo simulation, it is necessary to be able to compute the
generation probability. The following algorithm will generate a connected n-vertex
graph with a computable normalised generation probability.
Starting at Di, select a connected determinant Dj, with probability pij. This
results in a 2-vertex graph G = (ij). Next, select a determinant, Dk, connected to
Dj, with probability pjk. If Dk is distinct (i.e. not i), then Dk is added to the list:
G = (ijk). Otherwise we set Dk as our current position, and a new determinant
is generated from there via a suitable, randomly chosen single or double excitation.
This process is continued until n distinct determinants have been generated.
The probability to generate a given graph G can be computed by examining all
possible ways of generating G according to this algorithm. For example, consider the
3-vertex graph (ijk). According to the above algorithm, the generation probability
is
Pgen[(ijk)] =
∞∑
n=0
(pijpji)
n × pijpjk +
∞∑
n=1
(pijpji)
n × pik
+
∞∑
n=0
(pikpki)
n × pikpkj +
∞∑
n=1
(pikpki)
n × pij (B.12)
=
pij(pjk + pjipik)
1− pijpji +
pik(pkj + pkipij)
1− pikpki . (B.13)
The first sum in Equation (B.12) combines all numbers of i → j → i generations
followed by an i → j → k path. The second sum generates k from i instead. The
final two terms consider the permutation (ikj).
For an n-vertex graph, for n > 3, the generation probability is similarly com-
putable. It is most compactly expressed in matrix notation. In order to simplify
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notation, let us call our n vertices G = (i1 . . . in), with i1 ≡ i, and no two vertices in
this list are the same. Consider the generation probability of G in the given order
(i1, i2, . . . in). According to the algorithm, this means that we first visit i2 from i1,
then we visit i3 for the first time from either i1 or i2, etc. In general the (k + 1)th
vertex can be visited for the first time from any of the previous k vertices. The
algorithm terminates when we first visit the nth vertex.
An example of the possible transitions when generating a four-vertex graph is
given in Figure B.3. A typical generation process would be the following:
1. We begin at i and generate a random connected determinant, j, with proba-
bility pij. We progress to the second level.
2. From j we generate another connected determinant. If this is not i, we have
generated a new determinant, k, with probability pjk, and we then progress to
the next level at k. There is, however, probability pij that the new determinant
happens to be i, in which case we move to i in the same level, and generate
another determinant. In a similar way we move about the second level until
we have generated a new determinant k, and move to the third level.
3. From k we generate another determinant, which may be i, j, or a new deter-
minant l. We proceed as before until we have generated a new l.
To calculate the probability for this process, let us construct a sequence of tran-
sition matrices, one corresponding to each level in Figure B.3, P (k)[i1, i2, . . . , ik] such
that, in P (k), the vertex ik is an absorbing state. Such a matrix is
P (k)[i1, i2 . . . , ik] =


0 pi1i2 pi1i3 . . . pi1ik
pi2i1 0 pi2i3 . . . pi2ik
...
. . .
...
pik−1i1 pik−1i2 . . . 0 pik−1ik
0 0 . . . 0 1


. (B.14)
The matrix (B.14) is a k × k matrix which, in the terminology of Markov chain
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pij
pijpji
pji pij
pik
pil
pjl pkl
pkj pjkpik pki
pjk
i
i
i
j
j k
l
Figure B.3: An example of the generation process of a four-vertex graph. This figure
can be broken down into levels, each with one more vertex than the previous. The set of
possible transitions within a given level and to the next level are all the possible elements
of the matrix P (k) for that level. The dotted lines on the third level indicate a possible
transition between k and i.
theory,76 is a sub-stochastic matrix (i.e. the sum across a row is less than or equal
to 1).
The advantage of using such a transition matrix is that it guarantees that the
Markov chain terminates once the vertex ik is arrived at. Noting that ([P
(k)]n)ik−1ik
gives the probability of arriving at ik in exactly n steps given that we started at
ik−1 (passing through some or all of the vertices (i1 . . . ik−1)), we see that the total
probability of arriving at ik is simply the geometric series
∞∑
l=0
[(P (k)[i1, . . . , ik])
l]ik−1,ik =
(
1
I − P (k)[i1, . . . ik]
)
ik−1,ik
. (B.15)
where the RHS of Equation (B.15) requires the calculation of the inverse of the k×k
matrix (I − P (k)[i1, . . . , ik]). Therefore the probability of generating the sequence
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i1 → i2 → · · · → in is
Pgen[i1, i2, . . . , in] =
(
1
I − P (2)[i1, i2]
)
12
×
(
1
I − P (3)[i1, i2, i3]
)
23
× . . .
×
(
1
I − P (n)[i1, i2, . . . , in]
)
n−1,n
=
n∏
k=2
(
1
I − P (k)[i1, . . . , ik]
)
k−1,k
. (B.16)
The total generation probability of this graph irrespective of the sequence in which
i2, i3, . . . , in is chosen, is the sum over the (n− 1)! permutations in which this set of
n− 1 vertices can be generated. The total generation probability is therefore
Pgen[G] = Pgen[(i1 . . . in)] =
∑
Pˆ
Pgen[i1, Pˆ (i2, . . . , in)], (B.17)
where Pˆ is permutation operator over the set of vertices i2 . . . in.
In practice, we deal with graphs consisting of a rather modest number of vertices,
say 3 or 4, which means we need invert matrices no larger than 4 × 4, a modest
computational task.
There is considerable freedom in choosing the probabilities pij. The simplest
choice (and the one we used) is to take
pij =
1
Ni
, (B.18)
where Ni is the number of determinants connected to i. In other words the selection
of determinant Dj is done uniformly, save the fact that it must by connected to Di,
(i.e. ρij 6= 0). Certainly we would expect to be able to improve on this selection
probability by using a non-uniform distribution, and as such the topic merits con-
siderable further investigation. A second variant on the above algorithm is to select
the new determinant at any stage from any of the previously visited determinant,
rather than from the current position. The generation probability is computable
along similar lines to the above. We found this to be an effective alternative in
generating graphs in which the Hartree–Fock determinant remains central.
119
Appendix C
Size Consistency
The concepts of size consistency and size extensivity are important in considering
the effect on electronic structure methods of studying larger systems, and are scaling
properties. Although sometimes used interchangeably in literature, they are distinct
concepts. A commonly used definition of size consistency was made by Pople77 in
terms of the limit of a non-interacting system.
For a system consisting of fragments A and B which are separated by a distance
rAB, a method is size consistent if the energy at infinite separation is equal to sum
of the energy of the fragments,
lim
rAB→∞
EAB = EA + EB. (C.1)
Taking the Hartree–Fock case as an example, we may write the wavefunction
as the product of two fragment wavefunctions with appropriate antisymmetrisa-
tion, ΨAB = AˆΨAΨB, where ΨA = Aˆφa1 . . . φaN , and likewise for ΨB. Here for
convenience, we use an antisymmetrisation operator Aˆ to represent the antisym-
metrisation we have previously written as a Slater determinant.
Because of the requirement of equivalence of different electrons, we cannot easily
partition the Hamiltonian for the complete system, HˆAB into the sum of the Hamil-
tonians of the individual fragments, HˆA and HˆB, but we may write the Hamiltonians
out in terms of one- and two-electron operators, which have some elements of sepa-
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rability,
HˆAB =
2N∑
i=1
[
tˆ(i) + hˆA(i) + hˆB(i)
]
+
2N∑
i<j
uˆ(i, j) (C.2)
HˆA =
N∑
i=1
[
tˆ(i) + hˆA(i)
]
+
N∑
i<j
uˆ(i, j) (C.3)
HˆB =
N∑
i=1
[
tˆ(i) + hˆB(i)
]
+
N∑
i<j
uˆ(i, j). (C.4)
To demonstrate size consistency, we require
lim
rAB→∞
〈ΨAB|Hˆ|ΨAB〉 = 〈ΨA|HˆA|ΨA〉+ 〈ΨB|HˆB|ΨB〉. (C.5)
Using the Slater–Condon rules, we may express these expectation values in terms of
the one- and two-electron operators,
〈ΨAB|HˆAB|ΨAB〉 =
2N∑
i=1
[
〈i|tˆ|i〉+ 〈i|hˆA|i〉+ 〈i|hˆB|i〉
]
+
2N∑
i<j
[〈ij|uˆ|ij〉 − 〈ij|uˆ|ji〉]
〈ΨA|HˆA|ΨA〉 =
N∑
a=1
[
〈a|tˆ|a〉+ 〈a|hˆA|a〉
]
+
N∑
a1<a2
[〈a1a2|uˆ|a1a2〉 − 〈a1a2|uˆ|a2a1〉]
〈ΨB|HˆB|ΨB〉 =
N∑
b=1
[
〈b|tˆ|b〉+ 〈b|hˆB|b〉
]
+
N∑
b1<b2
[〈b1b2|uˆ|b1b2〉 − 〈b1b2|uˆ|b2b1〉] ,
where i, j represent any occupied orbitals, and a, a1, and a2 are occupied orbitals in
A, and similarly for B. To enable comparison between these expressions, we must
be able to localise the orbitals occupied in ΨAB so that each may be described as on
A or B. We may do this as the Hartree–Fock energy is invariant to transformations
within the occupied (and within the virtual) set of orbitals.
For the limit to hold, both the cross terms, such as 〈a|hˆB|a〉, and the coupling
terms, such as 〈ab|uˆ|ab〉, must vanish. This is achieved through distance, as both
terms decay as 1/rAB.
We may now consider some cases to demonstrate size consistency. Firstly, Pople’s
example of two H2 molecules is immediately size consistent, as we may localise two
occupied σg spin-orbitals on each molecule. As the molecules are separated, the
cross and coupling terms vanish, and a size consistent result is achieved.
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Secondly, we consider a single singlet hydrogen molecule being dissociated into
two fragments. The σg orbital is doubly occupied, and as we dissociate the molecule
the electrons remain in this, the lowest orbital. This orbital cannot, however, be
localised upon a single fragment, and so this dissociation is not size consistent. This
can be seen in RHF energy, which at dissociation is far higher than that of two
isolated hydrogen atoms.
In general, the dissociation of closed shell molecules is not a size consistent
process because the localisation procedure cannot be performed on the occupied
orbitals. Furthermore, post-Hartree–Fock methods using these orbitals are subject
to these same problems for dissociating systems.
It can be shown that both Møller–Plesset and Coupled Cluster Theories are
size-consistent through a similar localisation procedure.
Two Vertex Size Consistency
We now turn to the two-vertex truncation, and consider whether it can be size
consistent. Taking the Hartree–Fock determinant as our pivot, i, its weight is given
by
wi = ρii
P +
∑
j 6=i
w′[(ij)]. (C.6)
Brillouin’s Theorem tells us that the single excitations are not connected to i, so we
are left with j = D klij being only double excitations. The ρij element coupling i and
j is proportional to the Hamiltonian element between them, 〈i|Hˆ|j〉 = 〈ij|uˆ|kl〉 −
〈ij|uˆ|lk〉. We may consider the possibilities for the locations of i, j, k, and l in a
dissociated system.
• 〈a1a2|uˆ|a3a4〉 has a co-density on A interacting with a co-density on A so is
non-zero.
• 〈a1b1|uˆ|a2b2〉 has a co-density on A interacting with a co-density on B, each
with significant values only around rA and rB respectively. The only contri-
123
bution from these therefore arises in the region where r = rAB and so vanishes
as 1/rAB when rAB →∞.
• 〈a1a2|uˆ|b1b2〉 involves the co-density a∗1(r1)b1(r1), which tends to zero every-
where as the fragments move apart as rAB →∞.
• 〈a1a2|uˆ|a3b1〉 involves the co-density a∗2(r1)b1(r1), which tends to zero every-
where as the fragments move apart as rAB →∞ as above.
The only j that contribute to the two-vertex sum are therefore the double excitations,
a1a2 → a3a4 and b1b2 → b3b4, and so the sum over two-vertex graphs can be split
into separate sums on A- and B-excitation graphs, so might allow the two-vertex
energy to be size consistent
However the energy estimator can be written as
〈E〉 =
∑
Gw
′
i[G]E˜
′
i[G]∑
G w
′
i[G]
(C.7)
=
w′i[(i)]E˜
′
i[(i)] +
∑
GA
w′i[GA]E˜
′
i[GA] +
∑
GB
w′i[GB]E˜
′
i[GB]
w′i[(i)] +
∑
GA
w′i[GA] +
∑
GB
w′i[GB]
, (C.8)
which cannot be split into two additive components, so is not size consistent. Similar
expressions can be written for higher vertex terms, and we must conclude that this
method is not size consistent. For a test chain of helium atoms, we have plotted the
two-vertex energies and weights in Figures C.1 and C.2, illustrating these features.
Finite Temperature Size Consistency
We end this appendix with a note on size consistency for finite temperature systems,
as the vertex sum method is in essence a finite temperature method. For simplicity,
we take two identical fragments, A and B, and consider their individual energy
levels, ε1, ε2, . . . . The combined system will have a ground state energy E1 = 2ε1,
along with further energy levels, E2, E3, . . . , which are combinations of the individual
energy levels (and thus may be degenerate), along with further states which involve
charge transfer between the fragments.
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Figure C.1: A plot of energy per electron (E/N) against system size for a linear chain
of He atoms using a cc-pVTZ basis at the 2-vertex level for various values of β. For the
series of beta studied (0.1–10 a.u.), the lowest energy is also shown, being slightly more
size-consistent than the constant-β curves. The RHF and MP2 values are also shown and
are constant with system size.
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Figure C.2: A plot of the 2-vertex weight against system size for a linear chain of He atoms
using a cc-pVTZ basis at the 2-vertex level for various values of β.
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At a finite temperature, β, the energies of the individual systems and of the
combined are
〈ε〉 =
∑
i εie
−βεi∑
i e
−βεi (C.9)
〈E〉 =
∑
iEie
−βEi∑
i e
−βEi . (C.10)
For finite β, 〈E〉 is never equal to 2〈ε〉, and so we conclude that size consistency is
only a property of the ground state energies. We may also expect that any methods
using the finite temperature density matrix operator cannot be size-consistent for
this same reason.
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Appendix D
Matrix Formulation
Although the residue theorem makes the evaluation of the values of the weights
of graphs simpler than the contour integral formulation, it is still a complicated
matter. Firstly, the denominator of the contour integral expression is a complicated
polynomial of z and the ρij elements of the graph, which although formulatable
through the algorithm given in Section 3.3.1, requires considerable manual work
to simplify, making higher vertex terms far less practical. Secondly, although the
residue theorem is simple to apply when the roots of the denominator polynomial
are distinct, when they are degenerate (i.e. one root is found multiple times), it is
necessary to evaluate the residues at poles of higher orders than 1. This requires
separate expressions for each possible combination of degeneracies, which is also an
unwieldy task. Thankfully, there is further remarkable simplification to be had from
the contour integral form, and in this section it will be transformed into a simple
and robust matrix formulation, which is far more practically applicable.
Below, for ease of reference, we list the results of a series of transformations
which will be performed in the next sections:
wi[(ij . . . l)] =
ρii
P
2πi
∮
C
dz
zP − 1
z − 1
1
Kij...l(z)
=
ρii
P
2πi
∮
C
dz
zP − 1
z − 1
Sj...l(z)
Sij...l(z)
=
1
2πi
∮
C
dZ ZP Tj...l(Z)
Tij...l(Z)
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=
1
2πi
∮
C
dZ ZP
∣∣ZI− ρj...l∣∣∣∣ZI− ρij...l∣∣
=
1
2πi
∮
C
dZ ZP
[
1
ZI− ρij...l
]
ii
=
∑
j
rPj v
2
j1,
where (rj,vj) are the eigenvalues and eigenvectors of the matrix ρij...l containing the
ρ matrix elements between all vertices of the graph.
D.1 Transformation Kij...l → Sij...l
ρii
P
2πi
∮
C
dz
zP − 1
z − 1
1
Kij...l
=
ρii
P
2πi
∮
C
dz
zP − 1
z − 1
Sj...l
Sij...l
It is useful to view the kernels for the two-, three-, and four-vertex graphs together:
1
Kij
=
1
1−Aij (D.1)
1
Kijk
=
1−Ajk
1−Aij − Aik − Ajk − 2Aijk (D.2)
1
Kijkl
=
1− Ajk − Ajl − Akl − 2Ajkl[
1− Aij(1− Akl)− Aik(1−Ajl)− Ail(1− Ajk)
− Ajk −Ajl − Akl − 2Aijk − 2Aijl − 2Aikl − 2Ajkl
− 2Aijkl − 2Aijlk − 2Aikjl
]
. (D.3)
We can see that the numerator of each level is the same (given a shift of indices)
as the denominator of the previous level. We create a new quantity, S..., for each
vertex level, and define it as the product of the kernels of that and lower levels
removing the first vertex each time. For example,
Sijklm = KijklmKjklmKklmKlm. (D.4)
We can easily re-express Kij...l in terms of the S... elements,
1
Kij...l
=
Sj...l
Sij...l
, (D.5)
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and now identify the numerator and denominator with the relevant parts of the
kernels above. We should also note that as, by the definition of a graph, the K
terms are invariant to permutation of the indices excluding the pivot, we see the S
terms are invariant to permutations of all indices.
More formally, we can define Kij...l using the graph construction algorithm. For
each cycle pivoted at i, on examining what is attached at each vertex, we find the
expanded graph corresponding to the main graph but with the vertices which have
already been traversed on the cycle removed. For example, attached to cycle (ijklm)
of the five-vertex graph (Figure D.1(a)) are:
• at j the expanded (jklm) graph,
• at k the expanded (klm) graph,
• at l the expanded (lm) graph,
• at m nothing.
Using the result to attach multiple cycles at different points in a cycle, we find
the kernel for a graph containing only this cycle and its subcycles being
K = 1− Aijklm
KjklmKklmKlm
= 1− Aijklm
Sjklm
. (D.6)
As another example (Figure D.1(b)), to the cycle (il) (which is attached to the
pivot i) in the five-vertex graph, only the expanded (ljkm) graph is attached, with
kernel
K = 1− Ail
Kljkm
(D.7)
= 1− AilKjkmKkm
KljkmKjkmKkm
(D.8)
= 1− AilSjkm
Sljkm
. (D.9)
To avoid a profusion of different K terms, we have multiplied the numerators
and denominators of all of these fractions by the required factors to give a complete
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Figure D.1: Two example expanded cycles from the 5-vertex graph: (a) (ijklm); (b) (il).
Each of these would be joined, along with many other cycles, to the pivot, i to form the
expanded 5-vertex graph. Only one example of each attached cycle is shown.
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string of K factors in the denominator. Both this factor in the numerator and
the whole denominator can be converted into S terms. It can be seen that the
contributions of each cycle will have the form of a fraction whose denominator is
an S term including all vertices but the pivot, and whose numerator is the product
of the A term of the cycle and an S term including all the vertices not in the A
term. Since all the S terms are invariant to permutations of their indices, a common
denominator, Sjk..., will result.
This results in the following low-vertex S-terms,
Kij = 1−Aij (D.10)
Sij = 1−Aij (D.11)
Kijk = 1− Aij
Kij
− Aik
Kkj
− 2Aijk
Kjk
(D.12)
KijkKij = Sijk = 1−Aij − Aik −Ajk − 2Aijk. (D.13)
Applying this process to the four-vertex graph as an example, from the reciprocal
of Equation (D.3), multiplying through by the new denominator, Sjkl, we achieve
the result
SjklKijkl = Sjkl − AijSkl −AikSjl −AilSjk (D.14)
− 2Aijk − 2Aijl − 2Aikl − 2Aijkl − 2Aijlk − 2Aikjl,
where we have used the fact that S terms with a single index are equal to unity.
The left hand side of this equation is equal to Sijkl, and we now have a process for
creating the SG of an arbitrary graph, G = (ij . . . l),
SG = S(G/i) −
∑
g⊂G
g∋i
AgS(G/g), (D.15)
where the terms in the sum are all subgraphs, g, contained within G, which contain
i. The notation G/g means the graph resulting when all the vertices of g have been
removed from G. With this definition of SG, the weight of graph (ij . . . l) is given
by
wi[(ij . . . l)] =
ρii
P
2πi
∮
C
dz
zP − 1
z − 1
Sj...l
Sij...l
. (D.16)
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D.2 Transformation Sij...l(z) → Tij...l(Z)
ρii
P
2πi
∮
C
dz
zP − 1
z − 1
Sj...l(z)
Sij...l(z)
=
1
2πi
∮
C
dZ ZP Tj...l(Z)
Tij...l(Z)
Although we have now shown that how to calculate the weight of an arbitrary
graph in terms of S factors, the resultant expression can still be considerably sim-
plified. The next transformation involves rewriting the S factors, which are still
complicated functions of ρij terms on the numerator and (zρii − ρjj) terms on the
denominator into simpler polynomials whose order is the number of vertices in the
term.
Equation (D.15) shows each constituent term in an S factor comprises of A...
factors. Furthermore, within each term, no vertex in the graph is included in more
than one of these factors. Consequently, a common denominator for the Sij...l term
is the product (zρii − ρii)(zρii − ρjj) . . . (zρii − ρll) (e.g. see Equations (D.20) and
(D.21)). We now rewrite,
Sij...l =
Tij...l
(zρii − ρii)(zρii − ρjj) . . . (zρii − ρll) . (D.17)
Denoting, for example, Zj = (zρii − ρjj), we define a T term as,
Tij...l = ZiZj . . .ZlSij...l. (D.18)
We may now re-express the S sums in terms of T factors by multiplying through
by the common denominator, ZiZj . . .Zl. Terms such as Akl in the S sum now
become
ZiZjZkZlAkl = ZiZjZkZlρklρlkZkZl
= ZiZjρklρlk
= ZiZjRkl,
where we have written Rkl = ρklρlk as the numerator of the Akl term, involving a
product of only off-diagonal ρ elements. In general we may define the value of a
cycle as
Rij...l = ZiZj . . .ZlAij...l = ρij . . . ρli. (D.19)
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For example, for the three-vertex graph, we have
Sijk = 1− Aij − Aik − Ajk − 2Aijk (D.20)
=
ZiZjZk −ZkAij − ZlAik − ZiAjk − 2Aijk
ZiZjZk (D.21)
Tijk = ZiZjZk
(
1− ρijρjiZiZj −
ρikρki
ZiZk −
ρjkρkj
ZjZk − 2
ρijρjkρki
ZiZjZk
)
(D.22)
= ZiZjZk −ZkRij − ZjRik − ZiRjk − 2Rijk, (D.23)
where we note that each term has all the vertices now present as subscripts.
Applying this to the weight of the graph, multiplying both denominator and
numerator by this common denominator, it can be seen that all but one of the these
factors cancel,
wi[(ij . . . l)] =
ρii
P
2πi
∮
C
dz
zP − 1
z − 1
Sj...l(z)
Sij...l(z)
=
ρii
P
2πi
∮
C
dz
zP − 1
z − 1
(zρii − ρii)(zρii − ρjj) . . . (zρii − ρll)Tj...l(z)
(zρii − ρjj) . . . (zρii − ρll)Tij...l(z)
=
ρii
P
2πi
∮
C
dz
zP − 1
z − 1
(zρii − ρii)Tj...l(z)
Tij...l(z)
(D.24)
We may make the substitution Z = ρiiz, giving
wi[(ij . . . l)] =
1
2πi
∮
C
dZ
ρii
ZP − ρiiP
z − 1
(zρii − ρii)Tj...l(Z)
Tij...l(Z)
=
1
2πi
∮
C
dZ ZP Tj...l(Z)
Tij...l(Z) , (D.25)
where we have noted that the contour integral of
(
ρii
P
) Tj...l(Z)
Tij...l(Z) vanishes as the order
of the numerator polynomial is less than the order of the denominator polynomial.
D.3 Identity Tij...l(Z) ≡
∣∣ZI− ρij...l∣∣
1
2πi
∮
C
dZ ZP Tj...l(Z)
Tij...l(Z) =
1
2πi
∮
C
dZ ZP
∣∣ZI− ρj...l∣∣∣∣ZI− ρij...l∣∣
In order to express T in terms of a determinant, we shall derive an uncommonly
encountered definition of a determinant, and show a termwise identity between terms
in T and in the determinant.
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Figure D.2: A determinant is equivalent to the sum of all closed directed graphs with
two edges per vertex. Element a12 is an edge from 1 to 2. Each term in the expansion
of a determinant can be written as a product of cycles, e.g. −a12a21a33 is cycle (121)
multiplied by cycle (33). The sign of each term is the product of the signs of each cycle
in the term; the sign of a v-vertex cycle is (−1)1+v .
A determinant is of a matrix is commonly evaluated according to the Laplacian
expansion of minors.78In this method, it is expanded in terms of determinants of
submatrices and the elements along a single row, i.
|A| =
k∑
j=1
(−1)i+jaijMij . (D.26)
The elements Mij are the minors of A, which are the determinants of the matrix
formed out ofA with the ith row and jth column removed. We shall use the elements
of A to form a graph, as depicted in Figure D.2. Here, a graph will mean a subset
of the edges available in A; each graph corresponds to a product of aij factors, one
for each edge, making up a term in the determinant. Because each vertex in the
graph must have two edges, the graph can be partitioned into separate closed cycles,
whose individual values can be multiplied together to form one of the terms summed
in forming the determinant. The off-diagonal matrix elements correspond to edges
between vertices, and the diagonal elements to a cycle containing only that vertex.
We shall prove the theorem that the determinant is equivalent to the sum of all
possible closed directed graphs in A in which each vertex has two edges.
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To prove this, we first consider the 1 × 1 matrix, (a11). This has determinant
a11, and so trivially corresponds to the only closed graph with one vertex, the single
self-cycle.
We now assume the theorem true for an (n−1)×(n−1) determinant. Considering
the n× n matrix A, we investigate the graphical equivalent of a minor of the form
M1j . For j = 1, the minor is simply the determinant of the (n− 1)× (n− 1) matrix
without the first row and column. This corresponds to all possible closed graphs
having excluded vertex 1 from consideration, and so a11M11 is just each one of those
graphs with the self-cycle (1) added.
For j 6= 1 the situation is a little more complicated. The minor M1j corresponds
to the sum of all open graphs which begin at j and end at 1 (e.g. Figure D.3(b)).
Such graphs can be constructed from closed graphs in the (n− 1)× (n− 1) matrix
made of vertices 2 . . . n by performing the following extension process on all graphs:
1. Locate vertex j.
2. Split this vertex into two, with one edge remaining at each vertex.
3. Give label j to the vertex from which the single edge leaves.
4. Give label 1 to the vertex to which a single edge arrives.
The equivalence can be seen by manipulating an extended (n−1)× (n−1) determi-
nant as in Figure D.3. The factor by which this minor is multiplied is a1j , an edge
from vertex 1 to vertex j, which neatly closes this dismembered graph, creating a
unique closed graph. To show all such closed graphs are included in the determi-
nant, we note that the number of terms in the determinant of an n×n matrix is n!,
and that we have created the same number, n× (n− 1)!, of unique new graphs, as
there are n a1j elements in row 1, and (n− 1)! terms in each minor, M1j as it is the
determinant of an (n− 1)× (n− 1) matrix.
In considering the sign factors, we show two simple results. Firstly, the extension
process of attaching a new vertex to a cycle changes the sign of that cycle; this
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Figure D.3: An example of the extension process for minor M13: (a) a sample cycle in
the 2 . . . n determinant, (234); (b) vertex 3 is split into two, and the vertex with outgoing
edge is labelled 3, and the other 1; (c) the element a13 by which this minor is multiplied
completes the cycle; (d) the relevant matrix elements for cycle (234). Element a23 is moved
to a21 in the splitting process; (e) the a13 element completes the cycle; (f) this process
applied to all graphs moves part of column 3 (or in general, column j) to column 1. This
column swapping generates a sign change (−1)j−1 which is countered by the sign factor
in the determiant expansion in (D.26).
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Figure D.4: A demonstration that the addition of a vertex to a cycle switches its sign: (a)
We re-order the determinant for minor M13 so that 3 ↔ 2; (b) element a32 is moved to
a21 in the splitting process; (c) the a12 element completes the cycle, and has sign −1 in
(D.26), switching the sign of the cycle.
is illustrated in Figure D.4. For a cycle with (v − 1) vertices in a graph in the
(n − 1) × (n − 1) matrix with vertices 2 . . . n, we can, by swapping corresponding
columns and then rows (and thus without a change of sign), reorder the vertices in
the graph such that the cycle we are considering has vertices 2 . . . v, where v ≤ n,
traversed in that order in the cycle. Any manipulations we perform on these vertices
will not affect the sign of any other cycles made out of vertices after v, so we can
exclude those from consideration. Similarly, we can choose the vertex we are splitting
to be in position 2. The splitting process then breaks this into vertices in positions
1 and 2, with edge (v, 2) becoming (v, 1), and so moving element av2 → av1 and
adding element a12. When multiplying out the determinant of this from row 1, the
term with this minor, M12 will be (−1)(1+2)a12M12 = −a12M12, thus resulting in a
sign change during the extension process.
Secondly, the sign of a cycle with v vertices is (−1)1+v. This follows directly
from the previous result and the positive sign of the self-cycle determinant. To form
the sign of a graph, we can simply multiply the sign of its individual cycles. We
note that cycles with an odd number of vertices are positive, and those with an even
number are negative.
We may now proceed to show that the terms which make up Tij...l are of an
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identical form to this, i.e. consist of a sum of products of closed cycles. Beginning
with Ti = Zi, which corresponds to a self-cycle at i, we follow the same procedure as
with Sij to construct Tij but with appropriate Zi factors, so from Equation (D.15),
TG = ZiT(G/i) −
∑
g⊂G
g∋i
RgT(G/g). (D.27)
Unpacking this expression, we find the first term to be adding a self-cycle at i,
whose value is Zi, to all possible closed graphs made from j . . . l, which are summed
together in T(G/i). The value of this is simply the product, ZiT(G/i). The subsequent
terms correspond to adding each closed cycle, g, which contains i, and whose value
is Rg, to all graphs made up from the vertices not in that cycle, which are summed
together in T(G/g). The result has value RgT(G/g). For Rg to correspond to a v-vertex
cycle, it must have sign (−1)1+v if the RgT(G/g) term it is to correspond to a term in
a determinant. This requires that the aij terms above be equal to −ρij rather than
+ρij, giving Rg the sign (−1)v. The additional − in Equation (D.27) ensures that
−Rg does indeed have sign (−1)v+1.
Thus we may construct determinant with diagonal elements Zi . . .Zl and off-
diagonal elements −ρij. The determinant is explicitly given below, and it can be
directly substituted for T ,
Tij...l ≡
∣∣∣∣∣∣∣∣∣∣∣∣
Zi −ρij · · · −ρil
−ρji Zj · · · −ρjl
...
...
. . .
...
−ρli −ρlj · · · Zl
∣∣∣∣∣∣∣∣∣∣∣∣
≡
∣∣∣∣∣∣∣∣∣∣∣∣
Z − ρii −ρij · · · −ρil
−ρji Z − ρjj · · · −ρjl
...
...
. . .
...
−ρli −ρlj · · · Z − ρll
∣∣∣∣∣∣∣∣∣∣∣∣
≡ ∣∣ZI− ρij...l∣∣ (D.28)
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D.4 The eigenvector formulation
Using the results of the previous section, we can write the weight of the graph as
wi[(ij . . . l)] =
1
2πi
∮
C
dZ ZP
∣∣ZI− ρj...l∣∣∣∣ZI− ρij...l∣∣ . (D.29)
In this ratio, each identity matrix I has the same dimension as the ρ matrix in the
determinant. This ratio of determinants is precisely an element of the inverse of the
matrix ZI− ρij...l, so we can rewrite the weight as
wi[(ij . . . l)] =
1
2πi
∮
C
dZ ZP
[
1
ZI− ρij...l
]
ii
. (D.30)
We note we can rewrite the inverse in terms of the eigenvalues and eigenvectors of
ρij...l, (rj ,vj). The eigenvectors have components vjk, which means the component
corresponding to determinant k in the jth eigenvector, which we will also denote in
bra-ket form, vjk = 〈vj|Dk〉.
Writing the orthogonal matrix whose columns are the normalised eigenvectors as
M = (v1,v2, . . . ,vv), and matrix of eigenvalues, (R)ij = riδij, we may decompose
the inverse as
1
ZI− ρij...l
=MT
1
ZI−RM (D.31)
As ZI−R is a diagonal matrix, its inverse is simply computed, and we can evaluate
the inverse matrix element in Equation (D.30) (where i corresponds to the first row
in the eigenvectors), [
1
ZI− ρij...l
]
ii
=
∑
j
v∗ji
1
Z − rj vji. (D.32)
Through a simple application of the residue theorem this results in
wi[(ij . . . l)] =
∑
j
rPj |vji|2. (D.33)
Thus the weight of a graph can be simply computed from the eigen-vectors and
-values obtained from diagonalising the ρ matrix of the graph.
139
With such a remarkably simple form, it is worth checking whether this result
can be derived through other means. Indeed, a review of the initial definition of wi
gives the following simple analysis:
wi[(ij . . . l)] = 〈Di|(ρˆ[ij . . . l])P |Di〉 (D.34)
=
∑
j
∑
k
〈Di|vj〉〈vj|(ρˆ[ij . . . l])P |vk〉〈vk|Di〉 (D.35)
=
∑
j
∑
k
〈Di|vj〉〈vj|rPk |vk〉〈vk|Di〉 (D.36)
=
∑
j
∑
k
〈Di|vj〉rPk δjk〈vk|Di〉 (D.37)
=
∑
j
rPj |vji|2, (D.38)
where we have written ρˆ[ij . . . l] to mean the projection of operator ρˆ onto the sub-
space of determinants i, j, . . . l. With hindsight, this derivation is trivial, but both
the idea of writing quantities in terms of sums over graphs, along with the insight
gained as to the meaning and value of the paths visiting the vertices of a graph
make the longer derivation a vital process.
Immediately from the diagonalisation-based expression, we can write the quan-
tity E˜i[(ij . . . l)] (which up until now we have calculated by the slightly unsatisfactory
process of numerical differentiation) in terms of Hamiltonian elements, as well as
the eigen-vectors and -values,
E˜i[G] = 〈Di|HˆρˆP [G]|Di〉 (D.39)
=
∑
m∈G
〈Di|Hˆ|Dm〉〈Dm|ρˆP [G]|Di〉 (D.40)
=
∑
m∈G
∑
k
Himvkmr
P
k v
∗
ki. (D.41)
Similarly we are able to calculate the expectation values of any other operators
if given the appropriate matrix elements between determinants.
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