Abstract -Near-infrared spectroscopy (NIRS)-based brain-computer interface (BCI) systems use feature extraction methods relying mainly on the slope characteristics and mean changes of the hemodynamic responses in respect to certain mental tasks. Nevertheless, spatial patterns across the measurement channels have been detected and should be considered during the feature vector extraction stage of the BCI realization. In this paper, a graph signal processing (GSP) approach for feature extraction is adopted in order to capture the aforementioned spatial information of the NIRS signals. The proposed GSP-based methodology for feature extraction in NIRS-based BCI systems, namely graph NIRS (GNIRS), is applied on a publicly available dataset of NIRS recordings during a mental arithmetic task. GNIRS exhibits higher classification rates (CRs), up to 92.52%, as compared to the CRs of two state-of-the-art feature extraction methodologies related to slope and mean values of hemodynamic response, i.e., 90.35% and 82.60%, respectively. In addition, GNIRS leads to the formation of feature vectors with reduced dimensionality in comparison with the baseline approaches. Moreover, it is shown to facilitate high CRs even from the first second after the onset of the mental task, paving the way for faster NIRS-based BCI systems.
to manage neuroprosthetics, or to engage in a neurohabilitation infrastructure [5] [6] [7] [8] [9] [10] . Several brain-imaging modalities have been used to acquire brain activity with the most popular, non-invasive modalities being electroencephalography (EEG) [1] , magnetoencephalography (MEG) [11] [12] [13] , functional magnetic resonance imaging (fMRI) [14] [15] [16] , and near infrared spectroscopy (NIRS) [17] [18] [19] [20] . Among them, NIRS is a relatively new modality that exhibits promising features for efficient BCI systems, such as portability (compared to fMRI and MEG), low noise (compared to EEG and MEG that are severely affected by various electrical artifacts, i.e., eye movements, face muscles etc.), and user friendliness, i.e., no conductive gel is needed during NIRS sensor placement in contrast with the EEG case.
NIRS uses light source-detector pairs in the near-infraredrange (650-1000 nm wavelength) and measures (with respective measurement channels between source-detector pairs) the concentration changes of the chromophore hemoglobin, specifically of its two main variants, oxyhemoglobin (oxy-Hb) and deoxyhemoglobin (deoxy-Hb) [21] [22] [23] . Since hemoglobin is an oxygen carrier, changes in concentration levels of oxy-Hb and deoxy-Hb during changes in activation levels of neuronal populations can be related to mental task-specific responses and, thus, used for the realization of BCI systems.
The main stages of a NIRS-based BCI system consist of: i) mental task-related brain activity acquisition and preprocessing, ii) feature extraction and iii) classification in respect to the mental task performed. Mental tasks that are exploited to trigger neural activation for NIRS-based BCI systems refer mainly to two brain regions, i.e., motor cortex (MC) and prefrontal cortex (PFC) [17] . MC related tasks correspond to different kinds of motor imagery [24] [25] [26] , whereas most prominent PFC related tasks refer to mental arithmetic, i.e., mental calculation performing (e.g., sequential subtraction, 97-4, 93-4 etc.) [27] [28] [29] [30] [31] [32] [33] and music imagery, i.e., mental music analysis without any auditory stimulus [20] , [34] .
Despite the various advantages of NIRS-based BCI systems, the slow hemodynamic response (concentration changes of oxy-and deoxy-Hb) requires several seconds of mental task execution for reliable discrimination of different brain states. Thus, the vast majority of the feature extraction techniques Fig. 1 . Source-detector configuration. The red cycles represent light source whereas empty cycles represent light detectors. Distance between a source and a detector is 3 cm. X symbol represents the measurement channels (Fp1 association with the measurement channels is illustrated).
developed in the NIRS-based BCI studies, correspond to the estimation of the mean concentration change (CC) values of the oxy-Hb and deoxy-Hb signals during certain periods of the task execution or the respective slope (S) estimation of the signals during the whole period of the task execution in order to capture the aforementioned hemodynamic response [17] , [35] [36] [37] [38] . In respect to the classification stage, the Linear Discriminant Analysis (LDA) [39] and the Support Vector Machines (SVM) classifiers [40] are the two most popular classification techniques for NIRS data classification in BCI systems [41] .
In this work, a novel feature extraction approach is proposed based on the graph signal processing (GSP) theory, namely the Graph-NIRS (GNIRS) feature vector. As previously referred, the main feature extraction approaches of the NIRS-BCI systems are based on the estimation of mean or slope values of oxy-Hb and deoxy-Hb signals during the mental task execution. Nevertheless, it was recently shown that antagonistic patterns of oxy-and deoxy-Hb signals appear in different brain regions simultaneously during a mental arithmetic task [27] [28] [29] . Despite the fact that S-and CC-based feature sets capture the dynamic change of oxy-and deoxy-Hb values, they fail to take into account any spatial pattern across the NIRS measurement channels grid.
GSP theory [42] , [43] is an emerging field in signal processing that aims at analyzing high dimensional signals using graphs. The corresponding analysis is intended to take into account the signals' inner graphical structure and expand traditional signal processing techniques to the graph-network domain. Applications of GSP theory concern all types of network-gathered data and recently various studies have exploited graph theory techniques for the analysis of brain activity using different brain-imaging modalities [44] [45] [46] [47] [48] [49] . In this study, the GSP theory is used for the first time to analyze NIRS signals of mental arithmetic task in order to exploit the potential, spatial patterns of hemoglobin activity throughout the graph motif constructed by the different measurement NIRS channels. The proposed approach led to greater classification rates compared to the S-and CC-based feature sets even from the first second of the mental task execution. Moreover, the proposed approach radically reduced the dimensionality of the feature set compared to the dimensionality of the baseline feature vectors.
The rest of the paper is structured as follows. Section II describes the materials and methods used for the realization of the proposed approach. In particular, the dataset and the corresponding preprocessing steps are presented. Subsequently, the GSP theory is elaborately described whereas implementation issues regarding the graph construction are presented. Next, GNIRS, S, and CC methods for feature extraction are described and the classification approach is presented. Section III presents the results of the application of the proposed approach on the NIRS dataset and section IV discusses the outcomes of the study. Finally, section V concludes the paper.
II. MATERIALS AND METHODS

A. NIRS Dataset and Preprocessing
The dataset used in this study was firstly introduced in [29] and it is available online (http://bnci-horizon-2020.eu/database/data-sets). The dataset consists of eight subjects (three male and five female) of age 26 ± 2.8 (mean±SD) that showed spatial, antagonistic hemodynamic, task-related patterns [29] . Subjects were instructed to perform a cue-guided mental arithmetic task, i.e., subtract sequentially a one-digit number from a two-digit one for 12 seconds after the cue. The task-related period was followed by a 28-second rest period (for details see online dataset documentation). Thus each trial lasted for 40 seconds. Subjects 1-3 performed 18 trials whereas subjects 4-8 performed 24 trials of mental arithmetic task.
A NIRS recording set (ETG-400, Hitachi Medical Co. Japan) that consists of 16 light detectors and 17 light sources resulting in a 52-channel grid (see Fig. 1 ) was used. The distance between light-source and light detector was 3cm whereas the lowest line of measurement channels was aligned with the Fp1-Fp2 line (Fp1 channel alignment is shown in Fig. 1 ). The sampling rate was 10 Hz In all signals in the dataset a forth order, 0.01Hz, highpass Butterworth filter was applied to remove the baseline drift [27] , [28] . Finally, the trial-related signal of all channels was referred to the 10-second baseline interval prior to the task before any feature extraction technique was applied.
B. Graph Signal Processing
Throughout this paper, a graph is defined as the pair G = (V,W ) where V = {å Ú 1 , . . . , å Ú n } is the set of n vertices and W ∈ R n×n is the adjacency matrix of the graph with w i j ≥ 0 denoting the weight of the edge (i, j ) between the vertices å Ú i , å Ú j ∈ V. Graphs G are also considered to be symmetric, i.e., ∀(i, j ), w i j = w j i . The degree matrix D∈R n×n of a graph is a diagonal matrix with diagonal ele-
Thus, each element of the Laplacian is given explicitly by
It is obvious that the Laplacian of a graph is a real, symmetric, positive semidefinite matrix and it can be decomposed as:
where is the diagonal eigenvalue matrix
. . , n − 1 is the corresponding set of the eigenvalues of the Laplacian matrix and
is the eigenvector matrix. U H is the Hermitian (conjugate transpose) of matrix U . It is assumed that the eigenvalues of the Laplacian matrix are arranged in ascending order so that,
The eigenvector matrix of equation (2) is used to define the Graph Fourier Transform (GFT) [42] . A signal over a graph G is a vector x ∈ R n that is interpreted as scalar values observed in each vertex å Ú i ∈ V, i = 1, . . . , n. Thus, given a signal x and a Laplacian L, the GFT of the signal is defined as:
and the inverse Graph Fourier Transform (iGFT) is defined as:
Thus, each pair (x,x) form a GFT pair. For the NIRS data case, vertices correspond to measurement channels (see Fig. 1 ) and, thus, x, corresponds to all measurements acquired over the graph in a specific timestamp in each trial. In this work, a matrix X (r) ∈ R m×n corresponds to a specific trial r (r = 1, . . . , 18 or r = 1, . . . , 24 depending on the subject). m refers to the number of measurements over time. Each column of X (r) corresponds to a measurement channel whereas the rows represent measurements (vector x T ).
It should be stressed out that GFT actually encodes the notion of variability over vertices as the traditional Fourier Transform encodes variability of the temporal properties of the signals. This variability is encoded on the eigenvectors and their fluctuations over the graph G vary for different frequency ranges, i.e., rapid fluctuations for high frequencies and more smooth fluctuations for lower ones [46] . The first coordinates ofx, associated with the lower eigenvalues of the Laplacian are considered to be the low "frequencies" and last coordinates the high "frequencies". In this study three different frequency, f , ranges were adopted, i.e., low, medium, and high frequency ranges. As f ranges from 1 to 52, low, medium (med), and high frequency ranges were chosen to correspond to approximately equal frequency ranges, i.e., 1 to 18, 19 to 35, and 36 to 52, respectively, across the whole frequency range. Figure 2a demonstrates graph G with vertices associated to measurement channels as depicted in Fig. 1 and edges associated to weights between them (see subsequent section for details on W matrix estimation). Moreover, Figures 2 b, c, and d depict the eigenvectors u 9 , u 28 , u 45 that correspond to low, medium, and high frequency ranges, respectively, showing the variability of fluctuations depending on the frequency range.
C. Graph Construction
For the construction of the graph, i.e., the estimation of the W matrix, the Semilocal (SL) approach was adopted, which was proved to be the most efficient among other approaches of W estimation for brain signals [46] . Moreover, the whole approach is computationally efficient as it is mainly based on estimating the covariance between two NIRS channels. In particular, a W matrix for an SL graph connects only close NIRS measurement channels (with the Euclidian notion of proximity) but the weights used correspond to the absolute value of covariance between the measurements of the two channels, i.e.,
where x i , x j are the signals that correspond to the measurements over time of the NIRS, i, j , channels (vertices of the graph) for a specific trial of the task. In essence they correspond to the i, j columns of
Euclidean distance between the NIRS measurement channelsvertices (Fig. 1) . Finally, T w is the distance threshold used to determine the proximity criterion. For the estimation of the W cov matrix, four different threshold T w values were used, i.e., T w = 3, 4.5, 6, 7.5 cm, taking into account that the distance between a source-detector pair is 3cm. For instance, Fig. 2a illustrates a SL graph G with T w = 3 cm. Moreover, two options were examined concerning the time window W cov−win of the graph signals x i , x j to define the weight between two vertices (do not confuse with W cov which is the weight matrix whereas W cov−win is the time window used for the W cov estimation). Hence, W cov−win regarding the measurements during only the task execution period, i.e., 12 seconds (seconds 1 to 12 after cue onset), and W cov−win corresponding to measurements during all 40 seconds, i.e., for seconds -10 to 30 in respect to the cue onset were used. Furthermore, for the W cov estimation two trials r = 1, 2 (approximately 10% of the trials) from each subject were used. The final W cov resulted from the mean Fig. 2 (a) that correspond to low, medium, and high frequency ranges, respectively (inset describes the different axes). Eigenvectors were estimated for subject 1, using T w = 3 and W cov-win window of −10 to 30 seconds.
between the two trial-referred matrices. Finally, weights were normalized in the range [0, 1].
For analysis on the GSP theory the GSPBOX toolbox was used [50] .
D. Feature Extraction
In the following subsections the proposed GNIRS feature vector along with the baseline feature vector extraction approaches, S and CC, are described.
1) GNIRS Feature Vector: The proposed GNIRS feature vector is based on the decomposition of a trial based, seconddependent, measurement x over the graph G. In particular, for a specified second t (t is actually a set of sample moments corresponding to one-second period) within the trial r , the signal x is defined as the mean signal over all 10 measurements (sampling frequency of 10Hz) during the specified second of the trial, i.e.,
where X (r) i ∈ R n denotes the i -th row of matrix X (r) . The GFTx is computed using (3) and the respective feature vector GNIRS is defined as:
where f denotes the frequency range, i.e., low, medium, high. The number of the frequencies in each range, namely l, determines the l coefficients ofx that are used for the construction of the respective feature vector. Thus, in essence, the l parameter defines the length of the feature vector. The same parameter is used to define the length of the feature vector in the other feature extraction techniques as well. Except for the low, medium, and high frequency ranges, the f = "all frequencies option is also considered in this work. Thus, depending on the frequency range considered, the respective feature vector consists of l = 18, l = 17, l = 17, l = 52 coefficients for low, medium, high, and all frequencies, respectively. As previously mentioned, the three frequency ranges, low, medium, and high have approximately equal width, i.e., 18, 17 and 17 bins, respectively. After thorough experimentation, it was detected that the one more frequency bin in the low frequency range does not affect the outcome and the presented results of the proposed method. Vectors x that correspond to seconds t a = 1, . . . , 14 sec after cue onset are considered to belong to mental arithmetic task class (MA) [27] , whereas vectors corresponding to seconds t b = 20, . . . , 30 sec after cue onset are considered to belong to the REST class [27] .
2) S Feature Vector: The slope-based S feature vector is used in the majority of the NIRS-based BCI systems to capture the increase and decrease of oxy-Hb and deoxy-Hb exhibited during mental tasks, respectively. To be used as a baseline feature vector extraction methodology a S-based feature vector is estimated in this study as well. For a specified time interval window (I ) the slope of the regression line fit of the respective measurements is estimated. To better capture the increase/decrease effects, a sliding window I with overlap of 33% [30] was used with I = 10 (equal to sampling frequency and the widow used to estimate x as described in section II.D.I). Again the time period between seconds 1 to 14 was considered as MA class. Thus, the S a t , t = 1, . . . , 14 sec is the S feature vector for class MA estimated for seconds 1 to t. For instance, S a 1 is the S feature vector estimated only for the first second after onset resulting in a vector with l = 52, i.e, one slope per measurement channel as there is no sliding of the window within one-second period. Whereas, e.g., S a 5 is estimated for the first five seconds after onset with l = 312, six slope values per measurement channel (sliding window I with 33% overlap) for 52 measurement channels, i.e., 6 ×52 = 312. Similarly, S b t , t = 17, . . . , 30 sec, feature vectors were estimated for the class REST. In essence, t = 17 is considered the first second of the REST state. Thus, S b 17 is the S feature vector estimated for the first second of the REST state resulting in a vector with l = 52, one slope per measurement channel (there is no sliding within one-second period), whereas, e.g., S b 21 is estimated for the first five seconds of the REST state with l = 312. Ranges of t for MA and REST classes, i.e., 1-14 and 17-30, respectively, were selected in order to result to equal number of features for the two classes depending on the seconds used for their estimation, i.e. length of feature vector S a 14 equals length of feature vector S b 30 , with l = 988.
3) CC Feature Vector: The CC feature of mean concentration changes is extensively used in NIRS-based BCI systems [17] . Here, CC-based feature is also used for baseline comparison. The CC feature adopted in this work was recently proposed [27] , [28] based on the antagonistic pattern detected during mental arithmetic tasks. In particular, concentration changes (averaged over 1-second period) at seconds t = 10, . . . , 14 sec were labeled as MA class. On the other hand, mean CC values at seconds t = 26, . . . , 30 sec after onset were used for the class REST. Thus, number of elements in a CC-based vector was l = 260, i.e., five features per channel.
E. Classification
As previously stated, LDA and SVMs [39] are the most commonly used classifiers in the field of NIRS-based BCI systems [17] . Nevertheless, it was recently shown [28] that linear SVM is the most effective classifier for the dataset used in this work compared to a variety of other classification methods. Thus, in this work the linear SVM classifier was used in order to test the reliability of the GNIRS feature vector compared to the baseline ones, S and CC feature vectors. A leave-p-out cross validation framework was adopted. In each classification iteration, 70% of the trials of each subject were randomly chosen to be used for training and the rest ( p observations) were kept for testing. The mean classification rate (CR) across 10 iterations of the leave-p-out process was used as an evaluation criterion throughout the rest of this paper. It must be stressed out that the trials used for the estimation of the matrix W cov (see (5)) were not considered for the classification stage. Thus, 16 trials from subjects 1, 2, and 3 and 22 trials from subjects 4, 5, 6, 7, and 8 were used for subject-dependent classification using GNIRS, i.e., only data from one subject each time were used to extract the respective classification rate.
III. RESULTS
For the evaluation of the proposed GNIRS feature vector an exhaustive search for the best parameter setting for each subject was performed. Thus, the best parameter set in respect to the W cov−win , T w , t a , t b and f variables, that led to better mean classification performance (during the leave-p-out process) was determined for each subject. The results concerning the subject dependent parameter sets and the respective mean CR values across all 10 iterations are presented in Table I both for the oxy-Hb and deoxy-Hb signals.
The mean CR across all subjects was 92.52% (±6.67) for oxy-Hb and 90.98% (±5.76) for deoxy-Hb signal. For the majority off the subjects the best W cov−win range was for seconds -10 to 30 in respect to the cue onset for oxy-Hb 26 .75 (±2.76) for the t a and t b seconds, respectively. Finally, the frequency ranges leading to best CR values vary in respect to the subject under consideration resulting in a mean feature vector length, l, of 21.75(±12.23) and 26.13(±15.98) for the oxy-and deoxy-Hb cases, respectively. In order to evaluate the performance of the proposed GNIRS method in fused oxy-and deoxy-Hb features we also concatenated the two feature vectors and performed the same classification process using the best parameters shown in Table I . Nevertheless, the accomplished CR did not outperform the oxy-Hb-based or the deoxy-Hb-based ones, exhibiting mean CR across subjects of 90.61% (±7.14) of classification performance.
In order to compare the GNIRS-based results with the baseline S feature vector, an exhaustive search was performed concerning the best pair for classification among all possible (S a t , S b t ) pairs (similar process with the GNIRS for fair comparison). It was found that the best performance was achieved using the (S The mean CR across all subjects for the S feature vector is 88.39(±9.36) and 90.35(±5.71) for the oxy-and deoxy-Hb signals, respectively. On the other hand, the CC feature vector results in lower CR rates ranging between 82.60(±9.68) and 78.94(±12.01) for oxy-and deoxy-Hb signals, respectively. Thus, the GNIRS approach outperforms both baseline methods, exhibiting higher CR values for both Hb signals. Finally, the feature vector length, l, for the S feature vector is l = 936 features and l = 988 features for the oxy-, deoxy-Hb cases whereas for the CC approach it is l = 260 for both Hb signals. It is noteworthy that the respective length for the GNIRS approach is much smaller leading to a more computationally efficient classification stage. Table III incorporates all mean CR rates along with corresponding standard deviation values of all three feature extraction methodologies both for oxy-and deoxy-Hb from Tables I and II. It should also be stressed out that paired t-tests between GNIRS and S/CC methods reveal significant improvement of CR rates ( p ≤ 0.05) except for the deoxy-Hb case between GNIRS and S methods.
In order to examine the performance of the proposed GNIRS feature set during the first second after the cue onset, an exhaustive search of the best parameter sets was again performed using as constant parameter t a = 1. The results of the respective search are depicted in Table IV both for the oxy-and deoxy-Hb signals.
The mean CR across all subjects was 86.97% (±8.68) for oxy-Hb and 84.83% (±8.90) for deoxy-Hb signal. In the oxy-Hb case the W cov−win range -10 to 30 seconds seem to lead to best performance more frequently (five out of eight subjects) whereas the W cov−win range 1 to 12 seconds after onset seem to be more effective in the deoxy-Hb signal (again five out of 8 subjects). The T w parameter varies around 4.50 (±1.79) cm and 5.81 (±1.75) cm for oxy-and deoxy-Hb signals, respectively, approximately the same values detected when considering all possible values for parameter t a (see Table I ). t b parameter vary around 22.13 (±3.40), and 22.50 (±3.46) for the oxy-and deoxy-Hb signals, respectively. Finally, the mean length of the feature vector l varies around 39.13(±17.77) for oxy-Hb and 26.13(±15.98) for the deoxy-Hb, slightly increased as compared to the respective values when all t a seconds were under consideration (See Table I ).
In an attempt to test the S feature vector in respect to its efficiency when estimated in the first second after cue onset, the S a 1 feature vector for each subject were used for the MA class. In accordance with the GNIRS feature case, the one second S feature for all seconds t b = 20, . . . , 30 was used for the classification and the t b second leading to maximum CR was used. The results are presented in Table V .
Mean CR ranges around 72.41(±5.70) for the oxy-Hb signal whereas for the deoxy-Hb signal the CR varies around 74.44(±9.48), i.e., much lower than the respective CR rates using the GNIRS feature vector for the first second after onset (see Table IV ). Moreover, the mean t b second varies around 22.75(±3.33) and 22.50(±2.67) for the oxy-and deoxy-Hb signal, respectively, exhibiting similar values as compared to the GNIRS related ones (see Table IV) . Table VI incorporates all mean CR rates along with corresponding standard deviation values of the two feature extraction methodologies both for oxy-and deoxy-Hb for t a = 1 from Tables IV and V. It should also be stressed out that paired t-tests between GNIRS and S methods reveal significant improvement of CR rates ( p < 0.05) for both cases. The results presented so far demonstrate higher CR rates for GNIRS method considering both the whole range of the oxy-or deoxy-Hb signals and only the first second after cue onset of the task. In order to investigate the efficiency of both the proposed approach and the S method across time, the second-specific illustration of the mean CR values across all subjects, against seconds t = 1, . . . , 14 sec after onset were estimated. Figures 3a and b show the mean CR values for oxy-and deoxy-Hb signals respectively, for GNIRS method (black line) with constant t a = t for all subjects at each time stamp, the slope S method using feature vector pairs (S
), t 1 = 1, . . . , 14 sec; t 2 = 17, . . . , 30 sec (red line) and the slope method estimated only for one-second period for seconds 1 to 14, i.e., methods S-1sec (blue line). For both Hb signals, during the first four seconds, the proposed approach outperforms both the S and S-1sec approaches exhibiting CR values even 10% higher. In the range 5-8 seconds, all three approaches seem to exhibit similar CR rates, whereas for seconds 9 to 14 the GNIRS and S methods exhibit the largest CR values for oxy-and deoxy-Hb signals, respectively. It should be stressed out that despite the fact that S surpasses GNIRS in the later case, the feature vector length l for the S method ranges from l = 624 (for t = 9) to l = 988 (for t = 14) in constrast to the GNIRS method where the feature vector length varies from l = 17 (for medium and high frequency ranges) to l = 52 (when using the whole frequency spectrum) depending on the subject.
IV. DISCUSSION AND FUTURE CONSIDERATIONS
The results presented in the previous section demonstrate the efficiency of the proposed feature vector extraction methodology, namely GNIRS, and its superiority in comparison with the baseline methods, i.e., S and CC methods. GNIRS method exhibit maximum performance of 92.52% (±6.67) for oxy-Hb and 90.98% (±5.76) for deoxy-Hb signal whereas S method exhibits maximum CR 88.39(±9.36) and 90.35(±5.71), respectively, and CC method provides with maximum CRs around 82.60(±9.68) and 78.94(±12.01), respectively. It is noteworthy that the feature vector lengths of the baseline methods are at least one order of magnitude larger than the relative lengths of the feature vector of the proposed approach (see Tables I and II) .
The efficiency of the proposed approach is based on the incorporation into the feature vector of the spatial characteristics across the fNIRS channel montage, an aspect that has been extensively studied in EEG signals [51] but not for fNIRS ones. In Fig. 4 the mean Graph Fourier Transform, i.e., the GNIRS vector, is illustrated over the fNIRS channel montage graph both for MA state and the REST state for subject 3 and 4; Fig. 4a and Fig. 4b , respectively. Firstly, the different T w value, i.e., T w = 3 for subject 3 and T w = 6 for subject 4 (see also Table I ) lead to different number of edges that depart from each node. In particular, equation 5 defines non-zero weights only for NIRS channels with Euclidean distance lower than the T w threshold. Thus, the bigger the threshold the greater the number of edges with non-zero weights. This subject dependent structure of the graph has led to different activity distribution over the graph which is also different between the two states. Thus, higher values for mean GNIRS vector are exhibited during MA state whereas lower values are encountered in the REST state. In essence, different activity patterns are detected between the two states and provide the fNIRS BCI system with spatial information as far as the activity of each fNIRS channel is concerned. Similar, differentiation is detected for all eight subjects. Further investigation on the definition of the parameters of the graph, e.g., T w , and how they affect the GNIRS vector will be considered in future work.
Moreover, the proposed GNIRS methodology exhibits high CR rates even from the first second after the cue onset of the MA task. Generally, due to the slow hemodynamic response expressed via the Hb concentrations, the NIRS-based BCI systems require several seconds of mental task execution for reliable discrimination of different brain states [17] . As shown in Fig. 3 , S method and S-1sec approach exhibited low CR rates, lower than the GNIRS-based ones during the first four seconds. It has been shown that a mental task-related hemodynamic response, i.e., oxy-Hb increase with associated deoxy-Hb decrease, peaks at approximately 5-8 seconds after onset of the mental task activity [52] . This is also verified in Fig. 3 where peak performance of S-1sec approach (a slope-based feature vector) is exhibited in the 5-8sec time interval. Until now, the NIRS-based BCI systems relied mostly on slope oriented features, and thus the information transfer rates remained low as slope-related features require several seconds to be expressed. GNIRS-based feature vector exploits the spatial information of the hemodynamic response during a mental task, e.g., the spatial patterns during a mental arithmetic task [29] . The proposed approach exploits the GSP theory to capture those patterns as expressed in the GFT space.
Furthermore, it is noteworthy that GNIRS method exhibits a decrease of CR rates after the initial high rates of the first second until it starts increasing again approximately after the fifth second after onset (see Fig. 3 black line) . This may indicate a task-related graph pattern (TRGP) that is expressed within the first second after the task onset and vanishes thereafter. Subsequently, CR increases as the slope-related effects that appear five seconds after onset are captured by the GNIRS-based vector. Further experimentation of the proposed feature vector should include validation of the proposed approach to more NIRS datasets and investigation of the TRGP behavior as expressed in the GFT space of the NIRS signals of the first milliseconds after onset.
V. CONCLUSION
In this work a GSP-based feature extraction method for NIRS signals, namely GNIRS, was presented. The proposed approach outperforms widely used feature extraction approaches for NIRS-based BCI systems and exhibits high CR even from the first second after the onset of the MA task paving the way for higher information transfer rates for NIRSbased BCI systems. Nevertheless, further experimentation and validation of the proposed approach is needed using other NIRS datasets with more subjects and other mental tasks than MA.
