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ABSTRACT Monte Carlo simulations of transmitter diffusion and its interactions with postsynaptic receptors have been
used to study properties of quantal responses at central synapses. Fast synaptic responses characteristic of those recorded
at glycinergic junctions on the teleost Mauthner cell (time to peak -0.3-0.4 ms and decay time constant -3-6 ms) served
as the initial reference, and smaller contacts with fewer postsynaptic receptors were also modeled. Consistent with
experimental findings, diffusion, simulated using a random walk algorithm and assuming a diffusion coefficient of 0.5-1.0 x
10-5 cm2 S-1, was sufficiently fast to account for transmitter removal from the synaptic cleft. Transmitter-receptor interac-
tions were modeled as a two-step binding process, with the double-bound state having opened and closed conformations.
Addition of a third binding step only slightly decreased response amplitude but significantly slowed both its rising and decay
phases. The model allowed us to assess the sources of response variability and the likelihood of postsynaptic saturation as
functions of multiple kinetic and spatial parameters. The method of nonstationary fluctuation analysis, typically used to
estimate the number of functional channels at a synapse and single channel current, proved unreliable, presumably because
the receptors in the postsynaptic matrix are not uniformly exposed to the same profile of transmitter concentration. Thus, the
time course of the probability of channel opening most likely varies among receptors. Finally, possible substrates for
phenomena of synaptic plasticity, such as long-term potentiation, were explored, including the diameter of the contact zone,
defined by the region of pre- and postsynaptic apposition, the number and distribution of the receptors, and the degree of
vesicle filling. Surprisingly, response amplitude is quite sensitive to the size of the receptor-free annulus surrounding the
receptor cluster, such that expansion of the contact zone could produce an appreciable increase in quantal size, normally
attributed to either the presence of more receptors or the release of more transmitter molecules.
INTRODUCTION
Recent studies on the properties of central synapses, partic-
ularly on those of single quanta, have raised a number of
questions that are difficult to resolve on the basis of exper-
imental data alone, due to technical or theoretical limita-
tions. For example, the amplitude and kinetics of the min-
iature postsynaptic currents (mPSCs) or single synaptic
quanta recorded from a single target neuron often display a
high degree of variability (Bekkers et al., 1990; Bekkers and
Stevens, 1995; Frerking et al., 1995) regardless of whether
they are generated by relatively few or many synapses
(Lewis and Faber, 1996; Liu and Tsien, 1995a,b). It is not
clear whether this variability is intrinsic to the individual
synapses or rather is due to differences within an ensemble
of contacts, each of which alone produces more stereotyped
responses. On the one hand, it has been suggested that, as
with the neuromuscular junction, an increase in the amount
of transmitter released from a synaptic vesicle produces a
larger quantal current, that is, that the postsynaptic receptors
are reliable detectors of the amount of transmitter released
(Frerking et al., 1995; Bekkers et al., 1990). At the other
extreme, data from some central junctions have been inter-
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preted as indicating quantal responses in the central system
are invariant, due to all or a fixed fraction of the synaptic
channels being open at the peak of the mPSC. The latter
alternative presumes a saturated response, a condition most
likely met when there are few (<100) postsynaptic recep-
tors and a relatively large number of transmitter molecules
packaged in a vesicle. However, even saturated binding
does not exclude variance, since the stochastic properties of
activated channels necessarily introduce some variability
(Faber et al., 1992). While this and other related issues (role
of the degree of vesicle filling, and the contributions of
other pre and postsynaptic factors to quantal waveform,
amplitude, and variability) have been the focus of most
studies, it is surprising that effects of synaptic geometry,
which is well known, have been overlooked. In this work
we address each of these issues, using modeling techniques
that are described below and allow insight into the micro-
structural design of single synapses.
Simulations of quantal synaptic responses have been uti-
lized by a number of investigators, beginning with the initial
attempts by Eccles and Jaeger (1958) to model the neuro-
muscular junction. The physical and chemical processes of
synaptic transmission, including transmitter diffusion and
interactions with postsynaptic receptors, can be treated as
analytical functions of time and space. Indeed, the initial
models connecting these processes were analytical, that is,
solutions to a series of simultaneous differential equations
(Land et al., 1981, 1984; Wathey, 1979; Faber et al., 1985;
Busch and Sakmann, 1990), and they provided insights
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relative to the size and time course of an average or "typi-
cal" response, without providing information about bio-
physical variations. This limitation can be overcome with
Monte Carlo models, which treat diffusion probabilistically
and assign probabilities to all state transitions (Bartol et al.,
1991). A few such stochastic models of single synapses
have been developed and tested (Bartol et al., 1991; Faber et
al., 1992; Wahl et al., 1996; Blum and Idiart, 1994; Stiles et
al., 1996). The initial model of the neuromuscular junction
by Bartol et al. (1991) is particularly noteworthy since it
established the methodology and thus provides a starting
point for our approach. We have expanded it by incorporating
the quite different structural features of central synapses.
A recent study focused on matching the properties of
excitatory responses in the hippocampus using published
rate constants, and then explored the effects of changing
parameters such as temperature and the diffusion constant,
and modeled the release process itself (Wahl et al., 1996).
We have taken a different approach. Our interest initially
centered on inhibitory responses mediated by glycine, par-
ticularly at synapses on the teleost Mauthner cell. In this
case, the rate constants are not yet established, and it is
necessary to explore their likely range. When these synapses
were first simulated analytically, following the approach of
Land et al. (1984) for the neuromuscular junction, the
results already pointed to clear differences with that system
(Faber et al., 1985). For example, it was predicted that due
to the restricted size of the receptor cluster, down-regulation
of receptor density would not alter the rise time of the
mPSC, while at the neuromuscular junction it slows the
rising phase of the response (Land et al., 1981), and this
prediction was confirmed experimentally (Faber et al.,
1985). This suggested that the design of central synaptic
contacts, with a localized receptor matrix, imposes con-
straints not found in the periphery. Similarly, the first iter-
ation of the Monte Carlo model of these synapses indicated
that stochastic channel properties contribute significant in-
trinsic variability to their quantal currents, and again this
conclusion was confirmed experimentally (Faber et al.,
1992, 1995).
We have now expanded this analysis to study the effects
of several geometrical parameters, such as the size of a
synaptic contact, including the receptor cluster and recep-
tor-free annulus surrounding it, on quantal size and kinetics.
The results indicate that these factors are critical for quantal
shape and size, and may contribute to long-term modifica-
tions in synaptic strength. These findings, part of which
have been presented earlier in abstract form (Kruk and
Faber, 1995), can now be explored with this model at
junctions using other transmitters in the CNS. An unex-
pected outcome of our investigations is that nonstationary
fluctuation analysis, often used to extract data about single
channel conductance and number at synapses (Robinson et
al., 1991; deKoninck et al., 1992; Traynelis et al., 1993), can
METHODS
Two major processes were simulated for a single synaptic contact: 1)
diffusion of transmitter in the synaptic cleft, and 2) the reactions (both
chemical and confornational) of the postsynaptic receptor-channel com-
plexes, referred to here as simply receptors or channels.
Two different algorithms were used. Initially, transmitter diffusion was
simulated as in Faber et al. (1992), using a three-dimensional matrix that
subdivided the synaptic cleft into multiple layers of small rectangular
solids. At each discrete time step, the molecules from within a given solid
could travel randomly, with a Gaussian distribution, into surrounding
solids. Then the new numbers (destination) of transmitter molecules in
each solid were calculated without storing information about individual
trajectories. Some solids in the layer closest to the postsynaptic membrane
were apposed to (i.e., contained) receptor molecules, each with a defined
number of binding sites. The numbers of transmitter molecules in these
solids were translated into local concentrations which in turn drove the
receptor reactions, namely binding and channel gating, with the number of
open channels being directly proportional to the postsynaptic current. This
scheme correctly reproduced the dynamics of miniature glycinergic
postsynaptic currents and provided predictions about the effects of varying
receptor density and the number of transmitter molecules per vesicle. It
also allowed exploration of the range of rate constants that produced
responses having kinetics similar to those of glycinergic inhibitory
postsynaptic currents (IPSCs) recorded from the goldfish Mauthner cell
soma (see Results), as these IPSCs served as the starting or reference point
for this research (Faber and Korn, 1980, 1982). However, the computa-
tional efficiency of that earlier algorithm was too low, because of unnec-
essary scanning of many spatial locations (grid points) which frequently
contained no transmitter molecules.
The new version is more efficient because the positions of individual
transmitter molecules are stored while the local concentrations, which often
are zero, are not. Second, diffusion is now modeled using a random walk
method (see below), with smaller time steps than used for simulating the
kinetic interactions. Finally, the number of layers in the synaptic cleft is
reduced to one, a modification favored by the relationship between the
values of the diffusion coefficient and the thickness of the synaptic cleft.
That is, diffusion is so fast and the cleft so narrow that the diffusion radius
(2/Dt) would exceed cleft height within the first one or two time steps of
the simulation, and thus the transmitter would be evenly distributed in that
time. This reduction to a two-dimensional model also increases efficiency.
The initial algorithm was used for analyzing synapses with stereotyped
geometry, but once it was determined that the new formulation produces
essentially the same output (e.g., results of Faber et al., 1992), it was used
to refine and expand the earlier predictions. The remainder of this Methods
section describes this new algorithm in detail.
Contact zone and the receptor disk
The structure of a synapse encompasses a presynaptic release site, the
synaptic cleft, and the postsynaptic receptor matrix. The cleft is treated as
a flat cylinder between two circular surfaces representing the pre- and
postsynaptic membranes (Fig. 1 A), and its radius defines the extent of the
contact zone, rc,ntac, The postsynaptic receptors are also distributed within
a smaller disk with a radius, rdisk < rcontact. This configuration is consistent
with electron microscopic images of central synapses (Triller and Korn,
1982; Peters et al., 1991), where the contact zone may extend appreciably
beyond the region delineated by the apposing postsynaptic density (PSD).
The latter in turn is often associated with the receptor matrix, which may
be slightly larger than the PSD but generally does not encompass the full
contact zone (for example, see Faber et al., 1985). The receptor disk can be
located anywhere within the postsynaptic membrane, although it is usually
concentric with the contact zone, with its center apposed to the presynaptic
release site. In this study, we tested contact radius values from 25 to
1600 nm.
The synaptic cleft is organized in a regular network of rectangular solids
be misleading.
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arranged in a single layer (Fig. I B). They have square bases, and their
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FIGURE 1 Schematic representation of the synapse. (A) Synapse represented by two parallel circular membranes, pre and postsynaptic, separated by the
thickness of the synaptic cleft, h. (B) The cleft is divided into rectangular blocks (solids) arranged in a single layer. The blocks have a square base with
the length of the sides, Ax, adjustable from 5 to 7.071 nm. Their total number depends on the radius of the contact zone. (C) View of the postsynaptic
membrane. The larger circle represents the contact zone, its center marked with a plus (+), and the inner disk contains the receptors. The projection of a
transmitter release point is marked with an asterisk (*). The disk center and the release site may be displaced from the center of the contact zone by the
vectors [Xdisk, Ydi,k], and [Xvesicle9 Yvesicle]' respectively (rdiSk and rc.nac defined in text). (D) Arrangement of receptor molecules within the receptor disk
depends on their density. Each square of the grid represents one block. Two arrangements are shown: a receptor in every block within the receptor disk
(i.e., density = (Ax)-2, left panel); a receptor in every other block (i.e., density = 0.5(Ax) -2, right panel). Also possible are arrangements with receptors
in every 4th, 8th, 16th block, etc., up to every 1024th block (not shown). Together with adjustment of Ax, this allows receptor density to assume values
from 20 to 40,000 receptors per Im2.
heights equal the distance between the two membranes (h, Fig. 1, A and B),
usually 20 nm in this study.
The positions of the receptors and the transmitter molecules are defined
by the solid they occupy. The solids are treated as points on a two-
dimensional grid, with the program storing the position of molecules with
an accuracy limited to point separation, thus neglecting their location
within the solids. Similarly, the paradigm for modeling transmitter-receptor
interactions neglects the position of a molecule within a solid when
calculating its probability of interaction with a receptor (see Methods:
Kinetics section). Each solid contains at most one receptor and any number
of transmitter molecules. The dimensions of the solids and base (grid
spacing, Ax) is determined by the program once the surface density of the
receptors is defined (see below).
Receptor distribution
The receptors are evenly spaced in their disk, with its size = rdisk and its
position relative to the center of the contact zone defined by Xdisk, Ydisk (Fig-
1 C). Thus, the disk is concentric with the contact zone if both Xdisk and
Ydisk equal zero, which was the case for the results reported here. The
density of the receptors, o-, can range from 200 to 40,000 ,±m-2, and the
program models it by adjusting 1) their distribution among the solids, so
that they are regularly arrayed within a fraction of the solids (Fig. 1 D), and
2) the length Ax. This two-step approach first roughly changes density by
a power fraction of 2, and then sets it more precisely by scaling Ax by a
factor ranging from 1 to /2. In our simulations Ax ranged from 5 to 7.071
nm. The maximum density, 40,000 um 2, is achieved when one receptor
occupies every solid, the minimum size of which is 5 nm. This upper limit
is excessive, as it implies a receptor surface area no larger than 25 nm2, and
it was not used. While o- can be reduced to 20,000 ,xm-2 by simply
doubling the surface of the base alone, any further dilution requires a
change in receptor distribution.
Transmitter release and removal
Exocytosis is approximated with the instantaneous placement of a pre-
defined number of molecules in a solid apposing the presynaptic "release
site." The position of this site (Xvesicie, Yvesicle in Fig. 1 C) and the number
of molecules released can also be varied. Although we previously explored
the effect of "off-center" release on response variability (Faber et al., 1992;
see also Uteshev and Pennefather, 1996), the results described here all
pertain to "on-center" release. That is, the release site position was (0, 0)
and centered with Xdisk and Ydisk- Diffusion spreads the quantal packet
throughout the contact zone, and some molecules will reach the receptors.
When transmitter reaches the border of the contact zone, it has a 75%
chance of remaining in the synapse per each diffusion time step (see
below), only disappearing from the simulation when it diffuses through the
circumferential opening. There is no other mechanism for removing trans-
mitter, such as uptake, as diffusion alone appears sufflcient at Mauthner
cell inhibitory synapses (Titmus et al., 1996).
Random walk diffusion
Diffusion is modeled as a random walk process (Stibitz, 1969; Press et al.,
1992), with each transmitter molecule moving in the x and y dimensions
independently of other molecules. That is, during every time step (At) a
molecule twice moves the distance of A/2, randomly in either the positive
or negative direction. Consequently, it ends up in one of three locations,
with a 50% chance to remain at its initial site, and a 25% chance to land
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in the next solid in either direction (Fig. 2). The same process occurs in the
y direction as well. After a large number of time steps, the probability of
finding the molecule at any grid point in space will approach a Gaussian
distribution centered around the point of departure (Fig. 2), and overall the
transmitter spreads in the xy plane with an effective diffusion coefficient D.
(A)2
4At
To assure that D has the value specified by the user, At is calculated
directly from Eq. 1. For example, with the most often used value of
5x 10-6 Cm2/s, and with Ax = 5-7.071 nm, At is on the order of 20 ns.
for closing a channel
Pa = 1 - exp(-a X &),
for opening a channel
P = 1 - exp(-/ X &),
and for unbinding
Pu= 1 - exp(-ki x at).
With a single free molecule in the solid, the probability of binding is
Pbl = 1 - exp(-k+j X & X cl)
where cl is the concentration of one molecule in the solid. With m
Kinetics molecules it becomes equal to
As in all similar models, the receptors (R) undergo both binding and
unbinding of agonist (A), and the associated channels open or close. The
rates of these reactions are designated by k+j for binding, k-j for unbind-
ing, , for opening, and a for closing, where +j designates the forward
transition to the jth bound state, and -j the backward transition from that
state. The adopted model requires that these constants be converted into
transition probabilities (P).
Since the typical diffusion time step At is very short (-20 ns), a longer,
more reasonable time step St (40-500 ns), which yields significant, albeit
small, transition probabilities, is used for calculating the receptor reactions.
It is adjusted automatically at the beginning of the simulation so that the
transition probabilities do not exceed a preset maximum (0.0625 for the
present simulations). Then, the transition probabilities in a single time step
St are:
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A receptor has multiple binding sites and can exist in more than one
conformational state, yielding the general state diagram represented in
Scheme 1. According to this design, n represents the number of binding
sites per receptor (Hill coefficient) and s the number of possible confor-
mational transitions for each bound state (including the unbound or free
one). Typically, the resting states are closed and the conformational tran-
sitions may be to closed, open, or desensitized states. As an example, the
enclosed region (dashed lines) represents a two-step binding reaction with
two possible conformations for each bound state. In this case, the resting
states (R, AR, and A2R) are closed and the transitions are to activated or
open (R, AR, and A2R1). Some states may be inaccessible, if the kinetic
rates that lead to them are set to zero.
r------------ - - I
R * AR 1-A2R*4. AnR
Rs AR1 A2R1 *- AnR1
ScI±AR,* A2R,gs *i R AeRt
Scheme 1 A, agonist or transmitter; R, receptor.
In the specific kinetic model used to obtain the majority of the results
presented here (area outlined in Scheme 2), n = 2 and s = 1, such that each
-6 -4 -2 0 2 4 6 receptor has two binding sites. Thus, free and single- and double-bound
receptors all have two possible conformational states, closed and open.
2 Random walk method of diffusion simulation. Movements of However, the open states for the free and single-bound receptors were
mitter molecule are simulated separately from other molecules, made inaccessible (N in Scheme 2), leaving only one open state (A2R*), as
ments in the x and y directions being independent of each other. suggested by evidence that glycinergic IPSPs recorded from the Mauthner
:he diffusion time step, At, encompasses two half steps and two cell decay as a single exponential (Faber and Korn, 1980, 1982). Further-
-ments," which are a purely mathematical construct designed to more, use of a Hill coefficient of 2 is consistent with estimates obtained
Gaussian distribution after several time steps. The top diagram from the dose-response relation for the glycine-induced conductance in-
ossible positions (abscissa) a molecule can reach during a series crease in this neuron (Diamond and Roper, 1973; see Faber and Kom,
rt time steps (ordinates). The histogram below represents the 1978). However, since recent data from other systems suggest there may be
brobability distribution of total distance moved in that time. three or even four binding sites per receptor (Akagi and Miledi, 1988,
(2)
(3)
(4)
(5)
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Taleb and Betz, 1994; Bormann et al., 1993; Schmieden et al., 1989), the
corresponding models were also tested.
The program generates waveforms of the number of receptors in the
different states and the number of transmitter molecules in the cleft as
functions of time, and the number of open channels is taken as a direct
measure of the quantal current, also referred to as a mPSC. Examples of
I r* .. I *- 11 * rs. ._
r - - - - -.. -.-. - such results for single simulations are shown
k k major characteristic that distinguishes MonteR+L. *AR A2R2 lytical solutions, namely "noisy" responses di
k-1 k-2I
oO O O Ocac Analysis of the simulated data
Simulated mPSCs were fit with a double exp
_.. _ _ _ __
____ Analysis__
*(NC'[A2R
°~ ~~~~~° -'-------- mPSC(t) = b X [expf-
Scheme 2.
in Fig. 3. They illustrate the
Carlo simulations from ana-
lue to stochastic processes.
onential function.
-tD(1 (7)
_
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Simulation sequence
During each time step (&t) any free molecule that lands in a solid with a
free or single bound receptor has a chance of binding to the latter. If it does
bind, then it is flagged, and cannot move until it becomes unbound at some
later time step. Similarly, every previously bound molecule may unbind.
Since the chemical transitions are modeled by scanning the transmitter
molecules once per 6t, it is possible that a receptor will undergo multiple
binding and/or unbinding reactions during that time step (maximally m
reactions per receptor per &t). Each transmitter molecule, though, can
undergo at most one binding or unbinding. A freshly unbound transmitter
molecule will begin diffusing at the next time step. Finally, at the last phase
of a time step, after all bindings and unbindings have occurred, each
receptor may change its conformational state once.
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where Td > Tr. Typically, the decay time constant of the mPSC, Td, is an
order of magnitude greater than the rise time constant, Tr. The three
parameters, b, Td, and Tr were optimized using the method of least squares,
and a weighting function w(t) = tm,,/(t + tmax), where tmaX is the first time
at which the number of open channels is maximal. To facilitate compari-
sons with common experimental measures, we then calculated the time to
peak, (tp), as:
(8)TdTr Tn(d)
Tdd- Tr T rJ
and we defined the peak amplitude, a, as the maximum number of open
channels, which may or may not correspond to response amplitude at tp. In
this study, a is often expressed relative to the total number of available
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FIGURE 3 Simulated responses for large and small receptor matrices. (A) and (B), results of simulations with 2000 channels (density = 16,000 ,m-2)
and 37 channels (density = 250 ,um-2), respectively. Other parameters identical for both: 16,000 transmitter molecules, rdisk =200 nm, rc = 400 nm,
see Table 2 for kinetic parameters. Upper plots show the entire output (20 ms) while the details of the initial 1.0 ms are in the expanded curves below. The
variables plotted are: the number of transmitter molecules (bound plus free) in the synaptic cleft (purple), and the numbers of receptors in the free (green),
single bound (blue), double bound closed (yellow), and double bound open (red) states. Left and right ordinates represent receptors and transmitter
molecules, respectively. The apparent noise in the plots can be attributed to the randomness of the simulation and is relatively greater for the simulation
with fewer receptors.
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channels, that is, in terns of the degree of saturation, S, with a value of 1.0
indicating 100% saturation (or all channels opened at the peak amplitude).
RESULTS
Single simulations
Examples of the outputs from two simulations are presented
in Fig. 3. The two illustrated experiments only differed in
receptor density, such that the number of receptors were
2000 and 37 in A and B, respectively. In both, the number
of transmitter molecules released was appreciably larger,
16,000. This value is two to four times greater than esti-
mates from both peripheral connections, such as the neuro-
muscular junction (Kuffler and Yoshikami, 1975), and from
central synapses (e.g., calculated numbers for glutamatergic
vesicles are only -4000, Riveros et al., 1986). The upper
plots show their full time courses, while the lower graphs
are expanded representations of the initial 1 ms of each
response. The numbers of receptors in different states and
the number of transmitter molecules are all plotted versus
time after release. In all cases, responses are "noisy," as is
the time course of each state plot, and this feature is due to
the stochastic properties of the chemical and conformational
transitions. However, the stochastic "noise" is relatively
larger when the postsynaptic matrix contains a small num-
ber of receptors, since it is proportional to the square root
of this number while the response is directly proportional
to it.
Most characteristics of the two simulated responses are
quite similar, but others are clearly influenced by the dif-
ference in receptor numbers. For example, virtually no
receptors are unbound (free) within 10 ,us after exocytosis,
and this condition persists for the first 0.5-1.0 ms. Also, the
double-bound closed state is transitory, with the time to
peak amplitude being -0.35 to 0.4 ms for both simulations,
and this parameter is primarily determined by the kinetics of
the conformational transition. On the other hand, while the
response of the matrix with the smaller number of receptors
returns to the resting state within 7 to 10 ms, 35% of the
receptors in the higher density cluster are still bound at 20
ms, reflecting a combination of buffered diffusion and the
presence of a residuum of single-bound receptors (see be-
low). Consequently, the response decays more slowly in
larger clusters.
The time course of transmitter removal has two phases.
There is an initial rapid decrease in the total number of
molecules, representing the diffusional loss of free trans-
mitter from the contact zone. For rcontact = 400 nm and D =
5 X 10-6 cm2 s- , the time constant of this process is -0.1
ms (see also Clements, 1996). It is followed by a slower
decay of the transmitter in the cleft, indicative of a delayed
or buffered diffusion, because transmitter is bound to the
receptors for milliseconds. The rate of this slow phase,
determined by kinetics of receptor-transmitter interactions
and by the number of receptors, can range from 3 to 20 ms,
the longer value pertaining to larger receptor clusters.
Selecting adequate parameters
Kinetic constants
We first wished to simulate quantal glycinergic IPSPs re-
corded in the goldfish Mauthner cell soma, where initial
estimates of quantal size ranged from 800 to 1200 or more
open channels (Korn et al., 1982; Faber and Korn, 1982,
1988b). This value was based on an assumed single channel
conductance of 25pS and needs to be reconsidered, given
evidence for a dominant 4OpS state for the glycine activated
chloride channel in the M-cell of larval zebrafish (Legendre
and Korn, 1994). Additional requirements extracted from
the physiological results were a rise time of 0.3 to 0.4 ms
(Faber and Korn, 1988b) and a decay time constant of -6
to 10 ms (Faber and Korn, 1982). Also, as with other
examples of fast synaptic transmission, the responses are
mediated by a low affinity receptor, the apparent dissocia-
tion constant for glycine being of the order of 40 ,M
(Young and Snyder, 1973). Then, to simulate the responses
of the adult M-cell, we first assumed the number of trans-
mitter molecules was 10,000, and the receptor disk and
contact zone were both quite large (rdisk = 0.23 pm, rcontact
= 0.5 ,um), with a receptor density of 15,000/pum2. The size
of the contact zone is consistent with electron microscopic
measurements of inhibitory synapses on the adult Mauthner
cell soma (Triller and Korn, 1982), while that of the disk,
which is somewhat larger than the postsynaptic density, was
necessitated by the estimated quantal size (see Faber et al.,
1985). These parameters were fixed, and we systematically
varied the rate constants and diffusion coefficient to obtain
an appreciation for the range of values that provided rea-
sonable simulations. Generally, the model was run 10 to 20
times for a given parameter set. The results, summarized
below, demonstrate that although various combinations pro-
vided satisfactory fits (see also Faber et al., 1992), the
acceptable parameter space is circumscribed.
For most trials, k+I and k+2 have been taken as 4 X 108
M- l s- l, which is close to the limit allowable by diffusion,
and this choice dictated that k-I and k-2 equal 16,000 s-I
to satisfy the requirement for a 40,M dissociation constant.
While it was possible to match a glycinergic IPSC with D =
1.0 X10-5 cm2 s-,I13 = 10,000 s-1, and a = 500 s-1, the
range of parameters that provided adequate fits was quite
narrow. For example, halving X slowed the rise time and
accelerated the decay time constant by 25 to 33%. In gen-
eral, parameter sets that gave an appropriately fast rate of
rise tended to result in a response decay that was faster than
that observed experimentally. We found that this deficiency
was rectified by reducing k_ an order of magnitude, to
1600 s- 1 This modification is consistent with the differ-
ence between the two unbinding rate constants derived for
the acetylcholine receptor (Blount and Merlie, 1989), and it
has the added consequence of keeping the number of single-
bound receptors elevated during the response, as postulated
previously (Faber and Korn, 1988a). This decreased rate of
unbinding has two effects on the simulated responses, a
slightly faster rate of rise and a slowed decay, and it in-
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creases the range of parameters that provide adequate fits,
namely (3/a = 10 to 20:1 for 5000 < (3 ' 15,000 and 500 '
a ' 1500. To isolate the effects of structural parameters, the
relevant simulations used a fixed set of rate constants,
specifically: k,1 = 4X108 M-l s-1, kI = 1600 s-1,
k+2= 4X108 M-1 s-', k-2 = 16,000 1, (3 = 5000 s
and a = 500 s-.
It should be noted that we could not generate mIPSCs
with the desired time course when a = 100 to 160 s-1,
which is the expected range for this rate constant if a
channel opens at most once during a response with a mean
open time of 6.7 to 10 ms (Faber and Korn, 1980, 1982).
The higher values of a that were necessary imply that
channels rather burst or flicker between states following
exocytosis, and that was the case when the history of single
channels was followed (Faber et al., 1992).
Diffusion constant
The diffusion constants for glycine and other small amino
acids in the synaptic cleft are not known. We started with
the assumption that it was fast, and asked if under that
condition it was possible to simulate synaptic currents with-
out invoking additional mechanisms for inactivating the
transmitter or clearing it from the synapse. This approach
was supported by experimental data showing that diffusion
alone is sufficient at the M-cell's inhibitory synapses (Titmus
et al., 1996) and for other central junctions (Clements et al.,
1992; Dingledine and Korn, 1985; Hablitz and Lebeda,
1985; Hestrin et al., 1990). The model supported this per-
spective, and we then tested the effects of varying D, as the
speed of diffusion could be expected to influence the degree
of saturation and the extent to which a lateral spread of
transmitter influences synaptic efficacy at neighboring junc-
tions (Faber and Korn, 1988a; Isaacson et al., 1993). Halv-
ing the diffusion coefficient from 10-5 to 0.5 X 10-5 cm2
s-1 slightly increased the probability of channel opening,
such that the peak amplitude increased by 5 to 10%. How-
ever, the more dramatic effect was on response kinetics, as
the peak time and decay time constant were both prolonged
by 30 to 60%. We did not find any combination of rate
constants that adequately fit the glycinergic IPSPs with D <
0.5 X 10-5 cm2 s-1, and in the remaining sections, D was
kept constant at that value.
Number of binding sites per receptor
Given the possible range of the Hill coefficient for the
glycine receptor in vivo (see Methods), we explored the
effect of increasing the number of binding sites to three,
with only the triple-bound state being able to open. Simu-
lations were done with all binding constants equal to 4 x
108 M- s-1s, k-2and k_3 = 16,000 s- l, and k_ I = 16,000
or 1600 s- . Interestingly, the consequences of adding an
additional binding step were relatively minor. The peak
amplitude decreased by only 5 to 10% and the responses
were slightly faster, with the rise and decay times both
accelerated, by -10 to 20% and 15 to 33%, respectively.
All three effects can be attributed to the increased likelihood
of a single dissociation occurring when there are three
binding sites rather than two, and multiple transitions be-
tween the fully liganded open and closed states.
Analysis of response variability
As mentioned, the Monte Carlo method allows one to ex-
plore the contribution(s) of the stochastic properties of the
process being modeled to response variability. For that
purpose, a simulation with a fixed set of parameters was run
repeatedly and then the mean and standard deviation for
A2R* (number of open channels) were calculated. We first
asked whether variations in response amplitude, time to
peak, and decay time were normally distributed, and all
three could be fit by Gaussians. Thus, experimental distri-
butions that are skewed, or non-Gaussian, presumably are
indicative of additional sources of variability.
A more complete measure of response variability is the
variance waveform, typically plotted against the mean in
nonstationary fluctuation analysis to determine both 1) the
number of channels in a membrane patch, and 2) single
channel conductance (Sigworth, 1980). Although this
method was first developed for the analysis of ionic currents
activated by controlled voltage clamp command pulses, it
has also been applied to mPSCs collected experimentally
(Robinson et al., 1991; deKoninck et al., 1992; deKoninck
and Mody, 1994; Traynelis et al., 1991-1993), where the
stimulus is instead the transmitter that is released from a
single vesicle and is rapidly cleared from the synapse.
Theoretically, there should be a parabolic relation between
the variance of recorded current (v) and the mean current
waveform, allowing both single channel current, i, and the
number, N, of functional channels to be estimated from the
fit. Specifically, if all channels have the same probability of
opening at any given time after release, the variance,
V = i2(U - ) (9)
where u is the mean number of open channels. This would
be the case if the transmitter concentration was homoge-
neous in the synaptic cleft throughout the duration of the
responses. Since the model outputs channel numbers, i = 1
and the only unknown is N, we chose to assess the validity
of this methodology, also used in a recent Monte Carlo
simulation of hippocampal EPSCs (Wahl et al., 1996).
Fig. 4 compares the mean and standard deviation wave-
forms obtained from a series of 800 simulations with a fixed
set of parameters. It illustrates a point stressed previously
(Faber et al., 1992), namely that the intrinsic stochastic
properties of the channels preclude complete saturation,
already defined as 100% of the channels being open at the
response peak (note, however, that functional saturation
may be reached when all binding sites are occupied, even if
not all channels are opened). Also, the standard deviation
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800 simulations averaged
10,000 transmitter molecules, 100 channels
FIGURE 4 Nonstationary fluctua-
tion analysis of simulated responses.
Top panel: time course of the aver-
age number of open channels (n) in a
mPSC (left ordinate) and its standard
deviation (o-, right ordinate); 800 in-
dividual mPSCs averaged. Note the
local reduction in ur when >50% of
the total number of channels (N =
100) available are open, e.g., at and
around the peak of the response. Bot-
tom panel: plot of instantaneous vari-
ance (o&2) against instantaneous -n,
and theoretical parabolas fit to this
plot. Extrapolation of these parabolas
to the second point of zero variance
(abscissa intercept) allows estimation
of N. Two parabolic fits are shown:
y = x - x2/N (dashed curve), and y =
i2(x - x2/N) (solid curve). The latter is
analogous to the experimental situa-
tion when both N and the single chan-
nel current (i) are unknown. The first
fit underestimates N by 6% while the
second better predicts N but underes-
timates i (see Table 1 and Discus-
sion). The mean-variance scatterplot
exhibits a hysteresis which indicates
that the variance for equivalent val-
ues of ni is greater during the rising
phase of a mPSC (upper arrow) than
during the falling phase (lower ar-
row). Receptor density, 7500 ,um 2
The data illustrated here are also rep-
resented in Table 1, bottom row.
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waveform deviates from that of the mean, with maximal
variance occurring on the rising and falling phases of the
mPSC and there being a local minimum at its peak (Fig. 4,
top). This dip indicates that the probability of channel
opening is >50% at the peak, since the expected parabolic
relationship implies a maximal variance when the opening
probability equals 0.5. In confirmation, the plot of the
variance versus the mean (Fig. 4, bottom), extends beyond
the apogee of the parabola to a point where the peak
amplitude corresponds to >80% of the channels open and
the variance is about half its maximum.
Since the total number of channels was operator-defined,
estimating the numbers of receptors from the mean-variance
parabola might be expected to provide an independent val-
idation of the model. However, when such a test was per-
formed on several combinations of input parameters, chan-
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TABLE I Estimates of the number of available channels from mean-variance (Sigworth) plots
No. of Transmitter No. of Channels Estimated N Error Estimated N Error
Molecules (N) (i = 1) (i = 1) (i Variable) (i Variable) Estimated i Saturation
500 61 42.9 -29.74 42.6 -30.23 1.00 0.3
1000 61 48.9 -19.79 52.8 -13.49 0.98 0.34
4000 61 48.9 -19.86 47.7 -21.80 1.01 0.36
16000 61 54.6 -10.45 60.9 -0.21 0.97 0.38
16000 47 38.4 -18.25 42.0 -10.54 0.97 0.4
8000 47 36.3 -22.79 34.4 -26.86 1.02 0.39
4000 47 31.1 -33.81 33.2 -29.31 0.97 0.38
2000 47 35.2 -25.15 39.9 -15.10 0.96 0.36
16000 47 47.3 0.68 49.1 4.57 0.97 0.8
16000 2000 1550 -22.50 2074 3.70 0.78 0.74
16000 37 37 0.00 39 5.41 0.97 0.71
16000 500 423 -15.40 550 10.00 0.82 0.73
8000 500 415 -17.00 461 -7.80 0.92 0.7
16000 300 270 -10.00 318 6.00 0.89 0.7
8000 300 265 -11.67 324 8.00 0.88 0.7
16000 101 96 -4.95 98 -2.97 0.98 0.72
8000 101 94 -6.93 96 -4.95 0.98 0.69
10000 101 94 -6.93 101 0.00 0.91 0.85
Kinetic parameters were as in Table 2, while the numbers of channels depended on both receptor disk radius and receptor density. All estimates were based
on filtering mean-variance plots with Eq. 9, with i (single channel current) either fixed, equal to 1, or variable.
nel numbers were consistently underestimated. The results
of 18 such experiments with 100 simulations each are
summarized in Table 1. (The error was only slightly reduced
when the number of simulations in a uniform series was
increased to 800.) It indicates that in general, the higher the
saturation the closer the prediction of this method was to the
actual number of channels. Fig. 4, bottom also demonstrates
that better fits could be achieved if i, the equivalent of single
channel current, was not set equal to 1.0 but was allowed to
be a free parameter (dashed versus solid curves). However,
i was then underestimated. These discrepancies do not re-
flect errors in the model but are due to the fact that the
time-dependent opening probability for a single channel
depends upon its location in the postsynaptic matrix and
presumably the concentration of transmitter it sees (see
Discussion). Hence, criteria for applying Eq. 9 are not
fulfilled.
Substrates for synaptic plasticity
Synaptic structure is plastic (Bailey and Kandel, 1993; Chen
and Hillman, 1990; Hillman and Chen, 1985), with, for
example, junctions going from being regions of flat appo-
sition to concave or invaginated structures, as a function of
prior activity (Desmond and Levy, 1986b; Fields and Ellis-
man, 1985; Fields et al., 1987; Petit et al., 1989). Also, the
length of the contact zone is modifiable (Hillman and Chen,
1985; Chen and Hillman, 1990). We therefore tested the
effects of several parameters: 1) contact zone radius, 2)
number of receptor molecules, which is determined by
receptor disk radius and surface density of the receptor
molecules (see Methods: Receptor distribution), and 3)
number of transmitter molecules released from a vesicle.
Their effects on three mPSC measures, namely the am-
plitude (a), time to peak (tp), and decay time (Td) were
quantified. Table 2 presents the ranges used for the param-
eter tested, and the values at which the others were kept
constant. It can be noted that N, the number of receptors
(channels) tested, varied between 37 and 2000.
For these experiments, simulations with each set of input
parameters were repeated 16 times, the mPSCs averaged,
and the average waveform fitted with the double exponen-
tial function (Eq. 7). Then the three measures were calcu-
lated as described in the Methods.
TABLE 2 Model input parameters
Parameter Symbol Value(s)
Diffusion constant D 5 x 10-6 cm2/s
Cleft height h 0.02 ,um
Contact zone radius rcontact 0.05-1.6 ,um
Receptor density or 250-16,000 m-2
Receptor disk radius rdisk 0.025-0.2 gm
Receptor disk x position Xdisk 0 ,im
Receptor disk y position Ydisk 0 ,um
Vesicle release x position Xvesicle 0 ,um
Vesicle release y position Yvesicle 0 ,um
Number of transmitter molecules A 250-16,000
Number of binding sites per receptor n 2-3
Number of conformational transitions 1
First association rate k+1 4 X 108 M-1 s-'
First dissociation rate k 1 1600 s-'
Second association rate k+ 4 x 108 M-1 S-1
Second dissociation rate k_2 16,000 s-1
Channel opening rate ,3 5000 s-
Channel closing rate a 500 s-'
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Contact zone diameter
Analyses of synaptic plasticity typically focus on identify-
ing accepted pre- or postsynaptic loci of action, such as
changes in the probability of exocytosis, in the number of
transmitter molecules released or of available receptors. We
assessed the alternative possibility that modifying the con-
tact zone radius would provide a structural mechanism that
did not involve alterations in the above-mentioned factors.
The consequences of this manipulation are shown in Fig. 5
where average mPSCs from two synapses with markedly
different contact zone radii are compared. Specifically, the
receptor-free annulus had a radius of 50 nm in one case and
400 nm in the other. With this extreme eightfold difference,
the mPSC amplitude is significantly smaller for the less
extensive contact zone, while its time to peak is shorter, and
its decay time is longer. These two examples are taken from
a more complete analysis, in which we tested the effect of
contact zone radius for three combinations of other parameters:
No. of of
rdisk (nm) Channels (qn-2)
25 37 16,000
50 37 4,000
50 129 16,000
Each combination was simulated with 250, 2000, and
16,000 transmitter molecules. The results of all three sets
are the same as those illustrated for the first combination
(Fig. 6), with minor differences being a consequence of the
different numbers of receptors (see next section).
Saturation and amplitude (which are proportional for a
given parameter set) depended strongly on the size of the
30
20
0
4.1 in.
FIGURE 5 Effects of enlarging the contact zone. Plots of two averaged
mPSCs (16 individual simulations in each) are shown for rcontact = 50 nm
and 400 nm, with all other geometrical, physical, and kinetic parameters
kept constant. The contact zone sizes are illustrated by the gray disks
(drawn to scale) surrounding the smaller concentric receptor disks (rdiSk =
25 nm). The increased size of the contact zone resulted in a 200% increase
in response amplitude, a doubling of peak time (0.51 vs. 0.22 ms), and an
accelerated decay time constant (arrows at 2.6 and 3.9 ms). There were 37
channels in the disk, and 16,000 transmitter molecules. All other parame-
ters as in Table 2.
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FIGURE 6 Quantitative relationships between contact zone radius and
the mPSC amplitude and waveform. Three mPSC measures are plotted
versus contact zone radius: saturation (top), time to peak (middle), and
decay time (lower). The number of channels and their density were
constant, and other parameters were as for Fig. 5, except for the number of
transmitter molecules, which was 250 (triangles), 2000 (squares), or
16,000 (circles). For each data point, sixteen individual mPSCs were
averaged, and the mean amplitude and its standard deviation (error bars)
were measured at the peak of the resulting waveform, which was then fit
with the double exponential function (Eq. 7) to calculate time to peak and
decay time. Therefore, error bars for the two last variables could not be
calculated.
contact zone (Fig. 6, top). Regardless of the number of
transmitter molecules, for 37 receptors in the disk, enlarging
the radius of the contact zone from 100 to 800 nm resulted
in an increased saturation, which then was relatively con-
stant for larger annuli. That is, there is a sigmoidal relation
between saturation and contact zone radius that can signif-
icantly alter synaptic efficacy without changes in the more
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classical determinants. When the number of receptors was
increased to 129, the relationship was, as expected, shifted
to the right (not shown). At the steepest regions of the
sigmoid, doubling the contact zone radius from 200 to 400
nm increased response amplitude by 40%. The relation
between contact zone radius and time to peak was equally
striking (Fig. 6, middle), as doubling the radius produced a
20-50% increase in rise time.
These two effects of rcontact presumably result from
slower depletion of free transmitter from the larger contact
zones, as opposed to its briefer availability in the smaller
ones. The transmitter remains available approximately as
long as it takes to diffuse to the edge of the synapse. With
a higher initial number of transmitter molecules, a sufficient
concentration in the synaptic cleft is also preserved for a
longer period, so that the effects of transmitter amount and
the contact zone size become synergistic. Consequently, the
plots of contact zone radius versus saturation and time to
peak are shifted to the left for higher numbers of transmitter
molecules (Fig. 6, top and middle).
The other measurement parameter, decay time, is deter-
mined by the kinetics of channel closing, transmitter-recep-
tor dissociation, and diffusion of the transmitter out of the
synapse. Practically, this parameter remains relatively con-
stant until the diffusion time approaches or exceeds the
kinetic factors (l/k-,, l/k-2, and 1/a). Indeed, we observed
that decay time was constant at -3-4 ms until the contact
zone radius exceeded 0.8 ,um (Fig. 6, bottom), for which the
diffusion time = 1.28 ms. Since the diffusion time is a
function of the contact zone radius squared, it becomes the
dominant component of the decay time for larger contact
zones.
In summary, the contact zone radius proved to have a
substantial effect on the mPSC amplitude, even if no kinetic
parameters were altered. This effect may point to a previ-
ously unrecognized mechanism of plasticity in synaptic
transmission that relies solely on simple changes in synaptic
geometry and should be taken into consideration in inter-
preting the results of quantal analysis (Korn and Faber,
1991).
Number of channels and their distribution
Central synapses differ greatly in the number of their func-
tional channels and in receptor density, as indicated by
derived quantal sizes ranging from lOs to lOOs of channels
(Legendre and Korn, 1994; Faber and Korn, 1988b; Jonas et
al., 1993; deKoninck and Mody, 1994; Traynelis et al.,
1993; Robinson et al., 1991; Kraszewski and Grantyn,
1992). We therefore systematically varied the number of
receptors in the postsynaptic membrane by using fixed
geometrical parameters (e.g., rdisk = 200 nm and rconl.ct =
400 nm), and varying the density of receptor packing from
250 to 16,000 pm-2. The results are illustrated in Fig. 7,
where saturation, time to peak, and decay time are plotted
versus the number of channels.
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FIGURE 7 Effect of the number of available channels on mPSC char-
acteristics. Similar format as in Fig. 6, but with abscissas indicating the
total number of channels, varied by changing receptor density in a disk of
fixed radius (200 nm). The bracketed numbers above the abscissa represent
the corresponding surface densities expressed in channels/4Lm2. Note that
the number of channels is greater than calculated from the relationship:
N = ir X rdiSk X a, since the algorithm can place receptors close to, or on,
the edge of the disk (see Fig. 1 D). The number of transmitter molecules
was 250, 2000, or 16,000, and all other parameters were kept constant
(rcontact = 400 nm). All other parameters as in Table 2.
First, for moderate numbers of transmitter molecules
(250 and 2000), there was a reduction in saturation as the
number of receptors increased from 37 to 2000 (Fig. 7, top).
In contrast, if the number of transmitter molecules was
large, 16,000, saturation remained constant at -0.72. In this
experiment, constant saturation indicates that response am-
plitude grows in proportion to the number of channels,
which intuitively would only be expected for a large excess
of transmitter relative to available binding sites. Further-
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more, raising the number of receptors from 37 to 500
resulted in a mild growth in the time to peak (Fig. 7, middle)
and decay time (Fig. 7, bottom). This slowing of the re-
sponse kinetics was most pronounced when the number of
receptors went from 500 to 2000. Presumably, the prolon-
gation is due to buffered diffusion which slows the removal
of transmitter from the synaptic cleft. (It is not clear why the
responses to 2000 transmitter molecules are slower than
those to 1600 when the number of receptor is largest, 2000.)
Increasing the number of receptors by holding their density
constant and increasing the disk radius had similar effects
on all three mPSC measures (not shown).
In the experiment of Fig. 8, the number of receptors was
instead fixed to explore the consequences of varying their
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FIGURE 8 Relative insensitivity of mPSC properties to varying receptor
density. Same presentation as in Figs. 6 and 7, but with a constant number
of channels (37), obtained by varying density (abscissa) and disk radius
(bracketed value) inversely. Note that the points for the highest density are
common with those in Fig. 6 for rcotact = 400 nm and those for the lowest
density match values in Fig. 7 for 37 channels. All other parameters as in
Table 2.
density, e.g., increasing density caused the receptor disk to
shrink. This modification had at best a slight effect on
saturation for the lowest number of transmitter molecules
(250; Fig. 8, top) and did not alter either time to peak or
decay time (Fig. 8, middle, bottom). Taken together, these
results suggest that with a constant size of the surrounding
contact zone, the crucial parameter that determines the
amplitude, saturation level, and dynamics of a mPSC is the
number of receptors, and not their distribution.
"Vesicle filling" and response parameters
One parameter that is not well defined at central synapses is
the amount, A, of transmitter released per quantum. The
vesicular concentrations of glycine and GABA are not
known and estimates for glutamate range from 60 to 210
mM (Clements, 1996; Atwood and Wojtowicz, 1986),
which would correspond to -2000 to 8000 transmitter
molecules per vesicle. Given this uncertainty, we initially
explored the consequences of varying vesicular content
from 200 to 20,000 molecules, with the number of receptors
being as low as 5 and as great as 2000. In general, our
results indicate that the degree of saturation varies in pro-
portion to the vesicular content when A is less than 5 to 10
times the number of available receptors (or 2.5-5.0 times
the number of binding sites) and becomes insensitive to this
parameter when the ratio exceeds 20 (see Faber et al., 1992).
Subsequently, rather than assume a large excess of trans-
mitter molecules, we systematically used 250, 2000, and
16,000 transmitter molecules when exploring the effects of
varying the different spatial parameters.
The effects on saturation of five different combinations of
contact zone radius, disk radius, and number of receptors
are shown in the bar plots of Fig. 9. Each parameter set was
evaluated for the three different vesicular contents, and in
each case saturation increased with vesicle filling. That is,
as expected, the number of open channels at the peak of the
response depends on transmitter concentration. This obser-
vation is consistent with theoretical predictions for the
steady state. Saturation (S), which for our kinetic scheme is
a sigmoidal function of concentration c, i.e.
[A2R*] k(lk.2a I2+k2a +a 1
S N \k+lk+2/3 c +2/3 C 13 (10)
Although an mPSC is a dynamic process far from steady
state conditions, the basic sigmoidal characteristics of the
transmitter concentration effect on saturation is preserved.
That is, for 250 transmitter molecules, saturation is appre-
ciably less than that for 2000 molecules, which in turn is
less than that for 16,000, for all combinations tested.
The effects of the number of transmitter molecules on the
two other measures of the mPSC, time to peak and decay
time, were minor and probably not significant. The only
exception was observed for large contact zones (rcontact >
. . .
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FIGURE 9 Effect of the number of transmitter molecules on saturation. Bar plots of saturation for five different combinations of contact zone radius
(rcontact), receptor disk radius (rdiSk), and number of receptors (N) for 250, 2000, and 16,000 transmitter molecules released. From left to right in each set:
1 rcontact = 400 nm, rdisk = 25 nm, N = 2000 (black bars);
2. rcontact = 400 nm, rdisk = 200 nm, N = 500 (horizontal hatching);
3. rcontact = 400 nm, rdisk = 200 nm, N = 37 (diagonal cross-hatching);
4. rcontact = 400 nm, rdisk = 250 nm, N = 77 (horizontal and vertical bar hatching);
5. rcontact = 1600 nm, rdiSk = 25 nm, N = 37 (gray bars).
Other parameters and calculation methods as in Fig. 6. Data presented here correspond to points selected from Figs. 6-8. Error bars = 1 SD.
400 nm) and a low number of receptors (37). In these
conditions time to peak seemed to grow significantly with
the number of transmitter molecules. With the maximum
contact zone radius tested decay time also depended on
vesicle content.
DISCUSSION
Stochastic models of postsynaptic currents at central syn-
apses provide information concerning both the intrinsic
variations or "noise" in the signaling process and the influ-
ence of specific kinetic or geometric parameters on the peak
amplitude and time course of the responses. Although the
initial goal of the present study was to simulate glycinergic
synapses at the Mauthner cell of adult goldfish, where
quantal size is quite large, the results may also pertain to
other synapses having as few as five receptors (see also
Faber et al., 1992). The speed of these responses, with rise
times of 0.3 to 1.0 ms and decay time constants of 2-15 ms,
is appropriate for a number of fast excitatory and inhibitory
central synapses, although the kinetic models are different
(Jonas et al., 1993; Busch and Sakmann, 1990).
Our results agree with those of Wahl et al., (1996) and
previous analytical models (e.g., Faber et al., 1985; Land et
al., 1984) that indicated that diffusion alone may be suffi-
cient to rapidly remove neurotransmitter from the synaptic
cleft. The range of diffusion coefficients used successfully,
0.5 to 1.0 X 10-5 cm2 s-1, encompasses those used in
simulations of the neuromuscular junction and of central
excitatory synapses. However, while there is agreement that
slowing diffusion produces a small increase in peak ampli-
tude and a pronounced slowing of mPSC decay, we found a
significant effect on peak time that Wahl et al., (1996) did
not. This difference might reflect the fact that their model
treated the synaptic cleft as extending to infinity in the x and
y directions while we incorporated a finite receptor-free
annulus surrounding the receptor matrix. The larger diffu-
sion space in their simulations presumably already in-
creased peak times (Figs. 5 and 6) by allowing more trans-
mitter to remain in the synaptic cleft, and reduced the
sensitivity of this output parameter to changes in D.
Validity of the model
Presumably, the outputs generated by the diverse combina-
tions of rate constants and spatial factors used in these
simulations are not unique. However, they do provide real-
istic ranges for most parameters used, particularly since two
different algorithms have been used to implement both
diffusion and the scheme for transmitter-receptor interac-
tions, with essentially the same results. Interestingly, we
have chosen fast forward binding constants which are con-
sistent with those derived for the nicotinic acetylcholine
receptor at the neuromuscular junction (Auerbach, 1993;
Blount and Merlie, 1989) but an order of magnitude faster
than those estimated for non-NMDA glutamate receptors
(Colquhoun et al., 1992; Jonas et al., 1993; Spruston et al.,
1995), which also produce fast synaptic responses; yet, the
ratios of the opening and closing rates are comparable. In
the case of the glycine receptor, detailed single channel
analysis of synaptic channels in the adult will be required to
determine the appropriate kinetic scheme and to establish
narrower limits on these rate constants.
The Sigworth (1980) plot of variance versus the mean
number of open channels open has been used experimen-
tally to estimate both single channel current and the number
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of functional channels (deKoninck et al., 1992; deKoninck
and Mody, 1993, 1994; Robinson et al., 1991; Traynelis et
al., 1991, 1992), and in model simulations, to demonstrate
that the data were comparable to the expected relation,
which was generated by using the known number of chan-
nels (Wahl et al., 1996). A modification of this technique,
known as the "peak-scaled nonstationary fluctuation analy-
sis method" (Traynelis et al., 1993; Silver et al., 1996)
scales the peak of each individual mPSC to the mean and
estimates single channel current from the variance of the
decay phase. We have asked whether the general approach
used in most studies is appropriate for synaptic currents, and
found that it is prone to errors, which can be large. The most
likely explanation is that the assumption that all receptors
have the same probability of opening at any point in time
after exocytosis, which is implicit in the use of this analysis,
is incorrect. Rather, since not all receptors are exposed to
the same concentration of ligand (see also Uteshev and
Pennefather, 1996), the probability of opening varies be-
tween them, probably as a function of their location in the
disk. This explanation is consistent with the observation that
the error was greatest for lower degrees of saturation, which
signify smaller maximal open probabilities due to a lower
transmitter concentration. The indication that the variance at
peak amplitude is less than expected also supports this
notion: the variance of a stochastic process is greater for a
uniform process (simple binomial) than for one with un-
equal probabilities (compound binomial). Regardless, these
results suggest that this method should be applied cautiously
to experimental data, particularly if there is evidence for a
low probability of channel opening at the response peak. For
example, data that produced only the rising phase of the
parabolic variance-mean plot would be one indication of an
open probability <0.5.
The kinetics of exocytosis remain controversial, with
estimates of the discharge time varying from as fast as 50 to
80 microseconds (Khanin et al., 1994; Stiles et al., 1996) up
to 460 ,us (Van der Kloot, 1995). We have adopted the
simplifying assumption used in most other models (Land et
al., 1981; 1984; Holmes, 1995; Wahl et al., 1996) of instan-
taneous release. On the other hand, Uteshev and Pennefa-
ther (1996) recently included noninstantaneous release in
their mathematical description of mPSC generation, as well
as "off-center" exocytosis. Both properties would increase
the spatial inhomogeneity in transmitter concentration, and
most likely in the probability of channel opening as well.
Thus, noninstantaneous release would be another source of
response variability.
It should be noted that in another model Holmes (1995)
made the lateral extent of the contact zone sufficiently large
such that further increases in this parameter would not affect
the computed results, suggesting that smaller values artifi-
cially accelerated the removal of transmitter. However, that
approach would make it impossible to consider the effect of
the contact zone radius per se. In addition, the volume into
which transmitter can diffuse increases significantly at the
edge of most synaptic contacts, as there is some extracel-
lular space between adjacent terminal endings on a postsyn-
aptic cell (Peters et al., 1991). Thus, the approach of Holmes
(1995) and the use of an infinite contact zone by Wahl et al.
(1996) both preclude testing the effects of varying a poten-
tially important geometric parameter. In our case, giving a
transmitter molecule at the edge of the contact zone a 75%
chance of remaining in the cleft is a reasonable compromise,
as expansion of the diffusional space beyond that boundary
could be expected to reduce the probability that a transmit-
ter molecule reenter the central region where the receptors
are clustered to nearly zero. Furthermore, the present
scheme does not include a transmitter uptake mechanism,
which would also accelerate the loss of transmitter if it were
sufficiently fast.
Saturation
The idea of quantal saturation was first suggested on the
basis of evidence that the peak amplitude of the derived
quantal unit was invariant at the Ia afferent to spinal mo-
toneuron connection in cat (Jack et al., 1981). Indeed, it was
then postulated that complete saturation would be indicated
by an invariant response with a standard deviation wave-
form equal to zero throughout the duration of the mPSC
(Hirst et al., 1981). However, a more realistic expectation
might have been a standard deviation waveform equal to
zero when the mPSP is at its peak and with maxima on the
rising and falling phases. Evidence for a local minimum in
the variance waveform (Faber et al., 1992, 1995) is indic-
ative that the degree of saturation exceeds 0.5, and that was
often the case in the present study. The exceptions were
when rcontact was unusually small, for example 50 nm, such
that most transmitter molecules escaped from the synaptic
cleft before the majority of the receptors were double-bound
(Figs. 5 and 6) or the numbers of molecules released and of
available receptors were comparable (Fig. 7). Also, even
when there was a large excess of transmitter molecules and
the radius of the contact zone was significantly greater than
that of the receptor cluster, saturation never reached 100%,
and was typically <80%. As described previously (Faber et
al., 1992), this limitation occurs despite there often being
100% occupancy of the receptors: due to the stochastic
properties of the channels it is highly unlikely that all
double-bound receptor-channel complexes will be open at
the same time. Specifically, the probability of this occur-
rence is [,B/(a + 13)]N, or 0.029 for 37 channels and
0.000007 for 125 channels. Consequently, peak amplitude
will fluctuate from trial to trial, with a coefficient of vari-
ation that could be as low as 1% or as high as 25%.
Typically, the smaller values pertained when saturation was
>50% and there were at least a few hundred channels or
when saturation was quite low, while the uncertainty in
mPSC amplitude was greatest when few channels were
involved. These relationships would be expected for a bi-
nomially distributed population.
While the arguments above indicate that saturation per se
is unlikely, the insensitivity of response amplitude to in-
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creased vesicle filling when there is already an excess of
transmitter nevertheless indicates that responses character-
ized by 70 to 80% of the available channels opened at the
peak may be functionally saturated. That is, quantal size
will be maximal and insensitive to increased release. Then,
postsynaptic mechanisms would be the best candidates for
synaptic potentiation.
Consequences of altering geometric parameters
Structural changes in synapses have been associated with
various types of synaptic plasticity, such as neuronal re-
sponses to injury and deafferentation (Chen and Hillman,
1990; Hillman and Chen, 1988) and as a substrate for
long-term memory (Bailey and Kandel, 1993). These mod-
ifications include alterations in the geometry and size of the
apposition between the pre and postsynaptic components
(Bailey and Thompson, 1979; Desmond and Levy, 1983,
1986a,b, 1988; Petit et al., 1989; Temin, 1984, 1985); yet
there has been no conceptual model that placed these
changes in a functional perspective. The present results
serve that purpose, as the most striking finding of the
present set of simulations is that simply increasing the area
of the receptor-free annulus surrounding the receptor cluster
can increase peak amplitude and rise time, and, in extreme
cases, prolong the decay phase. The most dominant effect is
on amplitude, the common measure of synaptic strength.
Furthermore, the range of contact zone radii that had sig-
nificant effects, 0.2 to 2.0 ,um, is similar to those observed
morphologically at Mauthner cell synapses (Triller and
Korn, 1982), and in higher structures such as hippocampus
(Sorra and Harris, 1993; Spacek and Harris, 1997). Our
results suggest that the size of the region in which the
presynaptic terminal lies in opposition to the postsynaptic
membrane is one parameter that should be carefully as-
sessed in the future, and they provide a basis for the obser-
vation that the size of the contact zone at ribbon synapses of
the ampullae of Lorenzini increases in parallel with synaptic
efficacy (Fields and Ellisman, 1985, 1988; Fields et al.,
1987). These contacts are flat and not very extensive at
weak junctions, and they become invaginated, with a larger
contact area, when synaptic strength is enhanced. Compa-
rable changes might underlie modifications in the strength
of synapses in other structures, where they would be man-
ifest as an increased quantal size. Furthermore, an increase
in quantal size is one of the mechanisms postulated to
explain hippocampal long-term potentiation (Foster and
McNaughton, 1991; Manabe et al., 1992), and it might be
due, at least in part, to growth or expansion of the synaptic
contact zone. These results, thus, reinforce the concept that
the morphological properties of a synapse can significantly
influence its function.
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