Abstract. Over the last decade learning to rank (L2R) has gained a lot of attention and many algorithms have been proposed. One of the most successful approach is to build an algorithm following the ensemble principle. Boosting is the key representative of this approach. However, even boosting isn't effective when used to increase the performance of individually strong algorithms, scenario when we want to blend already successful L2R algorithms in order to gain an additional benefit. To address this problem we propose a novel algorithm, based on a theory of nonlinear monotonic ensembles, which is able to blend strong base rankers effectively. Specifically, we provide the concept of defect of a set of algorithms that allows to deduce a popular pairwise approach in strict mathematical terms. Using the concept of defect, we formulate an optimization problem and propose a sound method of its solution. Finally, we conduct experiments with real data which shows the effectiveness of the proposed approach.
Introduction
Learning to rank (L2R) has become a hot research topic over the last decades. Numerous amount of methods previously applied to regression and classification have been adapted to L2R. Specifically, one can categorize all L2R algorithms into three big categories: pointwise (reduction of L2R to regression) [4, 8] ; pairwise (reduction of L2R to classification) [5, 2, 7, 13, 9] ; and listwise (direct optimization) [3, 16, 12] .
One of the most popular approach that has been applied in all three categories is boosting [5, 10] . Thus, weak rankers are trained sequentially and then they are blended in a linear composition. It is a common knowledge that boosting allows to combine hundreds of base algorithms and isn't inclined to overfitting [10] . However, boosting isn't effective if we want to build an ensemble from a small set of already strong algorithms. Particularly, one cannot build a boosted ensemble over SVM properly. Different methods was developed to cope with this problem and build small ensembles effectively [14, 6] . We adapted methods from [14] to L2R domain and in this paper we propose a novel algorithm solving the L2R problem within a nonlinear monotonic ensemble framework. and allowed to effectively blend a small set of individually strong algorithms. For instance, in our experiments the size of an ensemble varied from 4 to 7 base rankers. Moreover, the algorithm in question is built on a strict mathematical foundation, theoretically consistent with the internal structure of L2R problem and allows to induce pairwise approach merely from theoretical constructions instead of heuristic speculations.
The Learning to Rank Problem
The L2R problem can be formalized as follows. There is an ordered set of ranks Y = {r 1 , . . . , r K } and a set of queries Q = {q 1 , . . . , q n }. A list of documents D q = {d q1 , . . . , d q,n(q) } is associated with each query q ∈ Q, where n(q) is the number of documents associated with the query q. A factor ranking model is admitted, i.e. each query-document pair (q, d), d ∈ D q is represented by the vector of features
Thus, the training set is
where r(q, d) ∈ Y is the corresponding correct relevance score for a (q, d) pair. The objective is to build a ranking function A : R m → Y that maximizes a performance measure on the training set and has a good generalization ability.
Our Method: MonoRank

Nonlinear Monotonic Ensemble: Underlying Theory
Monotonicity constraints often arise in real world machine learning tasks. For example, we can observe such constraints in a credit scoring task where the objective is to build an algorithm that will classify applicants given their responses to questionnaires (e. g. the bigger annual household income and value of property the more probably a customer will pay a loan back). Generally speaking, monotonicity constraints can arise in any task where the factor model is admitted, and the order on targets is in agreement with the order on ordinal features [11] .
Another application of this principle is to impose monotonicity constraints not on features but on base algorithms predictions [14, 6] . It is very natural to construct an ensemble of base predictors according to the following principle: if output of a predictor is higher for an object, provided that outputs of other predictors are the same, then the output of the entire ensemble must be also higher for this object. This implies that the aggregating function is to be monotonic. Obviously, linear blending meets the monotonicity restriction if only all the weights are nonnegative. In this paper we use nonlinear monotonic aggregating functions and argue that monotonicity is a more natural and less restrictive principle than the weighted voting, especially for L2R domain.
Let Ω = R m be an object space of query-document feature vectors, according to general factor ranking model; X and Y be partially ordered sets, B be a set of base algorithms b : Ω → X, X is referred to as an estimation space (predictions of base algorithms) and Y as an output space (labels, responses, relevance
