We review V.I. Arnold's 1963 celebrated paper [1] Proof of A.N. Kolmogorov's theorem on the conservation of conditionally periodic motions with a small variation in the Hamiltonian, and prove that, optimizing Arnold's scheme, one can get "sharp" asymptotic quantitative conditions (as ε Ñ 0, ε being the strength of the perturbation). All constants involved are explicitly computed. 
Even though one could argue whether Kolmogorov's proof in [10] is "complete" or not (see, e.g., [5] ), Arnold's paper is certainly a milestone of modern dynamical systems, which not only contains a complete and detailed proof of Kolmogorov's Theorem, but, also, introduces new original, technical ideas, of enormous impact in finite and infinite dimensional systems (for reviews, see, e.g., [2] or [9] ).
b. Kolmogorov's 1954 theorem in classical mechanics [10] (see, also, [5] ), deals, as well known, with the persistence, for small ε, of Lagrangian invariant tori of analytic integrable systems governed by a nearly-integrable Hamiltonian Hpy, xq " Kpyq`εP py, xq ,
where py, xq P R dˆTd are standard symplectic action-angle variables. In short, the theorem says that:
for small ε, non-degenerate Diophantine unperturbed Lagrangian tori persist 1 .
The scheme, on which Arnold's proof of Kolmogorov's theorem is based, while sharing two basic ideas of Kolmogorov's approach -namely, the use of a quadratic symplectic iterative method and the idea of keeping fixed the Diophantine frequency of the motion -is quite different from Kolmogorov's scheme in the following aspects.
The most important quantitative relations may be easily understood by looking at explicit solvable examples, i.e., at integrable systems.
To illustrate this point, let us consider, for example, a simple pendulum with gravity ε, Hpy, xq " 1 2 y 2`ε pcos x´1q ,
viewed as an ε-perturbation of the non-degenerate Hamiltonian Kpyq :" 1 2 y 2 , (here, d " 1). The energy zero level tH " 0u corresponds to the separatrix, i.e., y "˘a2εp1´cos xq , which shows immediately that in the region S :" t|y| ď 2 ? εu there are no homotopically trivial invariant tori (curves) or, equivalently, no Lagrangian invariant curves, which are graphs over the angle variable ("primary tori"). In other words, the region of action space where unperturbed curves ty 0 uˆT may be continued into invariant Lagrangian invariant curves, which stay out of the "singular region" S are such that:
Now, the resonant relations |K y py 0 q¨k| become, in this one-dimensional example, simply |y 0 ||k| and the Diophantine condition is, therefore, equivalent to require that α " |y 0 | (recall footnote 1), and the necessary condition (3) becomes:
Another information that can be easily extracted from this example concerns the oscillations of invariant tori. For y 0 ą 0 the invariant (primary) curves are given by
Thus, one has that osc py ε q " osc pv ε q ě v ε pπq´v ε p0q " 4ε
, which, in view of (4), yields the relation osc pv ε q ě 4 1`?2¨ε α
Below, we shall prove that the enhanced Arnold's scheme leads to a smallness condition of the type (compare (11) below)
(for an ε and α independent constant c), which is in agreement with (4). Furthermore, we shall also show that Arnold's scheme leads to a bound on the oscillations of persistent tori given as graphs ty " y 0`v˚p xq, x P T d u of the form (compare (13) below) osc pv˚q ď C¨ε α ,
(for a ε and α independent constant C), which, in view of (5), is seen to be optimal (as far as the dependence upon ε and α is concerned), showing the "quantitative sharpness" of Arnold's scheme, on which the proof presented below is based.
Condition (6) is also the fundamental quantitative relation needed to evaluate the measure of the Kolmogorov's set, i.e., the union (in a prefixed bounded domain) of all primary tori. Indeed, (6) leads to bound the Lebesgue measure of the complementary of the Kolmogorov's set by a constant times ? ε (compare [13] , [12] ), which again, comparing with the simple pendulum (2) -that has a region (the area enclosed by the separatrix) of measure 16 ? ε free of primary tori -is seen to be asymptotically optimal. It has to be remarked, however, that obtaining such an estimate is quite delicate and far from trivial (for a more detailed discussion on this point, see [3] , [11] , [8] ).
e. As well known, Arnold's scheme is an iterative Newton scheme yielding a sequence of "renormalised Hamiltonians"
H is the given nearly-integrable Hamiltonian (1) and, for any j, K j is integrable (i.e., depends only on the action variable y), real-analytic in a r j -ball around a point y j close to y 0 and satisfies:
which means that at each step the frequency is kept fixed and that the integrable Hamiltonian K j is non-degenerate. The sequence of Hamiltonians H j are conjugated, i.e., H j`1 " H j˝φj , with φ j symplectic, closer and closer to the identity. The persistent torus T ω,ε is then obtained as the limit
The symplectic transformations φ j 's are obtained by solving the classical HamiltonJacobi equation so as to remove quadratically the order of the perturbation. In doing this one cannot take into account all small divisors (which are dense) and therefore Arnold introduces Fourier cut-off κ j , which allow to deal with a finite number of small divisors. In view of the exponential decay of Fourier coefficients, κ j can be taken "ˇˇlog`e 2 j }P j }˘ˇ, which introduces a logarithmic correction 4 , that does not affect the convergence of the scheme. All this is well known. The problem is to equip the scheme with "optimal" quantitative estimates, which may lead, at the end, at the above sharp asymptotic bounds. This involves careful choices of various parameters entering the scheme, and it is also crucial to treat the first step in a different way with respect to the remaining steps (compare, in particular, § 3.2 and Remark 4 below).
2 Notation and quantitative statement of Arnold's Theorem
..u and x, y P C d , we let x¨y :" x 1ȳ1`¨¨¨`xdȳd be the standard inner product; |x| 1 :"
|x j | be the 1-norm, and |x| :" max 1ďjďn |x j | be the sup-norm.
‚ π 1 : C dˆCd Q py, xq Þ ÝÑ y and π 2 : C dˆCd Q py, xq Þ ÝÑ x are the projections on the first and second component respectively.
is the set of pα, τ q-Diophantine numbers in R d . 
|¨| .
We also denote:
}¨} r,y 0 :" sup
‚ We equip C dˆCd with the canonical symplectic form
and denote by φ t H the associated Hamiltonian flow governed by the Hamiltonian Hpy, xq, y, x P C d , i.e., zptq :" φ t H py, xq is the solution of the Cauchy problem 9 z " J∇Hpzq, zp0q " py, xq.
‚ Given a linear operator L from the normed space pV 1 , }¨} 1 q into the normed space pV 2 , }¨} 2 q, its "operator-norm" is given by
}Lx} 2 }x} 1 , so that }Lx} 2 ď }L} }x} 1 for any x P V 1 .
‚ Given ω P R d , the directional derivative of a C 1 function f with respect to ω is given by
‚ If f is a (smooth or analytic) function on T d , its Fourier expansion is given by
(where, as usual, e :" expp1q denotes the Neper number and i the imaginary unit). We also set:
We are ready to formulate a quantitative version of Arnold's Theorem:
Theorem A Let d ě 2; τ ě d´1; α, r, ε ą 0; 0 ă s˚ă s ď 1; y 0 P R d ; K, P P A r,s py 0 q;
Define:
and denote by ǫ the rescaled smallness parameter:
There exist constants 1 ă C ă C˚depending only on d and τ , such that, if
then, there exists a real-analytic embedding
where φ e is the trivial embedding
is a Lagrangian torus satisfying
Furthermore,
where a :" 6τ`3d`8.
Remarks and addenda
(i) θ is a measure of the local "torsion" and is a number greater or equal than one:
θ :" TK ě T}K yy py 0 q} ě }T }}K yy py 0 q} " }T }}T´1} ě 1 .
(ii) All numerical constants are explicitly "computed" during the proof. A complete list of them, including the definitions of C˚and C, is given in Appendix A.
(iii) The torus T ω,ε is Kolmogorov non-degenerate. More precisely, H can be put in Kolmogorov's normal form with non-degenerate quadratic part: there exists a symplectic transformation φ close to φ e , for which H˝φpy, xq " E`ω¨y`Qpy, xq such that detxQ yy p0,¨qy ‰ 0 ;
for details, see Appendix B.
(iv) The value of ǫ˚in (11) is not optimal. In Remark 5 a better (still not optimal) value is given.
(v) The dependence on the invariant torus T ω,ε on ε is analytic. More in general, if H " Hpy, x; zq is real-analytic also in z P V , V being some open set in C m , and all the above norms are uniform in z P V , then the invariant torus T ω,z is real analytic in V . This is an obvious corollary of Weierstrass theorem on uniform limit of holomorphic functions, in view of the uniformity of the limits in the proof.
Proof

Arnold's scheme: the basic step
Next Lemma describes Arnold's basic KAM step, on which Arnold's scheme is based. Its quantitative formulation involves a few constants, which are defined as follows:
y| 1 dy , Hpy, x; εq :" Kpyq`εP py, xq .
Assume that
det K yy pyq ‰ 0 , ω :" K yy pyq P ∆ τ α , and let K, T and M be positive numbers such that
where T :" K yy pyq´1. Now, let λ,ř,r be positive number such that:
where
Finally, define
there exist y 1 P R d and a symplectic change of coordinates
such that # H˝φ 1 ":
the following estimates hold:
which, in particular, implies that λ ą 1 and κ ą 4.
Proof
Step 1: Construction of Arnold's transformation We seek for a near-to-the-identity symplectic transformation
with D r 1 ,s 1 py 1 q Ă D r,s pyq, generated by a function of the form y 1¨x`ε gpy 1 , xq, so that
such that
By Taylor's formula, we get 6 Hpy 1`ε g x py 1 , xq, xq "Kpy 1 q`ε r Kpy 1 q`ε " K 1 py 1 q¨g x`Tκ P py 1 ,¨q´r Kpy 1 q ıὲ 2`P p1q`P p2q`P p3q˘p y 1 , xq
with κ ą 0, which will be chosen large enough so that P p3q " Opεq and
p1q`P p2q`P p3q
By the non-degeneracy condition det K yy pyq ‰ 0, for ε small enough (to be made precised below), det B 2 y 1 K 1 pyq ‰ 0 and, therefore, by the standard Inverse Function Theorem (see, e.g., Lemma A.2), there exists a unique y 1 P D r pyq such that the second part of (23) holds. In view of (24), in order to get the first part of (23), we need to find g such that K y py 1 q¨g x`Tκ P py 1 ,¨q´r Kpy 1 q vanishes; such a g is indeed given by
provided that
But, in fact, since K y pyq is rationally independent, then, given any κ ą 0, there exists r ď r such that
The last step is to invert the function x Þ Ñ x`εg y 1 py 1 , xq in order to define P 1 . By the Inverse Function Theorem, for ε small enough, the map x Þ Ñ x`εg y 1 py 1 , xq admits a real-analytic inverse of the form
so that the Arnold's symplectic transformation is given by
Hence, (23) holds with
Step 2: Quantitative estimates First of all, notice that from the definitions ofr andř it follows that
We begin by extending the "Diophantine condition w.r.t. K y " uniformly to Drpyq up to the order κ. Indeed, by the Mean Value Inequality and K y pyq " ω P ∆ 
Analogously,
and, by Cauchy's estimate (Lemma A.1-(i)) we get 
Also,
Next, we prove the existence and uniqueness of y 1 in (23). Let U ε :" tη P C : |η| ă 2ε u and consider the map:
Then
• F py, 0q " 0, F y py, 0q´1 " K yy pyq´1 " T .
• For any py, ηq P DřpyqˆU ε ,
• Recalling σ ď 1 2
, we have
Therefore, we can apply the Inverse Function Theorem (Lemma A.2). Hence, there exists a function g : U ε Ñ Dřpyq such that its graph coincides with F´1pt0uq. In particular, y 1 :" gpεq is the unique y P Dřpyq satisfying 0 " F py, εq " B y K 1 pyq´ω, i.e., the second part of (23). Moreover,
so that
Next, we prove that B 
Hence B 2 y 1 K 1 py 1 q is invertible with
Next, we prove estimate on P`. We have, 
Hence, }P`}r ,s,y ď }P p1q }r ,s,y`} P p2q }r ,s,y`} P p3q }r ,s,y
Finally, we prove that, given y 1 P Drpyq, the function ψ ε pxq " x`εg y 1 py 1 , xq has an analytic inverse 7 . Consider the Banach's space
7 Observe that ψ ε pid`εuq " id is equivalent to u "´g y 1 py 1 , id`εuq, i.e., u is a fixed-point of the map u Þ Ñ´g y 1 py 1 , id`εuq.
For any u P B and any
Hence, the functional f : B Q u Þ Ñ´g y 1 py 1 , id`εuq is well-defined and smooth. Moreover, for any u P B,
Thus, f : B Ñ B. Furthermore, for any u 1 , u 2 P B,
Hence, f is a contraction. Therefore, by the Banach-Caccioppoli fixed-point Theorem, f has a unique fixed-point r ϕ ε P B; r ϕ ε is obtained as the uniform limit lim n f n p0q (as 0 P B).
Thus, as f 0 " f is real-analytic on DrpyqˆT 
Arnold's scheme: Iteration
Let d, τ , H, K, P , T , ε, α, r, s, s˚, M, K, T, θ, ǫ be as in Theorem A. Set K 0 :" K , P 0 :" P , H 0 :" H. Then, starting from H 0 , we shall iterate infinitely many times Lemma 1. The very first step being quite different from all the others, it shall be done separately. Before starting, let us give some definitions.
We also set, for j ě 0:
pν`dq j * .
Observe that
Note, also, that, sinceǫ 0 is proportional to ε, M 1 is independent of ε.
First step
Lemma 2 Assume α ď r 0 T 0 andǫ 0 ď 1 .
Then, there exist y 1 P D r 0 py 0 q and a real-analytic symplectic transformation
such that, for
and
Proof Since
we get
Thus,
Therefore, Lemma 1 implies Lemma 2.
Subsequent steps, iteration and convergence
For j ě 1, define
Thus, for any j ě 1, one haŝ
Once the first step is completed, all the following steps do not need any other condition. Actually, the first condition in (38) is no longer necessary and the second condition needs to be strengthen merely a little bit more. To be precise, the following holds.
Lemma 3 Assume p40q˜p43q and
Then, one can construct a sequence of symplectic transformations
y K˚py˚q ‰ 0. Finally, the following estimates hold for any i ě 1:
Remark 4 Notice that M 1 is independent of ε and, in particular, of log ǫ´1, while M j for j ě 2 does depend on log ǫ´1 through λ˚. This is a crucial point, which allows, at the end, to get optimal bounds on the displacement of the persistent invariant torus from the unperturbed one.
Proof First of all, notice that, for any i ě 1,
For a given j ě 2, let pP j q be the following assertion: there exist j´1 symplectic transformations
and j´1 Hamiltonians
Assume pP j q, for some j ě 2 and let us check pP j`1 q. Fix 1 ď i ď j´1. Then,
and, similarly,
which prove the two first relations in (56) for i " j. Also
Thus, by last relation in (57), for any 1 ď i ď j´1,
which proves the fourth relation in (56) for i " j. Furthermore, by exactly the same computation as above, one gets
which proves the last relation in (56) for i " j. It remains only to check that the fifth relation in (56) holds as well for i " j in order to apply Lemma 1 to H i , 1 ď i ď j and get (57) and, consequently, pP j`1 q. In fact, we have
To finish the proof of the induction, i.e., to construct an infinite sequence of Arnold's transformations satisfying (56) and (57) for all i ě 1, one needs only to check pP 2 q. Thanks to 10 p40q˜p43q, we just need to check the two last inequalities in p56q i"1 . But, in fact, this is contained in the above computation. Then, we apply Lemma 1 to H 1 to get p55q i"1 and p57q i"1 , which achieves the proof of pP 2 q. Next, we prove that φ j is convergent by proving that it is a Cauchy sequence. For any 9 Notice that plog tq 2s ď t 1{2 , @ t ě e, @ s ě 1{4, so that ǫ 0 plog ǫ´1 0 q 2ν p48q ď ? ǫ 0 ď e´1 {2 ă 1, which in turn proves the r.h.s. inequality in (59). 10 Observe that for j " 2, i " 1.
j ě 4, we have, using again Cauchy's estimate (and noting that 2 i´1 ě i, @ i ě 0),
Therefore, for any n ě 1, j ě 0,
Hence, by (48), φ j converges uniformly on ty˚uˆT To estimate |W 0 pφ˚´idq| on ty˚uˆT d s˚, observe that , for i ě 1,
Moreover, for any i ě 1,
which iterated yields
Therefore, taking the limit over i completes the proof of (53) and hence of Lemma 3.
Conclusion
We can now complete the proof of Theorem A. Let C 10 :"`2´p 4ν`2d`1q`2 C 7˘C9 {p3d 2 q , C 11 :" 1 2 5ν`3d´2`C 7 C 9 3¨5¨2 ν`2¨d2¨? 2 , C 12 :" 2 2ν`2d`1 C 2 6 C 7 C 8 C 9 , C 13 :" C 10`2´p ν`1q C 11 , C 14 :" 2 2p3ν`2d`1q C 12 , ensures that the Torus T ω,ε is a Lagrangian graph (over the "angle" variables).
Appendix
A Constants
For convenience, we collect here the list of constants appearing in the proof of Theorem A.
Recall that τ ě d´1 ě 1 and notice that all C i 's are greater than 1 and depends only upon d and τ .
ν :" τ`1 , In [14] it is proven that the map φpy, xq :" py 0`v˚p xq`y`A T y, x`u˚pxqq.
is symplectic. Then, H˝φpy, xq " E`ω¨y`Qpy, xq
with:
E " Kpy 0 q, xQ yy p0,¨qy " K yy py 0 q`xMy , M :" B 
