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1. Introduction 
Multi-input multi-output (MIMO) systems, also known as 
multivariable systems, permeate industry. The interactions or 
cross-coupli ngs among various inputs and outputs of a system 
make design technologies in multivariable (anlrol systems 
fundamentally different from single-input single-output (SIS0 ) 
cont rol systems. Given that the undemanding of the physics of 
MIMO systems usua lly helps the identification of the dominant 
input- output p.1irs. one design strategy is to disentangle the 
interactions among various input-output pai rs and reduce a 
multivariable system into a number of independent SISO systems. 
This strategy is usually known as decoupling; but [0 avoid the 
confusion that could arise from the wide use of the term in 
process control pertaining to pre·compens.ltion. the term dis-
turbance decoupling is employed in this paper. Granted such a 
strategy is not the only one available. but it is a method of choice 
in some sectors in industry. such as those concerned with controls 
of chemica l processes. 
Oecoupling of linear time invariant (lTI ) multivariable systems 
has drawn researchers' interest in the past several decades 
(Descusse. 1991 ; Gilbert. 1969; lu. 2008: Morgan. 1964; Morse & 
Wonham. 1970; Wang. 2003; Williams & Antsaklis. 1986; Zheng. 
Wang. & lee. 2002). making it a well established area. The 
premise, however. is that the system is well represented by a l11 
model. Robustness. disturbance rejection. and other practical 
concerns continue to pose serious challenges (Wang, 2003 ). For 
this reason. disturbance rejection is still a main concern in control 
system design (Astrom & Hagglund. 1995; luyben, 1990; Takatsu & 
ltoh. 1999; Yang & lo. 2008~ In conjunction with decoupling control, 
the importance of disturbance rejection has been re<ognized by 
many researchers. One main disturbance rejection methods for 
decoupling control is based on the concept of the disturbance 
estimation. Several classes of approach are outlined below. including 
the unknown input observer (UIO) Uohnson. 1976). the disturbance 
observer (DOS) (Schrijver & van Oijk, 200n the perturbiltion 
observer (POB) (Kwon & Chung. 2003). and the extended stal'e 
observer (ESO) (Gao. 2003. 2006: Gao, Huang. & Han, 2001; Han. 
1998. 1999~ UIO is the disturbance estimator where the external 
disturbance is fonnulated as an augmented state and estimated 
using a state observer. DOS is another main class of disturbance 
estimators. based on the inverse of the nominal transfer function of 
the plant. POB is another class of disturbance estimators. similar to 
DOS in concept but fonnulated in state space in discrete time 
domain. Similar to UIO, ESO is also a state space approach. What sets 
ESO apart from UIO and DOS is that it is conceived to estimate not 
only the external disturoonce but also plant dynilmics. The 
effectiveness of UIO, DOS, and POB is limited by the requirement 
of an accurate mathematic;lI model of the plant. In engineering 
practice, however. such presumption is hardly warranted as many 
industrial processes .1re highly uocert.1in and .1re in .1 perpetual flux.. 
In this p.1per, .1 novel disturbance reje<:tion b.1sed .1ppro.1ch is 
proposed where the cross-couplings between control loops as 
well .1S external dis(urb.1nces .1re treated as "disturbance", 
estimaled in real time and reje<:ted. This disturbance decoup/ing 
control (DOC) str.1tegy is rooted in a recently proposed novel 
cont rol method : .1ctive disturbance rejection control (ADRC). 
Using ESO .15 the observer. the new method requires very little 
information of the plant dynamics. The original concept of act ive 
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disturbance rejection was proposed by Han (Gao et al., 2001; Han, 
1998, 1999). Although the idea is quite imaginative, the nonlinear 
structure and a large number of tuning parameters, which need to 
be manually adjusted in implementation, make its large scale 
practical applications challenging. Recently, a new parameteriza­
tion and tuning method was proposed, which greatly simplified 
the implementation of ADRC and made the design transparent to 
practicing engineers (Gao, 2003, 2006). More importantly, with 
the proposed parameterization of ADRC, it becomes a viable 
candidate for decoupling control. 
ADRC is a quite different design philosophy. At its foundation is 
the recognition that, in the real world, dynamic systems are often 
highly uncertain, both in terms of the internal dynamics and 
external disturbances. The magnitude of the uncertainties could 
make them well beyond the reach of prevailing robust control 
theories, such as H2=H1. ADRC offers a solution where the 
necessary modeling information needed for the feedback control 
system to function well is obtained through the input–output data 
of the plant in real time. Consequently, the control system can 
react promptly to the changes either in the internal dynamics of 
the plant, or its external disturbances. It has been applied in many 
real systems (Su et al., 2004; Zheng & Gao, 2006). As first shown in 
Huang, Xu, Han, and Lam (2001) for aircraft flight control and then 
in Miklosovic and Gao (2005) for the jet engine problem, ADRC is a 
natural solution to disturbance decoupling control problems in 
the presence of large uncertainties. Compared to the above 
problems, the dynamics of some industrial systems, such as 
chemical processes, is even more nonlinear with less information 
available on how each input affects various outputs, which is 
needed to be known in the method used in Huang et al. (2001) 
and Miklosovic and Gao (2005). To address such challenges, a 
dynamic DDC approach is proposed in this paper. With little 
modeling information assumed, namely the predetermined 
input–output paring, the decoupling problem is reformulated as 
that of disturbance rejection, where disturbance is defined as the 
cross channel interference. The effect of one input to all other 
outputs that it is not paired with is viewed as a disturbance to be 
rejected. In the ADRC framework, such disturbance is actively 
estimated using ESO and canceled in the control law, in the 
absence of an accurate mathematical model of the plant. 
The paper is organized as follows. It is shown how a disturbance 
decoupling problem can be reformulated and solved as a dis­
turbance rejection problem in Section 2. Two case studies of 
chemical process control problems are performed for both linear 
and nonlinear multivariable systems, as shown in Section 3. Finally, 
some concluding remarks are given in Section 4. The stability 
characteristics of the proposed method is analyzed in Appendix A. 
2. A dynamic disturbance decoupling control method 
2.1. Reformulation of disturbance decoupling control problem 
ADRC is a relatively new control design concept. In this paper, 
ADRC based DDC approach is proposed to address the decoupling 
problem for systems with large uncertainties of the internal 
dynamics and significant unknown external disturbances. Let 
ðn1-1Þ ðn1-2ÞW1 ¼ ½y ðtÞ; y ðtÞ; . . . ; y1ðtÞ],1 1
 
ðn2-1Þ ðn2-2Þ
W2 ¼ ½y ðtÞ; y ðtÞ; . . . ; y2ðtÞ],2 2 
. . . 
ðnm -1Þ ðnm-2ÞWm ¼ ½y ðtÞ; y ðtÞ; . . . ; y ðtÞ],m m m
u ¼ ½u1ðtÞ;u2ðtÞ; . . . ;umðtÞ],
 
w ¼ ½w1ðtÞ;w2ðtÞ; . . . ;wmðtÞ]. (1)
 
Consider a system formed by a set of coupled input–output 
equations with predetermined input–output parings 8 > y ðn1Þ ¼ f 1ðW1;W2; . . . ;Wm;w;uÞ þ b11u1 > 1  >  ðn2Þ < y ¼ f 2ðW1;W2; . . . ;Wm;w;uÞ þ b2u22 
(2). > .  > .  >  ðnmÞ : y ¼ f ðW1;W2; . . . ;Wm;w;uÞ þ bmmuim m
where yi is the output, ui the input, wi the external disturbances of 
the ith loop, respectively, y ðniÞ denotes the nith order derivative of i 
yi, i ¼ 1;2; . . . ;m, and fi represents the combined effect of internal 
dynamics and external disturbances in the ith loop, including the 
cross channel interference. Note that i refers to i ¼ 1;2; . . . ;m in 
the following. In (2), it is assumed that the numbers of inputs and 
outputs are the same; the order ni and the input gain bii are given. 
A presumption in most existing decoupling control approaches 
is that an accurate mathematical model of the plant has been 
obtained. This could pose some rather considerable challenges 
time and cost wise in engineering practice. This is where the ADRC 
concept comes in. The idea is: if there is a viable alternative which 
can be used to realistically estimate fi in real time from 
input–output data, then the accurate mathematical description 
of fi might not be required. It is the aim of this paper to establish 
that ESO is indeed a suitable solution for this task. 
2.2. Extended state observer 
Instead of identifying the plant dynamics off-line, ESO is 
proposed to estimate the combined effect of plant dynamics and 
external disturbance in real time. The concept is introduced as 
follows. 
The square multivariable system (2) is an m-loop system. An 
ADRC based SISO controller is designed for each loop indepen­
dently. Consider the ith loop in (2) 
ðni Þ y ¼ f i þ biiui. (3)i 
ðni-1ÞLet x1;i ¼ yi; x2;i ¼ y_ i; . . . ; xni ;i ¼ yi and xniþ1;i ¼ f i, which is 
added as an extended state. Assuming fi is differentiable, define 
df i _hi ¼ ¼ f i. (4)dt 
Then (3) can also be represented in state space form as 
_x1;i ¼ x2;i 
. . . 
_xni-1;i ¼ xni ;i 
_xni ;i ¼ xni þ1;i þ biiui 
_xniþ1;i ¼ hi 
yi ¼ x1;i (5) 
where xi ¼ ½x1;i; x2;i; . . . ; xniþ1;i]T 2 Rniþ1; ui 2 R, and y 2 R. An ESO 
for (5) is designed as 
_ x^1;i ¼ x^2;i þ l1;iðx1;i - x^1;iÞ 
. . . 
_ x^ni-1;i ¼ x^ni ;i þ lni-1;iðx1;i - x^1;iÞ 
_ x^ni ;i ¼ x^ni þ1;i þ lni ;iðx1;i - x^1;iÞ þ biiui 
_x^niþ1;i ¼ lniþ1;iðx1;i - x^1;iÞ (6) 
T 2 Rniþ1where x^i ¼ ½x^1;i; x^2;i; . . . ; x^niþ1;i] and Li ¼ ½l1;i; l2;i; . . . ; lni ;i; 
Tlniþ1;i] are the observer gain parameters to be chosen. In 
particular, let us consider a special case where the gains are 
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chosen as 
T 2 niþ1 T½l1;i; l2;i; . . . ; lni ;i; lniþ1;i] ¼ ½oo;ia1;i;oo;ia2;i; . . . ;o ani þ1;i] (7)o;i 
with oo;i40. Here aj;i; j ¼ 1;2; . . . ;ni þ 1 are chosen such that 
nisniþ1 þ a1;is þ � � � þ ani ;is þ aniþ1;i is Hurwitz. For simplicity, 
nilet sniþ1 þ a1;is þ � � � þ ani ;is þ ani þ1;i ¼ ðs þ 1Þniþ1 where aj;i ¼ 
ðni þ 1Þ!=ðj!ðni þ 1 - jÞ!Þ; j ¼ 1;2; . . . ;ni þ 1: It results in the char­
acteristic polynomial of (6) to be 
ni þ1 ni niþ1 ni þ1lo;iðsÞ ¼ s þoo;ia1;is þ � � � þo aniþ1;i ¼ ðs þoo;iÞ . (8)o;i 
This makes oo;i, which is the observer bandwidth of the ith loop, 
the only tuning parameter for the ith loop observer and the 
implementation process much simplified, compared to other 
observers. Generally, the larger the observer bandwidth, the more 
accurate the estimation. However, a large observer bandwidth will 
increase noise sensitivity. Therefore a proper observer bandwidth 
should be selected in a compromise between tracking perfor­
mance and the noise tolerance. 
2.3. Dynamic disturbance decoupling 
With a well-tuned observer, the observer states will closely 
track the states of the augmented plant. By canceling the effect of 
fi using f ^ i, i.e, x^niþ1;i, ADRC actively compensates for fi in real time. 
The control law of the ith loop is designed as follows. The ADRC 
control law is given by 
ðni -1Þ ðniÞk1;iðri - x^1;iÞ þ � � � þ kni ;iðr - x^ni ;iÞ - x^niþ1;i þ ri iui ¼ (9)bii 
where ri is the desired trajectory and kj;i; j ¼ 1;2; . . . ;ni are the 
controller gain parameters. The closed-loop system becomes 
ðniÞ ðni -1Þ ðniÞ y ¼ ðf i - x^niþ1;iÞ þ k1;iðri - x^1;iÞ þ � � � þ kni ;iðr - x^ni ;iÞ þ r .i i i 
(10) 
Note that with a well-designed ESO, the first term in the right hand 
side (RHS) of (10) is negligible and the rest of the terms in the RHS of 
(10) constitute a PD controller with a feedforward term. Here kj;i; j ¼ 
ni1;2; . . . ;ni are the controller gain parameters selected to make s þ
ni -kni ;is
1 þ � � � þ k1;i Hurwitz. To further reduce the tuning para­
meters, all the controller poles are placed at -oc;i. Then the  
approximate closed-loop characteristic polynomial becomes 
ni ni -1 nilc;iðsÞ ¼ s þ kni ;is þ � � � þ k1;i ¼ ðs þoc;iÞ (11) 
niþ1-jwhere kj;i ¼ ðni!=ððj - 1Þ!ðni þ 1 - jÞ!ÞÞo ; j ¼ 1;2; . . . ;ni. This  c;i 
makes oc;i, which is the controller bandwidth, the only tuning 
parameter for the ith loop controller. The controller bandwidth is 
selected based on how fast and steady that the output is needed to 
track the set point. A large controller bandwidth generally increases 
the response speed but, pushed to the limit, it also could make the 
system oscillatory, or even unstable. Thus the controller bandwidth 
is tuned based on the competing requirements of performance and 
stability margin, together with noise sensitivity as well. In addition, 
a large controller bandwidth usually increases the magnitude and 
rate of change in control signal and therefore the operation cost. 
The primary reason for the above particular way of selecting 
aj;i and kj;i is practicality: the observer and feedback gains must be 
easily tunable by the users. Another reason for such parameter­
ization is that it reduces tuning to adjusting parameters that are 
familiar to engineers: bandwidth. It is advantageous that 
engineers could use a completely new design method without 
losing the critical insight gained from classical control: frequency 
response. 
The convergence for the estimation error of the ESO and the 
closed-loop tracking error of DDC is shown in Appendix A. 
Fig. 1. A simplified scheme of distillation column. 
3. Case studies 
3.1. A linear multivariable system 
A square multivariable system with two inputs and two 
outputs is illustrated how a linear MIMO system can be controlled 
by the proposed DDC framework. Distillation columns are very 
commonly used separation equipment in chemical and process 
industries. Fig. 1 shows a simplified scheme of distillation column. 
A stream of mixture enters the column in the middle and two 
products exit. The light product is drawn from the top and the 
heavy product is obtained from the bottom. The objective of the 
controller is to keep the purity of light product y1 and the purity of 
heavy product y2 at their desired values by manipulating the 
reflux flow rate u1 and steam flow rate u2. Generally, the feed flow 
rate is fixed. In case that the upstream process changes, the feed 
flow rate may have a disturbance. 
In this paper, the Wood-Berry model of a pilot-scale distillation 
column (Wood & Berry, 1973) with delay set to zero is considered, 
which is shown as below: 
2 3 " # " # K11 K12
 
y1ðsÞ 6 T11s þ 1 T12s þ 1 7 u1ðsÞ
6 7 ¼ 6 7 (12)
y2ðsÞ 4 K21 K22 5 u2ðsÞ 
T21s þ 1 T22s þ 1 
where K11 ¼ 12:8; K12 ¼ -18:9; K21 ¼ 6:6; K22 ¼ -19:4, T11 ¼ 
16:7; T12 ¼ 21; T21 ¼ 10:9; T22 ¼ 14:4. The system (12) can be 
represented as 
8 > K11  > y_1ðtÞ ¼ f 1 þ u1ðtÞ < T11 
(13) >  > y_2ðtÞ ¼ f 2 þ K22 u2ðtÞ : T22 
which is the form of (2). Note f1 and f2 account for all other factors 
except u1 and u2 in Loop 1 and Loop 2, respectively. 
3.1.1. Setpoint tracking and disturbance rejection performance 
Let setpoints: r1 ¼ 0; r2 ¼ 1. Unmeasured trapezoidal distur­
bances are added into the system using look-up table definition in 
Simulink as follows: 
t ¼ ½0 50 60 90 100 200]2 2 3 2 3 3
Kd1 Kd1 6 6 7 6 7 7Td1s þ 1 Td1s þ 1 6 6 7 6 7 7
d ¼ 6 0 0  6 7 dmag 6 7 dmag 0 07 4 4 Kd2 5 4 Kd2 5 5 
Td2s þ 1 Td2s þ 1 
where Kd1 ¼ 3:8; K12 ¼ 4:9; Td1 ¼ 14:9; Td2 ¼ 13:2; dmag ¼ 0:735. 
The comparisons of disturbance rejection performance between 
the proposed DDC approach and MPC for Loop 1 and Loop 2 of 
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Output response 
1 
MPC 
DDC 
0 20 40 60 80 100 120 140 160 180 
Control signal 
0.5 
0 
-0.5 
-1 
u1
 
y1
 
0.2 
0.1 
0 
-0.1 
-0.2 
0 20 40 60 80 100 120 140 160 180 
Time (min) 
Fig. 2. The comparison of disturbance rejection performance between DDC and MPC for Loop 1 of the distillation column. 
Output response 
2 
DDC 
MPC 
0 20 40 60 80 100 120 140 160 180 
Control signal 
1.5 
1 
0.5 
0 
u2
 
y2
 
0.2 
0.1 
0 
-0.1 
-0.2 
0 20 40 60 80 100 120 140 160 180 
Time (min) 
Fig. 3. The comparison of disturbance rejection performance between DDC and MPC for Loop 2 of the distillation column. 
the distillation column are shown in Figs. 2 and 3, respectively. [0.1, 0.1]. Figs. 2 and 3 show that the DDC achieves better 
Their respective design or tuning parameters are as below. performance than MPC in disturbance rejection. 
DDC parameters: oc1 ¼ oc2 ¼ 0:2; oo1 ¼ oo2 ¼ 3, b0;11 ¼ 0:8; 
b0;22 ¼ -1:4. Note that b0;11 and b0;22 are the approximate values 
of b11 and b22 in (13). MPC parameters: model horizon: 120, 3.1.2. Control signal selection 
sampling rate: 1 min, prediction horizon: 90, control move In practice, it is sometimes difficult to decide which control 
horizon: 30, output weightings: [1 1], and control weightings: signal should be chosen for one specific loop in the absence of the 
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plant model information. With the proposed DDC approach, the 
question becomes what happens when the pairing is chosen 
inappropriately. Consider the system (
_y1 ¼ f 1nou þ b11u1 þ b12u2 
_y2 ¼ f 2nou þ b21u1 þ b22u2 
(14) 
where b12 ¼ 5b11; b21 ¼ 5b22, u1 is the control signal of Loop 1, 
and u2 is the control signal of Loop 2. That is, a clearly wrong 
choice was made regarding which input is the primary control 
signal for each loop. Here f 1nou and f 2nou represent the unknown 
system dynamics. The output performance and control signal with 
DDC are shown in Fig. 4. It can be observed that the control signals 
for both loops become more aggressive, or, in other words, more 
costly compared to the previous case, indicating that while using 
non-dominant control signals are not necessarily detrimental, 
they are certainly to be avoided as much as possible. 
3.2. A nonlinear multivariable system 
The continuous stirred tank reactor (CSTR) is widely used in 
chemical and process industries and it is a significant benchmark 
problem in process control. The system studied here is a CSTR 
with an irreversible exothermic first order reaction A ! B (Dayal 
& MacGregor, 1997). Fig. 5 shows the CSTR diagram. A pure stream 
of species A enters a constant volume reactor and a well-mixed 
stream of species A and B exit the reactor. The control objective is 
to keep the reactor concentration CA and the reactor temperature 
T at their desired settings. The manipulated variables are the 
reactant feed flow rate Fin and the coolant water mass rate at the 
inlet Fw. 
Output response 
0.015 
0.01 
0.005 
According to the reactant mass balance, reactor energy balance 
and the cooling jacket energy balance, a dynamic model of the 
plant is obtained. The plant model can be written into a standard 
nonlinear system representation as the following (Roffel & Betlem, 
2004): 
2 
6 -rx1 
3 
7 CA;in - x1 V 
2 
6 6 0 
3 
7 7VDHrx1 þ UAðx3 - x2Þ76 7 6 7 76 - x2 6 - 7 6 Tin 
x_ ¼ 6 VrCp 7 þ 6 0 7u 6 7 6 7 V 6 7 6 7UAðx2 - x3Þ 6 7 4 5 4 Tw - x3 50VjrwCpw Vjrw " #T
CA;in - x1T½y1 y2] ¼ x2 (15)CA;in 
where ( )-E 
r ¼ k0 exp ,Rx2
T T x ¼ ½x1; x2; x3] ¼ ½CA; T; Tj] , 
T Tu ¼ ½u1;u2] ¼ ½Fin; Fw] . 
The description of variables for this CSTR model is given in Roffel 
and Betlem (2004), which is also listed in Appendix B. The 
nonlinear is unmistakable by observing Eq. (15); note that the B 
matrix contains in it elements of the state vector and the 
coefficient r is a nonlinear function of x2. 
The output responses of CSTR under the control of the DDC 
with two different sets of tuning parameters are shown in 
Fig. 6. The control signals of CSTR are shown in Fig. 7. The 
tracking error of CSTR is shown in Fig. 8. The design parameters 
Control signal 
0.2 
0.1 
-0.005 
-0.1 
-0.01 
-0.015 -0.2 
0 50 100 150 200 250 300 0 50 100 150 200 250 300 
Time (min) Time (min) 
6 0.04 
4 0.03 
2 0.02 
y2
 
y1 0 
u2
 
u1 0 
0 0.01 
-2 0 
-4 -0.01 
0 50 100 150 200 250 300 0 50 100 150 200 250 300 
Time (min) Time (min) 
Fig. 4. The performance with non-dominant control signal selection for each loop. 
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for DDC are: b0;11 ¼ -0:5; b0;22 ¼ -0:03: Note that b0;11 and b0;22 
are the approximate values of b11 and b22 in (15). The two sets 
of tuning parameters for DDC are: oc1 ¼ oc2 ¼ 0:2; oo1 ¼ oo2 ¼ 
0:03 and oc1 ¼ oc2 ¼ 1; oo1 ¼ oo2 ¼ 0:15, respectively. In 
addition, a reasonable amount of noise is added to the 
measurement in simulation. Compared to the signals, the noises 
are amount to about 1% and 0.1% in the two loops, respectively. 
The simulation results demonstrate that the nonlinear system is 
well controlled in the presence of cross-couplings and noises. The 
performance shows the effects of different controller and observer 
bandwidths. The larger observer bandwidths result in more 
accurate estimation, but it also leads to more sensitivity to 
Fig. 5. The CSTR diagram [43]. 
0.8 
0.7 
Setpoint
0.6 
wc1 = wc2 = 0.2, wo1 = wo2 = 0.03 
0.5 
wc1 = wc2 = 1, wo1 = wo2 = 0.15 
0.4 
Time (s) 
315 
310 
305 
300 
0 
Fig. 6. The output response of CSTR under the control of the DDC. 
0.03 
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10 
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Fig. 7. The control signals of CSTR. 
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The tracking error 
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Fig. 8. The tracking error of CSTR. 
200 400 600 800 1000 1200 1400 1600 1800 2000 
Time (s) 
j-1noises. The larger controller bandwidths make the response faster, Now scale the observer tracking ~xj;iðtÞ by 
; j ¼ 1; . . . ;ni þ 1. Then the error Eq. (16) can be 
i.e. letoerror ,o;i 
j-1with a more jittery control signal.	 8j;iðtÞ ¼ ~
_
xj;iðtÞ
written as 
hiðxi;wÞ4.	 Concluding remarks 
=oo;i 
(17)8i ¼ oo;iA8i þ B nioo;i 
In this paper, a novel disturbance decoupling control method is where 
proposed for a class of square multivariable systems of various 2	 3 2	 3-a1;i 1 0 � � �  0orders. It is based on a novel disturbance rejection concept and it	 0 6	 7does not require an accurate mathematical model. The proposed 6 -a2;i 0 1 � � �  0 7 6 0 7 76 6DDC method is easy to understand and to implement, making it 7 7 ... .... . .... ... ; B ¼ 6 6 ... 7 7A ¼ 6 . 6 7an appealing solution for practitioners. Stability analysis shows 
that the boundedness of the estimation and closed-loop tracking 
6	 7 6	 7 6	 7 76 4	 -ani ;i 0 � � �  0 1 5 4 0 5 
errors is assured. Furthermore, it is established that the error -aniþ1;i 0 � � �  0 0 1 
upper bounds monotonously decrease with the bandwidths. 
Theorem 1. Assuming hiðxi;wÞ is bounded, there exist a constant s40Simulation results are quite promising. Good performance is 
xj;iðtÞjps; j ¼ 1;2;and a finite T140 such that j . . . ;ni þ 1, 8tXT140~
~
and oo;i40. Furthermore, s ¼ Oð1=ok Þ, for some positive integer k.nonlinear multivariable plants with significant uncertainties. o;i
Proof. Solving (17), one has Z t 
o oo;iAðt-Appendix A. Stability	 hiðxiðtÞ;wÞ8iðtÞ ¼ e o;iAt 8ið0Þ þ  e tÞB dt. (18)nio0 o;i 
In this appendix, how the estimation error of the observer and
 
Let
the closed-loop tracking error behave will be shown. Z t hiðxiðtÞ;wÞoo;iAðt-tÞBpiðtÞ ¼  e ni dt.	 (19)A.1. Convergence of the ESO	 0 oo;i 
attained in two case studies involving both the linear and 
Since hiðxiðtÞ;wÞ is bounded, that is, jhiðxiðtÞ;wÞjpd, where d is a 
positive constant, for j ¼ 1;2; . . . ;ni þ 1, one has 
Let xj;iðtÞ ¼ xj;iðtÞ - x^j;iðtÞ, j ¼ 1; . . . ;ni þ 1. From (5) and (6), the 
observer tracking error dynamics can be shown as R t	 oo;iAðt-½e tÞB]jjhiðxiðtÞ;wÞjdt0~_	
...
~_
~_
~_
x1;i ¼
xni 
xni ;i ¼
xniþ1;i ¼ hiðxi;wÞ -o
~
~
~x2;i 
1;i	 ¼ xni ;i 
xniþ1;i 
-oo;ia1;ix~1;i, jpj;iðtÞjp nioo;i R t	 oo;iAðt-d ½e tÞB]j dt0ni -1	 pani -1;ix~1;i,-o ni- o;i oo;i 
ni-o ani ;ix~1;i, do;i 1 1 o½jðA - BÞjj þ jðA - e o;iAtBÞjj]p . (20)ni þ1 
o;i 
niþ1 
o;ianiþ1;ix~1;i.	 (16) o
_ _ _
_ _ _
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For A and B defined in (17), 2 3
1 
0 0  0  � � �  -6 7ani þ1;i 6 7 6 7 6 a1;i 7 6 1 0  0  � � �  - 7
 6 ani þ1;i 7
 6 7 
1 6 a2;i 7A - ¼ 6 0 1  0  � � �  - 7, 76 ani þ1;i 6 7 76 6 . . . . . 7. . . . . 6 . . . . . 7 6 7 4 ani ;i 50 0  � � �  1 -ani þ1;i 
and  8 
1  >   >   < aniþ1;i j¼1
1jðA - BÞjj ¼   > aj-1;i    > :  aniþ1;i j¼2;...;niþ1 
pu (21) 
where   
1 aj-1;i n ¼ max ; . 
j¼2;...;niþ1 aniþ1;i aniþ1;i
According to the selection of aj;i; j ¼ 1;2; . . . ;ni þ 1, A is Hurwitz. 
Therefore there exists a finite time T140 such that 
1oo;iAtj½e ]jkjp (22) oniþ1 o;i 
for all tXT1; j; k ¼ 1;2; . . . ;ni þ 1. Hence 
1 j½eoo;iAtB]jjp (23) oniþ1 o;i 
for all tXT1; j ¼ 1;2; . . . ;ni þ 1. Note that T1 depends on oo;iA. Let 0 1 
s11 . . .  s1;niþ1 B C 
1 B . . . CA - . .¼ B . . . . C and @ A 
sniþ1;1 � � �  sniþ1;niþ1 2 3
d11 . . .  d1;niþ1 6 7 6 . . . 7oo;iAte ¼ . . . . 7 .6 . . 4 5 
dni þ1;1 � � �  dniþ1;niþ1 
One has 
1jðA - eoo;iAtBÞjj ¼ jsj1d1;niþ1 þ sj2d2;niþ1 þ � � � þ sj;niþ1dniþ1;niþ1j 
jsj1j þ jsj2j þ � � � þ jsj;niþ1jp
ni þ1oo;i 8  
>
   1  >   >  niþ1  > o aniþ1;i< o;i j¼1 
¼  ( )>   1 aj-  > 1;i  > 1 þ   niþ1 >  : o ani þ1;i o;i j¼2;...;niþ1 
m p (24)
niþ1oo;i 
for all tXT1; j ¼ 1;2; . . . ;ni þ 1; where   
1 aj-1;i m ¼ max ;1 þ
j¼2;...;ni þ1 aniþ1;i aniþ1;i
From (20), (21) and (24), one obtains 
dn dm jpj;iðtÞjp þ (25)niþ1 2ni þ2o oo;i o;i 
for all tXT1; j ¼ 1;2; . . . ;ni þ 1. Let 8sum;ið0Þ ¼ j81;ið0Þjþ
j82;ið0Þj þ � � � þ j8ni þ1;ið0Þj. It follows that 
oj½e o;iAt 8ið0Þ]jj ¼ jdj181;ið0Þ þ dj282;ið0Þ þ � � � þ dj;nþ18niþ1;ið0Þj 
j81;ið0Þj þ j82;ið0Þj þ � � � þ j8niþ1;ið0Þjp 
oniþ1 o;i 
8sum;ið0Þ ¼ (26)
niþ1oo;i 
for all tXT1; j ¼ 1;2; . . . ;ni þ 1. From (18), one has 
j8j;iðtÞjpj½eoo;iAt8ið0Þ]jj þ jpj;iðtÞj. (27) 
Let x~sum;ið0Þ ¼ jx~1;ið0Þj þ jx~2;ið0Þj þ � � � þ jx~niþ1;ið0Þj. According to 
8j;iðtÞ ¼ x~ j;iðtÞ=oo
j-
;i 
1 and Eqs. (25)–(27), one has      x~sum;ið0Þ  dn dm jx~ j;iðtÞjp  þ þniþ1  ni -jþ2 2ni -jþ3  o o oo;i o;i o;i 
¼ s (28) 
for all tXT1; j ¼ 1;2; . . . ;ni þ 1. & 
It has been proven above that in the absence of the plant model, 
the estimation error of the ESO (5) is bounded and its upper 
bound monotonously decreases with the observer bandwidth. 
Regarding the assumption that hiðxi;wÞ is bounded, a motor driven 
motion control application is given to explain its meaning; it 
means that the rate of change in acceleration is bounded. Looking 
at the motor itself, it means that the supply voltage is bounded, 
which is obviously true. More generally speaking, it means that 
there is a limit to the rate of change in the physical world, or that 
no change is instantaneous. When fi is a composite variable that 
_changes very rapidly, the magnitude of f i can be quite large, 
though bounded. In this case, the observer bandwidth needs to be 
sufficiently large for an accurate estimate of fi. 
The convergence of DDC, where ESO is employed, is analyzed next. 
A.2. Convergence of the DDC 
Assume that the control design objective is to make the output 
of the plant follow a given, bounded, reference signal riðtÞ, whose 
niderivatives, r_iðtÞ; r€iðtÞ; . . . ; r ðtÞ, are also bounded. Let ½r1;i; r2;i; . . . ;i 
T T rniþ1;i] ¼ ½ri; r_1;i; . . . ; r_ni ;i] and ej;iðtÞ ¼ rj;iðtÞ - xj;iðtÞ; j ¼ 1;2; . . . ;ni: 
Theorem 2. Assuming that hiðxi;wÞ is bounded, there exist a 
constant r40 and a finite time T340 such that jej;iðtÞjpr; j ¼ 
1;2; . . . ;ni; 8tXT340; oo;i40 and oc;i40. Furthermore, r ¼ 
Oð1=oJ Þ for some positive integer J. c;i
Proof. From (8) and (10), one has 
k1;iðr1;i - x^1;iÞ þ � � � þ kni ;iðrni ;i - x^ni ;iÞ - x^niþ1;i þ rniþ1;i ui ¼ bii 
¼ fk1;i½r1;i - ðx1;i - x~1;iÞ] þ � � � þ kni ;i½rni ;i - ðxni ;i - x~ni ;iÞ] 
- ðxniþ1;i - x~niþ1;iÞ þ rniþ1;ig=bii 
k1;iðe1;i þ x~1;iÞ þ � � � þ kni ;iðeni ;i þ x~ni ;iÞ - ðxniþ1;i - x~niþ1;iÞ þ rni þ1;i¼ . 
bii 
(29) 
T TLet ei ¼ ½e1;i; . . . ; eni ;i] 2 Rni ; x~ iðtÞ ¼ ½x~1;i; . . . ; x~niþ1;i] 2 Rniþ1. Then 
_ _ - _e1;i ¼ r1;i x1;i ¼ r2;i - x2;i ¼ e2;i, 
. . . 
eni -1;i ¼ rni -1;i - xni -1;i ¼ rni ;i - xni ;i ¼ eni ;i, 
eni ;i ¼ rni ;i - xni ;i ¼ rniþ1;i - ðxni þ1;i þ biiuiÞ 
¼ - k1;iðe1;i þ x~1;iÞ - � � � - kni ;iðeni ;i þ x~ni ;iÞ - x~niþ1;i. (30) 
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6 6 6 
From (30), one obtains for all tXT2; j; k ¼ 1;2; . . .  ;ni. Note that T2 depends on Ae. Let 2 3 
o11 . . .  o1neiðtÞ ¼ AeeiðtÞ þ AxxiðtÞ 
e
where 
~~_ (31) 6 7 6 6 .... . .... 7 7 Aet and¼ 4 5 
2 3 on1 onn 
0 1 0 � � �  0 
esum;ið0Þ ¼ je1;ið0Þj þ je2;ið0Þj þ � � � þ jeni ;ið0Þj. 6 7 6 0 0 1 � � �  0 7 6 7 6 7 It follows that ... .... . .... ... 7 andAe ¼ 6 7 6 7 Aetj½e eið0Þ]jj ¼ joj1e1;ið0Þ þ oj2e2;ið0Þ þ � � � þ oj;ni eni ;ið0Þj76 6 0 0 � � �  0 1 7 4 5 pjoj1e1;ið0Þj þ joj2e2;jð0Þj þ � � � þ joj;ni eni ;ið0Þj-k1;i -k2;i � � �  -kni -1;i -kni ;i je1;ið0Þj þ je2;ið0Þj þ � � � þ jeni ;ið0Þj2 3 p
0 0 0 � � �  0 niþ1oc;i 6 7 6 0 0 0 � � �  0 7 esum;ið0Þ 6 7 ¼ (37)
niþ1 
c;i 
7 ... .... . .... ... oA 7 ¼ .x 6 7 76 6 7 for all tXT2; j ¼ 1;2; . . .  ;ni. Let T3 ¼ maxfT1; T2g. One has 6 0 0 � � �  0 0 7 4 5 
g- - � � �  - -1k1;i k2;i kni ;i jðeAetCÞjjp niþ1 (38) oc;i 
Solving (31), it follows that 
for all tXT3; j ¼ 1;2; . . .  ;ni, and Z t 8 Pni1 þ kj;i gxxiðtÞdt. ~~
~
Aet Aeðt-tÞAeeið0Þ þ  (32)eiðtÞ ¼ e i¼2>  > 
ni niþ1 
c;i c;io
0 > o 
j¼1< 1 AejðA - e t CÞjjpe (39)According to (31) and Theorem 1, one has 
xxiðtÞ]j¼1;...;ni ~~
>  g>  >  niþ1oc;i½A 1 ¼ 0 : j¼2;...;ni-
for all tXT3. From (34), (35), and (39), one obtains 
t t t tð Þ] ð Þ - � � � ð Þ - ð Þjx x x x1 1i i i iþ; ; ;n ni i
~~x 
~
R Pni t Ae ðt-tÞAwhere ksum;i ¼ 1 þ kj;i. Let jiðtÞ ¼  e xiðtÞdt. Define j¼1 0 
~~~~j½Ax j ¼ j - k1;i - kni ;i 8 Pnini > g 1 þ kj;i gj¼2
nipksum;is ¼ g for all tXT1 (33) þ
 > 
niþ1 
c;i 
ni o o> o < c;i c;i j¼1 jjj;iðtÞjp (40) >  g>  >  niþ1oc;i 2 30 : j¼2;...;ni 
... 
7 7 
for all tXT3. From (32), one has C ¼ 7. 6 7 4 0 5 
Aetjej;iðtÞjpj½e eið0Þ]jj þ jjj;iðtÞj. (41)g 
According to (37), (40)–(41), one has 
It follows that 8 Pni > 1 þ esum;ið0Þ g j¼2kj;i g Z Zt t þ þ>  niþ1 
c;i 
niþ1 
c;i 
ni ni> o otÞA ½eAeðt-tÞC]j dtAeðt- o ojj;iðtÞ ¼  ~~xxiðtÞ]jdtp 
0 0 
½e c;i c;i> j¼1< 
jej;iðtÞjp 
pjðA -e 1 1CÞjj þ jðA - eAetCÞjje . esum;ið0Þ þ g 
niþ1 
(34) 
>  >  >  o> c;i j¼2;...;ni : Since 
pr (42) 2 3 
k2;i k3;i kni ;i 1 - - � � �  - - for all tXT5; j ¼ 1;2; . . .  ;ni, where 6 7 6 k1;i k1;i k1;i k1;i 7 6 7 ( P )ni 6 1 0 � � �  0 0 7 1 þ6 7 esum;ið0Þ g j¼2kj;i g esum;ið0Þ þ g1A - ¼ 6 7, r ¼ max þ þ ; : & e 6 0 1 � � �  0 0 7 oniþ1 oni oni oniþ1 oniþ1 6 7 c;i c;i c;i c;i c;i ... .... . .... ... 7 5 
0 0 � � �  1 0 
one can obtain 
1 g gjðA - CÞ1j ¼  ¼e ni
k1;i oc;i
 
1
jðA -e CÞjjjj¼2;...;ni ¼ 0. (35) 
Since Ae is Hurwitz, there exists a finite time T240 such that 
1Aetj½e ]jkjp (36) onc;ii
þ1 
It has been shown above that, with plant dynamics largely 
unknown, the tracking error of the DDC and its up to (n-1)th 
order derivatives are bounded and their upper bounds mono­
tonously decrease with the observer and controller bandwidths. 
In summary, the proposed DDC approach, as shown above, 
renders a new alternative for decoupling control problems. With 
the convergence of ESO and the stability analysis of ADRC shown 
above, the chief contribution of this paper is to present that the 
decoupling problems can be reformulated as a disturbance 
rejection one, without an elaborate plant model. In fact, the only 
information required is the orders of the subsystems associated 
with each input–output pair and the values of the corresponding 
6 4 
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input gains bii. Even when bii are unknown, the DDC method can 
still be implemented with the approximate bii as the tuning 
parameters [24–26]. Being able to deal with multivariable 
systems that have different orders for different input–output 
parings is another advantage of the proposed method. Overall, the 
DDC is a conceptually simple and easy to understand, and above 
all, practical solution for real world decoupling problems, where 
there is a large amount of uncertainties. 
Appendix B. The description of variables for the CSTR Model 
(Roffel & Betlem, 2004) 
Variable Value Unit Description 
Fin kg s
-1 The reactant feed flow rate 
Fout kg s
-1 The outlet flow rate 
V 1 m 3 The volume of the tank reactor 
cA kg m
-3 The concentration of species A inside the tank 
cA;in 866 kg m
-3 The concentration of species A at the feed 
cA;out kg m
-3 The concentration of species A at the outlet 
k0 4 �108 s -1 Arrhenius rate constant 
E 6 �104 J mol-1 K-1 Activation energy 
R 8.314 J mol-1 K-1 Gas law constant 
T K Reactor temperature 
r 866 kg m-3 Density of the reactant 
Cp 1.791 J kg
-1 K-1 Specific heat capacity of species A and B 
Tin 293 K Temperature of the inlet stream 
U 30 W m-2 K-1 Overall heat transfer coefficient 
A 50 m 2 Heat transfer area 
DH -140 J kg-1 Heat of reaction 
Tj K Temperature of the cooling jacket 
Vj 0.2 m 
3 Volume of the cooling jacket 
rw 998 kg m
-3 Density of the water 
Cpw 4.181 J kg
-1 K-1 Specific heat capacity of water 
Fw kg s
-1 Coolant water mass rate at the inlet and the outlet 
Tw 290 K Coolant water temperature at the jacket inlet 
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