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Abstract
In this paper we introduce a spectra preserving relation between graphs
with loops and graphs without loops. This relation is achieved in two
steps. First, by generalizing spectra results got on (m, k)-stars to a wider
class of graphs, the (m, k, s)-stars with or without loops. Second, by
defining a covering space of graphs with loops that allows to remove the
presence of loops by increasing the graph dimension. The equivalence of
the two class of graphs allows to study graph with loops as simple graph
without loosing information.
1 Introduction
In graph theory there are many areas of social networks and biological net-
works in which multigraphs (i.e. graphs comprising loops and multiedges)
arise more naturally than simple graphs [WF94, PW99, Rob13]. Moreover,
these multigraph structures also emerge when several types of graph homo-
morphisms are applied, such as aggregation, scaling and blocking procedures,
[Sha15, Sco00, Ray14].
Many extensively used approaches in network analysis only consider simple
graphs: only single edges between two different vertices are allowed, and self
relations (loops [Big93, GR01, Chu97]) are excluded. Moreover, with respect to
the graph Laplacian operator, we can consider the case of ”generalized graph
Laplacians” [BLS07] in which the diagonal terms (corresponding to topologi-
cal or weighted loops) can be considered as the ”potential” of an Hamiltonian
operator, useful for example when studying protein structure by network-based
1
ar
X
iv
:1
80
4.
05
98
8v
2 
 [m
ath
.C
O]
  7
 Ja
n 2
01
9
approaches starting from their Contact Maps [PRP+13, MFR16]. In practice,
simple graphs are often derived from multigraphs by collapsing multiple edges
into a single one and removing the loops [Ray14, Bon76]. This procedure is
applied since many algorithms and theorems work only for simple graphs, but
these approaches may discard inherent information in the original network.
In this manuscript, we propose a suitable method to treat graphs with loops
as simple graphs, keeping the same eigenvalue spectrum and as much as possible
the eigenvectors of their adjacency and transition matrices. One of the results
of the paper is the possibility to associate a Laplacian matrix to a graph with
loops that allows to study its topological properties.
Because eigenvalues and eigenvectors describe completely the matrix, by pre-
serving the adjacency (or transition) matrix spectra (eigenvalues and eigenvec-
tors) we maintain the informations and properties of the graphs as much as
possible. In this way, graphs with loops can be studied with tools extensively
used for simple graphs.
To define the correspondence between graphs and simple graphs, we intro-
duce an extension of the structure and the results discussed in [ARSB18];
then we build a correspondence between two classes of subgraphs, namely the
(m, k, s)−star with loops and the (m, k, s)−star without loops.
The paper is organized as follows: after some preliminary remarks (section 2),
in section 3 we generalize the class of (m, k)-star in graphs to a wider class of
graph, the (m, k, s)-star with or without loop, in order to extend the results
obtained in [ARSB18]. Then, we show a connection between eigenvectors and
eigenvalues of graphs with and without loops. In particular, each vertex with
loops can be described as an (1, k,−)-star with loop: we will give a useful tool
to replace the looped vertices with an (2, k, s)-star without loop by maintaining
the same spectrum.
Thanks to these results it is possible to describe a graph with loop by a graph
without loop and to define the Laplacian matrix of the correspondence graph.
Finally, in section 4 we draw some conclusions and discuss an outlook on future
developments.
2 Preliminary definitions
We consider an undirected weighted connected graph G := (V, E , w), where the
edges E connect n vertexes V and w is the edge weight function: w : E → R+.
Let A be the weighted adjacency matrix, which is symmetric since the graph is
undirected (A ∈ Symn(R+)),
Aij =
{
w(i, j), if i is connected to j (i ∼ j)
0 otherwise
where i, j ∈ V.
Since the graph is not necessarily simple, any diagonal element of A could be
nonzero.
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If the graph G is simple, we introduce the strength diagonal matrix D:
Dij =
{∑n
k=1 w(i, k), if i = j
0 otherwise
and we define the Laplacian matrix L ∈ Symn(R) and normalized Laplacian
matrix L ∈ Symn(R) as
L := D −A, L := D−1/2(D −A)D−1/2.
Whenever we refer to the k-th eigenvalue of a Laplacian matrix, we will refer to
the k-th nonzero eigenvalue according to an increasing order.
Furthermore, we observe that by defining the transition matrix T as T :=
D−1A (T defines the transition probabilities of a random walk on the graph) ,
the eigenvalue spectrum σ(T ) is related to σ(L). Indeed T is similar to A˜ :=
D−1/2AD−1/2 via the invertible matrix D1/2 and and it is easy to prove that
the following statements are equivalent
S.1 v is an eigenvector of A˜ with eigenvalue λ
S.2 vTD1/2 is a left eigenvector of T with the eigenvalue λ
S.3 D−1/2v is a right eigenvector of T with eigenvalue λ
Then we consider the relation between σ(A˜) and the spectrum σ(L) using the
equivalence of the following statements
S.1 v is an eigenvector of A˜ with eigenvalue λ
S.4 v is an eigenvector of L with the eigenvalue 1− λ.
This relation will be very useful later in order to link the Laplacian of graphs
with and without loops.
For the classical results on Laplacian matrices and their application to net-
work theory, one may refer to [Chu97, CH10, New10, AM85, Mer94].
3 Definition of (m, k, s)-star with and without
loop
In the present section, we define a wider class of weighted (m, k)-stars (we refer
to it as the weighted (m, k, s)-stars), to generalize the results obtained on multi-
ple eigenvalues of Laplacian matrices, transition and adjacency matrices[ARSB18].
Then we consider the problem of introducing a correspondence between the class
of weighted (m, k, s)-stars and the class of weighted (m, k, s)-stars with loops. In
this way it is possible to remove loops from a weighted (m, k, s)-stars with loops
in graph by replacing it with weighted (m, k, s)-stars in the graph of increasing
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size (the increase is the number of loops at most) without changing the eigen-
value spectrum of adjacency and transition matrices. The section is divided in
two subsections where we consider the problem of multiple eigenvalues for the
adjacency and transition matrices of (m, k, s)-stars without and with loops.
3.1 Eigenvalues multiplicity problem for (m, k, s)-star
We recall that a (m, k)-star is a graph G = (V, E , w) whose vertex set V can be
written as the disjointed union of two subsets V1 and V2 of cardinalities m and
k respectively, such that the vertexes in V1 have no connections among them,
and each of these vertexes is connected with all the vertexes in V2: i.e
∀i ∈ V1,∀j ∈ V2, (i, j) ∈ E
∀i, j ∈ V1, (i, j) /∈ E .
the notation (m, k)-star denotes a graph with partitions of cardinality |V1| =
m and |V2| = k by Sm,k. To extend this definition we weaken the conditions on
the connections between the vertexes of V1:
Definition 3.1 ((m, k, s)-star: Sm,k,s ). A (m, k, s)-star is a graph G = (V, E , w)
whose vertex set V can be written as the disjointed union of two subsets V1 and
V2 of cardinalities m and k respectively, s is a number s ∈ {0, 1}, such that
∀i ∈ V1,∀j ∈ V2, (i, j) ∈ E
if s = 0 then ∀i1, i2 ∈ V1, i1 6= i2, (i1, i2) /∈ E ,
if s = 1 then ∀i1, i2 ∈ V1, i1 6= i2, (i1, i2) ∈ E
.
By Sm,k,s we denote a (m, k, s)-star graph of subsets V1 and V2 of cardinal-
ities |V1| = m and |V2| = k.
In Fig.3.1 are shown examples of (m, k, 1)-star graph and (m, k, 0)-star graph.
We define a (m, k, s)-star of a graph G = (V, E , w) as the (m, k, s)-star of
partitions V1, V2 ⊂ V such that only the vertexes in V2 can be connected with
the rest of the graph V \ (V1 ∪ V2): i.e.
∀i ∈ V1,∀j ∈ V2, (i, j) ∈ E
if s = 0 then ∀i ∈ V1,∀j ∈ V \ V2, (i, j) /∈ E ,
if s = 1 then ∀i ∈ V1,∀j ∈ V \ (V1 ∪ V2), (i, j) /∈ E
and ∀i, j ∈ V1, i 6= j, (i, j) ∈ E .
By defining the concepts of degree, weight and central weight of a (m, k, s)-
star we simplify the statement of the theorems on eigenvalues multiplicity.
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Figure 1: Left: a S3,4,0 graph; right: a S3,4,1 graph. The subsets of vertices
V1 and V2 are respectively colored in yellow and blue. Grey edges are between
vertices belonging to different sets, yellow edges are between vertices in V1, and
blue edges are between vertices in V2
Definition 3.2 (Degree of a (m, k, s)-star: deg(Sm,k,s)). The degree of a (m, k, s)-
star is deg(Sm,k,s) := m − 1 and the degree of a set S of (m, k, s)-stars, as m
and k vary in N, such that |S| = l, is defined as the sum over each (m, k, s)-star
degree, i.e.
deg(S) :=
l∑
i=1
deg(Smi,ki,si).
Definition 3.3 (Weight of a (m, k, s)-star: w(Sm,k,s)). The weight of a (m, k, s)-
star of vertices set V1 ∪ V2 is defined as follows:
let {i1, ..., im} = V1, and w(i1, j) = ... = w(im, j),∀j ∈ V2 where all the
vertices in V1 are connected to each other by links with the same weight,
w(ip, i1) = ... = w(ip, ip−1) = w(ip, ip+1) = ... = w(ip, im),∀ip ∈ V1, then
we denote the weight of a (m, k, s)-star by w(Sm,k,s):
w(Sm,k,s) :=
∑
j∈V
w(i, j) for any i ∈ V1.
Definition 3.4 (Central weight of a (m, k, s)-star: wc(Sm,k,s)). The central
weight of a (m, k, s)-star of vertices set V1 ∪ V2 is defined as follows:
let {i1, ..., im} = V1, and w(i1, j) = ... = w(im, j),∀j ∈ V2 where all the vertices
in V1 are connected to each other by links with the same weight, w(ip, i1) =
... = w(ip, ip−1) = w(ip, ip+1) = ... = w(ip, im),∀ip ∈ V1, then we denote the
central weight of a (m, k, s)-star by wc(Sm,k,s):
wc(Sm,k,s) := w(i, i˜) + w(i, i) for any i, i˜ ∈ V1, i 6= i˜.
In the previous definition the weight of a loop, w(i, i), is clearly set to zero
and it is not considered in the present section.
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Given a graph G = (V, E , w) associated with the Laplacian matrix L, and de-
noting σ(L) the set of the eigenvalues of L and mL(λ) the algebraic multiplicity
of the eigenvalue λ in L, the following theorem holds, which extends the results
in [ARSB18]
Theorem 3.5. Let
• Sm,k,s, as m and k vary in N and m + k ≤ n, be each (m, k, s) − star of
G;
• r be the number of Sm,k,s with different weight, w1, ..., wr, i.e. wi 6= wj
for each i 6= j, where i, j ∈ {1, ..., r};
then for any i ∈ {1, ..., r},
∃λ ∈ σ(L) such that λ = wi and mL(λ) ≥ deg(Swi)
where Swi := {Sm,k,s ∈ G|w(Sm,k,s) + wc(Sm,k,s) = wi}.
In order to prove our statement, we use the following Lemma on weighted
adjacency matrix A:
Lemma 3.6. let
• Sm,k,s, as m and k vary in N and m + k ≤ n, be each (m, k, s) − star of
G;
• r be the number of Sm,k,s with different weight, w1, ..., wr, i.e. wi 6= wj
for each i 6= j, where i, j ∈ {1, ..., r};
then for any i ∈ {1, ..., r},
∃λ ∈ σ(A) such that λ = −wi and mA(λ) ≥ deg(Swi)
where Swi := {Sm,k,s ∈ G|wc(Sm,k,s) = wi}.
where σ(A) denotes the spectrum of A and mA(λ) is the algebraic multiplic-
ity of λ.
Proof. Without loss of generality we consider only connected graphs; indeed, if
a graph is not connected the same result holds, since the (m, k, s)-star degree of
the graph is the sum of the star degrees of the connected components and the
characteristic polynomial of L is the product of the characteristic polynomials
of the connected components.
Let a (m, k, s)-star of the graph G. Under a suitable permutation of the rows
and columns of the weighted adjacency matrix A, we can label the vertexes in V1
with the indexes 1, ...,m, and the vertexes in V2 with the indexes m+1, ...,m+k.
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Let v1(A), ..., vm(A) be the rows corresponding to vertexes in V1, then the ad-
jacency matrix has the following form
A =

0 w(1, 2) ... w(1,m) w(1,m+ 1) ... w(1,m+ k) 0 ... 0
w(2, 1) 0
. . .
...
... ...
... 0 ... 0
...
. . .
. . . w(m− 1,m) ... ... ... 0 ... 0
w(m, 1) ... w(m,m− 1) 0 w(m,m+ 1) ... w(m,m+ k) 0 ... 0
w(1,m+ 1) ... ... w(m,m+ 1)
... ... ...
...
w(1,m+ k) ... ... w(m,m+ k)
0 ... ... 0
... ... ...
... A22
0 ... ... 0

where the block A22 is any (n − m) × (n − m) symmetric matrix with zero
diagonal and nonnegative elements.
Because w(1, 2) = ... = w(1,m) = w(2, 3) = ... = w(2,m) = ... = w(m −
1,m) = wc(Sm,k,s) the matrix Aˆ := A + wc(Sm,k,s)In has m rows (and m
columns) v1(Aˆ), ..., vm(Aˆ) linearly dependent such that v1(Aˆ) = ... = vm(Aˆ),
then v1(Aˆ), ..., vm−1(Aˆ) ∈ ker(Aˆ).
Hence
∃µ1, ..., µm−1 ∈ σ(Aˆ) such that µ1 = ... = µm−1 = 0.
Let µi be one of these eigenvalues, then
0 = det((A+ wc(Sm,k,s)In)− µiIn) = det(A− (−wc(Sm,k,s) + µi)In)
so that λ := −wc(Sm,k,s) ∈ σ(A) with multiplicity greater or equal to deg(Sm,k,s).
Let p be the number of Sm,k,s in the graph G that we indicate by Sm1,k1,s1 , ..., Smp,kp,sp .
Denoting w1c , ..., w
r
c the different central weights of such (m, k, s)-stars, and
r ≤ p, we prove that for any i ∈ {1, ..., r},
∃λ ∈ σ(A) such that λ = −wic
and the multiplicity of λ ≥ deg(Swic) =
∑
Smj,kj∈Swic
deg(Smj ,kj ,sj ),
where Swic := {Sm,k,s ∈ G|wc(Sm,k,s) = wic}.
Let Ri, with i ∈ {1, ..., r}, be the number of (m, k, s)-stars in Swic , and∑r
i=1Rr = p, we assume that the first R1 indexes, namely 1, ..., R1, refer to
the (m, k, s)-stars in Sw1c , where the indexes R1 + 1, ..., R1 + R2 refer to the
(m, k, s)-stars in Sw2c , and so on.
We focus on the Ri (m, k, s)-stars in Swic . The rows in Aˆ := A + wicIn cor-
responding to the vertexes xj in V1(Swic) with j ∈ {
∑i−1
q=1Rq + 1, ...,
∑i
q=1Rq},
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are mj vectors (v
(j)
j1
(Aˆ), ..., v
(j)
jmj
(Aˆ)), linearly dependent and such that v
(j)
j1
(Aˆ) =
... = v
(j)
jmj
(Aˆ), whose indexes are
j1 =
j−1∑
t=1
mt + 1, ..., jmj =
j−1∑
t=1
mt +mj
when j > 1, or
j1 = 1, ..., jmj = mj
when j = 1.
Then we get
v
(j)
j1
(Aˆ), ..., v
(j)
jmj−1
(Aˆ) ∈ ker(Aˆ), ∀j ∈ {
j−1∑
q=1
Rq + 1, ...,
j∑
q=1
Rq}
and
∃µj1 , ..., µjmj−1 ∈ σ(Aˆ) such that µj1 = ... = µjmj−1 = 0.
This is true for each j ∈ {∑j−1q=1Rq + 1, ...,∑jq=1Rq}, so that
∃µ1, ..., µdeg(Swic ) ∈ σ(Aˆ) such that µ1 = ... = µdeg(Swic ) = 0.
Finally, let µt be one of these eigenvalues, then
0 = det((A+ wicIn)− µtIn) = det(A− (−wic + µt)In)
and λ := −wic ∈ σ(A) with multiplicity greater or equal to deg(Swic).
The proof for the Laplacian version of the Lemma 3.6 is similar to that for
the adjacency matrix: using the same arguments as in the proof of 3.6 we can
say that the Theorem 3.5 is true.
In Fig.3.1 an example of a graph with an (m, k, s)-stars is shown. In this example
the Laplacian matrix has an eigenvalue λ = 6 with multiplicity 2.
Some corollaries on the signless and normalized Laplacian matrices can be
obtained by using similar proofs. Let B and L be the signless and normalized
Laplacian matrices of G = (V, E , w) respectively and σ(B), σ(L) the spectrum
of B and L with algebraic multiplicity mB(λ), mL(λ) for the eigenvalue λ in B
and L respectively.
Corollary 1. If
• Sm,k,s, as m and k vary in N and m + k ≤ n, is each (m, k, s) − star of
G;
• r is the number of Sm,k,s with different weights, w1, ..., wr,
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then for any i ∈ {1, ..., r},
∃λ ∈ σ(B) such that λ = wi and mB(λ) ≥ deg(Swi)
where Swi := {Sm,k,s ∈ G|w(Sm,k,s)− wc(Sm,k,s) = wi}.
Corollary 2. If
• Sm,k,s, as m and k vary in N and m + k ≤ n, is each (m, k, s) − star of
G;
• r is the number of Sm,k,s with different weights, w1, ..., wr,
then for any i ∈ {1, ..., r},
∃λ ∈ σ(L) such that λ = 1 + wi and mL(λ) ≥
r∑
i=1
deg(Swi)
where Swi := {Sm,k,s ∈ G|
wc(Sm,k,s)
w(Sm,k,s)
= wi}.
From relations S.1, S.4, in the above situation we also have that
∃λ ∈ σ(T ) such that λ = wi and mT (λ) ≥
r∑
i=1
deg(Swi).
We observe that when s = 0, and thus wc = 0, each of the above results can
be reduced to the results obtained in [ARSB18].
3.2 Eigenvalues multiplicity problem for (m, k, s)-star with
loops
In this section we consider (m, k, s)-star with loops and we generalize the results
discussed in the previous section. Some definitions are useful:
Definition 3.7 ((m, k, s)-star with loop:
◦
Sm,k,s ). A (m, k, s)-star with loops
is a (m, k, s)-star in which each vertex in the set V1 has a loop. A (m, k, s)-star
denotes a graph with partitions of cardinality |V1| = m and |V2| = k by
◦
Sm,k,s.
We define a (m, k, s)-star with loops of a graph G = (V, E , w) as the (m, k, s)-
star with loop of partitions V1, V2 ⊂ V such that
∀i ∈ V1,∀j ∈ V2 ∪ {i}, (i, j) ∈ E
if s = 0 then ∀i ∈ V1,∀j ∈ V \ (V2 ∪ {i}), (i, j) /∈ E ,
if s = 1 then ∀i ∈ V1,∀j ∈ V \ (V1 ∪ V2), (i, j) /∈ E
9
Figure 2: A S3,3,1 in a graph, where the subsets V1 (red vertices) and V2 (blue
vertices) are respectively with cardinality m = 3 and k = 3. The weights of the
edges between vertices belonging to V1 are colored in red, the weights of the
edges between vertices belonging to two different sets are colored in purple. In
the Laplacian matrix there is an eigenvalue λ = 6 with multiplicity 2.
and ∀i, j ∈ V1, (i, j) ∈ E
In other words, a (m, k, s)-star with loops of a graph G = (V, E , w) is a
(m, k, s)-star of a graph G in which each vertex in the set V1 has a loop.
By defining the degree, weight and central weight of a (m, k, s)-star with loop
as in the previous section we simplify the stating of the theorems on eigenvalues
multiplicity. For the (m, k, s)-stars with loops the Lemma 3.6 is modified as
follows
Lemma 3.8. Let
• ◦Sm,k,s, as m and k vary in N and m+k ≤ n, be each (m, k, s)− star with
loops of G;
• r be the number of ◦Sm,k,s with different weights, w1, ..., wr, i.e. wi 6= wj
for each i 6= j, where i, j ∈ {1, ..., r};
then for any i ∈ {1, ..., r},
∃λ ∈ σ(A) such that λ = −wi and mA(λ) ≥ deg(Swi)
where Swi := {
◦
Sm,k,s ∈ G|wc(
◦
Sm,k,s) = wi}.
For graphs with loops we can’t apply the results on spectra of Laplacian
matrices, but we can prove a result for the transition matrix analogous to that
for simple graphs.
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Corollary 3. If
• ◦Sm,k,s, as m and k vary in N and m+ k ≤ n, is each (m, k, s)− star with
loops of G;
• r is the number of ◦Sm,k,s with different weights, w1, ..., wr,
then for any i ∈ {1, ..., r},
∃λ ∈ σ(T ) such that λ = −wi and mT (λ) ≥
r∑
i=1
deg(Swi)
where Swi := {
◦
Sm,k,s ∈ G|wc(
◦
Sm,k,s)
w(
◦
Sm,k,s)
= wi}.
3.3 Correspondence between (m,k,s)-stars with loops and
without loops
In this section we define a correspondence between (m, k, s)-stars with loops
and the (m, k, s)-stars without loops which preserves the eigenvalue spectrum
of adjacency and transition matrices. In particular, in a graph, each vertex with
a loop is equivalent to an (1, k,−)-star with loop and we will provide a proce-
dure to replace the looped vertex with an (2, k, s)-star without loops which has
the same spectra (see Fig.(3.3)).
Figure 3: Left: a S˚3,3,1 in a graph; center: its S˚
{−2}
3,3,1 that is a S˚1,3,− in a graph;
right: its S˚
{+1}
1,3,− that is a S2,3,1 in a graph.
The following definitions are useful:
Definition 3.9 ((m, k, s)-star q-reduced: S
{−q}
m,k,s). A q-reduced (m, k, s)-star is
a (m, k, s)-star (with or without loops) of vertex sets {V1,V2}, such that the
cardinality of V1 is decreased to m− q, with m > q.
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Hence the order and degree of the S
{−q}
m,k,s are m+k−q and m−q−1 respectively.
Furthermore, let w be the weights between vertexes in the original (m, k, s)-star
and i˜, j˜ any vertex in V1, i˜ 6= j˜, of the (m, k, s)-star, we define the weights of
vertexes in S
{−q}
m,k,s as
w{−q}(i, j) =

q
m−qw(˜i, j˜) + w(˜i, i˜), if i, j ∈ V1, i = j
m
m−qw(˜i, j), if i ∈ V1, j ∈ (V1 ∪ V2) \ {i}
w(i, j), if i, j ∈ V2
0 otherwise
, (1)
Definition 3.10 ((1, k,−)-star q-enlarged: S{+q}1,k,−). A q-enlarged (1, k,−)-star
is a (1, k,−)-star (with or without loops) of vertex sets {V1,V2}, such that the
cardinality of V1 is increased to q + 1 and the loop is removed.
Hence the order and degree of the S
{+q}
1,k,− are 1 + k + q and q respectively.
Furthermore, let w be the weights between vertexes in the original (1, k,−)-star
and i˜ the vertex in V1 of the (1, k,−)-star, we define the weights of vertexes in
S
{+q}
1,k,− as
w{+q}(i, j) =

1
qw(˜i, i˜), if i ∈ V1, j ∈ V1 \ {i}
1
1+qw(˜i, j), if i ∈ V1, j ∈ V2
w(i, j) if i, j ∈ V2
0 if i = j ∈ V1
, (2)
Finally we introduce the concept of the q-enlarged graph associate to a graph:
Definition 3.11 (q-enlarged graph: G{+q}). A q-enlarged graph G{+q} is ob-
tained from a graph G with some (1, k,−)-stars adding q the vertexes in the set
V1 of G, removing the loops and defining the weights as in (2).
Using the previous definitions it is possible to associate to any graph con-
taining (m, k, s)− star with loops (or more simply whose vertexes has a loop),
an enlarged graph without loops by means of an intermediate reduced graph as
illustrated in Fig.(3.3). The following theorem holds
Main Theorem 1 (Loop removal theorem - adjacency matrix). Let
• G be a graph, of n vertexes, with a ◦Sm,k,s,
• H := G{−(m−1)} be the (m− 1)-reduced graph with a ◦S{−(m−1)}m,k,s instead of
◦
Sm,k,s,
• I := H{+q} be the q-enlarged graph with a S{+q}1,k,− instead of
◦
S1,k,−,
• A be the adjacency matrix of G,
• A{−(m−1)} be the adjacency matrix of H, defined as in (1)
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• A{+q} be the adjacency matrix of I, defined as in (2)
then
1. σ(A{−(m−1)}) ⊂ σ(A),
2. σ(A{−(m−1)}) ⊂ σ(A{+q}),
3. There exists a matrix H ∈ Rn×(n−(m−1)) such that A{−(m−1)} = HTAH
and HTH = I. Therefore, if v is an eigenvector of A{−(m−1)} for an
eigenvalue µ, then Hv is an eigenvector of A for the same eigenvalue µ.
4. There exists a matrix K ∈ Rn−(m−1)×(n−(m−1)+q) such that A{−(m−1)} =
KTA{+q}K and KTK = I. Therefore, if v is an eigenvector of A{−(m−1)}
for an eigenvalue µ, then Kv is an eigenvector of A{+q} for the same
eigenvalue µ.
Before proving Theorem 1, we recall the well known result for eigenvalues of
symmetric matrices, [Hwa04].
Lemma 3.12 (Interlacing theorem). Let A ∈ SymnA(R) with eigenvalues
µ1(A) ≥ ... ≥ µnA(A). For nB < nA, let K ∈ RnA,nB be a matrix with or-
thonormal columns, KTK = I, and consider the B = KTAK matrix, with
eigenvalues µ1(B) ≥ ... ≥ µnB (B). If
• the eigenvalues of B interlace those of A, that is,
µi(A) ≥ µi(B) ≥ µnA−nB+i(A), i = 1, ..., nB ,
• if the interlacing is tight, that is, for some 0 ≤ k ≤ nB ,
µi(A) = µi(B), i = 1, ..., k and µi(B) = µnA−nB+i(A), i = k + 1, ..., nB
then KB = AK.
Proof. We will explicitly prove only the items 2. and 4., because using the same
arguments the statements 1. and 3. follow and the matrix H exists.
First we prove the existence of the K matrix:
let n˜ := n − (m − 1) and P = {P1, ..., Pn˜} be a partition of the vertex set
{1, ..., n˜+ q}. The characteristic matrix K˜ is defined as the matrix where the
j-th column is the characteristic vector of Pj (j = 1, ..., n˜).
Let A{+q} be partitioned according to P
A{+q} =

A
{+q}
1,1 . . . A
{+q}
1,n˜
...
...
A
{+q}
n˜,1 . . . A
{+q}
n˜,n˜
 ,
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where A
{+q}
i,j denotes the block with rows in Pi and columns in Pj . The
matrix A{−(m−1)} = (a{−(m−1)}ij ) whose entries a
{−(m−1)}
ij are the averages of
the A
{+q}
i,j rows, is called the quotient matrix of A
{+q} with respect to P, i.e.
a
{−(m−1)}
ij denotes the average number of neighbors in Pj of the vertices in Pi.
The partition is equitable if for each i, j, any vertex in Pi has exactly a
{−(m−1)}
ij
neighbors in Pj . In such a case, the eigenvalues of the quotient matrix A
{−(m−1)}
belong to the spectrum of A{+q} (σ(A{−(m−1)}) ⊂ σ(A{+q})) and the spectral
radius of A{−(m−1)} equals the spectral radius of A{+q}: for more details cfr.
[BH12], chapter 2.
Then we have the relations
M1/2A{−(m−1)}M1/2 = K˜TA{+q}K˜, K˜T K˜ = M.
Considering an (1, k,−)−star (with loop) in a graph with adjacency matrix
A{−(m−1)}, we weight it by a diagonal mass matrix M of order n˜ whose diagonal
entries are one except for the entry of the vertex in V1,
Mii =
{
1
1+q , if i ∈ V1
1 otherwise
, (3)
and we get
A{−(m−1)} = KTA{+q}K, KTK = I,
where K := K˜M−1/2. In addition to the Theorem (3.5), the eigenvalues of the
matrix A{−(m−1)} belong also to the spectrum of the matrix A{+q},
σ(A{−(m−1)}) ⊂ σ(A{+q}).
Finally, if v is an eigenvector of A{−(m−1)} with eigenvalue µ, then Kv is an
eigenvector of A{+q} with the same eigenvalue µ.
Indeed, from the equation A{−(m−1)}v = µv and taking into account that the
partition is equitable, we have KA{−(m−1)} = A{+q}K, and
A{+q}(Kv) = (A{+q}K)v = (KA{−(m−1)})v = µ(Kv).
A similar result holds for the transition matrix T , and more in general for
each D−1A where A is the adjacency matrix of the graph G with a ◦Sm,k,s and
D any real diagonal matrix such that dii = djj for any i, j ∈ V1. This is states
by the following Theorem:
Theorem 3.13 (Loop removal theorem - transition matrix). Let
• G be a graph, of n vertices, with a ◦Sm,k,s,
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• H := G{−(m−1)} be the (m− 1)-reduced graph with a ◦S{−(m−1)}m,k,s instead of
◦
Sm,k,s,
• I := H{+q} be the q-enlarged graph with a S{+q}1,k,− instead of
◦
S1,k,−,
• A and D be, respectively, the adjacency matrix and the strength diagonal
matrix of G,
• A{−(m−1)} and D{−(m−1)} be, respectively, the adjacency matrix and the
strength diagonal matrix of H, defined as in (1)
• A{+q} and D{+q} be, respectively, the adjacency matrix and the strength
diagonal matrix of I, defined as in (2)
then
1. σ(T {−(m−1)}) ⊂ σ(T ), where T {−(m−1)} := (D{−(m−1)})−1A{−(m−1)} and
T := D−1A
2. σ(T {−(m−1)}) ⊂ σ(T {+q}), where T {+q} := (D{+q})−1A{+q}
3. There exists a matrix H ∈ Rn×(n−(m−1)) such that T {−(m−1)} = HTTH
and HTH = I. Therefore, if v is an eigenvector of T {−(m−1)} for an
eigenvalue µ, then Hv is an eigenvector of T for the same eigenvalue µ.
4. There exists a matrix K ∈ Rn−(m−1)×(n−(m−1)+q) such that T {−(m−1)} =
KTT {+q}K and KTK = I. Therefore, if v is an eigenvector of T {−(m−1)}
for an eigenvalue µ, then Kv is an eigenvector of T {+q} for the same
eigenvalue µ.
The proof for the transition matrix version of the Loop removal theorem
1 is similar to that for the adjacency matrix. More explicitly, using the same
arguments as in the proof of 1 and the equivalences S.1–S.3 in order to work
with symmetric matrices, the items 1. and 2. are true and the matrices H and
K exist.
Corollary 4. Let G be a graph, of n vertexes, with a ◦Sm,k,s, if v is a right
eigenvector of T with eigenvalue λ ∈ σ(T ) \ {−wc(
◦
Sm,k,s)
w(
◦
Sm,k,s)
} then D1/2v is an
eigenvector of L with eigenvalue (1− λ).
The proof directly follows from the Theorem 3.13.
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4 Conclusions
The Laplacian matrix associated to undirected graphs provides powerful tools
to study the geometrical and dynamical properties of the graph [Big93, Chu97].
In particular, its spectral properties allow to study random walk processes on
graphs (e.g. the existence of bifurcation phenomena in the solutions) and to
characterize normal modes in a ”springs and masses” interpretation of the graph.
The possibility of associating a Laplacian matrix to multigraphs can be a power-
ful tool in the application of graph theory to network theory in complex system
physics, for example in the case of generalized graph Laplacians, in which we
can consider both a ”kinetic” and a ”potential” energy term. In a previous
work [ARSB18] we have associated the presence of (m, k)-stars in a graph to
eigenvalue multiplicity in the Laplacian matrix spectrum. In this work, we
have extended the previous results for (m, k)-stars to (m, k, s)-stars with loops.
Our approach allows to introduce relations between the spectral properties of
adjacency or Laplacian matrices associated to graphs containing (m, k, s)-stars
with loops and the spectral properties of corresponding graphs containing only
(m, k, s)-stars without loops. This approach allows to extend methods devel-
oped for simple graphs also to multigraphs, for example for graph bisection or
clustering purposes. The results discussed in the paper allow, firstly, to reduce
the size of a graph (with or without loops) preserving the spectral properties
and then to describe a graph with loops as a simple graph, without discard-
ing relevant information of the original graph. As a consequence, it is possible
to associate to a graph with loops a Laplacian matrix of the reduced graph
without loops. Despite the fact that graphs with loops appear in many natural
contexts and that they can be obtained by several kinds of aggregation, scal-
ing and blocking procedures, they have not been considered as extensively as
simple graphs, since their properties do not verify the conditions required for
many theorems on simple graphs. Possible applications of our results could be
to organizational networks, where different kinds of ties may appear within the
same branch creating loops [Bao08], in citation and co-authorship networks, in
which self-citations are possible and the link weights between two authors in co-
authorship networks can increase over time if they have further collaborations
[BS91, BJN+02], and also in opinion networks, where individuals are subject to
vanity [DCH13, QCS14]. Finally, our results could be relevant in neural net-
work models on undirected graphs, where loops tend to freeze the dynamics that
makes the system converge toward fixed points [GR15], and to general models
of anomalous (sub)diffusion on networks, in which loops represent ”traps” that
slow down the systems dynamics [BG90].
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