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I. ФУНДАМЕНТАЛЬНЫЕ ИССЛЕДОВАНИЯ
Л.с.Чебыкин
УСЛОВИЯ АСИМПТОТИЧЕСКОЙ УСТОЙЧИВОСТИ РЕШЕНИЙ 
СМЕШАННОЙ ЗАДАЧИ ДЛЯ ПОЛУЛИНЕЙНОЙ СИСТЕМЫ
Данная работа посвящена исследованию достаточных условий асимп­
тотической устойчивости решений начально-краевой (смешанной) задачи 
общего вида для полулинейной системы дифференциальных уравнений в 
частных производных. Известные к настоящему времени результаты по 
нахождению достаточных (коэффициентных) условий устойчивости систем 
в частных производных по Ляпунову относятся только лишь к задаче Ко­
ши (начальной задаче) для некоторых классов линейных систем (1.2). 
Что же касается смешанных задач, то известные нам результаты иссле­
дований устойчивости связаны с рассмотрением специального случая так 
называемых "распадающихся краевых условий”, причем условия устойчи­
вости даются в терминах спектра линейного неограниченного оператора 
в функциональном банаховом пространстве (31.
Целью настоящей работы является отыскание достаточных условий 
асимптотической устойчивости, выраженных в терминах матричных коэф­
фициентов рассматриваемой смешанной задачи.
Постановка задачи исследования
Рассмотрим полулинейную систему дифференциальных уравнений пер­
вого порядка г частными производными вида
| u . A ( x ) l ^  + i ( x , U )  . ,і)
где А(х) - вещественная квадратная матрица порядка о ; 6 (X., U) - 
вещественный Г) -мерный вектор: U (x,t) - искомая П -векторно­
значная функция, определенная на множестве (полосе) ГІ* С0,1]*[0> **3 . 
Под начально-краевой (смешанной) задачей для системы (1) понимается 
задача отыскания в заданной полосе П с  R.2, такого решения 
U(x,t): П -*■ R n системы (1). которое удовлетворяет заданному 
начальному условию
U(x ,o) * U0 (x^ ; fli )(4 1 (2)
и краевому условно вида
P u (0 ,t) + f t u ( l , t ) * 0  , 0 < t < —  (3)
Здесь P и Q. - заданные вещественные квадратные матрицы П -го 
порядка, которые мы будем предполагать неособыми.
В основных результатах данной работы используется классическое 
решение этой смешанной задачи.
Классическим решением смешанной задачи вида (1)-(3) на множестве 
Г) назовем функцию U(X^~C)e СЧП) (т.е. имеющую непрерывные 
частные производные |ü > ^  1-го порядка в полосе П ). удов­
летворяющую системе (1). начальному (2) и краевому (3) условиям (в 
обычном смысле, т.е. поточечно).
В качестве основного функционального пространства В  . по норме 
которого оценивается близость решений смепанной задачи, в данной ра­
боте выбрано пространство С(Г0,-І3, R") непрерывных на отрезке [0.1] 
и,-векторнозначных функций іД*)= * * 'і} с нормой
ц\/(*)11ггп * max I і/(х)І гае max li/k(x)l.0<x«  1ttun *
С точки зрения функционального анализа искомое решение исход­
ной смешанной задачи (1)-(3) в каждый фиксированный момент времени
t > 0 можно рассматривать как элемент U(*> X )  выбранного основно­
го функционального пространства В  .
Смешанную задачу (1)-(3) назовем корректной (точнее, корректно 
разрешимой) на некотором функциональном множестве D  и прямоуголь­
нике Пт=[0,11 * СО, ТЗ ( г д е О < Т <,‘00 ). если:
1) для каждой начальной функции Uo ( У )  . 0 < Х 4 4, из мно­
жества D  существует решение (J (X, t) смепанной задачи в произвольном 
конечном прямоугольнике Пт :
2) это решение является единственным:
3) оно непрерывно зависит от начальных данных.
Последнее требование означает следующее.
Для любого наперед заданного промежутка времени to.Т] и любого 
действительного положительного числа Е найдется такое действитель­
ное положительное число § . зависящее от 6  и Т  ( 8 - 8  ( t  .Т) ).
что выполняется следующее условие: если начальные функции ІІд (•)
U0 (’)£ Т> отличаются по норне пространства Ь  меньше, чем на 
<f S  . то соответствующие этим начальным усло­
виям решения смешанной задачи U W (*; t) И и<г* (" 1t.) в любой 
момент времени t e СО , Т] различаются меаду собой по норме прост­
ранства Л> меньше, чем на е(ви0)(’Д) -и(е)( * , 1 % < е  . здесьіі-нв 
означает норму в пространстве & . Функциональное множество D  
участвующее в формулировке корректности, предполагается всюду плот­
ным в основном функциональном пространстве . Отметим, что если 
речь идет о корректности классической смешанной задачи вида 
(1)-(3), то в качестве пространства и многообразия выбираются соот­
ветственно указанное ранее функциональное пространство С (СО, И , Rn) 
и такое его подмножество, элементы которого іМ*) удовлетворяют 
требованиям: (Лх) «■C1ED,13,Pt>(0)+(iiKl) в0 и некоторому дополни­
тельному "условию согласования”, которое будет приведено ниже в лем­
ме 1. устанавливающей достаточные условия корректной разрешимое^ 
классической смешанной задачи.
Пусть U (*)3 {U (X), 04 X $ 1 }  - некоторое стационарное (уста­
новившееся) решение рассматриваемой классической смешанной задачи 
(1)—(3). Заметим, что функция Of (•) является гладким решением так 
называемой "периодической краевой задачи" вида 
= -AH (x)&(X,ffOO)
р й(о) + а о  и) = о (4)
для системы обыкновенных дифференциальных уравнений [4].
Введем понятие асимптотической устойчивости стационарного реше­
ния U (*) корректно поставленной смешанной задачи.
Определение. Стационарное решение Cf(*) корректно поставленной 
смешанной задачи (1)-(3) называется асимптотически устойчивым, если:
1) оно устойчиво в смысле Ляпунова, т.е. для любого наперед за­
данного положительного числа £  (Ѵб >0 ) найдется такое положитель­
ное число 5 . зависящее от б  (35Сб) >0 ). что выполняется
следующее требование - для любой начальной функции Uo(’) . удовлет­
воряющей неравенству IIU0(')-U(') Иъ< $ и принадлежащей функци­
ональному многообразию Т> . соответствующее ей решение U ( •, X ) 
смешгнной задачи при всех 0 ^  X < + 00 удовлетворяет неравенству
(VtteC*) й Ъ гІІиоО) - Чс) lit <S Ф  Ни (•, і )  ~ и  llß< С Ѵ іг о )  }
-  ю  -
2) существует такое положительное число h . что для всех на­
чальных функций Ко (О из D . удовлетворяющих неравенству 
ІШо(0-£Г(*)і!ь * h . соответствующие решения 
смешанной задачи обладают свойством 1(Л) IIU(*, t)— Ü (•)(£> ~о
G h  >01 VUo (•)€ D , HU0(’)-UС')Йі< ftn IIUC*. t )-U 0).
Основная цель данной работы состоит в том. чтобы найти доста­
точные условия асимптотической устойчивости стационарного решения 
U (*) корректно поставленной смешанной задачи ві.да (1)-(3). т. е. 
такие условия, которые выражены в терминах матричцых коэффициентов 
А (X), в (х.ц). P. Q смешанной задачи и гарантируют свойство 
асимптотической устойчивости рассматриваемого решения U (•)
Об условиях корректной разрешимости 
классической смешанной задачи
Лемма 1. Пусть для смешанной задачи (1)-(3) выполнены следующие 
требования:
1)detA(x)*0 Ѵ х е  СО, 13 . а элементы матрицы А (х) дважды 
непрерывно дифференцируемы на отрезке [0.1] (т.е. А(х)€ С2 СО, 13 );
2) для каждого X с [о,1] матрица А (х) имеет действительные 
собственные значения J J  t (х), і €. 1?п . и эти собственные значения 
различны между собой при любом X  € [0.1] (т.e .J J j (х) ^  (Х) 
при I *  i  Ѵ Х €  СО, 13 );
3) actР * О . d c t a ^ O  ;
4) элементы начальной n-векторнозначной функции U p  (х) непре­
рывно дифференцируемы на отрезке [0.1] (т.е. U o C X ^ C ’CO, 13 ) и 
вместе со своими производными подчиняются так называемым первому и 
второму "условиям согласования" [5]:
РИо(О)-*-0 М 1 )  ' 0 , (5)
PA(0)Uo(0)+ g l a m K ( i )  + P£(0, и0( 0 ) Ы Ш , и 0 (1))=0;(6)
5) векторнозначная функция & (х, U) определена и непрерывна на 
множестве [0,1] х R n , а также имеет на этом множестве непрерыь- 
ную частную производную по х о \
(т. е. U X  , U) * С ( « х  в СО»,И 4 R ))f
6) для каждого X 6- (0.1) элементы матрицы Якоби ~Qfe С х , - 
= эе>; СХ; U) существуют и непрерывны в R.n
Щ
(т.е.ѴхвС0,13 ■г>*эц,и' e C ( R n)
7) частная производная при каждом X e  [0,1] и в
каждой ограниченной замкнутой ооласти G € R n удовлетворяет 
условию Липшица по U следующего вида: , , .
| У ^ Г _  w f l , R» s м ,и<0 . u fü||R, (7)
для любых (} ; где М = М (Gr) - некоторое положительное
число.
Тогда смешанная задача (1)-(3) имеет классическое решение и (х. t) 
на всем прямоугольнике Пт «СО,11 *С0,Т1 . Это решение и (х. t). 
(хТ)е Пт. единственно (при фиксированном Uo (*) . О 4Х * 1 ) и неп­
рерывно зависит от начальных данных.
Сформулированная лемма дает достаточные условия корректной раз- 
реиммости классической смешанной задачи для полулинейной системы.
Доказательство леммы 1 основано на преобразовании исходной сис­
темы (1) к специальному "диагональному" виду, последующем погруже­
нии преобразованной смешанной задачи в операторную форму задачи из 
работы Аболиня В. Э.. Мнпсиса А. Д. [5] (путем надлежащего задания 
операторной части системы и операторов в граничных условиях) и. на­
конец. на применении результатов вышеуказанной работы (51 и их под­
ходящей конкретизации.
Формулировка основного результата
Теорема 1 (основная). Пусть для смешанной задачи (1)-(3) выпол­
нены следующие условия:
1) достаточные условия корректности 1-7 из леммы 1;
2) матрица А (х) яв^ется сижетрической. т.е. Ат(х) = А(х) 
при всех Х е  (0.1);
3) для каждого X  ^  [0.1) матрица А (х) является отрицательно 
определенной, т. е. А  (х) < 0  V  X €. Г о , Л~\ ’
4) справедливо неравенство
j [ ^ m ( ( K * ) ) c i x >  е щ | Р '1 а і і г  _ (8)
где U|n( Q (х)) - наименьшее собственное значение симметрической 
матрицы
G ( x ) = Ä " V x ) & ( x )  + ( A ' V )  В ( х ) ) т , о )
„ . , 08 (X ♦ U) I
— W “  lu*uCx)’_ .. J* . (10)
a DP й II - евклидова норна соответствующей матрицы Р' 1 Q . 
Тогда рассматриваемое стационарное решение и (•) смешанной зада­
чи (1) — (3) асимптотически устойчиво в пространстве С (СО, 11, R ) 
на начальном многообразии D  , т.е. существует такое И? О . что 
для любой начальной функции Uq (X) . 0 ^ X 4 1  . удовлетворяющей ус­
ловию 4 леммы 1. а также неравенству ||Uo(*)~Ö (,)Нссо,'Л < ^ - су­
ществует при всех t >0 единственное классическое решение U (х. С). 
(X. О е П  смешанной задачи (1)-(3), обладающее свойством устойчивос­
ти в смысле Ляпунова и удовлетворяющее соотношению
t)- а о  11 сса, и
Сформулированная теорема и дает достаточные условия 
асимптотической устойчивости стационарного решения ТГ (•) корректно 
поставленной смешанной задачи, выраженные в терминах матричных коэф­
фициентов рассматриваемой задачи и собственных значений связанной с 
ними симметрической матрицы 0 0<) . Заметим, что требование 
(условие) 2 теоремы 1, по существу, не является дополнительным огра­
ничением. т.к. условия корректности содержат требования действитель­
ности и различности собственных значений ,№ I (х) матрицы А (х). что 
в свою очередь позволяет диагонализировать эту матрицу.
Схема доказательства основной теоремы 
Доказательство теоремы 1 выполняется поэтапно в результате пос­
ледовательного установления следующих вспомогательных утверждений.
Лемма 2. Пусть выполнены все условия леммы 1 о корректной 
разрешимости классической смешанной задачи, а также следующие до­
полнительные требования:
- для каждого X £ [0.1] матрица А (х) имеет отрицательные собс­
твенные значения, т. e. J A ; (А  (х)) < 0  ^  X в  СО, 11, іе 1, fl J
-спектр <Е> (УО j  линейного неограниченного оператора A'D^C 
[0. II вида 0~= А(х) +В(х)іГс областью определения D  (многооб­
разие описано ранее) лежит внукой левой полуплоскости, т. е.
S U P , ^ ^ ,
X е-€>0 )^ , (12)
где % = 0 - некоторая константа.
Тогда рассматриваемое стационарное решение U ( ') корректно постав-
ленной классической смешанной задачи (1)-(3) асимптотически устой­
чиво в пространстве C(COf 13,Rn) на начальном многообразии Р  (в 
указанном в теореме 1 смысле).
Лемма 3. Если все корни А  к уравнения
d e t C P + a U  (1 ; Х)3 = 0  (-3)
имеют отрицательные действительные части, т. е. удовлетворяют 
неравенству R e  Л  к < 0 .  и справедливы требования 1-3,_5, 6 леммы 1. 
а также неравенство JU\ СА (Х))<0 V X €• СО,A3, іеі^П , то га­
рантируется выполнение основного условия (12) лемш 2. Здесь U 
матрица монодромии для вспомогательной линейной однородной системы 
обыкновенных дифференциальных уравнений (с параметром Л. ) вида
^ . - - А - ' о о ш - в с П и  ,
т.е. U ( 1 ) X) -  U(x; Х)1х*1 • где tl (х,X) - нормированная фунда­
ментальная матрица системы (14).
Лемма 4. Пусть выполнены все условия леммы 1 и неравенство 
J X ;( А (Х))< 0  V x s C O J  13; • €  ijfi . Предположим также,
что удовлетворяется следующее требование: для любого комплексного 
параметра X  с R e ^ O  выполняется неравенство
^ M fl>“cx;x))dx<-€bllP'1QII, (15)
где J S  н С £>н (У-', X)) - наибольшее собственное значение эрмито­
вой матрицы,
d *4x ;a ) * 1 c d (x ;a )«-d  сх;л)3 > <16>
при ЭТОМ и  м)|
. D(x; х)*А (X)UE-B(x)3; В С х ) » ? ^  ;|usa^ ( i 7)
Тогда стационарное решение ^  О) классической смешанной задачи
(1)-(3) асимптотически устойчиво в пространстве С С Со, 1], .
Обоснование сформулированных лемм 2,3,4 проводится с использо­
ванием метода линеаризации, с привлечением аппарата теории диффе­
ренциальных уравнений в банаховом пространстве и теории систем 
обыкновенных дифференциальных уравнений с периодическими коэффици­
ентами [6,7].
При дополнительном предположении, что матрица А (х) является 
симметрической, из утверждения леммы 4 следует справедливость ос­
новной теоремы 1.
Конкретизация условий основной теоремы
Дальнейшим шагом в конкретизации представленных в теореме 1 ус­
ловий устойчивости является следующий результат, доставляющий дос­
таточные условия асимптотической устойчивости, которые гарантируют 
выполнение требований основной теоремы 1.
Теорема 2. Пусть для смешанной задачи (1)-(3) выполнены условия 
1. 2. з основной теоремы 1. а также следующие требования:
1) IIP*1 Gill * 1 (18)
2) симметрическая матрица G (х) . задаваемая соотношениями (9). 
(10). является положительно определенной для всех Х е  [0.1], т. е.
G ( x ) * 0  Ѵ х е Г О ,  13. (19)
Тогда стационарное решение ТГ(*) корректно поставленной смешанной за­
дачи (1)-(3) асимптотически устойчиво в пространстве С (С.0,13 > Р-°).
Заметим, что условия А (х) £ О» G (х)3 0 последней теоремы на 
основе критерия Сильвестра (8] можно представить в виде алгебраи­
ческих неравенств, связывающих непосредственно коэффициенты расс­
матриваемой системы (1).
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И.Б.Верников 
СИМПЛЕКТИЧЕСКАЯ ДИФФЕРЕНЦИАЛЬНАЯ ГЕОМЕТРИЯ
На протяжении длительного времени нами исследовались различные 
вопросы симплектической дифференциальной геометрии. В настоящей ра­
боте мы хотим систематизировать полученные нами в различное время 
результаты.
Так как большинство их опубликовано, то мы не будем приводить 
полных формулировок и тем более доказательств, отсылая читателя к 
указанным публикациям.
Можно выделить следующие основные направления нашего исследова­
ния: теорию множеств лагранжевых подпространств линейного симплекти- 
ческого пространства: теорию подмногообразий аффинно-симплектическо- 
го пространства: введение на симплектич»ском многообразии согласо­
ванной с его симплектической структурой линейной связности; теорию 
пространств симплектической связности.
Теория множеств лагранжевых подпространств 
линейного симплектического пространства
В наших работах изучается симплектическое пространство над полем 
действительных чисел (R).
Определение 1. Линейное пространство над полем R. называется 
симплектическим. если на нем задана невырожденная кососимметричес­
кая билинейная форма, т.е. задано отображение Ѵх V  -► R 
удовлетворяющее условиям билинейности. невырожденности
(%-(х,ѵ)=0*>х_^0 ) и кососимметричности (%Tx;y)=-cjrCy,?)).
Вместо %  О<»У) условимся писать ( X , У) . называя значение 
формы ф  , У ) скалярным произведением >Г на У . В силу невы­
рожденности симплектическое пространство конечной размерности явля­
ется четкомерным, через S V ^ n С R-) обозначим 2. п - мерное симп- 
.гектачеекое пространство над полем R .
