Abstract Two experiments compared real and virtual models as aids for learning assembly skills. In Experiment 1, ten participants individually studied either a fully assembled model, or a computer-generated one, in exploded view, that could be spatially manipulated in any direction. Participants then assembled the object in front of a video camera. ANOVA indicated virtual model are studied significantly longer but yield faster assembly than a real model. Experiment 2 used the same treatments plus a fully assembled virtual mode, randomly assigned to 28 participants who studied the aid, assembled the model, and then repeated the task from memory 3 days later. ANOVA indicated no differences between the three groups in assembly speed or accuracy. However, participants studied the exploded virtual model significantly longer than the two intact views of the model suggesting the former may impose a greater cognitive load due to the additional visual information it provides.
1 Virtual realia: use of computer-based 3D displays for learning assembly skills
An important distinction that arose early issues in the history of virtual reality (VR) was how the notion of presence differed from that of telepresence. In the early 1990s, some used the term presence to describe the natural perception one has of being in an environment, whether virtual or real. On the other hand, telepresence, was considered a specialized instance of presence that dealt with teleoperation systems for remote manipulation or extended control of a distant environment (Sheridan 1992) . Examples of telepresence include systems for remotely handling dangerous substances such as radioactive material or the operation by a surgeon on a patient located hundreds of miles away. Other VR proponents, by contrast, held that telepresence referred to all situations in which the percipient experiences, in varying degrees, the mediated and real environment concurrently. Theoretically, then, the less one is aware that the experience is mediated, the more one approaches presence (Steuer 1992). However, whether both actual, remotely telecommunicated environments and synthetically created (i.e., virtual) environments fall under the rubric of telepresence or presence, the former expression has generally fallen into disuse during the past decade. Some, in fact, define presence as the ''sensation of going into a computer-simulated environment'' that is synonymous with sensory immersion (Hoffman et al. 1998) . At the same time, there has been greater attention by educational researchers on environments that are high in ''virtuality'' or degree of immersion that the experience affords (Harper et al. 2000; Windschitl and Winn 2000; Barab et al. 2001) .
This research focuses instead on learning with remotely controlled computer-generated objects in place of actual objects. Since, real objects or specimens fall under a venerable class of educational media known as ''realia,'' we use the term virtual realia (Vr) in this report in referring to synthetic objects than can be manipulated and inspected remotely. In particular, this report explores the effectiveness of Vr for learning assembly skills at a distance. We first discuss the similarities and differences between virtual environments (i.e., VR) and Vr in terms of immersion, purpose, and the position of viewers relative to what they perceive. Next, we make an argument for the need for research with Vr to understand its cognitive capacities with respect the potential for improving assembly performance. Finally, we report on two experiments that compare the efficacy of a Vr model and a real model for performing and learning a simple assembly task.
Virtual realia defined
Current computer technology allows the spatial manipulation of computer-generated objects shown on a computer monitor through mouse movement and operation. These Vr objects are vector-based images that one can rotate, zoom, and pan (with six degrees of freedom) when viewed on a computer display using a web browser or a variety of software applications (e.g., Microsoft Word, PowerPoint, Adobe Acrobat). The particular Vr technology used in this study was Cult3D, a free software ''plug-in'' developed in 1996 by Cycore (2005) , which also has the capability for creating ''walkthrough'' virtual environments. Creation of Vr objects is a three-step process whereby one first renders the object using a 3D modeling program such as 3D Studio Max, Maya, Viz, or Plasma. The completed model is then imported into the free Cult3D Designer program, which is used to create the virtual environment and specify, among other things, the viewer's perspective relative to the computer-generated objects, degrees of freedom of movement, ambient lighting, and Newtonian physics (e.g., objects moved may or may not continue in motion). The final step involves importing the completed Cult3D object into a Microsoft Office or Adobe Acrobat document. Installation of the Cult3D plug-in allows one to view and manipulate the Vr object by simply opening the document with the application that created it.
Virtual realia shares many of the same characteristics as VR, while in other ways the two experiences differ substantially. Vr displays, for example, simulate the experiences of manipulating a real object but without the need for the immersive environment characteristic of VR. Following the Extent of Presence Metaphor dimension of Milgram and Kishino's (1994) ''virtuality continuum,'' Vr is essentially a window-onthe-world with a fixed monoscopic viewpoint; changes in the viewer's head position do not result in different perspectives of the object. Immersive virtual environments, by comparison, lie at the other end of the spectrum and permit looking around an object by moving one's head position. Therefore, a fundamental difference between Vr and VR is that the latter is a true 3D representation that may be either viewer or object-centered while the latter is exclusively viewercentered (Kosslyn 1994) . In other words, changes in the relative positions of a 2D object's components result from shifts in the viewer's perspective. The same may be true for objects viewed in a three dimensional environment, whether real or virtual. However, in such an environment, an object may also appear to change shape (e.g., through foreshortening), not due to an altered position of the viewer, but because the object itself has moved to a different position.
Both Vr and VR are vector images, thereby allowing almost limitless visual acuity whether one, respectively, drags an object up to the picture plane of a display or ''walks'' to it. This common attribute, in which closer scrutiny of an object or scene yields potentially greater detail, is an important factor in the capacity of Vr and VR for motivating exploration and discovery. The capacity for altering the viewer's experience of scale relative to that of a given object, however, is probably more difficult to accomplish in Vr than VR. An extremely zoomed in view of a virtual object, such as a tree for instance, would appear to be merely a tree at close inspection, not a giant one.
Reproduction fidelity, or the degree to which ''the synthesizing display is able to reproduce the actual or intended images of the objects being displayed,'' (Milgram and Kishino 1994) is determined by both the number of senses employed (i.e., breadth) and the resolution or fidelity (i.e., depth) of each one used (Steuer 1992) . Because, sensory breadth contributes more than sensory depth to the experience of presence, it follows that reproduction fidelity is easier to achieve in Vr versus VR, yet more critical to the success of the latter. In VR, sensory breadth enhances the experience of immersion and aids percipients in suppressing disbelief (Sheridan 2000) in their experience of ''being there.'' In the case of Vr, on the other hand, there is less to gain from immersion, primarily because the purpose for which it is designed differs from that of VR. Virtual realia is intended to facilitate the inspection of a real object through spatial manipulation of a surrogate and, in that sense, serves as a discovery tool. Virtual reality, by comparison, facilitates discovery and change in conceptual understanding through movement and action within an artificial environment.
Assembly performance and Vr
Use of VR for learning how to assemble a given set of components is an intuitively appealing idea since it theoretically holds the potential for acquiring such skills at a distance and in a way that may be more experiential and authentic than from technical manuals, drawings, and photographs. Currently, however, most applications of VR related to assembly performance have dealt not with assembly skills, but assembly planning, where input devices such as data gloves and eye tracking mechanisms record motor movements for later analysis (Bullinger et al. 2000; Gerace and Gallimore 2001; Sun and Hujun 2002; Jiangsheng and Yingxue 2004) . Though not an example of assembly training, per se, a study by Wittenberg (1995) , showed that use of either immersive or augmented VR for learning the operation of a robotic assembly line produced results that were comparable to those trained in a physical lab setting. One reason that there is scant research on learning assembly skills with VR is that the technology necessary for providing trainees with virtual objects capable of manipulation and assembly in a virtual space has not yet arrived. One solution to this problem has been to bypass the use of full immersion VR entirely and, instead, explore the use of ''mixed reality'' displays (Milgram and Kishino 1994) . One example of this is ''augmented reality'' whereby an assembly task is performed while instructions and job aids are viewed in the same spatial location as the object to be assembled. In a study using this approach, Baird and Barfield (1999) found augmented reality yielded faster and more accurate assembly of a motherboard than either a 5-page illustrated manual or the same information presented in a CAI program. However, in this case the CAI consisted of a linear PowerPoint presentation and not exemplary of CAI with characteristically high interactivity. Further, the reported outcome dealt with assembly performance, not assembly learning. This raises the important issue of whether it is more profitable to use VR technologies for performance improvement or skill acquisition. In some circumstances, use of VR as a permanent performance support system in the workplace may produce a smaller ROI than employing a more technologically modest form of VR that trainees use as a scaffold for learning performance skills. We adopted the latter view in exploring the feasibility in using a low-cost virtual model as a job aid for learning an assembly skill.
The speculation that Vr models can serve as effective tools for learning assembly tasks is based on evidence that assembly performance is enhanced by prior study of a real model of the completed construction. In an experiment by Pillay (1998) , children individually assembled an abstract object using pieces from a Meccano set after studying one of four types of representations of the completed construction: an orthographic drawing, an exploded isometric drawing, the actual completed model, or both isometric drawing and model. Results showed participants who studied a model before trying to assemble it, both immediately and 3 days later, made significantly more correct assemblies of parts, in less time, and with fewer additional looks than those using either an orthographic or an isometric drawing. Those studying a real model of the completed assembly could build a mental model by directly encoding spatial information. By contrast, those with drawings had to first translate two-dimensional aids into a three dimensional mental representation, thereby incurring a greater cognitive load (Sweller 1988 ) during the task that left fewer mental resources available for learning.
At first glance, there should be little difference between the efficacy of real and virtual model for learning an assembly task. Nevertheless, the two representations differ in three potentially important ways. One is that, as mentioned earlier, Vr models offer greater visual acuity than real models. Practical limits exist in how physically close one can visually scrutinize the details of a real model before they become blurry whereas the vector images of virtual models are always sharply defined. Conceivably, this reflects a cognitive capacity (Kozma 1991) among Vr models that distinguished them from real models since the potential of the former for closer inspection could manifest itself in deeper mental processing (Craik and Lockhart 1972) .
A second way that Vr models differ from real ones is in the tactile information the latter provide as they are handled and examined. Little is currently known about the contribution that the sense of touch makes to learning from visual media. Nevertheless, the critical yet underestimated relationship between vision and touch is underscored by neurologist Oliver Sacks (1995) in his report of a man who regained sight after roughly five decades of blindness and experienced enormous difficulties in reconciling visual and tactile information. Ironically, although haptics appeared long before the other senses in the evolution of creatures, the technology for virtually representing touch has lagged behind that of vision and hearing (Sheridan 2000) . One attempt to overcome this technological hurdle has been the use of a ''tactile augmentation'' strategy whereby persons grasp virtual objects with a virtual hand while simultaneously touching a real Virtual Reality (2006) 10:283-292 285 object with the free hand. In one study, tactile augmentation was compared with attempts to touch the same virtual objects without accompanying tactile input. Participants experiencing VR with tactile augmentation gave significantly higher ratings of presence than those experienced VR alone (Hoffman et al. 1996) . Finally, we speculated that an exploded view of a Vr model would provide a cognitive capacity heretofore unrealized with the possible exception of encasing the exploded components in a clear medium such as plastic or glass. Exploded views are generally helpful because they clearly show the articulation of components through connecting dashed lines. Yet, this type of depiction may be detrimental in a dynamic 3D environment since the simultaneous visibility of foreground and background components would likely increase cognitive load. In support of this view, research shows that planes at different depths disrupt attention to a specific depth plane when components at each depth are of the same color, which is the case with the Vr model used in the study (Theeuwes et al. 1998) . Hence, an important goal of our inquiry was to follow Winn's (2002) recommendation for researchers to study the characteristics of virtual environments that help or hinder learning.
Experiment 1

Method
Design and subjects
The base design for the study was a posttest-only between groups comparison with random assignment of participants to either study a real model (RM) or a virtual realia (Vr) display prior to an assembly task. Ten female undergraduate education majors enrolled in an instructional technology course participated in the study, earning extra credit towards the course grade for their participation.
Materials
Real model After locating a Meccano dealer, we obtained the identical pieces used in Pillay's (1998) study: 12 metal plates, 12 bolts, and 12 nuts; all materials were made of a silver-colored metal except for the brass nuts and the largest of the plates, measuring 3 † · 1.5 †, that was painted bright yellow. We purchased two sets of these materials, one to build a fully-assembled model (see Fig. 1 ) that served as the study display for the RM treatment and a second set for use by all participants in completing the assembly task. By using the same materials as Pillay, we reasoned, the results from this study could serve as a benchmark for comparing data from the current investigation.
Virtual model Using the real model as a guide, we developed a 3D computer model using AutoDesk 3D Studio Max program. The completed rendering depicted the model in the same exploded view as the isometric drawing from Pillay's experiment. Using this rendering, we then built the virtual model with Cycore Cult3D Designer, exporting the completed file into a simple HTML program for display in a Netscape browser. Finally, the HTML file was installed on a Dell Latitude laptop computer with a Pentium III 750 MHz processor, 256 MB of RAM, and a 15 † diagonal viewing area set to 800 · 600 dpi resolution. Figure 2 shows the finished display.
Procedures
Participation in the study spanned a two-week period; those arriving for the study in the first week were assigned to the model condition while those in the second week received the Vr treatment. Experimental sessions were held in a college office containing a conference table and a few chairs. Upon arrival at a scheduled session, a participant sat at the conference table with a second small card table located adjacent to the right. For those in the RM condition, a white unmarked shoebox, placed approximately 18 † in front of them, Fig. 1 The real model of the completed Meccano assembly covered the model. Instead of the shoebox, those in the Vr condition saw an opened laptop computer in the same position showing a blank screen. In both conditions, a six-inch clear plastic bowl, placed in the center of the small adjacent table, contained all the pieces required for the assembly task. To the right of the bowl was placed a quarter-inch crescent wrench and a small flat-bladed screwdriver. A video camera placed 45°to the side of the front table ran continuously during each experimental session to record participants' study and assembly behavior.
Each participant was given an overview of the task to be performed and told that the model to be assembled bore no resemblance to a real-world object. The participant was also informed that all the pieces needed to complete the assembly task were located in the plastic bowl and that there was no deception or trick involved. All participants were told that, following a 2-min period to become familiar with the tools and parts they would be using, they would be allowed to study a job aid that would assist them in assembling the object. The experimenter told participants they could study this aid for as long as desired. However, once they indicated they had studied enough and were ready to start assembling the model, the job aid would not be available for viewing. Additional looks at this information, nevertheless, could be requested if they found themselves at a point where they were unable to complete the task. Finally, the experimenter informed participants that the video camera only focused on their hand movements and that they could not be personally identified on the recorded videotape.
Following the overview, participants in the Vr condition were shown an example of a Cult3D display on the laptop-a simple block of metal with drilled holes that appeared distinctively different from the Meccano model. With this model, participants learned how to work the mouse to spatially manipulate an object shown and practiced using the technology. The instructional segment lasted about 1 min with 4 min allotted for practice time. After this period, participants in the Vr condition, like those in the model group, familiarized themselves with the Meccano parts and tools for 2 min. During this time, the experimenter loaded the Cult3D rendering of the Meccano model on the laptop. Once the tool familiarization phase was over, participants returned all disassembled parts to the bowl and rotated their chair to face the hidden job aid. Either the experimenter then lifted the shoebox to reveal the fully assembled model to those in the RM condition or, in the case of the Vr condition, moved the mouse to close the screen saver and present the Vr display. Once participants indicated they were ready to begin the assembly task, the job aid was again hidden from sight.
Participants then began the assembly task and were permitted an additional look at the instructional material only after being granted permission by the experimenter. At no time was a participant allowed to concurrently view the job aid and perform the assembly task or compare their progress to the completed real or virtual model. Once participants stated that the assembly task was finished, they were instructed to rate, from one to ten, the difficulty of the task, with ten representing the greatest difficulty.
All participants completed the experimental session in less than one hour.
Results and discussion
Following each session, we examined the completed assembly, counting the number of parts that were correctly connected (maximum possible was 14 connections). Additionally, we viewed the videotapes of the constructions by participants to identify: (1) total time spent studying the instructional material prior to beginning the assembly task; (2) the frequency of remedial looks at the instructional material; (3) total time spent on remedial looks; (4) number of correct assemblies; (5) total time used to complete the assembly task; and (6) any special strategies used by participants to complete the task. Following the calculation of descriptive statistics, all data were entered into separate one-way ANOVAs with an alpha of 0.05 assumed for all tests of significance.
As Table 1 shows, participants in the Vr condition spent approximately three times longer examining their instructional material before beginning model assembly compared to those viewing a real model. Further, time on the task by the Vr group was roughly half of that exhibited by those who studied a completed model. ANOVA of the data confirmed that participants studied virtual models significantly longer, F(l, 9) = 23.49, P < 0.01, than real models. Additionally, participants in the Vr condition took significantly less time, F(1, 9) = 8.89, P = 0.02, to complete the task. None of the other between-group comparisons reached significance. Although these results are tentative given the small sample sizes involved, they are nonetheless encouraging. The fact that participants viewing virtual models examined their materials significantly longer than those who studied a real model suggests Vr displays demand greater ''mindfulness'' than the use of real models. One explanation for this is that greater concentration and attentiveness was required to spatially manipulate Vr displays compared to real models. This might have produced heightened processing attention among those with computer displays, thereby explaining the much shorter time this group needed to complete the assembly task. Alternatively, the attention allocation differences between the Vr treatment and the real model might have been due to a novelty effect. This thesis is discounted, however, by the fact that participants appeared to rapidly develop skill in manipulating the 3D image, often saying they were ready long before the 4-min practice phase was over. Further, none of the participants expressed amazement or even curiosity about the 3D technology.
One unexpected outcome of the study was that all of the Vr participants presented their completed model as a two-part assembly. Examination of the Vr display revealed that the rendering was incorrect and that a dashed line connecting the disc-shaped plate to the rest of the model had been omitted. While this error clearly influenced assembly performance, it seems unlikely that its effect on either overall study time or total time of assembly was significant. On the other hand, it suggests that those using Vr displays are very attentive to small details in the models depicted. This speculation is also supported by the fact that all Vr participants remembered to insert two washers in their proper places whereas those in the real model condition frequently omitted such details in their assemblies.
Experiment 2
In addition to the small sample size and erroneous display, we identified an additional problem in the aforementioned study: the Vr display consisted of an exploded view while the real model showed the target construction in a fully assembled state. Hence, performance based on differences in the mode of presentation, Vr or RM, was confounded by variations in display format-assembled versus exploded. Our second experiment addressed these shortcomings. We also designed this study to determine how well participants could perform the assembly task from memory 3 days after their initial performance. In Pillay's experiment, participants in Trial 2 repeated all phases performed in Trial 1 including pre-assembly study of instructional displays. By contrast, the current study required participants to assemble the object in Trial 2 entirely from what they had learned in Trial 1. This, we believed, would provide evidence on the amount of cognitive load encountered during the study phase of the experiment, especially by those viewing an exploded Vr display.
Another important aim of this study was to determine whether viewing an exploded view of a virtual model adds or detracts from assembly performance. On the one hand, such a display (see Fig. 2 ) might increase one's assembly performance compared to a Vr display of the same object, but fully assembled, because the former clearly articulates how model components are connected better than even the real model itself. On the other hand, it could be argued that an exploded view decreases performance because one is able to view through open spaces created by the separated parts to perceive spatial relationships occurring at the front and back of the model simultaneously. It is feasible that Note: Sample size was six subjects in the Real Object group and four subjects in the CB3D group a Scale of 1 to 10 with 10 = greatest difficulty such displays could provide viewers with too much information.
Method
Design
The study involved contrasting three types of instructional aids-a real model (RM), a virtual model fully assembled (Vr-A), and a virtual model in exploded view (Vr-E)-for performing the same assembly task twice with a 3-day interval between assemblies. Hence, the experimental design was a 3 Display (RM vs. Vr-A vs. Vr-E) · 2 Trial mixed factorial design where display was varied between participants and trial served as a repeated measure. Criterion measures on both trials included time required to complete the assembly task and the number of correct connections made in the completed assembly. Additional dependent measures collected during Trial 1 included the amount of pre-assembly study time and the number of additional looks at the stimulus display requested by participants during the assembly task.
Subjects
Participants in the study consisted of 28 lower-division undergraduates who participated individually in the study. With the exception of four participants, all were education majors recruited from several different classes. Participants were randomly assigned to the three treatment conditions in the following proportions: nine persons (six females and three males) to the RM condition, ten (seven females and three males) to the Vr-A treatment, and nine (seven females and two males) to the Vr-E group. Randomization was achieved by alternating the experimental condition that was set up independent of the sign up sheet used by participants to schedule themselves for a session. In this way, each of the three treatments had the same chance of being used at different times of the day without regard to what participant was scheduled to participate at a given time.
Materials
Both the real model and exploded virtual model in Experiment 1 were used for the RM and Vr-E treatments, respectively, in the present study. For the Vr-A treatment, we created an additional display depicting all the Meccano pieces in a fully assembled state. For each of the Vr displays, we created a one-slide PowerPoint program for presenting the information during the experiment. We installed these files on the same laptop computer used in Experiment 1. In this study, however, we attached a black cardboard rectangle to the top edge of the screen with two pieces of tape so that, when flipped over, it covered the entire screen area.
Procedures
Research sessions were held in the same windowless college office used in the previous study. Our procedures were identical to those we used in Experiment 1 with the following exceptions: (1) participants returned 3 days after the assembly task to repeat their performance in a second trial; (2) at the end of Trial 2, participants were asked to rate, on a scale of 0 to 5, the mental effort involved in the assembly task; and (3) participants were asked to rate, on a scale of 0 to 5, the usefulness of the instructional display in completing the assembly task.
Results and discussion
Scoring
Two graduate students viewed the 56 videotapes (two per participant) to accurately record: (1) total time spent studying the instructional material prior to beginning the assembly task; (2) the frequency of remedial looks at the instructional material; (3) total time spent on remedial looks; (4) number of correct assemblies; (5) total time used to complete the assembly task. To determine accuracy of assembly, the number of correct connections among the attached elements was counted, with 12 being a perfect score.
Assembly performance
Assembly accuracy An alpha of 0.05 was used for all statistical tests. The mean percentages of correct connections made during the assembly task for the RM, Vr-A, and Vr-E groups were, respectively, 77, 57 and 64% on Trial 1 and 75, 68, and 69% on Trial 2. Data on assembly task accuracy was entered into a 3 Display (RM vs. Vr-A vs. Vr-E) · 2 Trial repeated measures ANOVA. Results showed no significant differences for either the main effects of Display and Trial or for the Display · Trial interactions.
Time on task ANOVA comparing the time each group took to complete the assembly during both trials showed no significant main effect for Display or for the Display · Trial interaction. As expected, the main effect for Trial was significant for time on task, F(1, 25) = 34.37, P < 0.001. Participants in all groups (see Fig. 3 ) dramatically reduced the time required to complete their assemblies between Trial 1 and Trial 2. Through the greatest reduction in assembly time was accomplished by the Vr-A group, the difference between this and the other treatment groups was not statistically significant.
Study time
The mean times spent by participants in the RM, Vr-A, and Vr-E groups to study their respective job aids were 131.7, 184.0, and 252.1 s, respectively. A one-way ANOVA indicated significant, F(2, 25) = 4.84, P < 0.02, differences between the groups. A Newman-Keuls post hoc test of the data revealed that study time by those in the Vr-E group was significantly longer than participants in the RM group. A similar pattern was evident in the mean total times, in seconds, of remedial look backs requested by participants in the RM, Vr-A, and Vr-E groups: 42.2, 57.7, and 86.7, respectively. However, due to the high variability within groups, these means were not significantly different from one another.
Relationship between study and time on task
Based on the large differences between groups in how long their job aid was studied, the relationship between this variable and the amount of time on the assembly task was studied in detail. Total study time was first calculated for each participant by adding the time spent studying the aid with all the accumulated time a participant spent on remedial look backs. The relationship between total study time and total assembly time (i.e., the assembly times for Trials 1 and 2 combined) was then analyzed, indicating a significant, r = 0.52, P < 0.01, correlation between the two variables.
Next, the interrelationship between assembly times and scores for each trial, study time, look back time, and participants' ratings on the usefulness of their display was examined separately for each group. Study time and the time to complete the assembly during Trial 1 was significantly correlated among Vr-A participants, r = 0.68, P = 0.03, and nearly so among those viewing a real model, r = 0.61, P = 0.08. Among Vr-E participants, however, there was little correlation, r = 0.23, P = 0.56, between these variables. Total look back times, meanwhile were significantly correlated with the Trial 1 assembly task for both the RM group, r = 0.80, P = 0.01, and the Vr-E group, r = 0.75, P = 0.02.
As one might expect, there was a significant correlation between Trial 1 and Trial 2 in the time taken to complete the assembly by participants viewing either real model (r = 0.81, P < 0.01) or the fully assembled virtual model (r = 0.63, P < 0.05). On the contrary, times on assembly performance for Trial 1 and Trial 2 by those in the Vr-E group showed an almost perfect non-correlation (r = -0.01, P < 0.98). There were no significant correlations, other than those already stated, that arose from this analysis.
Participant ratings
Following the assembly activity in Trial 2, participants were asked to rate, on a scale of 0 to 5, both the mental effort involved in the task and the usefulness of the aid studied during Trial 1 (with 5 indicating greatest effort or usefulness, respectively). Participants did not vary significantly in their perceived effort of the task, which received a mean rating of 2.7 for the entire population. The highest mean difficulty rating came from Vr-E group (2.9) while the lowest was from Vr-A participants (2.5). In terms of the job aid's usefulness, the RM, Vr-A, and Vr-E groups rated it, respectively, 4.2, 4.8, and 4.6. However, a Kruskal-Wallis one-way ANOVA did not indicate that these differences were statistically significant.
An important purpose of the current experiment was to validate the results from Experiment 1. In that regard, this study can only be considered a partial success. As in the previous study, the virtual model (exploded view) was studied longer than the real model. However, the opposite was true when the criterion measure was assembly time; participants with the real model took longer to complete the assembly compared to those in the Vr-E condition. Unfortunately, in this study the differences were only significant for study time, not assembly time.
The differences, however slight, between the RM and Vr-E groups on assembly time in Trial 1 seemed to vanish entirely by the second trial. This suggests that Fig. 3 Relative reduction in time on the assembly task by the three treatment groups between trials 1 and 2 the significant differences for time on task between the real and virtual model in Experiment 1 were only transient; had this study incorporated a second trial, both groups would have likely been equivalent in performance. By contrast, the reduced assembly time in Trial 2 by the Vr-A group relative to the other conditions hints at potential long-term learning gains with this type of display. Though not significant by conventional standards, the performance by Vr-A participants in Trial 2 is important since it represents a saving of over 2 min on a task of roughly 15 min (a reduction of about 15% over the real model). Further, the Meccano assembly task was easy for participants; it would be interesting to see whether a Vr-A display reduces assembly time even further for authentic tasks that are of greater complexity.
Clearly, participants who were provided a virtual model in an exploded view studied their display far longer than those viewing a real model. One explanation for this could be either the novelty or difficulty in using an interactive 3D training aid. However, when participants familiarized themselves with the technology by using a practice display, many tried to quit well before the end of the allotted 2 min, saying they had practiced enough. Additionally, the novelty of this technology would have also been evident among Vr-A participants, whose mean study time was closer to the RM group than the Vr-E group. Hence, it is unlikely that the longer study by Vr-E participants was due to the newness of the technology.
Another possible reason for the longer study by Vr-E participants is that their display was more difficult to understand. If so, the additional cognitive load imposed by the exploded view's visual would conceivably have an adverse effect on learning even though the performance task itself may have been accomplished. One measure of the actual learning that occurred is the subsequent performance on the same task after a prolonged delay. For example, on a task of moderate difficulty, such as the Meccano assembly, participants should improve with each successive test in proportion to their native ability. This was clearly the case with the RM and Vr-A groups; both showed significant correlations in time on task between the two trials. By contrast, the relationship between time scores in Trial 1 and 2 among participants in the Vr-E group was virtually nonexistent, hinting that no real learning had occurred. Another measure of learning, the relationship between study and performance, was present in the Vr-A and RM groups, but not for Vr-E participants.
The thesis that a greater cognitive load accompanies study of a virtual model in an exploded view is further supported, albeit weakly, by ratings of participants on the difficulty of the assembly task. Out of the three treatment groups, Vr-E participants rated the assembly task most difficult while Vr-A participants rated the task least difficult. These differences were not significant but might have been greater if the ratings had been obtained after Trial 1 rather than following the relative success of participants during Trial 2.
General discussion
The failure of the current study to replicate the significantly superior performance of the virtual model uncovered in the Experiment 1 was disappointing. With the data from the Experiment 2, it now appears that the relatively longer study of the Vr-E display compared to the real model in the pilot may be due more to a higher cognitive demand by the former rather than shallow processing of the latter.
In addition to extending the pilot study, this experiment attempted to replicate the earlier study by Pillay (1998) , using the assembly performance by participants who viewed the model as baseline data. We compared Pillay's results with the outcomes from out two experiments (see Fig. 4 ) by calculating, in each case and for every treatment, the mean number of seconds per correctly assembled piece. One striking aspect of Fig. 4 is that participants who viewed a real model in Pillay's study were outperformed by every other group represented (a shorter bar indicates better performance). This can be explained by the fact that Pillay's participants were children with a mean age of Fig. 4 Comparison of performance by participants in on the same assembly tasks following study or real or virtual models Virtual Reality (2006) 10:283-292 291 14.2 years. In our two experiments, by contrast, participants were undergraduate students. Nevertheless, the improvement in assembly performance between trial 1 and 2 for participants who study a real model were roughly the same proportion in both Pillay's and the current study. Perhaps the most important insight gained from the graphic depiction of these experiments is that, in the case of the two studies incorporating virtual models, participants' performance was essentially identical for all treatments by Trial 2. This may indicate, as suggested earlier, that the task may have been too easy for adult participants and that the lack of significant differences in performance between groups might be due to a ceiling effect.
Our research explored the feasibility of using virtual realia as job performance aids for completing a simple assembly task. Based on the evidence gained from the two studies, virtual models appear to be at least as effective as real models for training persons on assembly tasks. Using these new learning tools, people are able to assemble objects with speed and accuracy after minimal practice.
An important next step in this research will be to test whether participants can use virtual models for authentic on-the-job tasks with considerably higher complexity than the 12-piece object used here. If virtual realia proves to be effective for everyday jobs such as equipment repair and maintenance, it will have enormous ramifications for Internet-based training. Virtual models, hopefully then, can serve as the ''missing link'' that will enable trainers to finally provide distributed knowledge for acquiring psychomotor skills.
