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1 Introduction
The European Space Agency’s (ESA) Rosetta mission to comet 67P/Churyumov-Gera-
simenko (hereafter CG) was launched from Kourou in French Guyana on an Ariane 5
launcher on March 2, 2004. The Rosetta mission is an international cooperative project
between ESA, various European national space agencies, and NASA. The Rosetta space
craft consists of the Rosetta orbiter and the Rosetta lander Philae. It is designed to per-
form a series of experiments at the comet and on its surface as described in Glassmeier
et al. (2007). These experiments are going to provide a unique insight into the state and
evolution of comets addressing one of the prime scientific objectives of the Rosetta mis-
sion which is to learn more about the origin of the Solar System by studying the origin of
comets (Schwehm and Schulz 1999). The Rosetta mission is going to broaden our knowl-
edge of comets in particular and the Solar System in general together with previous in-situ
missions to comets like the flyby of the ICE space craft at 21P/Giacobini-Zinner, the two
Vega missions and Suisei who encountered 1P/Halley, the Giotto flybys at 1P/Halley and
26P/Grigg-Skjellerup, the Deep Space 1 mission to 19P/Borrelly, the Star Dust mission
to comet 81P/Wild 2, and the recent mission Deep Impact to comet 9P/Tempel 1.
Active comets belong to the brightest and most impressive objects in the Solar System.
As comets approach the Sun they warm and eject gaseous and dust material into space
forming a surrounding structure referred to as coma. Depending on cometary activity the
coma can reach the size of the Sun with spatial extensions in the order of 105 to 106 km.
Besides their coma comets are also known for the elongated tail which can reach up to 1
AU. In general, the tail consists of the plasma tail directed in anti-sunward direction and
the broad and curved dust tail.
Among the questions one hopes to enlight by studying comets is the question related to
Solar System formation 4.6 billion years ago. As Charnley and Rodgers (2008) reviewed
current theories tell us that the Solar System formed from the collapse of an interstellar
gas and dust cloud. A small fraction of the solid matter survived the earliest stages of
planet formation and could be the building blocks of comets (Blum and Wurm 2008, Fer-
nández 2007). Information about the conditions at the time of comet formation could be
deduced if the structure and the composition of comet nuclei remained unchanged since
the time of formation. Possible links between comets and the interstellar medium could
be drawn if comets consist at least some ingredients from this source as argued by Charn-
ley and Rodgers (2008). If presolar grains are detected in comet nuclei a link between
interplanetary dust particles and comets could be established. The former are studied
extensively in laboratories and could indicate that circumstellar grains are a reservoir of
comet material as discussed by Hoppe (2007). These information would possibly help to
distinguish among different models related to Solar System formation. The result would
be a model telling us how the Solar System and eventually Earth and live on Earth might
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have formed. A contribution to questions that have interested mankind ever since.
Among the questions cometary research tries to answer in this context is how pris-
tine comets really are. The predominant species in the coma of comets is water but also
more volatile species like NH3, CO2, CO, NH2 and N2, and many more have been ob-
served. The fact that comet nuclei include such volatile species indicates that they must
have formed in cold regions beyond the snow line in the protoplanetary disk. Their chem-
ical composition might enable to trace their origin to certain regions in the protoplanetary
disk. Comets are therefore considered to be the most pristine bodies in the Solar Sys-
tem. In contrast to Asteroids which are rocky objects and in most cases depleted in water
or other volatile species showing no outgassing activity comparable to comets. Recently,
this picture appeared to have been questioned by the Star Dust mission to comet 81P/Wild
2. Examination of samples from the Star Dust mission indicate a relative high amount of
silicates that were formed at high temperatures which was not expected as reviewed by
Burchell and Kearsley (2009). Stadermann et al. (2008) conclude that a significant amount
of material in Wild 2 must be from the inner Solar System. A transport mechanism needs
to bring these materials either at the time of comet formation or before to the outer Solar
System. Another more simple explanation was given in Burchell and Kearsley (2009).
There might be no gap between regions of asteroid formation and of comets which could
lie just within a snow line allowing for the incorporation of ices. Such comets would be
close enough to the Sun to incorporate high temperature silicates. Subsequent scattering
by the giant planets could bring those comets to the outer Solar System. Despite these
results Fernández (2007) pointed out that the elemental composition of comets indicate
that these objects might be the most primitive unprocessed bodies of the Solar System.
The low bulk density of comets estimated for instance by Davidsson and Gutiérrez (2005)
and the tensile strength as argued by Trigo-Rodriguez and Blum (2009) corroborate this
conclusion. Thereby, comets offer a window into the early stages of Solar System forma-
tion.
Thermal modeling of comets contribute to these questions by providing a framework
to understand cometary activity and to calculate temperature depth profiles. Cometary
activity is calculated based on assumptions on the composition and the structure of comet
nuclei. Matching theoretical production rates to observations allows to constrain impor-
tant parameters. The distribution of volatile species in the nucleus can be deduced from
the temperature depth profiles allowing to infer how processed a comet nucleus is. In
addition, thermal models are important to interpret the expected data from ESA’s Rosetta
mission. Among many other experiments the temporal and spatial characteristics of ac-
tivity and temperature profiles beneath the surface are going to be measured.
Numerous thermal models have been developed in the past three decades with dif-
fering degree of complexity. Most thermal models account for gas diffusion and assume
the existence of amorphous ice with trapped gases. Two independent groups were able
to interpret the extensive set of production rates for the super volatile species CO of
comet C/1995 O1 (Hale-Bopp) by assuming the presence of amorphous ice with vary-
ing amount of trapped CO gas which is released upon phase transition from amorphous to
crystalline ice. Several leading groups dedicated to the thermal modeling of comets and
other minor bodies gathered for an International Space Science Institute (ISSI) project
at Bern/Switzerland to run simplified cases. This project is very important for thermal
modeling of comets as it has posed many questions on the numerical and physical model
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of the thermal evolution of comets. Rather large differences in the maximum surface tem-
perature have been obtained for the most simple test case - a pure water ice comet - as
reported by Huebner et al. (1999) and Huebner et al. (2006).
The employed, until now not verified, assumption of amorphous ice to successfully
interpret the CO data of comet Hale-Bopp and the fact that large differences for the most
simple test case of a comet in the comparative study among the leading thermal modeler
groups have stimulated the development of a novel thermal model as part of this doctoral
thesis. The model solves the heat and mass transfer problem of comets. Heat conduction,
heat advection, gas diffusion, sublimation, and condensation are considered like previous
models. In addition, surface erosion due to surface sublimation is properly accounted for.
Numerically, this problem leads to moving boundaries which are taken into account by
following well known numerical methods and which are often referred to as Stefan prob-
lem. The model is first applied to interpret the water and CO measurements of Hale-Bopp
without assuming the presence of amorphous ice. Then the model is applied to predict
the water and CO activity of comet CG in addition to the calculation of temperature depth
profiles in preparation of the Rosetta mission.
On their journey into the inner Solar System comets are also subject to the solar wind
- a plasma flow with a frozen-in magnetic field. The plasma environment of CG is inves-
tigated in the second part of the doctoral thesis. The solar wind-comet (SW-C) interaction
leads depending on the outgassing strength of the comet and other parameters to the for-
mation of characteristic plasma structures like the bow shock and the ion composition
boundary and additional sharp transitions giving the impression of a multi-layered inter-
action region. Comets provide a unique laboratory to study the interaction of an extended
soft obstacle, the coma of the comet, and a supersonic and super-Alfvénic plasma flow.
The characteristic scales in temporal and spatial dimension make it necessary to apply a
hybrid simulation model to study the SW-C interaction in order to resolve the gyromotion
of the solar wind protons and cometary ions which are to a large extend responsible for the
formation of the plasma structures. Besides the theoretical interest in studying the SW-C
interaction such simulations provide insight in the nature and size of the interaction of the
solar wind with a weakly outgassing comet. These information allow to prepare missions
like the Rosetta mission to gain the largest scientific output.
The doctoral thesis consists of two parts. In Chapter 2 the thermophysical model is
presented and in Chapter 3 tested. Then, the thermal model is applied to study the water
and CO activity of comet Hale-Bopp in Chapter 4. The investigation of this comet is
particularly important since this comet represents a kind of a reference comet as it has
been extensively studied by Earth and space based instruments. In Chapter 5 which is
the last chapter of the thermal part the model is applied on comet CG. In this Chapter the
role of the Stefan problem is thoroughly investigated and temperature depth profiles are
discussed. The second part of the thesis starts with Chapter 6 in which the hybrid model
is presented. Chapter 7 is then devoted to the study of coma anisotropies of comet CG
while in Chapter 8 the perihelion approach of comet CG is simulated for a single cometary
ion species. The model is then extended in Chapter 9 to include a second cometary ion
species, e.g. CO. A summary is given in Chapter 10.
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2.1 Previous thermal models of comets
The thermal evolution of comets has been studied in various forms by several research
groups after 1950 when Whipple (1950) proposed the icy-conglomerate model of comet
nuclei, when Oort (1950) identified the Oort cloud as a reservoir of comets, and when
Biermann (1951) correctly interpreted the plasma tail of comets to be the result of the
solar wind-comet interaction. More recently, Prialnik (2006) gave a list of active modeler
groups consisting of 11 entries indicating the broad interest in comets even to this day.
In the 1980’s most thermal models treat the nucleus as a compact mixture of ice and
dust with no bulk sublimation. The models of Weissman and Kieffer (1981), Kührt (1984),
Prialnik and Bar-Nun (1987), Kührt and Keller (1994), and Julian et al. (2000) belong to
this class. Around the transition from the 1980’s to the 1990’s thermal models based solely
on the thermal conduction equation were extended to include parametrically the contribu-
tion of gas vapor through an effective thermal conductivity. This extension was stimulated
by results obtained from ESA’s Giotto mission to 1P/Halley. Rickman (1989) estimated
the mass density of 1P/Halley to be in the ranges of 280 to 650 kg m−3 which lead to the
conclusion that cometary nuclei had to be porous. The contribution of bulk sublimation
and subsequent gas diffusion is indirectly employed in the derivation of the effective heat
conductivity. A key assumption is that saturation pressure prevails at all depths and also
at the surface. This approach was followed by Steiner et al. (1991), Kossacki et al. (1994),
Kossacki et al. (1997), and Kossacki et al. (1999). In the early 1990’s a new class of ther-
mal models were devised which solved the coupled heat and mass transfer problem. This
approach was empirically motivated by the results of Spohn and Benkhoff (1990) obtained
during the KOSI experiments at the DLR in Cologne/Germany. While the boundary con-
dition for the heat conduction equation is almost in all models besides few modifications
the same the gas diffusion equation made it necessary to specify appropriate boundary
conditions. A zero surface pressure is an assumption employed in such models by Mekler
et al. (1990), Prialnik (1992), Prialnik et al. (1993), Podolak and Prialnik (1996), Enzian
et al. (1998), Enzian (1999), and Orosei et al. (1999). Fanale and Salvail (1984), Spohn
and Benkhoff (1990), de Sanctis et al. (1999), and Capria et al. (2001) employed the as-
sumption that saturation pressure prevails at the surface. Specifying reasonable boundary
conditions is very important but difficult to formulate. Rickman and Fernandez (1986),
Rickman et al. (1990), Espinasse et al. (1991), Tancredi et al. (1994), Orosei et al. (1995),
Capria et al. (1996), and Enzian et al. (1997) employ the conservation of the outgoing
mass flux as boundary condition for the gas diffusion equation. The models of Tancredi
et al. (1994), Huebner and Markiewicz (2000), and Davidsson and Skorov (2002) tried
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to correct the upper boundary condition of the gas diffusion equation for the molecular
back flux due to a non-maxwellian velocity distribution at the surface of the nucleus. In
the model of Skorov et al. (2001) the macroscopic gas diffusion equation is replaced by
a kinetic description of the sub-surface mass flow. In these models either Monte Carlo
simulations of molecular migration or analytical approximations such as Clausing trans-
mission probability functions are employed. In the last couple of years, thermal models
were devised to calculate the thermal evolution of comets in 3 dimensions. Rosenberg
and Prialnik (2007) presented a fully 3 dimensional model which is applied to study dust
mantle formation in Rosenberg and Prialnik (2009). To simplify the calculations it is as-
sumed that the gas subliming in the interior of the nucleus escapes to the surface with
no time-delay. 3 dimensional codes allow to take into account the lateral heat flow at the
surface and in the interior of the comet. They might also provide a mean to investigate sur-
face structures and non-spherical cometary shapes. As for all thermal models the thermal
conductivity is a key parameter to judge the importance of such models. Unfortunately,
this parameter is not well constrained. But in connection with the Rosetta mission such
models might turn out to be very useful.
The contributions of some research groups have been concentrated as part of an Inter-
national Space Science Institute (ISSI) project to discuss and compare thermal models of
comets. The aim was to establish a reference model against which future models could be
tested. The project published in Huebner et al. (2006) results of the comparison of three
and in some calculations five research groups. The groups ran a number of test cases for
simple nucleus models. It turned out that even for quite simple models like a pure water
ice sphere the deviations among model results where quite substantial. Compared to a
previous publication by Huebner et al. (1999) the results in Huebner et al. (2006) have
not much improved. At aphelion there was a deviation in the maximum surface tempera-
ture for a pure water ice sphere up to 10 K. The authors attributed the differences mainly
on the treatment of the thermal gradient in the upper boundary condition of the thermal
conduction equation without going into details of how the thermal gradient is calculated
numerically. In addition, the authors mention that strong surface erosion might be re-
sponsible for the large deviations in the maximum surface temperature without giving an
outline how erosion is defined and how it is calculated. Despite these strong deviations the
project is very important for thermal modeling of comets as it gathers the experience of
several research groups. Future modeling efforts can rely on this compendium and work
towards an improvement of the models. The project has also demonstrated how difficult
and complex thermal modeling of comets really is.
As part of this thesis the effect of surface erosion on the thermal state of the nucleus
is investigated. Many groups calculated as part of their models the amount of erosion
but they have not or only roughly considered what effect erosion due to sublimation has
on the thermal state of the nucleus (Benkhoff and Huebner 1995, Enzian et al. 1998, de
Sanctis et al. 1999, Orosei et al. 1999). Surface erosion due to sublimation leads to es-
caping surface material, and thus also to material that was previously heated. The internal
energy stored therein is lost obstructing the penetration of the nucleus by the diurnal heat
wave. In the literature, these kind of moving boundary value problems are called ablation
problems. They constitute a special type of Stefan problems (SPs), which are named in
remembrance of the early work of Stefan (1891) on moving boundary value problems in
connection with the solidification of water. Since then, many articles have been devoted
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to theoretical and more applied investigations of moving boundary value problems (Ock-
endon and Hodgkins 1975, Crank 1984). Douglas and Gallie (1955) published an article
introducing the notion of a variable time step which is chosen such as to secure that at
each time step the moving boundary is located on a grid node. Later, Murray and Landis
(1959) introduced a technique characterized by a variable spatial discretization size and
a fixed number of discretization points so that at each time step the moving boundary is
located on a grid node. While these methods belong to the class of variable front tracking
methods, Crank and Gupta (1972) proposed a method in which the spatial discretization
size is kept constant but the grid is redrawn according to the movement of the boundary.
The values of the field quantities are then obtained through interpolation. The textbook
of Crank (1984) provides a good introduction into the field of moving boundary value
problems. More recently, in the research field of thermal modeling of minor bodies in
the Solar System moving boundary value techniques have been applied to study various
scenarios. Merk et al. (2002) applied the method of Murray and Landis (1959) for the
moving boundary to study the 26Al-induced radioactive melting of Asteroids considering
accretion. The same method concerning the movement of the boundary has been incor-
porated in the models of Merk and Prialnik (2006), which are devoted to question of the
existence of liquid water in trans-Neptunian objects. Gortsas et al. (2007) incorporated the
method of Crank and Gupta (1972) to study the impact of surface erosion on the thermal
state of the nucleus and on cometary activity. Prialnik and Merk (2008) developed a new
code treating the movement of the boundary according to the Murray and Landis (1959)
method. They study growth and evolution effects of Kuiper belt objects and Enceladus.
Whether moving boundary value techniques have been applied in other models than
those just cited and which were not applied to the modeling of cometary activity is very
difficult to judge. In a more numerical oriented publication Prialnik (1992) described very
briefly in the appendix that the number of grid points decrease as the ice at the surface
sublimates. No further details like in the publication of Prialnik and Merk (2008) were
given. How the movement of upper boundary is treated is not described in a review
article of thermal modeling of comets in Prialnik et al. (2004) nor in an ISSI publication
devoted to the modeling of heat and gas diffusion in comet nuclei by Huebner et al. (2006).
Although, one reason for the large deviations among different thermal models for a pure
water ice sphere in Huebner et al. (1999) and in Huebner et al. (2006) have been attributed
to the thermal gradient at the surface. But it is clear that the numerical treatment of the
moving boundary impacts the thermal gradient at the surface.
To conclude, either the movement of the upper boundary was not taken into account.
Or if it was taken into account it might have been modeled with a method that is not so
sophisticated as the one presented in this thesis and as those methods used in the above
cited recently published articles which were not applied to study cometary activity. An-
other possibility would be that the thermal conduction coefficient was so large that the
obstruction of the diurnal heat wave could be neglected. Thermal conduction coefficients
around 1 W K−1m−1 and higher were quite common before the recent results of Groussin
et al. (2007) in connection with the Deep Impact mission to 9P/Tempel 1.
In this thesis the approach of Gortsas et al. (2007) and Gortsas et al. (2008) is followed
to investigate systematically the effect of surface erosion due to sublimation of ices on the
thermal state of the nucleus and on cometary activity. The SP of comets is formulated
and solved. The movement of the fixed grid and the interpolation technique with cubic
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splines is taken from Crank and Gupta (1972). In extension to that, a non-constant number
of intervals is introduced in order to be able to calculate oscillating boundaries which can
come very close to the surface. This adaptive approach is essential to model cometary
activity of a multi-component nucleus.
It will be shown that the SP is important if the internal energy of the eroded surface
layers cannot be neglected compared to the energy transported into the nucleus by the
thermal heat wave. Therefore, the relevance of the SP depends on the sublimation rate
and on important parameters like heat conductivity, density, specific heat, and diurnal
rotation period.
2.2 Characteristic scales of surface erosion
Before the presentation of the model the characteristic scales of surface erosion are esti-
mated and compared with the characteristic scales of the diurnal heating of the rotating
nucleus. A pure water ice sphere shall be considered at perihelion. The incoming solar
energy is in this case consumed almost completely by water ice sublimation. Therefore,
the solar flux FS equals the water ice sublimation energy flux Q(T0) with T0 being the
surface temperature, it yields in W m−2
FS (rH) = Q(T ) . (2.1)
rH denotes the heliocentric distance. Sublimation of water ice at the nucleus surface leads
to loss of material. The velocity ve of this erosion process is mainly given by the mass
flux Z(T ) = Q(T )/∆H in kg m−2 s−1 with ∆H denoting the latent heat of sublimation.
According to Stefan (1891) ve is given by
ve =
Z
ρi
. (2.2)
Taking, what can be considered to be a typical value for the mass density ρi of water ice
at comets (460 kg m−3 with a porosity of 0.5), yields an erosion velocity of about
ve ≈ 10−6ms−1 . (2.3)
The other parameter values can be found in Table 2.1.
The diurnal rotation of the comet leads to a quasi periodic signal entering the nucleus
through the upper boundary. For a homogeneous body in a quasi-stationary state the
propagation velocity of the diurnal wave is given by
vp =
√
4π κ
ρi c τr
. (2.4)
κ, c and τr are the thermal conduction coefficient, the specific heat capacity and the diurnal
rotation, respectively. The propagation velocity is calculated for a κ value of 10−3 W m−1
K−1 which is in good agreement with recent observations in connection with the Deep
Impact mission to 9P/Tempel 1 as reported by Groussin et al. (2007). The mass density
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Table 2.1: Basic parameters employed in the simulation of Hale-Bopp and CG.
Quantity Symbol Value Unit
Density of water ice ρi 917 kg/m3
Specific heat of water ice ci 1610 J/(kg K)
Specific heat of water gas cg,i 1370 J/(kg K)
Pressure constant water ice Ai 3.56 × 1012 Pa
Temperature constant water ice Bi 6141.667 K
Thermal enthalpy of water ice ∆Hi 2.84 × 106 J/kg
Density of CO ice ρco 1250 kg/m3
Specific heat of CO ice cco 2010 J/(kg K)
Specific heat of CO gas cg,co 720 J/(kg K)
Pressure constant CO ice Aco 1.2361× 109 Pa
Temperature constant CO ice Bco 764.16 K
Thermal enthalpy of CO ice ∆Hco 0.227 × 106 J/kg
Density of dust ρd 3000 kg/m3
Specific heat of dust cd 1300 J/(kgK)
Emissivity ǫem 0.96
Bond Albedo A 0.04
of water ice has a value of 460 kg m−3 while the other parameters can be found in Table
2.1. As a result the propagation velocity has a value of
vp ≈ 6 × 10−7ms−1 (2.5)
which is below the erosion velocity
vp < ve . (2.6)
Hence, at perihelion erosion of surface material can be much faster then time necessary
to conduct thermal energy into the body if a low thermal conductivity in the order of
10−3 W m−1 K−1 is employed. A dimensionless constant χ, called penetration number, is
introduced to distinguish easily between different regimes
χ =
ve
vp
= Z
√
cτ
4π ρiκ
. (2.7)
For the example given above the penetration number χ has a value of 1.67. Is the pene-
tration number χ > 1, then surface erosion dominates the thermal evolution of the comet
and the heat transport through the surface must be treated as a moving boundary value
problem. Is the penetration number χ ≪ 1, then continuous heating due to a fast penetra-
tion of the nucleus by the diurnal wave is dominating the thermal evolution of the comet.
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Table 2.2: The penetration number χ is listed as function of the thermal conductivity. A
porosity of 0.5 corresponding to a mass density of water ice of 460 kg m−3 was used. The
remaining constants can be found in Table 2.1.
Thermal cond. κ [W m−1 K−1] 10−1 10−2 10−3
Penetration number χ 0.17 0.53 1.67
In this case, the penetration number suggests that it is save to neglect the Stefan prob-
lem in thermophysical modeling of comets. At least, this is the conclusion one can draw
from this simple consideration of the characteristic scales. If this is also the case in the
numerical solution of the problem will be discussed later. The equation of the penetration
number χ, Eq. (2.7), shows that the movement of the upper boundary becomes important
for high sublimation rates, slow spin motion, low thermal conductivity and ice density.
In Table 2.2 the penetration number χ as function of the thermal conductivity κ is listed.
Stimulated from these considerations a thermal model based on the Stefan problem which
is able to solve the heat- and mass transfer problem in an eroding cometary nucleus with
strict conservation of energy is developed.
2.3 Kepler Orbit
The thermal evolution of comets depends on the orbit around the Sun. In this thesis two
comets with different orbits have been studied. Comet CG has a close elliptic orbit while
Hale-Bopp has an almost parabolic orbit with an eccentricity e of almost 1. In this section
the methods employed to calculate the orbit of the comet shall be presented and discussed.
For thermal modeling it is important to know the radial distance rH in a heliocentric
coordinate system as function of time. Depending on the degree of accuracy needed
there are different approaches to solve this problem. In thermal modeling of comets the
celestial mechanics equations for the radial distance to the Sun rH and the the time-of-
flight coordinate t are solved
t − t0 =
√
a3
MS
(
E − e sin(E)
)
rH = a
(
1 − e cos(E)
)
. (2.8)
t0, a, E, MS denotes the time of perihelion passage, the semi-major axis, the eccentric
anomaly, and the mass of the Sun, respectively. The derivation of these equations should
not be given here but can be found in Bate et al. (1971). These equations need to be
complemented by a relation for the true anomaly α
cosα =
a
rH
(
cos(E) − e
)
. (2.9)
While the calculation of CG’s orbit should be of no great problem, this is no longer true
for comet Hale-Bopp. This comet has a very eccentric orbit. As pointed out in Bate
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Figure 2.1: Left: Heliocentric distance rH as function of time for CG and Hale-Bopp as
employed in this thesis. For the former comet the whole orbit is calculated. The orbit
of Hale-Bopp is considered only up to 20 AU from the Sun as the thermal evolution of
the nucleus is determined when the nucleus is close to the Sun. Right: The true anomaly
α for these two comets. The calculations are started at aphelion for CG and at 20 AU
preperihelion in case of Hale-Bopp.
et al. (1971) a significant loss of numerical accuracy occurs if near-parabolic orbits are
calculated with the classical Kepler equations. Special solutions have been devised for this
problem. In models of cometary activity the accuracy of the orbit is, however, not a main
issue for the result. Other parameters influence the simulation results more significantly.
Therefore, the Kepler equations have been also used to calculate the orbit of Hale-Bopp
in the range of -20 AU pre- to 20 AU postperihelion. In Fig. 2.1 the orbits and the true
anomaly of CG and Hale-Bopp are displayed as function of time.
2.4 Thermal model
After having calculated the orbit of the comet the focus turns to the processes in and at the
surface of the nucleus. In a volume element energy is transported through heat conduction
of the ice matrix, heat advection of the vapor, and sublimation or condensation processes
in the pores. A theoretical description of these processes starts with the general formu-
lation of conservation laws of mass, momentum, and energy as appropriate for comets.
Mass conservation is expressed through a balance equation for the vapor mass density ρµ
and the solid ice mass density ρsµ of species µ
∂ρµ
∂t
+ ∇(ρµuµ) = −
∂ρsµ
∂t
. (2.10)
and
∂ρsµ
∂t
= −qµ . (2.11)
x and t denote the spatial and temporal coordinates. uµ denotes the diffusion velocity of
the µ volatile component. The source term qµ defines bulk evaporation. Following Mekler
et al. (1990) it can be calculated as the difference between the gas density ρµ of species µ
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in the pores and the equilibrium state ρµ,eq at some bulk temperature T
qµ = fp (ρµ,eq − ρµ) cth,µ(T ) . (2.12)
Here cth,µ denotes the mean thermal velocity of the µ gas species and fp is a factor that de-
pends on structural properties of the comet, e.g. fp = 2ψ/rp with ψ being the porosity and
rp the effective pore radius. It is assumed that the gas temperature equals the temperature
of the bulk material. In this model the pores are modeled as cylindrical capillaries whose
circular cross-section has a diameter of 2 rp as Mekler et al. (1990) proposed. The ρµ,eq
is given by the vapor pressure which is calculated with the Clausius-Clapeyron equation
and the assumption that the gas obeys the ideal gas law
ρµ,eq =
Pv,µ mµ
kB T
. (2.13)
The saturation pressure Pv,µ is given according to the empirical formula of Fanale and
Salvail (1984) as Pv,µ(T ) = Aµ exp(−Bµ/T ). The values of the constants can be found in
Table 2.1. An implicit assumption of this approach is that there is bulk ice in the pores so
that the reference state can prevail.
The mean free path of molecules exceeds the characteristic length scales of a porous
nucleus, e.g. the lengths characterizing the structure of the pores. Therefore, the Knudsen
number is much larger then 1. In this case the vapor velocity field can be calculated from
the Knudsen formula
ρµuµ = −Cµ
∂
∂x
(ρµ
√
T ) . (2.14)
Cµ is a factor that can be related to structural and thermal parameters (Benkhoff and Spohn
1991), e.g. Cµ = 2ψ rp cth,µ.
Equation (2.10) and (2.14) describe the diffusion of vapor inside a predefined porous
structure in a macroscopic model. The conservation of energy written in terms of temper-
ature under the assumptions of a Fourier type heat flux, the advection of energy through
vapor flow, and an energy source term reads as, see e.g. Spohn and Benkhoff (1990),
c ρ
∂T
∂t
+
∑
µ
cg,µ ρµ uµ
∂T
∂x
=
∂
∂x
κ
∂T
∂x
−
∑
µ
∆Hµqµ . (2.15)
cg,µ denotes the specific heat of vapor of the µ species. It is calculated by assuming
the validity of the ideal gas law for water and CO vapor. Dust enters the model via
cρ =
∑
µ cµ ̺µ φµ. Here ̺µ and φµ denote the bulk ice density and the volumetric filling
factor of species µ.
The description is one dimensional with respect to the processes taking place inside
the nucleus. But the boundary condition accounts for different irradiation patterns which
allows to consider active surface areas throughout the comet surface. The one dimensional
description is justified because the lateral components of the thermal flux are assumed
to be small compared to the radial flux, see also the discussion below on the thermal
conduction coefficient. In addition, processes related to cometary activity are believed to
be confined in the range of few cm to meters. This is small compared to the radius of a
comet of several km size. Therefore, it is safe to employ the plane parallel approximation
when surface features, i.e. sharp edges, are neglected.
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2.5 Thermal conduction coefficient κ
Energy transport through heat conduction in the ice matrix is described by the first term
on the right hand side of Eq. (2.15). Its contribution to the energy budget heavily depends
on the choice of the thermal conduction coefficient κ which describes energy transport in
the solid phase (grains and ices). It depends on the structure and composition of cometary
material and it is sometimes assumed to be temperature dependent. Hence, there are many
different approaches to this problem. Some authors introduce geometric parameters others
take also the bonds between the grains into account to develop analytical models for κ as
outlined in Seiferlin (1991). Smoluchowski (1982) proposed to use classical Maxwell
equations employing the analogy between heat conduction in a porous ice matrix and
electrical conduction in a network of resistance to arrive at an analytical expression of κ.
Steiner et al. (1991),however, discussed the restricted applicability of Maxwell’s formula.
Another rather widely used approach is to introduce the Hertz factor defined as the
ratio of the contact area Ac between grains to the mean cross section of a grain As. This
parameter has been used in Squyres et al. (1985) and in Kossacki et al. (1994) to cor-
rect the heat conductivity of compact ice which depends according to Klinger (1981) on
the reciproce of the temperature. Espinasse et al. (1991), Prialnik (1992), Tancredi et al.
(1994), and Enzian et al. (1998) are among authors who employed the temperature depen-
dence of κ. The Hertz factor, however, is not well constrained. Laboratory measurements
yield a wide range between 10−1 to 10−3 for the Hertz factor as discussed in Huebner et al.
(2006). More recently, this approach has been employed also in Davidsson and Skorov
(2002) who used the code of Steiner et al. (1991) to calculate light absorption of surface
layers. The Hertz factor is also employed in thermal model calculations of Sanctis et al.
(2010). Some authors also include radiative heat transfer to κ but at temperatures typical
for comets it can be neglected. Steiner and Koemle (1991) presented an approach to add
the heat transport by vapor flux through the pores to the thermal conduction coefficient κ.
Thus reducing the coupled heat and mass transfer problem to a heat transfer problem with
an effective heat conductivity.
On the experimental side, there are studies of the thermal conductivity of porous ice in
connection with comets. For a review on various measurements, especially for water ice
phases, consult Seiferlin et al. (1996) and Seiferlin (1991) and the bibliography therein.
To conclude many unsolved questions like the existence of amorphous ice or the
porosity and pore size distribution in cometary nuclei make it difficult to derive realis-
tic values. Laboratory measurements (Spohn et al. 1989, Seiferlin 1991, Grün et al. 1993,
Stöﬄer et al. 1991) generally suffer from the widely unknown structure and composition
of cometary matter and may not be representative. Therefore, in this thesis the thermal
conduction coefficient is kept constant and its value has been chosen in accordance to what
is currently known based on recent observations of and missions to comets (Groussin et al.
2007). This approach reflects the current state of knowledge on the heat conductivity of
comets as also stated by Huebner (2008) and it allows to keep the number of free pa-
rameters low. A non-constant thermal conduction coefficient can be incorporated into the
model by reimplementing the subsystem devoted to the solution of the thermal conduc-
tion coefficient and by making small changes in the subsystem devoted to the calculation
of the upper boundary condition.
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2.6 Characteristic time scales
Performing a thorough analysis of the relevant time scales allows to neglect the temporal
variations of the vapor mass density in Eq. (2.10) as proposed by Spohn and Benkhoff
(1990). The analysis is carried out for water vapor but is equally applicable to CO vapor.
The µ index is therefore dropped. The characteristic time scales of heat conduction τh and
gas diffusion τg can be expressed as
τh =
L2ρ c
κ
(2.16)
and τg as
τg =
L2
C
√
T
. (2.17)
L denotes a characteristic length scale of the problem. It cannot exceed the mean free path
of the vapor molecules because then the flow is deviating from the free molecular flow
regime. In case that the pores are modeled to be cylindric tubes L describes the length of
the pores while the previously introduced pore radius rp describes the radius of their cross
section.
All quantities in Eq. (2.10) are scaled to dimensionless quantities which are indicated
by a ∗ superscript. Time is referred to the heat time scale t∗ = t/τh which is the time
scale of the heat conduction equation. This choice enables to judge the importance of the
time derivative of the mass density from the time scale of the heat conduction problem.
x is scaled to L, e.g. x∗ = x/L. The vapor density is scaled to an equilibrium value
at the surface temperature of a water ice covered comet at perihelion ρ∗ = ρ/ρeq. The
velocity field is scaled to the thermal velocity at the surface temperature at perihelion, e.g.
u∗ = u/cth. The mass source term which describes the change of vapor density with time
is scaled to the ratio of the vapor density reference value ρeq and the time scale of gas
diffusion τg, e.g. q∗ = q τg/ρeq. Mapping of Eq. (2.10) to dimensionless quantities yields
then to
τg
τh
∂ρ∗
∂t∗
+
τg cth
L
∂(ρ∗ u∗)
∂x∗
= q∗ . (2.18)
Entering the expressions of the characteristic scales leads to
κ
ρ c 2ψ cth
1
rp
∂ρ∗µ
∂t∗
+
1
2ψ
√
L3
r3p
∂(ρ∗µ u∗µ)
∂x∗
= q∗µ . (2.19)
The coefficient of the time derivative is only significant for very small pore radii, e.g.
rp < 10−8m. For typical pore sizes of comets in the range of few to 100 µm it is thus safe
to neglect the temporal variations of the vapor density. Therefore the following equation
for the gas species is solved
∇(ρµuµ) = fp (ρµ,eq − ρµ) cth,µ(T ) . (2.20)
2.7 Boundary conditions
The evolution equations of the nucleus needs to be supplemented by appropriate initial
and boundary conditions. At the surface of the comet, a balance equation is commonly
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employed. The main energy source of comet nuclei is the solar energy. It depends on the
radial distance of the comet from the Sun rH and the orientation of a surface area relative
to the sun. The latter is modeled with the solar zenith angle ζ. This energy is distributed
among several processes taking place at the surface. As the bulk material of the comet
has a certain temperature thermal re-radiation due to the Stefan-Boltzmann law emits part
of the incoming solar energy. The emissivity of the comet is reduced by the emissivity
coefficient ǫem which is usually set equal to 1 − A with A being the Bond albedo. The
surface is coupled to the nucleus interior via the thermal flux. The value of this quantity
depends heavily on the thermal conductivity κ. Depending on the sign of the temperature
gradient energy is exchanged between the surface and the nucleus. A third contribution
is due to ice sublimation at the surface Q. Finally, the gas leaving the nucleus contributes
as an other energy source due to the specific heat of the gas cg,µ but this contribution is
rather small. Taking all this quantities together leads to the following balance equation in
W m−2 for the nucleus surface
FS ,0
r2H(t)
(1 − A) max
ζ∈[0,2π)
{0, cos(ζ)} = ǫem σT 4 + κ∇ T (x, t)
+ Q(T ) +
∑
µ
cg,µ ρµ uµT . (2.21)
FS ,0 is the solar constant. The solar zenith angle controls how the incoming solar energy
is distributed over the nucleus surface. The important formulas for the description in a
cometocentric coordinate system have been derived by Sekanina (1979)
cos(ζ) = cos(θ) cos(φ) cos(θs) + sin(θ) sin(θs) . (2.22)
θ is the latitude, φ the hour angle, and θs the cometocentric latitude of the subsolar point.
The cometocentric latitude of the subsolar point is given by
sin(θs) = sin(δ) sin(Φ + α) . (2.23)
δ is the obliquity and Φ the argument of the subsolar meridian at perihelion.
The nucleus surface is covered by water ice of volume fraction φµ and dust. The
surface sublimation term is given by the Hertz-Knudsen formula
Qµ(T ) = φµ ∆Hµ Pv,µ(T )
√
mµ
2π kBT
. (2.24)
The lower boundary is given by the constraint that the thermal flux vanishes
κ∇ T (xb, t) = 0 . (2.25)
This adiabatic approach expresses the assumption that a quasi-stationary state is reached
in a rotating body at depths beyond some skin depths of the thermal wave. Depending on
the value of the thermal conductivity the position of the lower boundary has been chosen
to secure a vanishing thermal flux well above the lower boundary.
A boundary condition for the gas diffusion problem is difficult to obtain, see e.g. the
discussion in Skorov et al. (2001) and Davidsson and Skorov (2004). At this stage, the
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Figure 2.2: Due to surface sublimation a certain amount of material is ejected from the
surface of the nucleus. This leads to a moving boundary and to a deviation between the
actual grid and the current position of the surface. Special techniques are necessary for a
proper treatment.
approach of most groups is followed. The vapor density is set equal to zero at the surface
for CO, see e.g. Mekler et al. (1990)
ρco(x = 0) = 0 . (2.26)
For water vapor the approach of Spohn and Benkhoff (1990) is followed. The vapor
density is set equal to the equilibrium conditions at the given surface temperature Ts
ρv(x = 0) = ρv,eq(Ts) . (2.27)
2.8 Stefan problem of comets
The set of equations presented in the previous section, i.e. Eq. (2.10), Eq. (2.14), and
Eq. (2.15) and its boundary conditions, has to be extended in order to incorporate surface
erosion into the model. Due to sublimation of water ice a certain amount of surface
material is ejected into space. Hence, the upper boundary is moving as sketched in Fig.
2.2. This movement poses a challenge to numerical modeling especially to the calculation
of the thermal gradient in Eq. (2.21). In general, the amount of surface erosion∆s deviates
from the spatial discretization size ∆x. As a result the distance between the actual location
of the surface boundary and the next grid node is less than∆x. In finite-difference schemes
there are several approaches to deal with this situation as discussed in detail in Crank
(1984). Our approach is motivated by the work of Crank and Gupta (1972). The thickness
of the eroded material dsµ of species µ is obtained from the so called Stefan condition
(Stefan 1891)
dsµ
dt =
Qµ(T )
∆Hµ ρµ
. (2.28)
The spatial grid Γ is moved according to this erosion size ∆s at each time step, see Fig.
2.3. The temperature field is obtained at the new grid Γ∗ through interpolation by cubic
splines. The cubic splines S j(x), with j counting the number of intervals in the old grid Γ,
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Figure 2.3: The spatial discretization size ∆x remains constant throughout the compu-
tation. The old grid Γ is moved according to the erosion of surface material ∆s. The
temperature field at the new grid Γ∗ is obtained through interpolation with cubic splines
according to Crank and Gupta (1972).
are given by
S j(x) = s j,0 + s j,1 (x − x j) + s j,2 (x − x j)2
+ s j,3 (x − x j)3 . (2.29)
The coefficients s j,∗ are obtained from a set of continuity conditions up to second order
taken at the cell boundaries. x j denotes the coordinate of the left sided edge of the interval
j. Once the cubic spline functions are known the temperature at the new grid Γ∗ is obtained
through
T (x∗j , t) := S j(x j + ∆s, t) . (2.30)
The adaptation of the spatial grid will be called temperature remapping. At each time
step the erosion of surface material is taken into account. It is introduced to ascertain
a constant spatial discretization despite surface erosion. It is designed to secure that the
upper boundary is located on a grid node at each time step. Besides loss of energy through
surface sublimation and thermal emission the nucleus is losing internal energy of the
eroded surface material.
The mass density and the mass flux densities are only linearly interpolated to the new
grid. Numerical calculations have shown that for the gas density a higher accuracy is
not so important as for the temperature which controls the amount of energy entering the
nucleus. This approach also constraints the amount of computing time considerably.
In the course of this thesis a calculation with the Stefan problem means that the tem-
perature remapping technique described in this section is applied. In Fig. 2.4 is displayed
a work flow diagram. The calculation starts with the solution of the heat and mass trans-
fer equations. Then the thickness of surface erosion is determined by solving Eq. (2.28).
Then the temperature remapping technique defined in Eq. (2.30) for the temperature field
is applied on the temperature and similarly on the gas density field. Then the next time
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Figure 2.4: A work flow diagram showing how the temperature remapping technique is
included in the solution of the thermal model. After solving the heat and mass transfer
equations the thickness of surface erosion is determined by solving the Stefan equation.
Then the temperature remapping technique is applied to adjust the temperature and gas
density fields. Then the time step is increased and the next iteration begins. Without the
Stefan problem the temperature remapping technique is not applied.
step is calculated. Neglecting the Stefan problem means that the temperature remapping
technique for the temperature and the gas field is not applied.
2.9 Grid adaptation
In comets sublimation does not only occur at the surface but also in the interior. In this
thesis an additional volatile species subliming from the interior is considered, e.g. CO.
While the situation at the surface remains as in the previous subsection, the fact that there
is a volatile species in the interior leads to a moving material interface. Therefore, the
depth of the CO front denoted by Λco is time dependent. The number of grid nodes NΛ(t)
distributed over Λco is obtained from
NΛ(t) = Λco(t)
∆x
. (2.31)
∆x is the spatial discretization size, which is kept constant throughout the computation.
Initially, the material interface is located on a grid node which means that NΛ(t) is an
element of N, the set of all positive integers,
NΛ(t) ∈ N . (2.32)
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In general, CO sublimation leads to a violation of condition Eq. (2.32). This movement
of the CO front is resolved by first solving Eq. (2.28) for CO. Second, the thickness of
surface erosion ∆si(t) and the movement of the CO front ∆sco(t) is collected for several
time steps, e.g. t1, ..., tN,
Λco(tN) =
N∑
j=1
(
Λco(t j−1) + ∆sco(t j) − ∆si(t j)
)
. (2.33)
Once the CO front Λco(t) exceeds a grid node from the surface away, the number of grid
nodes distributed along Λco(t) is increased by 1. In the opposite case, the CO front Λco(t)
exceeds a grid node towards the surface leading to a reduction of the grid nodes distributed
over Λco by 1. Depending whether surface erosion or CO sublimation dominates, the
number of grid points between the surface and the CO front will decrease or increase with
time. This approach has the benefit to be robust but it does not resolve the actual location
of the inner front below the spatial discretization size ∆x. It assumes that the CO front
remains all the time on a grid node as long as the number of grid nodes does not change
according to the described method. This approach is checked against variations of the
spatial discretization size and it fulfills the appropriate stability conditions.
2.10 Summary of model assumptions
A short list of the employed model assumptions is given here based on arguments given
above and on additional numerical studies:
• Only active areas without permanent dust mantles are considered that mainly con-
tribute to activity. All dust grains are driven by the gas flow into the coma.
• The heat conductivity of cometary matter is low and, therefore a careful treatment
of the thermal evolution of the comet as a Stefan problem is important.
• Heat conduction, heat advection, gas diffusion, sublimation, and condensation pro-
cesses are considered.
• The existence of amorphous ice in comets or in the Solar System is not proven yet
as discussed in Huebner (2008). Therefore, in distinction to many other approaches
amorphous ice is not included in the present model.
• The nucleus is assumed to be spherical and smooth ignoring effects like self-heating,
surface roughness and others. These assumptions should be acceptable given the
lack of observational data.
2.11 Numerical solution of the model
The thermal model consists of the equations for the mass density Eq. (2.14), for the bulk
gas velocity Eq. (2.14), for the heat conduction Eq. (2.15), and the boundary conditions
in Eq. (2.21), Eq. (2.26), and Eq. (2.27).
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This set of equations must be solved numerically. The thermal conduction equation
is nonlinear if bulk sublimation of water and/or CO ice is included in the calculation. A
Crank-Nicholson scheme is employed to discretize the thermal conduction equation. With
a constant thermal conduction coefficient the temperature at time step (n+1) is calculated
from the time step (n) according to
T n+1i − T ni
∆t
=
D
2
T n+1i+1 − 2 T n+1i + T n+1i−1
∆x2
+
D
2
T ni+1 − 2 T ni + T ni−1
∆x2
−
∑
µ
φn+1i,µ cg,µ
2 ρ c
T n+1i+1 − T n+1i−1
2∆x
−
∑
µ
φn+1i,µ cg,µ
2 ρ c
T ni+1 − T ni−1
2∆x
−
∑
µ
Eµ
2
(
qn+1i,µ − qni,µ
)
. (2.34)
φ denotes the mass flux, e.g. φ = ρ u. qni,µ denotes the mass source term defined in Eq.
(2.12) at grid node (i) at time step (n) for a temperature T ni , e.g. qni,µ = q(T ni,µ). The
constants D and E are defined as
D =
κ
ρ c
(2.35)
and
Eµ =
∆Hµ
ρ c
. (2.36)
The mass source term defined in Eq. (2.12) is linearized to first order in the time step ∆t
qn+1µ = q
n
µ +
∂qnµ
∂t
∆t + O(∆t2) , (2.37)
which is written as
qn+1µ = q
n
µ +
∂qnµ
∂T
(
T n+1 − T n
)
+ O(∆t2) , (2.38)
The equation for the bulk velocity Eq. (2.14) is employed to calculate the mass flux φ at
the boundaries of the grid cell denoted by ±1/2. Its discretized form yields
φi±1/2 = −(±1) C ρi±1
√
Ti±1 − ρi
√
Ti
∆x
. (2.39)
The mass flux is then used to calculate the stationary solution of the mass density balance
equation defined in Eq. (2.14) which can be formulated as an explicit equation for the gas
mass density
ρi = ρi,eq − 1fp cth(Ti)
φi+1/2 − φi−1/2
∆x
. (2.40)
The obtain set of algebraic equations are solved with a triagonal solver.
The upper boundary equation defined in Eq. (2.21) is nonlinear making special tech-
niques necessary to find the surface temperature. This task is approached by first formu-
lating the upper boundary condition as a root finding problem
F(T0) = 0 . (2.41)
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The technique to calculate the root is taken from Ridders (1979). Ridder’s method is a
root-finding algorithm that is based on the false position method well known in numerical
analysis and on the use of exponential functions eK to successfully approximate a root
of a function. Assuming that a root lies between x1 and x2 Ridder’s method evaluates
the function F first at the midpoint x3 = (x1 + x2)/2. It then solves for the factor eK that
satisfies a quadratic equation
F(x1) − 2F(x3)eK + F(x2)e2K = 0 . (2.42)
The false position or regular falsi method is then applied to the functions F(x1), F(x3)eK ,
and F(x2)e2K . This yields a new guess for the root xN . The updating formula is according
to Vetterling and Flannery (2002)
xN = x3 + (x3 − x1)
sign
[
F(x1) − F(x2)
]
F(x3)√
F(x3)2 − F(x1)F(x2)
. (2.43)
As discussed in more detail in Ridders (1979) the method has a number of interesting
properties. In this thesis the fact that Ridder’s method yields a very robust algorithm
as also acknowledge in Vetterling and Flannery (2002) was the motivation to use this
method. It yields results which are generally competitive with more advanced but also
more complicated methods. The nonlinearities in the upper boundary of the thermal con-
duction equation defined in Eq. (2.21) demand for such a robust algorithm.
Ridder’s method has also been used to calculate the Kepler orbit as discussed in Sec-
tion 2.3.
2.12 Implementation of the model in C++
An important constrain for the model implementation was to create a program satisfying
two aspects. First, it should be extendable. Second, it should have a modular design to
allow the investigation of certain aspects by switching off others. The latter is important
in scientific simulations as this is the only way to understand what effect a certain feature
entails on the system. The former is important as in connection with the Rosetta mission
new insights into the composition and structure of comets are expected making additions
to the model inevitable. The program is written in the programming language C++.
The most simple scenario consists of a pure water ice comet without bulk sublimation
and without the movement of the surface boundary. This model has been coded in a
class referred to as Water. Around this class subclasses where constructed to address well
defined tasks. The class Kepler gathers all data that are relevant for the calculation of
the orbit and for the illumination conditions at different latitudes which in general depend
on the orbital position of the comet. Hence, the illumination conditions of the nucleus
surface depends on data calculated by the class Kepler. The class Kepler inherits from
class Ridder’s the methods to solve Eq. (2.8). The class Solver provides the algorithms to
solve the heat conduction problem without gas diffusion and bulk sublimation. The calling
of the Solver application interface (API) from class Water is declared virtual to allow new
implementations of this class when gas diffusion and bulk sublimation is considered. The
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Figure 2.5: The structure of the fundamental class Water. Class Kepler calculates the
Kepler orbit and related data. It publicly inherits the Class Ridder which provides Ridder’s
algorithm to solve Eq. (2.8). Class Solver solves the heat conduction equation without
gas diffusion and bulk sublimation. Class Ubound calculates the surface temperature
from Eq. (2.21) by publicly inheriting Ridder’s method from class Rider. Class output
consists of several classes which organizes the output of the simulation results. Class
Temperature gathers all information on the temperature field. Class Spline provides the
method to perform the temperature remapping technique described in Section 2.8 which
can be easily switched on and off. Arrows denote inheritance.
class Ubound provides algorithms to calculate the surface temperature according to the
surface boundary condition in Eq. (2.21). Ubound is derived from class Ridder as class
Kepler. The temperature field and related data is gathered in class Temperature. Class
Output provides different classes designed to print information and computation results.
The basic class Water also includes a class Spline to perform the temperature remapping
technique described in Section 2.8 which can be switched on and off through a define
directive in a header file.
The class Water serves as a fundamental class of the computer model. Its structure is
visualized in Fig. 2.5. A cometary nucleus model consisting of an ice-dust nucleus with
water ice bulk sublimation and gas diffusion is derived from Water. A class Wgas publicly
inherits the methods and members of class Water. In addition to the inherited methods two
additional classes were constructed. First to solve the gas diffusion problem and then to
solve the heat conduction problem with water ice bulk sublimation and gas diffusion.
These classes were named class Gas and Solver, respectively. Therefore, the API to the
solver method in class Water and the method to finish a calculation in class Water have
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Water
Wgas
Cogas
Gas
Gas Depth
Solver
Inheritance
Figure 2.6: Inheritance tree of the thermal model implementation. The class Wgas inherits
the methods and members of class Water publicly. A new class called Gas is introduced
to solve the gas diffusion problem and a new class Solver is introduced to solve the heat
conduction equation with gas diffusion and bulk sublimation. To solve the coupled heat-
and mass transfer model with water and CO bulk sublimation and gas diffusion the class
Cogas inherites from class Wgas. In addition to the members and methods inherited from
class Wgas class Cogas consists of a member Gas for the CO gas and a new class Depth to
calculate the movement of the CO front. Solid arrows denote inheritance. Dashed arrows
denote inclusions compared to the base class.
been declared virtual. The mechanism to simulate the movement of the surface boundary
remains as previously with an interpolation technique in class Gas for the mass density.
Extending the model further to include water and CO ice bulk sublimation and gas
diffusion is achieved by publicly inheriting from class Wgas. The new class is called
Cogas. In analogy to the treatment of water bulk sublimation and diffusion in Wgas the
Cogas class includes a member Gas for CO as the methods to solve the gas diffusion
model can be used for water and CO. To simulate the movement of the internal CO front
a class Depth was designed. The inheritence tree of the programing model is displayed in
Fig. 2.6.
The development of the program took place on a Linux maschine with the GNU C
compiler collection and the GNU Gdb debugger. Git was used as a version control system
right from the start. Few minor modifications are necessary to make the program runable
on maschines with operating systems differing from the UNIX family.
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In this chapter a number of tests of the thermal model are presented. The test suite com-
prises of numerical and physical tests to assure that the newly developed model is working
properly. If not stated otherwise the following assumptions on the comet have been used
in this section.
• The comet is on the orbit of CG with parameters given in Table 3.1.
• A single orbit apparition is calculated starting with a constant initial temperature
distribution of 20 K.
• The comet consists of a pure water ice sphere.
• A single active point in the equatorial plane is considered.
• No obliquity effects are investigated.
• A low value of the thermal conductivity is employed, e.g. 10−3 W K−1 m−1.
3.1 Numerical tests of the pure water ice sphere
A thorough numerical analysis of the employed numerical scheme is not possible because
of the involved non-linearities. Classical approaches like the Von Neumann analyses may
provide necessary conditions to judge the quality of the discretization scheme but in gen-
eral no sufficient conditions as discussed in Hirsch (1991). A discretization scheme that
gives in the linear case convergence results might produce instabilities depending on the
nature of the involved non-linearities. Despite these draw backs there are recipes to judge
the quality of the scheme. In this thesis the model is verified by calculating the tempera-
ture depth profiles as functions of discretization size in spatial and temporal dimensions.
To be more precise, the temperature depth profile is calculated for two values of the dis-
cretization size in spatial dimension ∆x1 and ∆x2 with constant temporal discretization ∆t
denoted as T 1 and T 2, respectively. The method is accepted if the following condition
holds
max
∆x→0
∣∣∣T 1(x) − T 2(x)∣∣∣ → 0 . (3.1)
The same condition is applied with variable ∆t and constant ∆x. The values of ∆t and ∆x
in Chapter 4 and in Chapter 5 are based on these tests.
In addition, it is important to compare simulation results for isolated scenarios for
which the results can be inferred physically without strict calculation. For this purpose it
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Table 3.1: Orbital parameters of CG. JPL denotes the NASA Small-Body Database.
Quantity Symbol Value Source
Eccentricity ǫ 0.640337 JPL
Semi-major axis asemi 3.4679 AU JPL
Diurnal rotation period τ 12.4 h Lamy et al. (2007)
Orbital rotation period τorb 6.46 y JPL
Obliquity of rotation axis δ 120 ◦ Lamy et al. (2007)
Argument of subsolar meridian Ω 60◦ Lamy et al. (2007)
Nucleus radius R 2 km Lamy et al. (2007)
is mandatory to have a code allowing to switch on and off certain features, e.g. with and
without the Stefan problem, with and without gas diffusion and so on. The combination
of these numerical and physical tests allow to have confidence in the results. For thermal
modeling of comets it is also mandatory to apply the model on comet Hale-Bopp as for
this comet an outstanding data set of production rates is available.
In Fig. 3.1 are displayed numerical tests for the spatial discretization size. The nucleus
is a pure water ice sphere without the temperature remapping technique. The employed
values of ∆x lead to rapid convergence in the temperature depth profiles. The same is true
for the ∆t tests shown in Fig. 3.2.
Switching the Stefan problem on leads to slower convergence as is shown in Fig.
3.3 for the spatial discretization size. A spatial discretization of 0.5 mm is necessary.
Similarly, a low temporal discretization of 50 s are necessary as shown in Fig. 3.4. These
values also depend on the value of the thermal conductivity. For these tests a low value of
10−3 W m−1 K−1 has been employed. The spatial discretization is also constrained by the
thermal skin depth which is for such a κ value around 3 mm.
3.2 Physical tests
A number of calculations for simple nuclei models are presented in this section. The case
studies are simple but they are important to understand how the Stefan problem affects
the thermal evolution of a comet. What effect has the Stefan problem on the thermal flux
and subsequently on the energy distribution at the surface boundary? How do the Stefan
problem and water vapor diffusion determine the thermal evolution of comets?
3.2.1 Thermal flux
On their journey through the Solar System comets undergo different illumination condi-
tions which has a great impact on the thermal evolution of comets as solar irradiation is
the primary energy source of comets. This is reflected by the r−2H dependence of the solar
flux at the surface of the comet and by the dependence of the solar flux term on the solar
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Figure 3.1: Convergence test for the spatial discretization ∆x. The same calculation is
shown for three distances from the surface, e.g. 1 cm, 10 cm, and 2 m. The comet is a
pure water ice sphere without the temperature remapping technique. The physical length
of the computational domain was set to 2 m. The thermal skin depth is for a κ = 10−3
W m−1 K−1 about 3 mm and must be resolved in the simulation. The temperature depth
profile converges very fast for the employed discretization.
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Figure 3.2: Convergence test for the temporal discretization ∆t. The same calculation is
shown for two distances from the surface, e.g. 10 cm and 2 m. The same scenario as
in Fig. 3.1 is simulated here. A characteristic scale in temporal dimension is the diurnal
rotation τr of the comet. In this case τr was about 12.4 h. Hence, low values of ∆t lead to
a rapid convergence.
zenith angle ζ, see Eq. (2.21). Depending on the solar input the thermal flux at the surface
will provide thermal energy to the nucleus or to the surface from the nucleus. In Fig. 3.5
the thermal flux is displayed at perihelion. In the calculation with the Stefan problem the
large temperature gradient at dawn is continuously reduced until surface sublimation of
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Figure 3.3: Convergence test for the spatial discretization ∆x. The nucleus model is
the same as in Fig. 3.1. In this case the temperature remapping technique is switched
on. Refining ∆x leads to converging temperature depth profiles. In this mode the rate
of convergence is slower than in Fig. 3.1. With the temperature remapping technique a
refined value between ∆x = 0.5 to 0.25 mm must be employed.
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Figure 3.4: Convergence test for the temporal discretization ∆t. The same scenario as in
Fig. 3.3 is simulated here. The temperature remapping technique enforces a refined value
of the temporal discretization ∆t. Convergence is reached at a low value of ∆t = 50 s.
water ice increases. As Fig. 3.5 shows when water sublimation reaches its peak value
then the thermal flux increases again reaching at noon a local peak value. This enhance-
ment of thermal flux from the surface into the nucleus is due to the erosion of previously
heated surface layers. These relative warm layers are lost for the nucleus. Colder sub-
surface layers are excavated. Therefore, the thermal flux increases again. The peak value
in the thermal flux is reached when surface sublimation and thus surface erosion is at its
peak value. The temperature remapping technique accounts properly for the lost internal
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Figure 3.5: Thermal flux at the surface of a pure water ice sphere with and without the
Stefan problem. A point in the equatorial plane for one diurnal rotation is shown. Left:
Thermal flux at perihelion. Right: Thermal flux at aphelion. Stefan problem accounts
properly for the lost internal energy of the eroded sub-surface layers through the temper-
ature remapping technique, see Eq. (2.30). Therefore, the nucleus is much colder in the
solution with the Stefan problem leading to a large thermal flux into the nucleus during
local noon when surface sublimation reaches its peak value. At the aphelion position of
CG, surface sublimation is negligible so that the thermal flux converge for both modi.
energy of the eroded sub-surface layers.
In the calculation without the Stefan problem the initially large temperature gradient
is continuously reduced. The sub-surface layers receive thermal energy from the surface.
The loss of internal energy in the warmed sub-surface layers is not taken into account. It
is assumed that the energy content of these layers cannot much affect the energy budget
of the nucleus. Thus, there is no need to simulate the energy loss process accurately.
The thermal flux continuously declines from its peak value at dawn despite the maximum
in water sublimation at noon. During the night, the nucleus without the Stefan problem
conducts more energy to the surface as it is much warmer than the nucleus with the Stefan
problem.
Far from the Sun the heating of the surface is weak. As shown in Fig. 3.7 water
sublimation is negligible. Therefore, the thermal flux with and without the temperature
remapping technique are the same. The peak value of the thermal flux is reached at around
noon and not already at dawn as was the case at perihelion. The temperature differences
between day and night are at 5.65 AU from the Sun smaller than at perihelion. Therefore,
the peak thermal flux exhibits a smooth dependence on the local time.
3.2.2 Surface boundary at the water ice sphere
The distribution of the incoming solar energy to thermal re-radiation, water ice sublima-
tion, and thermal conduction into the nucleus shall be investigated here in more detail to
verify energy conservation. Two heliocentric distances are considered and a single diurnal
rotation. The discussion starts without the temperature remapping technique.
The perihelion position is displayed in the left plot of Fig. 3.6. At a heliocentric po-
sition of 1.25 AU the incoming solar energy at noon is about 840 W m−2. This energy
is primarily used for water ice sublimation which comprises at noon around 85 % of the
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Figure 3.6: Surface boundary as described in Eq. (2.21) for the pure water ice sphere at
perihelion. The solar flux, the water sublimation, the thermal reemission, and the thermal
flux are displayed for an active point in the equatorial plane for a diurnal rotation. Energy
input to the surface is negative. Left: Without the temperature remapping technique. At
perihelion, 85 % of the incoming solar energy is transferred to water ice sublimation.
Only a small fraction is conducted into the nucleus. During the night, thermal reemission
dominates cooling down the nucleus. Right: With the temperature remapping technique.
The Stefan problem leads to a much colder nucleus. Therefore, more energy is conducted
into the nucleus leading to a strong thermal flux especially around noon when surface
sublimation reaches its peak value. Less energy is available for water ice sublimation
which makes a little bit more than 70 % of the solar energy. Thermal re-radiation remains
almost constant. During the night this quantity is fed by thermal energy coming from the
nucleus.
solar input. This is the reason why production rates of volatiles far from perihelion are
important to constrain model assumptions and parameters. Near the Sun the absorbed en-
ergy is mainly used to maintain water activity while at larger heliocentric distances when
water activity subsides the fractions of energy going for re-radiation and transfer into the
nucleus interior become dominant. Fig. 3.7 showing the aphelion position corroborates
this. Water sublimation is negligible and the small energy input from the Sun is divided
among thermal re-radiation and thermal conduction. A time delay is visible as at dawn
the nucleus is cold so that the thermal flux into the nucleus is large. As the nucleus warms
re-radiation dominates from noon on to the night.
This picture is modified if the temperature remapping technique is switched on. At
perihelion, surface erosion due to water ice sublimation leads to a colder nucleus. There-
fore, the thermal flux into the nucleus is larger than in the calculation without the Stefan
problem which is clearly visible when comparing the right hand side in Fig. 3.6 with
the left hand side. Due to energy conservation less energy must be available to the other
processes. According to Fig. 3.6 water ice sublimation shrinked from 85 % to around
70 %. Part of this energy is contained in the thermal flux. But the bulk of this energy is
contained in the internal energy of the eroded surface layers.
It is also interesting to notice in which direction the Stefan problem strives the comet
nucleus. The Stefan problem works against the mechanism which creates it. It tries to
reduce the amount of surface sublimation and thus surface erosion.
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Figure 3.7: Surface boundary plot as in Fig. 3.6. Left: without the temperature remapping
technique. Energy input from the Sun has shrinked considerably. At dawn, the nucleus is
cold. Most solar energy is conducted into the nucleus. As the nucleus becomes warmer
thermal re-radiation dominates the energy budget around noon. Water sublimation is
negligible. During the night energy is provided to the surface from the nucleus. Left:
with the temperature remapping technique. Water sublimation is negligible so that the
Stefan problem does not affect the thermal state of the nucleus. The results are the same
for both modi.
At the aphelion position of CG, water ice sublimation is negligible. Hence, the distri-
bution of the incoming solar energy is the same for both calculations as is shown in Fig.
3.7. The sub-surface layers appear to converge to the same thermal state as the comet
approaches its aphelion position.
3.2.3 The contribution of water vapor
In this section the pure water ice comet includes bulk sublimation of water and gas diffu-
sion. The role of the effective pore radius is investigated in more detail in this chapter. The
calculations are done without the temperature remapping technique described in Section
2.8. The program should reproduce the effect of energy transport from the sub-surface
layers to the interior of the nucleus by gas vapor. As described in Spohn and Benkhoff
(1990) energy transport by diffusing water vapor was an important result of the KOSI
experiments. The measured temperature depth profiles had a convex shape which could
be interpreted by vapor diffusing into the nucleus and releasing energy by condensation.
Figure 3.8 shows temperature depth profiles at perihelion and aphelion for three val-
ues of the effective pore radius rp, e.g. 50 µm, 100 µm, and 200 µm. For comparison
the temperature depth profile without bulk sublimation is also displayed. At perihelion,
the convex temperature profiles as reported by Spohn and Benkhoff (1990) are clearly
visible. Water vapor sublimes in the sub-surface layers and propagates into the nucleus
reaching layers which are much colder than the layers in which the vapor was created.
As the temperature and pressure conditions allow for vapor condensation latent heat of
sublimation is released leading to local heating of the nucleus. Therefore, as Spohn and
Benkhoff (1990) explained the temperature shows a convex profile in clear difference to
the pure heat conducting comet. Convexity in the temperature profiles is strong for large
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Figure 3.8: Temperature depth profile for a comet consisting of water ice with bulk sub-
limation and gas diffusion at perihelion and aphelion without the temperature remapping
technique. The well known results of energy transport by vapor diffusing into the nucleus
and releasing energy due to condensation are reproduced. Convex temperature depth pro-
files as reported by Spohn and Benkhoff (1990) are visible. The enhancement of this
effect by a large pore radius is shown. A thermal conductivity of 10−3 W m−1 K−1 was
used.
pore sizes, e.g. above 100 µm, as was the case in the KOSI samples. At a depth of 20 cm
from the surface the temperature difference is more than 30 K depending on the choice of
rp. The effect is enhanced if the effective pore radius increases as in this case the gas can
more easily be transported into the nucleus. The solution with an effective pore radius of
200 µm is at a depth of 20 cm almost 10 K above the solutions with 100 µm or 50 µm.
At aphelion, the illumination of the nucleus is low. Therefore, the amount of bulk
sublimation is small leading to similar temperature depth profiles between the solutions
with different pore radii and without gas diffusion at all. The differences below some 10
cm from the surface are mostly the result of a differing thermal evolution during perihelion
passage. Close to the surface all gas solutions and results without gas show the same
course at aphelion.
To conclude the model is able to reproduce the effect of vapor sublimation, vapor
diffusion, and release of latent heat to the ice matrix as described by Spohn and Benkhoff
(1990) in connection with the KOSI experiments. Vapor diffusion affects the temperature
depth profiles. Its impact increases with the temperature and the effective pore size.
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Figure 3.9: Temperature depth profile as in Fig. 3.8 this time with the temperature remap-
ping technique. Surface sublimation leads to the erosion of warm sub-surface layers. The
temperature in the new and cold sub-surface layers is too low to allow bulk sublimation.
Therefore, no vapor transport into the nucleus is possible. The temperature profiles are
not convex. At aphelion, surface sublimation is low but also the solar illumination of the
surface. Therefore, no bulk sublimation is possble. On the right is the same plot shown
only for a log scale on the abscissa. Only very close to the surface is the energy transport
through the gas important.
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Figure 3.10: Temperature depth profile as in Fig. 3.9 at 3.4 AU from the Sun along the
postperihelion branch. Note the logarithmic scale in the abscissa. At 3.4 AU surface
sublimation has shrinked considerably allowing a gradual heating of the nucleus and thus
bulk water sublimation and subsequent diffusion into the nucleus. Water vapor diffuses
into the nucleus reaching cold regions and subsequently starts to condensate and to heat
the matrix. A large pore radius enhances this effect.
3.2.4 Stefan problem and water vapor diffusion
Switching the Stefan problem for the scenario discussed in the previous section on leads to
different results mainly at perihelion while at aphelion a similar conclusion can be drawn
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Figure 3.11: Water activity for an active point in the equatorial plane for a diurnal rotation.
The Stefan problem is neglected here. Left: Water activity at perihelion. Gas diffusion
leads to a lower peak value at noon while during the night the warm nucleus of the solution
with gas diffusion produces a stronger water activity. Right: Water activity at aphelion.
The results with and without gas diffusion are the same as no bulk sublimation is possible
at such large heliocentric distances. A midsize thermal conductivity of 10−2 W m−1 K−1
is employed.
as before.
At perihelion, the contribution of water vapor is restricted very close to the surface
to a distance less then 1 cm as displayed in Fig. 3.9. In depths beyond 1 cm from the
surface the solutions for the three different pore radii are the same and they equal the
solution without bulk sublimation. This result can be understood in terms of the erosion
of surface material. The amount of energy conducted to the sub-surface layers remains
low if erosion is increasing which is the case when the comet is close to the Sun and the
active surface point is around local noon. As the sub-surface layers cannot heat up the
amount of bulk sublimation of water remains low. The results are almost independent
from the effective pore radius. With the Stefan problem the contribution of gas is almost
negligible and confined to the immediate sub-surface layers which are subject to strong
surface erosion.
During the postperihelion leg, surface sublimation is declining allowing a modest
heating of the nucleus. At around 3.4 AU the sub-surface layers have reached temper-
atures allowing for bulk water sublimation. This leads to a gradual difference in the
temperature depth profiles as was the case without the SP in Fig. 3.8. That is a high value
for the effective pore radius leads to more gas diffusing into the nucleus and heating of
cold regions in the interior of the nucleus. This is shown in Fig. 3.10
At aphelion, surface sublimation is low so that the movement of the upper boundary
is negligible. The low energy input from the Sun, however, leads also to a negligible bulk
sublimation and hence to no gas flow. The lower plot in Fig. 3.9 shows that all three
solutions with gas are the same and they are equal to the solution without gas.
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Figure 3.12: Water activity for an active point in the equatorial plane integrated over a
diurnal rotation. Gas diffusion has a negligible effect on the water activity of CG.
3.2.5 Water activity with water vapor diffusion
In Fig. 3.11 water activity along a latitude in the equatorial plane is investigated with
gas diffusion and without the Stefan problem. For comparison calculations without gas
diffusion are also shown. A midsize thermal conductivity of 10−2 W m−1 K−1 is employed
as for this case more energy is conducted into the nucleus allowing for stronger bulk
sublimation compared to the 10−3 W m−1 K−1 case.
Figure 3.11 shows that water activity with gas diffusion is slightly below the solution
without gas diffusion at around noon. During the night the nucleus with gas diffusion is
warmer because of the heat transport by the inwards diffusing gas as also shown in Fig.
3.8 during the day. Therefore, more energy can be conducted to the surface during the
night leading to higher sublimation rates. At aphelion, solar illumination of the nucleus is
weak. Bulk sublimation is negligible so that water activity with and without gas diffusion
is the same as shown in Fig. 3.11. Integrating the water activity for a diurnal rotation
leads to very small differences in water activity over the whole orbit of CG as shown in
Fig. 3.12.
3.2.6 Water activity with Stefan Problem and water vapor diffusion
In Fig. 3.13 the water activity along a latitude in the equatorial plane is investigated for
two thermal conductivities. In both calculations the Stefan problem, water bulk subli-
mation, and diffusion are switched on. For comparison calculations without the Stefan
problem are also shown. The depicted curves are time integrals for a diurnal rotation.
Figure 3.13 shows that for low thermal conductivities, e.g. 10−3 W m−1 K−1, the
water activity is along the whole orbit only slightly below the solution without the Stefan
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Figure 3.13: Water activity for an active point in the equatorial plane. The Stefan problem
and water bulk sublimation and diffusion are switched on. Left: A low thermal conduc-
tivity of 10−3 W m−1 K−1 is employed. The Stefan problem solution is slightly below the
solution without the temperature remapping technique. Right: A midsize thermal con-
ductivity of 10−2 W m−1 K−1 is employed. In the solution with the Stefan problem water
outgassing around perihelion takes only 70 % of the peak value of the solution without
the Stefan problem.
problem. For higher thermal conductivities, e.g. 10−2 W m−1 K−1, the water activity of
the Stefan problem solution takes only 70 % of the peak value of the solution without
the Stefan problem. As discussed in the previous Section a low value of κ leads to a
negligible contribution of water bulk sublimation and gas diffusion around perihelion.
Strong surface erosion leads to a colder nucleus prohibiting bulk sublimation of water ice
at around perihelion when this process reached its peak value.
Increasing the thermal conductivity, however, leads to a different result. More energy
is conducted into the nucleus enabling water bulk sublimation which cools the nucleus
close to the surface further down. The thermal flux into the nucleus is getting larger.
Therefore, less energy is available for surface sublimation. The solution with the Stefan
problem adds to this effect. A high value of κ means that the internal energy of the
eroded layers is higher than their counterparts with a small thermal conductivity. Hence,
more energy is lost if these layers are eroded. Colder sub-surface layers are brought to
the surface which increase further the thermal flux into the nucleus. Hence, less energy
is available for water sublimation at the surface. The water production curve with the
solution of the Stefan problem is below its counterpart without the Stefan problem. Water
activity around the perihelion shrinked to 70 % of the peak value of the solution without
the Stefan problem.
3.3 Summary
The code developed to simulate the thermal evolution of cometary nuclei is tested thor-
oughly in this chapter. A number of numerical tests were performed to prove that the
model behaves as expected.
In the second part, certain isolated aspects of the model like the Stefan problem, gas
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diffusion, and combination of these were studied to be prepared to interpret the complex
models for comet Hale-Bopp and CG presented in the following chapters. The conver-
gence of the thermal flux at aphelion in the solutions with and without the Stefan problem
has been demonstrated. The enhanced thermal flux into the nucleus at perihelion has also
been shown leading to less surface activity. The model is able to reproduce the convex
temperature depth profiles reported by Spohn and Benkhoff (1990) in connection with
the KOSI experiments. But, if the Stefan problem is taken into account than no convex
temperature depth profiles are obtained for CG. The surface erosion of sub-surface layers
prevents a strong heating of the sub-surface layers and thus bulk sublimation and heat
transport via vapor diffusion. It has also been shown that gas diffusion does not much
affect water activity.
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Hale-Bopp has been one of the most brightest comets passing Earth’s orbit so far. With
a peak water production of 1031s−1 it was two orders of magnitude stronger than comet
1P/Halley. Hale-Bopp was extensively monitored with equipment on the ground and from
space over a wide range of heliocentric distances. In cometary research Hale-Bopp is
considered as a reference object. The observation campaign has lead to an unprecedented
data base of production rates for various species. In this chapter the activity of Hale-Bopp
for water and CO is studied.
4.1 Introduction
Hale-Bopp belongs to the family of long period (LP) comets with orbital periods above
200 years, e.g. 2534 years1. LP comets have randomly distributed orbital planes and
aphelia. As Duncan (2008) writes LP comets appear to originate from a spherical shell of
comet nuclei at heliocentric distances of 104 AU. This cloud was named the Oort cloud in
honor of the discovering publication of Oort (1950). It is gravitationally bound to the Sun
and it appears to lie just inside of the boundary between the Solar System and the galaxy.
Perturbation by passing stars or galactic tides can scatter a comet on a path into the inner
Solar System.
Comet Hale-Bopp was discovered at a heliocentric distance of 7.2 AU in July 1995. Its
intrinsic brightness already at 7 AU offered the unique opportunity to study the evolution
of cometary activity over a wide range of heliocentric distances pre- and postperihelion.
The obtained data set of production rates contains important information about the phys-
ical and chemical state of the nucleus. Thermophysical nucleus models provide a mean
to access this information by matching calculated production rates to those derived from
observations. In particular, measurements of the nuclear activity over a wide range of
heliocentric distances pre- and postperihelion strongly constrain the model assumptions
and parameters. Near the Sun the absorbed energy is mainly used to maintain cometary
activity while at larger heliocentric distances when the activity subsides the fractions of
energy going for re-radiation and transfer into the nucleus interior become dominant.
1JPL Small-Body database: ssd.jpl.nasa.gov
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Table 4.1: Orbital and rotational parameters of C/O1 1995 (Hale-Bopp). JPL denotes the
NASA Small-Body Database.
Quantity Symbol Value Source
Eccentricity ǫ 0.9950817161 JPL
Semi-major axis asemi 185.864AU JPL
Diurnal rotation period τ 11.4 h Jorda et al. (1997)
Orbital rotation period torb 2534 y JPL
Obliquity of rotation axis δ 83 ◦ Jorda et al. (1997)
Argument of subsolar meridian Ω 65...105◦
Nucleus radius R 30 km Fernández (2002)
4.2 Observations
Comet Hale-Bopp has been studied by a wide range of instruments. A good overview
of the employed techniques and a discussion of the early understanding of the observa-
tions can be found in Bockelée-Morvan and Rickman (1997). From ground-based radio
telescopes production rates for a variety of species were derived. A progressive release
pattern for species like CO, CH3OH, HCN, H2O (from OH) and many others along the
incoming branch has been detected (Jewitt et al. 1996, Biver et al. 1997). In addition, wa-
ter production rates have been contributed by other groups (Colom et al. 1997, Stern et al.
1999, Weaver et al. 1999, Crovisier et al. 1999). Biver et al. (2002) updated their observa-
tions twice summarizing in their 2002 publication the full set of observations covering a
heliocentric distance from -7 AU pre- to 15 AU postperihelion.
To understand the information coded in the production rates of comets it is impor-
tant to recap the procedure applied to derive these values from observations. A general
approach also applied by Biver et al. (2002) is to derive production rates from line intensi-
ties with a spherically symmetric Haser model and empirically determined temperatures
and expansion velocities. The kinetic temperature and the expansion velocity of the coma
are key parameters in this approach. In addition, radiative decay, infrared or ultravio-
let pumping by solar irradiation are included in these models for all molecules. Thus
the detected line intensities are coming from the coma. Therefore, the connection of the
observed activity and sublimation processes in the nucleus is not straightforward. It is
also possible that processes in the coma lead to the creation of daughter molecules which
contribute to the observations. Such processes in the coma could be photochemistry, elec-
tron impact reactions, collisions in dense comae, and other types of chemical reactions.
These kind of sources of volatile materials in cometary atmospheres are referred to as
distributed sources. Irvine et al. (1998) and Rodgers and Charnley (1998) proposed that a
chemical reaction in the coma involving HCN might be responsible for the detected HNC
at comet Hale-Bopp. Cottin et al. (2001) suggest that the origin of H2CO might lie in
thermal degradation of polymers on grains in case of 1P/Halley. Eberhardt et al. (1987)
reported from in-situ measurements of the local CO density in 1P/Halley during the Giotto
encounter that possibly 2/3 of the local CO density originates from distributed sources.
Disanti et al. (1999) and Disanti et al. (2001) reported that at a heliocentric distance of
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1.5 AU the spatial distribution of CO molecules deduced from infrared long-slit observa-
tions of comet Hale-Bopp suggest that one-half of the CO was released by a distributed
source. A possible parent molecule of the CO might be CHON grains. The other half
is of nucleus origin. The authors also point out that beyond 2 AU from the Sun only the
nucleus source of the CO was visible. Based on the work of Disanti et al. (1999) it can be
concluded that around perihelion to 1.5 AU CO might also be from distributed sources.
Lederer et al. (2009) reported that around 40 % of the observed of OH in the coma of
Hale-Bopp might be from distributed sources. These observational findings are important
contributions to the effort of understanding the activity mechanism of CO better. They
suggest that the amount of CO and also of water coming directly from the nucleus might
only be around 50 % for comet Hale-Bopp close to perihelion while further away from
the Sun the primary source appears to be the nucleus.
In their recent paper Bockelée-Morvan et al. (2009) indicate that strong compositional
inhomogeneities might be present at Hale-Bopp particularly for CO sources. The investi-
gators report about a CO jet at a latitude position of 20◦ from which 40% of the observed
outgassing may originate from. The authors assumed for their model that all CO is origi-
nating in the nucleus. Finally, Bockelée-Morvan et al. (2009) also report about the lack of
a correlation between the CO jet and dust jets. Earlier, Lederer and Campins (2002) also
wrote that comet Hale-Bopp appears to be chemically heterogeneous. These reports gave
us a solid observational argument to study CO activity at different latitudes.
The Biver et al. (2002) observations of CO indicate three different regimes as the
comet approaches the Sun. Beyond >3 AU the fit of the observations along the preperi-
helion branch appears to follow a r−2.2H dependence on heliocentric distance rH. From 3
AU to perihelion at 0.9 AU the fit follows a r−1.9H law. Along the postperihelion branch
the CO fit follows a r−2H dependence. The striking feature, however, is that the CO fit
appears to follow the irradiation law of the nucleus’ surface which follows a r−2H depen-
dence on heliocentric distance. This observational result has stimulated the development
of the thermal model presented in this thesis. Because such dependence of CO activity
on the heliocentric distance appears to be only conceivable if the CO ice is stored close
to the surface. But, previous thermal models of comets pushed the CO front several tens
of meters below the surface as in de Sanctis et al. (2006) for comet CG. For comet Hale-
Bopp Capria et al. (2000) obtained a flat CO curve if only CO bulk ice sublimation is
assumed indicating that the CO ice is deep inside the nucleus even at perihelion. In this
thesis, a mechanism is presented that is capable to bring the CO ice front close to the
surface at perihelion which would allow to interpret the r−2H dependence of CO activity as
reported by Biver et al. (2002). Besides CO also water is considered in the investigation.
The other observed species could be to a higher degree from a distributed sources so that
they are completely neglected in this investigation. Another interesting feature is that CO
activity appears to be stalled or even decrease in the interval from 3 AU to 1.6 AU before
exhibiting a steep increase.
An important input parameter for the thermal evolution of a comet is the thermal
conductivity. Groussin et al. (2007) analyzed the near infrared spectra of the Deep Im-
pact mission to comet 9P/Tempel 1. From these data a low thermal inertia of ≤ 50 W
K−1m−2s1/2, corresponding to a heat conductivity less than 0.003 W K−1m−1, was derived.
In addition, Kührt (1999) showed for comet Hale-Bopp that a thermophysical nucleus
model with a low thermal conduction coefficient of 0.001 W K−1m−1 is able to reproduce
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the water sublimation measurements by assuming solely water ice sublimation without
further assumptions, like extended sources (Enzian et al. 1998). More recently, Davids-
son et al. (2009) re-evaluated the infrared spectra of the Deep Impact mission to comet
9P/Tempel 1. They included surface roughness into the model and derived thermal inertia
values for most surface areas (inactive surface elements) in the range of 1000 to 3000 W
K−1m−2s1/2 or about 1 to 10 W K−1m−1. Due to the uncertainty of κ several cases were
investigated from 0.001 W K−1m−1 to 0.1 W K−1m−1. The best fit to the observations was
obtained with a 0.01 W K−1m−1 which is employed for the rest of the chapter.
The radius of the comet was set to 30 km as reported by Fernández (2002). According
to Jorda et al. (1997) the diurnal rotation time of Hale-Bopp is about 11.4 h. Another
important input parameter is the obliquity of the rotation axis. The distribution of the
incoming solar energy on the surface of the comet heavily depends on this parameter
as can be inferred from Eq. (2.22) and Eq. (2.23). Following Sekanina (1979), the
illumination of a surface area can be calculated if the obliquity and the argument Φ of
the subsolar meridian at perihelion are known. Jorda et al. (1997) published a value of 84
◦ for the obliquity of Hale-Bopp. This value was used in Kührt (1999) together with an
argument Φ of 64◦ which is slightly below the lower range provided by Vasundhara and
Chakraborty (1999). Enzian et al. (1998) set Φ to 0◦ which was probably also employed
in Enzian (1999). Vasundhara and Chakraborty (1999) calculated the obliquity and the
argument of the subsolar meridian at perihelion. They published eight values for dates
between Oct 6, 1996 to Oct 9, 1997 covering ranges from 77◦ to 90◦ for the obliquity and
from 68◦ to 84◦ for the argument Φ. It seems that these angles are not so well constrained.
Therefore, the obliquity is put to a value of 84◦ which was also published in Jorda et al.
(1997) and considered several values for the argumentΦ. It turned out that our simulations
favor a value of around 105◦.
4.3 Previous thermal models of comet Hale-Bopp
The observations of comet Hale-Bopp have stimulated many groups to apply their existing
thermal models to match the calculated production curves with observations. Many of
these thermal models rely on the assumption of amorphous ice and gas that is occluded
therein and released upon phase transition (Mekler et al. 1990, Prialnik 1997a,b, Enzian
et al. 1998, Enzian 1999, Capria et al. 2000, 2002). In addition, the model of Flammer
et al. (1998) also includes clathrate hydrates with occluded gas. Upon phase transition,
the occluded gas is continuously released during restructuring of the ice.
Prialnik (1997a) was among the first who studied comet Hale-Bopp with a thermal
model assuming 5% of CO gas occluded in an amorphous ice matrix. The calculated
CO curve is after perihelion almost constant in contradiction with CO observations. A
similar result was reported by Flammer et al. (1998) who also obtained an almost flat CO
curve. In this model is assumed that there are H2O clathrate grains with occluded CO gas.
However, the observations of Jewitt et al. (1996) and Biver et al. (1997) show a peak in CO
production around perihelion. Later, Prialnik (1997b) presented a thermal model to study
the long distance evolution of Hale-Bopp. A key model assumption is the existence of an
amorphous ice matrix with occluded CO gas. But the model does not resolve the diurnal
rotation of the comet. At that time, only few preperihelion observations were available.
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Table 4.2: Set of model parameters employed for comet Hale-Bopp and CG.
Quantity Symbol Value
Mass concentration of water ice Xi 0.4
Mass concentration of CO ice Xco 0.1
Mass concentration of dust Xd 0.5
Porosity ψ 0.5
Pore radius rp 100 µm
Initial temperature distribution T0(x) 20 K
Initial depth of the CO front Λ0 50 cm
Enzian et al. (1998) presented a thermal model of Hale-Bopp and comparing the cal-
culated water and CO production curves with preperihelion observations. Key model as-
sumptions are the existence of amorphous ice with occluded CO gas. A modest fit through
the available data points of CO has been achieved by assuming 10% of CO occluded in
amorphous ice, 0◦ obliquity of the rotation axis, and an argument of the subsolar meridian
of 0◦. The water observations could not be fitted prior to 4 AU preperihelion. An estimate
of the possible contribution of an extended water source due to water ice sublimation from
icy grains in the coma is given. The proposed estimate allows to fit the data points beyond
4 AU. On the postperihelion branch, however, it is apparent that the water contribution
of the extended source exceeds the observations. When the data set of Biver et al. (1997)
became available, Enzian (1999) applied again his thermal model on Hale-Bopp. He con-
sidered two different values of the obliquity of the rotation axis 0◦ and 90◦. The chemical
composition of the comet was made up with 50% mass of dust, 40% amorphous water
ice, 5% CO trapped in amorphous water ice, and 5% CO ice as an independent phase. The
simulation is started at 50 AU preperihelion and finished at 50 AU postperihelion. With
these assumptions the author was able to reproduce the preperihelion CO outgassing pat-
tern with an obliquity of 90◦. The fit of the CO data along the postperihelion branch is
modest and ends at 4AU postperihelion. The data fit with 0◦ obliquity of the rotation axis
was poor pre- and postperihelion. At the same time, the water production rates could not
be fitted beyond 4 AU preperihelion.
Kührt (1999) showed that a thermophysical nucleus model is able to match the wa-
ter sublimation measurements without the assumption of extended water sources in the
coma. Based on the strong obliquity of Hale-Bopp as reported by Jorda et al. (1997),
Kührt (1999) investigated the apparent strong influence of seasonal effects on the water
sublimation curve. He showed that it is possible to fit the water production rates if a low
thermal conductivity is used.
Capria et al. (2000) published a thermal model of comet Hale-Bopp and compared
their results with CO observations in the range from -7AU pre- to 3AU postperihelion.
The best fit to the data set which was available at that time was achieved by assuming
that CO exists as an independent ice phase and that 20% of the CO is released only after
water sublimation. Another 10% of the CO gas is trapped in amorphous ice. No water
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sublimation curves are shown in this paper. In a later article, Capria et al. (2002) compared
their results for the water and CO activity of Hale-Bopp with observations in the range
from -7 AU pre- to 4 AU postperihelion. The calculated water flux fits the observations
only in the range from -2 AU to -1 AU, preperihelion. The remaining data points in the
range from -5 AU to -2 AU are not fitted by the model, neither are the data points along
the postperihelion branch. The assumptions of the trapped CO ice are similar to those of
Capria et al. (2000). In the range from -2 AU to -1 AU the fit of the CO data is good while
in the range from -7 AU to -2 AU the curve is an upper limit to the observations. The same
holds for the postperihelion branch. The range covered along the postperihelion branch is
1 AU to 4 AU. The curve does not match the data points so well.
It can be concluded that the model of Enzian (1999) and Capria et al. (2002) seem
to fit the observations of Hale-Bopp for CO quite well although neither model has been
applied to the full data set covering a range from -7 AU pre- to 15 AU postperihelion as
reported by Biver et al. (2002). Both models employ similar assumptions on the existence
of amorphous ice and the amount of occluded CO gas (5 to 20%). The water production
curve could not be reproduced so well by either of model. Both suggest that extended
sources might be responsible for the water sublimation beyond 4 AU preperihelion.
The existence of amorphous water ice and clathrate ice in comets is contentious.
Huebner (2008) gave an overview of the current state of the debate which tends to ques-
tion the existence of such water ice phases in comets. In particular, Huebner (2008) points
out that neither amorphous ice nor clathrate ice were observed in interstellar clouds, in
star-forming regions, or outer solar system objects. Amorphous ice was created in lab-
oratory experiments at low temperature and fast rates of condensation. Recent papers
on laboratory experiments of amorphous ice can be found in Bar-Nun and Laufer (2003),
Laufer et al. (2005), and Bar-Nun et al. (2007). Blake et al. (1991) showed that amorphous
ice transformes to clathrates hydrades in laboratory experiments. As Huebner (2008) em-
phasizes laboratory measurements are important for understanding cometary properties
but they are indirect arguments and maybe sometimes not representative.
Huebner (2008) put another important argument against amorphous ices based on the
sequence of condensation of materials with differing thermal enthalpies of sublimation.
As temperature decreases material condenses based on the scheme that gases with higher
enthalpies of sublimation condense first. That would suggest that water condenses at
a much higher temperature. At these temperatures, however, it is more likely to form
crystalline ice. On Earth clathrate hydrates are known to exist below the ocean bed and
in cold under ground regions such as Siberia. But, as Huebner (2008) wrote the clathrates
tend to disintegrate at low pressures.
Based on this collection of arguments against the existence of amorphous ice and
clathrate hydrates in comets these assumptions are not employed in our model. Only bulk
ice sublimation of volatile materials is considered.
52
4.4 Results
 1e+27
 1e+28
 1e+29
 1e+30
 1e+31
−15 −10 −5  0  5  10  15
Q C
O
 
in
 1
/s
rh in AU
4 pi
Biver et al.(2002)
Figure 4.1: CO production curve plotted as function of heliocentric distance. The curve is
calculated by integration over the whole spherical nucleus. The fraction of active surface
elements was about 0.25. The CO curve fits the CO data of Biver et al. (2002) only close
to perihelion well. Figure from Gortsas et al. (2010a).
4.4 Results
4.4.1 Calculation setup
The nucleus model of Hale-Bopp assumes a two-layer stratigraphy with the upper layer
being a mixture of water ice and dust while the lower layer includes also CO ice. The
parameters of the calculations can be found in Table 2.1, Table 4.1, and Table 4.2. Comet
Hale-Bopp is a long period comet with a period of 2530 years. CO and water activity,
however, is determined when the comet is close to the Sun. Therefore, for this study the
comet is put at a heliocentric distance of 20 AU and the calculations are proceeded to 20
AU postperihelion. This approach was also followed by Enzian et al. (1998) and Enzian
(1999). A constant initial temperature distribution of 20 K was assumed and the CO front
was put to a depth of 50 cm from the surface.
4.4.2 Results for CO activity
The integrated CO activity FCO of Hale-Bopp is compared with observations. Activity is
calculated through integration over the whole spherical nucleus
FCO = fa 2π
τr
R2
∫ π/2
−π/2
dθ cos(θ)
∫ τr
0
dt qCO(θ, t) . (4.1)
R is its radius, under the assumption that the comet is spherically symmetric. The fraction
fa of active surface areas is employed to fit the observations with the calculated production
53
4 Thermal model of C/1995 O1 (Hale-Bopp)
 1e+27
 1e+28
 1e+29
 1e+30
 1e+31
−16 −14 −12 −10 −8 −6 −4 −2  0
Q C
O
 
in
 1
/s
rh in AU
+75°
+50°
+25°
+0°
−25°
−50°
−75°
Biver et al.(2002)
Figure 4.2: Similar CO plot as in Fig. 4.1. The CO production of seven latitudinal stripes
with thickness of 25◦ are presented along the preperihelion branch. The CO data of Biver
et al. (2002) could be fitted if CO activity is confined to the positive hemisphere above a
latitude of 0◦. Figure from Gortsas et al. (2010a).
curves.This approach is commonly used although it might not always be stated. qCO
denotes the CO flux from a latitude θ at time t at the surface.
For a thermal conductivity of 0.01 W m−1 K−1 the CO production curve is shown in
Fig. 4.1. It is assumed that the active CO spots are distributed over the whole nucleus.
The spherical nucleus is divided in latitudinal direction into stripes with a thickness of 25◦.
The obliquity of the comet was set to 84◦ and the argument of the subsolar meridianΦ had
a value of 105◦. Apparently, the model is not able to reproduce the CO production rates
of Biver et al. (2002). Only close to perihelion, the model seems to fit the observations.
This result is in agreement with previous reports. So far only Enzian (1999) and Capria
et al. (2002) were able to present good fits of the CO observations, however, only over a
limited heliocentric distance from -7 to 4 AU and with the assumption that amorphous ice
with trapped CO gas is present. This assumption is not followed in the present approach
because the presence of amorphous ice in cometary nuclei is contentious, see also the
discussion in Section 4.3. The most straight forward approach is to assume CO bulk ice
sublimation and to perform an integration over the whole nucleus. But this approach has
failed (Capria et al. 2000).
Recent observational findings concerning the chemical heterogeneity (Lederer and
Campins 2002, Bockelée-Morvan et al. 2009) and a CO jet at a latitude of 20◦ (Bockelée-
Morvan et al. 2009) indicate that cometary activity might be localized. Therefore, the CO
activity of Hale-Bopp at different latitudes is investigated. In Fig. 4.2, CO activity along
the preperihelion branch is depicted. This result indicates that confining CO activity on
the positive hemisphere above 0◦ could fit the observations. The CO activity for different
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Figure 4.3: Similar CO plot as in Fig. 4.2 for the postperihelion branch. The CO data
of Biver et al. (2002) along the postperihelion branch could be fitted if CO activity is
confined to the positive hemisphere above a latitude of 0◦ as in the preperihelion case of
Fig. 4.2. Figure from Gortsas et al. (2010a).
latitudinal heights along the postperihelion branch is depicted in Fig. 4.3. It is apparent
that a good fit to the postperihelion CO data of Biver et al. (2002) is obtained if CO activity
is confined to the positive hemisphere above 0◦ as in the preperihelion case. The result
of such a scenario is displayed in Fig. 4.4. The good fit of the CO data depends on the
assumption that CO activity is confined in the positive hemisphere and that the rotation
axis of the comet is tilted. As shown in Table 4.1 the obliquity of comet Hale-Bopp is
very strong leading to strong seasonal effects.
The model is able to fit the CO observations of Biver et al. (2002) over the whole
measured heliocentric distance starting at -7 AU preperihelion to almost 15 AU postper-
ihelion. The fraction of active surface elements fa was set to 0.75. The presented CO
curve seems to be in good agreement with the CO jet at a latitude of 20◦ as reported by
Bockelée-Morvan et al. (2009) for the observations at 11 March 1997, which was close to
perihelion on the preperihelion branch. At around -2 AU preperihelion the model approx-
imates the local peak in the observations by a plateau.
4.4.3 Results for water activity
The water production curve for the best CO scenario of the previous section is depicted
in Fig. 4.5. It is assumed that the positive hemisphere above 0◦ is active in water and
CO while the remaining nucleus surface is still outgassing water vapor but not CO. The
model is able to reproduce the general trend of the water observations throughout the
orbit. The fraction of active surface elements fa is about 0.25. This result is in agreement
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Figure 4.4: Similar CO plot as in Fig. 4.1. The CO production curve is integrated over
the positive hemisphere above 10◦. The fraction of active surface elements was 0.75. The
CO data of Biver et al. (2002) are well reproduced along the preperihelion branch and
remarkably well along the whole postperihelion branch covering a heliocentric distance
from 1AU to almost 15AU. The local peak at around -2AU is approximated by a plateau.
Figure from Gortsas et al. (2010a).
with Kührt (1999). Our fit of the water observations is slightly better than that presented
in Enzian et al. (1998), Enzian (1999), and Capria et al. (2002). These groups argue that
beyond 4AU preperihelion water activity could only be due to icy grains in the coma while
around perihelion nucleus activity is mainly responsible for the observed water activity
of Hale-Bopp. Enzian et al. (1998) gave an estimate of the water activity of icy grains in
the coma. The water production curve of this estimate seems to fit the water observations
beyond 4AU on the preperihelion branch. Along the postperihelion branch, the water
production rates, however, could not be reproduced.
In a recent article, Lederer et al. (2009) analyzed Hale-Bopp data with a Monte Carlo
model which indicates that extended sources due to icy grains in the coma might con-
tribute to water activity. The simulations were performed on data from April 22-26, 1997.
At that time the comet was at the beginning of its postperihelion branch.
Currently, it is difficult to judge to what extend cometary water activity could be due
to extended sources and whether these sources contribute significantly to the observed
water activity of this comet on its whole orbit or whether it is only a transient effect.
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Figure 4.5: Water production curve of Hale-Bopp plotted as function of heliocentric dis-
tance. The production curve is obtained through integration over a spherical nucleus with
a fraction of active surface elements of 0.25. CO activity takes place on the positive hemi-
sphere above 0◦ according to the best fit scenario of Fig. 4.4 while water active surface
areas are distributed over the whole nucleus. The general trend of the water production
rates of Biver et al. (2002) are reproduced over the whole range. Figure from Gortsas et al.
(2010a).
4.4.4 Results for different values of the argument Φ of the subsolar
meridian at perihelion
The illumination of a surface area on the nucleus depends according to Sekanina (1979)
on the angle between the equatorial plane of the comet and the orbit plane, e.g. obliquity
of the comet, and the argument Φ of the subsolar meridian at perihelion. These values
enter the calculation of the solar zenith angle ζ according to Eq. (2.22) and Eq. (2.23).
Unfortunately, these values are not so well constrained but they clearly influence the out-
gassing pattern of the nucleus.
This should briefly be demonstrated for CO. The CO production curve for the best
fit scenario of Section 4.4.2 is shown in Fig. 4.6 for an argument Φ of 105◦ and 95◦.
Thus, changing Φ by a value of 10◦ shifts the CO outgassing curve clearly. Hence, this
parameter must be treated carefully when comparing simulations with observations.
4.5 Discussion and conclusions
A novel thermophysical approach is presented to interpret the observations of comet Hale-
Bopp as reported by Biver et al. (2002). The nucleus model accounts for heat conduction,
heat advection, gas diffusion, sublimation, and condensation in an ice-dust matrix with
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Figure 4.6: Similar CO plot as in Fig. 4.4. The importance of the argument of the subsolar
meridian at perihelion Φ for the CO production curve is demonstrated. Changing the
argument by 10◦ shifts the outgassing curve, because the illumination conditions of the
different latitudes throughout the orbit change. The obliquity was throughout this paper
84◦. The argument Φ and the obliquity enter the calculation of the solar zenith angle ζ
(Sekanina 1979). Figure from Gortsas et al. (2010a).
moving boundaries. Surface erosion due to surface sublimation leads to a moving bound-
ary which is resolved by applying a temperature remapping technique. This approach
allows to take properly into account the loss in the internal energy of the eroded surface
layers. Such moving boundary techniques are referred to as Stefan problems. They are
important if the thermal conductivity is low as was the case in this investigation and as
has been estimated in Section 2.2.
Our approach is guided by recent observational findings on important parameters con-
trolling cometary activity. A low thermal conductivity (Kührt 1999, Groussin et al. 2007),
the obliquity of the rotation axis (Jorda et al. 1997), the chemical heterogeneity (Led-
erer and Campins 2002, Bockelée-Morvan et al. 2009), and the CO jet at a latitude of
20◦ (Bockelée-Morvan et al. 2009) have been incorporated to calculate the water and CO
activity.
For the first time, a thermal model is applied to the full data set of the water and CO
production rates as reported by Biver et al. (2002). The data set covers the heliocentric
range from -7 AU pre- to 15 AU postperihelion. There was no need to include amorphous
ice into the model. The following results were obtained:
• The measured water production rates are well reproduced by the model. It is as-
sumed that the active spots are distributed randomly over the whole nucleus.
• The CO production curve fits the observations over the whole heliocentric distance
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starting at -7 AU to 15 AU very well. In agreement with recent reports by Bockelée-
Morvan et al. (2009) about a CO source at a latitude of 20◦ the best fit to the obser-
vations was obtained if CO activity is confined to the positive hemisphere above a
latitude of 0◦. Around -2 AU preperihelion, the model approximates the local peak
of the CO observations by a plateau. The CO fit along the postperihelion branch is
very well.
• A low thermal conductivity of 0.01 W K−1m−1 is in good agreement with the Hale-
Bopp observations.
In conclusion, currently there are two different approaches to model the outgassing
pattern of Hale-Bopp for water and CO as reported by Biver et al. (2002). The approaches
of Enzian (1999), Capria et al. (2002), and Prialnik (1997b) on the one hand. These
models rely on the assumption that some form of amorphous ice must be present in the
comet, that a certain percentage of CO must be trapped in the amorphous ice matrix which
is released after phase transition, and that there is a certain percentage of CO bulk ice. On
the other hand, the approach of this paper which tries to incorporate as many observational
findings of the recent years as possible and which relies only on CO bulk ice.
Finally, the importance of the argumentΦ of the subsolar meridian at perihelion for the
CO production curve has also been demonstrated. The argument Φ and the obliquity of
the comet determine the distribution of the incoming solar energy on the nucleus surface.
Changing Φ by a value of 10◦ shifts the CO production curve clearly.
After having successfully reproduced the production rates of CO and to a certain de-
gree also for water the thermal model is applied to predict the CO and water activity of
ESA’s Rosetta target comet CG.
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5.1 Introduction
The European Space Agency’s Rosetta spacecraft was launched on March 2, 2004 to
the Jupiter family comet 67P/Churyumov-Gerasimenko (CG hereafter). It is designed
to perform a series of experiments at the comet and on its surface as described in more
detail in Glassmeier et al. (2007). These experiments are going to provide a unique insight
into the state and evolution of comets. The anticipated data base is going to improve our
knowledge of comets in particular and the Solar System in general. Among many other
experiments the temporal and spatial characteristics of activity and temperature depth
profiles will be measured. To be prepared to interpret the expected data thermophysical
simulations of comets are required.
In contrast to Hale-Bopp, CG is a short period comet with an orbital period of 6.45
years and a perihelion distance of 1.25 AU1. Short period comets are defined by a Tis-
serand parameter TJ above 2. Their orbits are typically close to the ecliptic which is
also the case for CG with an orbital inclination1 of 7 ◦. Short period comets appear to
have their origin in the trans-Neptunian region at heliocentric distances of about 10 to
50 AU. Through planetary perturbations comets are scattered in the inner planetary re-
gion. According to Fernández (2007) the orbital parameter most affected by planetary
perturbations is the semimajor axis a and thus the orbital energy of the comet.
CG was discovered in 1969 and has been observed during 6 apparitions; the latest
apparition was 2002-2003. The radius of the comet has been estimated by different tech-
niques. Lamy et al. (2007) derived a value of 2 km from Hubble space telescope ob-
servations which is in agreement with radii derived from ground-based observations by
Kamoun et al. (1998), and Tancredi et al. (2000). Lamy et al. (2007) also derived the
diurnal rotation and gave a value of 12.4 h.
5.2 Observations
Comet CG has not been studied so extensively as comet Hale-Bopp. After ESA’s decision
to postpone the launch of Rosetta to comet 46P/Wirtanen in early 2003 and the selection
of CG as the new target the interest in this comet intensified.
1JPL Small-Body database: ssd.jpl.nasa.gov
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Only few values for the water production rate of this comet close to perihelion are
available. Schleicher (2006) reported about observations of CG at the Lowell Observatory
during the 1982/83 (Osip et al. 1992) and 1995/96 apparitions. The published production
rates cover a heliocentric range from 1.48 pre- to 1.86 AU postperihelion. The peak
water production occurred one month after perihelion passage and reached a value of
≈ 8×1027s−1. This outgassing strength corresponds to an active surface fraction of 3-4 %
as reported by Schleicher (2006).
For CO there are no observations available. Bockelée-Morvan et al. (2004) gave an
estimate of CO production at around 3 AU which is very vague so that it will be neglected
in this thesis. Therefore, it is assumed that CO outgassing is uniformly distributed as water
outgassing. The same value for the fraction of active surface areas which is important for
Eq. 4.1 is used for CO as for water.
5.3 Results
The nucleus model of CG is characterized by a multi-component nucleus with two volatile
species, i.e. water and CO ice. A two-layer stratigraphy is assumed with the upper layer
being a mixture of water ice and dust while the lower layer of water ice, dust, and CO
ice. For comet CG the same mass fractions have been used as for comet HB summarized
in Table 4.2. Constant initial conditions for the temperature field were assumed while
the density field was set to the thermal equilibrium values. This is justified by the short
period of the comet. The temperature remapping technique to account for lost surface
layers is taken into account. In the plots this method is referred to as Stefan problem
(SP). The obliquity of the comet as reported by Lamy et al. (2007) is also included. The
values for the obliquity and the argument of the subsolar meridian can be found in Table
3.1. Activity is calculated with Eq. (4.1) through integration over the whole spherical
nucleus. The water ice sublimation curves are calibrated against observations at perihelion
as reported by Mäkinen (2004) and Schleicher (2006) leading to an active surface area of
about 3% of the total surface. This value for the active surface area is in good agreement
with Schleicher (2006).
The calculations are run for several perihelion apparitions until a steady-state solution
is reached. This is necessary in order to become independent from the initial conditions
and to simulate short period comets. Steady-state is reached when curves of two con-
secutive perihelion passages exhibit no deviations. All shown curves are in this sense
equilibrated.
The orbital parameters can be found in Table 3.1. The physical constants for water,
CO, and dust are summarized in Table 2.1.
5.3.1 Thermal flux
The discussion of the simulation results starts with Fig. 5.1 and Fig. 5.2 showing the
thermal flux through the surface for a single diurnal rotation at perihelion and aphelion.
The thermal flux is plotted for an active surface point in the equatorial plane and the
results are compared with and without the temperature remapping technique, that is the
Stefan problem (SP). Such a comparative study is followed for comet CG in distinction
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Figure 5.1: Thermal flux through the surface of comet CG for an active spot in the equato-
rial plane for one diurnal rotation at perihelion. For comparison the thermal flux without
the temperature remapping technique is also shown. The Stefan problem accounts prop-
erly for the lost internal energy of the eroded sub-surface layers through the temperature
remapping technique, see Eq. (2.30). Therefore, the nucleus is much colder in the solu-
tion with the SP leading to a larger thermal flux into the nucleus during noon at around
3 h when surface sublimation reaches its peak value. Without the SP continuous heat-
ing of the nucleus leads to a steady decline of the peak value at dawn. During the night
the solution with the SP conducts less thermal energy to the surface because of a colder
nucleus.
to comet Hale-Bopp because for the former temperature depth profiles are going to be
measured during the Rosetta mission. It will be shown that the Stefan problem strongly
modifies the thermal flux at the surface and the temperature depth profiles.
At dawn, the sub-surface layers are relatively cold. Therefore, the thermal flux into
the body is in both cases relatively high. In the solution with the temperature remapping
technique layers that are warmed as the active point approaches the subsolar point are
eroded. With increasing surface erosion the surface recedes to greater depths. Inner
less warm regions come to the surface. Hence, continuous warming of the sub-surface
layers becomes virtually impossible. To reduce the relative large temperature difference,
thermal flux into the body increases as the surface point moves towards noon when surface
sublimation reaches its peak value. The loss process of internal energy of the eroded sub-
surface layers is properly accounted for by the temperature remapping technique.
Without the SP thermal flux through the upper boundary is continuously declining.
The initially large temperature gradient is reduced through continuous heating of the sub-
surface layers, which are retained in this mode. The temperature remapping technique is
not applied on the temperature field. Therefore, the internal energy budget of the nucleus
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Figure 5.2: Thermal flux plot as in Fig. 5.1 but at aphelion. CG’s aphelion position
is 5.6 AU. At these heliocentric distances energy input from the Sun is low and surface
sublimation is negligible. Hence, surface erosion due to sublimation is negligible. The
solutions with and without the Stefan problem are the same.
is not altered. Despite the fact that the surface boundary is moving towards the CO front.
The assertion is that the amount of internal energy in the eroded sub-surface layers is
small and therefore it should not much affect the production curves of CO and water.
Later on, it will be demonstrated that this is generally not a valid approximation.
Towards dusk the two curves converge again as a result of weak surface erosion. Dur-
ing the night, the solution of the SP provides less thermal energy to the surface due to a
colder nucleus. At aphelion, surface erosion is negligible. As is shown in Fig. 5.2 the
thermal flux curves with and without the SP are essentially the same.
Table 5.1: The thermal conduction coefficient κ employed in this chapter.
Thermal conduction coef. κ κ1 κ2 κ3
Value [W m−1 K−1] 10−3 10−2 10−1
5.3.2 Temperature depth profiles
The temperature as function of depth for an active surface element in the equatorial plane
are displayed in Fig. 5.3 and Fig. 5.4 at perihelion and aphelion, respectively.
At perihelion, strong surface erosion due to surface sublimation brings fresh and cold
material to the surface. The mechanism appears to consist of several steps and shall be
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Figure 5.3: Temperature depth profiles at perihelion. The corresponding active point is
located in the equatorial plane. The local time is noon. At perihelion water ice sublimation
and thus surface erosion is strong leading to a substantially less heated nucleus. The
temperature depth profiles of the SP solution are generally cooler than in the solutions
without the SP. The step structure indicates the location of the CO front which acts as
a cooling devise preventing a further heating of deeper layers. Increasing the thermal
conduction coefficient pushes the CO front several meters below the surface, see also the
CO depth plot in Fig. 5.7. The thermal conduction coefficient is given in Table 5.1.
described first for the arc of increasing surface sublimation. This is the case when the
active surface point moves from the night side to the day side. At dawn surface subli-
mation is weak. The surface and sub-surface layers are warmed. With increasing surface
activity these (sub-)layers are lost for the nucleus due to erosion. As the internal energy of
these sub-surface layers is lost most of the incoming solar energy that is transported into
the nucleus is used to warm the now new and cold surface and subsurface layers. With
increasing surface activity these layers which recently adapted to the surface conditions
are lost. Hence, the process has to start in principle again. The process is stopped when
surface sublimation has passed its peak value at around noon and subsides during the
night. Along the arc with declining surface activity the loss process of heated sub-surface
layers is getting weaker. A gradual warming of the nucleus is now possible. This energy,
however, is partly lost during the night side due to thermal emission at the surface.
This mechanism leads at perihelion to much steeper temperature depth profiles as is
shown in Fig. 5.4. Second the position of the front of volatile materials like CO in this
calculation is getting close to the surface. The actual position of the CO front depends on
the choice of the thermal conductivity. A low value of κ brings the CO front close to the
surface. The CO depth in the calculation with the Stefan problem is only 7 % of the CO
depth without the Stefan problem for a κ = 10−3 W m−1 K−1. This figure rises to 28 % for
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Figure 5.4: Temperature depth profiles as in Fig. 5.3 at aphelion. Surface sublimation
and thus surface erosion is negligible. The solutions with and without the SP converge
close to the surface. At greater depths memory effects are visible as a result of a dif-
ferent thermal evolution during perihelion passage. A high thermal conductivity leads
to a warmer nucleus. The CO front is several meters below the surface. The thermal
conduction coefficient is given in Table 5.1.
κ = 10−2 W m−1 K−1. In the calculation without the Stefan problem the adaptation of the
sub-surface layers to the surface conditions is continuous. The temperature remapping
technique is not applied. Therefore, the internal energy of the sub-surface layers is re-
tained allowing an energy transport into deeper layers. Therefore, the temperature depth
profiles without the Stefan problem generally show higher temperatures. The assump-
tion to neglect the Stefan problem is that the internal energy in the sub-surface layers is
small compared to the energy conducted from the surface into the nucleus. Around peri-
helion, this assumption is apparently not well justified. This conclusion appears to be also
independent from the thermal conductivity.
At aphelion, sublimation of water ice is low and therefore surface erosion. Conse-
quently, the SP should not much alter the temperature depth profiles of CG. Figure 5.4,
however, shows strong differences between calculations with and without the Stefan prob-
lem. In this context it is important to distinguish two different regimes. The layers close
to the surface in the range of cm are coupled to the surface rather strongly. In these layers
the temperatures for the two modi converge well as can be expected due to the negligi-
ble Stefan problem. At larger depths, in the range of several cm to m the temperature
distribution depends on the thermal history of the nucleus. Figure 5.3 shows that around
perihelion the nucleus exhibits a different thermal evolution depending whether the Ste-
fan problem is taken into account and also what thermal conductivity was employed. A
low thermal conductivity leads to smaller differences in the thermal history of CG there-
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Figure 5.5: The water outgassing curve as function of heliocentric distance with the tem-
perature remapping technique labelled as Stefan problem. For comparison the solution
without the Stefan problem is also displayed. For low thermal conductivities the water
outgassing curve is not much affected. Increasing the conductivity leads to less water
outgassing in the Stefan problem solution. See Sections 5.3.3 and 5.3.4 for a detailed
discussion.
fore the temperature depth profiles with and without the Stefan problem tend to converge
better than those with higher κ values.
5.3.3 Sublimation curves of water and CO ice
The activity of water and CO ice, and the CO depth profiles for a thermal conductivity
of 10−3 W m−1 K−1 are displayed in Fig. 5.5, in Fig. 5.6, and in Fig. 5.7, respectively.
For comparison, the solution without the temperature remapping technique, labeled as no
Stefan problem, is also shown.
The water sublimation curve is symmetric with respect to perihelion and not much
affected by the SP. In contrast to that, the CO sublimation curves exhibits a distinct asym-
metry between the pre- and the postperihelion leg. In the range from aphelion to 3.9 AU
preperihelion surface erosion is weak. The thermal wave penetrates the sub-surface layers
and through continuous heating during the day pushes the CO front to greater depths. In
both modi the maximum distance to the surface is reached at around 3.9 AU, see Fig. 5.7.
From 3.9 AU to perihelion, surface sublimation increases and exceeds the CO subli-
mation rates. Therefore, both modi bring the CO front closer to the surface. But only in
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the calculation with the SP is the internal energy of the comet reduced by the amount of
internal energy of the eroded sub-surface layers. This is achieved by applying the tem-
perature remapping technique Eq. (2.30). This reduction in internal energy prevents a
continuous heating during the day. It leads to a substantially less heated comet as dis-
cussed in Section 5.3.1 and 5.3.2. As a result the surface of the comet is moving towards
the CO front but the amount of energy reaching the CO front remains almost constant.
Hence, the CO outgassing curve shows along the preperihelion branch an almost constant
course. Only close to perihelion when the CO front is almost at the surface, compare Fig.
5.7, CO production starts to increase reaching a peak value at perihelion comparable to
the solution without the SP.
In the calculation without the SP the reduction of internal energy is neglected. The
temperature remapping technique is not applied. Therefore, the calculation without the
SP shows a continuous heating of the nucleus during the day. The CO front is effectively
supplied with thermal energy leading to high sublimation rates and a deeper CO front,
see CO plot in Fig. 5.7. As Fig. 5.6 shows the CO sublimation curve without the SP
exhibits a liftoff which occurs exactly at around 3.9 AU. After perihelion, both CO sub-
limation curves exhibit a very similar progression. The CO depth curves, however, show
a retardation effect. The solution without the SP reaches its minimum distance to the
surface around 0.6 AU after the solution with the SP. This is a consequence of a deeper
CO front and the continuous heating along the incoming branch in the solution without
the SP which created warmer sub-surface layers. As the comet passes 2 AU water sub-
limation is rapidly declining which allows the CO front to recede almost in parallel for
both modi. The effect of the SP is shrinking so that the amount of energy reaching the CO
front increases. Therefore, the CO production is comparable to its counterpart without
the SP solution. The fact that both modi produce a similar progression of the CO curve
along the postperihelion branch is the result of the low κ value. Figure 5.6 shows the
CO curves for higher κ values which show clear differences also along the postperihelion
branch between the calculations with and without the SP. de Sanctis et al. (2006) studied
CG with their thermal model obtained a similar water gas production curve as shown in
Fig. 5.5. With respect to CO their model predicts a flat CO production curve.
5.3.4 Influence of the heat conductivity κ
The heat conductivity κ is a key parameter for the thermal evolution of comets. Huebner
(2008) recently summarize that this very important parameter is not well constrained. Due
to this uncertainty and the discussion in Section 2.5 several cases covering values from
10−3 W K−1m−1 to 10−1 W K−1m−1 were investigated.
The thermal conductivity is not only important for the amount of heat that is trans-
ported into the nucleus at daytime and released at night but it also controls the amount
of eroded surface material and the energy loss due to surface erosion. The penetration
number χ also depends on this parameter. According to this quantity low thermal con-
ductivities make it necessary to treat the evolution of the comet as a Stefan problem. For
higher values, χ is small indicating that the Stefan problem might not be so important for
the thermal evolution of the comet.
We have seen in the previous section that the CO sublimation pattern is strongly mod-
ified by the SP problem especially along the preperihelion branch while the water subli-
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Figure 5.6: Similar plot as in Fig. 5.5 for CO. Surface erosion due to surface sublima-
tion leads to escaping surface material. The internal energy of these layers is lost for
the system. Therefore, less thermal energy can reach the CO front leading to a stalled
CO outgassing along the preperihelion branch in which water sublimation at the surface
increases. At perihelion the CO has come very close to the surface causing a peak in
CO outgassing. Along the postperihelion branch water sublimation is declining reducing
surface erosion and thus the obstruction of the diurnal heat wave is getting weaker. High
thermal conductivities lead to less CO activity with the tendency to converge to a flat CO
production curve. See Sections 5.3.3 and 5.3.4 for a detailed discussion.
mation curve exhibits only small differences for a low thermal conductivity, e.g κ1 = 10−3
W K−1m−1. The situation is different for a relative high thermal conductivity as shown in
Fig. 5.5. Increasing κ generally reduces the water sublimation rate throughout the orbit
because more energy is conducted into the nucleus. This is the case with and without the
Stefan problem if the water curves of the same modi are compared. Second, the water
production curve of the solution with the temperature remapping technique is below its
counterpart without the SP around perihelion at the postperihelion branch.
A large value in the thermal conductivity increases the energy conduction into the nu-
cleus. Inside the nucleus water bulk sublimation cools the nucleus and thereby increases
further the thermal flux from the surface into the nucleus. Therefore, less energy is avail-
able for surface sublimation. The SP problem adds to this effect. A high value of κ means
that the internal energy of the eroded layers is higher than their counterparts with a small
thermal conductivity. Hence, more energy is lost if these layers are eroded. Colder sub-
surface layers are brought to the surface which increase further the thermal flux into the
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Figure 5.7: Similar plot as in Fig. 5.5 for the depth of the CO front. Low thermal conduc-
tivity: Along the preperihelion branch two intervals can be discerned. From aphelion to
3.9 AU water sublimation is lower than CO sublimation. The CO front moves to greater
depths. From 3.9 AU to perihelion water sublimation exceeds CO bringing the CO front
closer to the surface. In the calculation with the Stefan problem the temperature remap-
ping technique leads to a colder nucleus. Therefore, CO comes closer to the surface.
Neglecting the temperature remapping technique leads to a warmer nucleus. Hence, the
CO front remains at larger depths. Higher thermal conductivities push the CO front sev-
eral meters from the surface. See Sections 5.3.3 and 5.3.4 for a detailed discussion.
nucleus. Hence, less energy is available for water sublimation at the surface. The water
production curve with the solution of the SP is below its counterpart without the SP. This
result has already been encountered in Section 3.2.6 for a simple comet model.
Further away from perihelion the SP becomes less important. The differences in the
water sublimation curves become smaller. In the SP solution the comet is colder even with
a relative high thermal conductivity. Therefore, the water sublimation of the SP solution is
below its counterpart without the SP also far from perihelion. The energy coming back to
the surface during the night is mostly re-radiated and not relevant for water sublimation.
Increasing the thermal conductivity starts to decouple the CO sublimation from the
current position of the comet relative to the Sun as is displayed in Fig. 5.6. The CO
sublimation curve of the SP solution is getting flat. The solution without the SP exhibits
a stronger maximum around perihelion but the peak is less pronounced compared to the
low thermal conductivity solution. There is the tendency visible to converge to a flat CO
profile with increasing heat conductivity.
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It is also interesting to notice that for a low κ the differences between the CO curves
of the solution with and without the Stefan problem were confined in the preperihelion
branch as is displayed in Fig. 5.6. Higher κ value appears to move these differences to
the postperihelion branch. For a high κ value of 10−1 W K−1m−1 the preperihelion curves
show until before perihelion the same course with quantitative differences while along the
postperihelion branch the differences become quite pronounced. The intermediate κ value
of 10−2 W K−1m−1 further corroborates this conclusion.
A low κ value keeps the CO front rather close to the surface as is shown in Fig. 5.7.
Therefore, during perihelion approach the CO front can be brought rather fast close to the
surface in both modi.
A higher κ value, however, pushes the CO front several tens of center meters or even
meters deep into the nucleus. During perihelion approach the CO front is brought closer to
the surface in both modi but its minimum distance to the surface is reached after perihelion
passage when water sublimation starts to decline again. Thermal energy can then reach the
CO front and cause higher sublimation rates. The CO depth plots in Fig. 5.7 corroborate
this conclusion. The Stefan problem prevents strong CO sublimation because of surface
erosion which is around perihelion strong even if the nucleus is on the postperihelion
branch. Therefore, the CO curve of the Stefan problem solution tends faster to the flat CO
profile.
The value of the thermal conductivity has a strong impact on the results in both so-
lutions with and without the SP. It is shown that with an increasing value of κ the CO
sublimation pattern starts to decouple from the processes taking place at the surface. In
other hand, the SP problem has an increasing influence on the water sublimation pattern
with increasing thermal conductivity.
Going back to the length scale estimates of Section 2.2 which motived the approach
to study the Stefan problem in more detail the conclusion that the Stefan problem appears
to be also important for higher thermal conductivities is new. For higher κ values the
penetration number χ is rather low as listed in Table 2.2. Apparently, the Stefan problem
is more complex than the simple but intuitive discussion on the characteristic scales of
Section 2.2. The loss in internal energy of the eroded sub-surface layers is not included
in the discussion of Section 2.2. But as the present discussion has shown this energy is
important and it leads to the effect that with increasing κ the water sublimation at the
surface with the Stefan problem starts to deviate from the solution without the Stefan
problem which was not the case for low thermal conductivities, e.g. 10−3 W K−1m−1.
5.3.5 Comparison with observational data
Unfortunately, there are only few observations of water for comet CG which are mainly
confined to the perihelion region. Therefore, it is difficult to compare the model results
with observations. However, to discriminate between models and parameters, observa-
tions at large heliocentric distances are necessary.
Hanner et al. (1985), Osip et al. (1992), Crovisier et al. (2002), Mäkinen (2004), and
Schleicher (2006) provide water production rates of CG around perihelion. The data
points of Schleicher (2006) for the 1982/1983 observational campaign, referred to as
Schleicher I, and for the 1995/96 apparition, referred to as Schleicher II, together with
the SWAN data of Mäkinen (2004) are plotted in Fig. 5.5. The data, however, allow to
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derive the fraction of active surface areas which is important of for Eq. (4.1). A value of
3 % was employed to match the observations at perihelion which is in good agreement
with Schleicher (2006).
5.4 Conclusion and outlook
The thermophysical model developed in Chapter 2.4 is applied on CG the target comet of
ESA’s Rosetta mission. Thermal flux, temperature depth profiles, and activity of water and
CO are studied. The influence of the thermal conductivity as a key yet poorly constrained
parameter has been studied. The nucleus model consists of a multi-component comet
with water ice, dust, and CO ice. The novel feature of this model is the self-consistent
treatment of surface erosion as a moving boundary value problem (Stefan problem) with
a rigorous treatment of the internal energy loss process due to ablation. The importance
of the Stefan problem is worked out in detailed. The model accounts for heat conduc-
tion and advection, gas diffusion, sublimation, and condensation processes in a porous
multi-component nucleus with moving boundaries. Seasonal effects were also taken into
account.
The SP leads to a considerably less heated nucleus with the following consequences
for the thermal flux and the temperature depth profiles at perihelion and aphelion.
• At perihelion, the thermal flux at the surface is much larger in the SP solution com-
pared to the solution without the SP. At aphelion, surface sublimation is negligible.
Therefore, the thermal flux in the solutions with and without the SP are the same.
• The temperature depth profiles with the SP are generally cooler compared to the
results obtained without the SP. This is the case independent from the thermal con-
ductivity and the position of the comet relative to the Sun.
The effect of the SP on the activity of water and CO gas depends on the value of the
thermal conduction coefficient. For low thermal conductivities, e.g. 10−3 W K−1m−1, it
can be summarized:
• Water sublimation of the SP solution is slightly below the solution without the SP.
• The CO activity in the SP solution exhibits a characteristic asymmetry with respect
to perihelion. The incoming branch shows an almost stagnating CO production
while the post perihelion branch exhibits a decline in analogy to the declining solar
irradiation at the surface. In contrast to that, the CO sublimation curve without the
SP is symmetric with respect to perihelion and its course follows the solar irradia-
tion of the surface with a peak value at perihelion.
• The SP brings the CO front close to the surface at perihelion while without the SP
the CO front remains several tens of cm below the surface.
Increasing the thermal conductivity to a value of 10−1 W K−1m−1 leads to the following
results:
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• Water sublimation of the SP solution takes only 70% of the solution without the SP
around perihelion. This reflects a more effective cooling mechanism of the SP with
a larger thermal conduction coefficient.
• Along the preperihelion branch the CO curves with and without the Stefan problem
are flat with small quantitative differences until before perihelion. Along the post-
perihelion branch both CO curves exhibit a peak value. But in the solution with the
Stefan problem the peak is less pronounced. The minimum distance of the CO front
from the surface is reached after perihelion passage.
Hence, in case of a small thermal conductivity the SP has a small effect on surface subli-
mation of water ice and a strong impact on CO sublimation inside the nucleus especially
along the preperihelion branch.
In case of a high thermal conductivity the Stefan problem has a larger effect on surface
sublimation of water ice. The CO front with the Stefan problem converges faster to a flat
CO profile. As result there are differences in the CO curves with and without the Stefan
problem along the postperihelion branch but the tendency is to converge to a flat CO
production curve in both modi.
For low values of the thermal conductivity, Rosetta should measure a steep tempera-
ture gradient below an active area mainly near perihelion. Even at strong solar insolation
the temperatures are extremely low directly below the surface since the cold CO front is
located at a depth of only some centimeters. This would also mean that other volatiles
and amorphous ice, if it does exist, are present near the surface and one could possibly
find pristine matter in shallow depths.
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The hybrid plasma simulation technique employed in this thesis to calculate the plasma
environment of weak comets is presented. The model was developed by Bagdonat and
Motschmann (2002) and already applied to study various aspects of the interaction be-
tween the solar wind and weak comets, e.g. 46P/Wirtanen und CG. As part of this thesis
the code is applied and extended to study the plasma environment of CG in more detail by
including results from the thermal modeling of the nucleus. In this introductory chapter,
the model and few aspects of its implementation are discussed.
6.1 Introduction
The study of the solar wind-comet (SW-C hereafter) interaction was initiated by obser-
vations of comets when Biermann (1951) drew the conclusion that the orientation of
cometary ion tails in almost anti-sunward direction indicate the existence of a radially
streaming plasma flow originating in the Sun, the solar wind. This flow of protons, elec-
trons, and a small fraction of other ionized particles propagates with supersonic and super-
Alfvénic velocity in the range of 300-1500 km s−1. Its most important feature is its state
of magnetization. The solar wind is a complex plasma flow which is subject to many
variations in density, flow velocity, and other observables.
The interaction of the solar wind with comets has been studied through spacecraft
missions and models in the past three decades. For reviews consult Neugebauer (1990),
Coates (1997), and Coates and Jones (2009). Several missions with instruments suit-
able for studying the plasma environment of comets were flown to comet 21P/Giacobini-
Zinner (GZ), 1P/Halley, 26P/Grigg-Skjellerup (GS), and 19P/Borelly. The data acquired
from these missions together with theoretical models have improved our understanding
of the SW-C interaction.
Analytical models provide basic but still very important insights into structure and
magnitude of the effects to be expected (Biermann et al. 1967, Mendis and Flammer
1984). Magnetohydrodynamics (MHD) and multi-fluid models constitute a very efficient
method to study the global structure of the plasma environment of strongly outgassing
comets (Wegmann et al. 1987, Bogdanov et al. 1996, Gombosi et al. 1996, Hansen et al.
2007, Benna and Mahaffy 2006). In this regime, close to perihelion, the characteristic
length scale of the solar wind-comet interaction is large compared to the gyroradius of the
heaviest particles and thus a fluid description is appropriate. Results from MHD models
were used to study ion chemistry of comets 1P/Halley by Rubin et al. (2009), Hale-Bopp,
and Hyakutake, and other studies of the plasma environment of 1P/Halley. However,
for low cometary production rates, as reported by Schleicher (2006) for CG, where the
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extension of the coma is small compared to the large gyroradius of the heaviest consid-
ered species, a kinetic description provides valuable insights into the plasma environment
of comets (Lipatov et al. 2002, Motschmann and Kührt 2006). Hybrid models treat the
dynamics of the solar wind ions and cometary ions kinetically while retaining a fluid de-
scription for the electrons. The hybrid model resolves the velocity distribution function of
protons and cometary ions thus enabling to study kinetic effects due to a non-equilibrium
velocity distribution.
The outgassing strength of the nucleus is an important input parameter of plasma sim-
ulations. It determines the size and nature of the interaction region. The thermal modeling
part of the thesis has taught us that cometary activity increases by several orders of magni-
tude as the comet approaches the Sun. The most abundant species close to the Sun in the
evolving coma which increases from few km to thousands or even millions of km is water
vapor (Krankowsky et al. 1986). Freshly born neutrals expand with supersonic velocity
radially away from the nucleus which can exert only a negligible gravity attraction. The
neutral particles can ionize either by photoionization or charge exchange. The ionized
particles immediately start to interact with the solar wind. The new born ions are acceler-
ated by the convective electric field and perform a cycloidal motion gyrating around the
magnetic field. This cycloidal motion translates to a ring in velocity phase space which is
unstable and leads to the production of plasma waves. These waves scatter the particles in
pitch angle to a shell in velocity phase space. Then this shell is thickened and if enough
time passes the velocity shell distribution becomes a Maxwellian around the local solar
wind velocity (Motschmann and Glassmeier 1993a, Coates et al. 1993). Conservation of
momentum and energy thus leads to the transfer of energy from the solar wind to the pick-
up currents and to waves (Motschmann and Glassmeier 1993b, Glassmeier et al. 1993).
Continuous deceleration of the solar wind by mass loading is possible only until the mean
molecular weight of the plasma particles reaches a critical value (Biermann et al. 1967).
At this point a weak shock forms decelerating the plasma flow to subsonic velocities.
The spatial heterogeneous mass loading pattern leads to a draping of the magnetic field
frozen in the solar wind flow around the obstacle on large scale. The draped magnetic
field organizes the heavy cometary ions to form the plasma tail.
An interesting feature of comets is the fact that their coma is growing as they approach
the Sun and that the coma is comprised of many species. Depending on the heliocentric
position of the comet different ion species are dominating the coma. The growing coma
creates a very different obstacle to the solar wind flow. Several AU from the Sun cometary
activity is in general very low. The solar wind is hitting a bare nucleus while close to
the Sun the coma covers hundred of thousands of km. This unique laboratory will be
simulated in this thesis. It is thus the coma which poses a special kind of obstacle to
the solar wind as the cometary nucleus provide little impediment to the solar wind flow
(Keller et al. 1986a).
In the hybrid model, main aspects of this very complex and here only broadly de-
scribed phenomenon are modelled. Important ingredients of the cometary part of the
SW-C interaction are the outgassing strength, the activity pattern, and the ionization pro-
cess. The dynamics of the cometary ions are treated in complete analogy to the solar wind
protons in the macroparticle approach. Newtonian equations of motion with the Lorentz
force as the main driving force are solved. The cometary electron population is add as
another contribution to the solar wind electron fluid with a much lower temperature.
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6.2 Material theory I - ion dynamics
The mean free path of solar wind particles is several AU large exceeding the character-
istic scale lengths of the SW-C interaction of 106 to 109m by 5 to 3 orders of magnitude
as argued by Axford (1962). Therefore, the solar wind plasma can be regarded as colli-
sion free. For weak comets and for the scale lengths which the hybrid code resolves the
assumption of a collision free plasma should also be valid in the vicinity of the nucleus.
A general formalism for the description of an ensemble of particles is given by the
Liouville equation allowing to calculate the time evolution of the phase space probability
density F for a given Hamilton function H and appropriate initial conditions (Cap 1970)
dF
dt =
∂F
∂t
+ {H , F} . (6.1)
The curly brackets denote the Poisson brackets. This equation serves as a starting point
for different levels of approximations to obtain a statistical description of a wide range of
phenomena. Among them is also the statistical description of a collision free plasma, the
so called Vlasov plasma. To derive the Vlasov equation from Eq. (6.1) it is assumed that
no direct particle interaction can occur between the constituents of the plasma and that
the particles obey the canonical equations for a given electromagnetic field. In this case,
the distribution function disentangles to a product of 1-particle distribution functions f .
The derived equation is the Vlasov equation (Cap 1970)
d f
dt =
∂ f
∂t
+ q˙ · ∇q f + p˙ · ∇p f = 0 . (6.2)
q and p denote the canonical coordinates and momenta, respectively. In this investigation
the canonical variables are the spatial coordinate q = x and the velocity of the particles v =
p/m. The mass is assumed to be constant as the velocities in the plasma are well below 0.1
of the light speed. In the hybrid code the Vlasov equation is not solved directly. Instead,
the characteristics of this equation are solved which provides an equivalent description.
These are mainly Newtonian equations of motion with the Lorentz force and a drag force
d
dst = 1 ,
d
dsxµ = vµ ,
d
dsvµ =
qµ
mµ
(
E + vµ × B
)
− kD nn
(
vµ − un
)
. (6.3)
Here qµ and mµ are the charge and mass of a particle of species µ, solar wind protons or
cometary ions, respectively. s denotes an appropriate parameter, e.g. time. The collision
term is added a-posteriori in Eq. (6.3) to simulate collisions between ions and neutrals.
Such collisions can become important close to the nucleus but if they become too strong,
then the formalism breaks down. One of the assumptions in the derivation of the Vlasov
equation is that there are no direct particle interactions. This term reflects a small cor-
rection of the ion dynamics due to collisions. It simulates momentum exchange and it
acts as an inner friction term. In the literature this term is often referred to as Langevin
term. The parameter kD is a phenomenological collision rate times volume element. For
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Table 6.1: Characteristic values of the solar wind-comet interaction. The hybrid model
depends on the interplanetary magnetic field strength B0 and the background proton den-
sity n0 as input parameters. The characteristic scales of the other quantities are derived
from these parameters.
Quantity Symbol Numerical Value
Magnetic field strength B0 5 nT
Number density n0 5 cm−3
Time t0 = 2π/Ωg,p 2 s
Length x0 = c0/ωp,p 85 km
Velocity vA = x0/t0 48 km s−1
Electric field E0 = v0 B0 0.24 mV/m
Pressure p0 = B20/(2µ0) 0.01 nPa
weak comets the contribution of the collision term is weak. nn and un are the number
density and bulk velocity of the neutrals. If collisions between the particles cannot be
treated in this way then a statistical description of the collision processes would be nec-
essary meaning that one has to go back to the Liouville equation and to derive a suitable
approximation (Cap 1970).
The Newtonian equation of motion is solved for the solar wind protons and for each
cometary ion species. To overcome the problem of defining initial conditions for a large
number of ions the macro-particle approach is followed. This is a numerical technique
allowing the simulation of large particle collections with the important constrain that the
charge-to-mass-ratio of a macro-particle equals that ratio of a real particle (Bagdonat
2005).
6.3 Material theory II - electron dynamics
The electron population is not treated in the macro-particle approach. Estimating the
gyroradius rg defined as
rg =
m v⊥
|q| B (6.4)
for typical solar wind conditions shows that rge is much smaller than the characteristic
scale length of the SW-C interaction. q denotes charge and m the mass of the ion. v⊥
denotes the perpendicular velocity to the magnetic field B. Taking a background magnetic
field of 4.9 nT and an averaged velocity of 400 km s−1 leads to a rg,e of 0.43 km which
is far less than the proton inertial length of 100 km or the gyroradius of protons with 850
km. Therefore, a kinetic description is not mandatory. The electron population is treated
as a fluid that ensures charge neutrality on average in each volume element. Under the
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assumption of an iostropic pressure the momentum equation reads as
d(me ne ue)
dt = −e0 ne
(
E + ue × B
)
− ∇pe + R je . (6.5)
ue denotes the electron bulk velocity. pe denotes thermal pressure, R is the resistivity
and je = e0 ne ue the electron charge current density. The resistivity term is neglected in
the following discussion as it was not used in the simulations. This term is introduced
to effectively account for processes that can not be modeled in the hybrid model such
as high frequency wave-particle scattering. As discussed in Bagdonat (2005) it can be
used to make the code more stable but generally this term is small compared to numerical
diffusion.
To estimate the importance of the time derivative in Eq. (6.5) the variables are scaled
and non-dimensionalized. ne is scaled to the background solar wind ion density n0. ue is
scaled to the Alfvén velocity vA = x0/tg,p with tg,p being the characteristic time scale of
the protons defined below and x0 the proton inertial length given by
x0 =
c0
ωp,p
= vA tg,p . (6.6)
ωp,p denotes the proton plasma frequency defined as
ωp,p =
√
e20 n0
ε0 mp
. (6.7)
ε0 is the electric vacuum permittivity, e0 the elementary charge unit, and mp the proton
mass. Time t is scaled to the characteristic time scale tg,p of the proton dynamics in order
to judge the importance of the left hand side of Eq. (6.5) from the view point of the ion
dynamics. The electric field is scaled to
E0 = vA B0 . (6.8)
B0 denotes the interplanetary magnetic field to which also the magnetic field is scaled to.
The thermal pressure is measured in units of the background magnetic pressure
p0 =
B20
2 µ0
. (6.9)
µ0 is the magnetic vacuum permittivity. The current density j is scaled according to
j0 = e0 n0 vA . (6.10)
The charge is scaled to the elementary charge e0. These definitions are summarized in
Table 6.1. They allow to map Eq. (6.5) to the following dimensionless equation
tg,e
tg,p
d(n∗e u∗e)
dt∗ = −2π n
∗
e
(
E∗ + u∗e × B∗
)
− 1
2
∇∗p∗e . (6.11)
Here, the characteristic time scale of electrons tg,e and protons tg,p are defined as
tg =
2 π
Ωg
. (6.12)
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The gyrofrequency Ωg is given by
Ωg =
q B
m
. (6.13)
The ratio of the time scale yields
tg,e
tg,p
=
me
mp
≈ 1
2000 . (6.14)
Hence, the left hand side of Eq. (6.11) can be safely neglected if the time resolution is
defined by the characteristic time scale of the protons tg,p. The momentum equation of the
electron fluid then yields the following equation
0 = −e0 ne
(
E + ue × B
)
− ∇pe . (6.15)
It would be theoretically possible to take the characteristic scales of the electron dynam-
ics. This choice would resolve the electron and the proton dynamics but practically the
simulation of the solar wind-comet interaction with such a full particle code would be very
hard to realize. Therefore, the model resolves in temporal dimension physical processes
determined mainly by the gyrofrequency of the protons. In spatial dimension, processes
that are defined on the proton inertial length are resolved. From Eq. (6.15) an explicit
equation for the electric field is derived
E = −up × B + j × B
µ0 ρp
− 1
ρp
∇pe . (6.16)
ρp = e0 np denotes the ion charge density. Here, the fact that the plasma is neutral on
average in each volume element is used, e.g. ne ≈ np. The proton bulk velocity enters Eq.
(6.16) by employing charge neutrality and rearranging equation
j = e0 np up − e0 ne ue (6.17)
after ue. The theoretical description is closed by an adiabatic law for the thermal pressure
of the electron population which is intimately related to the energy equation of the electron
fluid (Motschmann 2009)
pe = pe,0
(
ne
ne,0
)κ
. (6.18)
The expression of the electron pressure is rewritten by applying the assumption of quasi-
neutrality and by introducing the plasma beta β which is defined as the ratio between the
thermal pressure to the magnetic pressure. Equation (6.18) is then written as
pe = p0 βp
(np
n0
)κ
. (6.19)
κ denotes the adiabatic exponent.
The formalism developed so far does not only apply to the electrons of solar wind
origin but also to the electrons from the cometary plasma. In this case an additional term
for the thermal pressure is included in Eq. (6.16) to account for the much colder electron
fluid from cometary origin. Second, np also includes the ions of cometary origin.
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6.4 Electromagnetic field in the hybrid plasma model
So far a material theory has been presented for the dynamics of positively charged ions
from solar wind and cometary origin and electrons. These entities are subject to an elec-
tromagnetic field and they form currents which themselves generate an electromagnetic
field. Thus, to close the theoretical description a model is necessary which describes the
time evolution of the electromagnetic field in the presence of a quasi-neutral, perfectly
conducting plasma with a frozen-in magnetic field. The model is derived from the elec-
tromagnetic field equations of Maxwell.
Charge neutrality on average in each single volume element implies that the macro-
scopic charge in a volume element is zero. But due to the complex dynamics the distri-
bution of the charge particles inside the volume element can give rise to an electric field,
e.g. polarization field. The explicit equation of the electric field in Eq. (6.16) and Gauss
law given by
div E = 1
ε0
ρ (6.20)
enable the calculation of such sources of the electric field. There are no sources of the
magnetic field
div B = 0 . (6.21)
Ampére laws reads as
rot B = µ0 j + 1
c20
∂
∂t
E . (6.22)
In analogy to Eq. (6.11) all quantities of Eq. (6.22) are scaled yielding the following
equation
rot∗ B∗ = 2 π j∗ + v
2
A
c20
∂
∂t∗
E∗ . (6.23)
As the Alfvén velocity is much smaller than the light of speed, it is safe to neglect the
displacement current. This approximation is known as Darwin approximation. Finally,
Faraday’s law reads as
∂
∂t
B = −rot E . (6.24)
With Eq. (6.16) for the electric field and Ampére’s law without the displacement current
Faraday’s law is formulated as an equation for the time evolution of the magnetic field
∂B
∂t
= rot (ui × B) − rot
(
rot B × B
µ0 ρi
)
. (6.25)
Equations (6.3), Eq. (6.16), and Eq. (6.25) are solved numerically until stationarity is
reached for a given outgassing strength of the comet and a predefined outgassing pattern.
The theoretical framework of the hybrid model as originally developed by Bagdonat and
Motschmann (2002) and documented in more detail in the doctoral thesis of Bagdonat
(2005) has been presented so far. In the last section of this chapter the numerical imple-
mentation of this model shall be briefly outlined.
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Particles B E j ρ 
Figure 6.1: The hybrid model solves the electromagnetic field equations on the fixed grid
while the (macro-)particles are continuously tracked in the computational domain. The
two different formulations are connected by applying the particle-in-cell method to map
information between these two spheres. E and B denote the electric and magnetic field
while j and ρ the charge current and the charge density, respectively.
6.5 Numerical implementation
The hybrid model consists of the equation for the magnetic field, the adiabatic law for
the pressure, of the electric field, and the characteristics of the Vlasov equation given in
Eq. (6.25), Eq. (6.19), Eq. (6.16), and Eq. (6.3), respectively. The description of the
electromagnetic field is Eulerian while the ion dynamics is formulated in Lagrangian co-
ordinates. These two different formulations are connected by applying the particle-in-cell
(PIC) method. A stationary Eulerian mesh is generated on which the field quantities of
the hybrid model such as the electromagnetic fields, the charge densities of positively
charged ions, and their currents are defined as depicted in Fig. 6.1. The characteristics of
the Vlasov equation are tracked continuously in phase space. The two different formula-
tions are connected by applying special techniques, e.g. interpolation, to map information
from one formulation to the other. The interaction between the (macro-)particles occurs
only through the averaged electromagnetic field. Therefore, the hybrid plasma model is a
particle-mesh model.
The electromagnetic field equations require the charge and current densities at the grid
nodes. These quantities are calculated from the position and the velocity of the ions by
applying the PIC weighting method of Birdsall and Fuss (1969). This weighting method
determines the contribution of an ion to the moments at a grid node which depends on
the position of the particle relative to the nodes. Bagdonat (2005) describes the method
for a Cartesian simulation grid. For the solution of the Newtonian equations of motion in
Eq. (6.3) the electromagnetic field at the individual position of the ions is required. The
same weighting method as for the calculation of the moments is applied to obtained the
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Get moments
on grid
at grid
of motions
Integration of equations
t∆
Get forces
at ion positions
Integration of field equations 
Figure 6.2: A computational cycle of the hybrid model. In a time step ∆t the equations of
motion of the (macro-)particles are solved for a given electromagnetic field configuration.
Through a cloud-in-cell weighting method the moments of the distribution function are
calculated at the grid nodes. In the third step, the electromagnetic field equations are
solved. Finally, the same cloud-in-cell weighting method is employed to calculate the
electromagnetic field at the particle positions.
electromagnetic field at the particle positions. As pointed out by Birdsall and Langdon
(1985) the stability of the method requires to use the same weighting method for the fields
as for the moments.
The working mechanism of the hybrid code follows the scheme of Birdsall and Lang-
don (1985). First, the equations of motion are integrated and the particles are moved.
Through weighting the moments of the distribution function are calculated. Then the
electromagnetic field is integrated on the grid. Finally, through weighting the electromag-
netic force is derived from the electromagnetic field solution at the position of the ion
particles. The computation scheme is displayed in Fig. 6.2.
The time integration uses the algorithm of Matthews (1994) and the method of East-
wood et al. (1995) for the spatial derivation in curvilinear coordinates. More details on the
employed techniques can be found in Bagdonat and Motschmann (2002) and Bagdonat
(2005).
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7.1 Introduction
The outgassing strength of a comet is an important parameter for the study of the SW-
C interaction as it determines the size and nature of the interaction region. Key effects
such as the pick-up process depend heavily on the outgassing strength and the spatial
distribution of neutral atmospheric particles before being ionized and then dominated by
the interaction with the solar wind plasma.
From remote sensing it is not possible to resolve in detail the actual distribution of
the outflowing gas around the nucleus. Only column densities can be inferred but ob-
servational data allow to identify anisotropy in the coma of many comets. In addition,
in-situ observations have shown that the outgassing behavior of the nucleus is not spheri-
cally symmetric. Keller et al. (1986a) reported that only a minor fraction of the surface of
comet 1P/Halley was active. A sunward-tailward anisotropy in H2O outgassing has been
detected for a wide range of comets such as 2P/Encke, Hale-Bopp, 1P/Halley, 9P/Tempel
1, 19P/Borrelly. More precisely, comet 2P/Encke is well known for its asymmetric coma
morphology (Feldman et al. 1984, Festou and Barale 2000). The Deep Space 1 (DS1)
mission to comet 19P/Borrelly revealed a significant offset of plasma boundaries to the
north of the Sun-comet line which has been attributed to a strong asymmetry in the neutral
gas coma by Young et al. (2004). The DS1 MICAS camera has revealed a well collimated
large sunward side jet, possibly responsible for the anisotropic coma morphology. More
recently, in conjunction with NASA’s Deep Impact (DI) mission to comet 9P/Tempel 1,
Feaga et al. (2007) reported a sunward/anti-sunward asymmetry in H2O gas around the
nucleus. Even in case of Rosetta’s target comet CG, albeit so far not so intensively inves-
tigated, Lamy et al. (2007) and Schulz et al. (2004) reported about an anisotropic coma
morphology.
Thermophysical modeling also shows that during the night the amount of sublimated
water vapor decreases by several orders as the warm nucleus cannot provide enough en-
ergy to retain activity as during the day. This is displayed in Fig. 3.11 for water sublima-
tion at the surface.
Numerical simulations of the outflowing gas in the coma also show a persistent aniso-
tropy of the inner coma. Combi (1996) reported about numerical studies of a pure-gas
subsolar jet for a moderate active comet (≈ 3 × 1028s−1) that revealed a particle flow
to be concentrated on the sunward side, although 15% of the particle flow crosses the
terminator. During the same period Xie and Mumma (1996) published numerical studies
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about H2O gas flow for 1P/Halley that showed a radial outflow of gas with only small
lateral velocities. Although, these investigations have been performed for strong comets,
it is conceivable that inhomogeneous and localized surface activity of weak comets leads
to an anisotropic coma morphology.
Only recently two investigators have addressed this issue in conjunction with the DS1
mission to 19P/Borrelly. Delamere (2006) reported about studies with a semi-hybrid code,
only the cometary ions are treated kinetically while the solar wind protons are treated as
a fluid. In this paper large gyroradius effects of cometary ions on the plasma environ-
ment are studied by variation of the interplanetary magnetic field strength. The deployed
mass-loading pattern was essentially isotropic. Hence, neglecting the findings of Young
et al. (2004) which indicate an anisotropic coma at the time of the DS1 encounter. More
recently Jia et al. (2008) reported about a series of MHD studies for 19P/Borrelly with an
anisotropic plasma source. These investigators aim to reproduce the observed offset of the
mass-loading peak and the velocity minimum measured by DS1. They assume different
anisotropic mass-loading pattern for their global MHD model. The authors conclude that
anisotropy cannot be solely responsible for the observed offsets. They pointed out that
kinetic effects, such as finite gyroradius could provide a possible mechanism to interpret
the DS1 measurements. It can be concluded that while Delamere (2006) is partly able to
resolve finite gyroradius effects, the solar wind protons are treated as a fluid, the model
of Jia et al. (2008) is not able to do so. But the latter authors have studied anisotropy with
their global MHD model systematically.
In this chapter these approaches are extended in the sense that different anisotropic
plasma sources are studied with a hybrid model which is able to fully resolve finite gyro-
radius effects as it treats both solar wind and cometary ions kinetically. The model regards
idealized and simplified configurations of real comets. Input parameters and boundary
conditions are used as anticipated for comet CG during the Rosetta mission. Two shape
models for the cometary plasma source were inferred from a gas dynamic model. The so
called dayside model (hereafter 2π) simulates cometary activity solely on the Sun-faced
side of the nucleus. The cone shaped (hereafter cπ) model confines cometary activity in
a cone with opening angle of 0.5π. For comparison the classical spherically symmetric
coma model is also calculated. The diurnal rotation of the comet is not taken into account.
Comparing the real time of a simulation with the diurnal rotation time τr of CG justifies
to neglect the diurnal rotation of the nucleus. The real simulation time is in the range of
minutes while the diurnal rotation is in the range of hours. In addition, the rotation axis
of comets are not so well known (Lamy et al. 2007).
In order to address two different states of nucleus activity the calculations were done
for two heliocentric distances. At 1.30 AU cometary activity is so pronounced that strong
mass-loading effects on the solar wind flow can be expected while at 3.25 AU the nucleus
is so faint that the feedback to the solar wind is weak. This chapter is based on the
publication of Gortsas et al. (2009).
7.2 Coma shape models
In many models of cometary plasma the coma is assumed to be a spherically symmetric
point source with a uniformly outflowing gas that is destroyed based on an exponential
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lifetime (Combi et al. 2004). For a nucleus with outgassing strength Q the number density
of neutrals nn,4π that expand radially with a velocity of un reads as
nn,4π(r) = Q4π un r2 e
− r ν
un . (7.1)
r denotes the cometocentric distance from the nucleus and ν the ionization rate. This coma
model is also the starting point for the Haser model (Haser 1957) which has been used by
various investigators to derive production rates from measured column densities (Ahearn
1982, Cochran 1985, Rauer et al. 2003).
This model has been used almost exclusively in many investigations of the SW-C
interaction. In analytical models published by Biermann et al. (1967) and Mendis and
Flammer (1984) this model was successfully used to provide basic but still very impor-
tant insights into the structure and the magnitude of the effects to be expected. MHD
and multi-fluid models also employed this coma model to study the global structure of
the plasma environment of strongly outgassing comets (Wegmann et al. 1987, Bogdanov
et al. 1996, Gombosi et al. 1996, Benna and Mahaffy 2006, Hansen et al. 2007). Also
in previous hybrid simulations of comets this model was successfully used to describe
the plasma environment of comets (Lipatov et al. 2002, Bagdonat and Motschmann 2002,
Motschmann and Kührt 2006). The spherically symmetric shape model of this paper is
defined by Eq. (7.1) and referred to as 4π case.
For weak comets a free-flow model of the coma is applicable, as the hydrodynamic
region, if at all, is confined close to the vicinity of the nucleus (Combi and Smyth 1988).
Therefore, the assumption of a neutral gas stream expanding in straight lines with a con-
stant outflow velocity seems to be a good approximation. In addition, Combi (1996)
reported about a series of calculations with a Direct Simulation Monte Carlo code which
suggested that for moderately active comets ( 6×1028 s−1) the heating of the coma remains
small so that the assumption of a constant outflow velocity seems to be justified. Through-
out this paper a constant outflow velocity un of 1 km s−1 is employed in good agreement
with the cited calculations. Another model assumption is to neglect any gravitational at-
traction which is justified given the assumed high porosity of comet nuclei (Keller et al.
1986a).
Two model geometries are derived from this model to account for an anisotropic coma
morphology. The models are displayed in Fig. 7.1. Cometary activity is geometrically
confined in such a way that the integrated surface activity, i.e. the total gas production
rate Q, remains constant. On the one hand, this approach is necessary in order to simulate
the same number of ions mass-loading the solar wind flow for different initial particle
distributions. On the other hand, observers derive, in most cases with a Haser model,
integrated outgassing rates from measurements. Since the spatial resolution is limited, it
is not possible to localize the gas distribution around the nucleus, so that the information
of how the gas is distributed around the nucleus is missing. Therefore, it is reasonable
to model in all investigated cases an equally active comet for three different geometrical
limits.
The neutral gas density for the case with nucleus activity being solely concentrated on
the Sun-facing side reads as
nn,2π(r, φ, θ) = α2π nn,4π(r) 1[0,π/2)(θ) . (7.2)
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where φ is the azimuthal angle in the cometocentric coordinate system in which the polar
axis points in the -x direction. θ is the polar angle. This model is referred to as 2π
calculation. The above introduced function 1[0,π)(θ) is the indicator function defined as
1[0,π)(θ) =
1 for θ ∈ [0, π)0 else . (7.3)
The coefficient α2π is derived from the constrain that the integrated surface activity of the
2π case equals the 4π case. Its numerical value is
α2π = 2 . (7.4)
For the cone model the polar angle θ is restricted according to
nn,cπ(r, φ, θ) = αcπ nn,4π(r) 1[0,π/4)(θ) . (7.5)
This model is referred to as cπ model, with c as an acronym to cone. The calculation of
αcπ relies in analogy to the 2π case on the constrain that the integrated surface activity
remains in the cπ case equal to the 4π case. Its numerical value is
αcπ =
2
1 − 12
√
2
≈ 6.8 . (7.6)
Spatial confinement thus leads to an enhancement of the neutral gas density to ascertain
an equally active comet.
In Fig. 7.1 a snapshot of the gas cloud through the polar plane of the coordinate
system is displayed for the three cases. At each time step the code produces pick-up
currents mass-loading the solar wind according to these three shape models. As in the
spherically symmetric limit a neutral gas expansion with constant outflow velocity on
straight lines is also assumed for the 2π and cπ cases. An ion production rate is inferred
from the neutral gas density according to
∂ni(r, φ, θ)
∂t
= ν nn(r, φ, θ) . (7.7)
How realistic are these models? Schulz et al. (2004) published broad-band R images
of CG showing distinct features in the coma of this comet as the comet moves from the
Sun away between February and June 2003. Schulz et al. (2004) draw a link between the
jet like features seen in these images with those of 1P/Halley. The spatial extensions of
the jets appear to be in the order of 1000 to 5000 km. The cπ model shown in Fig. 7.1 is
in good agreement with these values. The high density region is confined to around 5000
km from the nucleus.
7.3 Implementation
In a hybrid code analytical relations describing the activity of comets need to be mapped
to discrete particle distributions. The algorithm must simulate the physical processes of
Eq. (7.1) and Eq. (7.7) as well as for the anisotropic cases. In the spherically symmetric
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Figure 7.1: Snapshot of the comet outgassing patterns for the three investigated cases at
a heliocentric distance of 1.30 AU. At each time step the hybrid code generates particles
according to these patterns in 3 dimensions. The solar wind enters the box from the left
side in +x direction. Upper left the spherically symmetric case, upper right the day side
restricted and lower middle the cone shaped model are displayed. The polar plane of the
coordinate system defined in Fig. 7.2 is shown. The concentration of particles on the
sun illuminated side is clearly visible. Notice the larger scale in the cone shaped model.
Figures from Gortsas et al. (2009).
case the azimuthal angle φ and the polar angle θ are uniformly distributed in the interval
[0, 2π) × [0, π). In radial direction the neutral density follows a r−2 dependence from the
nucleus. The spherically symmetric case has been implemented by Bagdonat (2005). The
approach is based on the Linux implementation of the random algorithm in /dev/random
which returns pseudo-random numbers in the range 0 to RAND_MAX. The latter variable
is the upper bound of the random numbers the system can calculate. The return value of
this function divided by RAND_MAX and multiplied with the length of the interval of
the variables φ and θ provides the uniformly distributed spherical angles.
r−2 dependence is simulated by applying a known theorem from probability theory to
generate random variables X with certain predefined distribution functions FX from in the
interval [0, 1] uniformly distributed random variables Z. A series of random variables xi
with distribution function F is then obtained from a series of in [0, 1] uniformly distributed
random variables zi by applying the following algorithm (Friedrich and Pietschmann
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Table 7.1: Input parameter of the hybrid model for the study of coma anisotropy.
Parameter Symbol Study I Study II
Heliocentric distance rH 1.3 AU 3.25 AU
Interplanetary magnetic field B0 4.9 nT 1.6 nT
SW background density n0 6 cm−3 0.9 cm−3
SW bulk velocity usw 430 km s−1 360 km s−1
Expansion veloc. of com. neutrals un 1 km s−1 1 km s−1
Outgassing strength Q 5 × 1027 s−1 1 × 1024 s−1
SW plasma beta βe,sw 0.5 0.5
Cometary plasma beta βe,c 0.04 0.04
Ionisation rate ν 10−6 s−1 10−6 s−1
Number of grid points 90×90×90 90×90×90
2010)
xi = sup
{
x : FX(x) ≤ zi } (i = 1, 2, ...) . (7.8)
This approach was also employed to calculate the r−2 dependence of the anisotropic cases.
To optimize the calculation the polar axis of the coordinate system is tilted by 0.5π point-
ing towards the Sun. In this coordinate system the azimuthal angle remains uniformly
distributed while the polar angle is restricted in the interval [0, π/2) and [0, π/4) for the
2π and cπ case, respectively.
7.4 Simulation set-up
In this section details of the calculation should be provided. The cometary ions are ex-
panding radially from the nucleus according to the activity pattern presented in the pre-
vious section. Their initial velocity is 1 km s−1. The ion-drag collisions are simulated
according to Eq. (6.3) with a kD constant of 1.7 × 10−9 cm3 s−1 in accordance with Is-
raelevich et al. (1999) which had used this value for comet 1P/Halley. The ionization rate
ν depends on the state of the Sun. At 1 AU ν is approximately ≈ 10−5 − 10−7 s−1 as re-
ported by Huebner et al. (1992). To keep the number of free parameters between the two
heliocentric distances low a value of ≈ 10−6 s−1 was employed at 1.3 AU and 3.25 AU.
The plasma betas in Eq. (6.19) for the electron pressure differs for electrons of solar
wind or cometary origin. The solar wind plasma is assumed to be a hot fully ionized
plasma. Therefore, the solar wind plasma beta βe,sw has a value of 0.5. The cometary
electron beta is an order of magnitude lower as the cometary plasma is much colder. A
value of 0.04 was used for βe,c. The adiabatic coefficient κ in Eq. (6.19) has a value of 2
to describe the confinement of electron dynamics in the orthogonal plane of the magnetic
field.
In Fig. 7.2 the geometry of the 3-D simulation box is displayed. The solar wind
enters the domain from the -x direction with a constant bulk velocity usw. Upstream
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Figure 7.2: Coordinate system of the three dimensional simulation. The electric field E,
the magnetic field B, and the solar wind velocity v correspond to the undisturbed solar
wind conditions. In section 7.5 contour plots through the y = 0 (polar) are discussed.
inflow boundary conditions are enforced. The inserted particles enter the simulation box
according to the undisturbed background conditions with a thermal velocity distribution
characterized by a width of 25 km s−1. Such kind of boundary conditions are applicable
as the solar wind flow is supersonic, so that no information from the solar wind-comet
interaction travels upstream. Upstream refers to the direction from which the plasma is
flowing while downstream refers to the direction in which the undisturbed solar wind is
flowing. Downstream outflow boundary conditions are used. All particles leaving the
simulation box are deleted. On the remainder planes inflow boundary conditions are
enforced. An equidistant Cartesian grid with a mesh of 90 nodes in each spatial direction
is used. While this resolution enables us to resolve the inertial length at 3.25 AU, this
is no longer true at 1.3 AU. This trade-off is necessary since currently CPU time and
memory constraints on current workstations restrict the number of mesh points in each
spatial direction to around 100. At the beginning the comet is switched on by producing a
certain amount of particles according to the discussed shapes (see Fig. 7.1). Stationarity
is reached after the solar wind passes several times through the simulation box typically
up to five times. The physical parameters of the solar wind plasma have been chosen in
accordance to the expected conditions of CG at two different heliocentric distances 3.25
AU (Rosetta instruments on) and 1.30 AU (perihelion) which is in agreement with Hansen
et al. (2007). For all three scenarios, e.g. 4π, 2π, and cπ, the same values are employed
and summarized in Table 7.1.
7.5 Results
The traditional way of presenting 3 dimensional simulation results are 2 dimensional con-
tour plots along cutting planes. This presentation format will be used in this thesis as well
but the discussion shall start with a 3 dimensional illustration of the magnetic field at 1.30
AU shown in Fig. 7.3. The presentation continues then with the polar plane of the dif-
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X
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Figure 7.3: The magnetic field in nT for the three dimensional calculation at 1.30 AU
for the 4π case. The solar wind enters the box from the left side in +x direction. The
predominant transport of the magnetic field in -z direction is clearly visible. Furthermore,
a region can be discerned which is depleted in the magnetic field behind the +z-axis. This
indicates a low degree of mixing between the solar wind and cometary ion species. The
magnetic field remains bound to the solar wind flow leading to the pileup in front of the
obstacle. Figure from Gortsas et al. (2009).
ferent anisotropic mass loading patterns shown in Fig. 7.4, Fig. 7.5, and Fig. 7.6. The
discussion is complemented by 1 dimensional plots along the x-axis shown in Fig. 7.7
which help to enlighten further the involved interaction. Finally, the results at 3.25 AU
are presented in Fig. 7.8 and in Fig. 7.9.
In Fig. 7.3 an illustration of a fully 3 dimensional computation for the magnetic
field along the orthogonal planes of the coordinate axes is displayed. This calculation
has been done for the spherically symmetric case at 1.30 AU. Three distinct regions can
be discerned in Fig. 7.3. The region in front of the obstacle is characterized by the
undisturbed interplanetary magnetic field. Closer to the nucleus the magnetic field is
shocked leading to the formation of a bow shock (BS) which is accompanied by the
magnetic barrier region (MBR) as a parabolic structure from the +z to the -z hemisphere.
Behind this structure on the downstream side a region with reduced values in magnetic
field strength can be discerned. The formation of such a depletion zone is also visible
along the terminator and the polar planes of Fig. 7.3. In regions of an undisturbed solar
wind the magnetic field is transported through convection. However, as the solar wind
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Figure 7.4: The SW-C interaction in the polar plane is displayed for the 4π case at 1.3
AU. From upper left to lower right is shown the solar wind proton density, the cometary
ion density, the absolute value of the magnetic field, the solar wind bulk velocity, the
cometary ion bulk velocity, and the absolute value of the electric field. Cometary activity
leads to the formation of a bow shock shown in a) separating the solar wind plasma from
the cold cometary plasma. The deceleration of the solar wind leads to a pileup of the
magnetic field in front of the inner coma and to the formation of the magnetic barrier
region in c). Figures from Gortsas et al. (2009).
approaches the nucleus, cometary ion density goes up. In this case mass loading of the
solar wind leads to deceleration of the solar wind ions, while the solar wind electron fluid
faces an outward directed cometary electron pressure. Hence, the mixing region of the
solar wind species with the cometary species is rather small. Therefore, the magnetic
field remains bound to the motion of the solar wind species rather than being passed to
the cometary species. This leads to the formation of the MBR with the magnetic field
draped around the obstacle.
7.5.1 4π run at 1.30 AU
The spherically symmetric case is commonly used as a model for the neutral gas source in
investigations of the plasma environment of comets. The simulation results for the polar
plane are shown in Fig. 7.4. In all contour plots the color scale denotes the strength of the
fields while the drawn arrows represent the projection of the respective vector fields on
the cutting plane. As already pointed out for the magnetic field in the 3-D plot of Fig. 7.3
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three regions of different behavior can be discerned in the solar wind density, solar wind
bulk velocity, the electric, and the magnetic fields. The homogeneous background region
dominates the upstream side. In the middle of the simulation box a parabolically shaped
structure which marks depending on the considered field a transition region with enhanced
or decreased magnitudes are clearly visible. The downstream side is characterized by a
decrease in magnitude. An obvious reason for these common structures is the fact that
they are all derived from an equilibrium supersonic background flow. In contrast to that
cometary plasma acts as a pollutant, mass loading the solar wind flow. Consequently,
cometary properties like density distribution or bulk velocity reveal a different behavior
as is visible in Fig. 7.4b and e.
At a heliocentric distance of 1.30 AU cometary activity of CG is so pronounced that it
is in the regime of a fully developed shock as discussed by Lipatov et al. (2002), Bagdonat
and Motschmann (2002), and Hansen et al. (2007) for hybrid plasma simulations of weak
comets. The BS is at around 4.0 × 103 km along the x-axis from the nucleus. It is accom-
panied by the proton pileup region which exhibits various substructures. These kind of
structures have been referred to as shocklets or turbulent structures by Omidi and Winske
(1990) and they have been observed not only for comets but also for Mars by Bösswetter
et al. (2004) and magnetized asteroids by Simon et al. (2006). The characteristic scale of
the shocklets can be derived from the width of the cycloidal motion. A mean velocity of
400 km s−1 and a magnetic field of 9 nT lead to proton gyroradii of 460 km which in turn
leads to a width of the cycloidal motion of 2π rg ≈ 3000 km (Bösswetter et al. 2004). This
value is in good agreement with the width of the BS of about 3500 km along the x-axis.
The existence of the BS was predicted prior to any encounter with comets together with
the contact surface as plasma boundaries of comets by Schmidt and Wegmann (1982) and
Ip and Axford (1982). As Coates and Jones (2009) reports it is common agreement in
the community that the signatures seen in the data received from encounters with comets
were actually those of a BS.
Another pronounced feature of the BS is its asymmetric structuring along the z-axis,
especially visible in Fig. 7.4a. In the +z hemisphere the density seems to consist several
rays while in the -z hemisphere it reaches higher values. Due to the deceleration of solar
wind ions and their subsequent thermalization the individual ion velocity deviates from
the background flow. Hence, more solar wind protons are picked-up by the convective
electric field which leads to the observed predominant particle transport in -z direction.
An important boundary clearly developed in the solar wind density is the ion composition
boundary (ICB). This boundary prevents the mixing of the solar wind plasma with the
relatively cold cometary ion plasma. A comparison of Fig. 7.4a and b shows that in
regions of high cometary ion density the solar wind density is reduced and vice versa.
The physical mechanism of this boundary has been investigated for Mars and Titan by
Simon et al. (2007). The authors identified a combination of electron pressure and the
convective electric field to be responsible for the formation of this boundary.
From Fig. 7.4b it can be inferred that cometary ions are mainly confined in the tail
region. Their motion is predominantly oriented 45◦ from the undisturbed solar wind flow
in -z direction. The heavy cometary ions have large gyroradii causing a motion with
large cycloidal arcs. The cometary ion tail shown in the -z region of the simulation box
is just the first section of this cycloidal arc. With an average velocity of about 300 km
s−1 and a magnetic field of 5 nT the gyroradius of cometary ions is about 104 km. This
94
7.5 Results
 0
 5
 10
 15
 20
a) nsw [cm−3]
z(1
03
km
)
x(103km)
16.038.020−8.02−16.03
16.03
8.02
0
−8.02
−16.03
 0.01
 0.1
 1
 10
 100
 1000
b) nhi [cm−3]
x(103km)
z(1
03
km
)
16.038.020−8.02−16.03
16.03
8.02
0
−8.02
−16.03
 0
 2
 4
 6
 8
 10
 12
 14
 16
c) B [nT]
z(1
03
km
)
x(103km)
16.038.020−8.02−16.03
16.03
8.02
0
−8.02
−16.03
 0
 100
 200
 300
 400
 500
d) vsw  [km s−1]
z(1
03
km
)
V
E
B x(103km)
16.038.020−8.02−16.03
16.03
8.02
0
−8.02
−16.03
 0
 50
 100
 150
 200
 250
 300
e) vhi  [km s−1]
z(1
03
km
)
x(103km)
16.038.020−8.02−16.03
16.03
8.02
0
−8.02
−16.03
 0
 1
 2
 3
 4
 5
f) E [V km−1]
z(1
03
km
)
x(103km)
16.038.020−8.02−16.03
16.03
8.02
0
−8.02
−16.03
Figure 7.5: The SW-C interaction in the polar plane is displayed for the 2π case similar to
Fig. 7.4. Spatial confinement leads in this case to quantitatively differences. The plasma
structures are enhanced and pushed towards the Sun. Figures from Gortsas et al. (2009).
value is compared with that part of the tail lying in the simulation box which is of about
1.6 × 104 km. The observed cycloidal tail structure correlates very well with the non-
vanishing magnetic field downstream of the magnetic barrier region seen in Fig. 7.4c.
This magnetic field is responsible for the gyromotion of the cometary ions visible in
Fig. 7.4b. The magnetic field in Fig. 7.4c shows a similar behavior as the solar wind
density. Both quantities reach their maximum values along the x-axis at the same position
as shown in Fig. 7.7a and d. This indicates the excitation of a fast magnetosonic mode.
The MBR is clearly developed and exhibits a spatial width along the x-axis which is larger
than the pileup region of the solar wind density. This indicates an increasing degree of
mixing between the electron species of solar wind and cometary origin.
7.5.2 2π run at 1.30 AU
In complete analogy to the 4π case three pronounced regions in the plots of the electro-
magnetic fields and solar wind quantities can be discerned. As the processes involved are
in principle the same for the two cases the focus will be in working out the differences.
The main goal is to understand what kind of effects geometric confinement of cometary
activity has on the plasma environment of comets.
Comparing the day side restricted case in Fig. 7.5 with the spherically symmetric case
in Fig. 7.4 unveils qualitative similarities in all quantities. The differences are mostly
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quantitative in nature. Day side activity causes a stronger shift of the bow shock towards
the Sun. While in the 4π run the bow shock sets in at 4.0 × 103 km, this structure is
encountered in the 2π case at a cometocentric position of 6.7 × 103 km. The ratio of the
bow shock distances yields
Rb(2π)
Rb(4π) ≈ 1.64 . (7.9)
It seems to be correlated to the increase of the neutral gas population by a factor of 2
according to Eq. (7.2). Similarly, the width of the bow shock along the x-axis exhibits
a ratio of 1.58. The substructuring of the proton pileup region is here also developed.
From Fig. 7.7a, b and d we can infer that the jump in solar wind proton density and in the
magnetic field strength along the x-axis remains comparable to the 4π run.
The Mach cone of the fast magnetosonic mode exhibits a larger opening angle than in
the 4π case. With a magnetosonic velocity of 300 km s−1 and of 330 km s−1 in case of the
4π and 2π runs deduced from Fig. 7.4d and Fig. 7.5d an angle between the undisturbed
solar wind flow and the fast magnetosonic mode of about 44◦ and 49◦ is obtained, respec-
tively. These values are in good agreement with Fig. 7.4a and Fig. 7.5a. The fact that
the solar wind density and the magnetic field in Fig. 7.5a and c exhibit the same behavior
clearly indicates the excitation of a fast magnetosonic mode as was the case for the 4π run.
Hence, the form of the magnetic barrier region in Fig. 7.4c and Fig. 7.5c supports the
conclusion of an increased fast magnetosonic wave propagation as a result of the spatial
confinement of cometary activity.
The overall picture of a perceived stronger comet is also confirmed by the solar wind
velocity plots in Fig. 7.4d and Fig. 7.5d for the 4π and 2π cases, respectively. As cometary
activity is solely confined to the Sun illuminated side of the nucleus mass-loading of the
solar wind sets in on a greater distance from the nucleus compared to the 4π run. However,
as Fig. 7.7e shows the situations remains comparable.
The orientation of the cometary ion tail in Fig. 7.5b is slightly twisted away from
the anti-sunward direction. This indicates an increase of the gyroradius of cometary ions.
Taking the magnetic field plot of Fig. 7.5c into consideration a stronger decrease of the
magnetic field is met in the downstream side which reduces the cycloidal motion of the
cometary ions seen in Fig. 7.5b. With a magnetic field strength of about 3 nT and an
average velocity of about 300 km s−1 a gyroradius of the cometary ions of 1.6 × 103 km
is obtained. The gyroradius has to be compared to the gyroradius of the 4π run, which is
≈ 103 km and to the extension of the tail lying in the simulation box of about 1.5 × 103
km. As only the beginning of the cycloidal motion is shown in Fig. 7.5b the predominant
transport direction of the cometary ions seems to be twisted away from the Sun-comet
line. Another visible difference to the 4π case is due to the deployed outgassing pattern.
The dayside activity leads to a higher density on the Sun illuminated side.
The comparison between the 2π and 4π cases reveals quantitative differences while
qualitatively both cases agree well. Therefore, by assuming a spherically symmetric out-
gassing comet and by assigning the observed total outgassing rate Q also to the nightside
of the nucleus one ends up considering a weaker comet. Bagdonat (2005) reported about
a similar behavior for a different scenario. By considering a weak comet with the same
hybrid code and a spherically symmetric profile, the 4π case of this paper, this investigator
observed a similar blow up of the plasma structures by increasing the electron temperature
by a factor of 10. Bösswetter et al. (2004) confirmed the effect of the electron temperature
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Figure 7.6: The SW-C interaction in the polar plane is displayed for the cπ case similar
to Fig. 7.4. The cone shape model leads to qualitatively new features. First, the mixing
region of solar wind and cometary species is increased which in turn opens an additional
transport channel for the magnetic field from the MBR away. Hence, the magnetic barrier
region is broader. Second, this strong mixing leads to a gradually developed ion compo-
sition boundary. Finally, the deceleration of the solar wind is much smoother than in the
2π and 4π cases. Figures from Gortsas et al. (2009).
in case of hybrid plasma simulations of Mars. In this investigation the electron tempera-
ture or the cometary plasma beta is left constant for all considered cases.
To conclude in case of small deviations from the spherically symmetric outgassing
pattern the observed plasma structures show quantitative modifications but qualitatively
the overall picture remains the same. The spatial activity pattern of the nucleus can quan-
titatively modify the location and shape of the plasma boundaries encountered at a comet
and has to be considered among other parameters, such as the electron temperature, in
order to fit plasma simulations to observational data.
7.5.3 cπ run at 1.30 AU
The outgassing pattern in the cone shape model deviates stronger from the spherically
symmetric case than the 2π run. Consequently, the observed plasma structures show not
only quantitative but also qualitative modifications. An obvious effect of the cone shaped
model is the substantial increase of the interaction region. The simulation box has an
extension of about 7.4 ×103 km twice as large as in the other two cases. The bow shock
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is 18.8 × 103 km from the nucleus as shown in Fig. 7.6a. Compared to the 4π case this
yields a factor of
Rb(cπ)
Rb(4π) ≈ 4.5 , (7.10)
which is to some degree comparable to the increase in cometary activity introduced in
Eq. (7.5). The spatial extension of the bow shock is about 13.7 × 103 km along the
x-axis which is almost 4 times larger than in the 4π case. The shape of the bow shock
correlates to the cone shaped outgassing pattern. It is instructive to take another look
at Fig. 7.1. Similar to the previous two cases the already discussed substructuring of
the proton pileup region is discernible. The cometary ion tail is to a larger part visible
because of the substantially increased simulation box. The gyroradius of cometary ions
is about 13.0 × 103 km for a magnetic field of 3 nT, as deduced from Fig. 7.6c, and an
average velocity of 300 km s−1. Hence, some complete cycloidal arcs are included in the
simulation box.
So far the obtained picture of the plasma environment seems to fit the conclusion
drawn in the previous section that spatial confinement of cometary activity leads to a
perceived stronger comet causing a blow up of the plasma structures. However, a more
refined analysis unveils important differences. In Fig. 7.7a, b, and c are shown the solar
wind and cometary ion density for the three investigated cases. These figures show that the
mixing region between the two species increases due to spatial confinement. Moreover,
the cone shaped model leads to a substantial broadening of the MBR as shown in Fig.
7.7d. This observation is also confirmed by comparing the contour plots along the polar
plane displayed in Fig. 7.4c, in Fig. 7.5c, and in Fig. 7.6c respectively. Finally, Fig.
7.7e shows that in the cπ case deceleration of the solar wind is much smoother than in
the other cases. Hence, the main result of this investigation is that while the solar wind
density, shown in Fig. 7.6a, exhibits similar structures like in the previous two cases, the
magnetic field, shown in Fig. 7.6c, undergoes a different evolution. In addition, the ion
composition boundary seems to be only gradually developed in contrast to the other cases
as inferred from 7.7c.
In order to understand this result a mixing ratio Ξ is introduced which relates the width
of the mixing region ξ to that of the 4π case
Ξ2π =
ξ(2π)
ξ(4π) . (7.11)
As a representative value for the width of the mixing region ξ a horizontal line through a
density value of 1cm−3 is considered reasonable. This mixing ratio Ξ takes a value of 1.4
in case of the 2π run and a value of 4.1 in the cπ model. These figures clearly show that
the mixing region between the two species undergoes a slight and a strong increase in case
of the dayside and the cone shaped model, respectively. Mass-loading of the solar wind
leads to an acceleration of the cometary ions which in turn due to momentum conservation
causes a deceleration of the solar wind flow. In case of the cπ run the mass-loaded region
is substantially increased. Bearing in mind that at such large distances the gradient of the
cometary ion density is rather small, it becomes obvious that mass-loading of the solar
wind occurs continuously and not so sharp as in the other cases. Therefore, the solar
wind deceleration is smooth. In contrast to that, in the 2π case the mass-loading region
increases but remains with a Ξ2π value of 1.4 comparable to the 4π case. Therefore, the
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Figure 7.7: 1D plots along the x-axis at 1.30 AU. Fig. (a,b,c) show the solar wind and the
cometary ion density for the three models. Fig. (d,e) compare the magnetic field and the
solar wind bulk velocity for the investigated mass-loading patterns. Due to the high degree
of mixing between the species in the cπ case (c) the ICB is only gradually developed. The
increase of the mixing region between the two species leads to a broadening of the MBR
shown in (d) and a smooth deceleration of the solar wind shown in (e). Figures from
Gortsas et al. (2009).
velocity gradient is much steeper than in the cπ case. In addition, the degree of mixing
remains weak so that an ion composition boundary is clearly developed. That confirms
our findings of the previous section and is in good agreement with the respective figures
of Fig. 7.7.
However, in case of the cπ run the mixing between the solar wind and cometary
species, expressed by a mixing ratio Ξcπ of 4.1, occurs on a larger scale. Therefore,
the ion composition boundary is only gradually established. The large scale mass-loading
of the solar wind is also responsible for the broadening of the MBR. The magnetic field is
no longer mainly transported by convection through the solar wind species but also with
increasing intensity through the cometary species. Hence, an additional transport chan-
nel of the magnetic field from the barrier region away is established which hampers the
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Figure 7.8: The SW-C interaction in the polar plane is displayed for the 4π, 2π, and cπ
cases at a heliocentric position of 3.25 AU. The solar wind ion density and the solar wind
bulk velocity are displayed. Water activity is very low leading to a negligible feedback to
these solar wind paramters.
peak value and leads to the observed broadening of the magnetic field in Fig. 7.7d. The
cometary bulk velocity plot in Fig. 7.6e shows that cometary ions reach rather high veloc-
ities in the region of 20.0 ×103 km which is the position of the MBR. This corroborates
the drawn conclusion that the cometary species is increasingly involved in the convective
transport of the magnetic field.
The cone shaped model deviates stronger from the spherically symmetric case. It has
been studied to simulate a strong neutral gas jet as observed for many comets, see for
instance Schulz et al. (2004) for comet CG. This investigation reveals that increasing spa-
tial confinement leads to an increase of the mass-loaded region along the Sun-comet line.
This has three effects on the plasma environment of comets. First, the mixing region of
solar wind and cometary species is increased which in turn opens an additional transport
channel for the magnetic field from the MBR away. Hence, the MBR is broader. Second,
this strong mixing leads to a gradually developed ion composition boundary. Finally, the
deceleration of the solar wind is much smoother than in the previous cases.
7.5.4 Calculations at 3.25 AU
At a heliocentric distance of 3.25 AU CG is expected to be extremely faint with respect
to water activity. Therefore, the feedback of cometary activity to the solar wind should be
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Figure 7.9: The SW-C interaction in the polar plane is displayed for the 4π, 2π, and cπ
cases at a heliocentric position of 3.25 AU. The cometary ion density and the magnetic
field are shown. The anisotropic outgassing patterns are clearly discernable. The magnetic
field starts to deviate from the undisturbed solar wind conditions in the vicinity of the
nucleus. Spatial confinement enhances this effect. Figures from Gortsas et al. (2009).
very weak. This expectation is confirmed by the simulation results shown in Fig. 7.8 and
in Fig. 7.9. In these figures the polar plane is shown but the same conclusion holds for
the terminator and the ecliptic planes which are therefore not shown here.
In the first column of Fig. 7.8 and Fig. 7.9 the results for the 4π case are shown. Due
to the very faint nucleus the solar wind flow is not altered by the outgassing comet. The
predominant flow direction throughout the simulation box remains the same. Only the
magnetic fields in Fig. 7.9d show first modifications. These are localized and confined to
the immediate vicinity of the nucleus. The pileup of the magnetic field leads to its increase
by almost a factor of 2 compared to the background value. The developing twist of the
magnetic field excites a fast magnetosonic wave which later on with increasing cometary
activity leads to the formation of the linear Mach cone (Bagdonat and Motschmann 2002).
Closer to perihelion this cross-section increases substantially causing the development of
different plasma boundaries (see Chapter 8).
The global picture of the cometary ion density shown in Fig. 7.9a is characterized by
the pick-up process. The newly born ions expand with an initial velocity of 1 km s−1 in
radial direction. The convective electric and magnetic fields force the ions on a cycloidal
trajectory. As the spatial extension of the simulation box is 600 km only the beginning
of the cycloidal arc is shown. Assuming a velocity of 50 km s−1 the gyroradius of the
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cometary ions rg,hi is approximately 5200 km. The transport direction of the heavy ions
is a superposition of the cycloidal motion in -z direction dominated by the convective
electric field and the guiding center drift parallel to the undisturbed solar wind flow. The
twist of the magnetic field visible in Fig. 7.9d exposes a force on the cometary ion tail
twisting it slightly in the solar wind flow direction. This is clearly visible in the cometary
ion density of Fig. 7.9a. Due to the finite expansion velocity of newly born ions we
can discern in Fig. 7.9a the formation of a so-called heavy ion density jump (HIDJ)
(Bagdonat 2005). The high ion density close to the nucleus is enhanced by deceleration
of heavy ions traveling in northward direction and their cycloidal transport in -z direction.
With increasing cometary activity this HIDJ boundary develops into the ion composition
boundary.
It can be summarized that cometary ions serve mainly as test particles despite first
modifications of the electromagnetic field topology if cometary activity is as low as 1024
s−1. This conclusion is in good agreement with previous results reported by Bagdonat and
Motschmann (2002), Motschmann and Kührt (2006), and Hansen et al. (2007).
Switching to the second column of Fig. 7.8 and Fig. 7.9 the following picture emerges
for the dayside restricted case. In analogy to the 4π case the effects of spatial confinement
lead to negligible modifications of the solar wind plasma. The solar wind density and
velocity field shown in Fig. 7.8b and e remain at the undisturbed solar wind conditions.
However, the twist of the magnetic field is here again confined to the inner coma but it is
getting stronger as shown in Fig. 7.9e. Now the jump in magnitude is given by almost a
factor of 3. The spatial extension of this modification has increased by roughly a factor
of 2. In Fig. 7.9b the dayside restricted ion cloud is discernable. As at this heliocentric
distance the gyroradius of cometary ions is very large the transport of cometary ions in
the downstream side is very weak and it occurs mainly in the -z hemisphere. That is
the reason for the sharp boundary between upstream and downstream, especially in the
+z hemisphere. Furthermore, the increasing modifications of the electromagnetic field
topology lead to a stronger twist of the cometary ion tail in direction of the undisturbed
solar wind flow in comparison to the 4π case of Fig. 7.9d.
Similar conclusions can be drawn from the cone shape model as shown in Fig. 7.8
and Fig. 7.9. Despite weak cometary activity spatial confinement of newly created ions
lead to stronger modifications in the electromagnetic field topology. In distinction to the
4π and 2π cases the magnetic field is not only enhanced but but it also starts to detach
from the nucleus. The center of the twisting magnetic field is now located some 120 km
from the nucleus away. It covers an area of about 104 km2 compared to the 250 km2 of the
2π case. In Fig. 7.9c the cone shaped ion cloud is discernable. Similar to the 2π case the
observed sharp boundaries in the +z hemisphere are due to the employed cone shape and
the large gyroradius of cometary ions. Furthermore, the increasing modifications of the
electromagnetic field topology lead to a stronger twist of the cometary ion tail in direction
of the undisturbed solar wind flow.
7.6 Summary
In this chapter, the plasma environment of CG is investigated for different activity pat-
terns. The model regards idealized and simplified configurations of real comets. Two
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shape models of cometary activity are considered: a day side restricted and a cone shaped
model. For comparison, the widely used spherically symmetric coma model is also calcu-
lated. The simulations are carried out for a heliocentric distance of 1.3 AU and 3.25 AU
to address two different states of nucleus activity. The physical parameters are chosen in
accordance to the expected conditions of CG during the Rosetta mission.
The day side restricted case leads to a perceived stronger comet compared to the spher-
ically symmetric case. The plasma structures of CG are enhanced but qualitatively the
interaction of the solar wind with the comet remains as in the 4π case. For the day side
restricted case it can be concluded that the spatial activity pattern of the nucleus can
quantitatively modify the positions and shapes of the plasma boundaries encountered at
a comet and it has to be considered among other parameters, such as the electron tem-
perature as investigated by Bösswetter et al. (2004) for Mars and by Bagdonat (2005) for
weak comets in order to fit plasma simulations to observational data.
The cπ case reveals not only quantitatively but also qualitatively modifications of the
plasma structures. Further increase of spatial confinement leads to a strong increase of
the mass-loading region. The location of the bow shock is pushed further to the Sun
by a factor of 4.5 compared to the 4π case. The mixing region between the solar wind
species and the cometary species is increased by a factor of 4.1. This has three effects on
the plasma environment: First, the increasing mixing of the two different species opens an
additional transport channel for the magnetic field. With increasing intensity the magnetic
field can also be transported by the cometary species which leads to a broadening of the
magnetic barrier region. Second, the increasing degree of mixture between the species
leads to an ion composition boundary which is only gradually developed. Third, it is
found that the deceleration of the solar wind is much smoother than in the 2π and 4π
cases.
The investigations at 3.25 AU confirmed previous results reported by Bagdonat and
Motschmann (2002), Motschmann and Kührt (2006), and Hansen et al. (2007). The nu-
cleus is so faint that despite spatial confinement almost no modifications of the solar wind
flow occurs. For such low production rates cometary ions serve mainly as test particles.
Only the electromagnetic field topology exhibits first modifications which are spatially
confined to the vicinity of the nucleus. With increasing spatial confinement the pileup
of the magnetic field increases but its cross-section remains too small to cause any visi-
ble effects on the solar wind flow. The increased magnetic field leads only to a stronger
twist of the cometary ion tail in direction of the solar wind flow. In addition, increasing
confinement causes a detachment of the magnetic field pileup region from the immediate
vicinity of the nucleus.
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8.1 Introduction
The plasma environment of comet CG during its journey into the inner Solar System is
simulated by combining the hybrid plasma model with the thermophysical nucleus model
developed in the first part of this thesis. This combined effort provides inside into the
evolution of the plasma environment of weak comets with increasing activity. In a review
of the current understanding of the plasma environment of JFC comets Coates and Jones
(2009) emphasized among other not yet understood aspects of the SW-C interaction also
the need to study the perihelion approach of a comet.
A key input parameter of the hybrid plasma model is the outgassing strength. In the
present investigation the major cometary ion species is considered, e.g. water group ions.
The simulation of the CO activity of comet CG in Chapter 5, however, showed that water
is the major component in the coma only when the comet is close to the Sun. Depending
on the employed parameters the crossing point of a CO dominant to a water dominant
coma is at around 4 AU. In this investigation the simulation will be restricted to water
as the major component in the coma. In the next chapter, the contribution of CO in a
two-ion-coma simulation will be investigated in detail. The water outgassing strength of
this chapter is calculated for a nucleus model of CG with heat conduction, heat advection,
gas diffusion, sublimation, and condensation. The temperature remapping technique is
switched on.
Previous articles concerning the plasma environment of comets were performed at
some fixed heliocentric distance and the outgassing strength was set to an estimated num-
ber based on observations or it was derived from a simple outgassing model (Lipatov et al.
2002, Motschmann and Kührt 2006, Delamere 2006, Gortsas et al. 2009). Among the first
studies of the dynamic and very complex phenomenon of a comet approaching the Sun
and thereby gaining strength in its outgassing of volatile materials has been presented by
Bagdonat and Motschmann (2002). The authors studied the plasma environment of comet
46P/Wirtanen for few heliocentric distances between 3.25 AU to 1 AU in 2 D and 3 D.
Based on characteristic plasma structures different interaction regimes were identified.
An improved investigation was presented by Hansen et al. (2007) who applied the hybrid
plasma model of Bagdonat and Motschmann (2002) and the MHD model of Gombosi
et al. (1996) to investigate the plasma environment of CG at four fixed heliocentric dis-
tances. This investigation has shown that important insight in the plasma environment of
comets is obtained through a kinetic approach as presented in the hybrid plasma model.
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Table 8.1: Parameter used to calculate the Bim f and the solar wind proton density n0 as
function of heliocentric distance.
Parameter Symbol Value
Reference position of Parker Model rb 1 AU
Angular momentum of the Sun ω 2.6 × 10−6 rad s−1
IMF at rb B0 5 nT
Solar wind proton density at rb n0 6 cm−3
Solar wind bulk velocity at rb usw 430 km s−1
Especially far from perihelion a kinetic description reveals important aspects of the solar
wind-comet interaction.
The characteristic feature of this study is the thermal model employed to calculate the
water activity of CG and the quasi continuous simulation of cometary approach to perihe-
lion. The simulation starts at 4.2 AU and finishes at 1.3 AU with a step size in heliocentric
direction of 0.1 AU. In the presentation of the simulation results strong emphasize is laid
on the evolution of the cometary ion flux and the magnetic field compared to the undis-
turbed solar wind and the interplanetary magnetic field Bim f . The simulation results are
compared with analytical formula for the bow shock standoff distance. Scaling laws of
important boundaries are also presented.
8.2 Background values of the solar wind
The interplanetary magnet field and the solar wind proton density are necessary to perform
a hybrid plasma simulation. According to Parker (1958) the magnetic field expands from
the Solar corona as
Br(r, θ, φ) = B(θ, φ)
(
rb
r
)2
,
Bθ(r, θ, φ) = 0,
Bφ(r, θ, φ) = B(θ, φ)
(
rb
r
)2 ( ω
usw
)
(r − rb) sin θ . (8.1)
ω, usw, rb, B0 denote the angular momentum of the Sun, the streaming velocity of the solar
wind, a reference position from the Sun beyond which solar gravitation and acceleration
by high coronal temperatures may be neglected, and the magnetic field at rb. The values
used in the simulations are summarized in Table 8.1. The background solar wind proton
density is obtained by a fit to Voyager and IMF 8 data published by Richardson et al.
(1995). It is a rational law
n0(r) = n0(rb) r−1.93 . (8.2)
Figure 8.8 and 8.7 display the Bim f and n0 as function of heliocentric distance. For all
simulations, it is assumed that the Bim f lies in the orthogonal plane of the solar wind flow
direction discarding the fact that the orientation of the magnetic field is highly dynamic
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Table 8.2: Input parameter of the hybrid model for the perihelion approach.
Parameter Symbol Value
Heliocentric distance rH 4.2 ... 1.3 AU
Expansion veloc. of com. neutrals un 1 km s−1
Outgassing strength Q 1024... 4.4 × 1027s−1
SW plasma beta βe,sw 0.5
Cometary plasma beta βe,c 0.04
Ionisation rate ν 10−6 s−1
Number of grid points 90×90×90
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Figure 8.1: The edge length of the simulation box as function of heliocentric distance.
Water activity increases by more then 3 orders of magnitude during perihelion approach
making an adaptation of the box dimensions necessary. A trial-error-approach was em-
ployed with the constrain to keep characteristic structures of the solar wind-comet inter-
action around the middle of the box.
and changes with the rotation of the Sun. This assumption, however, is employed to
simplify the analyses of the simulation results without adding to much effects right from
the start.
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8.3 Simulation method
Previous plasma simulations of comets have revealed the existence of several characteris-
tic interaction regimes. It is thus important to cover all these regimes with the simulation
of CG’s perihelion approach. The first regime is the test-particle regime which was iden-
tified at around 3.25 AU from the Sun by Lipatov et al. (2002),Bagdonat and Motschmann
(2002), and Hansen et al. (2007). The water production rate of the comet at this heliocen-
tric distance is 1024 s−1. The present simulation of CG’s outgassing pattern yields such a
production rate of water at around 4.2 AU. Hence, the simulation starts at this heliocentric
distance from scratch. After the calculation has reached stationarity, the result is used as
input for the next heliocentric position at 4.1 AU. This is continued until CG’s perihelion
position at 1.3 AU. The same boundary conditions as in Section 7.4 have been used for
this study. Important input parameters of the hybrid model are listed in Table 8.2.
By applying this technique, the time to fill the simulation box is reduced allowing to
conduct efficiently this elaborate simulation. As the code is working only with normalized
values, it is also important to adjust the input values of the (n+1) simulation which has
as input the simulation result of the (n) run. As the comet production rate increases by
more then 3 orders of magnitude it is necessary to adapt the size of the simulation box.
This is done in an trial-and-error fashion with the constrain to keep important plasma
structures, like the bow shock, around the middle of the simulation box and to get a
smooth transition between adjacent steps. The simulation domain increases from 1.2×103
km at 4.2 AU to 24.0 × 103 km at CG’s perihelion position. The edge length of the
simulation box is displayed in Fig. 8.1. Besides the length of the simulation box also the
solar wind background values and the outgassing strength are adapted at each heliocentric
step according to Fig. 8.8 and Fig. 8.7. The same boundary conditions as in Section 7.4
have been used for this study.
Variations in the ambient solar wind conditions are considered in the sense that the
background solar wind proton density n0 and the Bim f are functions of heliocentric dis-
tance. This simplifying approach neglects interesting phenomenon which are due to the
dynamic nature of the solar wind plasma. With this assumption it follows that it is suf-
ficient to simulate the movement of the comet towards the Sun only through adaptation
of the solar wind conditions and the outgassing strength of the comet. The characteris-
tic time scale of the nucleus movement on its orbit exceeds by far the time scale for the
plasma environment to reach stationarity. Effects in the coma which are due to the move-
ment of the comet and which might impact the plasma environment of the comet are also
not resolved. But currently, even the most advanced coma simulations do not take the
diurnal rotation of the comet nor the movement of the comet on its orbit to the Sun into
account (Tenishev et al. 2008).
The outgassing pattern in the hybrid code is spherically symmetric and the outgassing
strength is derived from the thermal model developed in the first part of this thesis. The
model consists of water ice, CO ice, and dust in a porous ice-dust matrix similar to Chap-
ter 5. A thermal conduction coefficient of 10−2 W m−1 K−1 has been used. The Stefan
problem was also used in the calculation.
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Figure 8.2: The solar wind-comet interaction in the polar plane at 4.2 AU is displayed.
The solar wind ion density (a), the cometary ion density (b), the magnetic field strength
(c), the solar wind ion bulk velocity (d), the cometary ion bulk velocity (e), and the electric
field (f) are displayed. Water activity is low causing almost no effects on the solar wind ion
properties. Only the magnetic and electric field show first reactions to the comet which
are confined in the vicinity of the nucleus. The cometary ion tail is almost perpendicular
to the solar wind flow direction. This is the test particle regime.
8.4 Simulation results
The simulation results for the water outgassing strength are displayed in Fig. 8.7. The
water sublimation curve is fitted to observations of Schleicher (2006) by integrating over
the whole nucleus and by assuming that 3 % of the total surface is active. At 4.2 AU
the comet is very faint reaching an integrated water activity of 1024 s−1. At such large
heliocentric distances water activity is very low. But other more volatile species can
sublime from the nucleus despite low energy input from the Sun. Such a volatile species
would be CO. For the present investigation, however, only water vapor is considered in
the hybrid plasma model. Depending on the simulation parameters of the thermal model
water exceeds CO outgassing between 4 AU to 3.5 AU. Therefore, the role of CO is not
further investigated here. At perihelion, the comet reaches a water outgassing strength of
4.4×1027 s−1. Thus, during the simulation cometary water activity increases by more than
three orders of magnitude.
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8.4.1 2D view on the solar wind-comet interaction
The approach of comet CG to perihelion starting at 4.2 AU shall be presented in 2 dimen-
sional contour plots. In Fig. 8.2 the solar wind ion density, the cometary ion density, the
magnetic field strength, the solar wind ion bulk velocity, the cometary ion bulk velocity,
and the electric field are displayed in the polar plane of the coordinate system defined in
Fig. 7.2. The same format has been chosen for Fig. 8.3, Fig. 8.4, Fig. 8.5, and Fig. 8.6
showing the results at 3.7 AU, 2.7 AU, 2 AU, and 1.3 AU, respectively.
At 4.2 AU cometary water activity is low compared to the peak value at perihelion
leading to almost no feedback on the solar wind. In Fig. 8.2a and d the solar wind density
and bulk velocity remain in the state of the undisturbed solar wind flow. The magnetic and
electric fields show first modifications which are confined in the vicinity of the nucleus
as shown in Fig. 8.2c and f. The magnetic field exhibits an enhancement by a factor of 2
compared to the background values. The cometary ion tail is oriented perpendicular to the
solar wind flow direction as result of the pickup process of freshly ionized particles. As
described e.g. in Lipatov et al. (2002) and Bagdonat and Motschmann (2002) the mech-
anism for the perpendicular orientation of the tail is due to a very small initial velocity
compared to the undisturbed solar wind flow usw leading to a convective electric field E
given as
E = −q usw × B . (8.3)
As cometary ions are accelerated they start to follow a gyromotion due to an increasing
contribution by
E = q vhi × B , (8.4)
with vhi being the cometary ion velocity. The superposition of these forces leads to the
cycloidal arcs. But generally, the velocity of the cometary ion population is low as shown
in Fig. 8.2e. Cometary ions behave mainly like test particles. The emerging picture at
4.2 AU corresponds to the test particle regime described in the articles of Lipatov et al.
(2002), Bagdonat and Motschmann (2002), Motschmann and Kührt (2006), and Hansen
et al. (2007). Haerendel et al. (1986) reported about a similar behavior seen during the
artificial comet of the AMPTE/UKS experiments. As pointed out in Hansen et al. (2007)
the almost perpendicular orientation of the tail is not seen in single-fluid magnetohydro-
dynamic simulations of comets. A jump in the heavy ion density can be discerned in
Fig. 8.2b. As described in Hansen et al. (2007) this jump can not be interpreted as an ion
composition boundary as the solar wind completely penetrates the coma but this structure
will later evolve to a boundary separating the solar wind from the cometary plasma. The
test-particle regimes extends to around 3.7 AU from the Sun as shown in Fig. 8.3. At this
heliocentric distance cometary activity has increased by an order of magnitude as shown
in Fig. 8.7. The solar wind ion density and bulk velocity in Fig. 8.3a and d show first
indications of the linear Mach cone. This asymmetric cone structure is caused by the
increasing coma around the nucleus with high cometary ion density but not the nucleus
itself. As discussed in Hansen et al. (2007) the cometary coma is not symmetric but due
to the pickup process asymmetric and not comparable to a point source. Therefore, an
asymmetric cone is excited in difference to a symmetric structure in case of a point source
in a superfast flow. The density of cometary ions around the nucleus has increased by an
order of magnitude compared to the 4.2 AU case. The tail of the comet is not perpendic-
ular anymore but has slightly rotated in solar wind flow direction. Below the flank in Fig.
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Figure 8.3: The solar wind-comet interaction in the polar plane at 3.7 AU is displayed with
the same quantities as in Fig. 8.2. Water activity has increased by an order of magnitude.
The transition from the test-particle regime to the linear Mach cone is characterized by
the formation of a flank in the solar wind ion density, the magnetic field, the electric field,
and the rotation of the tail from almost 90◦ to 45◦ with respect to the solar wind flow
direction.
8.3a the proton density is decreasing compared to the undisturbed solar wind flow. The
deflection of the incoming solar wind at the inner coma is getting stronger. As Fig. 8.3e
shows the predominant flow direction of cometary ions is around 45◦ below the solar wind
flow direction. The magnetic field in Fig. 8.3c is enhanced in front of the nucleus while
downstream there is a region behind the nucleus evolving with magnetic field strengths
below the interplanetary magnetic field indicating that the penetration of the cometary tail
by the solar wind flow is getting weaker.
From 3.7 AU to 2.7 AU water activity has increased by a factor of 25. The feedback
of the growing comet to the solar wind is getting stronger. In Fig. 8.4a the linear Mach
cone is clearly developed. The comet has grown leading to a stronger deflection of the
incoming solar wind particles. The primary flow direction of the solar wind in the +z
hemisphere is in direction of the Mach cone as shown in Fig. 8.4d. The tail of the comet
in Fig. 8.4b is oriented parallel to the solar wind flow direction continuing the rotation
during the test-particle regime. The magnetic pileup at the stronger head of the nucleus
leads to an enhancement of the magnetic field. The electric field in Fig. 8.4f shows that
the field drops to very low values in the region of enhanced cometary ion density. The
energy of the electric field is used to accelerate the cometary ions which have an initial
velocity of only 1 km s−1. The electric field in the region with the linear Mach cone is
enhanced and points into the region with increased cometary ion density. As investigated
111
8 Perihelion approach of 67P/Churyumov-Gerasimenko
 0
 1
 2
 3
 4
 5
 6
a) nsw [cm−3]
z(1
03
km
)
x(103km)
7.293.650−3.65−7.29
7.29
3.65
0
−3.65
−7.29
 0.01
 0.1
 1
 10
 100
 1000
b) nhi [cm−3]
x(103km)
z(1
03
km
)
7.293.650−3.65−7.29
7.29
3.65
0
−3.65
−7.29
 0
 2
 4
 6
 8
 10
c) B [nT]
z(1
03
km
)
x(103km)
7.293.650−3.65−7.29
7.29
3.65
0
−3.65
−7.29
 100
 150
 200
 250
 300
 350
 400
d) vsw  [km s−1]
z(1
03
km
)
V
E
B x(103km)
7.293.650−3.65−7.29
7.29
3.65
0
−3.65
−7.29
 0
 50
 100
 150
 200
e) vhi  [km s−1]
z(1
03
km
)
x(103km)
7.293.650−3.65−7.29
7.29
3.65
0
−3.65
−7.29
 0
 0.5
 1
 1.5
 2
f) E [V km−1]
z(1
03
km
)
x(103km)
7.293.650−3.65−7.29
7.29
3.65
0
−3.65
−7.29
Figure 8.4: The solar wind-comet interaction in the polar plane at 2.7 AU is displayed for
the same quantities as in Fig. 8.2. Water activity has increased by a factor of 25 compared
to 3.7 AU. As the comet has grown the incoming solar wind is more and more deflected
upwards leading to the formation of the linear Mach cone which is fully developed. The
cometary ion tail has rotated in anti-sunward direction and the head of the comet has
increased. The penetration of the cometary tail by the solar wind ions is getting weaker
leading to low solar wind ion densities in the downstream side. The decreasing penetration
of the tail leads also to a stronger draping of the magnetic field around the comet.
by Simon et al. (2007) for Mars and Titan a combination of the electric field and electron
pressure forces leads to the formation of a sharply pronounced boundary layer. In the
interval from 3.7 AU to 2.7 AU the plasma structures are asymmetric with respect to the
z-axis.
A third regime can be discerned in the simulation covering a heliocentric distance from
2.7 AU to around 2 AU. According to the water activity curve shown in Fig. 8.7 nucleus
activity has increased by a factor of 4. The coma of the nucleus is spatially growing
providing a strong obstacle to the solar wind flow as shown in Fig. 8.5b compared to Fig.
8.4b at 2.7 AU. The penetration of the coma by the solar wind is getting weaker than in
the previous regime. The comet is growing in -z direction yielding a stronger separation
of the solar wind and cometary plasma. The linear Mach cone splits during this interval
in several rays. In addition, the proton pileup boundary starts to evolve also in the -z
direction reducing the asymmetry of the linear Mach cone regime. The magnetic field
strength is also growing in -z direction reducing the asymmetry in Fig. 8.3c. Figure 8.5e
shows that the bulk velocity of the cometary ion population is getting higher reaching
values at around 150 to 200 km s−1.
The last regime covers the range from 2 AU to 1.3 AU the perihelion distance of CG.
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Figure 8.5: The solar wind-comet interaction in the polar plane at 2 AU is displayed for
the same quantities as in Fig. 8.2. Water activity has increased by a factor of 4 compared
to 2.7 AU. The linear Mach cone splits in two rays indicating that the nucleus is now in
the nonlinear Mach cone regime. The plasma structures show the transition to a quasi-
symmetric state. The coma is growing and extending in -z direction reaching higher
velocities compared to the 2.7 AU case.
This is the shock formation regime. A parabolic structure separates the hot solar wind
plasma from the cold cometary ion plasma. The mass loading of the solar wind leads to
a deceleration of the solar wind flow in flow direction. As a result a shock evolves. The
solar wind proton density and the cometary ion density are complementary. The former
reaches low values where the latter exhibits large values. The coma grows also in -z
direction following the convective electric field shown in Fig. 8.6b and f, respectively.
The magnetic barrier region is fully developed as the mixing between the solar wind
ion population and the cometary ion population remains weak. The solar wind ions are
deflected around the dense part of the coma leading to an enhancement of the magnetic
field.
The proposed division of the simulation range in four interaction regimes appears to
be in good agreement with the investigation of Hansen et al. (2007). There are, however,
also differences. The test-particle regime is further away from the Sun in the ranges
from 4.2 AU to 3.7 AU while in Hansen et al. (2007) this regime was at 3.25 AU. This
is mainly due to different water outgassing curves. The formation of the Mach cone
was identified by Hansen et al. (2007) at 2.7 AU which coincides well with the present
investigation. According to the present simulation the Mach cone evolves between 3.7
AU to 2.7 AU. At 2 AU Hansen et al. (2007) identified the non-linear Mach cone with
the splitting into several rays. As the comet approaches its perihelion position the Hansen
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Figure 8.6: The solar wind-comet interaction in the polar plane at 1.3 AU is displayed
showing the same quantities as in Fig. 8.2. Water activity has increased by a factor of
4 compared to the 2 AU case. The bow shock is clearly developed in the solar wind
ion density as a parabolic structure separating the solar wind ion plasma from the cold
cometary ion plasma. The coma has grown in -z direction. As the solar wind plasma
cannot penetrate the dense part of the coma the magnetic field froze-in the solar wind
drapes around the obstacle.
et al. (2007) and the present investigation converge as the differences in the employed
water activity get smaller. To conclude the present investigation is in good agreement
with similar investigations of CG’s approach to the Sun. In the next section a global view
on the perihelion approach of CG will be given.
8.4.2 Global view on the solar wind-comet interaction
The maximum cometary ion flux and magnetic field strength are displayed as functions
of heliocentric distance in Fig. 8.7 and in Fig. 8.8, respectively. At 4.2 AU cometary
activity is low yielding a maximum value of the cometary ion flux which is an order of
magnitude below the undisturbed solar wind ion flux as displayed in Fig. 8.7. At around
3.7 AU, cometary activity has increased yielding a maximum ion flux comparable to the
undisturbed solar wind ion flux. The evolution of the magnetic field is depicted in Fig.
8.8. At the beginning, the maximum of the magnetic field is a factor of 2.5 above the
Bim f . This value is reached in front of the nucleus while further away the magnetic field
remains as in the undisturbed solar wind. At 3.7 AU this factor rises to a value of almost
5. The interval starting at 4.2 AU to 3.7 AU exhibits features which are characteristic to
the test-particle regime as described in Bagdonat and Motschmann (2002). The comet is
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Figure 8.7: Left scale: Maximum of the cometary ion flux as a function of heliocentric
distance. The maximum is taken from the whole simulation domain and fitted with a
rational law r−1.4. For comparison the undisturbed solar wind ion flux is also shown.
Three regimes can be distinguished. At the beginning, the solar wind ion flux exceeds
the cometary ion flux, this is the test particle regime covering the range from 4.2 AU to
3.7 AU. Around 3.7 AU, these quantities reach the same values. This regime is referred
to as Mach cone regime which covers the range up to 2.7 AU. From 2.7 AU to 1.3 AU,
the maximum cometary ion flux exceeds the solar wind ion flux clearly. This is the shock
formation regime. Right scale: Total water outgassing rates. Figure from Gortsas et al.
(2010b).
too faint to cause any significant feedback to the solar wind.
The simulation data allows to identify a second regime covering a heliocentric range
from 3.7 AU to 2.7 AU. In this interval, the growth of cometary activity is a factor of 25.
This growth process is followed by the cometary ion flux which exceeds the solar wind
flux by a factor of 2 at the end of the interval. The magnetic field exceeds the Bim f by
a factor of 7. Compared to the factor at 3.7 AU this makes a moderate enhancement of
about 1.4. This regime has been characterized in previous studies of the solar wind-comet
interaction by the formation of the linear Mach cone (Lipatov et al. 2002, Bagdonat and
Motschmann 2002).
The last regime spans the distance from 2.7 AU to 1.3 AU. In this interval, cometary
activity increases by more than an order of magnitude. The maximum of the cometary ion
flux and of the magnetic field, however, seem to grow only moderately. Both quantities
exceed the background values of the solar wind by a factor of 2 and 7, respectively; factors
that were already reached at 2.7 AU. Hence, despite the growth in cometary activity by
an order of magnitude the maximum of the magnetic field and the cometary ion flux
seem to follow the growth of the interplanetary magnetic field strength and the solar wind
ion flux. In previous investigations of the solar wind-comet interaction this last regime
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Figure 8.8: The maximum of the magnetic field as function of heliocentric distance is
shown. The maximum is taken from the whole simulation domain and fitted with a ra-
tional law of r−0.5. For comparison the interplanetary magnetic field is also depicted. As
the comet approaches the Sun the magnetic field maximum exceeds the Bim f by a factor
2.5 at 4.2 AU to a factor 7 at 1.3 AU. The enhancement of the magnetic field at 4.2 AU
is close to the nucleus surface as also shown in Fig. 8.2c. As the comet approaches the
Sun the maximum of the magnetic field detached from the nucleus surface and affects
large regions around the nucleus as also displayed in Fig. 8.6c. See also Fig. 8.9 on the
position of the magnetic pile-up region along the Sun-comet line. Figure from Gortsas
et al. (2010b).
was characterized by the splitting of the Mach cone and the formation of a bow shock
(Bagdonat and Motschmann 2002).
In the global view of the solar wind-comet interaction the splitting of the Mach cone
and the formation of the bow shock cannot be separated. These structures evolve from 2.7
AU to perihelion.
8.4.3 Shocks and cometary characteristics
The position of the bow shock Rbs relative to the comet as function of heliocentric distance
is compared with an analytical formula derived by Biermann et al. (1967). Assuming a
stationary flow in an axial symmetric 1 D model of the solar wind the mass flux equation
reads as (Biermann et al. 1967)
d(ρm u)
dx =
Q mi
4 π ug ν−1 r2
. (8.5)
Integrating this equation from the undisturbed solar wind conditions to the location of the
bow shock leads to the following expression for the standoff distance Rbs (Biermann et al.
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Figure 8.9: The bow shock (BS), the magnetic pileup boundary (MPB), and the ion com-
position boundary (ICB) position along the Sun-comet line as function of heliocentric
distance are displayed. The BS position agrees well with an analytical formula of Galeev
et al. (1985). The MPB and the ICB are well fitted by r−0.56H and r−0.3H law, respectively.
Both boundaries remain in close vicinity over the relevant heliocentric range. Beyond
2 AU all three boundaries are not well defined because the nucleus is too weak. There-
fore, the MPB∗ and the ICB∗ carry a superscript. They are only displayed for illustration
purposes. Figure from Gortsas et al. (2010b).
1967, Galeev et al. 1985)
Rbs =
Q mi
4 π ug ν−1 ρ∞ u∞[(ρˆ uˆ)c − 1] . (8.6)
mi, ug,ν, ρ∞, and u∞ denote the cometary ion mass of the water species, the escape veloc-
ity of the ions, e.g. 1 km s−1, the ionization rate, e.g. 10−6 s−1, the background solar wind
proton mass density, and velocity. (ρˆ uˆ)c denotes the critical mass flux ratio of the con-
taminated solar wind for shock formation. A continuous solar wind flow is possible only
until the point at which the mean molecular weight of the solar wind particles reaches
a critical value. This value was estimated by Biermann et al. (1967) to be (ρˆ uˆ)c = 4/3
based on a simplified one dimensional model. Schmidt and Wegmann (1982) showed that
for 1P/Halley at 1 AU a shock wave with Mach number 2 occurred at a distance from
the nucleus where (ρˆ uˆ)c = 1.185. Huddleston et al. (1992) employed Eq. (8.6) under the
assumption that the critical number (ρˆ uˆ)c is mainly a function of the cometary ion flux
while the solar wind ion flux is set to the undisturbed background values far from the
comet. The authors obtained estimates for the shock position of 6.6 × 103 km for comet
26P/Grigg-Skjellerup along the Sun-comet line with a (ρˆ uˆ)c value of 1.22. In the present
investigation, the critical value (ρˆ uˆ)c is used as a fit parameter. It turns out that the hybrid
simulation data of the standoff distance are well fitted by Eq. (8.6) if (ρˆ uˆ)c has a value
of 2.05. At perihelion, the standoff distance of CG is 3.37 × 103 km which is a factor of
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Table 8.3: Scaling laws. rH denotes heliocentric distance. Fits to the hybrid plasma
simulation data are listed here. The linear dependence of the Galeev et al. (1985) formula
on the outgassing strength Q was confirmed by the present hybrid plasma simulation. R
denotes the position of the boundary from the nucleus along the Sun-comet line.
67P/Churyumov-Gerasimenko
Rbs 3.4 ×103 km
Rbs ∼ Q confirmed
Rmpb ∼ r−0.56H
Ricb ∼ r−0.3H
|Fhi|max ∼ r−1.4H
|B|max ∼ r−0.5H
2 below the value of comet 26P/Grigg-Skjellerup which has almost the same outgassing
strength as CG at perihelion.
The standoff distance of the bow shock, the position of the ion composition boundary,
and of the magnetic pile-up boundary as function of heliocentric distance are displayed in
Fig. 8.9 from 2 AU to perihelion as these boundaries are not well defined beyond 2 AU.
The outgassing strength of the nucleus is too low beyond 2 AU. The ICB is defined as the
location of the cross point along the Sun-comet line of the solar wind proton density and
the cometary ion density. The position of the MPB is represented by the peak value of
the magnetic field strength. The ICB and MPB coincide well at perihelion while further
away from the Sun these boundary appear to follow different patterns. The ICB follows
a r−0.3 fit while the MPB a r−0.56 fit. The later is comparable to the fit of the maximum
magnetic field in the simulation domain of r−0.5H as presented in Fig. 8.8. The coincidence
of the ion composition boundary and the magnetic pileup boundary at comet CG has also
been observed at planet Mars by Bösswetter et al. (2004). The fit to the cometary ion flux
maximum shown in Fig. 8.7 is r−1.4H . A summary of the fit laws can be found in Table 8.3.
8.5 Summary
The evolution of the plasma environment of comet CG is investigated as the comet ap-
proaches the Sun. The plasma environment is calculated with the quasi-neutral, three
dimensional hybrid plasma model while the thermal model presented in the first part of
this thesis is used to calculate the water activity.
The simulation starts at 4.2 AU and finishes at 1.3 AU with a step size in heliocentric
distance of 0.1 AU. After giving a short discussion on 2 dimensional contour plots of
important stages during perihelion approach the maximum of the cometary ion flux and
of the magnetic field are presented as functions of heliocentric distance.
The simulation results allow to distinguish three different regimes in the global view.
The test-particle regime covers a heliocentric distance between 4.2 AU to 3.7 AU. Weak
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mass-loading of the solar wind leads to a moderate enhancement of the magnetic field
which is localized in the vicinity of the nucleus and which reaches factors in the range 2.5
to 5 compared to the Bim f . In the Mach cone regime covering a heliocentric distance of
3.7 AU to about 2.7 AU the cometary ion flux exceeds the undisturbed solar wind ion flow
leading to a stronger feedback on the solar wind parameters. The magnetic field exhibits
an enhancement by a factor 7 and the enhancement is detaching from the nucleus surface.
The last regime covers a distance of 2.7 AU to perihelion. Although, this regime shows
strong effects on the plasma environment of the comet the absolute values of the magnetic
field and the cometary ion flux appear to follow the growth process of the interplanetary
magnetic field and of the solar wind ion flux as the comet approaches the Sun.
The 2 dimensional contour plots provide more information than the global 1 dimen-
sional view. Therefore, the shock formation regime can be separated to the nonlinear
Mach regime covering a range from 2.7 AU to 2 AU. The shock formation regime ex-
tends from 2 AU to perihelion.
The position of the bow shock along the Sun-comet line is compared with an analyti-
cal formula by Biermann et al. (1967) and Galeev et al. (1985) yielding good agreement.
Rational law fits to the hybrid simulation data are also presented. Fits to the maximum of
the cometary ion flux, the maximum of the magnetic field magnitude, and fits along the
Sun-comet line to the magnetic pileup boundary, the ion composition boundary, and the
bow shock position as function of heliocentric distance are discussed.
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water and CO coma
9.1 Introduction
In the preceding chapters, CG was assumed to consist only of a water dominated coma.
The fact that the coma of comets is much more complicated was neglected to obtain a
general picture on how the solar wind-comet interaction leads to the formation of the
characteristic plasma structures. In this last chapter, the model is extended to simulate a
nucleus with water and CO activity. These simulations are often referred to as multi-ion
hybrid simulations.
Multi-ion simulations in hybrid plasma models were presented by Simon et al. (2007)
which extended the model of Bagdonat and Motschmann (2002) to simulate the inter-
action between Titan’s atmosphere with several ion species and the Saturnian magneto-
spheric plasma flow. As the spread in the mass ratio of the atmospheric ions were large a
mass spectrometer was identified allowing to distinguish between ions of different mass.
The underlying mechanism is based on the ion gyroradius depending on the ion mass.
Multi-species calculations have also been presented by Bösswetter et al. (2009) in con-
nection with hybrid plasma simulations of Mars.
There are, however, no studies of the plasma environment of comets available for a
comet outgassing more than one species. Although, as discussed for comet Hale-Bopp in
Chapter 4 or in Chapter 7 about coma anisotropies at comet CG the coma of comets is
very complex consisting of several species some of which are originating directly from
the nucleus while others are the products of a complex chemistry. The thermal modeling
of comet CG has unveiled a crossing point between a CO dominated coma to a water
dominated coma. This crossing point is depending on the employed simulation param-
eters between 3.5 AU and 4 AU along the preperihelion branch. It is thus important to
simulate how an additional ion species is going to affect the plasma environment of comet
CG. At 4.2 AU the CO outgassing is ten times stronger than water activity. The thermal
model also showed that the CO outgassing strength is almost constant along the preperi-
helion branch. This strong CO activity should have an impact on the formation of certain
plasma structures. In particular, the existence of the test particle regime has to be verified
for this comet which might also have implications on the planning of the Rosetta mission
once it reaches the comet.
Two aspects will be investigated. First, it will be discussed how the presence of CO
affects the plasma environment of CG. Then, the plasma environment of CG with water
and CO will be presented for a simulation starting at 4.2 AU and finishing at 3.5 AU with
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Figure 9.1: The water and CO activity as function of heliocentric distance along the
preperihelion branch. At around 3.5 AU water activity exceeds CO. At 4.2 AU CO is
more then an order of magnitude above the water activity.
a step size in heliocentric direction of 0.1 AU.
9.2 Implementation
The dynamics of the second ion species is simulated in analogy to the first ion species
by the characteristics of the Vlasov equation given in Eq. (6.3). The same boundary
conditions as in Section 7.4 have been used for this study. In the present simulation water
and CO differ in their mass. All other quantities like charge, initial velocity, outgassing
pattern, ionization rate are the same. These values can be found in Section 7.4. Perihelion
approach is modeled as in the previous chapter. But the simulation is proceeded only to
3.5 AU as at this heliocentric distance water and CO activity are roughly the same. As
shown in Fig. 9.1 the crossing point of the CO and water production curves are at 3.5 AU.
9.3 Results
Comet CG has an aphelion distance of 5.6 AU and a perihelion distance of 1.25 AU. At
aphelion, water activity drops to values below 1024 s−1. But already for such low water
production rates previous investigations of the solar wind comet-interaction have shown
that the solar wind is directly interacting with the surface of the nucleus. This regime
was called test particle regime as the feedback of the very faint comet to the solar wind
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Figure 9.2: The solar wind-comet interaction with water and CO in the polar plane is
shown at 3.5 AU. The solar wind ion density (a), the water ion density (b), the CO ion
density (c), the magnetic field (d), the water ion bulk velocity (e), and the CO ion bulk
velocity (f) are displayed. CO activity is as strong as water. CO leads to a quantitative
enhancement of the magnetic field and the solar wind densities compared to simulations
without CO as shown in Fig. 9.3. But qualitatively the plasma environment of CG has
not changed. As CO is heavier than water the acceleration of CO ions leads to lower
velocities as shown in f) compared to e). Small differences in the flow direction of the
two cometary ion species are also discernible.
parameters is very low (Lipatov et al. 2002, Bagdonat and Motschmann 2002, Hansen
et al. 2007, Coates and Jones 2009). In the previous chapter the test particle regime was
identified at 4.2 AU. But in this simulation CO was neglected. The thermal modeling
in Chapter 5 has shown that there is a cross point between a water dominated and a CO
dominated coma. According to Fig. 9.1 this crossing point is at around 3.5 AU. Beyond
this distance the nucleus is outgassing CO at a constant rate of 3×1025 s−1. Therefore, CO
activity exceeds water activity at 4.2 AU by more than an order of magnitude. For such
high activity rates the plasma environment of CG could not be in the test particle regime.
9.3.1 Plasma environment with and without CO activity at 3.5 AU
The plasma environment of CG is simulated at 3.5 AU for two cases. In Fig. 9.2 is
displayed the polar plane for a calculation with water and CO. For comparison, the same
calculation with only water but the same total activity is shown in Fig. 9.3.
The solar wind density in the simulation with a CO plasma source depicted in Fig.
9.2a shows the linear Mach cone. The cone structure is very similar to the Mach cone
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Figure 9.3: The solar wind-comet interaction in the polar plane is displayed without CO
activity at 3.5 AU. The solar wind proton density (a), the cometary ion density (b), the
magnetic field (c), the solar wind bulk velocity (d), the cometary ion bulk velocity (e),
and the electric field (f) are displayed. The comet is in the regime of the linear Mach
cone. The penetration of the cometary tail by the solar wind is getting weaker leading to
a deflection of the incoming solar wind.
seen in the solution without CO which is displayed in Fig. 9.3a. The differences are
mainly quantitative. The Mach cone appears to be enhanced by the presence of the CO
species. It is broader and spatially larger than the Mach cone without CO shown in Fig.
9.2a and Fig. 9.3a, respectively. The pile-up of the magnetic field in front of the obstacle
appears to be stronger in absolute values and in its spatial extensions in the solution with
CO as shown in Fig. 9.2d compared to the solution without CO as displayed in Fig. 9.3c.
The water ions shown in Fig. 9.2e reach higher velocities compared to the case without
CO in Fig. 9.3e. But generally, the SW-C interaction with and without CO appears to be
the same with small quantitative differences. As the mass ratio of CO to water ions is 1.6
the tail orientation of the two species is rather similar. This mass ratio is small compared
to the ratio of Simon et al. (2007) which led to the conclusion that there must be a mass
spectrometer due to the ion gyroradius depending on the ion mass. More pronounced are
the differences in the bulk velocity displayed in Fig. 9.2e and f. The heavier CO ions
reach lower velocities than the water ions. The predominant flow direction of the water
ions is between 45 to 20◦ from the solar wind flow direction while the CO flow directions
lies in the range 45 to 80◦. Hence, the light species rotates faster in flow direction which
is in good agreement with Simon et al. (2007).
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Figure 9.4: The solar wind-comet interaction with water and CO in the polar plane at
4.2 AU with the same quantities as Fig. 9.2. At 4.2 AU CO activity exceeds water by
more than an order of magnitude reaching values of 3 × 1025 s−1. The linear Mach cone
is clearly discernible in the solar wind density a). The penetration of the tail by the solar
wind is weaker than in Fig. 8.2a without CO. The magnetic field is enhanced in front of
the obstacle. The situation is comparable to the linear Mach cone regime discussed in
the previous Chapter for water between 3.7 AU and 2.7 AU. This result shows that there
might be no test particle regime at comet CG.
9.3.2 Perihelion approach with CO and water activity from 4.2 to 3.5
AU
The perihelion approach of CG is simulated with water and CO activity. As in the sim-
ulation of Chapter 8 with a pure water ion coma the simulation is started at 4.2 AU. At
this heliocentric position and beyond water activity is more than an order of magnitude
below CO activity. The plasma environment beyond 4.2 AU should therefore be domi-
nated by CO or even other volatile species. As the CO activity displayed in Fig. 9.1 along
the preperihelion branch is constant the plasma environment beyond 4.2 AU should be
similar to the results shown in Fig. 9.4 at 4.2 AU.
A striking difference of the plasma environment with CO compared to the solution
without CO is the expansion of the interaction region. At 4.2 AU and without CO the
simulation box is 1.2 × 103 km large as shown in Fig. 8.2. With CO the simulation box
increases to 8.6 × 103 km which is a factor of 7 larger. The plasma environment of CG at
4.2 AU is dominated by the CO activity which is around 3.6×1025 s−1. Compared to water
activity CO exceeds it roughly by a factor of 40. The water ion tail is consequently very
faint compared to the CO ion tail shown in Fig. 9.4b and c, respectively. The feedback
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Figure 9.5: The solar wind-comet interaction with water and CO in the polar plane at 3.8
AU with the same quantities as Fig. 9.2. Water activity is getting stronger. But the plasma
environment is still dominated by the CO activity as in Fig. 9.4. Only weak enhancements
in the solar wind parameters are discernible.
to the solar wind parameters is in this calculation very strong compared to the results
without CO shown in Fig. 8.2. A linear Mach cone is visible in the solar wind ion density
depicted in Fig. 9.4a. The penetration of the cometary tail is much weaker than in the
calculation without CO shown in Fig. 8.2. A pile-up of the magnetic field in front of the
nucleus is shown in Fig. 9.4a which is very weak and confined in the immediate vicinity
of the nucleus in the solution without CO of Fig. 8.2.
It thus can be concluded that with CO the plasma environment of CG at 4.2 AU ex-
hibits a strong feedback by the CO coma. The comet is in the linear Mach cone regime.
The test particle regime discussed in many articles should not be present at this comet if
CG exhibits a CO activity as predicted by the thermal model of this thesis which has been
successfully applied on the CO production rates of comet C/1995 O1 (Hale-Bopp). Of
course, for other comets with larger aphelion positions and/or less volatile components
the concept of the test particle regime should be still valid. But as this investigation has
showed the contribution of super volatiles far from the Sun should not be neglected to
obtain a more realistic picture of the plasma environment of comets.
As the comet approaches perihelion water activity increases while CO activity remains
almost constant as shown in Fig. 9.1. Consequently, the feedback to the solar wind is
getting stronger as water activity increases. At 3.8 AU from the Sun the linear Mach
cone in the solar wind ion density is increasing with water activity as shown in Fig. 9.5a.
Compared to the Mach cone at 4.2 AU the enhancement is moderate. The same conclusion
can be drawn for the magnetic field. Although, water activity has increased by a factor of
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7 at 3.8 AU compared to 4.2 AU. Therefore, the plasma environment is still dominated by
the CO.
At a heliocentric position of 3.5 AU water activity is almost the same as CO. The
feedback to the solar wind starts to get noticeably stronger. The linear Mach cone shown
in Fig. 9.2 is enhanced further. The angle between the solar wind flow and the Mach
cone is increasing. Also the magnetic pile-up is getting stronger. As CO activity remains
constant it can be concluded that these reactions of the solar wind parameters are due to
the water activity. Hence, based on the employed model parameters 3.5 AU marks the
transition from a plasma environment that is dominated by CO activity to a regime in
which water activity is dominant. With increasing water activity the plasma environment
of the comet is converging to the pure water coma simulations presented in Chapter 8.
9.4 Summary
The evolution of the plasma environment of comet CG with water and CO activity is
investigated as the comet approaches the Sun in the range from 4.2 AU to 3.5 AU. The
plasma environment is calculated with the quasi-neutral, three dimensional hybrid plasma
model while the thermal model presented in the first part of this thesis is used to calculate
the water and CO activity.
A comparison of the plasma environment of CG with and without CO at 3.5 AU
shows that a CO coma leads to a quantitative enhancement of the plasma structures but
qualitatively the plasma environment remains the same. The linear Mach cone is enhanced
as the heavier CO ions are not accelerated so strong as the water ions. The penetration of
the cometary ion tail is weaker in the CO solution compared to a calculation without CO.
The magnetic pile-up is stronger. As the mass ratio of CO to water is 1.6 the water tail
and CO tail exhibit a similar orientation.
The plasma environment of CG is investigated over a heliocentric range from 4.2 AU
to 3.5 AU with a step size in heliocentric distance of 0.1 AU. It is shown that at 4.2 AU
CO activity is so strong that the comet is in the linear Mach cone regime. The interaction
region is a factor of 7 larger in the solution with CO compared to the solution without CO.
The test particle regime is not present for CG as CO activity is too strong. The transition
from a CO dominated solar wind-comet interaction to a water dominated is found at 3.5
AU which correlated well with the crossing point between the water and CO production
curves derived from thermal modeling.
The presented simulation results could be of great importance for ESA’s Rosetta mis-
sion. They indicate a complex interaction regime even at a heliocentric distance of 4.2
AU in distinction to the test particle regime of a water dominated coma. The role of super
volatile species like CO must be included in plasma simulation of comets far from the
Sun to obtain a refined picture of the SW-C interaction.
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10.1 Thermal model
In the first part of this thesis a thermal model devoted to the simulation of cometary
activity is presented. The nucleus model accounts for heat conduction, heat advection, gas
diffusion, sublimation, and condensation in an ice-dust matrix with moving boundaries.
Surface erosion due to surface sublimation leads to a moving boundary which is resolved
by applying a temperature remapping technique. This approach allows to take properly
into account the loss in the internal energy of the eroded surface layers. Such moving
boundary techniques are referred to as Stefan problems. The newly developed computer
program is extendable and modular. New features can be easily incorporated. The code
allows to switch on and off certain physical features, like Stefan problem, gas diffusion,
CO bulk ice. The importance of the Stefan problem and gas diffusion on temperature
depth profiles and activity has been investigated for a pure water ice sphere. It is shown
that gas diffusion without the Stefan problem has a strong impact on temperature depth
profiles but water activity at the surface is not much affected. The Stefan problem reduces
the effect of gas diffusion considerably also for the temperature depth profiles.
The model is applied to interpret the water and CO production rates of comet C/1995
O1 (Hale-Bopp). The approach is guided by recent observational findings on important
parameters controlling cometary activity. For the first time, a thermal model is applied
to the full data set of water and CO production rates of comet Hale-Bopp covering a
heliocentric range from -7 AU pre- to 15 AU postperihelion. For the first time, a thermal
model without the assumption of amorphous ice with occluded CO gas is successfully
applied to interpret the measured CO and water production rates of comet Hale-Bopp. The
CO production curve fits the observations over the whole heliocentric distance starting at
-7 AU to 15 AU very well. A low thermal conductivity of 0.01 W K−1m−1 is in good
agreement with the Hale-Bopp observations.
After having successfully reproduced the production rates of comet Hale-Bopp for
CO and water the thermal model is applied to predict the activity of ESA’s Rosetta target
comet 67P/Churyumov-Gerasimenko. Thermal flux, temperature depth profiles, and ac-
tivity of water and CO are studied. The influence of the thermal conductivity as a key yet
poorly constrained parameter has been studied. The importance of the Stefan problem is
worked out in detailed. The loss of internal energy of the eroded surface layers leads to a
much colder nucleus compared to a calculation in which this aspect is neglected. Strong
differences in the thermal flux and temperature depth profiles are found at perihelion as
surface sublimation and thus surface erosion reaches its peak value.
Activity of water is shrinked by the Stefan problem if the thermal conductivity is
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large,e.g. 10−1 W m−1 K−1. CO activity exhibits a characteristic asymmetry with an al-
most constant activity along the preperihelion branch, a peak at perihelion, and a smooth
decline similar to the solar irradiation of the surface along the preperihelion branch. Such
an asymmetry is not observed in the solution without the Stefan problem and it is pro-
nounced for low thermal conductivities, e.g. 10−3 W K−1m−1. The Stefan problem brings
the CO front close to the surface at perihelion while without it the CO front remains sev-
eral tens of cm or meters below the surface. With increasing thermal conductivity the CO
activity profile converges to a flat curve.
For low values of the thermal conductivity, Rosetta should measure a steep tempera-
ture gradient below an active area mainly near perihelion. Even at strong solar insolation
the temperatures are extremely low directly below the surface since the cold CO front is
located at a depth of only some centimeters. This would also mean that other volatiles
and amorphous ice, if it does exist, are present near the surface and one could possibly
find pristine matter in shallow depths.
The thermal model presented in this thesis is successful in the interpretation of the CO
and water production rates of comet Hale-Bopp. Yet, there are many unresolved issues
surrounding thermal modeling of comets. The most prominent aspect is the treatment of
dust in the study of cometary activity as presented in this thesis. During the KOSI exper-
iments at the DLR/Cologne activity subsided if a mixture of ice and dust is considered.
In-situ images from comets revealed dust covered surfaces with only little ice covered ar-
eas (Keller et al. 1986a,b, Belton et al. 2007, Thomas et al. 2007) yet comets show a rather
constant activity pattern for several apparitions (Schleicher 2006). How does dust influ-
ence the thermal evolution of comets? How is dust ejected from the surface of comets?
How does dust exchange energy with gas and how does dust drag work? Other extensions
of the model would include models of the shape and spin state of the nucleus. The model
could be used to study inverse problems such as to derive surface properties from thermal
spectra. It would also be important to work towards better boundary conditions for the
gas diffusion model.
10.2 Hybrid plasma model
The plasma environment of comet CG is investigated with a quasi-neutral, three di-
mensional hybrid plasma model that treats the dynamics of the solar wind protons and
cometary ions kinetically while the electrons are modeled as a charge neutralizing fluid
that instantaneously adapts to the heavy ion dynamics. Results from the thermal modeling
of comet CG are incorporated into the hybrid model to study different aspects of the solar
wind-comet interaction.
The study of coma anisotropies has shown that the mass loading of the solar wind is
strongly affected by the spatial distribution of the freshly born cometary ions. While the
restriction of cometary activity to the Sun illuminated side has led to only quantitative
modifications the confinement of cometary activity in a cone shaped model has unveiled
also qualitative new features. The cone shaped model leads to an increasing degree of
mixing between the solar wind protons and cometary ions. This opens an additional
transport channel for the magnetic field so with increasing intensity the magnetic field can
also be transported by the cometary species which leads to a broadening of the magnetic
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barrier region. Second, the increasing degree of mixture between the species leads to
an ion composition boundary which is only gradually developed. Third, it is found that
the deceleration of the solar wind is much smoother than in the dayside restricted and
spherically symmetric activity patterns.
The simulation of the perihelion approach of comet CG allows to distinguish three
different regimes when considering the maximum cometary ion flux and the maximum
magnetic field. For these quantities the test-particle regime covers a heliocentric distance
between 4.2 AU to 3.7 AU. Weak mass-loading of the solar wind leads to a moderate
enhancement of the magnetic field which is localized in the vicinity of the nucleus. In
the Mach cone regime covering a heliocentric distance of 3.7 AU to about 2.7 AU the
cometary ion flux exceeds the undisturbed solar wind ion flow leading to a stronger feed-
back, e.g. factor of 7, to the magnetic field strength. The last regime covers a distance
of 2.7 AU to perihelion. This regime is the shock formation regime. At the end of this
interval the solar wind and the cometary plasma are almost completely separated. The
global view, however, does not reflect these processes so clearly. The absolute values of
the magnetic field and the cometary ion flux appear to follow the growth process of the in-
terplanetary magnetic field and of the solar wind ion flux as the comet approaches the Sun.
The position of the bow shock along the Sun-comet line is compared with an analytical
formula by Biermann et al. (1967) and Galeev et al. (1985) yielding good agreement.
In the last hybrid simulation, CO is included in the model. A comparison of the plasma
environment of CG with and without CO shows that a CO coma leads to quantitative
enhancement of the plasma structures. The plasma environment of CG is also investigated
over a heliocentric range from 4.2 AU to 3.5 AU. It is shown that at 4.2 AU CO activity
is so strong that the comet is in the linear Mach cone regime. The test-particle regime
is not present for CG as CO activity is too strong. The transition from a CO dominated
solar wind-comet interaction to a water dominated is found at 3.5 AU which correlates
well with the crossing point between the water and CO production curves derived from
thermal modeling.
The presented simulation results could be of great importance for ESA’s Rosetta mis-
sion. They indicate a complex interaction regime even at a heliocentric distance of 4.2
AU in distinction to the test particle regime of a water dominated coma. The role of super
volatile species like CO must be included in plasma simulation of comets far from the
Sun to obtain a refined picture of the SW-C interaction.
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