In this paper we study multivariate Markov chain models for approximating a conventional Markov chain model with e , huge number of states. We propose an efficient eatimation method for the parametera in the proposed model. Numerical examples are given to illustrate the usefuln-of the proposed model.
I. INTRODUCTION
Data sequences OCCUI frequently in many real world applications. The most important step in analyzing a data sequence (or time series) is the selection of an appropriate mathematical model for the data. Because it helps in predictions, hypothesis testing and rule discovery. Marknv chain is an useful tool in the analysis of data sequences [4] .
In this paper, we consider a Markov chain to represent the behavior of swaal systems by describing all the difTerent states the systems occupy. If we w u m e that there are s systems and each system has m p o s sible states. The conventional Markov chain has m' states. The major problem in using such kind of conventional model is that the number of parametem (transition Probabilities) increases exponentially with respect to the number of systems. The large number of parameters disco~~ages people from using such Markov chain directly. The main contribution of this paper is to propose and develop multivariate Markov chain models hy allowing both the i n t r s and inter-transition probabilities among the systems. The number of parameters in the new model is only n*mz + 8'. We also develop an efficient method to estimate the model parameters.
The rest of the paper is organized as follows. In Section 2, we revise conventional Markov chain models. In Sections 3 and 4, we formulate multivariate Markov chain models and propose an estimation method for the model parameters required in our model. In Section 5, numerical results are given to illustrate the usefulneea of multivariate Markov chain models.
MARKOV CHAIN
a family of random variables {X(t),t E T } defined on a given probability space and indexed by the parameter t , where t varies over some index set (parameter space) T. If 
The conditiond probabilities Prob(X.+x = zn+l I X, = 2 . ) are called the singlestep transition probabilities of the Markov chain. They give the conditiond probability of making a transition from state z,, to state zn+l when the time parameter inereases from n to n + 1. These probabilities are independent of n and are written as pij = Proh (X,+I = i I X, = j ) , Vn = 0,1,. . . .
The matrix P , formed by placing pq in row i and column j for all i and j , is called the transition probability matrix. We note that the elements of the matrix P satisfy the following two properties:
In the following discussion, we consider at least one element in each column differs from zero. It is clear that Pis an m-by-m matrix. The matrix P has the following properties [I] :
1. P has an eigenvalue equal to 1.
2.
The eigenvalues of P must have modulus less than or equal to 1.
Moreover, the matrix P is also nonnegative and irre
Definition Let A be an n-by-m matrix whose elements aij satisfy aij 2 0. Then . X is a simple eigenvalue of A.
positive vector z such that By using the above theorem, we see that there is a
This vector 2 is called the stationary probability vector of P.
MULTIVARIATE MARKOV CHAINS
The motivation for the construction of the multivariate Markov chain model ean he given by the following application.
A . An Application In building a wind farm one has to inwtigate wind turbine design by using long-term records of windspeeds at the meteorological station. This is used to estimate the power output in the long term at certain potential locations. !Hourly windspeeds were classified into several states by the mode of operation of a particular turbine. 
IV. PARAMETER ESTIMATION
In this section, we present an efficient method to a imate the parameters Puk) and X p for j , b = l, ..., a.
Given the data sequences [X~"),[X~'J,...,{~~)J, one can count the transition frequency f$,) from the state i, in the sequence {X?'] to the state i r in the se quence {Xp']. Hence one can construct the transition frequency matrix for the sequences as follows:
Rom F(jk), we get the estimates for P(jk) as follows:
where otherwise.
We have seen that the multivariate Markov chain has a stationary vector X . The vector X can be estimated 
1-1
We can solve the above linear progamming problems efficiently and obtain the parameters h j b . 
V. NUMERICAL RESULTS
In this section, we test m u l t i h a t e Markov chain models. AU the computatioos are done by Matlab in a workdstation.
Each system has three states. Therefore, all the possible states are (l,l), (1,2), first and the second elements in the bracket represent the states of the first and the second systems mpectively. We generate the corresponding 9-by-9 transition probability matrix P randomly. Based on the transition probability matrix P, we generate two data sequences We consider t m systems. 0,3), ( Z J h W), (2, 3), (3J), ( 3 A and (3,3) . Here the of length 1000 for the two systems. Based on these two data seqyncpg, we estimate the transition proba bility matrix P by the method in Section 4. The stationary probability vector yt for the matrix P is dso computed. Next we constmet the multivariate Markov chain model. Based on the tan, data sequences, we can determine four 3-by-3 transition hequency matrices and their corresponding 3-by-3 trausition probability matriceg from the states in the first or m u d system to the states in the fmt 01 sffond system, i.e., P("), P("', P('ll and P("). The matrix XI and k can he determined by solving the linear PICgrammiag problem discussed in Section 4. After the matrix P is constructed, the stationary vector y. is wm-
In Figure 1 , we list the absolute differences between ge and y. (i.e., lyt -y*I) far the 100 randomly generated -.
We find the average error is about 0.1649. Prelimioary numerical results of our models are quite efficient and effective. In the future work, we plan to make a detailed comparisons and apply to some real data sets.
