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CAPITULO I 
JNTRODUCCION 
Generalmente, la teorsa de la convexidad se desarrolla en 
espacios vectoriales reales. Como la d e f i n i c i d n  de conjunto 
convexo utiliza la nociBn de segmento, es evidente que en la 
teorfa de la convexidad se utilizarsn las propiedades del. or- 
den de 10s nheros reales. Una de las formas de general izar  
esta teoria consiste en desamollarla en espacios vectoriales 
sobre cuerpos ordenados, 
Otros resultados sobre conjuntos convexos se obtienen a- 
gregando a la estructura vectorial antes mencionada, m a  topo- 
log la  compatible, una norma, o un producto escalar; as$ pode- 
mos estudiar la convexidad en espacios vectoriales topol6gi- 
.cos, en espacios normados, o en espacios euclideos,  respectiva- 
mente, 
1.: Nheros de ~ a r a t h i o d o r y ,  Helly y Radon. 
Si trabajamos en espacios vectoriales sobre cuerpos orde- 
nagos, podemos demostrar 10s teoremas de Carathgodory, H e L l y  
y kadon que habitualmente se enuncian en espacios vectoriales 
reales. La demostracidn d e l  teorema de Helly dada por Radon 
1 1 1  u t i l i z a  Ghicamente el teorema de este G l t i m o  y algunas pro- 
piedades conjuntistas de la cdpsula convexa: En.esta demostra- 
ci6n podemos encontrar el origen de 10s sistemas axiomdticos 
para la convexidad. En efecto, en virtud de la misma, si to- 
mamos corn axiamas algunas propiedades conjuntistas de la cgp- 
sula convexa o de 10s conjuntos convexos y el teorema de Radon, 
podemos deducir el de Helly,  Esto Gltimo aparece hecho en un 
trabajo de Levi [ 2 ]  publicado en 1951 ; allf considera una fa- 
rnilia de subconjuntos deaun conjunto X y supone que 
[ C - 1 )  @ es intersectional, o sea, la intersecci6n de conjun- 
tos de la familia es un conjunto de la farnilia % . 
P a r a  cada A i n c l u i d o  en un conjunto de la familia" C% , de- 
fine = n { c  E d / A c c l ;  en este sistema axiornbtico, 
I A ~  juega el papel de cspsula convexa de A . Tambign supone 
(C-2) Sea A subconjunto f i n i t o  de X ; si existe B subconjunto 
f i n i t o  de X tal que A c I B ]  y card A > card 3 , entonces exis- 
te una partici6n €A, ,A,) de A tal q u e  I A , ~  n I A , ~  # 4 
Para espacios vector ia les  sobre cuerpos ordenados, el axio- 
ma (62) es equivalente a1 teorema de Radon; en efecto, si A es 
finito y card B = n + 1 , la condicidn A C 1.3 1 e s  equivalente 
a dim a f ( A )  < n (donde a f ( A )  denota la cdpsula a f z n  de A 1.  En 
ese caso (C-2) podria enunciarse: 
Sea V espacio vec to r i a l  sobre un cuerpo ordenado, sea A sub- 
conjunto  f i n i t o  de V , si d i m  af[A) Q n y card A > n + 2 , en- 
tonces e x i s t e  una partici6n ( A , , A , l  de A t a l  que conv(A,) A 
conv(A2) # # (donde conv denota la cepsula convexa). E s t a  es 
una de l a s  formas en que puede enunciarse el teorema de   ad on. 
U t i l i z a n d o  (C-1) y (C-21, Levi prueba el 
Teorema H. Sea % = F , . . . , F 1 c tal que existe k C 
X con card A = m <- k y FI U . . . U F, C I A I . si las  intersec- 
ciones de cada m con jun tos  de % son no vacias, entonces 
n *  Z r n .  
'Para espacios vectoriales sobre cuerpos ordenados, resu l t a  
evidente  que el teorema d e  Hel ly  imp l i ca  el teorema H . ~ e c i -  
procamente, si % = {F, , . . . , F, 1 es una farnilia de convexos 
i n c l u i d o s  en una variedad a f h  n-dimensional donde n + 1 < k , 
y si l a s  intersecciones de cada n + 1 conjuntos  de son no 
vacias, entonces podemos tomar un elemento de cada una de las 
intersecciones antes mencionadas formando, de esta manera, un 
conjunto A f i n i t o  y talque dim af(A) < dim F, U ... U F,< n . a 
Luego existe B c X , t a l  que card B = , n  + 1 y conv(A1~ aonv(B) . 
As5 la familia CS(= IF  n conv(B), ... , F n c o n v ( ~ ) )  es una 
B 1 k 
farnilia de convexos inc lu idos  en conv(B), t a l  que las intersec- 
ciones de cada n + 1 conjuntos de son no vaclas. Luego, por 
el teorema H , r e su l t a  n %3 n v# B # rn Lo a n t e r i o r  nos permite 
afirmar, para espacios vectoriales sobre cuerpos ordenados, que el 
teorem H es equivalente a1 teorema de .Helly,  el cual podrla e- 
nunciarse : 
Sea V espacio vectorial sobre un cuerpo ordenado, sea % = 
{F, , . . . ,F, } familia finita de convexos de V t8l que dim a£( F, U 
... U F,) 4 n < k - 1 . Si las intersecciones de cada n + 1 con- 
juntos de % son no vaclas , entonces n ?$ # @, , 
En la memoria de Levi aparecen otros dos axiomas que si bien 
no 1 0 s  utiliza en la demostcacidn del teorema H , le permiten de- 
ducir algunas 'propiedades de 10s ~segmentos" (en donde segmento 
a ,b  es el conjunto  l{a,bll que podrianos denotar lab1 1. Estos 
axiomas son: ' 
(C-3)  Si A es un subconjunto no vacfo y f i n i t o  de X y p E 1A1,  en- 
tonces = A - a U ( p ) l  / + a  € A } .  
(C-4) b E l a , q l  C 1%a2a,l * lba31 = lb a l % l n l  b a2a31(en d&de 
a . .  a 1 denota el conjunto l fa,  a ~t 11 1 
Destaquemos que (C-3)  nos permite probar, en este trabajo, un 
teorema ( v e r  (3.4) d e l  capz tu lo  V) que relaciona 10s nbmeros de 
Carathgodory y de Radon u t i l i z a n d o  hipbtesis distintas a las de 
Kay y Uomble 1 3 1  . Si trabajamos en el context0 ax iod t i ca  de 
Levi, este tearema nos permite deducir la s igu iente  proposicidn 
.cn la cual se usan Gnicarnente 10s axiomas (C-11, (C-2)  y (C-3): 
Sea A subconjunto f i n i t o  de X ; si existe B subconjunto fi- 
nito de X tal que A C I B I ,  entonces I A ~  = U { I F I  / F C A y 
card F < card B) . 
Esta f i l t i m a  proposicidn no aparece enunciada en la memoria 
de Levi ,  Para espacios vectoriales sobre cuerpos ordenados la 
proposicidn antedicha podr$a enunciarse: 
Sea V espacio vectorial sobre un cuerpo ordenado, sea A 
subconjunto f i n i t o  de V , si dim af (A) n entonces conv(A1 = 
= U ( conv(F) / F C A  y card F < n +. 1) . 
Si tenemos en cuenta que para cualquier V espacio vectorial 
sobre un cuerpo ordenado, vale la propiedad de dominio finito 
(o  sea, si B es subconjunto de V entonces cpnv(B) = u conv(F1 
/ F C B y F finitol) , podemos obtener la siguiente proposicibn: 
Sea V espacio vectorial sobre un cuerpo ordenado, sea A 
subconjunto de V , si d i m  af (A) < n entonces conv(A1 = u Econv(F) 
/ F c A y card F < n + 1 .I . E s t a  G l t i m a  proposici6n es el teo- 
rema de Carath6odory. 
Lo funqamental d e l  trabajo de Levi consiste en deducir que 
el teorema de Radon implica el de Hel ly ,  en un context0 axiod- 
tico que no u t i l i z a  la estructura vectorial. Danzer, Grllnbaum 
y Klee l h  1 plantean el problem de buscar un sistema axio&ti- 
co, que tenga .corn0 axiomas algunas propiedades conjuntistas de 
10s convexos, en e l  cual se puedan interrelacionar 10s teoremas 
de ~arathgodory, Helly y Radon. En el trabajo de Kay y Womble 
( 3  ] , publicado en 1971, se resuelve parcialmente el-problema 
antes planteado. En el mismo, toman la interseccionalidad co- 
mo propiedad bgsica de la familia de los convexos. As$ [X,% 1 
es un espacio de convexidad si d es una familia de subconjun- 
tos  d e l  conjunto X que cumple las dos condiciones siguientes: 
P a r a  cada S C X , definen L& (S) = n {C Ee / S C C ] ;  
evidentemente, ( S  1 juega el papel de cdpsula convexa de S . 
DespuEs de enunciar ciertas propiedades particulares (por  
ej emplo: propiedad T, , de dominio f i n i t o ,  e t c )  , definen 10s nG- 
meros de Carathzodory, Helly y Radon para espacios de convexi- 
dad de la siguiente forma: 
c ,  h y r son ,  respectivamente, los n h e r o s  de Carathbodory, 
H e l l y  y Radon de (X, % ) si son  10s minirnos n h e r o s  naturales  
que ve r i f i can ,  respectivamente, las tres condiciones siguientes: 
1) si S c X , entonces L$(S)  = u ~ % ( F )  / card F c y F C S l  ; 
2) si % es una subfamilia f i n i t a  de 4 ta l  que l a s  intersec- 
ciones de hasta h conjuntos de son no vacias, entonces . 
n03: # # *  
3 )  si S c X y card S r , entonces S t i e n e  una particidn de  Ra- 
don, o sea existe una partici6n {S, , S, 1 de S tal que C& ( S, 1 n 
q ts , ,  # o . 
Cuando alguno de 10s nheros c, h y r , definidos preceden- 
temente, no' exis te ,  diremos que el mismo es igual  a . Esto . 
G l t i m o  amplia las definiciones de 10s nGmeros de Carathsodory, 
H e l l y  y Radon de tal forma que para cualquier espacio de con- 
vexidad (X, $ ) quedan determinados 10s nheros c, h y r 30s 
cuales podrdn ser finitos o i n f i n i t o s .  AS$ el teorema H de Levi 
permite afirmar. que si ( X ,  $ es un espacio de convexidad que 
t i e n e  nfirnero de Radon r 4 , entonces tiene nfimero de Helly 
h 4 r - 1 . En virtud del teorema de Levi, en cualquier espacio 
de'convexidad la f i n i t u d  de r implica la f i n i t u d  ds h . Kay y 
Womble encuentran ejemplos que permiten v e r  que, trabajando en 
espacios de convexidad y sin pedir otras hip6tesis, la f i n i t u d  
de r no implica la de c ; la f i n i t u d  de c no implica la de h ni 
la de r ; y la f i n i t u d  de h no implica la de c ni la dc r . Sin  
embargo, suponiendo' la finitud de c y de h ;prueban que r Q 
c h + 1 (ver  Theorem 3 , de Kay y Womble f 3  1 1. Como corola- 
rio de t a l  resultado, deducen que si c es finito entonces -- la 
finitud de h es equivalente a la de r ; en ese caso, h + I Q 
< r ( c h +  1 .  
Para obtener otros resultados sobre nfimeros de Carathgodory, 
Helly y Radon, introducen propiedades de separacibn. El rnss im- 
por tante  de estos resultados es el teorema 8 en donde, mediante 
hip6tesis bastante  fuertes, deducen que r < = implica c <  r -1; 
destaquemos que, en el presente trabajo, probarnos esta relaci6n 
entre c y r utilizando el tercer axioma de Levi, segGn lo acla- 
ramos a1 enunciar dicho axioma . La Gltima parte d e l  trabajo de 
Kay y Wamble e s t s  dedicada a una fundamentacidn axiomstica de 
la convexidad en el espacio euclideo; la familia % de 10s con- 
vexos queda caracterizada ut i l i zanda  la m g t r i c a  euclidea y al- 
gunas propiedades intrinsecas de dicha familia. 
Resulta ev idente  que e l  trabajo de Levi I 2 1  se ve continua- 
do en el de Kay y Womble [ 3  ] , el c u a l  t ~ a t a  fundamentalmente I 
I de relacionar 10s nGmeros de Ca~ath6odory, H e l l y  y Radon. Esto 
cons t i tuye  una linea de investigacidn dentro de la convexidad 
axiomgtica, Un trabajo de d i s t i n t a  naturaleza que 10s an te r io -  
res es el de Eckhoff [ 5 ]  donde se estudia el nfmero de Radon 
I 
de un espacio de convexidad producto, conociendo 10s nGrnerps 
de Radon de 10s espacios factores. Reay [ 6 ?  hace un trabajo a- 
ndlogo a1 de Eckhoff pero para el n h e r o  de ~arath6odory. 
I 
En el capltulo V del p r e s e n t e  trabajo se estudian 10s nGme- 
r0s de Carathgodory, Helly y Radon en espacios de convexidad y 
las relaciones e n t r e  dichos n h e r o s .  Despugs de caracterizar 10s 
espacios de convexidad mediante una familia de conjuntos y me- 
diante un operador de cbpsula, s e  estudian 10s resultados de Le- 
vi i 2 1 , de Kay y Womble [ 3 ? , y otras resultados del autor de 
este trabajo de tesis; entre estos filtirnos podemos citar las 
proposiciones (3.41; ( 5 . 2 1 ,  (6.1) y (7.2). 
2.- Teoremas de separaci6n. 
Otra linea de investigacien de la convexidad axiomstica 
es la que e s t u d i a  10s teoremas de separaci6n. Uno de 10s teo- 
remas rnss fdciles de probar en un context0 axiom$tico de con- 
vexidad e s  el de Kakutani: 
Sea V espacio vec to r i a l  s o b ~ e  unmcuerpo ordenado, s i ' ~ , ~  
son subconjuntos convexos de V disjuntos, entonces existen 
C,D convexos camplementarios tales que A C C y B C D . 
* 
La demostraci6n de dicho teorema, utiliza algunas propie& 
d e s  conjuntistas de  la cdpsula convexa, el principio  m a x i m a l . d e  
la teorfa de conjuntos y una propledad de geometrJa combinato- 
ria de 10s trisngulos. Teniendo en cuenta lo anterior, E l l i s  [7 
considera un conjunto X y dos operadores K, y K, de PlXl en P(X1, 
donde P(X) denota la faniilza de todos 10s' subcon juntos de X ; da- 
dos a , b  E X , K, ( a ,b )  denota KI ( { a , b )  1, Los operadores K, 
(i = 1,2 1 deben cumplir 10s siguientes axiomas: 
(P 3 )  A C X * K, (A )  = U f K i  (F) / E f i n i t o  y F C A 1  . 
(P 4) O # F C ' X  , F f i n i t o  y p E X *K, (F U ( p ) ) C U { K ,  (a,p) 
/ a E K, ( F ) l  
(P 5) a E K,(b,p)  y c E K,(d,p)  K , ( a , d )  n K,(b,c l  # 4 . 
. Puede probarse fscilmente que si V es un espacio vectorial 
sobre un cuerpo ordenado'y conv es la cspsu la  convexa usual, 
tomando X = V y K I =  K,= conv obtenemos un modelo d e l  sistema 
axiodtico precedente; en el presente trabajo, esto es una con- 
secuencia de las proposiciones ( 2 . 8 1 ,  ( 2 . 9 1 ,  (2,10), (2.111, 
(2.12) y (6.1) d e l  capi tulo  11. Siguiendo 10s pasos de la demos- 
tracidn d e l  teorerna he Kakutani, Ellis prueba, en este sistema 
ax$om~tico, el siguiente teorema: 
Si A,B son subconjuntos de X disjuntos y A = K, ( A ) ,  B = 
= K,(B) ,  entonces existen C,D subconjuntos complementaries ta- 
* les que A C C  K I ( C )  y B c D = K I ( D ) .  
Evidentemente, una de las consecuencias del teorema de E l l i s  
es el teorema de Kakutani, Esto es lo que realmente nos interesa 
ya que tomando K = K,= K, y modificarrdo muy poco 10s axiomas de 
E l l i s ,  obtenemos, en el capitulo I1 d e l  presente trabajo, un sis- 
tema axiom%tico que permite deducir muchos resultados geomgtri- 
cos de la teorsa de la-convexidad. Es a s l  coma logramos deshacer- 
nos de la estructura vectorial y hacer muchds demostraciones, que 
habitualmente utilizan glgebra l inea l ,  en una forma gearngtrica- 
mente m 6 s  pupa. La tgcn ica  que seguimos consiste en tomar teore- 
mas de la convexidad en espacios vectoriales y tratar de ver si 
sus demostraciones, con algunas modificaciones, pueden hacerse 
en nuestro sistema axiom6tico. Un trabajo anslogo se hace con 
las def in ic iones ,  por ejemplo, decimos que A es convexo si A = 
= K(A). 
El sistema axiom6tico considerado en el capitulo 11 consta 
de cinco axiomas independientes .  La convexidad vectorial nos da 
un modelo de dicho sistema; un modelo rngtrico no vectorial'apa- 
rece en (3.4). Los resultados obtenidos en el capgtulo I1 se de- 
ducen de 10s cuatro primeros axiomas. P o r  otra parte, en el ca- 
pitulo IV utilizando 10s cinco axiomas, probarnos el teorema de 
separaci6n de Kakutani  y desa~rollarnos la teorza de serniespacios, 
serniespacios con vzrtice, semiespacios que s e  apoyan sobre un I 
conjunto,  base de convexos y puntos extremales. L o s  semiespacios 
con vgrtice nos p e m i t e n  caracterizar, en nuestro sistema, los 
conjuntos iguales a la cdpsula convexa d e l  conjunto de sus pun- 
tos extremales (ver ( 6 . 2 )  d e l  capf tu lo  IV); nuestra demostracidn 
ests  basada en la dada por Hammer 1 8 1  en espacios vectoriales. 
Parte de esta inves t igac i6n  aparece en 10s. trabajos d e l  au to r  
, 
de esta tesis  1 9  1 y [ l o  I . -. 
En el parsgrafo 7 d e l  capstulo V nuevamente usamos 10s cua- 
t r o  primeros axioms d e l  sistema axiomgtico considerado en el 
capztulo 11. As5 obtenemos la proposicibn (7 .2)  que para X es- 
pacio vectorial real se  encuentra probada en 1111 , teorema 
1.24'. Finalmente,  este sistema axiom6tico nos permite desarro- 
llar la .teorfa de conjuntos estrellados en el capf tu lo  VI; . 
Convexos, cdpsula convexa y bandas. 
A 1  desarrollar la teoria de la convexidad en forma axiomsti- 
c a ,  se pueden tomar diversos conceptos como primitives. Por e- 
jemplo, Levi ( 2  1 y Kay y Womble ( 3  l consideran como concepto 
primitivo la familia de 10s convexos y u t i l i z a n d o  la intersec- 
cianalidad de dicha familia def inen  la cdpsula convexa; la ban- 
da o segment0 a ,b  puede def in irse  como la cdpsula convexa de  
fa,b 1 . 
En el capctulo TI del presente trabajo tomamos como concep- 
to primitivo el operador de cdpsula convexa K y a partir de 61 
definirnos las bandas y 10s convexos. El operador K puede expre- 
sarse mediante las bandas (ver (7.241) ; el procedimiento u t i l i -  
zado para tal demostraci6n es anglogo a1 dado por  Toranzos *(ver 
1 12 I , (1.2) 1 para la convexidad en espacios rngtricos . 
En el capztulo 111, tomamos como concepto primitivo el de 
banda y a partir de 61, teniendo en cuenta la proposici6n (7 .24)  
d e l  cap$tulo 11, construimos el operador de cspsu la  convexa. Es- 
te nuevo sistema axiomstico resulta equivalente  a1 dado en el 
capltulo I1 ( v e r  (5.1) d e l  cap i tu lo  111). Nuestros axiomas de 
bandas son tememas de la teorja axiomstica de Voiculescu I13 I ,  
pero hay axiomas de Voiculescu que no son teoremas de nuestro 
sistema axiom6tico de bandas (ver pardgrafo 6 d e l  capf tulo  111). 
El sistema axiom6tico dado por Voiculescu tiene como con- 
cepto primitive el de segmento, que tambisn podrhnos llamar 
banda. Denota con E(a,b) a1 segmento deteminado por a , b  y to- 
ma 10s siguientes axiom'as: 
A. 1. E(a,b) E(b,a) . 
A. 2. E(a,a) = fa1 . 
A .  3.  a f E(a ,b )  . 
A. 4. x E E(a,b) * E(a,b) = E(a,x) u E(x,b) . 
A. 5. x E E ( a , b l  *E(a ,x)  n E ( x , b )  = {XI . 
A. 6. Si {x,y} C E(x,, x, ) n E(x3 ,x4 donde x # y , en ton-  
ces existen dos i n d i c e s  k , l  (k # 1) tales que {x, , x2, x,, x,l C 
C E(xk, X,) . 
Mediante 10s axiomas precedentes deduce propiedades de l o s  
segmentos anslogas a las que t i enen  en 1 0 s  espacios vectoriales 
sobre cuerpos ordenados, y de f ine  semirrecta y recta. Tomando 
la de f in i c i6n  usual de convexo deduce la interseccionalidad. La 
d e f i n i c i d n  de c6psula convexa de un conjunto  M r e su l t a  rutina- 
ria : E(M) = n { C  / M c C y C convexo 1. Voiculescu tarnbizn i n -  
troduce una topologfa. Destaquemos que para obtener otros resul- 
tados agrega en la segunda parte de su trabajo 10s axiomas: 
1 
A. 7. E ( a , b )  - I a , b )  # @ (a # b) . 
A. 8. Si y f E(M) - E(M - { X I )  ( x  MI, entonces e x i s t e  z E 
E E(M - {XI) t a l  que y f E(x,z)  . 
Este Gltimo axioma es la proposici6n (9.4) d e l  c a ~ i t u l o  11 
expresada en una foma distinta. Casi toda la segunda parte d e l  
trabajo de Voiculescu s e  dedica a1 estudio de la convexidad en 
un t r i 6 n g u l o .  Lo interesante del sistema axiomstico de Voicules- 
cu es que logra  un desarrollo geomgtrico de la convexidad. Los 
axiomas que toma son  lo suficientemente fuertes como para obte- 
ner propiedades adecuadas para 10s segmentos, sernirrectas y rec- 
tas ,  
Finalmente ,  las relaciones entre 10s espacios de convexi- 
dad y 10s operadores de cspsula convexa aparecen en (1.11, 
(1.21, (1.3) y (1.4) d e l  capftulo V . 
4.- Coniuntos estrellados. 
Mediante las bandas podemos d e f i n i r ,  por  analogia con el 
caso vector ia l ,  las nociones de nGcleo y de conjunto estrella- 
do. ~ i ~ u n o s  resultados obtenidos por Toranzos [ 14 1 y por Dre- 
Y sevi6 [15], para estrellados en espacios vector ia les ,  pueden I 
extenderse a1 sistema axiomgtico d e l  capi tu lo  I1 . As?,  en el 
capltulo VI podemos demostrar que el nGcleo de un conjunto A 
es la interseccih de la familia de las componentes convexas 
de A ( ver ( 1.7 1 1 . ~arnbign podemos demostrar un teorema an610- 
go a1 de Kakutani pero reemplazando 10s canvexos por estrella- 
dos Iver (2.3)) . 
CAPITULO I1 
SISTENA AXIOMATIC0 PARA OPERADORES DE CAPSULA CONVEXA. 
*- 
P a r t e  d e l  contenido de este capstulo y de 10s dos siguien- 
t e s  se  encuentvla en 10s trabajos del. a u t o r  1 9 1 y [ 10 I ya men- 
cionados en Xa Introducci6n. Con anterioridad a la publicaci6n 
de dichos trabajos, el au to r  comunicb algunos de 10s resulta- 
. das en las Reuniones Anuales de la U.M.A. realizadas en 1970 
I 1 6  1 y 1971 I 1 7  1 y I18 1. 
En el presente capztulo estudiaremos un sistema ax iod t i co  
independiente y no categdrico para operadores de cdpsula con- 
vexa basado en un trabajo de Ellis (7 ] . Los cinco axiomas con- 
siderados son ciertas propiedades d e  la cspsula convexa en es- 
pacios vectoriales sobre cuerpos ordenados, que pueden expresar- 
se prescindiendo de la estructura vectorial. Utilizando Gnica- 
mente l o s  cuatro primeros axiomas obtendremos numerosos r e s u l -  
tados, que obviamente s e r h  &lidos para la convexidad en espa- 
cios vectoriales, s i n  usar 10s recursos d e l  glgebra l i n e a l  y en 
una forma geomgtricamente mss pupa. El quinto axiom no serb, u- 
tilizado en'las deducciones de este capitulo, aunque va a tener . 
fundamental importancia en el capz tu lo  IV para deducir el teore- 
ma de separacidn de Kakutani. 
I .- ~ o t a c i 6 n  y axiomas. 
Sean X un conjunto t a l  que card X 3 2 , P ( X )  la familia de 
todos 10s subconjuntos de X ,  K una funcidn de P ( X )  en P(X) . 
Para hacer mSs simple la notacibn, si {al , . . . , a n ] c X , K ( ( al , 
, a 1 )  se escribire K ( a ,  ,..., an) . Como ya indicamos, algu- 
n 
nas de las propiedades de la cspsula convexa en espacios vecto- 
riales sobre cuerpos ordenados se toman como axiamas que debe 
cumplir K : 
(Ax 1) A c X * K ( K ( A I  C K(A) , 
(Ax 2 )  A C X * K ( A )  = u €K(F) / F f i n i t o  y F C A 1 . 
(Ax  3 )  a X * K(a1 = {a) . -. 
(Ax 4 )  4 f F C X , F finito y p f X * 
K(F U Ipl)  C U {K(a,p) / a E K(F)l . 
(Ax  5 )  a E K(b,p) y c E K(d,p) * K(a,d) n K(b,c) # @ . 
La funcidn K se llarnar6 op-erador de cspsula convexa en X . 
Dado f a , b )  C X , diremos que K(a,b) es la banda determinada 
por  a,b ; evidentemente, K(a ,b)  juegam el papel d e l  segrnento de- 
terminado por a,b . POP analogia con la convexidad en espacios 
vectoriales, dado A c X , K(A1 se llamard cgpsula convexa de A ; 
diremos que A es c 'onv~xo si A = K(A) . 
Ahora vamos a hacer un comentario sobre cada uno de 10s axis>- 
mas precedentes: 
(1.1) El axioma 1 indica  una idempotencia dgbil de K , En efec- 
to, si en el mismo reemplaiarnos la i n c l u s i d n  que aparece en el 
consecuente por la igualdad, obtenemos que K'= K , o  sea, K resul-  
tarfa idempotente. Mss adelante veremos que de 10s tres prirneros 
axiomas s e  deduce la idernpotencia de K'; sin.embargo, un opera- 
dor puede ser idempotente sin cumpLir 10s axiomas 2 y 3 ; como 
ejemplo de e s t o  G l t i m o  podemos mencionar la cdpsula c6nica ce- 
rrada en el plqno. 
Entre 10s ejemplos de operadores idempotentes podemos citar 
las cdpsulas convexa, a f i n  y lineal en espacios vector ia les ,  y 
la clausura e in te r io r  en espacios topol6gicos.  
~arnbign podemos dar ejemplos de operadores no idempotentes . 
Si definimos para todo A subconjunto d e l  plano ,  C(A) = u[[ a,bl / 
/ a,b E A ) , en donde [a ,b]  denota el segmento cerrado de ex- 
tremos a,b, entonces C ( A )  C CCC(A))  ; sin embargo, tomando co- 
mo A un subconjunto del plano formado por  tres puntos no alinea- 
dos, obtenemos que C ( C ( A S )  $l C(A)  ; en consecuencia, C no t i e n e  
la propiedad de idempotencia dgbi l  y, por supuesto, no es idem- 
potente.  Notemos que en e s t e  capltulo trabajaremos con un ope- 
rador C definido a partir de K de la s iguiente  manera C(A) = 
*- 
= UoIKCa,b) / a , b  A )  (ver parsqrafo 7). 
En cualquier espacio topoldgico el operador f ron te ra  cumple 
el axiom 1 ; en efecto, Fr(A) = K n , o sea, la frontera de 
A es igual a la clausura de A interseccidn la clausura d e l  corn- 
I plementario de A ; en consecuencia Fr(Fr(A)) = Fr(A)- n CFr(A) = 
= F r ( A )  n'CFr(A) C FrIA) . S i n  embarga, inmediatamente encontra- I 
mos espacios topal6gicos en donde el'opersador frontera no es i- 
dempotente. POP ejemplo, si oonsideramos el conjunto R de 10s 
nGmeros reales y denotamos con Q el conjunto de 10s n h e r o s  ra- 
cionales, obtenemas F ~ ~ F F Q )  = Fr(R1 = $ , luego Fr(Q) $ k?(Fr(Q]) 
As$ el operador f ron te ra  en R , verifica la idempotencia d g b i l  
pero no la idempotencia; esto se debe a que e s t e  operador si 
bien cumple ( A x  1) y (Ax 31 ,  no cumple (Ax 2) . 
(1.2) SegGn la de f in i c i6ndadapo r  Hammer I191 , el axioma 2 a- 
firma que K t i e n e  la propiedad de dominio finito. Evidentemen- 
te, esta propiedad es una forma d g b i l  del teorema de Carathzodo- 
ry; la rnisma se presenta en operadores,definidos en estructuras 
algebraicas ya que l a s  operaciones de dichas estructuras se e- 
fectGan con un nGmero f i n i t o  de elementos, 
Como ejemplos de operadores con . ,  la propiedad de dominio fi- 
nito, citemos las cspsulas convexa, afin y lineal en espacios 
vectoriales. 
Si trabajamos en el plano con la topologia usual, vernos que 
10s operadores de clausura, i n t e r i o r  y cepsula convexa cerrada 
no . t ienen la propiedad de dominio f i n i t o .  En efecto, denotemos 
como es habitual, la cladsura, i n t e r i o r ,  cdpsula convexa y cgp- 
0 
sula  convexa cerrada de A con K, A, conv A y cconv A , respecti- 
vamente. Tomando como conjunto A un czrculo abierto del plano,  
0 
tenemos que Zi es el circulo cerrado, A = A y cconv A = Ti ; s i n  
embargo, U I H  / F finito y F C A) = U I F  / F f i n i t o  y F c A )  = 
0 
= A , u IF / F f i n i t o  y F C A  I =  4 yuCcconv F / F f i n i t o  y 
F C A )  = U {conv F / F f i n i t o  y F C A I =  conv A = A . Observernos 
que acabamos de utilizar que si F es finito entonces cconv F = 
conv F , lo cual resulta inmediato; en efecto, si F es finito, 
es compacto; as5 conv F resulta compacto y, en consecuencia, ce- 
r ~ a d o  . 
En ( 6 . 2 )  veremos que una consecuencia inmediata de la pro- 
piedad de dominio finito es la i so ton ia ,  o sea, si K t i e n e  la 
propiedad de dominio finito, entonces A C B * K ( A )  C K(B3 . Re- 
su l ta  evidente que la isotonia es mss d s b i l  que la propiedad de 1 
dominio f i n i t o ;  tomemos, corno ejemplos, l o s  operadores clausura 
e inferior en el plano cafi la topolog5a usual; pop definici6n 
de clausura e i n t e r i o r ,  en cualquier  espacio topol6gic0, cwnplen 
la primera propiedad, pero segGn vimas no cumplen la segunda. 
Trabajando nuevarnente en el plano ,  vemos que el operador fronte-  
ra no es isotbnico. Los operadores isot6nicos tambign podrian 
llamarse mon6tonos, aunque preferimos la primera denominaci6n 
J 
que es la usada pop Hammer (ver [ 1 9 1  , 1201 y 1211). 
(1.3) Decimos que un espacio topol6gico X es T, si para todo 
,. 
- 
x E , X  ,{XI = {XI ; anblogamente, dirernos que K t i ene  la propie- 
dad' TI (o K es TI si para todo x E X , K(x1 = 1x1 , De acuerdo 
l 
a lo anterior, el axioma 3 afirma que K t i e n e  la propiedad T,. 
Interpretando K corn la cspsula convexa, dicho axioma asegura 
que 10s conjuntos unitarioa son convexos, 
En espacios vectoriales, las cdpsulas convexa y a f i n  t i enen  
la propiedad T, , mientras que la cdpsula lineal no goza de es- 
ta propiedad. 
En el presente sistema a x i o G t i c o ,  el axioma 3 ya i n t e r v i e -  
ne a1 deducir las primeras proposiciones; por ejemplo, u t i l i z a -  
mas (Ax 2)  y (Ax  3 )  para probar que A C X * A c K ( A ) .  Llamando 
a esta Gltima propiedad (Ax 3 * ) ,  se ve que muchos resultados de 
i 
16 
la t e o ~ i a  de la convexidad pueden obtenerse en el sistema axio- 
mstico que resulta de reemplazar (Ax 3 1  por (Ax 3 * )  dejando 
10s restantes axiomas s i n  modificaciones. En es te  nuevo sistema, 
ut i l i zando  ( A x  1) y (Ax 3 * )  obtenemos que K'= K . AS%, si l l a -  
marnos (Ax I*) a la propiedad X' = K , obtenemos que el sistema 
axiom&tico dado por 10s axiomas 1, 2, 3 * ,  4 y 5 es equivalente 1 
I 
a1 dado por 10s axiornas I*, 2 , 3*,  4 y 5 . Se ve fscilmente que 
este G~timo sistema axiomdtico (o su equivalente dado por 10s 
axiomas 1, 2, 3 * ,  4 y 5 1 ,  es mgs d g b i l  que el dado por  (Ax 1) 
a (Ax 51, ya que en el nuevo sistema axiomdtico no se deduce 
la propiedad T, como puede probarse si tomamos como modelo de 
este nuevo sistema un conjunto X t a l  que card X 2 2 y para todo 
A C X ,  K(A)  = X .  
SegGn puede verse en el trabajo de E l l i s  171 , en el siste- 
ma axion-&tico mss d g b i l  s e  deduce igualmente el tearema de se-  
paraci6n de Kakutani. El motivo bssico pop el cual pedimos el 
axioma 3 es que g s t e  nos permite desarrollar en forma mzs ade- 
cuada la teoria de semiespacios. De cualquier manera, l a s  pro- 
posiciones d e l  presente capJ tu lo  podrian demostrarse mediante 
10s cuatro primeros axiamas d e l  sistema dsbil y agregando K(@)= 
= 4 ,  es ta  Gltima propiedad resultaria necesaria para deducir que 
A es convex0 sii { a , b ) C  A * ~ ( a , b )  C A . 
(1.4) ~ e g f i n  hemos visto, las cdpsulas convexa y afin, en espa- 
cios vectoriales, ver i f i can  10s axiomas 1, 2 y 3 . S i n  embargo, 
el axioma 4 vale para la cspsula  convexa pero no para la afzn-. 
Por ejemplo, si en el plano tomamos tres puntos no alineados 
b, c, p y F = Ib ,c )  , denotando con af la cspsu la  a f in ,  obte- 
nemos que af(F U I p l )  es el plano ,  pero U Iaf(a,p) / a E af(~))= 
= S, U S, U { p )  , donde S ,  y S2 son  10s semiplanos abiertos de- 
terminados por la recta que pasa por p y es papalela a la recta 
b,c .  Resulta inmediato v e r  que la cspsula l i n e a l  verifica el 
axioma 4, aunque ya virnos que no ver i f i ca  (Ax 3 )  . 
1 
I 
Observemos que si sacamos de la hipdtesis de (Ax 4) que 
F # $ , entonces el nuevo axioma ya no es vdl ido  para la cbp- 
sula convexa en espacios vectoriales ya que conv(# u Ipl)  = 
= {pl  pero U fconv(a,p) / a E conv(411 = # . En el enunciado 
de este axioma dado por ~llis ( 7 1  , no se p i d e  que F # 9 aun- 
que, evidentemente, se sobreentiende. 
SegGn probarnos en el presente capstulo, de 10s cuatro pri -  
meros axiomas se deduce un enunciado mgs fuerte que el axioma 
4 , en donde en la h i p d t e s i s  se elimina la condicien F f i n i t o  
y en la tesis se reemplaza la inclusidn por la igualdad. U t i l i -  
zando, Gnicamente, el axioma 4 y la propiedad de dominio finito, 
se deduce que 6 # A c X , A convexo y p € X =+ K(A u { p ) )  = 
= u {K(a,p) / a E A 1 (ver [ 71 , 4.31: Este Gltimo resultado va 
a ser u t i l i z a d o  en la demostraci6n del teorema de separacidn 
de  Kakutani. 
A 1  probar, en (7.11, que K(A) = A s i i  Ca,b)C A *K(a,b)  c 
C A , utilizamos ( A x  4). Observemos que e s t e  resultado tambign 
e s  vdl ido  para la cdpsula a f i n  (ver 1 2 2 1 ,  1 . C . 3 1 ,  aunque la mis- 
ma no verif ica el axioma 4 . As5 si tomamos como axiomas (Ax 11, 
(Ax 21, (Ax 31 y el presente resultado, obtenemos un sistema 
axiom6tico cuyos teoremas son vdlidos para las cspsulas convexa 
y afjn. 
Para  interpretar el axioma 4 , en una forma geomgtricamente 
mbs clara, introduciremos el operador con0 de v6rdce  p y base 
A : Cono,(A) U {K(a,p) / a E A) ( v e ~  [ 3 )  , pdg. 472). En v i r -  
tud de la def inic idn precedente, la tesis de (Ax 4) puede escri 
birse K(F U {p}) CConop(K(F)?  . Los axiomas 1 a 3 permiten de- 
ducir que si F # 4 entonces K(F U {p}) = K(Conop(F)) ; en con- 
secuencia podemos escribir la tesis de (Ax 4) de la siguiente 
forma : K(Cono (F)) c Cono ( K ( f ) ) .  Como de 10s cuatro primer08 
P P 
axiomas se deduce que en la tesis de (Ax 4) podemos reemplazar 
la inclusibn por  la igualdad, obtenemos que K(Conop(F)) = 
Cono (K(f)), o sea, el axiom 4 expresa la conmutatividad entre 
P 
10s operadores K y Cone. . Esta Gltima igualdad, que relacio- 
na ambos operadores, tambisn vale si F 4 pues K ( 4 )  @ y 
Cpnop()) = 6 . Asz,  suponiendo (Ax 11, (Ax 2 )  y (Ax 3 ) ,  obte- 
news que (Ax 4) es equivalente a F C X , F f i n i t o  y p E X * 
9 K(Conop(F)) = Conop(K(F)) , 
(1.5) El axioma 5 , que no utilizaremos en las demostraciones 
de este cap?tulo, pemnitirg deducir ,  conjuntamente con 10s an- 
teriores, el teorema de separaci8n de Kakutani. Anslogamente 
a lo que ocurre con (Ax 4) ,  este axioma es vdlido para la cbp- 
sula convexa en espacios vectoriales pero no lo es para la a f in .  
Para ver  esta G l t i m o ,  tomemos en el plan0 tres puntos no alinea- 
dos b, d ,  p ; sea a un punto d e l  segmento abierto ( b , p ) ,  Si c 
es el punto de i n t e r s e c c i d n  de la paralela a a d que pasa por 
b' con la recta d p , tenemos que a E af(b,p) y c E af(d,p) pe- 
ro af(a,d) n a f ( b , c )  = O , pues af(a,d) y af(b,c) s& reetas 
paralelas (ver  fig. 1). 
Fig'. 2 
La figura 2 ilustra el axioma 5 para el caso en que X sea 
el plano y K la cspsula convexa usual. 
La cdpsula l i n e a l  satisface (Ax 5)  en forma inmediata ya 
que el vector 0 pertenece a todo subespacio; s i n  embargo, esto 
resulta inGtil pues a1 no haber suhespacios disjuntos, carece 
de sentido fo~mular un teorema de separaci6n papa subespacios. 
En el capitulo IV veremos que si suponemos 10s axiomas 1 a 
4 , entonces (Ax 5) es equivalente  a1 teorema de scparacidn 
de Kakutani. A la misma equivalencia se l lega suponiendo 10s 
axiomas l f i ,  2, 3* y 4 (ver [ 7 1  , 6.1) . 
2.- La convexidad en espacios vectoriales. 
Si bien hemos dicho que la cdpsula convexa en espacios vec- 
toriales sobre cuerpos ordenados satisface 10s axiomas 1 a 5 , 
hasta ahora no hernos probado tal afirmaci6n. El objet ivo  de es- 
te ~ar6gslafo cansiste en dar las nociones bdsicas de convexidad 
vec to r i a l  que permitan probar que si X es un espacio vector ia l  
sobre un cuerpo ordenado E , y K = conv es la cspsula convexa 
usual, entonces K satisface (Ax 1) a {Ax 51, o sea, el conjun- 
to X con el operador K es un modelo del sistema axiomstico que 
estamos estudiando. La existencia de modelos nos permite af ir- 
mar la consistencia de dicho sistema. P o r  otra parte; tomando 
espacios vectoriales de diferentes dimensiones sobre el mismo 
cuerpo ordenado E , obtenemos modelos nonisomorfos; as5 el sis- 
tema axiom5tico resulta no categ6rico. 
Supongamos que X sea un espacio vec to r i a l  (de dimensi6n 21 
sobre un cuerpo ordenado E ; evidentenknte,  card X '2  .' Dados 
a , b m E  X , definimos el segment0 cerrado de extremes a,b par 
[a,bl (;\,a+ b A ,  A,> 0 y A , t A l =  11 = { A a t  (1 - 1 )  b / 
I 
/ 0 4 A 4 1 1 .  Una combinacih convexa de a,, ..., a, E X 
es m a  combinaci6n l i nea l  A, a,+ ... + Afian.cuyos coeficientes I 
verifican A,>  0 (i = 1 ,..., n ) y A , +  ...+ An = 1 . En foma I 
inmediata obtenemos: 
I 
(2.1) Una combinaci6n convexa de combinaciones convexas de a, , 
... , an es o t r a  combinacidn convexa de al ,... , am 
Si A C X , diremas que A es convex0 si a,b A*[a,bj  c A  . 
P o r  la definicidn precedente resulta inmediata la siguiente pro- 
posicibn: 
2 . 2  . @ y X son convexos, ii,- a E - X  * {a) es convexo. 
iii,- La interseccidn dc cualquier familia de subconjuntos con- 
vexos de -X es un subconjunto convexo de X . 
(2.3) a,b E X *ra,b] es convexo . 
~emostraci61-1. Sean a,b E X , si c,d f [a ,b]  veremos que [ c , d J C  
C [a,bl . Por de f in i c i6n  de segment0 cerrado, c y d son  combi- 
naciones convexas de a,b . Tomemos x €: [c,d] , as5 x e s  combi- 
nacidn convexa de c,d ; luego por (2.11, x es cornbinaci6n con- 
vexa de a ,b  , y , en consecuencia, x E [ a , b  ] . 
(2.41 Si A c X , 10s siguientes enunciados son equivalentes: 
. *  i.- A es convexo. 11.- a, ,. . . , am € A ,  A , >  0 (i = 1 ,..., n) 
y h f +  ... + A  = 1 * AIa,+ ... 
n 
+ A a E A .  
n n 
Demostraci6n. i * ii. Dicha prueba se hace por induccian sobre 
el n6mero n de elernentos de A considerados, Para n = 1 6 2 re- 
sulta trivial. Si suponemos que vale ii para n = j > 2 , vere- 
mos que tambign va le  ii para n = j + 1 . Sea a = l , a , +  ,,. -t. 
a 
+ x l a j + x i + l  * + l  una combinaci6n convexa de a, ,. . . , al , ai+ A 
y supongaillos que h i >  0 (i = 1 ,..., j + 1). Si X = A , +  .,. + X I  , 
X 1 
entonces a =  la^+ ... + ? a i )  + Aj+laj+ l ' ,  Sea b = 'la,+ ...+ 
A 
+ +a,, pop h i p e t e s i s  i n d u c t i v a  b E A . Asf,  como A es convexo, 
.- - 
resulta a E [ b , a i + j  C A  . i i d i  . Es t r i v i a l .  
Si A c X , definimos la cdpsula convexa de A mediante 
convc {a, , . . . , an 1) se escribird conv(a, , . . . , a* 1 La d e f i n i c i d n  
- 
precedente conjuntamente con (2.2)iii, pemnite deducir la siguien- 
( 2 . 5 )  Sea A c X , entonces: i.- A C convCA). ii.- conv(A) es 
* 
convexo, iii.- A C B y B convexo 4 conv(A1 C B. iv,- A c B c 
X * conv(A1 C conv(B) . v.- A es convexo - A = conv(A). 
(2.6) Sea A c X , la cgpsula convexa de A es igua l  a1 conjunto 
de todas la: combinaciones convexas de elementas de A , o sea, 
n 
conv(A1 =(  a / n n a t u r a l ,  a l E  A , h i >  O y Ai 1 } , 
I = I  1 8 1  
Demostracibn. Sea B el conjunto de todas las  combinacianes con- I 
vexas de elementas de A . Resulta evidente que A C I3 . Por (2.1) 
toda combinaci6n convexa de elementos de B , pertenece a B ; en 
consecuencia B es canvcxo. AS?,  por (2.5)iii, canv(A1 f B . Si 
x E B , entonces x es una combinaci6n convexa de elementos a,, 
...$ an E A ( n  natural) ; pero por (2.5)i, a, , . . , , an f conv(A1. 
Luego, por (2 .4 )  y ( 2 , 5 ) i i ,  obtenemos que x E coqv(A). En con- 
secuencia B C conv (A)  . 
Como corolario de ( 2 . 6 )  obtenemos la s i g u i e n t e  proposicibn: 
(3,7) Si F ={a,, ..., an) es un subconjunto f i n i t o  de X , en- 
tonces conv(F1 = { 1 a / A,>  0 y 1 X i =  1 1 .  
? 1 Pi i =l 
Ahora veremos que conv cumple 10s axiomas 1 a 5 . 
Demostracibn. Podemos hacerla, por ejemplo, ut i l i zando  (2 .5)  
ii y v . En efecto, tomemos B = convlA); por ii, B es convexo; 
as5 por v obtenemos que B conv(B1 y en consecuencia conv(A1 = 
conv(conv(A)) . ~arnbizn  podemos hacer la demostraci6r-1 ap l i can -  I 
do (2.1) y (2.6). I 
(2.9) A C X  *conv(A) = U Cconv(F) / F finito y F C A ] .  
Demostracibn. f o r  (2.5)iv, U (conv(F) / F f i n i t o  y F C A 1 C 
C conv(A) , Para prabar la otra inclusibn, tomemos x convCA); 
por (2.6). para algGn n n a t u r a l ,  existen a,,..., an E A ta- 
n 
les que x = A, a, donde 0 y A = 1 . Sea I. = {a,, 
1 = I  i -1 
..., an); as1 F e s  finito y F C A  ; ademds por ( 2 . 7 1 ,  x 
conv(F) . 
(2.10) a X * conv(a) = {a). 
.Demostraci6n. Resu l t a  de (2.2)ii y de ( 2 . 5 ) ~ .  
(2.11) # # F C X , F f i n i t o  y p E X * c o w (  F U I p l )  c 
c Wconv(a ,p)  / a conv(F)l . 
Demostracibn. P o r  ( 2 . 3 1  y ( 2 . 5 ) ~  , canv(a,p) = b , p l  ; sea 
A = U { [ a , p ]  / a E coriv(F)j  ; suponiendo las hipetesis, ten- 
drernos que probar que conv(f U Ip3)  C A . ~ b r  ( 2 . 5 ) i  y pop 
ser F # $ , resulta que F u Cp? C A . Ahora veremos que A es 
convexo, con lo que completaremos la demostraci6n en virtud 
de (2.5)iii. 
Sean a,, b, E A ,  luego existen a,b E conv(F), a , B  E E , 
0 < u 4 I . ,  0 C 1 , tales que a,= a a + (1 - a )  p ,  
= B b + (1 - 8 )  p , Veamos que [a,, b,lCA ; sea x, E [al, bJ, 
as5 existe . Y E  E , 0 Y 1 , tal que x l =  y a,+ (1 - y  j bt . 
En consecuencia, x,= y .a + (1 -y)B b + 11 -yo - (1 -y)B1 p 
Sea 0 = y p *  (I -y )  B ; sin quitar generalidad, podemos suponer 
que u g 6 ; as? obtenemos que a 6 < i3 , de donde 0 ( n 4. 1 . 
Si n = 0 , entonces a,= p ; luego, por  ( 2 . 3 1 ,  l a ,  , b l C [ b , ~ ]  C 
Ya C A . Ahora supongamos n # O ; sea x = - a + ( 1 - y ) ~  b ; n rl 
evidentemente, x [a,bl C conv(F) y x, rr x + (3. - n) p ; lue- 
go x ,E  A . As< [a, ,h,] C A y A resulta convexo. 
~emostraci6n.Por ( 2 . 3 )  y (2.5)v,  tendremos que probar que 
a E [b ,p ]  y c E [ d , p ] * [ a , d l  n Ib,cI  # 9 . Supongarnos a [ ~ s P ]  
y c E [ d , p j ;  luego existen a,B E E , 0 a 4 1 , 0 B < I, 
tales que a = a b + ( 1 - a )  p y c = 6 d - t  ( 1 - B )  p . P a r a  ver 
que existe x E [ a , d ]  fl [ b , c ] ;  tendremos que determinar y ,6  
E E ,  O < y < 1 ,  O g 6 < 1 ,  t a l e s q u e y a t  ( I - y ) d =  6 b +  
+ (1 -6) c . Reemplazando a y c pop sus valores, obtenemos 
u y b + (1 - y )  d + (1 - a )  y p = 6 b + 13 (1 -6) d + ( 1 - B l ( 1  - 6 ) p .  
Supondremos que O < a < 1 , O < B < 1 , ya que si a = 0 6 1 , 
o si 13 = O 6 1 , trivialmente [a,dJ f~ [ b,d]  # $ . De esta for- 
ma, por igualacicn de coeficientes determinamos y = 1 -  8 1 -a$ 
y 6 = (: -'la . A s f ,  tornando 
-a6 
tenemos que x E l a ,d l  [b,cl 
De esta forma, hemos probado que si X es un espacio vecto- 
rial de dimensidn 3 1 sobre un cuerpo ordenado E , y conv e s  
la cspsula convexa usual en X , entonces conv cumple Los axio- 
mas 1 a 5 . Las demostraciones hechas en este parbgrafo no di- 
fieren de l a s  que se hacen para probar las  mismas proposiciones 
cuando E es el conjunto R de 10s n6meros reales. Teniendo en 
c u e n t a  e s t o  Gltimo, ha resultado de suma u t i l i d a d  la lectura 
de 1. C .  [ 2 21 para la redacci6n d e l  presente parggrafo. 
3 . -  Otros modelos. 
En virtud de lo que acabamos de estudiar en 2, el sistema 
axiomstico dado por ( A x  1) a (Ax 5 )  t i ene  modelos, incluso no 
isomorfos. Ahora, consideraremos otros modelos de ese sistema 
axiomStico. 
(3.1) Sean V un espacio vectorial (de dimensidn 1) sobre un 
cuerpo ordenado E , X un subconjunto convexo de V tal que 
card X 3 2 ; para todo A c X , definimos K(A) = conv(A) donde 
conv(A) es la c5psuPa convexa usual de A en V ya definida en 
el pardgrafo 2 , La convexidad de X permite asegurar, por 
12.51 iii , que si A c X entonces K(A1 C X ; as5 K es una funcidn 
. . 
de P(X1 en P(X) . Evidentemente, en virtud de las proposiciones 
( 2 . 8 )  a (2.121, K cumple (Ax 1) a (Ax 5). Observernos que la fun- 
cidn K se obtiene de conv restringiendo su dominio y codominio 
a P(X) . 
(3.2) El procedimiento utilizado en ( 3 . 1 1 ,  permite obtener a 
p a r t i r  de un modelo ot ros  modelos d e l  sistema axiomStica que 
estamos considerando. En efecto,  Sean X un conjunto t a l  que 
card X 3 2 y K un operador de cspsula canvexa en X , o sea, 
una funcibn de P ( X )  en 'P (X)  que cumpla (Ax 1) a (Ax 5 ) .  Si to- 
mamos XI c X con card X I >  2 y K ( X , )  = X, , es decir X, convexo, 
procediendo como en (3.1) podemos d e f i n i r  para todo A c X I ,  
K , ( A )  = K(A1. La isotqnia de K asegura que A C XI implica que 
K, (A)  C XI . AS? I$ es una funcibn de P(XI en P(X, que cum- 
p l e  (Ax 1) a (Ax 5) y, en consecuencia, es un opepador de cSp- 
sula convexa en X, . w 
( 3 . 3 )  Sea X un conjunto t a l  que card X 3 2 ; para todo A . C  X 
definimos K(A) = A . Resulta inmediato que la funci6n K , con 
dominio y codominio P(X) ,  es un operador de cspsula convexa en 
X . En erecto, la ve~ificaci6n de 10s axiomas resulta trivial 
por propiedades elementales de la teorza de eonjuntos; por'e- 
jemplo, para ver que se cumple (Ax S ) ,  hay que comprobm que. 
a E f b , p l  y c E {d,p) € a , d )  n { b , c }  f # .  Llamaremos a este 
modelo discreto pues en 61todo subconjunto de X es convexo. 
Este modelo nos pemite afirmar que en el sistema a x i o d t i c o  
dado por  (Ax I) a (Ax 5) no se puede probar que si a # b enton- 
ces KCa,b) - {a ,b) # @ . Esta propiedad, vdlida para la comvexi- 
dad vectorial, aparece en el trabajo de Voiculescu 1131 como 
axioma 7 . 
(3.4) Sean X el plano euclidiano, 1 x Y 1 la l ong i tud  del seg- 
mento x y (para x , y  E XI, s un punto de X . Dados a,b E X 
definimos ds (a,b) = la bl si a,b,s  e s t h  alineados y .. ds ( a , b )  = 
la  s 1 + I s  bl si a ,b , s  no e s t h  alineados.  En forma inmedia- 
ta podemos probar que (X,dB) es un espacio m6trico. En efecto , 
(a ,b )  3 0 pues para x , y  E X ]x y l  3 0 . Veamos ahora que 
ds (a ,b)  = 0 s i i  a = b . Supongamos d* (a,b) = 0 ; si d* (a,b) = 
= la  b 1 , resulta 1 a b [ = 0 y, en consecuencia, a = b ; -si 
dA (a,bl = la s l  + 1s bl , resulta la sl= 0 = 1s bl  y, en con- 
secuencia,a = s = b , o sea, a = b . Evidentemente a = b i m p l i -  
ca d a ( a , b )  = 0 . Procediendo en forma andloga se demuestra que 
d (a,b) = ds (b ,a)  . Para probar que ds (a,c) ds (a,b) + da ( b , c ) ,  
a 
suponemos primera que a, c, s es tdn alineados en cuyo czso 
d B ( a , c )  = la C I  ]a bl + Ib C I  < d s ( a , b )  + d * ( b , c ) ;  aqul he- 
mos aplicado la propiedad triangular de la distancia e u c l i d i a -  
na y que para x,y E X , ( x  y l  4 $ (x ,y )  . Si a, c, s no estsn 
alineados entonces ds (a, c) = 1 a s 1 + I s c 1 ; si b = s , eviden- 
temente, vale d, (a,c3 d* Ca,b) + dB ( b , c )  ; si suponemos b # s ,  
tendremos que analizar 10s siguientes casos: lQ) a, b, s ali- 
neados y, en consecuencia, b, c ,  s no alineados; as5 d s ( a , c )  = 
= l a  sl + 1's c l ~ l n  b l + l b  s l  +Is c l  = d s ( a , b )  + d s ( b , c l  . 
2 Q )  b, c, s alineados y ,  en cansecuencia, a, b, s no alineados; 
as$ d s ( a , c )  = la s l  + 1s cl  C l i t  sl +is b[ +Ib cl = ds (a&) + 
+ ds (b ,c )  . 3QI a, b, s y b ,  c, s no alineados; as2  ds (a,c3 = 
= [ a  sl + 1s c l  l a  s l  + 1s bl +Ib s l  + 1s c[ = q ( a , b )  + 
+ d (b,c). De esta formi hemos probado que (X,ds I es un espacio 
s 
mgtrico. 
Dados a , b  E X , definimos B(a,b) = {x f X / d, ( a , b )  = 
ds ta,x) + dB (x,bl 1 . Obse~vemos que si a, b, s est6n alineados 
B(a,b) e s  el segmento a b ; por o t r a  parte,  si a, b ,  s no es- 
tbn alineados,  B ( a , b )  es la unidn de 10s segmentos a s y s b . 
Sea A c X , definimos C(A1 = u CB(a,bl / a,b E A )  y c e ( A )  in- 
j + I  ductivarnente pop: i.- c'(A) = A ; ii.- C (A1 = C(C' ( A ) ) .  Fi- 
nalmente befinimos KIA) = UIC'(AI / n P 0 1  . 
A1 estudiar el sistema axiodtico p&a operadores de bandas 
en el capitulo 111, veremos que para probar que K cumple ( A x  1) 
a (Ax 5) alcanza con demostrar gue B cumple 10s axiomas de ban- 
das (P 1) a (P 4 )  de dicho capftulo. Resulta evidente que a , b  E 
E B(a,b)  y que B(a,a) = (a] ; en consecuencia, B cumpie f P  1) 
y (P 2 ) .  
Para ver que el operador B cumple ( P  3 ) ,  tomemos a, E B(a,pl 
bl E B(b ,p)  y x, E B(al ,b, ; en v i r t u d  de la d e f i n i c i d n  de B , 
tenemos que B ( a ,  ,b,) C B(a,p) U ~ ( b , p )  y, en consecuencia, 
X~ E B(a,p) o x,E B(b,p) ; as5 tomando, ~es~ectivamente, x = a . 
o x = b obtenemos que x,f B(x,p),.  De. esta fomna llegamos a1 con- 
I 
secuente de (P ' 3 )  segGn el cual existe  x E B(a,b) ta l  que x,E 
E B(x,pl . 
Tambign puede v e r s e  fgcilmente que el operador B cumple 
I P  41, En efecto, sean a E BCb,p) y c f B(d ,p) .  Si b, p, s ; 
d ,  p ,  s y b ,  d ,  s son ternas no alineadas entonces s E B(a ,d)n  
n B ( b , c ) .  Si solamente una de las tres ternas  anteriores e s t s  
alineada y s ests e n t r e  10s otros dos puntos de esa terna, en- 
tonces nuevamente s € B(a,d)  n B(b,c)  . Los casos restantes s e  
neduaen a demostrar que en la recta vale que a E [b ,p ]  y c E 
f [ d,pl * [ a ,d]  n [ b,cl # b lo cual es consecuencia de 
(2.12). De es ta  forma llegamos en todos 10s casos a que B(a,d)n 
n BIt> ,c )  # 4 . 
De esta forma hemas probada que B cumple ( P  1) a IP 4) y, 
en consecuencia, K cumplirs (Ax 1) a (Ax  5 ) .  Observernos que l a s  
bandas B(a,b) que hemos definido en el espacio rndtrico (X,ds), 
son llamadas, en (121 , bandas cerradas; adernbs, en virtud de 
[ I 2 1  (1-21, K es el operador de cdpsula convexa en la mgtrica 
d . Los resultados dados en [12J sobre canvexidad en espacios 
9 
mgt~icos, se encuentran con mayor deta l le  en I 2 3 1  . Gran parte 
de 10s resultados sobre.convexidad mgtrica  pueden hallarse en 
1241 , 
P o r  las definiciones dadas en [ 2 3 ]  capztulo IV I o  en I123, 
21, (X,ds) no goza de la propiedad de 10s dos triples ( o  sea, 
no es "2-3");  en consecuencia, ( X , d  1 1 no e s  un espacio de Blu- 
menthal. Resulta inmediato que el operador K definido en (X,d , )  
no es el operador de cdpsula convexa usual de ningsn espacio 
vectorial. 
4.- ~ e l a c i 6 n  con el sistema axiomstico de E l l i s .  
El sistema axiomstico para operadores de cspsula convexa, 
* 
es una part icular iaaci6n d e l  dado por E l l i s  en [ 71 y cuyos axio- 
mas ya han sido enunciados en el pa~ggrafo 2 , capztulo I d e l  
presente trabajo. En lugar de tomar hos operadores K, y K, como 
' hace E l l i s ,  hemos considerado un so lo  operador K. Por otra paHa 
-pedimos que card X 5 2 y que K tenga la propiedad TI, es decir, 
K(a) = {a) para todo a E X . Esta propiedad no se deduce en el 
sistema axiomstico de E l l i s ,  pues si considerrnos un conjunto 
X con card X a 2 y definimos para todo A C X K, (A) = K, (A)  = 
= X , obtenemos un modelo de dicho sistema axiornstico en donde 
10s operadores K,y Y no cumplen la propiedad TI. La condicien 
card X 3 2 y la propiedad Ti del operador K , permiten deducir 
en nuestro sistema para operadores de cspsula convexa que K(4) = 
= $ y algunos resultados sobre semiespacios (como ya sefialamos 
en (1.3)). Si en el sistema axiomdtico de E l l i s  consideramas 
un Gnico operador K en lugar  de dos operadores K , y  5 Co sea, . 
suponemos K, = K, y definimos K = K, = K2 1 ,  entonces 10s axio- 
mas 1 y 2 de dicho sistema resultan de ( 6 . l ) i  y ii respectiva- 
mente,  mientras que 10s axiomas 3 ,  4 y 5 son respectivarnente 
(Ax 21, (Ax Y) y (Ax 5). 
5. - Independencia de 10s axioms, 
En e s t e  parggrafo verernos que cualquiera de 10s axiomas del 
sistema axiornstico para operadures de cspsula convexa conside- 
rado, es independiente de 10s restantes, o sea, no se deduce 
de ellos. Con t a l  fin, para cada uno de 10s axiomas {Ax 1) a 
(Ax 51, encontraremos un conjunto X t a l  que card X 2 y una 
funcidn K : P ( X )  + P(X) que no verif ique dicho axioma pero cum- 
pla todos 10s restantes. En cada caso tendremos que definir 
K(A) para todo A C X . 
(5.1) Independencia de (Ax 1). Tomemos como conjunto X el pla- 
no y definamos K(A) = C(A)  = U I [ a , b l  / a ,b  f A 1  , en don& 
[a,bl denota el segmento cerrado de extremos a,b . En virtud 
de lo v i s t o  en (1.1), el. operador K as5 d e f i n i d o  no cumple ( A x  
1). Sin embargo, fscilmente podemos-ver que K cumple 10s res- 
tantes axiomas; En efecto, para ver que K cumple ( A x  21, tene- 
mos en cuenta  que K(a,b) = [ a , b ] ;  luego, por  definici6n de K, 
resulta  K ( A )  = U IK(a,b)  /a,b E A )  c u IK(F1 / F f i n i t o  y F C 
'C A ]  ; como por otra p a r t e  F C A implica K ( F )  C K ( A ) ,  obtene- 
mos K(A) = U { K ( F )  / F f ini tcr  y F c A) .  Obviamente, K cumple 
(Ax 3 )  . Para probar que K cumple (Ax 41, consideremos @ f 
# F C X , F f i n i t a  y p E X , as5 KIF U I p )  1 = uIK(a,b) / a , b f  
E F U {p]]C UCK(a,p) / a K(F11 . El operador K cumple (Ax 5) 
pues en virtud de la demostracidn de (2.12) podemos afirmar que 
en el plano  va le  que si a E [ b,pl y c E [ d,pl  entonces [ a ,dl fl 
n [ b, c] # $ . As5 queda probada la independencia .de (Ax 1). 
La construccidn a n t e r i o r  puede generalizarse permitigndonos 
obtener ot ros  ejernplos para probar la independencia de (Ax 1). 
En efecto, si X es un espacio vec to r i a l  sobre un cuerpo ordena- 
do E , con d i m  X = d 3 1 y definimos C ( A )  = U { [ a , b ]  / a,b f A 1  
y cn ( A )  inductivamente por CO (A )  = A y c'"(A) = C(C' ( A )  ) , se 
ve f6cilrnente que estos operadores cumplen (Ax 2 )  a (Ax 5 1  y 
que conv(A) U {cn ( A )  / n 3 0 1  . P o r  ejemplo, por inducc ibn  
0 
sobre n podemos vep que C' cumple (Ax 4 ) ;  evidentemente C cum- 
p l e  (Ax 41. Supongamos que vale (Ax 4 )  para n = j > 0 y consi- 
deremos 4 # F C X ,'F f i n i t o  y p E X ; si x E c'"(F U I p l )  , 
entonces existen a , b  E C' (F U (p)) tales gue x E [a,bl . Pero 
por hip6tesis inductiva a , b  E U {c* ( e , p )  / c E ? (F) I-. =U{l c,pl/ 
I c E C (F) 1 y , en consecuencia, existen a, ,b, E C' (F) tales que 
a E lal ,PI, b E [b, ,pl. 
A s i ,  por la demostracidn de (2.111, existe x,E [a, ,b,] tal 
J + 1  que x E [x 1 , P I ;  pero como la, ,h,] C C (F) , resulta que x, E 
c'"(F) , de donde x E U € [ c , p ]  / c E C'*'[F)I = UIC'+*(C,~) / 
c E c"*(F)I , lo cual asegura que d'ftambi~n cumple (Ax 4 ) .  
Si bien para todo entero no negativo n , el operador C' cun- 
p l e  ( A x  2) a (Ax 5), no ocurre lo mismo con respecto a ( A x  11, 
En efecto,  resulta evidente que para n = 0 , cn cumple (Ax 1). 
S i 1 < 2.c d + 1 , entonces C' f conv y en consecuencia C" (c" ( A )  1 
c n ( A )  para algGn A C X , o sea, cn no cumple (Ax I); en c a m  
contrario, si d + 1 C 2. , entonces cn = conv, de donde C" veri-  
f ica (Ax 11, Lo que acabamos de afirmar se deduce mediante el 
teorerna de Carath6odo~y Iver !il] , Theorem 1.24). Los operado- 
res C' considerados, son un caso particular de los operadores 
n 
con, definidos por Bonnice y Klee 1251,  mediante 10s cuales 
tambign podrzamos probar la independencia de (Ax 1). 
15.21 Independencia de (Ax 2). P o r  (1.21, 10s operadores c l a u -  
sura y cgpsula convexa cerrada definidos en el plano con la to- 
pologza usual no cumplen (Ax 2 ) ;  sin embargo, puede verse que 
dichos operadores cumplen 10s cuatro axiomas restantes , lo cual  
asegura la independencia de (Ax 2 ) .  Para dar estos ejemplos en 
d 
una forma m&s general, tomemos X = R = { (x, ,.. . , xd 1 / xl ,... 
x,E R 3 ; si x = (x, ,. . . ,xd 1 E R~ definimos la norma euclidea 
2 de ' x  mediante i x l  = J x i +  ... + x, . Tomando, para todo A C X , 
K(A) = A (donde A denota la clausura de A en la topologia da- 
da por la normal, obtenemos que X cumple todos 10s axiomas 1 a 
5 salvo (Ax 2). En efecto, K cumple (Ax 1) pues A = A para 
cualquier A C X ; para ver que K cumple (Ax 3 1 ,  (Ax 4) y (Ax 5 )  I 
se t i e n e  en cuenta que F C X y F f i n i t o  implica que P = F ; 
sea A = ( x  E R ~ /  x < 1 1 ,  entonces A q { x  E R * /  1x1 < 1 1 
mientras que u (F / F finito y F C A 1  = u ( F  / F f i n i t o  y F C 
A 1 = A y ,  en consecuencia, no se cumple (Ax 2). 
d 
Si consideramos nuevamente X = R con la norma euclidea, pe- 
ro definimos para todo A C X , K(A1 = cconv(A1 (donde ccanv(A1 
denota la cgpsula convexa cerrada de A en dicho espacio, o sea, I 
cconvlA1 = m)), obtenemos nuevamente que K cumple todos 10s 
axiomas salvo el 2 . En efecto, K cumple (Ax 11 ya que para to- 
do A c X , K ( K ( A 1 )  = K(A) pop ser cconv(A1 un convexo cerrado; 
para ver que K cumple 10s axiomas 3 ,  4 y 5 se t i e n e  en cuenta 
que si F c X y F f i n i t o  entonces F es compacto y, en consecuen- 1 
c ia  conv(F1 es compacto (ver f26]; C3.2.18)), luego conv(F) es 
cerrado y cconv(F) = m) = conv(F) ; tomando, nuevamente, 
A = fx E R* / llxK < 11 resulta que A es convexo, luego cconv(A)= 
conv(k) A = {x E R * / P X I  4 1  1, pero u{cconv(F) I F finito y 
F C A )  u IconvIF) / F finito y F C A) = A y ,  en consecuencia, 
el operador no cumple (Ax 2). 
d Observernos que por  ser todas las normas de R uniformemente 
equivalentes (ver 1 2 6 1 ,  (3.1.911, habriamos l legado a las mis- 
mas conclusiones si hubi6ramos considerado cualquier otra nor- 
( 5 .3 )  Independencia de (Ax 3 ) .  En (1.3) indicamos que la cspsu- 
la l i n e a l  en espacios vectoriales no cumple el axioma 3 ; es te  
operador nos va a p e m i t i r  probar la independencia de ( A x  3 )  ' 
cumple 10s cuatro axiomas restantes . En efecto, sea X un 
espacio vecto~ial (de dimensian 1 ) sobre un cuerpo E ; dado 
A c X , dirmos que L(A) es la c5psula lineal de A si L ( A )  e s  
el menor subespacio de X que incluye a A . Resulta inmediato 
que si A # 4 entonces L(A) es el conjunto de todas las combina- 
ciones l i n e q l e s  de elementos d e  A , o sea, L(A) = { A ,  a,+ . . . + 
+ An an / A E , a, E A , n E N 1 ; la definici6n de capsula li- 
neal nos asegura que LC+) = ( 0 1  . El operador L cumple (Ax 1) 
pues por definici6n resulta idempotente. Teniendo en cuenta la 
expresi6n de L mediante combinaciones lineales obtenernos que L 
cumple (Ax 2) y (Ax 4); par ejemplo, para v e r  que L cumple este 
Gltimo axioma tomemos F = {al, ..., anl c X y p E x ; si x E 
E L ( F  U { p ) )  entonces existen A, ,...,An, A E E tales que x = 
= Al a,+ . . . + Anam + A p , de donde tomando a A a, + . . . + Anan 
resulta que x L(a,p)  can a f L(F) .  Comb 0 f L(A) para todo 
A C X , L cumple (Ax 5) .  Para ver que, L no cumple (Ax 3) toma- 
mos x f X , a s 5  L(x) = € A x  / h E E l ;  luego si x # 0 , L(x1 # 
Ex) . 
Otro operador que p-ermite probar la independencia de (Ax 3 )  
es la cdpaula cbnica. En efecto, sea X un espacio vec to r i a l  (de 
dimensi8n 11 sobre un cuerpo ordenado E ; dado C C X , di- 
remcrs que C es un cono convexo si cumple las dos condiciones 
siguientes: i) 0 E C , ii) x,y C , u , B  E E , a ,  B 3 0  * 
a x + S y E C . As? un subconjunto C d e l  espacio vec to r i a l  X 
es un cono convexo si es no vacio y es cerrado con respect0 a I 
las combinaciones lineales a coeficientes no negativos. Dado 
A C X , dirernos que cono(A1 e s  la czpsula c6nica de A , si e s  
el henor cono convexo de X que incluye a A . Evidentemente, 
cono(A1 n EC c X / C cono convexo y A c C . En forma inmedia- 
ta se ve que si A # $ entonces cono(A1 es el conjunto de todas 
las  combinaciones l ineales a coeficientes no negativos de ele- 
mentos de A ; por otra parte cone(#) = [0) . Para ver que el o- 
perador cdpsula c6nica cumple todos 10s axiomas salvo (Ax 3 1 ,  
se procede en foma ansloga a lo hecho con el operador cdpsula 
l i n e a l .  
La independencia de ( A x  3 )  tambign puede probarse tomando 
un conjunto ~ ' . t a l  que card X 3 2 y definiendo K(A) = X para to- 
do A C X . Obviamente, K cumple todos 10s axiomas salvo (Ax 3 ) .  
Este ejemplb ya f u e  u t i l i z a d o  en (1.3) como modelo de un siste- 
ma axiomdtico mss dgbil. 
(5.4) Independencia de (Ax 4). Sea X un conjunto taX que card 
X 4 ; para todo A c X definimos: K ( A )  = A si card A 4 2 y 
K(A1 = X si card A > 2 . Este operador no cumple (Ax 4 ) ;  en e- 
fecto, sea F C X t a l  que card F = 2 y p E X - F ; as i ,  POP de- 
finici6n de K , r e su l t a  que KIF)  = F , w IKla,p) / a E K(F)I = 
U {{a,pl / a E f) = F U I p l  pero K(F U Epl) X ; en consecuen- 
cia, KCF U Ip)) U <K{a,p) / a E K(F)}  . Sin embargo, en for-  
ma inmediata puede verse que K cumple 10s restantes axioms. 
Por ejemplo, papa ver que K cumple (Ax 1) consideramos A C X ; 
si card A 2 entonces K ( A )  = A y K ( K ( A ) )  = K(A); si card A > 2 
entonces K ( A )  = X y KIK(A1) = KIX) X = K(A1 . 
I 
El ejemplo anter ior  puede generalizarse de la siguiente f.or- 
ma; sea n 3 2 y X un conjunto t a l  que card X n + 2 ; para to- 
do A C X definimos K(A1 = A si card A < n y K(A1 = X si card 
A > n . Para ve r  gue K no cumple [Ax 4) tomamos F c X, tal que 
card F = n y p E X  - F  . Para probar que se cumplen 10s restan- 
tes axiomas se procede en forma ansloga a1 ejemplo anterior. 
Observemas que para todo n 3 2 , 10s operadores K definidos 
precedenternente, si b i e n  no cumplen (Ax 41, satisfacen 10s cua- I 
t r o  axiomas de 10s operadores de bandas dados en el pardgrafo 
1 del capi tulo  111, pues si a , b  E X entonces K(a,b) = l a , b l  . 
S e s  el operador de cdpsula convexa definido a .par t ip  de 
10s K(a,b) mediante K, (A)  = U { c ~ ( A )  / m 3 0 1  (ver pardgrafo 
8 1 ,  resulta q u ~  para todo A C X , K , ( A )  = A , de donde si card 
A >n entonces K ( A )  i! K, ( A )  . As$, mediante las bandas dadas 
por K que no es un operador de cdpsula convexa, hemos definido 
K, que es un operador de c6psula convexa. Si K hubiera satisfe- 
cho tambizn (Ax 4) entonces K = K, (ver  (7.24)). 
Ahora veremos otro ejemplo que tambign permite p r o b a ~  la in- 
dependencia de (Ax 41. Sean g, h, i tres puntos no alineados 
del plano y sea X = conv(g,h,i) - Cg,h) donde conv(g,h,i) deno- 
ta la c6psula convexa usual de Ig ,h , i )  y (g,hl  denota el semen- 
to abierto de extremos g,h ; as5 X es el t r i gngu lo  g,h , i  a1 cua l  
le hemos restado el conjunto de 10s puntos i n t e r i o r e s  a1 la- 
do g h ; por t a l  motivo X no es un conjunto convexo d e l  plano. 
Def inimos , para todo A C X , K(A)  = X n conv(A1; fscilmente 
podemos ver que K cumple todos 10s axiomas salvo (Ax 4). En 
efecto,  K ( K ( A ) )  = X f~ conv(X n conv(A1) C X fl conv(conv(~)) C 
C X n conv(A) = K(A) ; as$ K cumple (Ax 1). Por otra parte, 
K(A) = X fl conv(A) = X n U €conv(F) / F f i n i t o  y F C A = 
U {  X n conv(F) / F f i n i t o  y F C A ) =  U { KIF) / F finito y F c 
A 1 ;  en consecuencia, K cumple ( A x  2). Es evidente que K cum- 
p l e  (Ax 3 ) .  Para vep que K cumple (Ax 5 1 ,  tomarnos b, d,  p € X, 
a E K(b,p) y c E ~ ( d , p )  ; por definicidn d-e K, obtenemos que 
a E conv(b,p) y c E conv(d,p), Sea A = conv(a,d) conv(b,c1 ; 
por C2.121, A # $ . Si I a , b , c , d , p l n A  f 4 entonces X n A  f 
4 y K(a,d)  n ~ ( b , c )  # @ . Si { a , b , c , d , p l n A =  # entonces 
0 
A es un conjunto unitario tal que A C [conv(b,d,p)] y, en 
'consecuencia, A C X ; as5 K(a,d)  n K(b,c) = A # @ . 
Para ver que K no cumple (Ax 4) tomemos F = Ig ,h)  y p f 
X - I? , entonces K(F u Ep)) = K(g,h,p) = convIg,h,p) - ( g , h ) ;  
pero f K ( a , p )  / a E KIF) 1 = U ( K ( a , p )  / a E F) = ,K(g,p) u K(h,p)= 
= conv(g,p) U conv(h,p); en consecuencia, K(F U # U {K(a,p) 
/ a E K(F)l . 
Destaquemos que el operador K que acabamos de considerar 
tambisn permite probar la independencia d e l  tercer axioma d e l  
sistema axiomztico para operadores de bandas. 
(5 .5)  Independencia de ( A x  51, El Gltirno ejemplo dado en (5.4) ' 
probar la independencia de (Ax 41, nos permite observar 
que si V es un espacio vectorial (de dimensi6n 3 2) sobre un 
cuerpo ordenado E y X C V , entonces el operador K : P ( X )  + 
P(X) d e f i n i d o ,  para todo A C X , por K(A) = X f~ conv(A) cumple 
(Ax I), CAx 2) y (Ax 3 ) .  Si adernss X es convexo, entonces K tam- 
bign cumple (Ax 4) y (Ax 5 ) .  En caso contrario, si X no es con- 
vexo, entonces podremos elegir  el conjunto X de t a l  forma que 
K no cumpla (Ax 4 )  ni (Ax 5), o cumpla Gnicamente uno de estos 
dos GLtimos axiomas. 
As$, en forma muy senc i l la  podemos probar la independencia 
de (Ax 5). Sean g, h, i tres puntos  no alineados del plano y 
sea X = conv(g,i) U conv(h,i) . Si definimos, para todo A C X , 
K ( A )  = X n  conv(A), por la observacidn a n t e r i o r ,  resulta que K 
cumple (Ax 11, (Ax 2 )  y ( A x  3 ) .  Dado F subconjunto f i n i t a  y no 
v a c h  de X , puede o c u r r i r  que: i) F C conv(g,i) ; ii) F c 
convlh,i), iii> F G convlg,i) y F conv(h,i). Analizando estos 
*es casos, que son mutuamente excluyentes,. llegamos a que cual-  
quiera sea p E X se ver i f i ca  que K(F u IpIY C U {K(a,p)  / a E 
K(F)1 ; de e s t a  forrna se puede ver que K cumple (Ax 4).  
Para cornprobar que K no verifica. .'Ax 5 1 ,  podemos tornar 
b E [ g , i )  ; d E [ h , i ) ,  p = i , a E ( b , p )  y c f ( d , p l .  As$ a €  
. K[b,p) y c E Kid,p)  pero, sin embargo, Kla ,d )  n K(b,c) = 4 . 
6.- Consecuencias de 10s tres primeros axiomas. 
Ahora vamos a deducir algunas proposiciones utilizando Gni- 
camente (Ax I), (Ax 2 )  y (Ax 31. Estas proposiciones no solamen- 
te sergn v z l i d a s  para el operador cdpsula convexa en espacios 
vectoriales,  s i n o  que tambign va ld ran  para la c6psula a f i n  ya 
que esta Gltima tambign satisface 10s tres primeros axiomas. 
En la primera de estas proposiciones veremos que K cumple 10s 
dos primeros axiomas de E l l i s  1 7 1  : 
(6.1) Sea A C X , entonces: i.- A C K ( A ) .  ii.- K ( K ( A ) )  = K ( A ) .  
~emostracibn. i.- Si a € A , por (Ax 21, ~ ( a )  C K(A);  pero, por 
(Ax 3 1 ,  K(a) = {a1 ; as5 a K ( A ) .  ii,- Por i, KCAI C K(K(A)); 
en consecuencia, teniendo en cuenta (Ax 11, r e su l t a  K(K(A1) = 
Siguiendo la nomenclatura utilizada por Gastl y Hammer 1201, 
la proposiciSn (6.1) expresa que K es agrandante e idempotente. 
En la p6xirna proposiciSn veremos que K es isotbnico, o sea, 
que preserva inclusiones. 
b 
( 6 . 2 )  i.- A C B C X 9 K(A) C K(B).ii.- Si {Aj / j E Jj es una fa- 
milia de subconjuntos de X , entonces: a) ~ ( n  {Aj / j € Jl ) C 
n { K ( A I )  / j E J] ; b ) U  €K(A 1 ) / j E J l  C K(U {Aj / j E J} 1. 
DemostraciBn. i.- Supongamos A C B , si x f K I A ) ,  pop CAx 2) ,  
existe P finito y F c A t a l  que x K(F1 . Evidentemente, T C B 
y, en consecuencia, por (Ax 2 1 ,  x E K ( B ) .  ii.- a) Aplicando la 
definicidn de intersecci6n tenemos que, para todo 1 E J , n { A l  / 
j E J ) C A ,  ; asf, par i, K(n €A, /  j E J 1 )  c K ( A , )  para todo 
'1 E J ' y ,  en consecuencia, ~ ( n  €A, / j E J l )  C n fK(Aj /j E J 1 .  
b).Se prueba en forma ansloga a la parte a). 
( 6 . 3 )  0bservaci6n: En la demostracidn a n t e r i o r ,  u t i l i z a n d o  Gni- 
caiente i, probarnos ii a) y b) . De e s t a  forma, dado cualquier 
conjunto X y cualquier f u n c i d n  K : P(X1 + P(X) , obtenemos que 
i *ii a), y ademss i * i i  b); por otra parte, ii a) * i , ya 
que suponiendo ii a) y tomando A Cf B obtenemos K(A1 = K(A n B ) c  
K(A> n K ( B )  y ,  en consecuencia, K(A) C K(B1; anblogarnente ' 
ii b?t* i . AS$ ii a) y b) son otras dos formas de expresar.la 
i so tonfa  d e  K . Destaquemos que, s e d n  lo indicamos en (1.2), 
la isotonfa no implica (Ax 2). Sin embargo, resulta  evidente 
que la isotonh de K es equivalente a la propqsicidn A C X * 
K(A)  = UIK(F1  / F C A . 
( 6.4) Sea I Ai / j E J 1 una familia (no vacia) de subconjuntos de 
X t a l  que para todo j, , j, E J , existe j , E  J tal que Aj U AilC 
1 
, Entonces K ( U  {Aj / j E J 1 ) -  U{K(Aj 1 / j E J 1. 
~emostraci6n. Sea A = U{A, / j E J I  ; en v ir tud  de (6.2) ii b ) ,  
resta prqbar Gnicamente que K ( A )  C U {K(Aj 1 / j E Jl. Tomemos 
x E K(A),  por [Ax 2), existe F f i n i t o  y F C A tal que x E K(F). 
La f i n i t u d  de F nos permite afirmar que existen j,, ... , j, E J  ' 
tales que F C Ai U ...U Al ; pero par hipbtesis existe jn+P J 
1 n 
tal que Aj u . . . u Aj a A) y , en consecuencia, por  ( A x  21, 
x E K(AI )1 . De estanformz?% E u {K(Aj 1 / j E Jl  . 
a 4 1  
( 6 . 5 )  ~ b s e r v a c i b n :  La proposici6n (6.4) se encuentra en H a m m e r  
1271 , 2.3, Evidentemente, para probar (6.4) utilizamos Gnicamen- 
te (Ax  2) pues (6.2) i i - b )  es una consecuencia de dicho axiom. 
De es ta  furma, dado cualquier  canjunto X y cualquie~ func idn  
K : PCX) + P ( X ) ,  obtenemos que (Ax 2) =+ (6.4); ademds tambign 
se cwnple que (6.4) * (Ax 2 ) .  En efecto, sea A C X ; evidente- 
.mente, A = U IF / F f i n i t o  y F C A 1 ; per0 si F, , F, son subcon- 
juntos  f i n i t o s  de A , entonces F, U F, es un subconjunto finito 
de A . De esta forma, por ( 6 . 4 1 ,  K(A1 = UCK(F1 / F f i n i t o  y F C 
A ) .  
Resulta evidente que tambign es equivalente a (Ax 2)  y, en 
consecuencia, a (6.4) la siguiente proposici6n: 
{ 6 . 6 )  S i  . {Al/ j J es una farnilia (no vacia) de subconjuntos  
de X cerrada para uniones f i n i t a s ,  entonces K ( U  { A j /  j E ' J ) )  = 
=u f K ( A I  / j E Jl. 
Como corolario de esta Gltima proposicidn obtenemos: 
( 6 . 7 )  A j E J) es una cadena (no vacial'de subconjuntos 
de X, entonces K( U{A, / j E J)) = u f K ( A I  / j E Jl . 
( 6 . 8 )  Observaci6n: Por ser ( 6 . 7 )  corolar io  de 16.61,  podemos 
afirmar que dado cualquier conjuhta X y cualquier funci6n  K : 
P(X) 4 P(X) ,  (Ax 2) * ( 6 . 7 ) .  Ahora veremos que tambign vale que 
(6.71 =W {Ax 2 ) .  
Supongarnos 16 .7 ) ;  luego K es isot6nico y, en consecuencia, 
A c X * K(A) 2 U (K(F) / F f i n i t o  y F C A 1 ;  para obtener (Ax 2) 
resta probar que A C X * K ( A )  c U {K(F) / F f i n i t o  F c A }  (1) 
Si A es f i n i t a ,  la implicacidn (I) resulta inmediata. Para 
eJ caso en que card A = X, , probaremos (I) por  induccidn trans- 
finita sobre a ; para tal prueba utilizaremos el s i g u i e n t e  - le- 
ma - : Si A es un conjunto ta l  que card A = X a  y ou es el pri- 
m e r  ordinal t a l  que card ( 0 ,  o$ = X, entonces para todo 6 < ua 
se verifica que A = U { A  / B 4 Y < o, I ,  donde A = f ( I 0 , y ) )  y 
Y Y 
f es una biyecc ibn  de [O,oa) sohre A. En virtud de la defini- 
cidn de 10s A , podemos afirmar que {A / 6 4 y < o a ) e s  una ca- 
Y Y 
dena creciente (no vacia )  de conjuntos de card < X,. 
Ahora probaremos que vale (11 para A t a l  que card A = X,. 
En virtud del lema, A = U {A / 0 C y < w o l  donde {Ay/  D C y  < 
Y 
o O l  ' e s  una radena (no vacia)  de subconjuntos de X f i n i t o s ;  a- 
s $ ,  por (6.71, K(A)  = UIK(A ) / O ~ Y  < o,] , pero como cada A 
Y Y 
es un subcanjunto f i n i t o  de A , resulta que K ( A )  C U {K(F) / 
F f i n i t o  y F C A 3  . Supongarnos que si 6 < a ,  entonces vale (I) 
para todo A t a l  que card A = X6 ; probaremos que tambign vale 
(I) para todo A tal que card A = Xa. Sea A c X t a l  que card 
A = Xa ; en vir tud  d e l  l e m a ,  A = U(AI/ w, y < w,) donde 
. { A y  / uoC y < w 1 es una cad&na (no vacfa) de subconjuntos de 
0 
X tales que para todo y ( ooC y < u.1 existe 6 < a tal que 
card! A = X6. As? por (6.7) y pop hipbtes i s  inductiva, K(A)  = Y 
u fK(Ay) I w,< y < uo 1 C U{ U € K ( F )  I F f i n i t o  y F C A S /  
o,g y < oul c (K(F)  / F f i n i t o  y F C A ) .  
~emostraci6n. i.- Como K es una funcidn de P(X) en P(X1, re- 
su l ta  que K(X1 C X ; ademss, por (6.l)i, X C K(X1. ii.- Como 
card X a 2 , podemos tomar a , b  E X y a # b ; luego, por  (6.2)i 
y CAx 3 1 ,  obtenemos K($) C K(a) n K(b1 = Ia? n Ib}  = @ . 
(6.10) Observacibn: F o r  (6.9)ii, tambign se deducen l a s  propo- 
siciones (6.4, (6.6) y (6 .7 )  para el caso en que { A ~ /  j E J}= 
= $ ; para tales  deducciones no solamente uti l izamos (Ax 2)  si- 
no tambisn (Ax 3 1  y que card X 2 . 
Recordemos que, por  la definic i6n dada a1 comienzo d e l  pars- 
grafo 1 , un subconjunto A de X es convexo si A = K ( A )  . 
(6.11) Si {A~ / j E Jl es m a  familia de subconjuntos convexos 
de X , entonces n € A j /  j E J l  e s  un subconjunto convexo de X . 
~emostraci6n. Sean {Aj / j E Jl una familia de subconjuntos 
convexos de X y A = n{A, / j E Jl ; po r (6.1)i, A C K i A )  ; por 
(6.2)ii a), K(A) c n {K(A,) j E J) = A ; as5 A es convexo. 
(6.12) Sea (A j  / j E Jl una familia de subconjuntos convexos de 
X que cumple alguna de las siguientes condiciones: 
a) para todo j, , j, E J ,  existe j, E J tal gue Aj u 4 C Aj ; 
1 2 3 
b )  {Ai / j E J 1 es cerrada para uniones f i n i t a s  ; 
C) {Aj / j E J es una cadena. 
Entonces U {Aj / j E 3) es un subconjunto convexo de X . 
bemostraci6n. a) Sea {Ai / j E Jl una familia de subconjuntos 
convexos de X t a l  que para todo j, , j, E J , existe j, E J tal  
q u e i j  u A, C Aj ; s e a A  = U I A I /  j E J}. Por  (6.4) y (6.10), 
I K(A) = U (K(A~' )  / j 3~ Jl = A ; as? A es convexo. b) Se u t i l i z a  
( 6 . 6 1  y (6,10)..c) Se u t i l i z a  ( 6 . 7 )  y (6.10). 
I 
(6.13) Si A C X , entonces K(A1 e s  la interseccidn de la fami- 
l i a  de 10s subconjuntos convexos de X que incluyen a A . 
. * 
~emostraci8n. Sean A C X y K, ( A )  = n{ B / B convex0 y A B XI. 
P o r  ( 6 . 21 ,  A C K(A)  = K(K(A1); as2 K ( A )  es un subconjunto con- 
vexo de. X que incluye a A y, en consecuencia, K, (A) C K(A)  . Pe- 
ro, por ( 6 . 2 ) i ,  si B es convexo y A c B c X , entonces K(A1 C 
K(B) ' =  B ; as5 K(A)  C K, (A)  . ' 
Como corolario de (6.1)ii y de (6.13) abtenemos: 
(6.14) Si A C X , entonces K(A)  es elemento m i n i m a l  de la fa- 
milia de 10s subconjuntos convexos de X que incluyen a A ; es 
A s ,  K(A)  es e l m e n o r  subcanjunto convexo de X que i n c l u y e  a A. 
(6.15) 0bservaci6n: Como en la demostracidn de ( 6 . 1 3  se u t i l i -  
zan Gnicamente (Ax 11, (Ax 2 )  y (Ax 31, podemos afirmar que da- 
do cualquier canjunto X y cualesquiera sean K y K f  funciones de 
P(X) en P(X) que cumplan (Ax 11, (Ax 2 )  y (Ax 3 1 ,  entonces K = 
K t  sii {A C X / A = K(A1) = ( 3  C X / 8 = KV(B)I , o sea, K = Kg 
sii K y K t  definen los  rnismos subconjuntos convexos de X . 
' 
7,-.Algunas consecuencias'de 10s cuatro primeros axiomas: 
. "Caracterizacibn de 10s convexos y d'e la cgpsu'la convexa me- 
'diante bandas. Los operadares C' . 
Los cuatro primeros axiomas permiten caracterizar, rnediante 1 
bandas, a Xos convexos (ver (7.1)) y a la cspsula  convexa (ver  
(7.24) 1. Para esto G l t i m o  introducimos 1 0 s  operadores C y cn , 
de 10s que estudiamos algunas propiedades,  analizando qu6 axio- 
mas de K utilizamos en sus demostraciones. 
1 
(7 . '2 )  Si A C X , 10s s igu ientes  enunciados son equivalentes: 
i.- K(A1 = A . ii.- ia,b) C A KIa,b) C A . 
~emostracibn. i ii. Supongarnos i ; si fa ,b)c  A , por (6.2)i, 
K(a,b) C K(A) = A . 
ii * i . Supongamas ii. Por ( 6 . 1 ) i  , A C K(A)  ; para probar 
que K ( A )  C A , por (Ax  2 )  alcanza con demostrar que F f i n i t o  
y F C A * K(F) C A (I) . E s t a  demostracibn s e  hace por induc- 
ci6n sobre j = card F . Por (6.9)ii, la proposicjbn (1) resul-  
ta tr3vial para j = O . Como suponemos ii, tambign vale  (I) pa- 
ra j = 1 . Ahora supongarnos (1) para j = n > l  y sea F =fa,, ..., 
'a ,a ) C A  tal que card F = n+l;  varrws a ver que K(FK A. Tawros  x E K(F1; 
n n+1 
por (Ax 41, existe a E K(a, ,. . . , an ) t a l  que x E K ( a ,  an+,) ;pe- 
ro por  hip6tesis induct iva  a E A . AS$, por ii, K(a,amel) C A y, 
en consecuencia, x E A . 
t 
(7.2) 0bservaci6n: En nuestro sistema axiom%tico, para deducir 
17.1) es necesario u t i l i z a r  (Ax 4). Es to  puede verse rnediante 
el primer ejemplo dado en (5.4); en efecto, sea X un conjunto 
tal que card X 3 4 y para todo A C X definimos K ( A )  = A s i  card 
A G 2 y K ( A )  = X si card A > 2 ; como ya hemos visto en ( 5 . 4 1  K 
cumple todas 10s axiomas salvo ( A x  4); tomando A C X tal que 
card A > 2 y A # X vemos que K(A) = X # A pero, sin ernbargo, si 
fa,b) c A entonces K(a,b) C A ;'as5 K no ver i f i ca  (7.1). 
S i  bien para deducir (7.1) tenemos que u t i l i z a r  (Ax 41, sin 
embargo, en el sistema a x i o d t i c o  dado por (Ax 11, (Ax 21, CAx 
3 l ' y  (Ax  51, tenemas que (7.1) no es equivalente a (Ax 4). Esto 
puede verse tomando el Gltimo ejemplo de (5.4) el cual' verifica 
(Ax 11, (Ax 21, (Ax 31, (Ax 5) y (7.1) pero no verifica (Ax 4 ) .  
Recordemas que en dicho ejempla tomgbamos'g, h, i tres puntos 
no alinekdos d e l  p l a n o  y X = conv(g,h,i) - (g ,h ) ,  ' y  definiamos 
K(A) = X n convCA) . De esta forma el sistema axiomstico dado 
;or (Ax 11, (Ak 2 1 ,  (Ax 3 1 ,  ( 7 . 1 )  y (Ax 5) e s  mss d 6 b i l  que el 
dado por (Ax 1) a (Ax 51, o sea, todo teorema d e l  primer siste- 
1 
ma es teorema d e l  segundo, pero hay teoremas del segundo (corn0 
(Ax 4)) que no son  teoremas del primer sistema. Como seiialamos 
en (1.41, si tomamos coma axiomas (Ax 11, ( A x  21, (Ax 3)  y 1 7 . 1 )  
obtenemos un sistema axiomstico cuyos teoremas tambign son v$ l i -  
dos para la c6psula a f i n  en espacios vectariales. 
(7.3) Observacibn: La proposici6n 17.1) nos asegura'que un sub- 
conjunta A de X e s  convexo sii cualesquiera sean a,b  € A , la 
banda determinada por a,b estd i n c l u i d a  en A . La analogfa entre 
este resultado y la definici6n usual de convexo en espacios vec- 
toriales sobre cuerpos ordenados, dada en el par6grafo 2 d e l  pre- 
sente capitulo, permite hacer nuevas demostraciones d e  algu- 
nas de las proposiciones del par&grafo 6 por analogia  con las 
demostraciones de dichas proposiciones para la convexidad vec- 
torial  (ver  [ 91 1. De esta forma, 'podemos obtener, por ejemplo, 
la siguiente demostraci6n de la p~oposici6n C6.11): 
Sean {A / j E Jl una f a m i l i a  de subconjuntos convexos d e  3 
X y A =R{Aj / j E J] . Si a,b E A , entonces para todo j E J , 
a , b  E A, ; asi'por (7.11, para todo j E J , K(a,b) C Aj ; luego 
K(a,b) C A y , en consecuencia, por (7.11, A es convexo. 
En forma inmediata, tambign podemos probar (6.12) y de a- 
l l f  obtener 16.41, (6.6) y ( 6 . 7 1 .  
. (7.414 0bservaci6n: POP (6.15) y ( 7 . l ) ,  podemos afirmar que da- 
do cualquier  con jun to  X t a l  que card X 2 y cualesquiera sean 
K 'y K t  funciones de P(X) en P(X) que cumplan (Ax 1) a ( A x  4 1 ,  
entonces K = K t  s i i  p a r a  todo a,b E X , K(a,b) = ~'(a;b). Tam- 
bign podemos afirmar que dado cua lqu ie r  conjunto  X y cualesquie- 
ra sean K y K' funciones de P(X) en P(X1 que cumplan (Ax I), 
(Ax 2), (Ax 3 )  y (7.11, entonces K K1 sii para todo a,b E X , 
X(a,b) = KV(a,b), De esta forma, el operador .de c s p s u l a  convexa 
K queda detemninado por la familia de tadas las bandas K(a,b) 
con g , b  f X . 
Mediante las bandas, definimos para todo A c X , C(A) = 
U lK(a ,b l  / a , b . E  A 1. Si {a, ,..., a n IC X , C ( I a ,  ,...,am)) se 
escribir6 C(a ,  , . . . ,an 1. Mediante la definici6i-1 de C y sin u t i l i -  
zar propiedades de K (salvo el hecho de que K es una f u n c i 6 n  de 
P(X) en P ( X ) ) ,  podemos probar que C es isotdnico y t i e n e  la pro- 
piedad de dominio f i n i t o :  
( 7 . 5 )  i,- A C B C X * C(A1 C C(B) . 
ii.- A C X * C(A1 = UEC(F)' / F finito y F C A 1 . 
~emostraci6n. i.- Supongarnos A ' C  B C X y sea x E CCA); entonces 
existen a,b f A tales que x E K(a,b) ; per0 a,b E 3 y ,  en con- 
secuencia, x E C(B). ii.- Sea A C X ; por i, UICCP) / F finito 
y T. C A) C C ( A )  , Para probar la otra inclusibn, tomemos x E 
CCA); as5 existen a,b E A tales que x f K(a,b) ; pero como 
K(a,b)  C Cla,b), resulta que x C(a,b) ; luego, tornando F = 
= {a,b), obtenemos que existe F finito y F C A t a l  que x C(F1. 
Tambign, mediante la def in ic i6n  de C y sin utilizar propie-  
dades de K , podemos probar: 
La def inic ien de C y la isotonca de K , probada en ( 6 . 2 ) i  , 
nos permite probar la sigui ente proposici~n: 
'~emo~tracibn. Sean a , b  X , por definici6n de C , obtenemos 
C(a,b) = U(K(x,y)  / x ,y  f Ca,b)l = K(a ,b )  K(a) K(b) ; p e w  
pop ser K isot6nic0, K(a) c K(a,b)  y K(b) c ~ ( a , b )  ; as2 CCa,b)= 
= K(a,b)  . I 
~emostracibn. Por ( 7 . 6 ) i i  y (Ax 3 )  obtenemos C(a) = KIa) = {a). 
En v i r t u d . d e  l a s  proposiciones (7.53ii y ( 7 . 8 1 ,  el operador 
C verifica (Ax 2 )  y (Ax 3 ) .  E s t o  permite obtener ,  en forma in: 
mediata, la s iguiente  proposicibn: 
Demostraci6n. i.- Es andloga a la demostraci6n de ( 6 . l ) i  . ii.- 
Es consecuencia de i. iii.- Ver la demostraci6n de I6.9)i. 
Tambisn, se puede probar que C verifica [Ax 41, para lo 
cual sc utiliza Gnicamente la d e f i n i c i 6 n  de C y proposiciones 
que se deducen de e l l a  y de que K curnple (Ax 3 ) .  
(7.10) @ # F E X  , F finito y p E X  +C(F U {p)) C U { ~ l a , p )  / 
a E C(F1I . 
~ernostraci6n.  Sean 4 # F C X y p f X ; si x E C(F u fp)), en- 
tonces existen xl, x, € F U I p l  tales que x € K(x, ,x,) y, en 
consecuencia, x E C(x, ,x, 1 (pues, por definici6n de C , K ( x ,  ,x, 
c C(xl ,x , ) ) .  Ahora bien,  si x , ,  x, E F entonces x E C(F1; pe- 
ro, por  ( 7 . 9 ) i  , x E C(x,p); as5 x E U f ~ ( a , p )  / a C(F)l . 
POP otra parte, si x,E F y x ,=  p , tenemos que x E C(xl ,p) don- 
de, por (7.9)i , x , E  C(F) . Si x,'= x i =  p , entonces x € C(p) C 
C(a,p) para cualquier a E C(F) (donde C(F) # 9 ya que d # F C 
.C (F )  par (7.91i 1;  as$ x u €C(a,pl  / a E C(F)l . 
Como en la demostraci6n de (7.10) no se utiliza la hip6te- 
sis sagGn la cual F es f i n i t o ,  obtenemos mediante la misma de- 
mostracidn la siguiente proposicibn: 
(7.12) Observacibn: En virtud de (7.71, r e su l t a  evidente que 
si K es isotdnico y cumple ( A x  51, entonces C tambign cumple 
(Ax 51, o sea, .a f C(b,p) y c E C(d,p)  * C(a,d) C ( b , c )  # 4 . 
De esta forrna, s i  K cumple (Ax 21, (Ax 3 )  y (Ax 51, enton-.  
ces C cumple (Ax 21, (Ax 3 1 ,  (Ax 4) y (Ax 5). S i n  embargo, de . 
que K cumpla (Ax i) a (Ax 5) no se deduce que C cumpla (Ax 1); 
e s t o  puede verse tomando como X el plano y como K el operador 
de cspsula convexa usual Cver (1.1)). 
Como en la demostracidn de (7.5)ii no se utilizan axiomas 
de K y en las demostraciones de ( 7 . 8 )  y (7.10) se u t i l i z a  Gni- 
camente que K cumple (Ax 3 1 ,  resulta que si K cumple ( A x  3 )  en- 
tonces C cumple ( A x  21 ,  ( A x  3 )  y (Ax 41. 
La isotonfa de K nus p e r m i t e  probar la siguiente proposi- 
ci6n: 
~emastraci6n. Sea A C X y x f C(A) ,  entonces existen a , b  E A 
tales que x E K(a,b); pero por la isotonia de K, K(a ,b)  C K(A) 
As5 x E K(A)  . 
(7.14) Obse~vaci6n: Si t o m a m o s  como X el plano y como K el o- 
perador de capsula convexa usual,  resulta que si A @st5 forma- 
do por tres puntos no alineados a, b, c , entonces C(A1 # K ( A 1 ,  
pues C(A) = Ia,b] U [ b , c ]  U [a,c] mientras q u e K ( A 1  conv(A). 
As$ C ( A ) ,  en este  caso, no es cqnveFo, 
Como consecuencia de (7.1) y de ( 7 . 9 ) i  obtenemos la s iguien-  
. te proposici6n: 
(7.15) Si A c X , 10s s iguientes  cnunciados son equivalentes: 
i.- A e s  convexo. ii.- C(A) c A . iii.- C ( A 1  A . 
~emostracibn. i *ii. Resulta inmediata por (7.1). ii -iii. 
Es consecuencia de ( 7 . 9 ) i  . 
Hasta ahora hemos visto que C t iene  muchas propiedades an& 
logas a las de K , aunque puede no ser idempotente segGn se a- 
c l a d  en 
definimos 
ma: para 
En la pro 
(7.12.). Ahora bien, para poder expresar K mediante C ,  
inductivamente 10s operadores cn de la siguiente for- 
1 + I  t o d o A  C X  , i.- c'(A) = A , ii.- C (A)  = C ( C ! ( A I I - -  
posic idn  (7.24), vamos a v e r  que K(A)  = u IC. (A)  / 
n 3 0) . La demostraci6n de dicha proposici6n puede hacerse u- 
tilizando pocas propiedades de 10s operadores cn ; sin embargo, 
resulta interesante ver como 10s cn gozan de propiedades anhlo- 
gas a las dc C . Estas propiedades se demuestran por inducci6n 
"h. 
- 
(7.16) Para todo nhero enter0 n O , se cumple: 
i.- A c B c x * C" ( A )  c cn (B) . 
ii.- A c X * c"(A) = U ( C " ( F )  / F finito y F C A1 . 
iii.- cn(@) = # , 
~emostraci6n. En la misma no se utilizan 10s axiomas de K . 
i.- Esta proposicibn resul ta  t r i v i a l  para n = 0 . Supongamos 
i para n = j 5 o y Sean A C B C X ; vamos a ver que c'*'(A) C 
c'"(B) . Por hipbtesis  i n d u c t i v a  d (A )  C C' ( B )  ; asi ,  por 
(7.5)i , c ( c ' ( A ) )  c c(C! (B)), o sea, ~ " ( A I  c ~ " ( B I .  ii.- Re- 
s u l t a  trivial para n = 0 . Supongamos ii para n = j > 0 y sea 
A C X ; en virtud de i, UIC'* ' (F)  I F f i n i t o  y F C A1 C &"(A) .  
P a r a  probar la o t r a  inclusi6n, tprnecos x E d "(A) ; as$ existen 
xa E d (A) t a l e s  que x E K(x, ,x, ; per* por hip6tesis in- 
ductiva existen PI , F, finitos y F, , F, C A tales que x € 
i d (F, I y x,E C (F2 1; en consecuencia, por 5 ,  x, , x, E d (Flu  
.F, 1 . De esta forma, x E c'+'(F, U Fa ) donde F, U F, es f i n i t o  
0 
y F, u F, C A . iii.- Evidentemente, C (6) = @ , Supongamos 
iii para n = j 3 0 ; as? d"c@) = ctci ( @ ) I  = c(6 ) ;  en conse- 
cuencia,  pop (7.6)i, ~ ' " ( 4 )  = 4 . 
(7.17) Para todo nfimero entero n 3 0 , se cumple: 
i.- a E X * cn (a) = {a 1 . ii.- A C X * A C cn (A )  . iii.- A C 
x * c " ( A )  c C ~ ( C ' ( A ) ) .  iv.- c " ( x )  x . 
1kmostraci6n. El Gnico axioma de K que ut i l izamos es (Ax 3 ) .  
0 i.- Trivialmente C (a) = {a) cualquiera sea a X . Suponga- 
mos i para n = j a o y sea a E x , entonces d+'(a) = ctd (a,)= 
= C ( a ) ;  luego por ( 7 . 8 ) ,  ~ ' " (a )  = a .  ii.- Evidentemente, ii 
vale para n = 0 . Supongamos ii para n = j 0 y sea A C X , 
entonces A C C' ( A ) ;  pero, en virtud de (7.9)i , d ( A )  C C'*'{A); 
as5 A c d + ' ( ~ ) .  iii.- Es consecuencia de ii. iv.- Evidentemen- 
te, iv vale para n = 0 , Supongamos iv para n = j 0 ; luego 
C'"(X)  = C(C' (XI) = C ( X )  ; a s i ,  por ( i ' . g ) i i i ,  G*'(x)  = X . 
Ahora, vamos a probar algunas proposiciones, mediante las 
cuales dernostraremos que para todo entero n 3 0 , cn cumple 
(7.18) Si a, E K(a,p) ,  b, E K(b,p) y x , E  K(al ,b, 1 ,  entonces exis- 
te x E K(a,b) tal que x, f K(x,p) . 
~ernostraci61-i. En la misma utilizamos que K cumple ( A x  11, (Ax 
2) y (Ax 4 ) .  En efecto, por  (Ax 41, dados a, b, p X obtenemos 
que K(a,b,pl  C U (K(x,p) / x E K(a,b)) ; ass, si a,f  K(a.,p) , 
b, E K(b,p) y x , E  K(a, ,b, 5 ,  entonces, por (6.2)i y (Ax 11, x , E  
K(a,b ,p) ,  de donde existe x E Kla,b) t a l  que x,E K(x,p)  . 
La figura 3 ilustra la 
proposici6n (7.18) para el 
caso en que X sea el plano 
y K la cspsula convexa u- 
sual. 
F i g *  3 
Demostracibn. Es consecuencia inmediata de ( 6 . 2 ) i  y (Ax 1); as5 
en esta demostraci6n utilizamos Gnicamente que K cumple (Ax-1) 
y (Ax  2). Tambign podemos hacer la demostraci6n mediante (7.18) 
y (Ax 3 ) ;  en efecto por (7.181, si c,d E K(a,b) y x,E K(c,dl, 
entmces existe  x X[a,a) = K ( a )  t a l  que x,E K(x,b) ; pero, 
por (Ax 3 1 ,  x = a ; as5 x , E K ( a , b ) .  
(7.20) Para todo nGmero entero n 3 1 , se cumple a , b  X * 
* cn(a,b) = K(a,b)  . 
Demostracibn. En ella utilizamos que K cumple (Ax I), (Ax 2 1  y 
(Ax 3 ) .  En efecto, 'por ( 7 . 7 ) ,  queda probada la im~licacidn 
para n = 1 . Supongarnos que vale la irnplicacidn para n = .j 3 1  
y sean a,b X ; a s s  c1 + 1 (a,b) = CCK(a,b));  pero, por ( 7 . 9 ) i .  
K(a,b) C C(K(a,b));  adembs, por (7.19), ~ ( ~ l a , b ) )  C K l a , b ) ;  
luego, C(K(a ,b) )  = K(a,b) y,  en corisecuencia, 6 ' '  ( a , b )  = 
= KIa,b) . 
(7.21 1 Para todo nGmero entero n o , se cumple @ f A c X y 
p E X * C * ( A  U c U (cn(a ,p)  / a E C ~ ( A ) I  . 
Demostraci6n. En la misma vamos a u t i l i z a r  que K cumple 10s 
cuatro prirneros axiomas. Evidentemente, la implicaci6n vale 
para n = 0 ; ademgs, por (7.11), tambi6n vale para n = 1 . Su- 
pongamos que la implicacidn vale para n = j ' a  1 y consideremos 
j +  1 j + . I  # # A c X , p E X y x,E C (A U { P I ) ;  por definici6n de C , 
ex i s ten  a,, b, E (A u I p l )  tales que x, E K ( a ,  ,b, 1; pero, por 
h ip6 te s i s  inductiva, existen a ,b  E C' (A )  tales que a, E K(a,p) 
y b, E K(b,p) ; luego, por (7.181, existe x E K(a,b) tal que 
X1 
E K(x,p) . Pero, como x E K(a,b), resulta que x 15 c'* ' ( A )  ; 
ademss, por (7.201, K(x,p) = 6" (x,pl; de e s t a  forma, queda 
J + l  probado que ,ex is te  x E  ? * ' ( A )  t a l  que x , E  C ( x , p )  , 
Como caso par t i cu la r  de (7.21) obtenemos que para todo nfi- 
m e r o  entero n 0 , cumple (Ax 4 1.  
( 7.22 1 Observahibn: Como, para todo A C X , C* (A)  = A , resul- 
ta evidente  que C' cumple (Ax 5). En v ir tud  he (7.12 1 ,  si K 
cumple (Ax 2 )  y ( A x  5 1 ,  entonces C' cumple (Ax 5) .  Ademhs , por 
(7 .201 ,  si K cumple (Ax I), (Ax 2 1 ,  (Ax 3 )  y (Ax 51 ,  entonces 
para todo nGmero entero n 3 1 , C' cumple (Ax 5). 
De esta form, si K dumple (Ax 1) a (AX 51 ,  entonces, para 
todo nGmero entero n 3 0 , C* cumple (Ax 2) a (Ax 5). Evidente-  
mente, C' cumple (Ax 1); sin embargo, de que K cumpla (Ax 1) a 
n (Ax 5) no s e  deduce que, para todo nfimero entero  n 2 1 , C cum- 
pla (Ax  1). SegGn aclaramos en I5.1), si X e s  un espacio vec- 
torial sabre un cuerpo ordenads y dim X = d 3 1 , entonces si 
1 < 2' < d  + 1 , r e s u l t a  que C' no cumple (Ax 1); por .otra par- 
te, si d + 1 < 2' entonces C' cumple (Ax 1). 
Las relaciones entre las  p~opiedades de K y las de 10s C" 
quedan seAaladas en la siguiente proposicibn: 
Sean X un conjunto  y K una funcidn de PCX) en P(X1, enton- 
ces'los operadores cn d e f i n i d o s  anteriormente cumplen las si- 
guientes propiedades: 
i. - Para todo entero n 2 0 , C. cumple (Ax 2) .  
ii.- K cumple (Ax 3 )  *para todo entero  n 5 0 , C' cwnple (Ax 3) . 
iii,- Si K cumple (Ax 11, (Ax 2 )  y (Ax 3 1 ,  entonces 
a) K cumple (Ax 4) *para todo entero n a.0 , cn cumple (Ax 4). 
b) K cumple (7.18)wpara todo entero n > 0 , cn cumple (Ax. 4 ) .  
c) K cumple (Ax  SI-para todo entero n 0 , cn cwnple (Ax 5). 
Demostracibn. i.- Resulta de 17.161ii 
ii.- ( -1. Es consecuencia de (7.17)i. 
( * )  Tomando' n = 1 , C cumple (Ax 3 ) ;  pero, por (7,16)ii, para 
todo a E X , C(a) = K(a1; luego K cumple (Ax 3 ) .  iii.- Suponga- 
mos que K chmple (Ax 11, (Ax 2) y (Ax 3 ) .  
a) Se deduce de (7.211. 
b) I = + . )  Se deduce de (7.21). 
( Q) Utilizamos que C' cumple (Ax 4) .  Sean a, E K(a,p), b , E  
I 
- K(b,p) y x,E ~ i a ,  ,b, 1; luego, x,E c2 (a,b,p) C U fcl (x,p) / x E 
a 
~ ' ( a , b ) I  ; as5 existe x E Ca,b) t a l  gue x , E  C ( x , p ) .  Pep09 
por (7 .201,  c2 (a ,b )  = K(a,b)  y C' ~ ( x , ~ )  = K(x,p). En consecuen- 
cia, K cumple (7.18). 
' c )  Se deduce de (7.20). 
D e l  anslisis de la demostracidn se deduce que en iii alcan- 
za con ped ir  que K cumpla (Ax 1) y (Ax 3 1 ,  y sea isot6nico. Pa- 
ra ver que, en iii.- a), no v a l e  la reciproca podemos tomar el 
primer ejemplo de (5.4). 
( 7 . 2 3 )  P a r a  todo nGrnero entero n o , se cumple: 
i. - A C X * C " ( A )  C K ( A ) .  
. . 
1 A C X * C . ( A )  C C ' + ' ( A )  . 
bemostracibn. i.- Utilizamos que K es isot6nico y cumple (Ax 11 
y (Ax 3 ) .  En efecto, por ( 6 . l ) i ,  obtenemos que i vale para n 
= 0 . Supongarnos la validez de i para n = j 0 y sea A C X ; 
as$ $ ( A )  C K(A) . Para ver que e' ' (A)  C K(A1 , tomamos x E 
C ' ' I ( A )  ; luego ex i s ten  a,b  E C' (A )  tales que x E K(a,b)  ; pero 
por hip6tesis inductiva a,b  E K ( A )  ; as?, por la isotonia de K 
y por (Ax 11, K(a,b) c KIKCA)) c K(A) . Luego, x E K(A). 
ii.- Es consecuencia de ( 7 . 9 ) i .  Asf.utilizamos dnicamente que 
K cumple (Ax 3 ) .  
Ahora, dado A C X vamos a expresar K ( A )  u t i l i z a n d o  las ban- 
das Kla,b). 
~ernostraci6n. Sea A C X y sea n ( A )  Y C ~  (A)  / n 5 01. Por  
(7.23), A c D(A) C K(A)  . Si tomamos a , b  E D ( A )  entonces exis- 
t e n  i , j 3 D tales que a E C' (A )  y b E C' ( A ) .  En consecuencia , 
a ,b .E  c ~ ( A )  donde m = msx €i,jl , y K(a,b) C cmfl (A)  C D(A1 
Luego, por (7.11, KCD(A) )  D(A) .  AS^ la i s t o t o n i a  de K nos 
pewlmite deducir que K(A) C K(D(A1'I  = D(A)  . En consecuencia, 
K ( A )  = D ( A ) .  DL la observacidn de las  demostraciones de (7.23) 
y (7.11, se deduce que en la presente demostraci6n hemos utili- 
zado que K cumple 10s cuatro primeros axiomas. 
Como corolar io  de (7.231ii y de (7.24) obtenemos: 
(7.25) Para todo nfimero entero j > O , se cumple : A C X 
t, K(A'I = U I C * ( A )  / n >  j 3 ' .  
( 7 . 2 6 )  Observaci61-1: Las proposiciones (7.24) y (7.25) tambi6n 
son vs l idas  si X es un conjunto y K es una funcidn  de P(X) en 
P(X) qua cumple [Ax 2 1 ,  ( 6 . 2 ) i ,  ( 6 , l ) i ,  y (7.1). En efecta, es- 
to se deduce, en forma inmediata, analiaando las demostraciones 
de ( 7 . 2 4 1  y ( 7 . 2 3 1 ,  puesto que de ( 6 . 1 ) i  se deduce (7.9)i. 
Si X es un espacio vec to r i a l  sobre un cuerpo ordenado, sabe- 
mos que 10s operadores cgpsula l i n e a l  y cdpsula afin cumplen I 
(Ax 11, ( 6 . 2 ) i ,  16.1)i, y (7.1). De esta forma, dichos operado- 
res tambi6n cumplen (7.24) y (7.25). 
(7.27) Equivalencia entre (7.1) y (7.24). SegGn vimos en (7.28) 
si K cumple (Ax I), (6.2)i y ( 6 , l ) i ,  entonces (7.1) impl ica  
(7.24). Ahora veremos que tambign v a l e  que (7.24) implica (7.11. 
En ececta, supongamos que.K cumple (Ax 11, ( 6 . 2 ) i ,  (6.112 y ( 7 . 2 4 ;  
para ver que entonces K cumple ( 7 . 2 1 ,  tomamos A C X . S i  KCA) = 
= ' A  , entonces,  por  ( 6 . 2 ) i ,  {a,b)c A implica K(a,b) C A. Por 
otra parte, si suponemos que {a,b)C A implica K(a,b) C A , obte- 
nemos que C(A) C A ; as$, pop 6 . 1  C(A)  = A ; luego, por in- 
duccien, resulta que, para todo n > 0 , C. (A)  = A y asi ,  por 
(7.241, K(A1 = A . Observernos que a1 probar que (7.24) implica 
(7.11, no utilizamos (Ax 1). 
La equivalencia entre (7.1) y (7.241 ya probada, queda enun- 
ciad? en 1a.siguiente proposici6n: 
Sean X un conjunto y K una funcidn de P(X1 en P ( X )  que veri- 
fica: 
1) A c X * K(K(A)I c K ( A ) .  
2) A C B C X * K ( A )  C K I B ) .  
3 )  A C X * A  C K(A) . 
Entonces 10s s igu ientes  enunciados son equivalentes: 
i.- ,Para todo A c X , K(A)  = A si y s6la si {a,blc A implica 
K(a,b) C A . 
ii.- A ' c X * K ( A )  = w{c"(A)  / n >  0 ) .  
8.- ~ b t e n c i d n  de un operador de cgpsula convexa u t i l i zando  un 
operador rnss pobre. 
A 1  estudiar 10s operadores-C y c ' ,  en el paragrafo an te r io r ,  
observamos que dichos operadores podian gozar de propiedades 
mejores que las del operador K a p a r t i r  del c u a l  se habcan ge- 
nerado; por ejemplo, segGn virnos en (7.16)ii, u t i l i z a n d o  Gni- 
camente que K e s  una funci6n de P(X) y P(X) ,  podemos probar que 
10s operadores cn gozan de la propiedad de dorninio finito. Las 
relaciones entre las propiedades de K y l a s  de 10s cn quedaron 
sefialadas en ( 7 . 2 2 ) .  
Ahora tomemos un conjunto X y una funci6n K de P ( X )  en P(X) 
que satisfaga (Ax 11, (6 . . 2 ) i ,  (Ax 3 )  y (7.18). Utilizando la 
funcidn K definimos 10s operadores C y C' ; y a p a r t i r  de ellos, 
definimos, para todo A C X K, ( A )  = U ~ C '  (A)  / n 3 0 1  . Vere- 
mos que el operador K, as5 d s f i n i d o  satisface (Ax 1); (Ax 2 ) ,  
(Ax 31 y (Ax 4) ;  ademss, para todo A C X , K, ( A )  C K(A1  ; y 
cualesquiera Sean a,b E X , 5 ( a , b )  = ~ ( ' a , b ) .  As? obtenemos el 
operador K, que satisface 10s cuatro primerso axiomas, a partir 
d e l  operador K que e s  mss pobre ya que satisface (Ax 1) y (Ax 
3 )  y las proposicianes ( 6 . 2 ) i  y (7.18) que se deducen de (Ax I), 
(Ax, 2) y (Ax 4). 
Demostraci6n. Sean A C X y 3 = K I ( A )  . Comenzaremos probando 
que C(B) C B ; si x E C(B), existen a,b E B t H l e s  sue x E K(a,b) 
luego existen i , j  3 O tales que a E ci (A)  y b E (A)  ; a s l ,  por 
(7,23)ii, a , b  E c ~ ( A )  donde m = rnsx { i , j )  . En consecuencia, 
x E c"" (A)  y,  a s l ,  x E 3 . Ahora bien ,  para ver que, para to- 
do n 3 0 , cn CB) C B , procedemos por inducci6n sobre n . Evi- 
dentemente, cO(B) C B ; supongarnos que (Bl c B ; por (7.51i, 
c" ' (B) C C(B) ; as? C" ' (B) C B . De esta forma, K, (B) C B ; 
o sea, KI (K, ( A ) )  c K, (A )  . 
(8 .2 )  A C X * K, (A) = U (K (F) / F f i n i t o  y F C A1 . 1 
Demostracibn. Por (7.16)i, ~ e s u l t a  evidente que K, es isotbnico,  
o sea, si A c B C X , 'entonces K1 (A)  c KI (B) . Por ta l  motivo, 
si A C X entonces U{K, (F) / F f i n i t o  y F c A1 c K, ( A )  . Para 
probar la otra inclusibn, tomemos x E K , ( A ) ;  luego existe n 5 0, 
tal que x E c'(A); pero, por  (7.16)ii, existe  F f i n i t o  y F C A , 
t a l  que x E c n ( F ) ;  de donde, por definicibn de K, , x E K, (F). De 
esta forma, x E U {K, (F) / F f i n i t o  y F C A } .  
Y '  
~eniostracibn, Es consecuencia de (7.17)i. 
~ernostracibn. Sean* # # A C X y p E X . Si x E K, (A u 1.p)) , e- 
x i s te  n 3 0 , t a l  que x E c ~ - < A  u I p l )  ; pero, pop (7.21) y ( 7 . 22 )  
existe  a E C' ( A ) ,  t a l  que x E cn (a ,p)  ; en consecuencia, por de- 
finici6n de K,, x E K, (a,p) donde a E K, (A) Ass x E U {K, ( a , p ) /  
b E K, ( A ) ) .  
(8 .5 )  A C X K, (A) C K(A). 
* 
' Demostraci6n. Es consecuencia de (7.23)i. 
( 8 . 6 )  a,b E X K, (a,b) = K(a,b). 
b 
~emostraci6n. Sean a,b E X , por def in ic idn  de *C , K(a,b) c 
C(a,b) ; en consecuencia, K(a,b) C K,(a,b).  Pero, por ( 0 . 5 1 ,  
K, (a,b) c K(a,b). 
(8.7) Dbservaci6n: En virtud de ( 8 . 5 1 ,  si K  ademds satisface 
(Ax 5 1 ,  entonces K, tambign satisface dicho 'axioma. 
~emostracibn. Sea A c X y supongamos que K(A) = A ; a d ,  por 
( 8 . 5 1 ,  K,(A)  C A . Pero como K, cumple (Ax 2 )  y (Ax 3 1 ,  por 
(6. l )i obtenemos A C K, (A) ; ass K, (A) = A . 
(8 .9)  Los siguientes enunciados son equivalentes:  
i.- Papa t o d o A  C X  , K,(A) = A * K ( A )  = A . 
ii.- K = KI . 
iii.- K cumple (Ax 1) a (Ax 4) . 
~emostracibn, i 4 ii, Supongamos i; por ( 0 .81 ,  K(A1 = A s i i  
K , ( A )  = A . Pero corno la demostraci6n de (6.13) tambign v a l e  ! 
para operadores que cumplan (Ax 11, ( 6 . 2 ) i  y (Ax 3 1 ,  obtenemos 
que para cualquier B C X , K ( B )  = nIA / K(A) = A y B c A c XI = 
= n{A / K, (A )  = A y B C A C X 1 = ' K , t B ) .  ii * i . Es trivial. 
ii * iii. Es consecuencia de que K,cumple ( A x  1) a (Ax 4). 
iii *ii. Es consecuencia de (7.24). 
.(8.10) Ejemplos: i.- Sea X = R~ con la norma euclidea, o sea, 
- a 2 
si x = (x, ,... , xd E R~ , entonces i x l = J x , +  ... + x,' ; y de- 
finamos para todo A C X , K(A) = cconv(A) (donde cconvCA1 de- I 
nota la cdpsula convexa cerrada dt A en dicho espacio, o sea, i 
cconv(A) = -1) . Seg6n vimos en ( 5 . 2 1 ,  K cumple (Ax 11, I 1 
(Ax 3 1 ,  (Ax 4) y (Ax 51, pero no cumple (Ax  2 ) .  S i n  embargo, 
K cumple 16.2)i, pues 10s operadores conv y clausura cumplen 
( 6 . 2 ) i .  A d e d s ,  K cumple (7.18) ya que en la demostracidn de 
dicha proposici6n utilizamos Gnicamente (Ax 1) , ( 6.2  )i y (Ax 4). 1 
A partir de K definimos el operador C ; pero como papa todo 
a,b X , cconv(a,b) = conv(a,b), resulta que si A c X , enton- 
ces C(A) = U{conv(a,b) / a,b f A)  . A s i ,  por ( 2 .8 )  a (2.11) y 
(7.241, U € C ~ ( A )  / n > 0 1 = conv(A1 , de esta forma, K, es el 
operador cdpsula convexa. 
d ii.- Sea X = R con la nomna euclidea y definamos para todo 
A . C  X , K(A) = A . ~ e g G n  vimos en ( 5 . 2 1 ,  K cumple (Ax 1 1 ,  (Ax  3 ) ,  
(Ax 4) y (Ax 5 1 ,  pero no cumple (Ax 2 ) .  S i n  embargo, K cumple 
( 6 . 2 ) i y  (7.18). A p ' a r t i r  de K definimos C ; pera como para 
todo a,b E X , ia,b) Ca,b), resulta que si A c X , enton- 
ces C(A) = A y ,  en consecuencia, K,(A)  A , o sea, K, -. es el 
operador ident idad .  
iii.- Sea n 3 2 y X un conjunto t a l  que card X n + 2 ; para 
todo A C X definimos K(A) = A si card A < n y K(A) = X si card 
A > n . ~ e g G n  vimos en (5.41, K cumple (Ax 11, (Ax 21, (AX 3) 
y (Ax 51, pero no cumple (Ax 4). Evidentemente, K cumple (6.211 
y (7.18). Resulta inmediato que, para todo A C X , K, ( A ) . =  A, 
o sea, K, es el operador indentidad. 
d iv.- Sea X = R con la norma euc1idea;para todo A C X , d e f i n i -  
mos K(A1 = conv(A1 si A es acotado (o sea, si existe r E R t a l  
que A C f x  E R ~ /  U X A  F 1 1  y K(A) = af(A) si A no es acotado 
(donde af(A) denota la cspsula a f i n  de A). Para ver que K cum- 
p l e  (Ax I), tomarnos A C X ; si A es acotado entonces conv(A) 
es acotado y ,  en consecuencia, K ( K ( A ) )  = conv(conv(A)) C conv(A)= 
= K(A) ;  si A no es acotado entonces K(K(A1) = af(af(A1) c af(A)= 
=K(A) . Para probar que K cumple (6.2)i tenemos en cuenta que 
conv y a£ cumplen dicha propiedad y adem6s que para todo A C X, 
conv(A) C af(A) . Coma para todo F , subconjunto f i n i t o  de X , 
KIF) = conv(F) , resulta que K cumple (Ax 3 1 ,  (Ax 4 ) ,  (Ax 5 )  
y (7.18). Fscilmente podemos vep que K no cumple (Ax 2 1 ,  para 
esto, dadas a,b E X a# b , tomarnos A = fx E X / x = h a  + ( I - A l b  
1 5 0 1 ; as? +K(A) = af(A) = { x  E X / x = h a  + ( I - A ) b ,  1 6 ~ )  
y U { K ( F )  / F f i n i t o  y I' c A )  = conv(A1 = A . Resulta inmedia-  
to que para todo A c X , K, (A)  =. conv(A1, o sea, K, es el ope- 
rador cdpsula convexa . I 
9.- Algunas propiedades geomstricas que se deducen de 10s cua- I 
tro primeros axioms: ~gpsula convexa de uniones.  
Los axiomas 1 a 4 permiten caracterizar la cdpsula convexa 
de la uniBn de dos o mgs conjuntos. Para esto, dados A,B C X , 
definimos S(A,B)  = U € K l a , b )  / a fZ A y b fE 3 1 .  En forma inme- 
d i a t a  se deducen las siguientes propiedades de S : 
(9.1) Sean A,B c X , entonces 
i -  S(A,A) = C ( A 1  . 
ii.- S(A,B)  = S ( B , A )  c K(A u 8). 
iii.- Al C A y BI C B * S ( A ,  ,BI) C S(A,B) . 
iv.- A # #  # B  * A U B C S ( A , B ) .  
v.- S ( A , b )  @ . 
v i m -  A # $ * S ( A , X )  = X . 
~emostracibn. i,iii y v.- Resultan de las def in ic iones  de S y 
de C , sin u t i l i z a r  propiedades de K. ii.- Puesto que K(a,b)  = 
= K(b,a ) ,  la d e f i n i c i d n  de S nos asegura que S ( A , B )  = S(B,A) .  
Para ver que S(A ,B)  C K( A U B) tomemos x E S ( A , B ) ,  luego exis- 
, ten a E A y b E 3 tales que x E K ( a , b ) ;  pero, por  (6.2)i3 K(a,b) 
. C  K ( A  U B). As5  x E K ( A  U B). iv.- Supongamos que A y B son 
no vackos; as i  podemus tomar a E A y b E B . Tomemos x E A u B; 
si x E A entonces ~ ( x , b )  c S(A,B) ;  pero por ( 6 , l ) i ,  x K(x,b),  
as5 x E S ( A , B ) ;  en forma ansloga se procede si x E B . vi.- Sea 
A # 4 ; evidentemente S ( A , X )  C X ; pero por iv, X c S ( A , X >  . 
Para poder caracterizar la cgpsula convexa de dos conjuntos ,  
probaremos la siguiente proposicibn: 
~ ~ r n ~ ~ t ~ a c i 6 n .  Sean a , b , c , d  elementos de X , no necesariamente 
distintos dos a dos. Si x E S ( ~ ( a , b ) ,  ~ ( c , d ) ) ,  entonces existen 
y E K(a ,b)  a E ~ ( c , d )  tales que x E K(~,z); per0 PQP 1 6 - 2 1  
ii b), K(a,b)  U K(c,d) c K(a ,b , c ,d ) ;  as5 { y , z )  C ~ ( a , b , c , d )  ; 
luego por ( 6 . 2 ) i  y (Ax 11, K(y,z) C ~ ( ~ ( a , b , c , d ) )  c ~ C a , b , c , d ) ;  
as$ x E K(a,b,c ,d) .  Otra forma de probar que ~(~(a,b), ~ ( c , d ) )  
C K ( a , b , c , d ) ,  es la s iguiente:  S ( K ( a , b l ,  K(c,d))  S(K(a,b) 
K(c,d), K(a 9 b) U K(c,d)) C C(K(a,b) U K(c ,d) )  C(C(a ,b ,c ,d )  
C K(a,b ,c ,d) ; estas inclusiones resultan inmediatas en vir -  
tud de (9,l)iii, ( 9 . 1 ) i ,  (7.5Ii y (7,23)i, respectivamente. 
Para probar que K(a,b,c,d) C S(K(a,b),  K(c,d)) consideremos 
x E K l a , b , c , d ) ;  por (Ax 41, existe p E K ( a , b , c )  ta l  que x E 
K(p,d). Andlogamente existe q E K(a,b) tal que p E K ( q , c ) .  Pe- 
ro, por ( 6 , 1 ) i ,  Ip ,d)  C K(q,c,dl; as5 K(p,d) c K(q,c ,d ) ;  luego 
x K(q,c ,d) .  Aplicando nuevamente (Ax 41, existe r E K(c,d) 
t a l  que x K(q ,r ) ;  en consecuencia, x E S(K(a,b) ,  K ( c , d ) ) .  
La figura 4 ilustra la 
d 
demostracidn si a,b,c,d son 
10s vdrtices de un tetrae- 
dro en R' y K la chpsula 
convexa usual. 
b 
F i g ,  4 
( 9 . 3 )  Si A,  B son subconjuntos no vacsos de X , entances 
K(A u 1 3 )  = S(K(A), K(B)) . 
Demostracibn. Sea M = S ( K ( A ) ,  K(B1); si s , t  E M , existen 
a, 3 E K(A) ,  b, ,b, E K(B) tales que s E K(a, ,b,) y t E 
K(a,,b,) .  A s f ,  por (6.2)i, { s , t }  C K(a, ,az ,b, ,b,); luego K ( s , t )  
c K ( a l  ,a, ,b, ,bz 1. De esta forma por ( 9 . 2 )  obtenemos que K(s ,t) 
C S(K(a, ,a, 1,  K(b, ,b,)) y en consecuencia, pop (9.l)iii, K ( s , t )  
C M ; as$ M es convexo. POP otra parte, como A y B son no va- 4 
cxos, por ( 6 . l ) i  K(A)  y K(B) son no vacios; de esta form, por 
( 6 . 1 1 ,  ( 6 . 2 )  y (9.1) obtenemos la siguiente cadena de igualda- 
des e inclusiones A U B C K(A) U K ( B )  c S ( K ( A ) ,  K ( B l 1 - C  K(K(A) 
U K(B)) C K ( K ( A  u B)) = K(A U B); en consecuencia, A U B C M C 
C K(A u B) y como M es convexo, obtenemos por (6.14) que 
Como corolario de ( 9 , 3 ) ,  obtenemos la siguiente generaliza- 
ci6n de (Ax 4): 
Demostraci6n. Es consecuencia de (Ax 3 1 ,  ( 9.3 1 y de la defini- 
ci6n de S . 
Dados A, , . . . , An C X , definimos SCA, , . . . ,An 1 = U { K ( a ,  , . . . , 
an)  / a,€ A, para 1 i G n}. Observernos que, por  (Ax 3 1 ,  S ( A , )  = 
= Al.  Ademds S(A, ,... ,Aj , A 1 = A ,  A , A 1; en e- 
fecto, si x E S ( A ,  ,..., Aj , Ai,,), existen a,€ A, ,..., aj E Ai , 
a l + l  E Aj + , tales que x E K(a, , . . . , a a + ; per0 por (Ax 4 1 , 
existe a E K(a, ,..., a 1 t a l  que x E K(a, a j a l ) ;  como a E fl i 
a a 1 a E S(A,  ,. . . ,Aj  1; as5 x E S(S(A,  ,... ,Aj ) ,Aj+,) ;  la 
o t r a  i n c l u s i d n  se prueba en forma anhloga. 
Por la d e f i n i c i 6 n  de S(A, ,. . . ,Am 1 resulta inmediata la si- 
g u i e n t e  generalizacibn de la proposici6n (9.1). 
(9.5) Sean A, , - . . ,A, c X , entonces i.- A , =  ... = An= A * 
* S ( A  ,,..., A n )  = U { K ( ~  4 )  / a, E A p a r a  1 4  i g n j  
ii . - i . , ; , n permutacih de (I,. . . ,n) * S(Al , , . . ,An 1 -= 
= S(Ai ,..., Aj 1 C K(AI U ... U A n ) .  iii.- A, C B I , . . . ,  An C 
n 
B ~ * S ~ A  ,,..., A n C S ( B  I , . . . ,  B,,) . iv.- A,# o , ..., A ~ Z  @ * 
4 A, U ... U A C A A . v.- exis te  i t a l  que At 7 4 * 
n 
S(A, , . . . , A n  1 = 4 . vim- existe i t a l  que A = X y para todo 
i 
j A i # # * S ( A  ,,..., A m ) = X  . 
La siguiente proposicidn es una generalizaci6n de ( 9 . 3 ) .  
( 9 . 6 )  Si A, , . . . ,An son subconjuntos no vacios de X , entonces 
K(A,U ... U A n l  = S ( K ( A I ) , . . . ,  K ( A m ) )  
~emostraci6n. Se hace por  induccidn sobre n . P a r a  n = 1 la pro- 
posici6n resulta t r i v i a l .  Supongarnos que vale ( 9 . 6 )  para n = j.1 
Tomemos A , , . . , Al , Al + , subconjuntos no vaclos de X ; luego 
por hipbtesis  i n d u c t i v a  KCA, U ... U Ai = S(K(A, 1, ..., K(Aj 1 ) ;  
as5  K(A, U ... U A t U  A = A U ;.. U Aj u Aj+l) = 
= S(X(A,  U ... U A j  1 ,  K ( A j + I ) )  = K g  K(Aj ) I ,  K ( A j + l ) ) =  
= S ( K ( A I  1 ,..., K(Al 1,  K(Aj ) )  . + t 
La proposicidn (9.6) tambign puede enunciarse de la siguien- 
te forma: Si A , ,  ..., An son subconjuntos no vaczos de  X , en- 
tonces K(A, u ... U A n )  = a , a / a,€ K(Ai ) para 
1 < i < n 1. Como generalizacidn d$ dicha proposici6n obtene- 
mas : 
(9.7) Sea 4 familia de subconjuntos de X y A = u &- . D e f i n i -  
mos Lna familia ppor F E sii existe { A  ,,..., A m }  sub- 
familia finita de 5& t a l  que F c K ( A , )  U ... U K(An) y card 
(K(A 1 R F) 6 1 para 1 6 j 4 n . Entonces K(A) = ~ I K ( F )  / F f 
& I .  I .  
Demostracibn. Aplicando ( 6 . 2 )  y ( A  1 obtenemos que U € K ( F )  / 
F E CP' 1 c K ( A )  . Para probar la otra inclusidn tomemos 
+ x f K I A ) ;  por (Ax 2) existe G finito y G C A t a l  que x K ( G ) ;  
as% existe {A, , . . . ,An 1 subfamilia f i n i t a  de 96 t a l  que x E 
K ( q  U ... U An 1. Dicha subfani l ia  puede tomarse minimal, o 
sea, de t a l  forma que si j E [I ,..., n 1 , x  K ( U  f q /  1 < i 4 n, 
i # j) 1 . For (9.6) existen a,€ K ( A , ) ,  ..., 4 E K(An 1 tales 
que x 6 K(a, ,. .., am 1. Sea F,= €a, ,.. . , an 1; por la m i n i m a l i -  
dad de {A, ,... , A n ) ,  para todo j f€ l  ,... , n 3 ,  K ( 4  1 n F, = 
= ( a l l .  As5 FOE C3/ y , en consecuencia, x E U { K ( F )  / F E  
E 5: 3 .  
Como corolarios inmediatos de (9.71, obtenemos las dos pro- 
posiciones siguientes: 
I i 
( 9 .8 )  Sean I% / i E I} una familia de subconjuntos de X , A = 
= ~ ( 4  / i E I ) ~  7i = U{K(A* I / i E 11. Si { K ( A ~  I i E 11 ed 
una familia de subconjuntos disjuntos dos a dos, entonces K(A)  = 
= U { K ( F )  / F f i n i t o ,  F C "A ccad(K(Ai ) n F) 4 1 para i E 11 
19.9) Sea {Ai / i E I) una familia de subconjuntos no vaclos de 
X , entonces K(U {Ai / i E I}) = U{K({ai / i E 1)) / a* E K(Ai pa- 
ra i f  I), 
CAPITULO 111 
SISTEMA AXIOMATI'CO PARA OPERADOXES' DE BAINDAS 
En el parggrafo 1 d e l  capitulo If, dado el conjunto X 
con card X 3 2 , consideramos una funci6n K de PCX) en PCX) 
que cumplfa ( A x  1) a (Ax 5) y que llamamos operador de cbpsu- 
la convexa. S i n  u t i l i z a r  (Ax 51, dicha funci6n pepmiti6 defi- 
nir l a s  bandas determinadas por pares de puntos de X y 6stas 
caracterizar la cgpsula convexa de cualquier A C X segGn se 
vio  en (7.241. Es mss, en el par6grafo 8 del c a p i t u l o  If, me- 
, d i a n t e  un operador K que satisfacia (Ax  11,*(6.2) i, (Ax 3 )  y 
(7.181, definimos, utilizando sus bandas* un operador K, que 
curnplfa (Ax 1) a (Ax 4 ) .  Ahora, partiremos de un operador 3 
que cumplird cuatro axiomas y a p a r t i r  de 61 construiremos un 
operador K que cumplird (Ax 1) a (Ax 51, o sea, partiendo de 
ias bandas llegaremos a un operador de cspsula convexa. Nate- 
mos que para deducir que K cumple (Ax 1) a (Ax 4) no vamos a 
utilizar el axioma 4 de bandas, Este Gltirno axioma resulta e- 
. quivalcnte a (Ax 5) el que se usard en el ~rBxirna capLtulo pa- 
ra deducir el teorema de separaci6n. 
1.- Axiomas de bandas. 
Sean X unn conjunto  tal que card X 2 y B una funcidn 
de X x k en P(X1 que satisface 10s siquientek axiomas: 
(P 1) I a , b J  c B(a ,b)  
'I 
(P 2 )  Bla,a) C Ial 
(F 3 )  Si al E B(a,p),b, E B(b,p)  y x, E Ma, ,b, 1, entonces exis- ' i 
te x E B(a,b) tal que X ,  E ~(x,p). 
(p 4) a E ~(b,p) y c IS ~ ( d , p )  =, n B(b,c) f . 
La funci6n 3 se llama& 'operador de banda en X. Dado 
Ca,blC X , diremos que B(a,b)  es la banda determinada por  a ,b .  
Observernos que 10s axiomas que cumple B son ciertas pro- 
piedades de las bandas K(a,b) d e l  sistema axiomgtico para ope- 
radores de cspsu la  convexa d e l  cap i tu lo  11. En efecto, (P 1) y 
(P 2 )  son consecuencias de (6.l)i y (Ax 31 respectivamente; 
mientras que (P 3 )  es 17.18) y (P 4 )  es (Ax 5 ) .  De esta  Eorma 
cualquier modelo d e l  sistema axiomdtico para operadores de csp- 
, sula convexa nos da un modelo d e l  sistema axiomgtico para ope- 
radores de bandas; as5 e s t e  G l t i m o  sistema es consistente y no 
En este parggrafo veremos que cualquiera de 1 0 s  axiomas 
IP 1) a (P 4) es independiente de 10s restantes. Para esto,  pro- 
cedepernos en forma ansloga a la del parsgrafo 5 del capz tu lo  IT. 
Asi, para cada uno de 10s axiomas IP  1) a (P  41, encontraremos 
un conjunto X t a l  que c a ~ d  X 3 2 y una funci6n 3 : X x X  + P(x) 
que no verifique dicho axioma pero cumpla todos los restantes. 
(2.1) Independencia de (P 1). Tomemos cualquier conjunta X t a l  
que c a ~ d  X 3 2 y definamos para todo (a,b) E X x X ,  B(a,b) = # .  
Resulta evidente que B no ver i f ica  ( P  1) pero cumple 10s otros 
tres axiomas. Tambign podemos probar la independencia de (P 1) 
tomando cualquier conjunto  X tal que card X 3 2 y definiendo pa- 
ra todo (a,b) € X xX, B ( a , b )  = Ia) . Si tomarnos b # a resulta 
que {a,b} $ B(a,b) ; evidentemente 3 cumple (P 2). Para ver que 
cumple ( P  3 )  tomemos a, E B(a,p), b, B(b ,p)  y x,  B(a, ,b, 1,  
as5 obtenemas que a, = a, b, = b y x, = a, , de donde x, = a; luego 
tomando x = a resulta que x E B(a,b) y x, E B(x,p). ~ n g l o g a -  
mente se procede para ver que 3 cumple (P 41, Otro ejemplo para 
probar la independencia de CP 1) se obtiene tomando como X el 
plano y para todo (a,b) E X x X ,  B(a,b) el sepento abierto d e  
extremos a, b, 
(2.2) Independencia de, (F 2). Consideremos cualquier conjunto 
X t a l  que c a r d  X 3 2 y definamos para todo (a,b) E X X X ,  B(a,b) 
= X, Evidentemente B no cumple (P 2 )  pero cumplc 10s otros tres 
axiomas. Las cdpsulas lineal y cdnica ya utilizadas en (5.31 
del cap i tu lo  I1 para probar la independencia de (Ax 3 )  tambign 
permiten probar la independencia de (P 21, En efecto, sea X un 
espacis vectorial (de dimensidn 1) sobre un cuerpo E ; y defi- 
namos para todo (a,b) € X x X  B(a,b)  = L(a , , b )  = {a a + B  b / a , %  
E E 1 ;  asi {a,b} C B(a,b); si tomamos a # 0 r e s u l t a  que B(a,a) 
{a); evidentemente se cmple *(P 4) pues 0 f L(a,b) cuales- 
quiera sean a,b  E X; procediendo en foma rutinaria tambisn se 
ve que B cumple ( P  3 ) .  En el caso de la cdpsula cdnica se proce- 
'de en foma andloga a1 de la cgpsula l inea l ;  as? tumamos como X 
in espacio vectorial (de dimensibn 3 1) sobre un cuerpo ordenado 
E y definimos B(a,b3 = cono (a,b) = Iu a + B  b / a,B E y a,B 
0 1 .  
(2.3) Independencia d'e (P 3).  El f i l t i m o  ejemplo dado en (5.41 
del capf tu lo  I1 para probar la independencia de (Ax 41, tambiin 
permite probar la independencia de (P 3 ) .  En efecto, sea X = 
= conv ( g , h , i )  - ( g , h ) ,  donde g ,h , i  son tres puntos no alinea- 
dos d e l  plano, 'conv la cspsula convexa usual y ( g , h )  el segmen- 
to abierto de extremos g,h; definimos para todo (a,b) E X x X  , ' 
3(a,b) = X n conv ( a , b ) .  Resulta inmediato que B cumple (P 1) y '  
(P 2); adem&, segdn vimos en (5.4) d e l  c a p i t u l o  11, 0 tambign 
cumple ( P  4). P a r a  v e r  que B no cumple (P 3 )  tomamas a = g, b = h  
y p = i ; de e s t a  forma si a,€ B(a,p) - ca ,p l ,  b , E  B(b ,p)  - {b ,p l  
y x , E  B(a, , b , )  - fa, , b , )  entonces, como B(a,b) = Ia ,b)  , resul- 
ta que no exis te  x E B(a,b) t a l  que x,E B(x,p). 
(2.4) Independencia de (P 4 ) .  Como CP 11, ( P  2) y (P 3 )  se de- 
ducen d e  (Ax 3 )  a {Ax 41, el ejemplo dado en ( 5 . 5 )  del capitu- 
lo I1 para probar la indepefidencia de (Ax 5) tambign prueba la 
independencia de ( P  4). 
3. - Algunas propiedad'es' 'de' Tas' bafidas. 
Mediante (P 11, (P 2) y (P 3 )  podemos deducir las siguien- I 
tes propiedades de  B. 
Demostraci6n: Es cansecuencia de (P 1) y (P 2 ) .  
1 
( 3 . 2 )  c ,d  f B(a,b) * B(c,d) C B(a,b). 
r f  
. Demostraci6n: Sean c , d  E B(a,b) y x, E B(c,d); por (P 3 )  exis- 
.te x E B(a,a) t a l  que x,E B ( x , b ) .  Pero, por (P 21, x = a; as5 
~emostracibn: Por ( P  I), {a,b) C B I b , a ) ;  a d ,  por  (3.21, 
B(a,bl C B ( b , a ) .  La atra inclusi6n se prueba en forma angloga. 
Consideremos las proposiciones: 
(P 1') a E B.(a,b) 
( P  1") B(a,b) = B(b,a) 
tle esta forma obtenemos: 
( 3 . 4 )  Sean X un conjunto tal que card X 3 2 y B : X x X  + P(X) 
una funcihn que satisface (P 2)  y (P 3) entonces 
B cumple (P 1) ++ B cumple CP 1' 1 y CP 1") 
4. - Defin ic ien  d e l  operador de cdpsula convexa a partir de B. 
En forma andloga a 10 hecha en el. pardgrafo 7 del capitu- 
10 11, dado A c X definimos C(A)  = U {B(a ,b )  / a,b A1 y 
C" (A) inductivarnente por i.- C' ( A )  = A; i -  A = c(C( ( A ) ) .  
Finalmente definimos K ( A )  = U I C " ( A I  / n 3 0 1 . Siguiendo la 
rnisma notaci6n d e l  capitulo an te r io r ,  C (  fa, , . . . ,an] 1 se escri- 
n 
bira C(a, ,..., a n ); en form analoga procederemos con 1 0 s  C y 
K . Mediante 10s axiomas (P I), CP 2 )  y (P 31,  vamos a deducir 
que K cumple (Ax 1) a ( A x  4). Para esto probaremos primero: 
( 4 . 9 )  Si A,B son subconjuntos de X y n O , entonces: 
i.- A C cn(A3 C c " + ' ( A )  C K(A) ' 
ii.- c'(A) = C~*'(A)-C'{A)  KCA) 
iii.- A C B * c ~ ( A )  C c ~ ( B )  
~emostraci6n. i.- Sea a E A,  por (P 1) a B(a,a); as5 a E C ( A ) ;  
luego A C C ( A ) .  Por inducci6n sobre n vemos que A C cn ( A )  . Co- 
mo c a + ' ( ~ )  = c (cn ( A )  ) resulta que C' ( A )  C c'*'(A) . Obviamente 
cn''(~) C K ( A ) .  ii.- Si C' (A) = c"*'(A),  entonces para todo ma n 
C' ( A )  = C' (A )  ; as5 cn (A) = K(A) .  La otra implicaci6n se deduce 
de i. iii.- Sea A C B, s i ' x  E C ( A )  entonces existen a,b E A ta- 
les que x E B(a,b); pero como a,b E B, x E C(B). Por i nducc i6n  
sobre n vemqs que C" (A )  C cn (B) . 
~ ~ r n ~ ~ t ~ a c i b n .  Sean a,b E X ; por definici6n ~la,b) = ~(a,b! U 
B(b,a) U B(a,a) u Blb,b) ; as?, por (P 11, (3.1) y ( 3 . 31 ,  
C(a,b) = B ( a , b ) .  Pero, por (P 1) y ( 3 . 2 1 ,  c2'(a,b) = B(a,b)-Lued 
g o ,  por (4.1) ii K(a,b)  = C(a,b) = B(a,b). 
(4.3) Sea A C X , entonces son equivalentes: 
1. - A = K I A ) ,  ii.- A = -C(A), iii.- €a,b) c A*K(a,b) C A 
~emostracibn. i e i i .  Es (4.1) ii para n = 0, ii-iii. Es con- 
secuencia de ( 4 . l ) i ,  (4.2) y de la def in ic i6n  de C . 
Observemos que, por (4.21, C(A) = U IK(a,b) / a,b  E A). 
De esta forma, si probarnos que K satisface (Ax 11, 16.2)i, 
(Ax 3 )  y (7.18) d e l  capltulo TI, entonces K es el aperador K, 
d e f i n i d o  en el parsgrafo 8 de dicho cap i tu lo  a partir de las 
bandas K(a,b) .  En consecuencia, (8 .9 )  del capi tu la  I1 nos ase- 
gura que K cumple ( A x  1) a (Ax 4). Las cuatro proposiciones si- 
guientes afirman que K cumple (Ax 11, ( 6 . 2 ) i ,  (Ax 3 )  y (7.18) 
del cap i tu lo  11, respectivamente: 
Demostraci6n. Sean a , b  E K(A) ,  luego existen i , j  tales  que 
a E C' (A)  y b E C' ( A ) .  En consecuencia, por ( 4 . l ) i  y (4.21, 
K(a,b) c cm+ '(A) c K(A) .  A&, ( 4 . 3 1 ,  K(A)  = K(K(AII. 
.Demostraci6n. Es consecuencia de I4,l)iii. 
~emostraci6n. Se ob t i ene  de ( 3 , l )  y (4.2) . 
(4.7) Si a l E  K(a,p), b,E K(b,p) y xiE K(a, ,b, ) entonc@s exis-  
te x E K(a,b)  tal que x, K(x,p).  
Demostraci6n. Es consecuencia de (P 3 )  y (4.2) . 
De esta forma queda probado que si B cumple (P 1) a (P 3 )  - 1 
entonces K cumple (Ax 1) a (Ax 4 ) .  Esta demostracidn resul t6  
bastante breve porque hemos u t i l i z a d o  la proposicidn (8.9) del 
capz tu lo  11. En 10s trabajos [ 91 y I301 d e l  autor d e  e s t a  te- I 
I 
sis se prueba directamente, o sea, s i n  utilizar ( 8 . 9 )  d e l  capz- I 
tulo 11, que si B cumple (P 1) a (P 3 )  entonces K cumple ( A x  1) 
a (Ax 4). Observemos que por (4.21, si B cumple (P 1) a (P 4 )  
entonces K cumgle ( A x  1) a (Ax 5). 
5.- Equivalencia entre 10s sistemas axiomdticos para operado- 
res de cgps'ula convexa' y' de bandas. 
La equivalencia  entre 10s das sistemas axiombticos queda 
expresada en la siguiente proposici6n: 
(5.1) Sean X un canjunto t a l  que card X 2 , K una funci6n de 
PIX) en P ( X ) ,  y B una funcidn de X x X  en P(X).  Entonces: 
i.- Si K curnple (Ax 2 )  a (Ax 41, entonces las  bandas K(a,b) 
generadas por K cumplen (P '13 a (P  3 1 ,  y el operador K,' defini- 
do a partir de las bandas K(a,b) mediarite K, ( A )  = U {c' ( A )  / 
n 3 0 1 , es i g u a l  a K . 
ii.- S; B cumple (P 1) a (P 31, entonces el opepador K defini- 
do a partir de las bandas 8(a,b) rnediante K(A)  = U { c n ( A )  / 
n 3 0 1 ,  cumple (Ax 11 a (Ax 4) y para todo (a,b) E X x X , 
B(a,b)  = K(a,b) .  
iii .-Si K cumple (Ax 1) a '(AX 51, entonces las bandas K(a,b) 
generadas por K cumplen ( P 1) a ( P 4 1 , y el operador K, es i- 
g u a l a K .  . 
i v . -  Si B cumple I P  1) a (P Y ) ,  entonces el operador K d e f i n i -  
do a partir de las bandas B(a,bl cumple ( A x  1) a (Ax 5) y para 
todo (a,bj E X x X  , B(a,b) = K(a,b).  
b 
Demostracibn. i.- Y a  se v i o  en el parsgrafo 1 de este  capztulo 
que las bandas K(a,b) cumplen (P 1,) a (P 3 ) .  En (7.24) del ca- 
pztulo 11 vimos que K,= K . 
ii.- Se vio en el pardgrafo a n t e r i o r .  
iii.- Es consecuencia de. i. 
iv,- Es consecuencia de ii y de (4.2). 
Observernos que si en (5.1)i pedimos que K cumpla (Ax I), 
(Ax 3 )  y ( 6 . 2 ) i  y (7.18) del capi tulo 11, entonces las bandas 
K(a,b) generadas por K tambign cumplen (P 1) a ( P  3 1 ,  y el o- 
perador K, d e f i n i d o  a p a r t i r  de las bandas K(a,b) mediante 
K,(A)  = U {cn (A )  / n a 0 I , cumple (Ax 1) a (Ax 4 )  ( y  as: t a m -  
bign (6.2)i y (7.18) del capftulo 11) pero no podemos afirmar 
que KI = K ; simplemente podemos decir que para todo A C X , 
K, (A)  C K(A) .  Esto se probd en el paragrafo 8 del capi tulo I1 ; 
seg6n vimos en ( 8 . 9 )  de dicho capitulo, K,= K sii K cumple 
(Ax 1) a (Ax 4). 
6.- Relaci6n d e l  sistema axiomgtico de bandas con el sistema 
de Voiculescu. 
En el p a r d p a f o  3 del capitylo 1 ya vimos 10s axiomas del 
sistema axiom~tica de Voiculescu 113 I . Resulta inmediato que 
10s axiomas (P 1) a (P 4) para operadores de bandas son teore- 
mas de la t eo r fa  a x i o d t i c a  de Voiculescu. En efecto, CP 1) 
se deduce de A. 1 y A. 3; (P 2) t r i v i a h e n t e  de A. 2; ( P  3 )  
se obtiene aplicando A. 8; y (P 4)  es consecuencia de P. 5 (11). 
Por otra parte,  resulta inmediato que 10s axiomas A. 1, A. 2, 
A. 3 y A .  8 de Voiculescu son teoremas del sistema axiodtico 
para operadores de bandas. En efecto, A. 1 es ( 3 . 3 1 ,  A. 2 e s  
(3.11, A. 3 se deduce de CP 11, y A. 8 es consecuencia de (9.4) 
del cap i tu lo  11. El modelo d e l  s5stema ax iodt i co  para operada- 
res de bandas dado en ( 3 . 4 )  d e l  cap5tulo I1 nos permite afir- 1 
mar que A. 6 no se deduce de (P 1) a (P 4) ;  en efecto, si x , ,  
x, ,x, son 10s vlrtices de un t r i g n g u l o  equil ltero que t i ene  a ' 
pop baricentro y x,E (x, , s )  , resulta que B(x, ,x, n B(x, ,x, 1 ' 
t i ene  i n f i n i t o s  elementos pero, sin embargo, no existen k , l  
x IC B(x,,x, 1. El modelo dado en ( 3 . 3 1  del tales que {x, ,x, ,x, ,, 
capltulo 11 nos asegura que A .  7 no se deduce de (P 1) a (P 4). 
CAPITULO IV 
SEMIESPACIOS Y PPUNTOS' =EMALES 
t 
En el cap i tu lo  11, ut i l i zando  Gnicamente (Ax 11 a (Ax 4 )  
obtuvimos diversos resultados de la teoria de la convexidad. 
Tambign, en el c a p i t u l o  111, para probar la equivalencia en- 
tre el sistema axiomstico para operadores dc cspsula convexa 
y el de bandas, no hemos u t i l i z a d o  ( A x  5) ni su equivalente pa- 
ra bandas (P 4). 
En este capitulo vamos a pedir  que K cumpla (Ax 1) a (Ax  
5) .'De esta forma vamos a poder probar el teorema de separa- 
ci6n .de Kakutani (ver capztulo I, parggrafo 2) y desarrollar u- 
na teorfa de semiepsacios, semiespacios con vgrtice y puntos 
extremales andloga a la de 10s espacios vectoriales sobre cuer- 
pos ordenados. 
De acuerdo con lo probado en ( 5 . 5 )  del capitulo 11, (Ax  5) 
es independiente de (Ax 1) a (Ax 4); es d s ,  veremos que es e- 
quivalente a1 teorema de separacidn de Kakutani, 
1.- El teorema de separ'a'cibn de Kakutani y su equivalencia con 
El contenido d e l  presente parsgrafo estg basado en el t ra -  
bajo de E l l i s  1 7  I . En (1.1) prabaremos un lema que u t i l i z a r e -  
mos a1 demostrar, en (1.21, el teorema de separaci6n de Kakuta- 
ni. Finalmente en (1.3) veremos que (Ax 51, (1.1) y (1.2) son 
equivalentes.  
(1.1) Si C , D  son subconjuntos convexos de X disjuntos y p E X ,  
entonces K ( C  U Cpl) fl D = # o C 0 K ( D  U I p ) )  @ . 
~~mostraci6n: Sean C,D subconjuntos convexos de X y p E X. Su- 
pongamos que K ( C  U I p l )  n D # @ y C n K ( D  U Ip}) f 4 ; @ntonc@s 
existen a f C n K ( D  U Ip} )  y c E K(C U f p ) )  fl D . As$, pop 
(9.4) del c a p f t u l o  11, existen b D y d E C tales que a E 
K(b,p) y c K(d,p).  Luego, por (Ax 51, K(a,d) n ~ { b , c )  # $ .  
Pero como C y D son convexos, Kla,d) n K(b,c3 C C n D; ass 
C n D # @  . 
(1.2) Si A,B son subconjuntos convexos d e  X disjuntos, enton- 
ces existen C,D convexos complementarios tales que A C C y 
B C D .  
Demostraci6n.Sea 6 = A B 1 / A B convexos de X, At n Bi = 
@ y A C A, , B C B, 1 ; evidentemente G # # pues, pop hip6- 
tes i s ,  (A,B) E G . Definamos en G el siguiente orden parcia1 
(A, ;B~ 1 4  (Aj ,Bi ) s i i  A , c  A, y B i C  Bi . Si L = ( (A ,  ,Bi 1 / i 
E 1 1 es una cadena no vacia en G , entonces I A , , B , )  = 
(U (A, / i E I} , U (B,/ i E 11 ) E G y es cota superior de 
la cadena L ; en efecto, por  (5.12)~ del cap$tulo 11, A, y B, 
son convexos; ademhs, A , n  B # ya que en caso c o n t r a r i o  
ex i s t i r ia  i E I t a l  que A , n  B, # O . A s i ,  aplicando el l e m a  de 
Zorn existe ( C , D )  elemento maximal de G . Para ver que C U D  = 
* X tomamos p E X , por (1.11, ( K ( C  u { P I )  ,a) G o ( C , K ( D  uip)) 
G ; supongamos, por ejemplo, que ( K ( C  U Epl) ,  D) E G , as? 
la maximalidad de (C,D)  resulta que C = K ( C  U Ipl) y ,  por 
(6.1)i d e l  capitulo 11, p E C ; si suponemos que ( C , K ( D  u Ip ) )  
E G llegaremos a que p E D . As5 C u D X . De e s t a  f o r m a  
como (C,D)  E G , obtenemos que C ,  D son convexos complementa- 
r i o s  tales que A C c y 3 C D . 
(1.3) Si K cumple (Ax 1) a (Ax 41, entonces (Ax 51,  (1.3) y 
(1,2) son  equivalentes . 
~emostraci6n: De las demostraciones de (1,l) y (1,2) deduci- 
nos que (Ax 5 )  =+ (1.1) y que (1.1) * (1,2), respectivamente . 
Resta ver que (1.2) * (Ax 5 ) ;  para e s t o  consideremos a E 
K ( b , p ) y  c E K ( d , p ) ,  y supongamos que Kla,dl n K(b,c) = 4 4 
Como Kta,d) y K(b,c) son convexos, resulta por (1.2) que exis- 
ten C , D  convexos complernentarios tales que K(a,d) C C y K(b,c)  
C D . Pero entances p € C o p E D ; supongarnos que p E C ,  en- 
tonces K(d,p) C C y ass c € C ; luego c € C n D lo cual csts  
en contradicci6n con que C n D 4 ; si suponemos que p E D , 
llegamos a la misma contradicci6n. 
2.- Semiespacios. 
P o r  anaXogJa con la teor5a de la convexidad en espacios 
vectoriales sobre cuerpos ordenados, diremos que S es semies- 
pacio si S y X - S son convexos no vacfos de X . De esta  for-  
ma resulta ev idente  la siguiente* praposici6n : 
12.1)i.- S es semiespacio s i i  X - S es semiespacio, ii.- Si 
. A c X y S es semiespacio entonces A C S s i i  K(A1 C S . 
Dados A,B c X, dirernos que 10s semiespacios complements- 
rios S,, S p  separan A , B  si A C SI y B C S, o si A C S, y 
B c SI. Ademgs diremos que A y B e s t h  separados si existe  un 
par de semiespacios complementarios S,, S, que separan A,B . 
A s i ,  de (1.2) obtenemos: 
( 2 . 2 )  S i  A,B son subconjuntos convexos no vacios de X disjun- 
tos , entonces existen S, , SI semiespacios complernentarios 
que separan A,'B (a sea, A y B estgn separados). 
Como card X 3 2 y 10s subconjuntos unitarios son convexosb 
(2,2) nos asegura la existencia de semiespacios y la siguiente 
proposici6n: 
(2.3) S i  A C X y x f X - K(A)  , entonces existe S semiespacio 
t a l q u e  K(A)  C S y x S . 
Demostraci6n. Si A # $ , aplicamos (2.2) a 10s conjuntos K(A)  
y K(x3 = { X I  . Si A = 9, como card X 3 2 , existe y X t a l  
que y # x ; luego aplicamos (2.2) a K(y) fy) y a K ( x )  = { X I .  
En la proposici8n (6.13) d e l  capstulo IT, vimos que la 
czpsula convexa de m conjunto es igual a la intersecciBn de 
los convexos que inc luyen a dicho conjunto. Ahora veremos que 
en lugar  de tomar 10s convexos alcanza con tomar 10s semiespa- 
cios. 
(2.43 A c X * K(A) = n IS / S semiespacio y A C S )  . 
~emostraci6n. Sea d(A> = { S  / S semiespacio y A C S )  , S i  K I A )  
= X , entances d l ~ )  = d y en consecuencia X = n &(A) . Supon- 
garnos que K ( A )  # X , evidentemente KCA) C n d l ~ )  ; ademds si 
x B ' K ( A )  , por ( 2 . 3 )  existe S &(A) t a l  que x S ; luego 
p F n W I A )  . 
La praposicidn (6.12) d e l  capctulo TI ,nos permite probar 
la siguiente proposicibn: 
(2.5) Sea Q! = ISi I j E J) una familia de semiespacios de X 
que cumple alguna de Zas siguientes condiciones: 
a) para todo j,, j,E J exis te  j,E J tal que St U Sj c Sj ; 
1 a 3 bl @f es cerrada para uniones f i n i t a s ;  
C S . '  d es una cadena. 
Si ex i s t e  un subconjunto no vacio A de X t a l  que para ta- 
do j E J , A n S, = B y si S = uw , entonces S es un semies- 
pacio  t a l  que A S = $ . 
~emost~aci6n. - POP (6.22) del capitulo TI, 5 es convexo. Obvia- 
mente S f 4 y A fl S = 4 . Por  o t r a  parte, X - S es convexo 
pues X - S = n IX - S, / j E Jl , o sea, X - S es una i n t e r -  
secci6n de convexos. Adem& X - S # @ pues A C X - S . Ass S 
' Como corolario de ( 2 . 5 ) - y  ( 2 . l ) i  obtenemos: 
( 2 . 6 )  Sea d {Sj / j E J l  una familia de semiespacios de X 
que cumple alguna de las siguientes condiciones: 
a) para  todo j, , j, E J existe j, E J t a l  que S C Si n Si ; 
j3 1 bl d es cerrada para intersecciones f i n i t a s ;  2 
C )  d e s  una cadena . 
Si existe 'un subconjunto no vacio  A de X t a l  que para 
todo j E J , A c S i y  si S = , entonces S es un semiespa- 
c i o  tal que A C S . 
E n t r e  10s serniespacios que incluyen a un subconjunto A 
de X , donde @ # K(A)  # X , resulta interesante consider~lr 
aquellos que son minimales, o sea,  10s semiespacios S ta les  
que A C S y si S, es semiespacio y A C S I C  S entonces S , =  S . ' 
En nuestro sistema axiomgtico, estos semiespacios desempefian 
un papel  anblogo'al de 10s semiespacios que incluyen a A de- 
. terminados por hiperplanos de apoyo de dicho subconjunto en 
-la tearia de la convexidad usual en un espacio vec to r i a l  X 
sobre un cuerpo ordenado complete. 
(2.71 Si A es subconjunto no vaeio de X y SI  es semiespacio 
que inc luye  a A , entonces existe S C S, t a l  que S es semies- 
pacio minimal que incluye a A . 
~ e m o s t ~ a c i ~ i .  Definamos OI CAI oomo en ( 2 . 4 ) ;  y sea d ( A , s ~  = 
( S ,  / S, E d ( A )  y S, C S, 1 ; evidentemente d (A ,s, 1 # 4 pues 
S, E d ( ~ , s , ) . ' S i  d e s  una cadena no vaoia d e d ( ~ , ~ , ) ,  y S o =  
nd , entonces, por (2.6)c, tenernos que s , E ~ ( A , s , )  y , en con- 
secuencia, d tiene cota i n f e r i o r  en d f A ,s, ). A s i ,  por el 
principio minimal, exisfe S elemento minimal de @CA,S,  1. Re- 
su l ta  inmediato que S es elemento minimal de d ( ~ )  y en conse- 
cuencia S cumple l a  t e s i s .  
Como corolar io  de (2.4) y ( 2 . 7 )  obtenemos la siguiente 
proposici6n: 
( 2 . 8 )  $ # A C X * K(A) =n Q S  / S es semiespacio minimal que 
inc luye  a A I . 
( 2 . 9 )  Ejemplo. Sea X un eonjunto convexo acotado con"inter ior  
no vacio d e l  plano y para todo A C X , definamos KCA) = conv(A) 
Por I3.1) d e l  c a p i t u l o  11, 
K cumple (Ax 1) a (Ax 5). Con- 
sideremos el circulo cerrado 
A y el semiespacio S, que con- 
t i e n e  a A (ver fig. 1).  AS^ 
S y So son semiespacios mini- 
males que incluyen a A y es- 
tan inc lu idos  en S,. En e s t e  
caso hay i n f i n i t o s  semiespa- 
cios minimales que incluyen 
a A y que estsn incluidos 
en S,. Fig. 1 
3 . -  Semiespacios con vgr t i ce .  
La noci6n de semiespacio con vgrtice en espacios vectoria-  
les fue introducida por P. C .  Hammer [ 8 1 . SegGn Hammer, S es 
un semiespacio de v g r t i c e  p si S es un cono convexo maximal 
de v g r t i c e  p que no contiene a1 punto p . Como corolario d e l o s  
teoremas 1 y 2 .de 1 8  1 , se deduce que S es un semiespacio de 
vgrtice p s i i  S es un subconjunto convexo maximal que no contie- 
ne a 1  punto p. De esta forma, en nuestro sistema axiorn&tico, da- 
do p E X , diremos que Sp es un semiespacio de vsrtice p si Sp 
es  ,subconjunto convexo maximal i n c l u i d o  en X - Cp) . L o s  se- 
miespacios con v g r t i c e  son tarnbign semiespacios segGn puede ver-  
se en la siguiente proposicibn: 
(3.1) Si p E X y Sp C X , 10s siguientes enunciados son equiva- 
lentes: i.- S e s  semiespacio de vsrtice p . ii.- Sp es semies- 
P 
pacio maximal i n c l u i d o  en X - I p l  . iii.- X - Sp es semiespa- 
cia m i n i m a l  que incluye a {pl  . iv.- S es un subconjunto 
P 
convexo i n c l u i d o  en X - {p) tal que para todo x E X - Sp ex is -  
t e  y E S, de forma que p EK(x ,y )  . 
Demostraci6n. i + ii. La maximalidad de Sp nos aseeura que 
S # 4 . Por ( 2 . 2 1  existen S,, S, semiespacios complementarios 
P 
que separan S p ,  { p l  . Supongarnos que Sp C S l  ; POP la maximali- 
dad de Sp, Sp = S1 y en consecuencia Sp es semiespacio. R e s u l t a  
inmediato que Sp es maximal entre 10s semiespacios ' incluidos 
en X - i p l  . 
ii "iii. Resulta inmediata par (2.1)i . 
iii b *  i v  . Tr iv i a lmen te  obtenemos que Sp es subconjunto con- 
vexo i n c l u i d o  en X - (pl . Sea x € X - S p ;  de suponer que 
p E K(S U €XI), por (2.21, existen S , ,  S, semiespacios com- 
P 
plementarios tales que K(S, U { X I )  C S, y { p }  C S2 ; as5 S2 es 
un semiespacio tal que {p} C S,  5 X - S lo cual contradice 
I! 
iii. De esta forma p E K(Sp {XI) y ,  por  ( 9 . 4 )  de l  capitulo  
I1 , existe y E Sp t a l  que p E K(x,y). 
iv ;+ i . Si x E X - Sp existe y E Sp t a l  que p E K ( x , y ) ;  en 
consecuencia p E K(S U 1x31, luego Sp es subconjunto convex0 
P 
maximal inc lu ido  en X - { P I ,  o sea, Sp es semiespacio de v8r- 
tice p . 
(3 .2 )  Si A C X y p E X - K ( A ) ,  entonces existe Sp semiespacio 
de v 6 r t i c e  p t a l  que K ( A )  C Sp . 
DernostraciBn. Sea ~ ( A , X  - { p l )  = {  C / C convex0 y A C C C X -  
I ;  evidentemente C & ( A , X  - I p ) )  # $ pues K(A1 E L&(A,x  - € p l ) .  
Si L& e s  una cadena no vaoia de L&(A,s - (p}), y C,: ~4 , 
entonces, por (6.12)~ del capf tulo  11, C, E 't: (A,X - { p ) )  y ,  
en cohsecuencia, 4 tiene cota superior en L& (AI X - { p l )  . 
Asi, por el lema de Zorn, existe Sp elemento maximal de & ( A ,  
X - ( p )  ). Inmediatamerite vemos que Sp es semiespacio de v8r- 
tice p t a l  que K(A)' C Sp . Observernos que utilizamos Gnicamen- 
te (Ax 11 a (Ax 3 1 ,  
Tarnbign padrfamos demostrar (3.2) de la siguiente forma: 
Como K(A1 y Cpl son convexos disjuntos, por (2.2) e x i s -  
ten S, , S, semiespacios complementaries t a l e s  que K ( A )  C S1 y 
f p l  C S, . Pero, por (2.71, ex i s t e  S C S, tal que S es semies- 
pacio minimal que incluye a { p l  . Sea Sp = X - S ; POP (3.1) 
S es  semiespacio de v6rtice p y, evidentemente, K ( A )  C Sp ya 
P 
' gue K(A) c S, . 
( 3 . 31  Para todo p E X , existe Sp semiespacio de vErtice p . 
~emostraci6n. Dado p E X , como card X 2 tomarnos q # p y q E 
X . POP (Ax 3 1 ,  K ( q )  = i q )  ; as5 por (3 .2)  existe Sp semiespa- 
cio de vsrtice p t a l  que Iql  C S p .  
( 3 . 4 )  A c X e K ( A )  = n IS / A c S y para algGn p E X  , S es se- 
rniespacio de v g r t i c e  p 1. 
~emostracibn. Sea d, ( A )  = {S / A c S y para algGn p E X , S es 
semiespacio de v g r t i c e  p 1. Si K ( A )  = X , entonces dv ( A )  = 4 
y X = n  d ' ( ~ )  . Supongarnos que K(A) # X , evidentemente K(A1 
C n (A)  ; por (3.2) si x K(A)  existe Sx semiespacio de 
Y 
virtice x t a l  que K(A)  C Sz. As5 S x E  d v  (A) y x @ S x ;  luego 
x B ndv (A). 
4.- Semiespacios que se apoyan sobre un conjunto. 
Ahara vamos a generalizar el concept0 de semiespacio con 
vgrtice.  Sea A un subconjunto canvexo de X tal que 4 f A # X , 
diremos que S, es un serniespacio que s e  apova sobre A si S, es 
un subconjunto convexa maximal incluido en X - A . Evidentemen- 
te si A = € p l  entonces S, es un semiespacio de v g r t i c e  p . Pro- 
posiciones andlogas a las probadas para semiespacios can  vgrti- 
ce tambign pueden probarse para semiespacios que se apoyan so- 
bre un conj unto. 
14.1) Si A es un subcanjunto convexo de X tal 4 # A # X y S, 
C~ X , 10s s iguientes  enunciados son equivalentes :  i.- S, es 
semiespacio que se apoya sobre A. ii.- SA es semiespacio rnaxi- 
ma1 i n c l u i d o  en X - A. iii.- X - S, es semiespacio m i n i m a l  que 
incluye A . i v . -  S, es un subconjunto convexo i n c l u i d o  en X - 
A tal que para todo x E X - S, existe y E S, de forma que 
Klx,y) n A # 9 . 
~emostracibn. Es andloga a la de (3.1). Veamos, por ejemplo, 
que 
iii * iv . Triv ia lmente  obtenemos que S, es subconjunto convexo 
inclUido en X - A . Sea x E X - S, ; de suponer que K(S, U (XI) 
n A = 4 , por ( 2 . 2  1 existen S, , S, semiespacios complementarios 
tales que K(SA U {XI) C S, y A C S, ; as$ S, e s  un semiespacio 
t a l  que A c S, $ X - S, lo cual contradice iii. Luego, por (9.4) 
del cap f tu lo  11, existe y E S, t a l  que K(x,y) n A # 9 . 
(4 .2)  Si A ,  B son subconjuntos convexos de X y B # @ , entonces 
existe S, semiespacio que se apoya sobre B t a l  que A c S,. 
Demostraci6n. R e s u l t a  an6loga a cualquiera de las dos demostra- 
c i o n k s  de (3.2). A s 5  siguiendo 10s pasos de la primera de el las  
y t e n i e n d o  en cuenta que A es convexo, podemos probar (4 .2 )  u- 
t i l i z a n d o  Gnicamente (Ax 2). 
I 
Las proposiciones (3.3) y (3.4) tambign pueden extenderse 
para semjespacios que se  apoyan sobre un conjunto convexo: 
" f 1 4 . 3 )  Para todo A subconjunto convexo de X t a l  que 4 # A # X , 
existe S, semiespacio que se  apoya sobre A . 
( 4 . 4 1  A C X * K ( A )  = n (S / A c S y para algGn B subconjunto 
convex0 de X , t a l  que # #  B # )( , S es semiespacio que se apoL 
m 
ya sobre B 3 .  
For (4.11 podemos afirmar: 
(4.5) Los semiespacios que se apoyan sobre un subconjunto con- 
v'exo A de X t a l  que 9 # A # X , son semiespacios. 
Pero tambign vale: 
(4.6) Si S es semiespacio, entonces S es el Gncio semiespacio 
que se apoya sobre X - S . 
~emostraci6n. Se deduce de las definiciones respectivas y sin 
utilizar 10s axioms.  
Ahora ampliaremos las equivalencias dadas en CS.3): 
(4.7) Si K cumple (Ax 1) a (Ax 41 entonces (Ax 51, (1.11, (1.23, 
(2.2) y (4.5)  son equivalentes. 
~ernost rac ibn.  Ya vimos en (1.3) que (Ax 5 )  * (1.1) y (1.1) * 
(1.2). Evidentemente (1.2) * (2.2). Como'para probar en (4.1) 
que i * i i  usamos Gnicamente ( 2 . 2 1 ,  resulta que (2.2) (4.5).  
Fina lmente  resta ver que (4.5)  * ( A x  5 ) .  Sean a E'K(b,p) y c 
E K(d,p);  si suponemas que K(a,d) n K(b,c) = $ , por (9 .21  
existe S, semiespacio que se apoya sobre ~(b,c) tal que K(a,d)  
1 
C S, . Pero, por (4.5) S, es semiespacio; luego tomando S, = 
X - S ,  , resulta que SI  , S2 son semiespacios complementaries 
que separan a K ( a , d ) ,  K(b,c). Si p E S, entonces K(d,p) C S, 
y as$ c' S1 lo cual  es una contradiccidn pues c E S, . De supo- 
ner que p E S2 tambign llegamos a una cont radicc ibn .  
En la demostracibn de (4 .71 utilizamos (Ax 4 )  Gnicamente 
para probar que (Ax 5) * (2.1). Ademss veremos que sin ut i l i zar  
(Ax 4) se puede probar que (4.5) * (1.1). De esta forma llega- 
mos a ia s iguiente  proposici6n: 
( 4 . b )  Si K cumple (Ax 1) a (AX 3) entonces (1.11, (1.21, (2.2) 
y (4.5) son equivalantes. 
Demostraci6n. Resta ver que 14.5) * ',1.1). Sean C ,  D subconjun- 
tos  convexos de X di s juntos  y supongarnos que C y D son no va- 
c h s .  Por (4.2) y (4 .51 ,  ex i s ten  S, , S, semiespacios complemen- 
tarios tales que C c S t  y D C S,. Dado p E X , si p E S enton- 1 
ces K(C u Ip)) n D = d) ; si p S, entonces C n K(D U (p3) = 4 . 
En la siguiente proposici6n vamos a ver cdmo estSn relacio- 
nados (Ax 41, (Ax 5 )  y (1.2) o cualquiwa de sus equivalentes 
dadas en (4.8): 
(4.9) S i  K cumple (Ax 1) a (Ax 3) entonces: 
i.- (Ax 4) y (Ax 5) implican (1.2). 
ii.- (1.2) implica (Ax 5 ) .  
iii,- (1.2) no implica (Ax 4) .  
iv.- (Ax 4) no implica (1.21, 
v.- (Ax 5 )  no implica (1.2). 
bemostracibn. i y ii se deducen de la demostracidn de 11.3). Pa- 
ra probar iii tomarnos el Gltimo ejemplo dado en (5.4) d e l  caps- 
tulo I1 que-tambign fue u t i l i z a d o  en (2.3) d e l  c a p i t u l o  111, a- 
. 
sf (1.21 no implica (Ax 4 )  ni (P 3 ) .  Para probar iv observernos 
que si suponemos que (Ax 4) * (1 .21 ,  obtenemos que (Ax 4) * 
(Ax 5 )  lo cual contradice la independencia de (Ax 5 ) .  Finalmen- 
te para probar v tomemos un conjunto X t a l  que card X 5 y de- 
finamos KCA) = A si card.A 2 y K(A1 = X si card A > 2 ; s e g h  
vimos en el primer ejemplo de (5.4) del capstulo 11, K cumple 
todos 10s axiomas salvo (Ax 41, es mss K tambign cumple (P 3 ) ;  
s i n  embargo no cwnple (1.2) pues si A = {a) y B = {b) con a , b  
E X y a # b , no existen'c , D convexos complementarios tales 
q u e A c C y B C D .  
5,- Bases de conve%os,, 
. 
Diremos que una familia -b) de subconjuntos eonvexos de X 
es base de convexos si para todo A subconjunto convex0 de X , 
e x i s t e q  c& t a l  que A = n s ,  . Las proposiciones (2.41, ( 3 .  
4) y (4.4) aseguran resgectivamente que tanto la familia c(" de 
todos 10s semiespacios, como l a g v  de 10s semiespacios can vbr- 
tice, como la fl de 10s semiespacios que se apoyan sobre un 
a P 
conjunto convexo dis t inta  del v a c h  y dc X , son bases de con- 
vexos . 
Observernos que si tomarnos A convexo, la primera demostra- 
ci6n de 1 3 . 2 )  se obtiene de (Ax 2) y lo mismo ocurre cop (3.4). 
De esta f o m  resulta: 
(5 .1 )  Si K cumple (Ax 2) entonces G, es base de convexos. 
m. 
(5.;) Si K cumple (Ax 2)  entonces dV es la mfnima base de con- 
vexos (o sea, si S) es base de convexos entonces&v C -@). 
Demostraci6n. Supongarnos que existe Sp semiespacio de v&rtice 
p tal que Sp6L J ; entonces para todo C E ) , S C C * p E C .  
P 
En consecuencia no exis te  C 9 t a l  que Sp = n&, , o sea, # 
no es base de convexos. 
Resulta evidente que si K cbmple (Ax 3 )  entonces &,C dap. 
ob tenemos : 
, (5 .3)  Si K cumple (Ax 2) y C A ~ '  3 )  entonces gV c Gap y en eonse- 
cuencia ,p es base de convexos . ,
Finalmente, por (4.5)., (4.6) y ( 5 . 3 )  obtenemos: ' 
(5.4I.Si K cumple (Ax 1) a (Ax 5) e n t o n c e s d  v C Gw = 8 y en 
consecuencia d' .es base de convexos. 
6 . -  Puntos extremales, 
Por analogra con la def inic i6n de punto extremal de un con- 
vcxo en espacios vectoriales sobre cuerpos ordenados, dado A 
subconjunto convexo d e  X y x E A , dirernos que x es punto extre- 
ma1 -de A si curnple que y, z f A implica x 4. K(y,z) - fy,z) . De- 
notaremos con ex(A) a1 conjunto de 10s puntos extremales de A. 
(6.1) Sea A subcanjunto convexo de X y x E A . Entonces los si- 
guientes enunciados son equivalentes: i.- x E ex(A1. ii.- A - 
{XI es convexo. iii.- x g KiA - Ixl). iv,- exis te  Sx semiespacio 
de vgrtice x tal que A - {XI C S x .  
~emostracibn. i ii. Sean, y , z E A - [XI ;. como A es convexo 
K ( ~ , z )  C A ; pero corn x f ex(A1, x fi5 K(y,z) - {y,~) , luego 
K(y,z) C A  - 1x1 y, por (7.1) d e l  capz tu lo  11, A - {XI es con- 
vex0 . 
i: iii . ES trivial. 
iii *iv. ES consecuencia de (3.2). 
iv * i . Si x @ ex(A1, existen y , z  E A tales que x € K(y,z)  
- i y , d  ; as4 y # x # z de donde K(y,z) c K(A -{XI). De e s t a  
forma x E K(A - {XI) y, en consecuencia, no existe Sx-semiespa- 
cio de v 8 t i c e  x tal que A - (x )  c S x .  
(6.2) Si A es un subconjunto convexo de X , 10s s iguientes  e- 
nunciados son equivalentes: i.- A = K(exlA)). ii.- x E A y S* 
semiespacio de vErtice x * (X - S x 1 0 exiA) f O . 
~emostracibn. i 4 ii. De existir x E A y Sz semiespacio da vdr- 
tice x tal que (X - S x )  f7 ex(A) = # , resulta K(ex(A1) c S x .  A- 
s$ x f K(exCA1) pero x € A , o sea, A # ~ ( e x ( A ) ) .  
ii i . Si A # K ( e x ( A ) ) ,  existe x E A - K(e~lA))o Par (3.2) e- 
xiste S= semiaspacio de v g r t i c e  x t a l  que K(e'x(A)) C S, y en 
consecuencia (X - Sx ) n ex(A) ,= O . 
Para la convexidad en espacios vectariales, .la equivalen- 
cia i *iv dada en (6.11 aparece sin demostracidn en Hammer 
[ 8 1 ; tambign la proposicidn ( 6.2 1 es el teorema 5 de [ 8 1 ; si- 
guiendo la demostraci6n de dicho tearema hemos probado ( 6 .2 ) .  
(6.3) Observaciones, En 16.1) utilizamos CAx 1) a (Ax 41, mien- 
t ras  gue en (6.2) utilizamos (Ax 1) a (Ax 3 ) .  Ya vimos que ca- 
si todos 10s resultados sobre semiespacios con vgrt ice ,  semies- 
pacios que se apoyan sobre un conjunta y bases de convexos se 
obtuvieron u t i l i z a n d o  (Ax 1) a (Ax 3 ) .  De esta forma gran parte 
de lo hecho en 10s parsgrafos 3 ,  4 y 5 , y todo lo hecho en el 
pardgrafo 6 podza haberse hecho en el capztulo 11 cuando toda- 
v ia  no utilizgbamos (Ax 5).. S i n  embmgo, preferimos desamiollar 
las teorfas dc semiespacios con v g r t i c e ,  semiespacios que se a- 
poyan sobre un conjunto y bases de convexos en el presente cap?- 
t u l o  papa poder relacionarlas con la teoria .de semiespacios. 
CAPITULO V 
En el parbgrafo 1 d e l  capltulo I ya v h o s  una introduccidn 
histdrica sobre las relaciones entre 10s nheros de ~arathgodory, 
Helly y Radon; tambign vimos la def in ic idn  de espacio de conve- 
xidad que utiliza Kay y Womble [ 3  1 a1 tratar dicho tema. En es- 
te capftulo resumiremos 10s resultados ya obtenidos por Levi 
f 2 ] y Kay y Womble ( 3 ] sobre la* relaciones entre estos nGmeros 
y agregaremoa otros  resultados propios, algunos dc 10s cuales 
fueron comunicados pop el autor de esta tesis en las Reuniones 
Anuales de la U.M.A. de 10s afios 1972 [ 2 8  1 y 1974 I29 1. 
Los cinca axiomas, introducidos en el capgtulo 11, nos per- 
mitieron demostrar propicdades geom6tricas interesantes de la 
teorJa de la convexidad. Sin embargo para probar relaciones en- 
tre 10s nheros  de ~arath iodory ,  Hel ly  y Radon se  usa bssicamen- 
te la interseccianalidad de la familia de 10s convexos y que la  
cspsula convexa de un conjunto es igual  a la intersecci6n de los 
eonvexos que lo contienen; es por eso que en este cap5tuIo tra- 
bajaremos cbn 10s espacios de convexidad. 
1.- Espacdos de aonvexidad, 
Diremos quh m a  familia % de subconjuntos de un conjunto 
X def ine  una estructura de convexidad sobre x , o tambib, que 
(X, C& es un espacio de c'ohtlex2dad si se cumplen las dos con- 
dicianes siguientes : 
tc.1, # E M  y X E 4  
(c 2 1 9  cL& o n 9  E C &  
El opera do^ de cdpsula generado por C& queda definido pa- 
ra todo A c X POP K(A) = n {C € $ 1  A C C b Las definiciones 
precedentes aparecen en [ 3 1 . 
En virtud de las proposieiones ( 6 . 9 1 ,  (6.11) y (6.13) d e l  
capstulo I1 obtenemos la s igu iente  proposici6n: 
(1.1) Si X es un conjunto tal que card X 2 y K es una funcidn 
de PIX) en P(X) que cumple (Ax.1) a (Ax 31, entonces la familia 
= ( A C X / A = K ( A )  3 define una estructura de convexidad 
sobre X t a l  que K es el operador de c6psula generado pop @ 
S i n  embargo, si define una estructura de convexidad so- 
bre un conjunto X y K es el operador de cdpsula generado por  
L$ , puede ocurrir que K no cumpla (Ax 2) ni ( A x  3 1. POP e jem- 
plo ,  si X = R' y (& es la farnilia formada por el conjunto va- 
c io  y todos 10s conos convexos cerrados con vgrtice en (O,O),  
entonces define una estructura de convexidad sobre X t a l  
que el operador d e  c s p s u l a  generado por  L& no cumple ( A x  2 )  ni 
(Ax 3 ) .  
(i. 2) Sean (X, 1 un espacio de convexidad y K la c6psula ge- 
nerada por $ . Entonces K sumple las siguientes propiedades: 
(K 1) A C X * K(K(A)) c K(A1 .  
.[K 2) A c X =) A C K(A) 
(K 31 A c 3 c X * K ( A l  c K(31, 
(K 49 Kt41 = 4 . 
y adem%s L& = { A C X  / A = K(A)I  . 
( A ) )  c K(A). Evidentemente, A C K ( A ) .  Si A C B , {C E d l  A C C}  
3 { C E L& / 3 C Cl; luego K(A) c K ( B ) .  Como 4 EL& ,  K ( 4 )  = # .  
~gcilmente se ve que '%= {A C X / A = K(A)) pues si A E d en- 
tonces K(A) C A y por (K 2 )  r e s u l t a  A = K(A1; a d d s  si A = 
K(A) ,  como K(A)  E % resuita que A E @ . 
.En la siguiente prapasicidn vemos que tambign vale la r e d -  
proca de 1 . 2 ;  as2 las propiedades (K 1) a (K 4) caracterizan 
a la cspsula generada por una estructura de convexidad. 
( 2 . 3 )  Sean X un conjunto,  K una funci6n de PIX) en PIX) que 
c b p l e  (K 1) a (K 4) y 4= f A  C X / A = K ( A ) )  . Entonces (X , 
(el  es un espacio de convexidad y K es la capsula generada pop 
L& 
Demostraci6n. Por (K 41, # E % . Por (K 2)  y teniendo en cuenta 
que K(X) E P(X) ,  obtenemos que X E C& . Sea % = {Ai / j E Jl 
c (e ; s e g h  vimos en (6.2)ii a) d e l  c a p l t u l o  11, utilizando 
Gnicamente (K 3 )  podemos probar que K( n €Aj / j E Jl) C n {K(Aj)  
/ j E J 3 ; asi  como para todo j E J , K(A. ) = Aj , obtenemos 
1 
K ( n q ) c n %  ; luego, por (K 2) resulta K ( n 9 )  = n V  y as5 
nsc d . Para vm que K e s  el operador de chpsula generado por 
, tomemos A C X y K I ( A )  = n { C  E / A C Cl ; si A C C y 
C E , por (K 3 )  obtenemos K(A)  C K(C) = C ; luego K ( A )  C K,(A). 
Pero pop (K 1) y (K 21, K(K(A)) = K(A1 y ,  en consecuencia, KIA)  
E % ; luego K, (A) c K(A) .  
Observemos que en la demostraci6n de (1.3) utilizarnos (K 1) 
Gnicamente para probar que K , ( A )  C K(A) .  De es ta  forma r e s u l t a  
inmediata la s igu iente  proposici6n: 
1 
(1.41 Sean X un conjunto, KO una func ibn  de P ( X )  en P(X) que cum- 
p l e  (K 2 )  a (K 4) y $ =  I A  C X / A = K , ( A ) I .  Entonces ( x , L & I  es 
un espacio de convexidad y si K1 es el operador de c8psula gene- 
rado por $, para todo A C X , KO (A)  C K, (A) . '  
Para ilustrar la proposicidn anterior, consideremos un can- 
j u n t o  x y una f u n c i b n  8 : X x X  + P ( x )  que cumpla (P 1 1 ,  a sea, 
Ia,bl C B ( a , b ) .  Si tenemos en cuenta las definiciones de C., C~ 
y K dadas a1 comienzo d e l  parhgrafo 4 del capftulo 111, podemos 
probar que C cumple (K 2) a (K 4). As5 L& = { A  c X I A C(A11 
define una estructura de convexidad sobre X y si K, es el opera- 
dor de cdpsula generado por (& , para todo A C X , C ( A )  c K, ( A ) .  
Observernos que, para todo A c X , K, (A )  E ; de donde proce- 
diendo par inducci6n sobre n se obtiene que C. (A )  C K, ( A )  y 
en consecuencia, K(A) C K, ( A ) .  Pero si a , b  K(A1,  procediendo 
-. 
como en (4.4) d e l  capitulo 111 , se prueba que B(a,b) C K ( A ) ;  
luego K ( A I  = C(K(A1) y K(A1 E C$ , en consecuencia, como A C 
K ( A ) ,  r e s u l t a  X, (A )  C K ( A ) .  Luego K( A)  = K, (A )  . 
(1.5) Eiernplos de espacios de convexidad.. 
i.- Por (1.1), todos 10s modelos del sistema axiomgtico dado 
por (Ax 1) a (Ax 5) nos dan e j emplos 'de espacios de convexidad; 
en estos casos '% = {A C X / A = K I A )  1 . Para estos ejemplos 
podemos consu l ta r  10s par6grafos 2 y 3 d e l  capitulo 13 . 
ii.- Anslogamente ocurpe con todos 10s ejemplos utilizados pa- 
ra probar la independencia de (Ax 4) y la d e  ( A x  5), en (5.4) 
y (5.5) del capftulo 11. 
iii.- Si X e s  un canjunto munido de una topologla y e s  la Ea- 
m i l i a  de 10s conjuntos  cerrados entonces (x,% 1 es un espario 
de convexidad. 
iv,- Si X e s  un espacio vec to r i a l  y L& es la familia de 10s con- 
juntos  afines obtenemos un espacio de convexidad, 
v.- Otro ejemplo se obtiene si X es un espacio vec tor ia lnorma-  
do y C& la farnilia de 10s conjuntos convexos cerrados. 
2.- Los n b e r o s  de Carath6odary, H e l l y  y Radon. 
En todo este pardgrafo supondremos que (X, (& 1 es un espa- 
cio de convexidad y que K es el operadar de cspsula generado 
por  % -& 
Di~emos que c es el nGrnero de Carath&odory de x , ,  o tam- 
bi6n que (X,% ) t i e n e  n h e r o  de Carath6odory c , si c es el &- 
nimo nGmero natural t a l  que para tado A C X , KCA) = U{K(F) / 
card F C c y F C A }  . Si no existe un t a l  nGmero natural, dire- 
mos gue (X, 1 t i e n e  nfimero de CarathEodory c = = . Evidente- 
mente , si (X, % 1 t i e n e  nGmero de Carathgodory c < - enton- 
ces K curnple (Ax 2 ) .  La recfproca no es cierta, por ejemplo, 
si X es un espacio vec to r i a l  sobre un cuerpo ardenado de di- 
mensi6n i n f i n i t a  y % es la familia de 10s convexos de X , en- 
tonces ( X ,  % ) t i ene  n h e r o  de Carathgodory c = = pero sin em- 
bargo la cspsula convexa cumple (Ax 2). 
Diremos que h es el nfimero de H e l l y  de (X, % ), o tambiEn 
que (X, % 1 t iene nGmero de Helly h , si h es el minimo nGmero 
natural tal que para toda subfamilia f i n i t a  de L(: , si las  
intersecci~nes de hasta h conjuntos de % son no vacias , enton- 
ces "v# @ . S i  no existe un t a l  ndmero n a t u r a l ,  diremos que 
(X,(& 1 tiene nGmero de H e l l y  h ; . 
Diremos que r es el nGmero de Radon de (X, '% I ,  o tambiin 
que ( X , q  ) t i ene  nGmero de Radon r , si r es el minim0 n h e -  
ro n a t u r a l  tal que para todo A C X , si card A r , entonces 
A t i e n e  una particiBn de Radon, o sea, existe una particidn 
{ A , ,  A,] de A tal que K(A,I n K ( A 2 )  # 6 . Si no existe un t a l  
n h e r o  n a t u r a l  diremos que (X,  @ 1 t iene  nGmero d e  Radon r = . 
La Gnica diferencia entre las def in ic iones  pwlecedentes y 
las dadas en 3 3 es que en las primeras admitimos que c, h y 
r puedan tomar el valor i n f i n i t o .  De esta forma, para cualquier 
espacio de convexidad siempre existen c, h y r ya sea con valo- 
res f i n i t o s  o i n f i n i t o .  Tomando X # # , resulta que c 1 pues 
q i  suponemos que c = 0 obtenemos que K(X) # UI K(F) / card F =  , 
0 y F c X 1 . Ademss si 5 es una subfamilia f i n i t a  de % t a l  
que @ E %, evidentemente &= 9 pero n $ = X Z 9 ; de a119 
que h 3 1 . Obviamente r 2 pues p m  def in ic i6n  de partici6n 
A,  f d, # A, . For e j emplo, si card X 3 2 y (k- ( ) , X 1 resulta 
que KC$) = ( y K(A1 = X para todo A # # y A C X . As? c = h = 
l y r = 2 .  
S i  card X 5 3 y K cumple (Ax 3 )  (o sea, L& es TI 1, enton- 
ces c 3 1 , h 3 2 y r Z 3 , POP ejemplo si % =  P(X) entonces 
papa todo A C X , K(A) = A ; as5 c = 1 . Si y = €6, x ~ U  {{XI/ 
x ,E  X entonces si card A ( 1 , K ( A )  = A y si card A a 2 
K ( A ) = X ; a s Z c = Z , h = 2 y r = 3 .  
8 Si X = R con d f i n i t a  y %es la familia de 10s convexos 
de R~ , 10s teoremas de ~ara thgodory ,  Helly y Radon afirrnan 
que c = h = d + 1 y r = d + 2 (ver  14 1) . Los resultados ante-  
d 
riores tarnbign valen si X = E donde E es un cuerpo ordenado. 
3 . -  Relaciones entre 10s nGmeros de Carathgdory, Helly y Radon. 
~n todo e s t e  pardgrafo supondremos que (x, ) es un espacio 
de convexidad, que K es el operadm de cgpsula generado pop $ 
y que c, h y r son, respectivamente, 10s nheros de Cg~ath&odory, 
Helly y Radon de (X, % 1 , 
La siguiante proposici6n fue probada.por F. W. Levi (ver 
Teorema H de [2]). La dmostraci6n de Levi, evidentemente, es- 
ts basada en la d e l  teorema de HeUy dada por Radon [ 3 1  . 
1 
Demostracibn, Sea r < , para probar que h Q r - 3. tendremos 
que ver que: 
(a) Para toda V s u b f a m i l i a  finita de % , si las interseccio- 
nes de hasta r - 1 conjuntos de 9 son no vadfas, entonces n* 
+ 4  
Probaremos (a) por inducci6n sobre card % . Si c a ~ d  ?$ 4 r- 
- 1 , evidentemente vale (a). Supongarnos, como hip6tesis indue- 
tiva, que va le  (a) para el caso en que c a ~ d T =  j - 1 donde j- 
- 1 a r - 2 ; vamos a ver que tambign vale la) para el caso en 
que card & = j . 
Sea % = A / i I s u b f a i l i a  finita de 6, con card% = 
card I j ; y supongarnos que l a s  intersecciones d e  hasta r - 1 
con juntos  de % son no vacias. Por hip6tesis i n d u c t i v a ,  para 
todo i E I existe p , E  n €A, / i # 1 E I1 . Sea P.= { p i /  i E I1 
evidentemente, card P 4 j . Si card P < j entonces existe i E 
I t a l  que p i €  n {A, / i E 11; luego n%# @ . Si card P = j , 
como j 3 r existen PI = {pi / i E I,) y P, = €pi / i E 1,) que 
forman una partici6n de P t a l  que existe z E K(P,) n K(P, )  . 
Per, si i # 1 entonces p i €  A, ; as4 P I C  n {A, / 1 E 1,) y P,C 
n { ~ / l ~ I > . P e ~ o e o m o ~ ~ ~ , u t i l i z a n d o ( C 2 ) y ( 1 . 2 ) o b -  
tenemos que K ( P , )  C n (4 / 1 E y K(P,)C n (4 /1 E V . As5 
z E K(P, 1 n K(?, ) C n {A, / i E 11 ; en consecuencia n%# 4 . 
Esto completa la prueba por  inducci6n de (a), de donde h r-1. 
SegGn vimas en el parsgrafo 1 d e l  capitulo I, Kay y Womble 
1 3  1 analizan ejemplos que muestran que, en espacios de canve- 
xidad la re lac iBn (3.1) dada por  Levi e s  la 6nica pos ib le  en- 
- tre c, h y r si se supone la finitud de uno ~610 de estos nG- 
meros y no se u t i l i z a n  hip6tes i s  adicionales. En cambio, supa- 
niendo la finitud de un par de e s t o s  nGmeros ellos prueban la 
siguiente proposicibn lver Theorem 3 de [ 3  I 1 : 
Demostracibn. Sean c < y h < - ; para probar que r < c h + 1 
tendremos que v e r  que para todo A c X si card A c h + 1 en- 
tonces A t ime una partici6n de Radon. Para esto supongarnos que 
A c X y card A = c h + 1 ; y consideremos las familias f i n i t a s  
$ =  € F C A  / card F a  c h + 1 - cl y Lg( = ~ K ( F )  I F E v l .  
Si G i E  4 para 1 < i C h (o sea, si G , =  K ( F , )  con F , E % F / ,  en- 
tonces fl IG, / 1 4 i < h 1 # 4 ; en efecto, card (A - n l ~ ,  / 1 < 
i 3 = card ( U  {A - G i /  l i h } ) C c a r d  (U i A  - F,/ 1 4  i 
< h) 1 < h [ ( c h +  1) - ( c h +  1 - c)] = c h < c a r d A ;  luego 
A - n fG,/ 1 4 i G h I  Z A y a s i  n {GI/ 1 G i  G h l  # # . Pero 
(X,(& 1 tiene nGmero de Helly h, de donde n% # 4 . Sea x E n%; 
como A E Y , K(A)  E 3 y asi x E K(A) .  Pero CQmo (x, @ 
tiene nGrnero de Carathgodory c , resulta que existe A, C A 
tal que card A, c y x E K(A, 1 . Sea A, = A - A, , card A, 
c h + 1 - c , as$ A,€  9 y ,  en consecuencia, K(A,)E 4 y 
.- 
x E K(A,)  . A S ~  fA, ,A , l  es una particidn de Radon de A pues 
x E K(A, 1 n K(A, 1. 
Si suponemos que A C X y card A > c h + 3. , podernos tomar 
B c A t a l  que card B = c h + 1 ; as? existe (B,, 3,) particibn 
da Radon de B . Obviamente, tomando A, = A - B, y A,= B, , re- 
. sulta que {AI ,A l )  es particibn de Radon de A . De esta forma 
queda probado que r < c h + 1 , 
Como corolar io  de (3.1) y (3.2) obtenernos la s igu iente  pro- 
posici6n (ver  Corollary 1 de [ 3 I ) : 
( 3 . 3 )  Si c < - , entances: 
i. - h < m * p < = ,  
ii.- h C m * h +  l < r < ~ h S i  . 
iii, - p < -  * h +  l < r C c h +  1 . 
Observernos que h < * y r < no implica que c < w . En 
d 
efecto, si X = R con d f i n i t o  y Lees la familia de 10s con- 
d juntos  convexos cerrados en R (con cualquier normal, entonces - 
h = d + l , r = d + 2 y c = m  . 
POP otra parte, el Ejemplo 2 de [ 3 ] nos permite afirmar - 
que fijado un nGmero n a t u r a l  n 3 3 , y o t ro  nGmero na tu ra l - rn  
(tan grande cork se quiera), ex i s t e  un espacio de convexidad 
para el cual c = n,m < h < - y m <  r < a . 
Para proba~ nuevas relaciones entre c, h y r tendremos que 
ped.ir que (X,% 3 cumpla hip6tesis  adicionales: 
Diremos que (X, I$ 1 cumple la propiedad de dominio finito 
si K cumple CAx 21, o sea, h C X K(A) = n {K(F) / F finito y 
F C A  1. 
Diremos que (x,$ ) cumple el tercer axioma de Levi si 
F c x , F f i n i t o  y p E K ( F )  K(FI  c U I K U F  - { a l ) ~  / 
a E F) . La propiedad de dominio f i n i l o  ya f u e  estudiada en 
(3.2) del capitulo I1,'mientras que el tercer  axioma de L e v i  
ya fue enunciado (utilizando otra nomenclatura) en ( C  3 )  d e l  
parsgrafo 1 d e l  c a p i t u l o  I . 
La siguiente proposicidn fue probada por el autor  de es- 
ta tesis en [ 28 3 : 
( 3 . 4 )  Si (X, % cumple la propiedad de dorninio finito y el 
tercer axioma de Levi, entonces r < * c < r - 1 . 
7 ,  pl 
Demostracibn. Sea r <  = ;  para probar que c < r - 1 , tendre- 
mos que ver que para todo A c X 'y X - E  K(A) existe F C A tal 
que card F < r - 1 y x E K(F) , Para esto tomemos A C: X g 
x E K(A1. POP la propiedad de dominio f i n i t ~  rsxiste F finito 
.y F c A t a l  que x K(F1. Obviamente tal F se puede tomar mi- 
nimal, o sea, tal que si G c F y x € K ( G )  entonces 6 = F . Su- 
pongamos que card F > r - 1 , luego existe  IF^, F,) partici6n 
de Radon de F . Sea p E K(F, n K(F, 1 ,  evidentemente p E K(F) ; 
luego por el tercer axioma de Levi existe a E F tal que x 
K((F - la)) U {p)) . Pero a E F, o a E F,; si suponemos que 
a E F , ,  resulta que F t C  F - { a ]  y as$ p E K(F  - {all; luego 
( F  - f a ) ) W  p C:K(F -{a)); de all$ que K(IF - Ca))u f p ) )  C 
K(F - a ;  as5 x K(F - fa]) lo cual contradice'  la mini: i l i -  
dad de F . A la m i s m a  contradicci6n se Plega si suponemor ue. 
#a E F2. As5 card F C F - 1 ; de donde c r - 1 . C 
(3.5) Si (X, % 1 cumple la propiedad de dominio f i n i t o  y el 
t e r c e ~  axioma de Levi, entonces r < - * max Cc,h3 4 r - 1 < 
c h ,  
Observernos que en el Teorema 8 de [ 3 1 ,  Kay y Womble lle- 
gan a la m i s m a  conclusibn que en ( 3 . 4 1 ( 0  sea, r < = * c 4 
r - 1 1, pero utilizando d i s t i n t a s  hipjtesis. 
4.- Conjuntos 'afinmente' independientes en espacios vectoriales, 
Recordemos que si V es un espacio vectorial sobre un cuer- 
po E , y P = {a,, ..., anles  un subconjunto finito de V , se 
dice que F e s  affnmente independiente si para todo i E C 1  $ - . . *  
nl a, F af(F - {a,)). 
(4.1) Si F = Ea,, ..., an) es un subconjun to  f i n i t o  de V , en- 
tonces 10s siguientes enunciados son equivalentes: 
i,- F e s  afznrnente independiente. 
n n 
ii.- 1 a a, = O y  1 s , = O * p a r a t o d o i ,  a , = O .  
I - 1  1-1 n n 
- 1 6, = 1 * para todo i , iii.- u a, = E B , ~  Y . I U ~ - ~ ,  
1 5 1  i - 1  1-1 
iv,- x f af(F) * x  puede expresarse en forma Gnica coma corn- 
Demostrac26n. fnrnediatamente puede probarse que i,* ii, ii =$ 
iii , iii * iv , y iv i . 
(4 .21  Si V es un espacio vec to r i a l  sobre un cuerpo ordenado E, 
y F = a , . . , a es un subconjunto f i n i t o  de V , entonces 10s 
siguientes enunciados son equivalentes: 
F es a f i nmen te  independiente .  
~emostracibn. i *ii. Sea F afinmente independiente y sea x = 
1 1 
- a, . As$ x E conv(F) pero si B $ F entonces x d conv(G1, 1- l  n 
(4.1) i - i v ,  ii =)i . Si F no es afinmente independiente, 
entonces existe i E {I ,..., nl ta l  que aiE af(F - I ,  as5 
dim a f ( F )  < n - 2, y powl ei teorema de ~arathgrodory conv(F1 = 
U {conv(G) / card G n - 1 y G C F} ; luego conv(F) CU{conv(G) , 
/ G S F l .  
Observernos que (Q.2) nos permite expresar el concept0 de 
af Znmente independiente utili zando Gnicarnente la cdpsula con- 
(4.3) Si V es un espacio vectorial sobre un cuerpo ordenado E,  
F = {a,, ..., an} es un subconjunto finito afinmente independien- 
te de V y F, , F, C F , entonces conv(F, n conv (F, = conv (F, 
n F2 1. 
DemoptraciSn. Puesto que conv (F, n F, ) C conv(F, y conv (F, 
n F,) C conv(F2) ,  obtenemos que conv(F, fl F,) C conv(F,) n 
conv(F, 1. P a r a  probar la otra inclusi6n, supongamos que x E 
n ,  
conv(F,) n conv(F,). As5 x = 1 a ! % .  con 1 ui = 1 donde a,> O -  
I - 1  i -1 n n 
y si a, 4 P, entonces al = 0 ; y tambign x = 1 8, a, con 1 Bi = 
i = I  i - 1  
1 donde 8 , 5  0 y si a, 6i F, entonces 8, = 0 . Pero pop (4.1) 
B 
i m i v  , papa todo i ai = B, . De esta fomna, x = 1 a, con 
I = I  n -
1 ai = 1 donde a,> 0 y si a,@ F, n F1 entonces a, = 0 . Luego 1-1  
Observernos que (4.3) afirma que en todo simplex no dege- 
nerado (o sea, cuyo conjunto de vzrtices es afznmente indepen- 
diente )  , la interseccidn de dos facetas es la faceta que tiene 
t 
por vgrtices 10s v g r t i c e s  comunes a l a s  dos facetas intersecan- 
dos. 
5.- La independencia a f i n  y el axiama d e l  simplex en espacios 
de convexidad. 
En todo e s t e  par6grafo supondrernos que (x,%) es un espa- 
c i o  de eonvexidad, que K e s  el operador de cdpsula generado 
p o r e  y que c , h y r son ,  respectivamente, 10s n h e r o s  de 
Carathgodory, R e l l y  y Radon de Ix,%) . 
El contenido de este parbirafo fue expuesto, en forma re- 
sumida, pop el a u t o r  de este trabajo de tesis en 1 2 8 1 -  . 
~ a s ~ n d o n o s  en (4 .21 ,  dado F C X , F finito y no vacio,  d i -  
remos que F es a f i n m e n t e  independiente si K(F) F U { K ( G )  / 6 J 
F l  ( O  sea, si existe x K(F) tal que G F implica que x E 
K ( G ) ) .  Convendremos en que $ es tambign affnmente independien- 
te. La proposici6n ( 4 . 3 )  nos hace considerar el siguiente axio- 
(5.1) Axioma d e l  simplex. Si F e s  un subconjunto f i n i t o  afin- 
rnente independiente de X y F, , F, C F , entonces K(F, ) n K(F, 
Observernos que, por (1.2) (K 3 1, tambign vale que K(F, n F, 1 
c KCF, n K(F1 1. 
(5.2) Si (X, % ) cumple la propiedad de domini0 finito y e l  
axioma d e l  simplex entonces h < 3 c < h . 
~emostracibn. Sea h < - ; para probar que c < h , tendremos que 
ver 'que para todo A C X y x E 'K(A) existe F C A ta l  que card F 
6 h y x K(F) . Para e s t o  tomemos A C X y x E K I A ) .  Por la 
propiedad de dominio finito e x i s t e  F f i n i t o  y F C A tal que 
x K(F) , Evidentemente t a l  F se puede tomar minimal, o sea, 
t a l  que G $ F implique x 9 K(G1. En consecuencia, F resulta 
af$mente independiente .  Supongamos que card F > h ; as$ F = 
{a, , . , . , a,, , . . , am 1 . Si definimos para tods i = 1 , . . . , n , 
F,= F - {a, I ,  entonces, por el axioma del simplex, para toda 
i = 1  ..., n , n { K ( F , ) / j # = K ( n € F i /  j f i } )  = K ( a l )  
# 4 . S i n  embargo, n {K(Fj 1 / j = I, ..., n 1 = K(n {F, / j = 1, 
.., n ) )  K($) = 4 . De esta forma, llegamos a que h no es 
el nGmero de Helly de (X, % 1 lo cual es una contradicci6n. AS? 
queda probada que c ( h  . 
d Observernos que si X = R y % es la familia de 10s subconjun- 
tos  convexos cerrados de X , entonces (x,% 1 e s  un espacio de 
convexidad que cumple el axioma del simplex pero no cumple la 
propiedad de dominio finito. En este caso h = d + 1 pero c = - .  
S i  x R - =  I(x, ..., x, ,... 1 / q E  R 3 y (& es la f a m i -  
l i a  de 10s subconjuntos  convexos de X , entonces (X , $ es 
un espacio de convexidad que cumple la propiedad de dominio fi- 
n i t 0  y el axioma d e l  simplex. En este case h = w y c = w . 
Como coro la r iode  (3.11, (3.2) y (5 .2)  obtenemos: 
% 
(5.3) Si (X, J 1 cumple la propiedad de dominio f i n i t o  y el 
axiom d e l  simplex, entonces h < 0 * c < h < r - 1 < c h . 
6.- F i n i t u d  d e l  nfimero de B e l l y .  
La proposici6n que darernos a continuaci6n expresa condicio- 
nes equivalentes  a la f i n i t u d  d e l  nGmero de Hel ly  en espacios 
de convexidad. La misma fue enviada a la Reuni6n Anual de la 
U.M.A.. de 1974, por el au to r  de e s t e  trabajo de tesis ( v e r  t 2 9 1  1 ,  
C6.1) Sea (x,$ 3 un espacio de convexidad y K el operador de 
cgpsula generado por L& , entonces 10s siguientes enunciados 
son equivalentes : 
i.- (X, (& 1 t i e n e  nGrnero de Helly f i n i t o .  
ii.- Para todo nGmero n a t u r a l  n , existe un niimero natural 
p t a l  que si A es un subconjunto finito de X y card A = q 3 p , 
entonces nCK(F) / F c A y card F q - n} f @ . 
iii.- existe un nGmero n a t u r a l  p t a l  que si A es un subcon- 
junto finito de X y card A = q a p , entonces flIK(F) / F C A 
y c a r d F - q - I ) # @  , 
Demostracibn. Sea h < el n6mero de Helly de (X, % 1,  Dado 
un ncmero natural n , tomemos p = n h + 1 , Sea A subconjunto 
f i n i t o  de X y card A = q p ; y c~nsideremos las familias fi- 
ni tas  '% = { F C A  / cardF = q -.n J y 3 = fK(F) / FEW). 
Si G, E % para 1 C i h (o sea, si GI = K ( f ,  1 con F, E '% 1, 
entonces, procediendo como en la demostraci6n de ( 3 . 2 1  tenemos 
que card ( A  - n {G, I 1 C i C hl = card (u (A - G, / 1 i 
-C h 1) C card (U f A  - Fi/ 1 6  i G h  I )  [ q  - (q - n ) I  h 
n h < n h +  1 = p ~ q = c a r d A ; y a s f ~ I G i / 1 ~ i ~ h ~ # ) .  
Pero coma h es el nGmero de Hel ly  de (X, 6 1, obtenemos que 
ng # # , o sea, n{K[F) / F c A  y c a ~ d  F = q - n 3 # @ . 
ii * iii, Resulta t r ivialmente tomando n = 2 . 
iii * i , Supongasnos que p es un nfimero n a t u r a l  tal que si A 
es un subconjunto finito de X y cawld A = q p entonces nIK(F) 
/ F C A y card F = q - 1 1 # di ; y sea h el n h e r o  de H e l l y  
de (X, (e 1. para probar que h C -, veremos que h p - 1 ; pa- 
ra lo cual ,  procediendo como en la demostraci6n de (3.11, ten- 
dremos que ver que: 
(a) Para toda S( subfamilia f i n i t a  de % , si las intersec- 
ciones de hasta p - I conjuntos de % son no vacias, enton- 
c e s n % ' # #  . 
Probaremos (a) por induccibn sobre card % . Si cadd ?f 
p - 1 , evidentemente vale (a). Supongamos, oomo hipbtesis 
inductiva, que v a l e  (a) para el caso en que card % = j - 1 . 
donde j - 1 3 p - 1 ; vamos a ver que tambign vale (a) para el 
caso en que card 9: = j . 
Sea % = C / I subfamilia finita de % , con card % 
= card 3 = j ; y supongamos que las intersecciones de has- 
ta p - 1 conjuntos de 4( son  no vaci s. 
For hip6tesis inductiva, para todo i E I existe x i €  fi ( C, 
/ i # 1 E I} . Sea A = f? / i E 11; evidentemente, card A = 
q C j . Si q < j entonces existe i E I t a l  que x ,E  fl { Ci /  i 
E I1 ; luego n e t  # . Si g = j , entonces q 3 p y ,  en con- 
secuencia, existe x € n {K(F) / F C A  y card F = q - 1 ) = 
n IK(A - €x41 1 / i 1 .  Pero si i # 1 entonces xi€ CI ; as4 
A - {xi] C C, para todo i E I ; luego x E K(A - 151) C C, para 
todo i E I. De esta forma x E n{C, / i I); en consecuencia 
n ~ . f  $ . As5 se completa'la prueba de (a), de donde h p - 1 . 
Como consecuencia de la demostracidn de (6.1) obtenemos la 
siguiente caracterizaci6n del nGmero de Helly: 
( 6 . 2 )  Sean (X, C& 1 un espacio de convexidad, K el operador de 
cdpsula generado por  % , y h un n h e r o  n a t u r a l ,  entonces 10s 
aiguientes  enunciados son equivalentes: 
i.- h es el n h e r a  de Hel ly  de ( X , L $  1 . 
ii.- h es el minim0 nGmero n a t u r a l  t a l  que para todo A subcon- 
1 
junto finito de X , si card A h + 1, entonces fl EKCA - {a) > / 
a E A I f 4  . 
Dernostraci6n. para a b r e v i a ~  la demostracidn ~onsideremos la fun- 
cidn propositional f ( m )  : para todo A subconjunta finito de X , 
si card A m + 1 entonces fl {K(A  - {a}) / a A }  # 4 , (don- 
de m es un nGmero n a t u r a l ) .  
i * ii. Supongamos i; por la demostracidn de (6.1) (parte i * 
ii), se cumple f ( h ) .  Supongamos f(h, 1; por la demostraci6n de 
(6.1) '(parte iii * i 1 obtenemos h ( h, , ii * i , Supongamos 
ii;.por la demostraci6n de (6.1) (parte i i i ' i l ,  si h, es el 
n h e r o  de Helly de (X, d ) entonces h,G h . Pero corn0 i 9 ii, I 
se cumple f(h, 1. A;$ h h, ; luego h = h, 
Finitud d e l  nGmero de Carathgodory y expresibn d e l  opera- 
'dor K mediante bandas. 
"ean X un conjunto tal que card X 3 2 y K una funcidn de 
P(X) en PIX) que cumple (Ax  1) a ( A x  4 ) .  SegGn vimos en (1.1) 
La familia # = { A  C X / A = K(A))  define una estructura de 
convexidad sobre X t a l  que K es el aperador de cspsula genera- 
do por $ . Por (7.24) del cap i tu lo  11, sabemos que si A C X , 
K ( A )  = U €en (A )  / n 0 1 .  Ahora veremos que si el nGmero de 
Carath'eodory de (X, 6 1 es f i n i t o  entonces exis te  i tal que, 
1 para todo A c X , K ( A )  = C (A) y ,  en consecuencia, para todo 
j 3 i , K(A) = ci ( A )  . Para esto, comenzaremos probando la si- 
guiente proposici6n: 
(.7.1) Sean A un subconjunto f i n i t o  de X , i un entero no nega- 
i 
tivo tal que card A 2 , mtonces K(A) = C' (A).  
'Demostraci6n. Se aplica induccidn sobre i . Para i = 0 vale 
(7.1) pues K(#) = 4 = C O O )  y,  por  (Ax 3.1, para todo a E X , 
K ( a )  = (a1 = CO (a) . Sdpongamos como hip6tesis inductiva que 
vale (7.1) para i j 0 ; vamos a ver que tarnbizn vale (7.1) 
I +  1 para i = j + 1 . Sea A C  X y  card A = m <  2 ; si m 4  2 ' ,  
porq h i p 6 t e s i s  inductiva K(A)  = C' (A)  y ,  en consecuencia K(A) 
c"'(A) . Si rn > 2 , existe una partici6n {A, ,A, 1 de A t a l  que 
dx Icard A,,  card A, I < 2' . Luego, por (9.3) d e l  capitulo I1 
y la hip6tesis  induc t iva ,  K ( A )  = ~ ( d  (A 1, C! 1) s(ci ( A )  I I 6 ( A ) )  = c'*'(A) ; pero como 6 + ' ( ~ )  C K ( A ) ,  obtenemos que K ( A )  I 
(7.2) Sea c < - el nGmero de Carathgodory de ( X , q  1 ; si i I 
1 
es un niimero natural . t a l  que c 4 2 , entonces, para todo A C X ,  I 
K(A) s C' (A)  . 1 
Demastraci6n. Sea A C X , poy hipbtesis y (7.1) obtenemos que 
K1A) = UIK(F1  / card F c y F C A 1  = U{:C':(F) / card F c y I 
F c A} C C' ( A )  ; pero coma ci (A)  C K ( A ) ,  results que K ( A )  = 
C' (A) .  
Las proposiciones (7.1) y ( 7 . 2 )  fueron demostradas por el 
autor de e s t e  trabajo de tesis en (4.17) y (4.181 de 1 9 1  . U- 
na demostraci6n de ( 7 . 2 )  para X espacio vec to r i a l  real, se en- 
cuentra en [ 11 ], teorema 1.24. 
CAPITULO VI 
CON JUNTOS ESTRELLADOS 
En el parsgrafo 4 del capi tu lo  I ya mencionamos que median- 
te las bandas podemos definir ,  por analogia con el casa vecto- 
r i a l ,  la noci6n de conjunto estrellado. Para e s t o  vamos a tra- 
bajar en el sistema axiomstico dado en el capitulo 11, donde 
probaremos algunas propiedades elementales de 10s conjuntos es- 
trellados. Tambizn, resultados obtenidos por Toranzos 1141 y 
~ r e ; $ v i &  151 para estrellados en esp,acios vectoriales , s e r l n  
probados para est~ellados en dicho sistema axiornbtico. 
1.- Conjuntos estrellados, nGcleo y componentes convexas. 
En todo e s t e  ~arsg ra fo  supondremos que X es un conjunto 
tal que card X 3 2 y K es una func i6n  de P ( X )  en P ( X )  que cum- 
ple ( A x  1) a ( A x  4). 
Sea A C X y p E A , diremos que A es estrellado en p si, 
para tado x A , K(p,x) C A , 
(I.$) Si A C X , 10s s iguientes  enunciados son equivalentes: 
i.- K ( A )  = A . ii.- para todo p A , A es estrellado en p.  
~einostraci6n. .Es cansecuencia de (7.1) d e l  cap$tu lo  11. 
(1.2) Si { A , /  j E Jl es una familia de subconjuntos de X es- 
trellados en p , entonces n{A,/ j E J? es estrellado en p. 
Demostraci6n. Sean {A, / j E J} una familia de subconjuntos de 
X estrellados en p , y A = n{A, / j E J}. Si {Aj / j E J]= 4 , 
entonces A = X que, obviamente, es estrellado en p . Si {Ai /  
j J 1 # @ , evidentemente p E A ; tomemos x A ; as%, para 
toao j j J , x AAi y K(p,x) C Aj ; en consecuencia K(p,x)C A ; 
luego A .  es estrellado en p . 
(1.3) S i  {Aj / j E Jl es una familia no vacia de subconjuntos 
de X estrellados en p , entonces U {A, / j E Jl es estrellado 
en P 
~emostracibn. Sean (A, / j E J} una f a m i l i a  no vacza de subcon- 
juntos de X estrellados en p y A = U { A j I  j E Jl . Evidentemen- 
te, p E A ; tomemos x E A , luego existe  j E J t a l  que x E Aj 
y K(p,x) C Aj ; en consecuencia K(p,x) C A y A es estrellado 
Sea A C X , dirernos que A es estrellado si existe p E A 
tal  que A es estrel lado en p . Observernos que si A es un sub- 
conj,unto convexo no v a c h  de X ,entomes A es estrellado. E v i - .  
dentemente, la recrproca no es cierta, Por o t r a  pa~te, la in- 
terseccidn y la uni6n  de  conjuntos estrellados pueden no ser 
estrellados . 
Sea A C X , llamaremos nGcleo de A a1 conjunto N(A)  i x 
f A / A es estrellado en x 1 . Evidentemente, A es estrellado 
s i i  N(A) # @ . Como corolario de (1.2) y (1.3) obtenemos la 
siguiente proposicibn: 
1 . 4  Si {Ai / j E 3) e s  una familia de subconjuntos de X , en- 
tonces : 
i.- n {N(Aj / j . E  J) c N(n {Aj / j E J 1 )  
i -  J # ;+' n { N ( A j )  / j E J l C  N( U I A j /  j E J l )  
(1.5) Si A C X , 10s s i g u i e n t e s  enunciados son equivalentes; 
i.- K(A1 = A ii.- N ( A )  = A . 
~emostracibn. Es consecuencia de (1. i) .  
Sea A C X , diremos que C e s  una componente convexa de A 
si C es un subconjunto convexo maximal de A . 
(1.6) Si A c X , entonces A e s  la unidn de la famil ia  de las 
componentes convexas de A . 
~emostraci6n. Sea {C,/ i E 1) la familia de las componentes 
0 
convexas de A . Evidentemente, U CC, / i E I I C A . Para pro- 
bar la o t r a  inclusibn, tomemos y € A  y *= {C / y E C C A y 
C convex03 ; por (Ax 31, Cyl es cmvexo y, en consecuencia, 
% # 4 . Si fC, / j E Jl es una cadena no vacia de % , enton- 
ces , por  ( 6 . 1 2 ) ~  d e l  capftulo 11, U f C, /j E Jl es convexo y ,  
en consecuencia, es cota superior de dicha cadena en ?$ . Lue- 
go, por el principio  maximal, exis te  elemento maximal de % , 
el que ser5 una componente convexa de A que contendr6 a y . A- 
s i A C U { C , /  i E I 1  . 
La s i gu i e n t e  proposiciBn fue' pr6bada, en espacios vectoria- 
les, por Toranzos 1141 ; su demostracibn pudo adaptarse fscil- 
mente a nuestro sistema axiom5tico: 
(1.7) Si A C X , en tonces  el nficleo de A e s  la in te raecc i6n  de 
la familia de las componentes convexas de A . 
Demostraci6n. Sean { C ,  / 1 E TI la familia de las componentes 
cdnvexas de A y C, = n {C,/ i E 3 )  ; tendremos que probar que 
N (A)  = C, . Sea x E C, , por (1.61, para todo y E A existe i E 
I tal que y E C, , de donde K(x,y) C Ci C A ; luego x E N ( A )  y 
C, C N ( A ) .  Para probar la otra inclusibn tomemos p E N C A I ,  s i  
suponemos que p B CO entonces existe i E I t a l  gue p B C i ;  e- 
videntemente C, K ( C ,  U Ipl  1 ; pero, pop (9.4) del capitulo  ' 
II, K ( C , U  lpl) = UIK(z,p) / z E C, 1; as i ,  como p E N ( A )  , 
K(C, u { p l )  c A ; e s t o  contradice la maximalidad de C , .  D e  es- 
ta forma p E C, y N ( A )  C C,. 
Como corolario de -(6.11) d e l  capstulo  TI y de la proposi- 
ci6n anterior obtenemos : 
(1.8) Si A C X , entonces el nGcleo de A es convexo, 
2 .  - 'Separacibn de estrellados . 
En todo este par6grafo supondremos que X es un conjunto 
%a1 que card X 2 y K es una funci6n de P(X1 en P ( X )  que cum- 
ple  (Ax 1) a (Ax 5). En 61, adaptaremos el contenido del tra- 
bajo de ~res*evi6  [ 151 hecho en espacios vectoriales, a nues- 
tro sistema axiomStico. 
Sea A C X y p E X , llamaremos cgpsula estrellada de A re- 
l a t i v a  a p al menor conjunto estrellado en p que contiene a A. 
Dicho con jun to  serd denotado por s t ( A , p ) .  Por (1.2), s t ( A , p )  
es la intersecci6n de la familia de 10s conjuntos estrellados 
en p que cont ienen  a A . 
~emostraci6n. Sea S: = {S, I i E I) la familia de 10s conjun- 
' tas  estrellados en p que contienen a A . Tendremos que probar 
que n is, / i E I}= U f K ( a , p )  / a E A] .   PO^ 1 3  U { K ( a , p )  / a 
E A] E % ; luego WS, / i E I1 c u {K(a,p) / a E A3 . Pa- 
ra probar la otra inclusi6n tomemos x € w { K ( ~ , P )  /a € A )  ;a- 
si existe a € A t a l  que x f K(a,p) ; pero para  todo 1 E . 1  , 
K(q,p) c S, ; luego x E n I S , /  i E I1 y U {K(a,p) ! a E A }  c 
n 'IS, / i E 11. 
(2.2) Si C, D.son subconjuntos de X disjuntos tales que C es 
estrellado en p y D es estrellado en q , y r E X , entonces 
st(C U { P I ,  p )  n D  = @ o c  n s t ( ~ U  {rl ,q  = # . 
~emostraci6n. Sean C,= st(C U {r),p), D,= st(D u {rl,q) , y 
supongarnos que C1 n D # 9 y C n D, # 9 ; as5 existen q, E C, n 
D y p, E C n D, . Puesto que q,E C ,  , por (2.11 obtenemos que 
existe s E C U lrl t a l  que q , E  K(s ,p) ;  de suponer que s E C , 
obtendriamos que q,E C pues C es est~ellado en p, as5 C fi D # 
4 ; de all$ que s = r . Procediendo en forma anlloga con p , ,  
obtenemos que existe t E D U I r l  tal que p, E K ( t , q )  y que 
t = r . A s i  q, E K(r,pl y p, E K ( r , q ) ;  luego por (Ax 5 1 ,  
K(p,p, n K ( q , q l )  # # . Pero como C y D son estrellados en p 
y q respectivamente, K(p,p, ) n K(q,q, ) C C n D ; as$ C n D # 
6 lo cual contradice la hip6tes i s .  
( 2 . 3 )  Si A ,  B son subconjuntos de X disjuntos tales que A es 
estrellado en p y B es estrellado en q , entances existen C , 
D subconjuntos complernentarios tales que A c C , B C D , C es 
estrellado en p y D es estrellado en p . 
D e m o s t r a c i 6 1 - i .  La misma es angloga a la de (1.2) d e l  capz tu lo  
IV. En efecto, sea G = A B 1 / A, , B, subconjuntos de X 
d i s j u n t o s  y estrellados en p y en q respectivamente, y A c A, , 
I3 C B3 1; evidentemente G f 6 pues, por hipbtesis, ( A , B l  E G  . 
Definamos en G el s igu ien t e  orden parcial  (Ai ,B, ) < (Aj ,Bj 1 
sii A, C Ai y B, C Bj. Si L = {(A, ,B, 1 I i E I1 es una cadena 
no vacia en G , entonces (A, ,B, ) = ( U(AI / i E I) , U{ Bi / i E 
I 1)  E G y es cota superior de la cadena L , en efecto, por 
( 1 . 3  A y B, son estrellados en p y q respectivamente; ade- 
' mSs A. n B, = # pues en caso contrario existiria i E I tal que 
Ain Bi # 4 . Luego por el lema de Zorn existe (C,D) elemento 
maximal de G . Para ver  que C U D = X , considerembs r E X , 
C, = st(C u I r 1 , p )  y D, = st(D U €rl,q) . Por 1 2 . 2 1  4 (C1 ,Dl E 
G o (C,D, ) E G. . Si suponemos que ( C ,  ,D) E G , por la maximali- 
dad de ' ( C , D )  resulta que C = C, y r E C . De' suponer que 
(C ,D , )  E G , obtendriamos D = D, y r. E D . De esta forma queda 
probado que C D = X . Puesto que CC,D) E G , obtenemos que 
C,,D cumplen la tesis de ( 2 . 3 1 .  
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