INTRODUCTION
Let Y T = (y 1 , . . . , y T ) denote a noisy real-valued time series or signal. A common requirement is to apply some denoising methodology to Y T in order to try to separate the noise from the signal. Common approaches map the onedimensional Y T to a multidimensional series of lagged vectors to be contained within some L×K matrix. This permits further analysis.
Such a mapping puts Y T into a structured matrix (commonly Hankel) and singular value decomposition (SVD) methods are regularly used to deconstruct the matrix into a sum of rank-one components. Under certain conditions, components which are associated with noise, and components associated with the true signal may be separated. This procedure may be run iteratively. An example of a SVDbased method includes singular spectrum analysis (SSA) which, under certain conditions and constraints, may be viewed as one iteration of Cadzow's basic algorithm. Cadzow's iterations use SVD's within an alternating projections framework.
The aim of this paper is to draw connections between SSA and Cadzow's basic algorithm in relation to denoising a time series or signal. The corresponding implications for forecasting are discussed. Section 2 will describe the method of alternating projections in general. Section 3 will outline Cadzow's basic algorithm and SSA. Both methods will be related to the wider problem of finding a low-rank approximation of a structured matrix. Section 4 contains a simulation and an example comparing SSA and Cadzow's iterative algorithm. Section 5 will conclude the paper.
ALTERNATING PROJECTIONS
Let α and β denote two sets, and let P α and P β denote projections onto α and β respectively. The alternating projections algorithm (also known as the lift and project algorithm [4] , pp. 254-257) begins with a point α 0 in α, and alternately projects onto α and β such that β i = P β (α i ), α i+1 = P α (β i ), for i = 0, 1, . . .. If α ∩ β = ∅, then the sequences {α i } and {β i } converge to some value (not necessarily in a finite number of iterations). Further details are provided in [4] , page 256. The method of alternating projections is the main idea behind Cadzow's iterative method described in the next section.
Generally, the method of alternating projections is slow and can be computationally intensive. The idea however is simple, and is readily extended to sequential or cyclic projections onto many sets. If the sets α and β are closed and convex, the method of alternating projections has a well described theory (see for example, [2, 4, 3, 6, 11, 8] and [14] ) and has successful uses in many applications. In many applications, one or both of the sets may not be convex, or closed. The behaviour and reliability of the alternating projections algorithm also suffers as a result of having a non-convex set involved in the repeated projections [1] .
Cadzow's basic algorithm
Let Y T be mapped onto an L × K Hankel matrix X as follows:
Using the terminology of SSA (described in the next section) L is a parameter known as the window length, an integer such that 2 ≤ L ≤ T . The window length L is the sole parameter in this mapping. Selection of L depends on the problem in hand and on preliminarily information about Y T . Namely, if we know that Y T has a periodic component with an integer period, then for better separability of this component it is advisable to take L proportional to that period (see [13] ). Theoretical results tell us that L should be large enough but not greater than T 2 (see for example [9] ).
The SVD of X is given by
The singular values may be adjusted by applying some function f (in order to obtain a modified least squares estimate [21] , a minimum variance estimate [5] , a time-domain constraint estimate [7] or to achieve some other estimate [18] ) and the SVD of X is truncated to rank r:
, and Σ 1 = diag(σ 1 , . . . , σ r ). The reconstructed signal component is estimated from X r by averaging across its anti-diagonals. This is equivalent to finding a Hankel matrix approximation of X r . These steps may be applied iteratively, where the algorithm can recommence with the estimated true signal. These steps aid in denoising the signal (if any noise is present), prior to estimation of any parameters. Typically, noise components are associated with small singular values.
Inherent within this method is the assumption that the pure signal lies in a low-dimensional subspace of R T . A typical aim of many signal processing methods is to approximate this subspace, and estimate the signal within it. This assumption may not hold exactly in all applications, but is nevertheless a good model for some signals [12] and has worked well in speech processing [16] . Denoising, in the context described above, should at least take us some way in approximating this low-dimensional subspace. It is difficult to quantify by how much we are able to denoise; this is likely to depend on the application, and the type of noise observed in the signal (if any). Further details are included in [10] .
Examples of the function f include f (Σ) = (Σ 2 − Lσ Cadzow's basic algorithm takes f (Σ) = Σ (see [2] , [5] ), with fixed L and K, and iterates by taking the outputted cleaned data vector, Y T say, and repeating the above method. This can be repeated for a number of iterations, or until the algorithm converges to some value within some specified tolerance.
Basic SSA
One iteration of Cadzow's basic algorithm under certain constraints corresponds to the basic SSA. The main purpose of SSA is to decompose the original series into a sum of series, so that each component in this sum can be identified as either a trend, periodic or quasi-periodic component, or noise (details of how to do this in practice are included in [9] , and more recently in [13] ). This is followed by a reconstruction of the original series. The SSA technique consists of two complementary stages: decomposition and reconstruction. Briefly, the basic SSA algorithm is as follows (for more details see [9] ).
As in equation
T the eigenvalues and eigenvectors are found. Let
To obtain a rank r approximation of X, the first r eigenvectors corresponding to λ 1 , . . . , λ r are chosen. The rank r approximation to X is then given by
Averaging over the anti-diagonals of X yields the estimate
Comparison of Cadzow's algorithm and SSA
One iteration of Cadzow's algorithm will yield identical results to SSA if the parameters L and r are chosen to be the same in both methods. Thus iterations of Cadzow's algorithm may be viewed as a form of iterated SSA. This is known as sequential SSA [9] . In [22] and [23] sequential SSA is described, and both papers offer reasons why it might be advantageous to alter L between iterations.
Cadzow [2] showed that by truncating the SVD to r terms, and iterating via his rank-reduction and averaging process does lead to a rank r Hankel matrix. De Moor [5] however demonstrated that this may not be the desired matrix. It is claimed however that averaging across the antidiagonals works well in practice [12] . As SSA is just one iteration of Cadzow's algorithm, a reconstructed series obtained via SSA will not necessarily be of rank r.
Cadzow's algorithm is therefore a heuristic solution method, which is suboptimal in terms of the L 2 optimality criterion [5] . It is nevertheless a simple method that is readily implemented. The example used by De Moor [5] to demonstrate the sub-optimality of Cadzow's algorithm is simplistic however. Further details concerning the performance of Cadzow's algorithm are included in [19] .
Structured low rank approximation
Both SSA, and Cadzow's iterative methods are closely associated with the structured low-rank approximation problem defined as follows (for further details see [15] ). Given a structured matrix X and an integer r < min(L, K), the structured matrix low-rank approximation (SLRA) problem is as follows:
X has the same structure as X.
In our context X is a Hankel matrix formed from some signal or time series. The idea is to perturb the matrix X by a small error ΔX such that X +ΔX becomes rank deficient (and at most r). The distance X − (X + ΔX) should be 'small'. Examples of alternative structures for the matrix X include Toeplitz, block-Hankel, block-Toeplitz and circulant. Finding the nearest matrix, of rank r, to X that possesses the same structure as X is linked to the problem of structured total least squares. Total least squares aims to find an approximate solution of the overdetermined linear system Ax ≈ b where both A and b are perturbed by error. There are obvious analogies with this problem, and that of finding a lower rank approximation of the matrix X = [A b]. There are many papers describing the methodology and applications of total least squares. A review of the problem is conducted in the book [20] . If A and b are also required to have structure, this is known as structured total least squares.
Structured total least squares aims to estimate the parameter x in the Ax ≈ b. SSA is viewed as a non-parametric method, and so the estimation of the parameter x is not of primary importance. The SVD is the main tool used for total least squares and SSA, with both methods finding the closest subspace (in terms of Frobenius norm) to the observed data.
Conditions for separability
Given that the method of alternating projections used in the algorithms discussed in this paper depend heavily on the use of SVD, it is useful to identify the conditions in which the SVD can separate the noise from the signal. For the signal Y T , it often follows that Y T = Y true + Y noise , and so X = X true + X noise . This is an assumption, and might not always hold true [12] . Derivations of the conditions which allow for X true to be reconstructed via an SVD are included in [21] . Assume that the SVD of X true is given by
The conditions which allow for the separability of X true from X are:
1. X T true X noise = 0; 2. V 1 and V 2 must be orthogonal in the inner product X T noise X noise ; 3. The singular value σ r must be bigger than σ r+1 in the SVD of X.
The success of SVD-type algorithms depend on these assumptions, as then the rank of X true and the subspaces generated by V 1 and V 2 may be estimated consistently. The SVD is however robust to mild violations of these assumptions. These assumptions can be summarised by the following orthogonalities: let S l (S r ) be the linear spaces spanned by the left (right) singular vectors of X true . Analogously let N l and N r be the linear spaces spanned by the left (right) singular vectors of X noise . Let the sets of singular values of X true and X noise be Σ S and Σ N respectively. The conditions needed to reconstruct X true from X are:
be made simpler by making the sets Σ S and Σ N distinct.
Smaller singular values are usually associated with noise, and so in general all singular values of Σ S are bigger than those in Σ N . However, as stated in [20] , the conditions described above are never satisfied exactly. The final condition is the one most likely to hold. The SVD is however robust to mild violations of these conditions. If X T true X noise is small (for any norm · ) the SVD will deliver satisfactory approximations to S l and S r (see [20] , for example).
Cadzow's composite property algorithm and SSA decompose the SLRA into two smaller problems; namely that of 1. finding a low-rank matrix approximation of X where rank (X) ≤ r, 2. finding a structured Hankel matrix.
In terms of the alternating projections described in Section 2, let α be the set of all matrices of size L × K with rank ≤ r, and let β be the set of all Hankel structured matrices. For SSA and Cadzow's basic algorithm, P α corresponds to the truncation of the SVD of X to r terms by setting the smallest K − r singular values to 0. P β corresponds to the averaging of the anti-diagonals of this new rank-reduced matrix, in order to obtain a Hankel approximation.
EXAMPLE AND DISCUSSIONS

Comparison of Cadzow's algorithm with SSA
This simulation example will use the signal originally used by Cadzow (in [2] ) to illustrate his alternating projec- In this section, the performance of Cadzow's basic algorithm in denoising a signal is described via root mean square error (RMSE). This is defined as
where T is the number of observed points. Figure 2 contains plots of RMSE (averaged over 1,000 simulations) against the number of Cadzow iterations, with different truncations of the SVD (r = 2, 3, 4, 5), applied to the signal y t = f t + ε t where each ε t is a i.i.d. normally distributed random variable with zero mean, and variance 10. The rank of the noise-free signal is 4, and so the optimal truncation of the SVD is at the first 4 singular values (r = 4). For an observed signal in practise however, the rank of the true signal is unlikely to be known a priori. One iteration of Cadzow's basic algorithm corresponds to the basic SSA, and so this allows comparison of SSA with each additional Cadzow iteration. The parameter L was chosen to be half of the number of observations taken from the signal, and this is common practise (see [9] ). Figure 1 demonstrates that if the rank selected is smaller than the rank of the true signal (namely if the SVD is truncated to 1, 2 or 3 terms respectively) additional iterations of Cadzow's basic algorithm increase the RMSE, and then remain relatively stable after 10 iterations. If the SVD is truncated to too few terms, then the signal is over-smoothed and the approximation does not reflect the intricacies of the signal. The smallest RMSE is achieved after one Cadzow iteration, which corresponds to basic SSA. The smallest RMSE is achieved when the signals' true rank is selected, and the RMSE is stable regardless of how many Cadzow iterations are performed. If too many terms are included in the truncation of the SVD (r > 4), the approximation is absorbing some of the error ε t , t = 1, . . . , 50. Analogously, the RMSE is stable regardless of how many Cadzow iterations are performed.
It is well documented however (see [17] ) that performing an SVD on a given large matrix is computationally expensive. Given that each iteration of Cadzow's basic algorithm involves such an operation, it is computationally beneficial to avoid computing many SVD's. Figure 1 demonstrates that for the signal used in this example, there is little to be gained by repeating Cadzow iterations. For our example, it is optimal both computationally, and in terms of RMSE, to only apply one iteration of Cadzow's basic algorithm. That is, in this instance, the use of basic SSA is more beneficial than the use of Cadzow's basic algorithm. This is of particular importance if the rank of the true signal is underestimated. There is noise inherent in the data, and it is important to separate this noise from the trend. Figure 3 contains approximations found by running Cadzow's basic algorithm until convergence, for different truncations of the SVD of the original signal. As more components are taken in the truncated SVD, the reconstructed signal will tend towards the observed signal. The higher rank approximations (r = 10, r = 15 and r = 20) demonstrate the elevated temperature experienced over the past decade, but the r = 5 approximation remains fairly constant across the range of the signal. The higher rank approximations are more able to pick on the seasonality and periodicity usually present within such data, and are more able to reflect some of the sharp peaks and troughs in the series. It is worth noting however that the amount of Cadzow iterations needed for the algorithm to finally converge to a low-rank approximation were 36, 103, 112 and 127 for the rank 5, 10, 15 and 20 approximations respectively. Figure 3 contains approximations to the data in figure  2 found by using SSA and Cadzow's basic algorithm, for r = 2 and r = 5. As more components are taken in the truncated SVD, the reconstructed signal will tend towards the observed signal. Figure 4 contains the difference between the Cadzow and SSA approximations for r = 10, for each year. As r is increased, the approximations become indistinguishable. The only noticeable differences are at the beginning and the end of the series.
Tracking projections -example
RMSE of retrospective forecast of various lengths (in brackets), obtained by truncating the time series to 300 terms
It is worth noting that the computational time taken to run SSA is much smaller than repeating Cadzow iterations. The output trajectory matrix as a result of running SSA will not however possess the rank-deficiency property that would have been obtained by running Cadzow's algorithm until convergence.
The r = 5 SSA approximation demonstrates a more accelerated upward trend towards the end of the series than its Cadzow equivalent. The higher rank Cadzow approximations of the series demonstrate an inflated predicted temperature for the first year, 1659 (see figure 5) . The SSA equivalents do not demonstrate this inflation as severely. It is worth noting that the SSA approximations across the range of the series seem less turbulent, and so the Cadzow approximations appear a closer fit to the original data.
Once the signal has been de-noised, the reconstructed signal may be used for forecasting. Figures 5 and 6 use the rank 5, 10, 15 and 20 (r = 5, 10, 15, 20) reconstructions (of the initial trajectory matrix) to forecast 20 points into the future using Cadzow's basic algorithm (until convergence) and basic SSA respectively. The forecast based on SSA seems less erratic than the corresponding Cadzow forecasts. Both the rank 5 approximations obtained via Cadzow's algorithm and SSA are stable, and do not demonstrate any severe predicted increase in temperature for the next 20 years. The forecasts using Cadzow's algorithm are more volatile than the SSA forecasts. The higher rank approximations, for both methods, do imply an increase in temperature over the next 20 years. Table 1 contains the RMSE for various retrospective forecast of the series. That is, the initial series was truncated to 300 values, and future values (2, 5, and 10) were pre- . For more information on forecasting using Cadzow's algorithm, and SSA, see [21] and [9] respectively. The RMSE for both methods are similar, but are smaller (for each value of r) via basic SSA. The main stages within Cadzow's basic algorithm are a Finding a low-rank approximation of the trajectory matrix; b The Hankelisation of the low-rank approximation by averaging over the anti-diagonals. Figure 7 contains the Frobenius distances between the matrices at each of these stages within 5 iterations of Cadzow's basic algorithm. For example, '1a' and '1b' denote the low-rank approximation (of the original trajectory matrix), and Hankelisation of this low-rank approximation within the first Cadzow iteration, respectively. The biggest difference between Frobenius distances is within the first iteration. Across the remaining iterations the distances get smaller, and convergence to a solution is slow. It seems then that the most benefit in taking the initially observed trajectory matrix onto a lower dimension subspace appears after the first iteration. Figure 8 contains the Frobenius distances between the matrix obtained at each of these stages within 5 iterations of Cadzow's basic algorithm, and the original trajectory matrix formed by the initial data. Recall that one iteration of Cadzow's basic algorithm corresponds to basic SSA. The SSA approximations to the data remain closest to the original data. Each Cadzow iteration takes the approximation further away (in terms of Frobenius norm) from the original trajectory matrix. However, Cadzow's basic algorithm upon convergence gives a rank-r Hankel matrix as its output. SSA does not have this property.
CONCLUSION
This paper has discussed the connections between Cadzow's basic algorithm, SSA, and put both in the wider context of alternating projection methods, and structured low rank approximation. The algebraic connections are clear, with the SVD the main mathematical construct behind both Cadzow's basic algorithm and SSA.
In the simulation study within this paper, it has been demonstrated that repeated iterations of Cadzow's basic algorithm (in an attempt to separate the noise from the signal) may result in an increased RMSE from the true signal. This is particularly the case if the number of terms selected in the truncated SVD is smaller than the rank of the true signal. Indeed, if the number of terms in the truncated SVD is chosen to correspond (or is larger than) the rank of the true signal, the RMSE remains fairly constant. Thus there is no perceived benefit in running more than one iteration of Cadzow's basic algorithm. As stated earlier, one iteration of Cadzow's basic algorithm corresponds to the basic SSA.
In terms of forecasting, there are some subtle differences between Cadzow's basic algorithm and that of SSA. For the example considered within this paper, the forecast based upon SSA appears less volatile than the corresponding forecast made by using Cadzow's basic algorithm. By truncating the series, a retrospective forecast demonstrated that the RMSE obtained using Cadzow's basic algorithm was larger than the corresponding value obtained using basic SSA.
As a result the Cadzow's methodology seems to have no major superiority over SSA, but Cadzow's methodology involves the computation of many more SVD's. It is therefore suggested that SSA may be a viable alternative in approximating and forecasting a signal.
