I. INTRODUCTION
Materials with a significant (3) nonlinearity exhibit solitonlike beam or pulse propagation. These materials can be modeled by the nonlinear Schrödinger equation and its variants ͓1͔, which are known to be integrable and possess exact soliton solutions.
In the case of (2) materials, it has been possible to produce solitary waves through (2) : (2) cascading ͓2͔. This effect occurs in parametrically coupled fields with quadratic nonlinearities in which the nonlinearities in the fundamental and first harmonic fields interact in a way that mimics the (3) nonlinearity. Moreover, several particular cases of solitary wave solutions of the system describing this phenomenon have been obtained numerically and analytically ͓͑3-9͔͒.
The solitons of (3) type are known to belong to families that include periodic solutions. It is essential to know if this is the case for the solitary waves of the (2) type, mainly because the system describing them is not integrable. We do not know what properties of integrable systems these solitary wave solutions possess.
Moreover, the periodic solutions containing these solitary waves as limiting cases can be important in their own right, especially if they are stable. For instance, they may propagate as a background to solitary wave signals.
In this paper we find families of periodic solutions expressed in terms of elliptic functions. As special limiting cases, we obtain elementary trigonometric solutions and also localized solitary waves ͑including all those found earlier͒. We mention that not all of the solitary waves are stable ͓͑10-12͔͒ and that the stability of periodic solutions needs a separate study.
In Sec. II we present the (2) : (2) cascading equations, and find their Lie point symmetry group. We then reduce the system to a set of four coupled real ordinary differential equations for traveling wave solutions. These reduced equations are further studied in Sec. III. We show that in general the equations do not have the Painlevé property ͓13,14͔ so the cascading equations are not integrable. We do, however, show that well behaved analytical solutions exist in special cases. Explicitly, elliptic function solutions are presented in Sec. IV together with their elementary function limits. Some further special cases are discussed in Sec. V. Conclusions are drawn in the final Sec. VI.
II. CASCADING EQUATIONS AND THEIR REDUCTION
Let us write the cascading equations in the normalized forms ͓3͔ ia 1t Ϫ r 2 a 1xx ϩa 1 *a 2 ϭ0,
where a 1 and a 2 are the normalized ͑complex͒ envelopes of the fundamental and second harmonic waves, respectively. They are functions of two variables, namely, t, the normalized distance along the wave guide, and x, the normalized transverse coordinate. The constants involved are rϭϮ1 and ␣, ␤, and ␦ ͑all reals͒. Physically, ␣ is given by minus the ratio of the wave numbers of the fundamental, and its first harmonic which nearly equals Ϫ0.5. This ratio becomes arbitrary when considering temporal structures, but these are difficult in practice to observe ͓3͔. The quantity ␤ corresponds to the normalized wave number mismatch. It may be written ␤ϭk 1 2 ⌬k, where ⌬kϭ2k 1 Ϫk 2 is the actual physical mismatch and is a parameter that characterizes the size of a single beam which is 10 to 50 m in typical experiments ͓2͔. One then finds that ␤ is typically in the range Ϫ50 to 50. The parameter ␦ corresponds to a normalized walkoff coefficient, and may be written ␦ϭk 1 , where is the actual walkoff angle. In typical experiments, ␦ is in the range Ϫ2 to 2.
To obtain explicit solutions we use the method of symmetry reduction, i.e., use Lie point symmetries to reduce Eqs.
͑1͒ to ordinary differential equations. We first replace Eq. ͑1͒ by four real equations, putting
and apply a standard algorithm to find their symmetry group ͓15-17͔. In the generic case, when all constants in the equation are arbitrary, the symmetry group of the equations is just three dimensional, consisting of translations in x and t and correlated shifts of the phase 1 → 1 ϩ and 2 → 2 ϩ2. The Lie algebra of the symmetry group has a basis consisting of the operators
We shall consider solutions invariant under the subgroup generated by
where v, , 1 , and 1 are real constants. The invariant solutions then have the forms
ϭxϪvt. ͑5͒
The four real functions R 1 , R 2 , 1 , and 2 satisfy the following system of coupled ordinary differential equations:
It is the system of equations ͑6͒-͑9͒ that we wish to solve.
III. ANALYSIS OF THE REDUCED EQUATIONS

A. Phase locked solutions
The system of equations ͑6͒-͑9͒ is in general quite difficult to decouple and solve. It is greatly simplified if we impose a supplementary restriction on the phases, namely, 
͑12͒
Equations ͑6͒-͑9͒ can be rewritten as
The phase locking condition ͑10͒ imposes a relation between R 1 and R 2 , namely,
so that the system ͑13͒-͑17͒ is overdetermined. Expressing R 1 , 1 Ј, and 2 Ј in terms of R 2 and substituting into Eqs. ͑15͒
and ͑17͒, we obtain two second order ordinary differential equations for R 2 . These turn out to be compatible only for R 1 and R 2 constant. This case will be considered separately in Sec. V below.
Again R 1 and R 2 are constant, unless we have
Let us investigate case ͑18͒. We have PRE 58 2519 SOLUTIONS TO THE OPTICAL CASCADING EQUATIONS 1 ЈϭA, 2 ЈϭBϭ2A.
͑19͒
We put
and obtain a system of two ordinary differential equations
This system is not overdetermined since constraint ͑17͒ is now simply the condition ͑19͒ on the constants, i.e.,
2␣vϪrvϪ␦rϭ0. ͑22͒
Eliminating R 2 from Eq. ͑21͒, we obtain a fourth order equation for R 1 , namely,
If the original Eqs. ͑1͒ are integrable, then Eq. ͑23͒ should have the Painlevé property, i.e., have no movable singularities other than poles ͓13,14͔. An algorithmic test exists ͓13,18͔, establishing certain properties of an equation, necessary for it to have the Painlevé property. Thus, the general solution of Eq. ͑23͒ must allow an expansion in the neighborhood of any singular point of the form
with p a negative integer, a 0 0, and three of the coefficients a k arbitrary. Then R 1 has a good chance of representing the general solution of Eq. ͑23͒, depending on four arbitrary constants ͑one of them being 0 , the position of the pole͒. The values of k for which a k are arbitrary ͑i.e., are not determined by a recursion relation͒ are called ''resonance'' values. Substituting the expansion ͑24͒ into Eq. ͑23͒, we find pϭϪ2, a 0 2 ϭ36/(B 0 D 0 ), and the resonance values
Thus, we have only one nonnegative integer, namely, rϭ6, rather than the three needed. An analysis of the obtained recursion relations shows that a 0 , . . . ,a 5 are fully determined; a 6 is indeed free, and can be chosen arbitrarily. Then a 7 and all the higher terms are fully determined in terms of 0 and a 6 ͑and of course A 0 , B 0 , C 0 , and D 0 ). Thus Eq. ͑23͒ does not have the Painlevé property, and the cascading equations ͑1͒ are not integrable.
The Painlevé analysis does, however, indicate that families of ''well behaved'' solutions should exist ͑i.e., single valued in the neighborhood of their movable singularities͒, depending on one or two free parameters rather than on four. We shall find such solutions below.
An alternative procedure is to solve Eq. ͑21͒, again under the condition ͑22͒, for R 2 . We obtain the ordinary differential equation
A Painlevé analysis of Eq. ͑26͒ leads to the same conclusion as that of Eq. ͑23͒.
D. Introduction of the elliptic function equation
Let us look for solutions R 2 () satisfying Eq. ͑26͒, and also the elliptic function equation
The compatibility of Eqs. ͑26͒ and ͑27͒ implies
and imposes six relations between the constants in Eqs. ͑26͒ and ͑27͒. These allow for the following solutions.
The constants ␥ in Eq. ͑27͒ are completely specified:
The other amplitude R 1 () is given directly by the expression
and we must require R 1 2 to satisfy
in the entire range of values of R 2 , a condition to be analyzed below.
Notice that Eq. ͑27͒ will have solutions depending on just one parameter, an integration constant, since the coefficients ␥ are fixed in terms of A 0 , B 0 , C 0 , and D 0 . The only constraints on the constants in the original equations ͑1͒ r, ␣, ␤, and ␦, and those introduced in the reduction procedure ͑5͒ namely, v, , 1 , and 1 are Eqs. ͑11͒, ͑22͒, and ͑32͒.
In this case, we obtain
and ␥ 0 is arbitrary. Moreover, we have
͑35͒
Thus we obtain a two parameter family of solutions, the parameters being ␥ 0 and a constant arising in the integration of Eq. ͑27͒. The constraints on the coefficients are Eqs. ͑11͒, ͑22͒, and C 0 ϭ0, i.e., 2␣v 2 ϩ͑2 1 ϩ␤Ϫ2 1 v ͒ϭ0 ͑36͒ ͑we have r 2 ϭ1).
We then have
and ␥ 0 arbitrary. Again, Eq. ͑27͒ provides a two parameter family of solutions, and the constraint C 0 ϭA 0 is 3␣v 2 ϩ2r͑␣Ϫ2r ͒͑ 1 vϪ 1 ͒ϩ2␤ 2 ϭ0, ͑39͒
and we have
In this case, Eq. ͑27͒ reduces to
The solutions are
͑44͒
E. Phase locked solutions for ‫0؍␣‬
We return to Eqs. ͑6͒-͑9͒ for ␣ϭ0, sin ϭ0, and cos ϭ⑀. From Eq. ͑7͒, we see that R 2 const implies
vϩ␦ϭ0. ͑45͒
Equation ͑6͒ can be integrated to give
where N is an integration constant. In order to have R 1 0, we impose 2 1 ϩ␤ϩ2␦ 1 0 ͑47͒
and obtain from Eq. ͑9͒ that we have
Finally, Eq. ͑8͒ implies that R 2 satisfies the elliptic function equation
͑49͒
Since both N and S are arbitrary integration constants, Eq. ͑49͒ yields a three parameter family of solutions.
IV. SOLUTIONS IN TERMS OF ELLIPTIC FUNCTIONS AND THEIR LIMITING CASES A. General comments on the elliptic function equation
In Sec. III we have obtained three equations of the type
where ␤ i are real constants and ␤ 3 0. Putting
we obtain the equation
We introduce the roots f 1 , f 2 , and f 3 of the polynomial on the right hand side of Eq. ͑52͒, and rewrite this equation as
The solutions of this equation can be expressed in terms of Jacobi elliptic functions ͓19͔ if the three roots are distinct. The case of multiple roots leads to solutions in terms of elementary functions. Let us first consider the case of three real roots, and order them to satisfy f 1 р f 2 р f 3 . We are only interested in real solutions.
We obtain a finite periodic solution
where 0 is a real integration constant.
A special ͑limiting͒ case of solution ͑54͒ is obtained for f 2 ϭ f 3 , namely the solitary wave solution
with u as in Eq. ͑54͒.
We obtain a singular periodic solution
with u and k as in Eq. ͑54͒.
For f 1 ϭ f 2 , solution ͑56͒ reduces to an elementary periodic singular solution, namely,
For f 2 ϭ f 3 , solution ͑56͒ reduces to a ''singular solitary wave,'' namely,
A triple root corresponds to a ''singular algebraic solitary wave''
The case of one real and two mutually complex conjugated roots leads to singular periodic solutions.
͑61͒
B. Explicit solutions of the cascading equations for
in Eq. ͑52͒. Using Eq. ͑31͒, we have
͑63͒
A globally defined solution exists if R 1 2 is positive for all values of f . We note that the roots of the polynomial defining R 1 2 are
Hence for C 0 (C 0 ϪA 0 )Ͻ0 the function R 1 2 is sign definite, and can be chosen to be positive definite. For C 0 (C 0 ϪA 0 ) Ͼ0 a more careful analysis is required. Thus solution ͑54͒ provides a global solution if the roots satisfy one of the following relations:
Similarly, cases ͑56͒ and ͑60͒ both require
Multiple roots occur in the two excluded cases C 0 ϭ0 and C 0 ϭA 0 , but also in the allowed case
For A 0 Ͻ0 we obtain, from Eq. ͑55͒,
Similarly, for A 0 Ͻ0, Eq. ͑58͒ provides the solutions
with the requirement B 0 D 0 Ͼ0. For A 0 Ͼ0 it is solution ͑57͒ that is relevant, and yields
with ␥ 0 arbitrary, and
͑72͒
A multiple root, namely, a triple one, occurs in one case only
In all other cases, two of the roots f i are complex, and f is given in Eqs. ͑60͒ and ͑61͒.
͑3͒ Case ͑37͒:
where ␥ 0 is arbitrary, and we have
The discriminant of the cubic equation f Ј 2 ϭ0 is
For DϽ0, two roots are complex; for DϾ0, they are all real and distinct; and for Dϭ0, we have a double or triple root. The absence of a first degree term in Eq. ͑75͒ implies that for f i real the three signs of f i cannot be all the same. Moreover, if a root is equal to f i ϭ0, it must be double. The elementary solutions in this case are as follows.
͑1͒ ␥ 0 ϭA 0 3 /3B 0 2 . The finite solitary wave, the singular solitary wave, the singular periodic solution, and the singular algebraic solutions in this case are
respectively. ͑2͒ ␥ 0 ϭ0. The four different real solutions in this case are
and for A 0 ϭ0 we reobtain solution ͑81͒.
C. Solutions for ‫0؍␣‬
Equation ͑52͒ ͓obtained from Eq. ͑49͔͒ in this case is
where S and M are arbitrary. All possibilities for the three roots f i occur, but we have the restriction
We have
For R 1 to be globally defined, we need f to be sign definite. This imposes the following restrictions on the roots for each of the solutions of Sec. IV A.
Solutions ͑54͒ and ͑55͒:
Solutions ͑56͒-͑58͒:
Solution ͑59͒:
0р f 3 р f . ͑91͒
V. OTHER EXPLICIT SOLUTIONS
In Sec. IV we presented solutions of Eq. ͑1͒ satisfying a 1 a 2 0, and such that ͉a 1 ͉ and ͉a 2 ͉ are not constant. Let us now discuss these previously rejected solutions.
͑ 1 ͒ Solutions with a 1 ϭ0
For ␣ 0, we put
for a 2 (x,t) and a 1 ϭ0 reduces to the linear Schrödinger equation
For ␣ϭ0, the solution of Eq. ͑1͒ is
where () is an arbitrary ͑complex͒ function.
͑ 2 ͒ Solutions with R 1 and R 2 constant
We require that 1 and 2 should not be constant; otherwise we obtain a 1 ϭa 2 ϭ0. Equations ͑6͒-͑9͒ for R 1 and R 2 constant imply that we must have sin ϭ0, i.e., the solutions will be phase locked.
Explicitly, for ␣ 0 we have
where ␥ 1 and ␥ 2 are arbitrary constants. For ␣ϭ0 we have 1 and 2 , as in Eq. ͑95͒:
VI. CONCLUSION
The symmetries used in this paper are only those that exist in the generic case of the cascading equations ͑1͒, i.e., for all values of the constants r, ␣, ␤, and ␦. This ''generic'' symmetry algebra is summed up in Eq. ͑3͒ representing space and time translations and a shift in the phases of the fundamental and second harmonic waves.
The reduction to the system of ordinary differential equations ͑6͒-͑9͒ was achieved by requiring that solutions be invariant under the one-dimensional subgroup of the symmetry group, corresponding to the Lie algebra element ͑4͒. In order to decouple these equations we had to impose either a 1 ϭ0 ͑no fundamental harmonic͒, or the supplementary condition ͑10͒ on the phases ͑phase locked solutions͒. The existence of the symmetry W in Eq. ͑3͒ guarantees that if the phases locking condition ͑10͒ is imposed on the initial conditions, it will survive for all times. Thus, by construction, all the explicit solutions obtained in this paper are phase locked traveling waves. Let us discuss some of their features.
Solution ͑63͒, for certain values of the parameters r, ␣, ␤, and ␦, characterizing the material involved, and of the constants , v, 1 , and 1 , characterizing initial conditions, can be periodic finite waves ͓see Eq. ͑54͔͒. The second harmonic R 2 then oscillates in the interval ͓Ϫ(3/2B 0 ) f 1 , Ϫ(3/2B 0 ) f 2 ͔ and the fundamental wave also oscillates between finite limits.
For other conditions ͓see Eq. ͑67͔͒, the elliptic function solutions reduce to solitary waves ͑68͒ with the second harmonic going through a zero when the fundamental one reaches its maximum value. Asymptotically both waves ͑68͒ tend to zero, with the second harmonic vanishing at a faster rate. Many of the obtained solutions are singular, either at some specific point ϭ 0 as in Eq. ͑69͒, or periodically, as in Eqs. ͑56͒ or ͑60͒.
For conditions leading to Eq. ͑33͒, the second harmonic differs from the fundamental one just by a proportionality factor and a constant shift of the amplitude ͓see Eq. ͑35͔͒. Similarly, for conditions ͑37͒, the two waves are simply proportional.
Singular solutions coexist with the finite ones for all the values of the coefficients in Eq. ͑1͒. Their physical meaning needs a separate investigation: they may be an indication that higher harmonics or dissipative effects were unjustifiably ignored in the derivation of these equations. These effects would tend to smooth out the singularities and possibly turn them into finite resonance phenomena.
The existence of families of elliptic function solutions can be viewed as a manifestation of ''partial integrability.'' We have shown that the studied equations do not, in general, have the Painlevé property. For special values of the constants involved we do obtain solutions that do have this property: they have no movable singularities other than poles.
Finally let us mention that for particular values of the constants in Eq. ͑1͒, the symmetry group may be larger. For instance, for ␤ϭ␦ϭ0 the equations are invariant under dilatations generated by Since self-similar solutions are particularly important ͑and stable͒ in optical systems with memory ͓20-22͔, this situation may be well worth exploring. For elliptic solutions, which we have found to be observed experimentally, one would have to launch a series of parallel beams similar to the single beams described in Ref.
͓2͔. At present, it does not appear to be feasible to do so. However, such a periodic array, should it ever become feasible, could be used as a reconfigurable, all-optical switching fabric. Thus it seems a long-term goal that is worth pursuing. Along these lines, we note that many years intervened between the first theoretical prediction of cascading solitons and their observation.
