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Abstract
We present an alternative to the perturbative (in coupling constant) diagrammatic approach
for studying stochastic dynamics of a class of reaction diffusion systems. Our approach is based
on an auxiliary field loop expansion for the path integral representation for the generating func-
tional of the noise induced correlation functions of the fields describing these systems. The
systems we consider include Langevin systems describable by the set of self interacting classi-
cal fields φi(x, t) in the presence of external noise ηi(x, t), namely (∂t − ν∇2)φ − F[φ] = η, as
well as chemical reaction annihilation processes obtained by applying the many-body approach
of Doi-Peliti to the Master Equation formulation of these problems. We consider two differ-
ent effective actions, one based on the Onsager-Machlup (OM) approach, and the other due to
Jannsen-deGenneris based on the Martin-Siggia-Rose (MSR) response function approach. For
the simple models we consider, we determine an analytic expression for the Energy landscape
(effective potential) in both formalisms and show how to obtain the more physical effective po-
tential of the Onsager-Machlup approach from the MSR effective potential in leading order in
the auxiliary field loop expansion. For the KPZ equation we find that our approximation, which
is non-perturbative and obeys broken symmetry Ward identities, does not lead to the appearance
of a fluctuation induced symmetry breakdown. This contradicts the results of earlier studies.
Keywords: Stochastic PDEs, Effective Action, Path Integral, Auxiliary Field Loop Expansion
1. Introduction
The effective action Γ[φ] for stochastic partial differential equations extends the role played
by the action for field theories of classical dynamical systems. It is defined in terms of functional
Legendre transformation of the generating functional for the connected correlation functions (see
for example the book by Rivers [1]). The effective action accounts for the physics of the entire
system, composed of the various degrees of freedom, represented by the fields, as well as the
effect on them by stochastic agents in the form of noise. The first derivative of Γ[φ] with respect
to the field gives the equation for the evolution of the field, averaged over different realizations
of the noise chosen from a given probability distribution. Higher derivatives of the effective
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action determine the one particle-irreducible (1-PI) vertices, from which all the noise induced
correlation functions of the field can be reconstructed. The 1-PI vertices play a crucial role in
identifying the eventual renormalization of the parameters found in the theory without noise.
The effective action in quantum field theory is reviewed in great detail in the books by Rivers
[1] and Itzykson and Zuber [2], and the extension of this approach to studying reaction diffusion
equations was pioneered by Hochberg and collaborators [give references]. For studying phase
structure, one considers the energy landscape probed by homogeneous fields using the value of
the effective action for homogeneous fields divided by the space time volume. The utility of
the auxiliary field loop expansion is that in lowest order it leads to a self consistent Hartree-like
approximation, which preserves underlying symmetries that gives a qualitative analytic picture
of the Energy Landscape. As a recent example, we have used it to give a simple qualitative pic-
ture of the phase structure of the Bose-Hubbard model [3]. When the dynamics leads to quartic
(and higher) self interactions in the Lagrangian, auxiliary fields can convert the topology of the
coupled field equations to be trilinear. This simplification leads to a dramatic topological sim-
plification of the Schwinger Dyson equations for the correlation functions. This also simplifies
dramatically the expansion of the generating functional of the two particle irreducible graphs and
allows one to study dynamics in approximations which in lowest order are related to the approach
of Kraichnan [4, 5] in his study of plasma turbulence. Related methods have recently been used
by Doherty in the study of the Kardar-Parisi-Zhang (KPZ ) equation[6].
Most text books on quantum field theory (see for example Ref. [2]) discuss the effective ac-
tion and the effective potential in the semi-classical approximation, which keeps only the gaus-
sian fluctuations around the classical motion. Some more recent textbooks [7] describe approxi-
mations based on the generating functional for the two particle irreducible (2-PI) graphs, which
includes the Hartree-Fock approximation. However approximations to this 2-PI generating func-
tional are notorious for violating Ward-Takahashi identities [8]. This has been a great stumbling
block for using the 2-PI approach when there are broken symmetries.
In the recent literature, most discussions of the effective action for stochastic partial differ-
ential equations are based on a loop expansion in terms of the strength of the noise correlation
function. This approach is related to the semi-classical approximation to the effective action of
quantum field theory. Another approach has been to use the self-consistent Hartree approxima-
tion. For the Kardar-Parisi-Zhang (KPZ) equation [9], recent discussions on the loop expansion
is found in Refs. [10] and for the Hartree approximation [11]. In population biology, a recent
discussion is found in Ref. [12], and for pair annihilation and Gribov processes a recent dis-
cussion is found in Ref. [13]. In the semi-classical approximation it is tacitly assumed that the
noise is a small perturbation on the classical dynamics and that therefore perturbation theory in
the strength of the noise is valid. This separation is often not present in many dynamical sys-
tems acted upon by noise, whether the noixe is internal or external. This shortcoming of the
semi-classical approximation was seen even at weak couplings in the theory of dilute Bose gases
where the fluctuations are thermal in nature. In that situation the semiclassical approximation did
not give a true picture of the phase structure [14]. For the phase structure of dilute Bose gases,
we were able to show that an approximation directly related to the one presented here [15, 16]
was able to predict the correct phase diagram. The reason for the success of LOAF was that the
auxiliary field loop expansion preserves the broken symmetry Ward identities.
One example we study in this paper is the phase structure of the massless KPZ equation
using the auxiliary field loop expansion. As mentioned above, efforts based on the usual loop
expansion [10] as well as the Hartree approximation [11] used methods which gave wrong results
when applied to the phase structure of dilute Bose gases. Unlike these previous approaches, we
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find no evidence for dynamical symmetry breaking. Recently Bork and Ogarkov [17] have done
a renormalization group improvement of the one loop result of Hochberg, et al. [10] and also
come to the conclusion that there is no symmetry breaking in the KPZ problem.
In this paper we present a new approach for determining the energy landscape for stochastic
field theory evolutions , based on the work in Ref. [18], that is non-perturbative in both coupling
constant strength and the strength of the noise correlation functions. This approach introduces
auxiliary fields, which render the Lagrangian for the stochastic field theory quadratic in the origi-
nal fields. In lowest order one gets a “self consistent” Gaussian approximation, but not a Gaussian
truncation, which preserves symmetries. One also can determine in a systematic way the correc-
tions to the lowest order approximation. Each term in this loop expansion also satisfies the Ward
identities. This method has been successfully used to determine approximately, in leading order,
the phase structure of dilute Bose [15, 16] and Fermi gases [19], as well as the Bose-Hubbard
model [3]. The effective potential here plays a role similar to the usual potential of classical
mechanics as it maps the energy landscape of the system being studied.
Another topic we want to address is the relationship between the two path integral formu-
lations for the generating functional of the correlation functions. In the literature there are two
formulations for obtaining the effective action and effective potential. The first formulation is
based on the ideas of Onsager and Machlup (OM) [20, 21, 22], and is in terms of the original
fields present in the stochastic differential equation. A second formulation is due to Janssen
[23] and de Dominicis (JD)[24] and introduces a field conjugate to the original field, which is
a Lagrange multiplier field, to obtain a Lagrangian from which the equation of motion can be
obtained. This last method is based on the response theory formalism of Martin-Siggia-Rose
(MSR) [25, 26, 23, 27]. The JD action also naturally occurs for the case of annihilation-diffusion
chemical reactions when we start from a master equation. Although formally one can recover the
OM action from the JD action by integrating over the conjugate field, how one obtains the ap-
proximate effective action for the OM formulation from the approximate JD effective action has
not been discussed (to our knowledge) in the literature. Here we will explicitly show that in the
LOAF approximation, once we determine the value of the Lagrange multiplier field in terms of
the original field, and use this in the JD effective action, then we find ΓOM[φ] = ΓMS R[φ, φ?[φ]].
Here Γ is the generating functional of one particle irreducible graphs. Thus if we determine the
LOAF approximation to the effective potential in the MSR formulation, we can reconstruct the
physical effective potential of the OM formalism, and get the same answer as if we calculated
the potential directly using the OM formalism. Thus nothing is given up by using the MSR for-
malism, and one gets the bonus of obtaining the response functions as well as the correlation
functions.
The use of auxiliary fields in many-body theory and quantum field theory has a long history
starting with Hubbard and Stratonovich [28, 29]. The auxiliary fields render the classical action
quadratic in the original fields in the path integral formulation of the theory. Because of this one
can reproduce many self-consistent gaussian fluctuation approximations by evaluating the path
integral over the auxiliary fields by steepest descent. In quantum field theory and many-body field
theory applications, the leading order approximation (LOAF) determines the large-N behavior of
the O(N) model [30], BCS theory of superconductivity [19], and the LOAF theory for Bose-
Einstein condensation [15, 16]. This path integral approach allows a complete reorganization of
the Feynman graphs of the theory in terms of the self-consistently obtained propagators for the
original fields, and the leading order propagator for the auxiliary field [18].
Another topic we would like to elucidate in this paper is how to obtain the renormalization
group flow of the coupling constants directly from the Effective potential. When the original
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theory starts from a quartic self interaction of coupling strength λ, the auxiliary fields that are
utilized are quadratic in the original fields and the leading order self interaction gets replaced by
a trilinear local interaction involving two of the original fields and the auxiliary field. The scat-
tering in lowest order in the auxiliary field loop expansion proceeds by the intermediary of the
composite field propagator. This propagator in lowest order is the geometric sum of an infinite
number of bubble graph diagrams. The second derivative of the effective potential with respect
to the auxiliary field gives the value of the inverse of the composite field propagator. Due to the
constraint equation satisfied by the auxiliary field, one finds by studying the renormalized Green
functions that this is a renormalization invariant. This invariant, in leading order, is the inverse of
the renormalized coupling constant [31]. By choosing to define the coupling constant at a partic-
ular value of the field, we will explicitly show how to derive the renormalization group equation
for the renormalized coupling constant. We will then compare our results for the renormalization
group flow to those found using perturbation theory.
Although we concentrate on the static properties of the fields in this paper, the formalism
presented here is perfectly well adapted to determining the time evolution of the field, averaged
over noise configurations, as well as the noise induced correlation functions of the fields. This
approach has been used in the past to study the dynamics of phase transitions when there is chiral
symmetry breaking [32], or phase separation in Bose-Einstein condensates [33]. We also show
how to use Auxiliary fields to produce approximations such as the bare vertex approximation
(BVA) which is related to the 2-PI-1/N approximation.
Many approaches to studying stochastic partial differential equations have been based on
applying the dynamical renormalization group (RG) to the perturbative coupling constant ex-
pansion of the various noise induced one-particle irreducible graphs. In applying LOAF one
has to realize that in lowest order there is only the equivalent of “mass” and dimensionful “cou-
pling constant” renormalization. Wave function and noise strength renormalization only occurs
starting at next to leading order. Several stochastic problems because of their directedness and
simplicity do not have any wave function and noise strength renormalization. This occurs in the
chemical reaction diffusion annihilation problem A + A → 0 and the related Cole-Hopf trans-
formed KPZ equation. In those cases one can determine from the effective potential in LOAF
approximation an equation for the momentum dependent effective dimensionless reaction rate
which compares well with the result of summing the geometric series of an infinite number
of Feynman graphs that govern the elastic scattering process. For more complicated problems
where it is known that there are other renormalization effects, such as wave function and noise
strength renormalization, one can either obtain these by going to next order in the loop expan-
sion, or supplement the results obtained from the LOAF effective potential by the perturbative
coupling constant results obtained for the running of these quantities. These latter results are well
known in the literature and have been used in discussions of the RG flow for the dimensionless
coupling constants. See for example, the discussion of the KPZ effective action renormalization
by Bork and Ogarkov [17] as well as the work of Zanella and Calzetta [34]. Here we will not
repeat these perturbative calculations.
The paper is organized as follows. In section 2 we review the path integral approach to
stochastic partial differential equations of the reaction-diffusion type when there is external noise
whose statistics are known. We give the generating functional for the connected noise-induced
field correlation functions for both the OM formulation and the JD path integral representation of
the MSR theory. In section 3 we formulate the auxiliary field loop expansion method for the KPZ
equation, and determine the effective action in the LOAF approximation for the KPZ equation.
We obtain the effective action in leading order in the LOAF expansion in both formulations
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and derive the OM effective potential from the JD-MSR effective potential. In section 4, we
determine the renormalized effective potential in arbitrary spatial dimension d. In section 5 we
show that in LOAF there is no fluctuation induced symmetry breakdown, in contrast to earlier
work based on the Loop expansion as well as a calculation using the Hartree approximation. We
also determine the running of the coupling constant in the LOAF approximation. In section 6
we discuss the annihilation reaction diffusion process process A + A → 0. From the Doi-Peliti
formalism one obtains a path integral of the MSR type which can be related to a Langevin process
with imaginary multiplicative noise. We then derive the effective action and effective potential in
the LOAF approximation. We compare our result for the running of the coupling constant with
the known exact result of summing the infinite series of Feynman graphs. In section 7 we obtain
the effective potential for the Cole-Hopf transformed KPZ equation and relate that problem to the
annihilation one. We compare our result for the running of the dimensionless coupling constant
with the exact result. In section 8 we discuss the Ginzburg-Landau model of spin relaxation
and determine the renormalized effective potential in the LOAF approximation. We compare our
results for the running of the coupling constant with perturbative renormalization group results.
In section 9 we show how to obtain the Schwinger-Dyson equations that allow for approximation
related to the 2-PI-1/N approximation. In section 10 we summarize our results. In the appendices
we include some Gaussian identities and functional relations used in this paper.
2. Path integral formalism for stochastic differential equations
In this section we briefly review the path integral formulation for the field correlation func-
tions induced by external noise that has gaussian correlations. This formulation was originally
developed by Onsager and Machlup [20] and later by Graham [21] and Zinn-Justin [22]. More
recently it has been reviewed and elaborated on by Hochberg, Molina-Paris, Perez-Mercader
and Visser [10]. The path integral version of the MSR formalism was developed by Jansen [23]
and de Dominicus [24], and is sometimes referred to as the Jansen-de Dominicus action in the
literature.
A generic system of coupled stochastic equations for φ = { φ1, φ2, . . . , φn } species with ex-
ternal noise η = { η1, η2, . . . , ηN } can be written in the form (here φ(x) is shorthand for φ(~x, t)
,
Dxφ(x) − F[φ ] = η(x) , Dx = ∂t − ν∇2 , (1)
In what follows we will use x = (~x, t) to represent coordinates and time. Here η(x) is taken from
the external gaussian distribution
P[ η ] = N exp
{
−1
2
∫∫
dx dx′ η(x) ·G−1η (x, x′) · η(x′)
}
. (2)
with N chosen so that the path integration of P[ η ] over the noise functions ηi(x) yields unity.
That is ∫
Dη P[ η ] ≡
∏
i
∫
Dηi = 1 , (3)
The path integral
∫ D f (x) is defined in Appendix A as the continuum limit of a product of
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ordinary integrals on a space-time lattice. Then
〈 ηi(x) 〉 =
∫
Dη ηi(x)P[ η ] = 0 , (4a)
〈 ηi(x) η j(x′) 〉 =
∫
Dη ηi(x) η j(x′)P[ η ] = Gη i, j(x, x′) . (4b)
For the case of white noise, Gη i, j(x, x′) = A δi, j δ(x − x′). A generating functional for the fields
φ(x) is defined by
Z[ j ] = eW[ j ] =
〈
exp
{ ∫
dx j(x) · φ(x)
} 〉
=
∫
Dη P[ η ] exp
{ ∫
dx j(x) · φ[ η ](x)
}
, (5)
where φ[ η ](x) is a functional solution of Eq. (1) (see, for example, Ref. [35]). The fact that P[η]
is normalized to unity leads to the result that Z[ 0 ] = 1. In what follows we well choose all our
normalization constants to ensure this condition.
2.1. Onsager-Machlup form
Changing variables in the path integral (5) from η to φ gives
Z[ j ] = eW[ j ] = N ′
∫
DφJ[φ ] e−S [φ;j ] , (6)
where now
S [φ; j ] =
1
2
∫∫
dx dx′
{ [
Dxφ(x) − F[φ ] ] ·G−1η (x, x′) · [Dx′φ(x′) − F[φ ] ]} (7)
−
∫
dx j(x) · φ(x) ,
and where J[φ ] is the Jacobian determinant
J[φ ] ≡
∣∣∣∣ δη
δφ
∣∣∣∣ = det[Dx − δF[φ ]
δφ
]
. (8)
Here we choose N ′ so that Z[ 0 ] = 1. The equation for the noise averaged field 〈φ(x) 〉 is
obtained from
〈φ(x) 〉 =
∫
Dη P[ η ]φ[ η ](x) = δW[ j ]
δj(x)
∣∣∣∣
j=0
. (9)
Higher correlations functions are obtained by successive functional differentiation of this equa-
tion. Since the normalization factors are independent of the sources j, they do not enter into the
determination of the correlation functions. Since we have normalized P[ η ] to unity, this implies
that the normalization constants are chosen so that Z[ 0 ] = 1.
We call (7) the OM action, which is the form used in Ref. [20]. The Jacobian determinant
J[φ ] can be replaced by a path integral over fermonic fields or ignored if we use an appropriate
choice of the lattice version of the forward time derivative, which is the Ito regularization [36, 37].
We will assume Ito regularization in what follows.
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2.2. Martin-Siggia-Rose form
In this section, we describe the Janssen-de Dominicis (JD) [23, 24] path integral represen-
tation of the MSR formalism [25] for the classical generating functional. We start with the
functional identity discussed in detail in Appendix B,
1 =
∫
Dη δ[Dxφ − F[φ ] − η ] (10)
Changing path integration variables from η to φ we then obtain
1 =
∫
DφJ[φ ] δ[Dxφ − F[φ ] − η ] (11)
= N1
∫∫
DφDφ?J[φ ] exp
{
−
∫
dx
{
φ?(x) · [Dxφ(x) − F[φ(x) ] + η(x) ]} ,
whereJ[φ ] is the Jacobian defined in Eq. (8) and the integration over the conjugate field φ? runs
along the imaginary axis and provides a generalization of the Fourier transform representation
of the δ function [38] as discussed in Appendix B. Inserting this identity into Eq. (5) for the
generating functional, we find
Z[ j ] =
∫
Dη P[ η ] exp
{ ∫
dx j(x) · φ[ η ](x)
}
(12)
= N1
∫∫∫
DφDφ?DηJ[φ ] P[ η ]
× exp
{ ∫
dx
{−φ?(x) · [Dxφ(x) − F[φ(x) ] − η(x) ] + j(x) · φ(x) } } .
The integration over η can now be done. We find∫
Dη exp
{
−1
2
∫∫
dx dx′ η(x) ·G−1η (x, x′) · η(x′) +
∫
dx φ?(x) · η(x)
}
(13)
= N2 exp
{ 1
2
∫∫
dx dx′ φ?(x) ·Gη(x, x′) · φ?(x′)
}
.
Adding currents for the φ?(x) field, Eq. (12) becomes
Z[ j, j? ] = eW[ j,j
? ] = N3
∫∫
Dφ?Dφ e−S [φ,φ?;j,j? ] , (14)
where
S [φ,φ?; j, j? ] = −1
2
∫∫
dx dx′ φ?(x) ·Gη(x, x′) · φ?(x′) (15)
+
∫
dx
{
φ?(x) · [Dxφ(x) − F[φ(x) ] ] − j?(x) · φ(x) − j(x) · φ?(x) } .
The final overall normalization constant is chosen so that Z[ 0, 0 ] = 1. We call (15) the MSR or
JD action, which is the form used for the KPZ equation in Ref. [17]. Here we have again assumed
Ito regularization. The normalization factor N3 is independent of the sources and does not enter
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the calculation of the connected correlation functions. In what follows we will use the generic
N for describing a normalization factor, since it does not enter into the dynamical equations.
We notice that the MSR action is quadratic in the field φ?. If we now set j? = 0 , and perform
the Gaussian path integral overDφ?, we then recover the OM action. What we will show below
in specific examples is how to recover the approximate effective action which generates the 1-PI
graphs of the OM formalism from the effective action coming from the JD formalism.
2.3. Auxiliary fields
The key to simplifying the discussion of both the phase structure as well as the time evolution
of the correlation functions is the introduction of auxiliary fields. The choice of auxiliary fields
is not unique and one hope that a clever choice will represent a variable such as a composite
field which is a bound state that is important for understanding the phase structure and dynamics
of the problem. Auxiliary fields have been used for a long time to facilitate a calculation of the
approximate phase structure of quantum field theories, and quantum many-body theories. Once
one has a path integral representation for the generating functional of the correlation function,
such as given in Eqs. (6) and (14), a similar approach can be taken for stochastic PDE’s that have
an action of either the MO or MSR form. For the purpose of obtaining an analytically calculable
map of the phase structure as described by the effective potential, one introduces collective fields
into the aforementioned action so that it is rendered quadratic in the original fields. Once that is
done, the Gaussian path integrals over the original fields can be performed (see Appendix A) and
the remaining path integrals over the auxiliary fields can be done by stationary phase, resulting
in an expansion in terms of loops of composite field propagators around the leading order self-
contently determined “mean-field” propagators (see BCG). At leading order in the auxiliary field
loop expansion (LOAF), one has found good qualitative agreement with experiment for the phase
diagram of dilute Bose and Fermi gases as well as for the Bose-Hubbard model. Although the
effective potential for stochastic partial differential equations has been discussed in great detail by
Hochberg and collaborators in the semi-classical loop expansion, and by Amaral and Roditi for
the KPZ equation in a self-consistent Gaussian approximations, neither of these approximations
gave a reliable picture of Bose-Einstein condensation in the theory of dilute Bose gases, a LOAF
approximation similar to the one we are presenting here gave a quite reasonable picture of the
BEC phase diagram. In what follows we will calculate the LOAF effective potential using both
the OM and the JD actions for a variety of simple systems. In particular we will show the absence
of spontaneous symmetry breakdown for the KPZ effective potential. We will explicitly show
how to obtain the effective potential of the OM form from the effective potential of the JD form
by determining the “conjugate momentum,” or constraint field, from the effective potential of the
JD form.
We will also show how to obtain the renormalization group (RG) equations for the coupling
constant flows directly from the effective potential, and compare this result with the perturbative
approach for determining RG equations. Another aspect of auxiliary fields is that when the
original action has only trilinear quartic interactions, the introduction of auxiliary fields that
are bilinear in the original fields then reduces all interactions to trilinear or bilinear. In that
case the exact equations for the noise averages field equations and correlation functions simplify
in structure. This allows one to make approximations to the dynamics similar to the direct-
interaction approximation in plasma turbulence by Kraichnan [4, 39], as well as in dynamical
simulations of the KPZ equation by Doherty, et al. [6], and to what has been sometimes called
the 2-PI-1/N expansion in quantum field theory. The Schwinger-Dyson equations that govern
this type of approximation are discussed in section 9.
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3. The KPZ equation
For the KPZ equation describing ballistic surface growth, φ(x) → φ(x, t) ≥ 0, is a single
field representing the height of a surface at a point x on the surface at time t, and F[φ] = f0 +
λ |∇φ(x)|2/2.
3.1. Onsager-Machlup form
Assuming white noise, scaling the current by the amplitude of the noiseA, and assuming Ito
regularization, the OM version of the action, Eqs. (6) and (7), becomes
Z[ j ] = eW[ j ]/A = N
∫
Dφ e−S [ φ; j ]/A , (16)
where now
S [ φ; j ] =
∫
dx
{ |Dxφ(x) − F[ φ ] |2/2 − j(x) φ(x) } . (17)
We introduce the auxiliary fields σ(x) and χ(x) into the path integral (16) using the identity
1 =
∫
Dσδ[σ − λF[ φ ] ] = N∫∫ DσDχ exp{−∫ dx χ(x)
λ2A
[
σ(x) − λF[ φ(x) ]
] }
, (18)
where again integration over the χ field is along the imaginary axis. We have rescaled the con-
jugate momentum variable so as to make the trilinear coupling between the σ(x) and φ(x) fields
independent of λ, as done in Ref. [40]. This scaling just changes the normalization of the path in-
tegral which does not enter into evaluation of the connected correlation functions. The generating
functional (16) then becomes:
Z[ j, s, r ] = eW[ j,s,r ]/A = N
∫∫∫
DφDσDχ e−S [ φ,σ,χ; j,s,r ]/A , (19)
with
S [ φ, σ, χ; j, s, r ] =
∫
dx
{ 1
2
[ Dx φ(x) − σ(x)/λ ]2 + χ(x)
λ2
[
σ(x) − λF[ φ(x) ] ] (20)
− j(x) φ(x) − s(x)σ(x) − r(x) χ(x)
}
,
where we have added currents s(x) and r(x) for the auxiliary fields. By parts integration, we can
write (20) in the form,
S [ φ, σ, χ; j, s, r ] =
1
2
∫∫
dx dx′ φ(x) G−1[χ](x, x′) φ(x′) (21)
+
∫
dx
{ σ2(x) + 2 χ(x)σ(x)
2λ2
− [ j(x) − D?xσ(x)/λ ] φ(x) − s(x)σ(x) − [ r(x) + f0/λ ] χ(x)
}
,
with
G−1[χ](x, x′) = δ(x − x′) { D?x Dx −←−∇χ(x) · −→∇} , (22)
and D?x = −∂t − ν∇2. Here we use the convention:
A
←−∇B = (∇A)B , and A−→∇B = A(∇B) . (23)
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Note that once we rewrite the action in terms of the auxiliary fields, the coefficient of σ2(x) is
1/(2λ2). So the renormalized coupling constant can be determined from the second derivative of
the effective action with respect to σ(x), evaluated at zero momentum [40].
It is convenient at this point to set
X(x) =
(
σ(x)
χ(x)
)
, and I =
(
1 1
1 0
)
, (24)
and put
K(x) = K0(x) + K1(x) =
(
s(x)
r(x)
)
+
(
0
f0/λ
)
, (25)
J[X](x) = J0(x) + J1(x) = j(x) − D?x σ(x)/λ ,
σ2(x) + 2 χ(x)σ(x) = XT (x) I X(x) ,
so that Eq. (21) becomes
S [ φ, X; J,K ] =
1
2
∫∫
dx dx′ φ(x) G−1[X](x, x′) φ(x′) (26)
+
∫
dx
{ XT (x) I X(x)
2λ2
− J[X](x) φ(x) − KT (x) X(x)
}
.
The action is now quadratic in the field φ and can be integrated over φ. The generating functional
(19) then becomes
Z[ J,K ] = eW[ J,K ]/A = N
∫
DX e−S eff[ X;J,K ]/(A) , (27)
where now
S eff[ X; J,K ] = −12
∫∫
dx dx′ J[X](x) G[X](x, x′) J[X](x′) (28)
+
∫
dx
{ XT (x) I X(x)
2λ2
− KT (x) X(x) + A
2
Tr[ ln[ G−1[X](x, x) ] ]
}
.
Here , which is eventually set to unity, is used to count the order of the LOAF expansion. The
remaining integral is done by expanding the effective action (28) about the saddle point X0(x),
defined by the equations,
δS eff[ X; J,K ]
δXi(x)
∣∣∣∣
X0
= 0 , (29)
which yields the saddle point equations,
σ0(x) + χ0(x)
λ2
= −Dx φ0[X0](x)/λ + s(x) , (30a)
σ0(x) − f0
λ2
=
1
2
{
|∇φ0[X0](x) |2 +A [∇ · ∇′G[X0](x, x′) ]x=x′ } + r(x) , (30b)
where we have defined
φ0[X0](x) =
∫
dx′G[X0](x, x′) J[X0](x′) . (31)
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Expanding the effective action about the saddle point,
S eff[ X; J,K ] = S eff[ X0; J,K ] (32)
+
1
2
∫∫
dx dx′ D−1i j [ J,K ](x, x
′) (Xi(x) − X0 i(x)) (X j(x′) − X0 j(x′)) + · · · ,
where
D−1i j [ J,K ](x, x
′) =
δ2S eff[ X; J,K ]
δXi(x) δX j(x′)
∣∣∣∣
X0
= Ii j δ(x − x′) + Σi j[J,K](x, x′) , (33)
and carrying out the remaining path integral gives
W[ X0, J,K ] = −S eff[ X0; J,K ] − A2
∫
dx Tr[ ln[ D−1[ J,K ](x, x) ] ] + · · ·
=
1
2
∫∫
dx dx′ J[ X0 ](x) G[ X0 ](x, x′) J[ X0 ](x′) (34)
−
∫
dx
{ XT0 (x) I X0(x)
2λ2
− KT (x) X0(x) + A2 Tr[ ln[ G
−1[ X0 ](x, x) ] ]
+
A
2
Tr[ ln[ D−1[ J,K ](x, x) ] ]
}
+ · · · .
Note that this is an expansion in powers of , not A as in the usual loop expansion. The advan-
tages of this auxiliary field expansion is discussed in detail in Refs. [18, 41]. To first order in ,
the fields are then given by the expansion:
φ(x) =
δW[ J,K ]
δJ(x)
= φ0[X0](x) +  φ1[X0](x) + · · · (35a)
Xi(x) =
δW[ J,K ]
δKi(x)
= X0 i(x) +  X1 i(x) · · · , (35b)
where φ0[X0](x) is given by Eq. (31), and
φ1[X0](x) =
A
2
∫∫
dx1 dx2 Tr
[
D[ J,K ](x1, x2)
δD−1[ J,K ](x2, x1)
δJ(x)
]
, (36a)
X1 i(x) =
A
2
∫∫
dx1 dx2 Tr
[
D[ J,K ](x1, x2)
δD−1[ J,K ](x2, x1)
δKi(x)
]
. (36b)
The effective action Γ[ Φ, X ] is defined by the functional Legendre transformation (see for ex-
ample Ref. [1]),
Γ[ φ, X ] =
∫
dx { J0(x) φ(x) + KT0 (x) X(x) } −W[ J,K ] (37)
=
∫
dx { [ J(x) − J1(x) ] φ(x) + [ KT (x) − KT1 (x) ] X(x) } −W[ J,K ] ,
where J1(x) and K1(x) are defined in Eq. (25). From (35), to first order in  we can replace
φ0[X0](x) by φ(x) and X0(x) by X(x) in the expression (34) for W[ J,K ], which gives an effective
action
Γ[ φ, X ] =
1
2
∫∫
dx dx′ φ(x) G−1[ X ](x, x′) φ(x′) (38)
+
∫
dx
{ XT (x) I X(x)
2λ2
+ σ(x) D φ(x)/λ − f0 χ(x)/λ + A2 Tr[ ln[ G
−1[ X ](x, x) ] ]
}
+ O[  ] .
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The effective potential is the natural generalization of the classical potential when there are
stochastic or quantum fluctuations present. It is defined usually for static fields by evaluating
the effective action for these fields and then dividing by the space-time volume. For some fields,
such as the vector potential in electrodynamics, and here the KPZ field φ, only the curl or gradi-
ent of the field contributes to the energy, and one must look at the potential as a function of the
derivatives of the fields entering the Lagrangian. That is the case for the KPZ equation. To find
the effective potential for the KPZ equation, we take as an ansatz for the fields:
φ(x) = −x · v , and X(x) =
(
σ(x)
χ(x)
)
=
(
σ
χ
)
, (39)
where ( v, σ, χ ) are all constants, independent of space and time. The leading order effective
potential from Eq. (38) is then given by
Veff[ v, σ, χ ] =
Γ[ v, σ, χ ]
Ω
=
σ2
2λ2
+
χ
λ
[ σ
λ
− f0 − λv
2
2
]
+
A
2
Tr[ ln[ G−1[ χ ](x, x) ] ] , (40)
where Ω is the space-time volume. Expanding the Green function G−1[ χ ](x, x′) in a Fourier-
Laplace series,
G−1[ χ ](x, x′) =
∫
ddk
(2pi)d
∫
dz
2pii
G˜−1[ χ ](k, ω) eik·(x−x
′)+z(t−t′) , (41)
where
G˜−1[ χ ](k, z) = [ νk2 − z ] [ νk2 + z ] − λ χ k2 = ω2k[χ] − z2 , (42)
and where we have put ω2k[χ] = ν
2 k2 ( k2 − χ/ν2 ). So we find
Tr[ ln[ G−1[ χ ](x, x) ] ] =
∫
ddk
(2pi)d
∫
dz
2pii
ln[ω2k[χ] − z2 ] =
∫
ddk
(2pi)d
{ |ωk[χ] | + C∞ } , (43)
where C∞ is an infinite constant which is absorbed into the overall effective potential normaliza-
tion. Inserting this result into Eq. (39) gives
Veff[ v, σ, χ ] =
σ2
2λ2
+
χ
λ
[ σ
λ
− f0 − λv
2
2
]
+
νA
2
∫
ddk
(2pi)d
| k |
√
k2 − χ/ν2 . (44)
The gap equations are now
∂Veff[ v, σ, χ ]
∂σ
=
σ + χ
λ
= 0 , (45a)
∂Veff[ v, σ, χ ]
∂χ
=
1
λ
[ σ
λ
− f0 − λv
2
2
]
− A
4 ν
∫
ddk
(2pi)d
| k |√
k2 − χ/ν2
= 0 . (45b)
So from (45a) setting χ = −σ, the effective potential Eq. (44) reads
Veff[ v, σ ] = − σ
2
2λ2
+
σ
λ
[
f0 + λ
v2
2
]
+
νA
2
∫
ddk
(2pi)d
| k |
√
k2 + σ/ν2 . (46)
The gap equation (45b) becomes
σ
λ2
=
1
λ
[
f0 + λ
v2
2
]
+
A
4 ν
∫
ddk
(2pi)d
| k |√
k2 + σ/ν2
. (47)
The integrals in (46) and (47) diverge. They are made finite by renormalization methods, which
will be discussed in Section 4.
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3.2. Martin-Siggia-Rose form
Again assuming white noise, scaling the star field φ?(x) and the star current j?(x) by the
amplitude of the noiseA, the MSR version of the action, Eqs. (14) and (15), becomes
Z[ j, j? ] = eW[ j, j
? ]/A = N
∫∫
Dφ?Dφ e−S [ φ,φ?; j, j? ]/A , (48)
where
S [ φ, φ?; j, j? ] =
∫
dx
{−[ φ?(x) ]2/2 + φ?(x) [ Dxφ(x) − F[ φ(x) ] ] (49)
− j?(x) φ(x) − j(x) φ?(x) } .
Again introducing auxiliary fields σ(x) and χ(x) by means of Eq. (18), the generating functional
(48) becomes
Z[ j, j? ] = eW[ j, j
? ]/A = N
∫∫∫∫
Dφ?DφDσDχ e−S [ φ,φ?,σ,χ; j, j?,r ]/A , (50)
where now
S [ φ, φ?, σ, χ; j, j?, r ] =
∫
dx
{ 1
2
{
φ?(x) Dx φ(x) + φ(x) D
?
x φ
?(x) − [ φ?(x) ]2
− [∇φ(x)] χ(x) · [∇φ(x)] } + χ(x)σ(x)/λ2 (51)
− j?(x) φ(x) − [ j(x) + σ(x)/λ ] φ?(x) − s(x)σ(x) − [ r(x) + f0/λ ] χ(x)
}
.
Let us first note that by setting j?(x) and r(x) to zero and integrating φ? along the imaginary axis,
integrating over χ and then σ, reproduces the action (17) we used in the OM formalism. So it
must be possible to obtain the approximate effective action for the OM formalism from that of
the JD formalism. We will explicitly show how to do this for the KPZ problem. Introducing a
two-component notation with the definitions:
Φ(x) =
(
φ(x)
φ?(x)
)
, J[ X ](x) =
(
j(x)
j?(x) + σ(x)/λ
)
,
X(x) =
(
σ(x)
χ(x)
)
, K(x) =
(
s(x)
r(x) + f0/λ
)
.
Then the generating functional (48) can be written as
Z[ J,K ] = N
∫∫
DΦDX e−S [ Φ,X;J,K ]/A , (52)
and the action (49) in this notation becomes
S [ Φ, X; J,K ] =
1
2
∫∫
dx dx′Φ?(x) G−1[ X ](x, x′) Φ(x′) (53)
+
∫
dx
{ X?(x) X(x)
2λ2
− J?[ X ](x) Φ(x) − K?(x) X(x)
}
,
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where
G−1[ X ](x, x′) = δ(x − x′)
 D?x −1−←−∇ χ(x) · −→∇ , Dx
 . (54)
Here Φ?(x) =
(
φ?(x), φ(x)
)
and X?(x) =
(
χ(x), σ(x)
)
with corresponding definitions for J?[ X ](x)
and K?(x). The action is now quadratic in the fields Φ and can be integrated out. The generating
functional (51) then becomes
Z[ J,K ] = eW[ J,K ]/A = N
∫
DX e−S eff[ X;J,K ]/(A) , (55)
where now
S eff[ X; J,K ] = −12
∫∫
dx dx′ J?[X](x) G[X](x, x′) J[X](x′) (56)
+
∫
dx
{ X?(x) X(x)
2λ2
− K?(x) X(x) + A
2
Tr[ ln[ G−1[X](x, x) ] ]
}
,
and we have again introduced  to count orders of approximation. The remaining integral is done
by expanding the effective action (53) about the stationary point X0(x), defined by the equation,
δS eff[ X; J,K ]
δXi(x)
∣∣∣∣
X0
= 0 . (57)
The saddle point equations in this case become
χ0(x) = φ?0 [X0](x) + s(x) , (58a)
σ0(x) = f0 +
λ
2
{
|∇φ0[X0](x) |2 +A [∇ · ∇′G11[X0](x, x′) ]x=x′ } + r(x) , (58b)
where
Φ0[X0](x) =
∫
dx′G[X0](x, x′) J[X0](x′) . (59)
Expanding the effective action about the saddle points and carrying out the remaining path inte-
gral gives
W[ X0, J,K ] = −S eff[ X0; J,K ] − A2
∫
dx Tr[ ln[ D−1[ J,K ](x, x) ] ] + · · ·
=
1
2
∫∫
dx dx′ J[ X0 ](x) G[ X0 ](x, x′) J[ X0 ](x′) (60)
−
∫
dx
{ XT0 (x) I X0(x)
2λ2
− KT (x) X0(x) + A2 Tr[ ln[ G
−1[ X0 ] ] ]
+
A
2
Tr[ ln[ D−1[ J,K ](x, x) ] ]
}
,
where
D−1i j [ J,K ](x, x
′) =
δ2S eff[ X; J,K ]
δXi(x) δX j(x′)
∣∣∣∣
X0
= δi j δ(x − x′) + Σi j[J,K](x, x′) . (61)
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The effective action Γ[ Φ, X ] is defined by the Legendre transformation
Γ[ Φ, X ] =
∫
dx[ J?0 (x) Φ(x) + K
?
0 (x) X(x) ] −W[ J,K ] (62)
=
∫
dx { [ J?(x) − J?1 (x) ] Φ(x) + [ K?(x) − K?1 (x) ] X(x) } −W[ J,K ] .
To first order in  we can replace Φ0[X0](x) by Φ(x) and X0(x) by X(x) in the expression (57) for
W[ J,K ], which gives an effective action
Γ[ Φ, X ] =
1
2
∫∫
dx dx′Φ?(x) G−1[ X ](x, x′) Φ(x′) (63)
+
∫
dx
{ X?(x) X(x)
2λ2
− σ(x) φ?(x)/λ − f0 χ(x)/λ + A2 Tr[ ln[ G
−1[ X ](x, x) ] ]
}
+ O[  ] ,
To find the effective potential, we take as an ansatz for the fields:
Φ(x) =
(
φ(x)
φ?(x)
)
=
(−x · v
φ?
)
, and X(x) =
(
σ(x)
χ(x)
)
=
(
σ
χ
)
, (64)
where ( v, φ?, σ, χ ) are all constants. The leading order effective potential from Eq. (58) is given
by
Veff[ Φ, X ] =
Γ[ Φ, X ]
Ω
= − [ φ
? ]2
2
− v
2
2
χ+
σχ
λ2
− f0 χ
λ
− σφ
?
λ
+
A
2
Tr[ ln[ G−1[ χ ](x, x) ] ] , (65)
where Ω is the space-time volume. Expanding the Green function in a Fourier-Laplace series, as
in Eq. (41), we find
G˜−1[ χ ](k, z) =
(
νk2 − z −1
−χ k2 νk2 + z
)
. (66)
Then
det[ G˜−1[ χ ](k, z) ] = ω2k[ χ ] − z2 , (67)
where
ω2k[ χ ] = ν
2 k4 − χ k2 = ν2 k2 ( k2 − χ/ν2 ) . (68)
So then
Tr[ ln[ G−1[ χ ](x, x) ] ] =
∫
ddk
(2pi)d
∫
dz
2pii
ln[ det[ G˜−1[ χ ](k, z) ] ] (69)
=
∫
ddk
(2pi)d
∫
dz
2pii
ln[ z2 − ω2k[ χ ] ] =
∫
ddk
(2pi)d
{ |ωk[ χ ] | + C∞ } ,
where C∞ is an infinite constant which is absorbed into the overall effective potential normaliza-
tion. Inserting this result into Eq. (59) gives
Veff[ v, φ?, σ, χ ] = − [ φ
? ]2
2
− v
2
2
χ +
σχ
λ2
− f0 χ
λ
− σφ
?
λ
+
νA
2
∫
ddk
(2pi)d
| k |
√
k2 − χ
ν2
. (70)
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The gap equations are now
∂Veff[ v, φ?, σ, χ ]
∂σ
=
χ − λφ?
λ2
= 0 , (71a)
∂Veff[ v, φ?, σ, χ ]
∂χ
=
σ
λ2
− f0
λ
− v
2
2
− A
4 ν
∫
ddk
(2pi)d
| k |√
k2 − χ/ν2
= 0 . (71b)
∂Veff[ v, φ?, σ, χ ]
∂φ?
= −φ? − σ/λ = 0 . (71c)
From Eqs. (71a) and (71c) we find that χ = λφ? = −σ. Eliminating φ? and χ from Veff, the
effective potential (70) becomes,
Veff[ v, σ ] = − σ
2
2λ2
+
σ
λ
[
f0 + λ
v2
2
]
+
νA
2
∫
ddk
(2pi)d
| k |
√
k2 + σ/ν2 , (72)
with the gap equation,
σ
λ2
=
1
λ
[
f0 + λ
v2
2
]
+
A
4 ν
∫
ddk
(2pi)d
| k |√
k2 + σ/ν2
. (73)
Eqs. (72) and (73) agree with the OM results in Eqs. (46) and (47). So the two methods give the
same effective potential in leading order in the auxiliary field expansions.
4. Renormalization using dimensional regularization
In this section, we renormalize the KPZ equation following the renormalization procedure of
Coleman, Jackiw, and Politzer [40]. The second derivative of the effective potential, Eq. (72),
with respect to the auxiliary field σ is given by
− ∂
2Veff[σ, d ]
∂σ2
=
1
λ2
+
A
8ν3
( σ
ν2
)(d−2)/2
I[ d ] , (74)
where
I[ d ] =
Ωd
(2pi)3
∫ ∞
0
t(d−1)/2 dt
(t + 1)3/2
=
8
(4pi)(d+1)/2
Γ[ (d + 1)/2 ] Γ[ 1 − d/2 ]
Γ[ d/2 ]
. (75)
Now the effective action Γ is the generator of 2-PI vertices and −∂2Veff/∂σ2 is the inverse
propagator of the composite σ-field. So with our definitions, −∂2Veff[ µ2, d ]/∂σ2, evaluated
at σ/ν2 = µ2, is the inverse of the square of the renormalized coupling constant,
1
λ2r [ µ2, d ]
=
1
λ2
+
A
8 ν3
µd−2 I[ d ] . (76)
We can use (76) to compare coupling constants at different scales,
1
λ2r [ µ2, d ]
=
1
λ2r [ µ20, d ]
+
A
8 ν3
[
µd−2 − µd−20
]
I[ d ] . (77)
or equivalently define the β-function,
βλ[d] ≡ µdλr[µ, d]dµ =
A λ3r [µ]
8ν3
J[d] µd−2 , (78)
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where J[d] = (d−2)I[d]. Here J[d] has no singularities at d = 2. In particular in two dimensions,
we obtain
βλ[2] =
A λ3r [µ]
4piν3
, (79)
in agreement with the one-loop answer of Hochberg, et al. [42]. However unlike Hochberg, we
are able here to calculate βλ[d] for all dimensions d.
The full renormalization group equations are obtained by studying the flow of the dimension-
less renormalized coupling constant, which is defined as
gr[µ2] =
Ar[ µ ] λ2r [ µ ]
8 ν3[ µ ] µd−2
. (80)
Here Ar[ µ ] and νr[ µ ] also depend on a renormalization scale. It is well known that the lead-
ing order auxiliary field loop expansion only has “mass” and coupling constant renormalization.
Thus if we want the full renormalization group approach we need to supplement the calculation
presented here with a calculation of the renormalization of ν andA at next order in the  expan-
sion. An example of this is given in Haymaker and Cooper [43]. Elsewhere in the literature, the
running of these quantities has been done as a separate calculation. In the work of Bork and Oga-
rkov [17], who study the effective potential in the loop expansion, these further renormalizations
are evaluated in perturbation theory from Feynman graphs. In another perturbative approach to
calculating the effective action by Zanella and Calzetta [34], a dynamical renormalization group
approach to the perturbative effective action was used. Since these calculation have already been
done in the literature, we will not repeat them here. Instead we will side-step this approach in
Section 7 by applying the auxiliary field loop expansion to the Cole-Hopf transformed effective
action for the KPZ equation. In the Cole-Hopf form of the action, only the new coupling constant
gets renormalized and one can calculate the full β-function.
Substituting (77) into (74), the second derivative in terms of the renormalized coupling con-
stant is now given by
− ∂
2Veff[ µ, σ, d ]
∂σ2
=
1
λ2r [ µ2, d ]
+
A
8 ν3
{ ( σ
ν2
)(d−2)/2− µd−2 } I[ d ] . (81)
Integrating this equation twice, and choosing the integration constants so that classical part of
the effective potential is the renormalized classical potential for the KPZ equation, we obtain
Veff[ µ, σ, d ] = − σ
2
2λ2r [ µ2, d ]
+
σ v2
2
+
fr σ
λ
− νA
8
[ 4
d(d + 2)
( σ
ν2
)d/2+1− µd−2
2
( σ
ν2
)2 ]
I[ d ] , (82)
with the gap equation,
σ
λ2r [ µ2, d ]
=
v2
2
+
fr
λ
− A
8ν
[ 2
d
( σ
ν2
)d/2− µd−2 ( σ
ν2
) ]
I[ d ] . (83)
For the massless KPZ equation, we would set fr = 0. The massless problem is what we will
consider in what follows in order to revisit the problem of dynamical symmetry breaking dis-
cussed in Refs. [42, 11]. This effective potential cannot depend on the renormalization point µ.
Using this fact by taking the derivative of the effective potential with respect to µ and setting it
equal to zero, we could have determined the renormalization group equation for βλ, Eq. (78), this
alternate way, as was done in Ref. [42].
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In one and three dimension,
λ2r [ µ
2, d ]
λ2
=

1
1 + α/(pi µ)
, for d = 1,
1
1 − αµ/pi2 , for d = 3.
(84)
where α = A λ2/(8ν3). So for d = 1, choosing µ = ∞ sets λr[∞, 1 ] = λ, whereas for d = 3,
choosing µ = 0 also sets λr[ 0, 3 ] = λ. In two dimensions, we have to take the limit of Eq. (82)
as d → 2. For d = 1, we find for the effective potential and gap equations
Veff[ v, σ ] = − σ
2
2 λ2
+ σ
v2
2
− A
6pi ν2
σ3/2 , (85a)
σ
λ2
=
v2
2
− A
4pi ν2
σ1/2 . (85b)
For d = 2, we get
Veff[ v, µ, σ ] = − σ
2
2 λ2r [µ2]
+ σ
v2
2
+
A
64pi ν3
σ2
{
ln
[ σ
ν2µ2
]
− 3
2
}
, (86a)
σ
λ2r [µ2]
=
v2
2
+
A
32pi ν3
σ
{
ln
[ σ
ν2µ2
]
− 1
}
. (86b)
For d = 3, we get
Veff[ v, σ ] = − σ
2
2 λ2
+ σ
v2
2
+
A
30pi2 ν4
σ5/2 . (87a)
σ
λ2
=
v2
2
+
A
12pi2 ν4
σ3/2 . (87b)
Eqs. (85b), (86b), and (87b) are easily inverted to find σ as a function of v, which are substituted
into the effective potentials to find Veff[v]. As a check, we renormalized the KPZ equation using
standard momentum cut-off methods, which agreed with the results we found in this section.
5. Effective potential and conclusions about symmetry breaking
One of the major reasons for using the LOAF approximation to study the KPZ equation is
that it was known to cure some of the defects of both the one-loop approximation as well as the
Hartree approximation when they were used to study symmetry breaking in the problem of dilute
Bose gases. Since we are considering the massless KPZ equation we want to maintain the mass-
lessness of the theory after renormalization. This is similar to making sure we are obtaining a
massless particle (a Goldstone boson) which is present in the BEC theory when we include fluc-
tuations. In earlier treatments of the effective potential at a one loop level, perurbative in powers
ofA, or in a self-consistent gaussian approximation, related to the Hartree approximation, it was
found that as a function of the coupling constant there could be a phase transition into the phase
where 〈 v 〉 , 0. Since it is well known that gaussian approximations violate Ward identities
and that a one-loop calculation in the BEC problem did not allow one to explore the BEC phase
transition, we thought it important to see whether an approximation that was non-perturbative
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in A and which preserved Ward identities would lead to a different conclusion. The reason the
LOAF approximation is non-perturbative inA is due to the non-linear nature of the gap equation
which brings in all powers ofA. Interestingly, when we reexpand our result in powers ofA, we
recover the one-loop result which predicts the phase transition. It is the non-analytic nature of
the potential as a function of A which shows that one cannot trust the one-loop result even at
smallA.
The condition for Veff[ v, σ, d ] to be a minimum is that
dVeff[ v, σ, d ]
dv
=
∂Veff[ v, σ, d ]
∂v
∣∣∣∣
σ
+
∂σ[v]
∂v
∂Veff[ v, σ, d ]
∂σ
∣∣∣∣
v
=
∂Veff[ v, σ, d ]
∂v
∣∣∣∣
σ
= σ v , (88)
since the second term vanishes by the gap equation. Therefore in the LOAF approximation, the
minimum condition is when
dVeff[ v, σ, d ]
dσ
= σ v = 0 . (89)
Thus in order for v , 0, one requires that σ = 0. But from the massless gap equation (83),
if σ = 0, then v = 0. Therefore there can be no broken symmetry solution (v , 0) in the
LOAF approximation. However, for the massive case when fr , 0, non-zero solutions for v are
possible. Our explicit calculation of Veff will illustrate this theorem. Our result does not preclude
symmetry breakdown in higher order in the auxiliary field loop expansion.
5.1. Effective potential, one dimension
To determine the effective potential for d = 1 we have to solve the gap equation (85b) for σ
as a function of v. This can be done explicitly in one dimension,
σ1/2 =
√
λ2 v2/2 + b2/4 − b/2 , b = Aλ
2
4piν2
. (90)
This is substituted into (85a) to obtain Veff[v], which is shown in Fig. 1(a). If we re-expand this
result in a series ofA, we obtain the result of the loop expansion in Ref. [42], namely
Vone-loopeff [v] = λ
2 v
4
8
− A
6piν2
(λ2v2
2
)3/2
. (91)
Eq. (91) has a double well construction for all λ, but Veff for the LOAF approximation, as a result
of the theorem displayed in Eq. (89), does not for any λ. For the one-loop approximation, the
minimum of the potential occurs at
v = ± λA
2
√
2piν2
(92)
5.2. Effective potential, two dimensions
For d = 2, the effective potential is given in Eq. (86a). Solving (86b) for v as a function of σ,
this can be written as
Veff[σ ] =
σ2
2 λ2r [µ]
− Aσ
2
32pi ν3
{
ln
[ σ
µ2ν2
]
− 1
2
}
. (93)
When we expand Veff[v] is a power series inA, we obtain the one-loop result,
Vone-loopeff [v] =
λ2v4
8
+
Aλ4v4
256pi ν3
{
ln
[ λ2v2
2µ2ν2
]
− 3
2
}
. (94)
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Figure 1: Plots of Veff vs. v for (a) d = 1, where A = 6pi, (b) d = 2, where A = 64pi with µ = 1, and (c) d = 3, where
A = 30pi2, for the case when λ = ν = 1. Solid black curves are the LOAF results whereas the dashed (red online) curves
are the loop expansion results.
We notice that the leading term in the correction to the classical answer has opposite signs for
the LOAF approximation and the first term in a re-expansion inA. Thus even small corrections
of order A2 as evidenced here can change the character of the answer. The loop expansion
for the effective potential leads to a double well structure for all λ [42], whereas the Hartree
approximation leads to a double well structure for values of λ greater than a critical value [11].
On the other hand, the LOAF approximation does not lead to double well structure as shown in
Fig. 1(b).
5.3. Effective potential, three dimensions
For d = 3, the effective potential is given in Eq. (87a). Solving (87b) for σ as a function of
v gives the results shown in Fig. 1(c), which is compared with the one-loop result, obtained by
reexpanding the effective potential as a series ofA,
Vone-loopeff [v] =
λ2v4
8
+
Aλ5v5
120
√
2 pi2 ν4
. (95)
In d = 3, the Hartree approximation leads to a phase transition as function of λ. Neither the loop
expansion nor the LOAF approximation displays this property. This is seen in Fig. 1(c).
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6. The chemical reaction annihilation process
As a second example of our LOAF approximation methods, we derive an effective potential
for the reaction-diffusion chemical annihilation process, A + A → 0. The Langevin equation for
this process is closely related to the KPZ equation (see Section 7 below).
The many-body formulation of this annihilation and diffusion process is discussed thoroughly
in the literature [44, 45, 36, 46]. The standard procedure for obtaining a path integral for the
generating functional is to start from a master equation for the process, develop a number algebra
with annihilation and creation operators using a Hilbert space, define a conserving state vector
|Ψ(t) 〉 and a Schrödinger-like equation, pass over to a continuum description, and then write a
path integral for the generating functional. The resulting generating functional is given by
Z[ j, j? ] = eW[ j, j
? ] = N
∫∫
DφDφ? e−S [ φ,φ?; j, j? ] , (96)
where the action S [ φ, φ?; j, j? ] is given by
S [ φ, φ?; j, j? ] =
∫
dx
{
φ?(x) ∂t φ(x) + ν [∇φ?(x) ] · [∇φ(x) ] (97)
− λ [ 1 − φ?2(x) ] φ2(x) − j?(x)φ(x) − j(x) φ?(x) } .
Here we have set
∫
dx ≡ ∫ dd x ∫ dt.
6.1. Langevin equation
We first show that we can obtain a Langevin equation for this process by making a Doi shift
[47] of the star-field, φ?(x) → 1 + φ?(x) in the path integral (96). This leads to a new action of
the form,
S doi[ φ, φ?; j, j? ] =
∫
dx
{
φ?(x) ∂t φ(x) + ν [∇φ?(x) ] · [∇φ(x) ] (98)
+ 2λ φ?(x) φ2(x) + λ [φ?(x)]2 φ2(x) − j?(x) φ(x) − j(x) φ?(x) } .
Here the kinetic term ∂t φ(x) is integrated, evaluated at the end points and absorbed in the overall
normalization (see Ref. [36]). Using the identity,
exp
{
−
∫
dx λ [φ?(x)]2 φ2(x)
}
=
∫
Dη P[ η ] exp
{
i
√
2λ φ?(x) φ(x) η(x)
}
, (99)
where
P[ η ] = N exp
{
−
∫
dx η2(x)/2
}
, (100)
the path integral (96) for zero currents becomes
Z0 = N
∫∫∫
DφDφ?Dη P[ η ] e−S doi[ φ,φ?,η ] , (101)
where the action is now given by
S doi[ φ, φ?, η ] =
∫
dx φ?(x)
[
Dx φ(x) + 2 λ φ2(x) + i
√
2λ φ(x) η(x)
]
, (102)
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where Dx = ∂t −ν∇2. So the path integral is to be evaluated only for values of φ(x) which satisfy
the Langevin equation,
Dx φ(x) + 2 λ φ2(x) = −i
√
2λ φ(x) η(x) . (103)
The noise source in Eq. (103) is multiplicative and purely imaginary, which is a surprise since
the field φ(x) started out to be real. However, as discussed in Ref. [36], the imaginary nature
of the field for the Doi-shifted path integral is required for the probability interpretation of the
path integral. The imaginary component of the average field 〈 Im{ φ(x) } 〉 = 0 vanishes (see
Ref. [48]).
6.2. Effective Action and Effective Potential for annihilation
The annihilation process is an ideal test-bed for the LOAF approximation, since one can show
that the renormalized reaction rate can be exactly determined by summing an infinite geometric
series of Feynman diagrams. Here there is no wave function or noise strength renormalization,
so that in our formalism one can directly calculate the approximate β function for the running of
the coupling constant by considering only the effective potential. We will find that our approach,
which does not rely on perturbative Feynman graphs, gives qualitatively good results for the β
function at all dimensions d.
Another reason for studying the annihilation process is that the effective potential for this
problem was obtained in a one loop approximation by Hochberg and Zorzano [13], who were
able to determine analytically the effective potential for d = 2 only. In that dimension our
results for the renormalization group equation (RGE) agrees with theirs. However, because of
the simpler way terms are grouped in our approach we are able to determine analytically the
renormalized effective potential for all dimensions d.
The starting point for our LOAF calculation is the path integral representation for the gen-
erating functional (96) with the action given in Eq. (97). Auxiliary fields σ(x) and σ?(x) are
introduced by means of a Hubbard-Stratonovich transformation [28, 29]. That is we add to the
action (97) an action of the form,
S HS[ φ, φ?, σ, σ? ] = −
∫
dx
{ [
σ?(x) − λ φ?2(x) ] [σ(x) − λ φ2(x) ] }/λ , (104)
to obtain an action which becomes quadratic in φ and φ?. Adding sources for the auxiliary fields
and introducing a two-component notation,
Φ(x) =
(
φ(x)
φ?(x)
)
, J(x) =
(
j(x)
j?(x)
)
, (105a)
X(x) =
(
σ(x)
σ?(x)
)
, K(x) =
(
s(x)
s?(x)
)
, (105b)
The path integral and action, including auxiliary fields and currents, can then be written as
Z[ J,K ] = eW[ J,K ] =
∫∫
DΦDX e−S [ Φ,X;J,K ] , (106)
where
S [ Φ, X; J,K ] =
1
2
∫∫
dx dx′Φ?(x) G−1[ X ](x, x′) Φ(x) (107)
−
∫
dx
{ X?(x) X(x)
2λ
+ J?(x) Φ(x) + K?(x) X(x)
}
,
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where
G−1[ X ](x, x′) = δ(x − x′)
(
Dx 2σ(x)
2 [σ?(x) − 1 ] D?x
)
, (108)
and where Dx = ∂t − ν∇2 and D?x = −∂t − ν∇2. Performing the integration over the fields φ, φ?,
we obtain
Z[ J,K ] = eW[ J,K ] =
∫∫
DX e−S eff[ X;J,K ] (109)
where
S eff[ X; J,K ] = −12
∫∫
dx dx′ J?(x) G[X](x, x′) J(x) (110)
−
∫
dx
{ X?(x) X(x)
2λ
+ K?(x) X(x) − 1
2
Tr[ ln[ G−1[X](x, x) ] ]
}
.
Following the same procedure as in Sections 3.1 and 3.2 for the KPZ equation, we perform the
integration over the auxiliary fields by steepest descent and obtain
W[ J,K ] =
1
2
∫∫
dx dx′ J?(x) G[ X0 ](x, x′) J(x) (111)
+
∫
dx
{ X?0 (x) X0(x)
2λ
+ K?(x) X0(x) − 12Tr[ ln[ G
−1[ X0 ](x, x) ] ]
}
+ · · · ,
where X0[ J,K ] is the saddle point, defined by
δS eff[ X; J,K ]
δX(x)
∣∣∣∣
X=X0
= 0 . (112)
Legendre transforming (111), we obtain in leading order in the auxiliary field loop expansion,
the effective action:
Γ[ Φ, X ]=
∫
dx
{
J?(x) Φ(x) + K?(x) X(x)
} −W[ J,K ] (113)
=
1
2
∫∫
dx dx′Φ?(x) G−1[X](x, x′) Φ(x)
−
∫
dx
{ X?(x) X(x)
2λ
− 1
2
Tr[ ln[ G−1[ X ](x, x) ] ]
}
+ · · · .
which is the generating functional of the 1-PI graphs. The two-particle correlation functions are
obtained from the inverse of the matrix of second derivatives of the effective action Γ[ Φ, X ] with
respect to the fields.
Restricting ourselves to constant fields Φ and X, the effective potential is given by
Veff[ φ, φ?, σ, σ? ] = Γ[ φ, φ?, σ, σ? ]/Ω (114)
= (σ? − 1 ) φ2 + σφ?2 − σ
? σ
λ
+
1
2
Tr[ ln[ G−1[σ,σ?](x, x) ] ] .
where Ω is the space time volume. Expanding the Green function G−1[σ,σ?](x, x) in a Fourier-
Laplace series, as in Eq. (41), we have
G˜−1[σ,σ? ](k, z) =
(
νk2 + z 2σ
2(σ? − 1) νk2 − z
)
, (115)
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so then
det[ G˜−1[σ,σ? ](k, z) ] = ω2k[σ,σ
?] − z2 , (116)
where
ω2k[σ,σ
?] = ν2k4 + 4 (1 − σ?)σ , (117)
from which we find
Tr[ ln[ G−1[σ,σ?](x, x) ] ] =
∫
ddk
(2pi)d
∫
dz
2pii
det[ G˜−1[σ,σ? ](k, z) ] (118)
=
∫
ddk
(2pi)d
{ |ωk[σ,σ? ] | + C∞ } ,
where again C∞ is absorbed into the overall effective potential normalization. Inserting this result
into (114) gives
Veff[ φ, φ?, σ, σ? ] = (σ? − 1 ) φ2 + σφ?2 − σ
? σ
λ
+
ν
2
∫
ddk
(2pi)d
√
k4 + 4
(1 − σ?)σ
ν2
. (119)
The gap equations are obtained by minimizing the effective potential with respect to σ and σ?,
∂Veff
∂σ?
= φ2 − σ
λ
− σ
ν
∫
ddk
(2pi)d
1
[ k4 + 4 (1 − σ?)σ/ν2 ]1/2 = 0 , (120a)
∂Veff
∂σ
= φ?2 − σ
?
λ
+
1 − σ?
ν
∫
ddk
(2pi)d
1
[ k4 + 4 (1 − σ?)σ/ν2 ]1/2 = 0 . (120b)
Renormalization of these equations is carried out in the next section.
6.3. Renormalization and beta-function
The second derivative of the effective potential is the negative of the inverse of the correlation
function D−1σσ? (0, 0) at zero momentum, and is the renormalized coupling constant,
1
λr[ m2, d ]
≡ D−1σσ? (0, 0) = −
∂2Veff
∂σ ∂σ?
=
1
λ
+
1
ν
Σ[ m2, d ] , (121)
where Σ[ m2, d ] = Σ1[ m2, d ] − Σ2[ m2, d ] with
Σ1[ m2, d ] =
∫
ddk
(2pi)d
1
[ k4 + m4 ]1/2
, (122a)
Σ2[ m2, d ] =
m4
2
∫
ddk
(2pi)d
1
[ k4 + m4 ]3/2
, (122b)
and where we have set
m4 ≡ 4 (1 − σ?)σ/ν2 . (123)
Using dimensional regularization, we obtain
Σ1[ m2, d ] =
md−2 Ωd
2 − d
Γ[ 3/2 − d/4 ] Γ[ d/4 ]
(2pi)d
√
pi
, (124a)
Σ2[ m2, d ] =
md−2 Ωd
4
Γ[ 3/2 − d/4 ] Γ[ d/4 ]
(2pi)d
√
pi
, (124b)
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where the angular volume Ωd in d-dimension is
Ωd =
2 pid/2
Γ[ d/2 ]
. (125)
So Σ1 has ultraviolet divergences in dimensions two and higher. From Eqs. (124), we find
Σ[ m2, d ] = Σ1[ m2, d ] − Σ2[ m2, d ] = m
d−2
2 − d H[ d ] , (126)
where
H[ d ] =
(d + 2) Γ[ 3/2 − d/4 ] Γ[ d/4 ]
(4pi)d/2+1/2 Γ[ d/2 ]
. (127)
So for any mass µ, we define the renormalized coupling constant λr[ µ2, d ] by the equation,
1
λr[ µ2, d ]
=
1
λ
+
1
ν
Σ[ µ2, d ] =
1
λ
+
µd−2
2 − d
H[ d ]
ν
. (128)
Differentiating Eq. (128) with respect to µ gives the renormalization group equation,
µ
dλr[ µ2, d ]
dµ
=
λ2r [ µ
2, d ]
ν
H[ d ] . (129)
At two different mass scales, the renormalized coupling constants are related by the equation,
1
λr[ µ2, d ]
=
1
λr[ µ20, d ]
+
H[ d ]
ν (2 − d)
[
µd−2 − µd−20
]
. (130)
Let us define a dimensionless renormalized reaction rate gr[ µ2, d ] by
gr[ µ2, d ] = µd−2 λr[ µ2, d ]/ν , (131)
in which case Eq. (128) becomes
1
gr[ µ2, d ]
=
1
g0
+
H[ d ]
2 − d , (132)
where the bare reaction rate g0 is defined by
g0 =
λ µd−2
ν
. (133)
Writing (132) in the form,
gr[ µ2, d ] =
g0
1 + g0 H[ d ]/(d − 2) , (134)
we see that for d < 2 there is a stable infrared fixed point at
g0 = g? ≡ (2 − d)/H[ d ] . (135)
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Figure 2: The ratio B[ d ]/H[ d ] as a function of d.
Differentiating (132) with respect to µ gives the β function for our LOAF approximation. We
find
βg[ µ2, d ] = µ
∂gr[ µ2, d ]
∂µ
= (d − 2) gr[ µ2, d ] + g2r [ µ2, d ] H[ d ] . (136)
The exact βg function can be calculated by summing all the perturbative one loop graphs (see for
example Eq. (28) in Ref. [44]). This leads to the exact answer,
1
gexactr [ µ2, d ]
=
1
g0
+
B[ d ]
2 − d , (137)
where
B[ d ] =
4 Γ[ 2 − d/2 ]
(8pi)d/2
, (138)
leading to the exact βg function,
βexactg [ µ
2, d ] = µ
∂gr[ µ2, d ]
∂µ
= (d − 2) gr[ µ2, d ] + g2r [ µ2, d ] B[ d ] . (139)
In Fig. 2 we plot the ratio B[ d ]/H[ d ] from d = 1 to d = 3, showing that the LOAF approxima-
tion yields a reasonable answer for the running of the coupling constant compared to the exact
result for 1.5 < d < 3.
6.4. The effective potential
From Eqs. (121), (123), and (130), the second derivative of the effective potential at the
reference mass µ2 is given by
− ∂
2Veff[ µ, σ, σ?, d ]
∂σ ∂σ?
=
1
λr[ µ2, d ]
+
H[ d ]
ν (2 − d)
{ [ 4 (1 − σ?)σ
ν2
](d−2)/4 − µd−2 } . (140)
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To obtain the renormalized effective potential we integrate Eq. (137) with respect to σ and σ?,
being mindful of the constants of integration and find
Veff[ µ, d ] = (σ? − 1) φ2 − σφ?2 − σ
?σ
λr[ µ2, d ]
+
(σ? − 1)σH[ d ]
ν(d − 2)
{
µd−2 − 16
(d + 2)2
md−2
}
, (141)
where m is given in Eq. (123).
To obtain the effective potential in terms of only φ and φ? we need to evaluate the effective
potential at the solution of the gap equations.
∂Veff
∂σ
= 0 , and
∂Veff
∂σ?
= 0 . (142)
This leads the gap equations:
σ?
λr
= φ? 2 +
(σ? − 1) H[ d ]
(d − 2) ν
{
2d/2+1 ( d + 2 )
[
σ( 1 − σ? )/ν2 ](d−2)/4 − µd−2 } , (143a)
σ
λr
= φ2 +
σH[ d ]
(d − 2) ν
{
2d/2+1 ( d + 2 )
[
σ( 1 − σ? )/ν2 ](d−2)/4 − µd−2 } , (143b)
From Eqs. (143) one can solve numerically for σ and σ? as a function of φ and φ?.
6.4.1. d=2
For the critical dimension d = 2, we can take the limit of Eq. (141) as d → 2 to obtain
Veff[ µ, σ, σ?, d ] = (σ? − 1) φ2 + σφ?2 − σ
?σ
λr[ µ2, d ]
(144)
+
(σ? − 1)σH[ d ]
ν
{ 1
4
ln
[ m4
µ4
]
− 1
2
}
,
and from from Eq. (137) in the limit that d → 2,
− ∂
2Veff[ µ, σ, σ?, d ]
∂σ ∂σ?
=
1
λr[ µ2, d ]
− 1
8pi ν
ln
[ m4
µ4
]
. (145)
In two dimensions, since H[2] = 1/(2pi), we obtain the same RG equation for λ as found in
Ref. [13], namely
µ
dλr
dµ
=
λ2r
2piν
. (146)
This is equivalent to the result from Eq. (145) that
1
λr[ µ2 ]
− 1
λr[ µ′2 ]
=
1
8pi ν
ln
[ µ′4
µ4
]
. (147)
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7. Cole-Hopf transformation of the KPZ equation
As discussed in Refs. [49, 36], one can convert the KPZ equation using a Cole-Hopf transfor-
mation to an equation which is very similar to the one we have just discussed for the annihilation
process A + A→ 0. The Cole-Hopf transformation is a change of variables from φ(x) and φ?(x)
to a new set w(x) and w?(x) of the form:
φ(x) =
2ν
λ
ln[ w(x) ] , and φ?(x) =
λ
2ν
w?(x) w(x) . (148)
Then since
φ?(x)
{
Dx φ(x) − f0 − λ |∇φ(x)|2/2 } ≡ w?(x) [ Dx − m20 ] w(x) , (149)
where we have set m20 = f0
√
2λCH and λCH = λ2/(8ν2), the MSR version of the generating
functional, Eq. (48), and action, Eq. (49), become
Z[ j, j? ] = eW[ j, j
? ]/A = N
∫∫
Dw?Dw e−S [ w,w?; j, j? ]/A , (150)
where
S [ w,w?; j, j? ] =
∫
dx
{
w?(x) [ Dx − m20 ] w(x) (151)
− λCH [ w?(x) w(x) ]2 − j?(x) w(x) − j(x) w?(x) } ,
with corresponding redefinitions of the currents. The Jacobian for the Cole-Hopf transformation
is unity.
As in Eq. (104), introducing auxiliary fields σ(x) and σ?(x) by means of the Hubbard-
Stratonovich transformation,
S HS[ w,w?, σ, σ? ] =
∫
dx
{ [
σ?(x) − λCH w?2(x) ] [σ(x) − λCH w2(x) ] }/λCH , (152)
which we add to (151) to obtain an action that becomes quadratic in w and w?. Adding sources
for the auxiliary fields and introducing a two-component notation,
W(x) =
(
w(x)
w?(x)
)
, J(x) =
(
j(x)
j?(x)
)
, (153a)
X(x) =
(
σ(x)
σ?(x)
)
, K(x) =
(
s(x)
s?(x)
)
, (153b)
The path integral and action, including auxiliary fields and currents, can then be written as
Z[ J,K ] = eW[ J,K ] =
∫∫
DWDX e−S [ W,X;J,K ]/A , (154)
where
S [ W, X; J,K ] =
1
2
∫∫
dx dx′W?(x) G−1[ X ](x, x′) W(x) (155)
+
∫
dx
{ X?(x) X(x)
2λCH
− J?(x) Φ(x) − K?(x) X(x)
}
,
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where
G−1[ X ](x, x′) = δ(x − x′)
(
Dx −2σ(x)
−2σ?(x) D?x
)
, (156)
and where Dx = ∂t − ν∇2 and D?x = −∂t − ν∇2. We see apart from a sign change in the coupling
constant and the absence of a term linear in σ2, the Cole-Hopf form of the KPZ actions is quite
similar to that for A + A→ 0. Performing the integration over the fields W, we obtain
Z[ J,K ] = eW[ J,K ] =
∫∫
DX e−S eff[ X;J,K ]/A (157)
where
S eff[ X; J,K ] = −12
∫∫
dx dx′ J?(x) G[X](x, x′) J(x) (158)
+
∫
dx
{ X?(x) X(x)
2λCH
− K?(x) X(x) + A
2
Tr[ ln[ G−1[X](x, x) ] ]
}
.
Following the same procedure as for the annihilation process, we integrate over the auxiliary
fields using the method of steepest descent and keep only the saddle point contribution. Legendre
transforming to the Effective Action we then obtain in leading order in the auxiliary field loop
expansion, the effective action:
Γ[ W, X ]=
∫
dx
{
J?(x) W(x) + K?(x) X(x)
} −W[ J,K ] (159)
=
1
2
∫∫
dx dx′W?(x) G−1[X](x, x′) W(x)
+
∫
dx
{ X?(x) X(x)
2λCH
+
A
2
Tr[ ln[ G−1[ X ](x, x) ] ]
}
+ · · · .
which is the generating functional of the 1-PI graphs. Assuming constant fields, the effective
potential is then given by
Veff[ W, X ] =
Γ[ W, X ]
Ω
= −[σ? w2 + σw?2 ] + σ? σ
λCH
+
A
2
Tr[ ln[ G−1[ X ](x, x) ] ] , (160)
where now
Tr[ ln[ G−1[ X ](x, x) ] ] =
∫
ddk
(2pi)d
∫
dz
2pii
det[ G˜−1[σ,σ? ](k, z) ] (161)
=
∫
ddk
(2pi)d
{ |ωk[σ,σ? ] | + C∞ } ,
where ω2k[σ,σ
? ] = ν2k4 − 4σ?σ. We will see below that for a stable Cole-Hopf solution, if we
choose σ > 0, then σ? < 0. Absorbing C∞ into the overall effective potential normalization, we
find
Veff[ w,w?, σ, σ? ] = −[σ? w2 + σw?2 ] + σ? σ
λCH
+
νA
2
∫
ddk
(2pi)d
√
k4 − 4 σ
? σ
ν2
. (162)
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The gap equations are obtained by minimizing the effective potential with respect to σ and σ?,
∂Veff
∂σ?
= −w2 + σ
λCH
− σA
ν
∫
ddk
(2pi)d
1
[ k4 − 4σ? σ/ν2 ]1/2 = 0 , (163a)
∂Veff
∂σ
= −w?2 + σ
?
λCH
− σ
?A
ν
∫
ddk
(2pi)d
1
[ k4 − 4σ? σ/ν2 ]1/2 = 0 . (163b)
Renormalization of Eqs. (162) and (163) are carried out by our technique of dimensional reg-
ularization, as in Section 6.3. We start with defining the renormalized Cole-Hopf transformed
coupling constant as the second derivative of the effective potential,
1
λCHr [ m2, d ]
=
∂2Veff
∂σ? ∂σ
=
1
λCH
− A
ν
Σ[ m2, d ] , (164)
where Σ[ m2, d ] = Σ1[ m2, d ] − Σ2[ m2, d ], which are defined in Eqs. (124). For the Cole-Hopf
case, m4 is given by
m4 = −4σ?σ/ν2 > 0 . (165)
Again separating out the mass and dimension factors, we have Σ[ m2, d ] = md−2 H[ d ]/(2 − d),
with H[ d ] given in Eq. (127). Again introducing the renormalized coupling constant at scale µ,
1
λCHr [ µ2, d ]
=
1
λCH
− A µ
d−2
ν(2 − d) H[ d ] , (166)
from which we find the renormalization group equation,
µ
dλCHr
dµ
= −A ( λ
CH
r )
2
ν
H[ d ] . (167)
Again introducing the dimensionless renormalized coupling constant
gCHr =
A λCHr
ν
µd−2, (168)
the equation for βCHg is
βg = µ
∂gCHr
∂µ
= (d − 2) gCHr − ( gCHr )2 H[ d ] . (169)
So for d > 2, there is an unstable UV fixed point at
gCHr = g
? ≡ d − 2
H[ d ]
. (170)
This leads to the roughening transition at d = 2 as discussed in [36]. Note that our answer for g?
differs from the exact answer by the ratio B[d]/H[d], which is plotted in Fig. 2.
The renormalized effective potential can be obtained by integrating twice the renormalized
second derivative of the potential
∂2Veff[ µ, σ, σ?, d ]
∂σ? ∂σ
=
1
λCHr [ µ2, d ]
+
AH[ d ]
ν (2 − d)
{
µd−2 −
[
−4σ
?σ
ν2
](d−2)/4 }
. (171)
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Keeping in mind the constants of integration, we find here that
Veff[ µ, d ] = −[σ? w2 + σw?2 ] + σ
?σ
λCHr [ µ2, d ]
(172)
+
AH[ d ]
ν(d − 2)
{
σ?σµd−2 +
4ν2
(d + 2)2
[
−4σ
?σ
ν2
](d+2)/4 }
.
The gap equations are then:
σ
λCHr [ µ2, d ]
= w2 − AH[ d ]
ν(d − 2)
{
σµd−2 − 4σ
d + 2
[
−4σ
?σ
ν2
](d−2)/4 }
, (173a)
σ?
λCHr [ µ2, d ]
= w?2 − AH[ d ]
ν(d − 2)
{
σ? µd−2 − 4σ
?
d + 2
[
−4σ
?σ
ν2
](d−2)/4 }
. (173b)
7.1. One dimension
From Eq. (166), for d = 1, we choose to renormalize at µ = ∞, in which case the bare cou-
pling constant becomes equal to the renormalized one: λCHr [∞, 1 ] = λCH. So then the effective
potential (172) becomes
Veff[∞, 1 ] = −[σ? w2 + σw?2 ] + σ
?σ
λCH
− 4νAH[ 1 ]
6
[
−4σ
?σ
ν2
]3/4
, (174)
and the gap equations are
σ
λCH
= w2 − 4σ AH[ 1 ]
3ν
[
−4σ
?σ
ν2
]−1/4
, (175a)
σ?
λCH
= w?2 − 4σ
?AH[ 1 ]
3ν
[
−4σ
?σ
ν2
]−1/4
. (175b)
Multiplying (175a) by −4σ?/ν2 and (175b) by −4σ/ν2, and adding the two equations gives
m4
λCH
= − 2
ν2
[σ? w2 + σw?2 ] − 4AH[ 1 ]
3ν
m3 , (176)
so that
− [σ? w2 + σw?2 ] = ν
2
2λCH
m4 +
4νAH[ 1 ]
6
m3 . (177)
Substitution of this into (174) gives
Veff[∞, 1 ] = ν
2
4λ
m4 . (178)
So as a function of m, the effective potential is quartic in m, with a minimum at m = 0.
7.2. Two dimensions
For d = 2, we take the limit of (172) as d → 2, and find
Veff[ µ, d ] = −[σ? w2 + σw?2 ] + σ
?σ
λCHr [ µ2, 2 ]
+
νA
8pi
m4
{ 1
4
ln
[ m4
µ4
]
− 1
2
}
. (179)
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The renormalized coupling constant at m2 is given by the limit d → 2 of Eq. (171),
1
λCHr [ m2, 2 ]
=
1
λCHr [ µ2, 2 ]
+
A
8pi ν
ln
[ m4
µ4
]
(180)
Here we have used H[ 2 ] = 1/(2pi). Differentiation of (180) with respect to µ gives the RG
equation,
µ
∂λCHr
∂µ
=
A [ λCHr ]2
2pi ν
, (181)
which is the same as Eq. (146) for the A + A → 0 annihilation case, except for the factor of A
and that this involves λCH = λ2/(8ν2), where λ and ν are the coupling constant and diffusion
coefficient respectively for the KPZ equation.
7.3. Three dimensions
For d = 3, we renormalize at µ = 0 so from Eq. (166), we again have that the bare coupling
constant becomes equal to the renormalized one: λCHr [ 0, 3 ] = λ
CH. Then the effective potential
(172) becomes
Veff[ 0, 3 ] = −[σ? w2 + σw?2 ] + σ
?σ
λCH
+
4νAH[ 3 ]
25
[
−4σ
?σ
ν2
]5/4
, (182)
and the gap equations are
σ
λCH
= w2 +
4σ AH[ 3 ]
5ν
[
−4σ
?σ
ν2
]1/4
, (183a)
σ?
λCH
= w?2 +
4σ?AH[ 3 ]
5ν
[
−4σ
?σ
ν2
]1/4
. (183b)
Again multiplying (183a) by −4σ?/ν2 and (183b) by −4σ/ν2, and adding the two equations
gives
− [σ? w2 + σw?2 ] = ν
2
2λCH
m4 − 4νAH[ 3 ]
10
m3 . (184)
Substitution of this into (182) gives
Veff[ 0, 3 ] =
ν2
4λCH
m4 − 6
25
νAH[ 3 ] m5 (185)
which has a maximum at
m = m0 ≡ 56
ν
λCHAH[ 3 ] . (186)
Here H(3) = 0.0537. The effective potential becomes negative when m > 5/4 m0.
8. The Ginzburg-Landau model
The Ginzburg-Landau model is the prototypic relaxation model of an Ising ferromagnet.
To make contact with perturbative renormalization group treatment found in Cardy’s lecture
notes [36], we will work in reduced units, so that kB Tc = 1. Here we use ν, rather than D,
for the diffusion coefficient to correspond to our notation in the rest of this paper. If φ(x) is
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the amplitude of the spins at x = (x, t), then the Ginzburg-Landau model is described by an
equilibrium Hamiltonian
H[ φ ] =
∫
dd x
{ 1
2
[ |∇φ |2 + f0 φ2 ] + u4 φ4 } , (187)
where f0 = C ( T − Tc ). The Langevin equation which relaxes to the equilibrium distribution is
then
∂tφ(x) = −ν δH[ φ ]
δφ(x)
− η(x) = ν [∇2 φ(x) − f0 φ(x) − u φ3(x) ] − η(x) . (188)
Setting f = ν f0 and λ = ν u, Eq. (188) can be written as
Dxφ(x) + f φ(x) + λ φ3(x) = η(x) , (189)
where Dx = ∂x − ν∇2. To satisfy the Einstein relation, one requires
〈 η(x) η(x′) 〉 = 2ν δ(x − x′) , (190)
which means that η(x) is a white noise source with amplitudeA = 2ν, and distribution functional,
P[ η ] = N exp
{
− 1
2A
∫
dx η2(x)
}
. (191)
The generating functional for this action can be obtain using the formalism of Section 2.2, where
for the Ginzburg-Landau model, F[ φ ] = f φ(x) + λ φ4(x). So scaling the star field φ?(x) and
star current j?(x) by the amplitude A of the noise, the MSR form of the generating functional,
Eqs. (48) and (49) become for the Ginzburg-Landau case,
Z[ j, j? ] = eW[ j, j
? ]/A = N
∫∫
Dφ?Dφ e−S [ φ,φ?; j, j? ]/A , (192)
where
S [ φ, φ?; j, j? ] =
∫
dx
{
φ?(x)
[
Dxφ(x) − f − λ φ2(x) ] φ(x) (193)
− [ φ?(x) ]2/2 − j?(x) φ(x) − j(x) φ?(x) } .
One can easily show that for zero currents, this action leads to the Langevin Eq. (189). Auxiliary
fields σ(x) and σ?(x) are introduced by inserting the identity,
1 =
∫
Dσδ[σ − f − λ φ2(x) ] (194)
= N
∫∫
DσDσ? exp
{ ∫
dx
σ?(x)
λA
[
σ(x) − f − λ φ2(x) ]
] }
,
into the path integral (192). The integration here over σ?(x) is along the imaginary axis. Using
a two-component notion defined by
Φ(x) =
(
φ(x)
φ?(x)
)
, and X(x) =
(
σ(x)
σ?(x)
)
, (195)
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we can write a path integral of the form,
Z[ J,K ] = eW[ J,K ]/A = N
∫∫
DΦDX e−S [ Φ,X;J,K ]/A , (196)
where
S [ Φ, X; J,K ] =
1
2
∫∫
dx dx′Φ?(x) G−1[ X ](x, x′) Φ(x′) (197)
−
∫
dx
[ X?(x) X(x)
2λ
+ J?(x) Φ(x) + K?(x) X(x)
]
,
and the inverse Green function G−1[ X ](x, x′) is given by
G−1[ X ](x, x′) = δ(x − x′)
(
Dx + σ(x) , −1
2σ?(x) , D?x + σ(x)
)
, (198)
and the currents by
J(x) =
(
j(x)
j?(x)
)
, and K(x) =
(
s(x) + f /λ
s?(x)
)
. (199)
As in Section 2.2, performing the path integration over the Φ(x) fields and integrating the re-
maining auxiliary fields X(x) by the method of steepest descent, we find to leading order,
W[ J,K ] =
1
2
∫∫
dx dx′ J?(x) G[ X0 ](x, x′) J(x′) (200)
+
∫
dx
{ X?0 (x) X0(x)
2λ
+ K?(x) X0(x) − A2 Tr[ ln[ G
−1[ X0 ](x, x) ] ]
}
+ · · ·
where X0 is evaluated at the saddle point. Legendre transforming (200), we obtain the LOAF
result for the effective action,
Γ[ Φ, X ] =
∫
dx
{
J?(x)Φ(x) + K?0 (x)X(x)
} −W[ J,K ] (201)
=
1
2
∫∫
dx dx′Φ?(x) G−1[ X ](x, x′) Φ(x′)
+
∫
dx
{
−σ
?(x) [σ(x) − f ]
λ
+
A
2
Tr[ ln[ G−1[ X ](x, x) ] ]
}
+ · · ·
Restricting ourselves to constant fields we obtain for the effective potential
Veff[ Φ, X ] =
Γ[ Φ, X ]
Ω
= σφ? φ − φ?2/2 + σ? φ2 − σ? (σ − f )/λ (202)
+
A
2
Tr[ ln[ G−1[ X ](x, x) ] ] .
Expanding G−1[ X ](x, x) in a Fourier-Laplace series as in Eq. (41), we have
G˜−1[σ,σ? ](k, z) =
(
νk2 + z + σ , −1
2σ? , νk2 − z + σ
)
, (203)
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so then
det[ G˜−1[σ,σ? ](k, z) ] = ω2k[σ,σ
?] − z2 , (204)
where
ω2k[σ,σ
?] = ( νk2 + σ )2 + 2σ? . (205)
from which we find
Tr[ ln[ G−1[σ,σ?](x, x) ] ] =
∫
ddk
(2pi)d
∫
dz
2pii
det[ G˜−1[σ,σ? ](k, z) ] (206)
=
∫
ddk
(2pi)d
{ |ωk[σ,σ? ] | + C∞ } ,
where again C∞ is absorbed into the overall effective potential normalization. Inserting this result
into (202) gives
Veff[ φ, φ?, σ, σ? ] = σφ? φ − φ?2/2 + σ? φ2 − σ? (σ − f )/λ (207)
+
A
2
∫
ddk
(2pi)d
√
( νk2 + σ )2 + 2σ? .
The gap equations are
∂Veff
∂σ?
= φ2 − (σ − f )/λ + A
2
∫
ddk
(2pi)d
1√
( νk2 + σ )2 + 2σ?
= 0 , (208a)
∂Veff
∂σ
= φ? φ − σ?/λ + A
2
∫
ddk
(2pi)d
νk2 + σ√
( νk2 + σ )2 + 2σ?
= 0 . (208b)
The renormalized coupling constant is
1
λr
≡ − ∂
2Veff
∂σ ∂σ?
=
1
λ
+
A
2
∫
ddk
(2pi)d
νk2 + σ
[ ( νk2 + σ )2 + 2σ? ]3/2
. (209)
Defining m21 = σ/ν and m
4
2 = 2σ
?/ν2, Eq. (209) can be written as
1
λr[ m21,m
2
2, d ]
=
1
λ
+
A
2ν
Σ[ m21,m
2
2, d ] , (210)
where
Σ[ m21,m
2
2, d ] =
∫
ddk
(2pi)d
k2 + m21
[ ( k2 + m21 )
2 + m42 ]
3/2
. (211)
We see here that the critical dimension is for d = 4. Expanding the integral in Eq. (211) in a
power series in m42 around zero, we notice only the first term (m
4
2 = 0) is divergent for d = 4,
which suggests that we can define a renormalized coupling constant at m42 = 0 and m
2
1 = µ
2 via
1
λr[ µ2, 0, d ]
=
1
λ
+
A
2ν
Σ[ µ2, 0, d ] , (212)
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where
Σ[ µ2, 0, d ] =
∫
ddk
(2pi)d
1
( k2 + µ2 )2
=
Ωd
(2pi)d
∫ ∞
0
kd−1 dk
( k2 + µ2 )2
(213)
=
Ωd
(2pi)d
µd−4
4 − d Γ[ d/2 ] Γ[ 3 − d/2 ] . (214)
Inserting this into (212) gives
1
λr[ µ2, 0, d ]
=
1
λ
+
A
2ν
µd−4
4 − d J[ d ] , (215)
where
J[ d ] =
Ωd
(2pi)d
Γ[ d/2 ] Γ[ 3 − d/2 ] , (216)
and introducing the dimensionless bare coupling constant
gr[ µ2 ] =
A
2ν
µd−4 , (217)
then the dimensionless renormalized coupling constant is
gr[ µ2 ] =
g0[ µ2 ]
1 + g0[ µ2 ] J[ d ]/(4 − d) , (218)
and the β function for gr[µ2] is given by
β[ gr ] = µ
∂gr[ µ2 ]
∂µ
= [d − 4] gr[ µ ] + [ gr[ µ2 ] ]2 J[ d ] . (219)
So there is a fixed point for d ≤ 4 at
g? =

J[ d ]
, (220)
where  = 4 − d. This is quite similar to the result of a perturbative analysis of the problem with
the distinction that J[ d ] is replaced by a related d dependent function K[ d ] (See Ref. [36]).
As in the previous examples we can now regulate the second derivative of Veff using the
definition of λr[ µ2, 0, d ], so that
1
λr[ m21,m
2
2, d ]
≡ − ∂
2Veff
∂σ ∂σ?
(221)
=
1
λr[ µ2, 0, d ]
+
A
2ν
∫
ddk
(2pi)d
{ k2 + m21
[ ( k2 + m21 )
2 + m42 ]
3/2
− 1
( k2 + µ2 )2
}
.
Eq. (221) can be evaluated analytically as a power series in m42 for example and then one can
reconstruct the full effective potential by integrating this result with respect to σ and σ? and
adding the appropriate classical terms. Evaluating the resulting effective potential at the solution
of the gap equation then gives the effective potential in terms of φ, φ?. Finally, solving for the
Lagrange multiplier field φ?[ φ ] and substituting that in the potential gives the Onsager-Machlup
form of the potential discussed earlier.
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9. Schwinger-Dyson equations
To go beyond our LOAF approximation, one can systematically calculate the 1-PI action
order-by-order in , as discussed in detail in Ref. [18]. However for time-dependent problems
such an expansion becomes secular, as shown in Ref. [50]. To solve the secularity problem
requires a further resummation which can be performed using the exact Schwinger-Dyson (SD)
equations. This can be equivalently formulated using the second Legendre transform of the
generating functional which yields the generating functional of the 2-PI vertices. In this section
we sketch this approach. Using auxiliary fields, the Lagrangian is then made trilinear in all
interactions. Then the original and auxiliary fields are incorporated into one vector field φα(x) =(
φ(x), φ?(x), σ(x), χ(x)
)
, with φα(x) =
(
φ?(x), φ(x), σ(x), χ(x)
)
, and the SD equations truncated
at the cubic vertex level, what was called a “bare vertex approximation” (BVA) in Ref. [50].
Adding source terms, the action in the generating functional for the correlation functions
becomes symbolically
S [Φ, J] = −1
2
∫∫
dx dx′ φα(x) G−10
α
β(x, x′) φβ(x′) (222)∫
dx
1
6
γαβγ(θ) φα(x)φβ(x)φγ(x) +
∫
dx jα(x) φα(x) ,
where γαβγ(θ) is a matrix which describes all the trilinear couplings among the fields and their
conjugates. The SD equations are generated by considering the identity,∫
DΦ
δ eiS [ φ; j ]/~
δφα(x)
= 0 , (223)
which gives the exact inverse Green function as
G−1αβ[φ](x, x′) = G−11
αβ[φ](x, x′) − Σαβ[φ](x, x′) , (224)
where
G−11
αβ(x, x′) =
{
G−10
αβ(x) + γαβγ φγ(x)
}
δ(x, x′) , (225a)
Σαβ[φ] =
~
2i
γαα
′β′ Gα′α′′ [φ] Gβ′β′′ [φ] Γα
′′β′′β[φ] , (225b)
Here Γα
′′β′′β[φ] is the exact one particle irreducible vertex function. The BVA consists of truncat-
ing the SD infinite hierarchy of equations by replacing the exact vertex Γα
′′β′′β[φ] in Eq. (225b)
by the bare one,
Γα
′′β′′β[φ]→ ΓαβγBVA(x, x′, x′′) = γαβγ δ(x, x′) . (226)
The BVA is a conserving approximation and the equations can be obtained from the 2-PI gener-
ating functional by functional differentiation. This action is given by
S [Φ,G] = S class[Φ] +
i
2
Tr[ ln[ G−11 ] ] +
i
2
Tr[ ln[ G−11 G − 1 ] ] + Γ2[G] , (227)
where for the BVA, Γ2[G] = −Tr[ γG G G γ ]/12. This approximation to the 2-PI generating
functional was first discussed in Ref. [50] for the case of N fields with O(N) symmetry, and
then later related to the 2-PI-1/N model. This approximation was then used to do dynamical
simulations for both quantum field theories and Bose gases [51, 52, 53].
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10. Conclusions
In this paper, we have shown how to apply the auxiliary field loop expansion method to
obtain, in leading order, the effective action, effective potential, and the renormalization group
flows for several examples of stochastic partial differential equations in arbitrary dimensions. We
have discussed both the Onsager-Machlup formulation and the Janssen-de Dominicis versions of
the path integral for reaction diffusion equations in the presence of external noise. We have
shown how to obtain the effective potential of the Onsager-Machlup variety from the Janssen-de
Dominicis variety in general, and worked this out explicitly for the case of the KPZ effective
potential in the LOAF approximation. This required determining the value of the conjugate field
in the MSR action by minimizing the JD effective potential with respect to the conjugate field.
We believe this is the first discussion of this procedure in the literature.
Using this formalism, we re-examined earlier studies of possible fluctuation induced symme-
try breaking in the KPZ equation using our method. Our results contradicted earlier studies using
a loop expansion in the fluctuation strength A as well as a gaussian self-consistent approxima-
tion. These previous approaches either violated Ward identities (Hartree approximation) or were
not applicable at large values of A. We found no evidence for fluctuation induced symmetry
breaking. This is in agreement with a recent renormalization group improvement study of the
one loop result by Bork and Ogarkov [17].
We then discussed how to obtain the effective potential of the MSR type when there is in-
ternal noise arising from the probabilistic nature of the underlying chemical reactions which
are described by a master equation. We used this approach to obtain the effective potential
for the reaction-diffusion annihilation process A + A → 0 which has been much studied in the
literature using perturbative diagrammatic methods. The renormalization group flows for this
problem have been exactly determined by summing an infinite series of Feynman graphs. Our
non-perturbative evaluation of the effective potential led to a renormalization group flow that
qualitatively agreed with the exact answer in all dimensions. We then considered a Cole-Hopf
transformed approach to understanding the KPZ equation which bears many similarities to the
annihilation problem. Using the LOAF approximation, we then were able to obtain the renor-
malized effective potential and renormalization group flow that again qualitatively agreed with
known exact results. Finally, we obtained the MSR effective potential for the Ginzburg-Landau
model and the associated renormalization group flows. For this problem our results were quite
similar to those found using renormalization group improved perturbation theory.
The formalism presented here can be used to study the real time dynamics of noise averaged
evolutions of stochastic fields as well as their correlation functions. In the case of dilute BECs
the LOAF approximation to the dynamics was able to predict dynamical phase transitions such
as phase separation in multicomponent dilute Bose gases. We intend to pursue the dynamical
questions in the future to compare the results of the LOAF approximation as well as the BVA
with numerical simulation of the Langevin equations. In this paper we focused on the leading
order LOAF approximation, which is expected to give qualitative results for Phase diagrams.
The auxiliary field loop expansion provides a systematic way of calculating corrections to this
approximation to the phase diagram when that is needed.
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Appendix A. Gaussian integrals and path integration
In this work we made extensive use of Gaussian Path Integrals which are a continuum gen-
eralization of Gaussian integrals for Matrices. This is a topic described in many text books such
as those by Kamenev [37] and Peskin and Schroeder [54] and we refer the reader to these texts
for elaboration and derivation of these results.
The basic result from integrating Gaussians over the real line is∫
dx√
2pi
e−ax
2/2+Jx =
eJaJ/2√
a
(A.1)
This generalizes to symmetric complex matrices A, whose eigenvalues have non-negative real
parts, and vectors Ji as follows
F[J] =
N∏
i=1
{ ∫ dxi√
2pi
}
exp
{
−1
2
N∑
i j
xiAi jx j +
N∑
j
x jJ j
}
(A.2)
=
1√
det A
exp
{ 1
2
N∑
i j
Ji A−1i j J j
}
.
Generalizing to complex numbers z and J, one has
F[J, J∗] =
N∏
i=1
{ ∫ dzi dz∗i
2pi
}
exp
{
−
N∑
i j
z∗i Ai jz j +
N∑
j
[
z∗j J j + z jJ
∗
j
] }
(A.3)
=
1
det A
exp
{ N∑
i j
J∗i A
−1
i j J j
}
.
The basic definition of a path integral comes from quantum mechanics where one has an infinite
number of trajectories q(t) going from ti to t f with the ends held fixed. One breaks each trajectory
in time into N segments of length  = (t f − ti)/N and defines∫
Dq = 1
C()
N−1∏
i=1
∫ ∞
−∞
dqi
C()
(A.4)
where C() can be determined by continuity arguments as discussed in Peskin and Schroeder
[54]. Similarly to evaluate D φ(~x, t), we imagine that there is a square lattice in the space-time
volume LdT with equal lattice spacing . So we use the notation that on the lattice φ(~x, t)→ φ(xi),
and up to an irrelevant overall constant, we define [54]:
D φ(~x, t) ≡ D φ(x) =
∏
i
dφ(xi) . (A.5)
The lattice version of the Gaussian path integral is often performed by introducing a discrete
Fourier series for φ(xi), and performing the integrals in momentum space. For fields we then get
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the following results for Gaussian Integrals over real and complex fields with the identification
that xi → φ(x). For real fields,
F[J] =
∫
Dφ(x) exp
{
−1
2
∫
dx dy φ(x) A(x, y) φ(y) +
∫
dx φ(x) J(x)
}
(A.6)
=
1√
det A
exp
{ 1
2
∫
dx dy J(x) A−1(x, y) J(y)
}
and for complex fields,
F[J, J∗] =
∫
Dφ(x)Dφ†(x) (A.7)
× exp
{
−
∫
dx dy φ†(x) A(x, y) φ(y) +
∫
dx
[
φ†(x) J(x) + J†(x)φ(x)
] }
=
1
det A
exp
{ ∫
dx dy J†(x) A−1(x, y) J(y)
}
.
Appendix B. Identities using functional Dirac delta functions
In introducing composite fields it is often useful to introduce them in a way that does not
change the path integral. Starting from the identity
1 =
∫ +∞
−∞
dσδ(σ − F) , (B.1)
one then introduces the Fourier representation of the delta function
1 =
∫ +∞
−∞
dk
2pi
∫ +∞
−∞
dσ eik(σ−F) . (B.2)
For notational convenience, one often lets k = iχ, and writes the integral over χ along the imagi-
nary axis so that
1 =
∫ i∞
−i∞
dχ
2pii
∫ +∞
−∞
dσ e−χ(σ−F) . (B.3)
This translates to the functional identity
1 = N
∫∫
C
Dχ(x)Dσ(x) e−
∫
dx χ(x) [σ(x)−F(x) ] , (B.4)
where N is a normalization constant, and F(x) and arbitrary function. The integration region C
is over complex functions. We use this identity in this paper in several ways. One way was to
introduce the auxiliary fields σ(x) = F[φ(x)] into the path integral for the generating functional.
The constant N can be determined from the lattice definitions, but since we are only interested
in connected correlation functions which are derived from the log of the generating functional,
this constant is inessential to the dynamics and thus will be ignored in this paper. Similarly, for
convenience of organizing a particular expansion one may want to rescale χ and σ in Eq. (B.4)
which only changes an overall irrelevant constant.
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