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Introduzione
Lo scopo di questa tesi è di dare le prime nozioni della teoria degli ope-
ratori pseudo-differenziali. In particolar modo ho approfondito tre temi: l’e-
spansione asintotica di un simbolo, il prodotto tra due operatori pseudo-
differenziali e l’aggiunto formale di un operatore pseudo-differenziale. Nel
primo capitolo ho fatto alcuni richiami alla trasformata di Fourier, necessa-
ria per dare la definizione di operatore pseudo-differenziale. In particolare ho
evidenziato due risultati importanti, quali la formula di inversione di Fourier
e il teorema di Plancherel.
Al fine di ottenere una classe di operatori generale e facilmente trattabile è
necessario porre alcune condizioni di crescita sulle funzioni a cui tali operatori
vengono associati. In questo lavoro mi sono limitata allo lo spazio dei simboli
Sm. Per questo, nel secondo capitolo, ho dato in primo luogo la definizione
di simbolo e poi quella di operatore pseudo- differenziale. Successivamen-
te ho enunciato le principali proprietà di un operatore pseudo-differenziale
e definito l’espansione asintotica di un simbolo, dimostrandone l’esistenza.
Quest’ultima è una somma infinita di simboli appartenenti a spazi diversi,
di ordine via via decrescente. Un numero finito di termini di tale somma
fornisce una buona approssimazione del simbolo stesso.
Nel terzo capitolo ho dimostrato che il prodotto tra due operatori pseudo-
differenziali è ancora un operatore pseudo-differenziale. Infatti tale operatore
è associato a un simbolo appartenente allo spazio il cui ordine è la somma tra
gli ordini degli spazi a cui appartengono i simboli associati ai due operatori
moltiplicati.
i
ii INTRODUZIONE
Infine nel quarto ed ultimo capitolo ho definito l’aggiunto formale di un
operatore pseudo-differenziale e ho dimostrato che è ancora un operatore
pseudo-differenziale.
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Capitolo 1
Richiami sulla trasformata di
Fourier
In questo capitolo enunceremo alcuni risultati riguardanti la trasformata
di Fourier, che utilizzeremo per definire gli operatori pseudo-differenziali. In
particolare un risultato importante nella teoria della trasformata di Fourier,
che tornerà utile nel definire gli operatori pseudo-differenziali, è la formula
di inversione per le funzioni nello spazio di Schwartz.
Ricordiamo innanzitutto le definizioni di norma Lp, di spazio di funzioni
a p-esima potenza sommabile Lp(Rn) e di convoluzione di due funzioni.
Definizione 1.0.1. (Norma Lp) Sia X uno spazio di misura con misura µ e
sia 1 ≤ p <∞. Sia inoltre f una funzione misurabile definita su X e a valori
reali o complessi. Si definisce norma p-esima o Lp-norma di f il numero:
||f ||p =
(∫
X
|f(x)|pdx
)1/p
Definizione 1.0.2. (Spazio Lp(Rn)) Sia X uno spazio di misura con misura
µ e sia 1 ≤ p <∞. Sia inoltre f una funzione misurabile definita su X e a
valori reali o complessi. Lo spazio delle funzioni tali che
||f(x)||p <∞
è detto Lp(µ) e le funzioni appartenenti ad esso si dicono a p-esima potenza
sommabile.
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Definizione 1.0.3. Siano f ∈ L1(Rn) e g ∈ Lp(Rn), 1 ≤ p ≤ ∞
Allora definiamo:
(f ∗ g) =
∫
Rn
f(x− y)g(y)dy
Tale integrale esiste per quasi ogni x ∈ Rn e si definisce convoluzione di f e
g. Inoltre si ha che (f ∗ g) ∈ Lp(Rn).
Ora è possibile dare la definizione di trasformata di Fourier.
Definizione 1.0.4. (Trasformata di Fourier) Sia f ∈ L1(Rn). Definiamo:
f̂(ξ) = (2π)−n/2
∫
Rn
e−ix·ξf(x)dx, ξ ∈ Rn.
La funzione f̂ è chiamata Trasformata di Fourier di f e talvolta si denota
anche cos̀ı Ff .
Vediamo ora alcune importanti proprietà della trasformata di Fourier.
Proposizione 1.0.5. Siano f, g ∈ L1(Rn). Allora:
(f ∗ g)(̂ξ) = 2π−n/2f̂ ĝ
Dimostrazione.
(2π)−n/2(f ∗ g)(̂ξ) = (2π)−n
∫
Rn
e−ix·ξ(f ∗ g)(x)dx
= (2π)−n
∫
Rn
e−ix·ξ
(∫
Rn
f(x− y)g(y)dy
)
dx
= (2π)−n
∫
Rn
∫
Rn
e−i(x−y)·ξf(x− y)e−iy·ξg(y)dydx
= (2π)−n
∫
Rn
e−iy·ξg(y)
(∫
Rn
e−i(x−y)·ξf(x− y)dx
)
dy
= (2π)−n/2
(∫
Rn
e−iy·ξg(y)
)
f̂(ξ) = ĝ(ξ)f̂(ξ).
(1.1)
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Daremo ora la definizione di spazio di Schwartz, ovvero lo spazio delle
funzioni a decrescenza rapida. Tale spazio, indicato con S, ha l’importante
proprietà di essere invariante per la trasformata di Fourier. Per poter dare
tale definizione è necessario dare la definizione di multi-indice.
Definizione 1.0.6. (Multi-indice) Sia α = (α1, α2, . . . , αn) ∈ Rn, con αi ∈
{N ∪ {0}} per ogni i = 1, 2, . . . , n. Se per ogni x = (x1, x2, . . . , xn) valgono:
(i) |α| =
∑n
j=1 αj
(ii) xα = (xα11 , x
α2
2 , . . . , x
αn
n )
(iii) ∂α = ∂α1x1 . . . ∂
αn
xn
allora α si definisce multi-indice.
Indichiamo inoltre con Dj l’operatore definito da:
Dj = −i∂j.
Quindi per ogni multi-indice α = (α1, . . . , αn), D
α sarà dato da: Dα11 D
α2
2 . . . D
αn
n .
Definizione 1.0.7. (Spazio di Schwartz) Lo spazio di Schwartz è definito nel
seguente modo:
S = {f ∈ C∞(Rn)| sup
x∈Rn
|xαDβf(x)| <∞, ∀α, β}
Proposizione 1.0.8. Sia ϕ ∈ S. Allora:
(i) (Dαϕ)(̂ξ) = ξαϕ̂(ξ) per ogni multi-indice α
(ii) (Dβϕ̂)(ξ) = ((−x)βϕ)(̂ξ) per ogni multi-indice β
(iii) ϕ̂ ∈ S
Dimostrazione.
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(i) Integrando per parti, abbiamo:
(Dαϕ)(̂ξ) = (2π)−n/2
∫
Rn
e−ix·ξ(Dαϕ)(x)dx
= (2π)−n/2
∫
Rn
ξαe−ix·ξϕ(x)dx
= ξαϕ̂(ξ).
(1.2)
(ii) Si ha:
(Dβϕ̂) = (2π)−n/2Dβ
(∫
Rn
e−ix·ξϕ(x)dx
)
= (2π)−n/2
∫
Rn
(−x)βe−ix·ξϕ(x)dx
= ((−x)βϕ)(̂ξ).
(1.3)
Lo scambio d’ordine tra differenziale e integrale è giustificato dall’ap-
partenenza di (−x)βϕ ad S.
(iii) Siano α e β due qualsiasi multi-indici. Allora da (i) e (ii),
ξα(Dβϕ̂(ξ) =
∣∣∣∣ξα((−x)βϕ(̂ξ)∣∣∣∣ = ∣∣∣∣{Dα((−x)βϕ)}(̂xi)∣∣∣∣.
Dato che Dα((−x)βϕ) ∈ S, allora appartiene anche a L1Rn, segue che:
sup
ξ∈Rn
|ξα(Dβϕ̂(ξ)| = sup
ξ∈Rn
∣∣∣∣Dα((−x)βϕ)(̂ξ)∣∣∣∣
≤ (2π)−n/2||Dα((−x)βϕ)||1 <∞.
Proposizione 1.0.9. (Lemma di Riemann-Lebesgue) Sia f ∈ L1(Rn). Allo-
ra:
(i) f è continua su Rn
(ii) lim|ξ|→∞ f̂(ξ) = 0
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(iii) fj → f in L1(Rn)⇒ f̂j → f̂ uniformemente su Rn.
Dimostrazione. Sia fj → f in L1(Rn). Allora:
|f̂j(ξ)− f̂(ξ)| ≤ (2π)−n/2||fj − f ||1.
Allora f̂j(ξ) converge uniformemente a f̂(ξ) su Rn. Questo prova (iii). Sia
ϕ ∈ S, allora per la proposizione 1.0.8 ϕ̂ ∈ S. Quindi (i) e (ii) sono soddi-
sfatte per ϕ ∈ S. Sia f ∈ L1(Rn). Dato che S è denso in L1(Rn), segue che
esiste una successione {ϕj} di funzioni in S tali che ϕj → f in L1(Rn). Da
(iii) segue che ϕ̂j → f̂ uniformemente su Rn. Questo prova (i) e (ii).
Vediamo ora tre proposizioni che ci serviranno in particolare per mostrare
il teorema di inversione di Fourier.
Proposizione 1.0.10. Sia f una funzione misurabile in Rn. Sia y ∈ Rn
fissato e a 6= 0. Allora definiamo le seguenti funzioni:
(i) (Tyf)(x) = f(x+ y), x ∈ Rn
(ii) (Myf)(x) = e
ix·ξf(x), x ∈ Rn
(iii) (Daf)(x) = f(ax), x ∈ Rn
Tali funzioni sono in L1(Rn). Inoltre:
(i) (Tyf)(̂ξ) = (Myf̂)(ξ), ξ ∈ Rn
(ii) (Myf)(̂ξ) = (T−yf̂), ξ ∈ Rn
(iii) (Daf)(̂ξ) = |a|−n(D 1
a
f̂)(ξ), ξ ∈ Rn
Proposizione 1.0.11. Sia ϕ(x) = e
−|x|2
2 . Allora ϕ̂(ξ) = e
−|ξ|2
2 .
Proposizione 1.0.12. Siano f e g funzioni in L1(Rn). Allora:∫
Rn
f̂(x)g(x)dx =
∫
Rn
f(x)ĝ(x)
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Teorema 1.0.13. (Formula di Inversione di Fourier) Definiamo:
ǧ(x) = (2π)−n/2
∫
Rn
eix·ξg(ξ)dξ, g ∈ S.
La funzione ǧ è usualmente chiamata inversa della trasformata di Fourier di
g. Allora per ogni f ∈ S si ha: (f̂ )̌ = f .
Dimostrazione. Abbiamo:
(f̂ (̌x)) = (2π)−n/2
∫
Rn
eix·ξf̂(ξ)dξ.
Sia ε > 0. Definiamo:
Iε(x) = (2π)
−n/2
∫
Rn
eix·ξ−
ε2|ξ|2
2 f̂(ξ)dξ.
Sia:
g(ξ) = eix·ξ−
ε2|ξ|2
2 = (MxDεϕ)(ξ)
dove:
ϕ(ξ) = e
−|ξ|2
2 .
Allora per le proposizioni 1.0.10 e 1.0.11:
ĝ(η) = (T−xε
−nD 1
ε
ϕ̂)(η)
= ε−ne
−|η−x|2
2ε2 .
Quindi per la proposizione 1.0.12 e per le considerazioni precedenti
Iε(x) = (2π)
−n/2
∫
Rn
g(ξ)f̂(ξ)dξ
= (2π)−n/2
∫
Rn
ĝ(η)f(η)dη
= ε−n(2π)−n/2
∫
Rn
e
−|η−x|
2ε2 f(η)dη
= (2π)−n/2(f ∗ ϕε)(x)
(1.4)
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dove ϕε(x) = ε
−nϕ(x
ε
). Dato che f ∈ S, f ∈ Lp(Rn), 1 ≤ p ≤ ∞. Allora
dalle considerazioni precedenti
Iε → (2π)−n/2
(∫
Rn
e
−|x|2
2
)
f = f
in Lp(Rn) quando ε→ 0. Quindi esiste una sequenza {εn} di numeri positivi
tali che Iεn(x)→ f(x) per quasi ogni x ∈ Rn quando ε→ 0. Dalla definizione
di Iε e dal teorema della convergenza dominata di Lebesgue segue che:
Iε(x)→ (2π)−n/2
∫
Rn
eix·ξdξ
per ogni x ∈ Rn quando ε→ 0. Pertanto:
(2π)−n/2
∫
Rn
eix·ξf̂(ξ)dξ = f(x) ∀x ∈ Rn
Osserviamo che se definiamo f̃(x) = f(−x), x ∈ Rn, allora si ha che
ˆ̂
f = f̃ , f ∈ S.
Corollario 1.0.14. la trasformata di Fourier F : S → S è biettiva.
Dimostrazione. E’ sufficiente che proviamo la suriettività. Consideriamo una
funzione g ∈ S. Dobbiamo provare che esiste f ∈ S tale che f̂ = g. Definiamo
f = ˆg(−x). Per la considerazione appena fatta si ha:
f̂(ξ) = ˆ̂g(−ξ) = g(ξ) ξ ∈ Rn
Enunciamo ora una proposizione che servirà per dimostrare il teorema di
Plancherel.
Proposizione 1.0.15. Siano f e g funzioni in S. Allora la convoluzione
f ∗ g è ancora in S.
Teorema 1.0.16. (Teorema di Plancherel) La trasformata di Fourier F :
L2(Rn)→ L2(Rn) è un isomorfismo.
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Dimostrazione. Utilizzando la densità di S in L2(Rn) e la formula di inver-
sione di Fourier è sufficiente mostrare che
||ϕ||2 = ||ϕ||2, ϕ ∈ S
Sia ψ la funzione cos̀ı definita:
ψ(x) = ϕ(−x) x ∈ Rn
Allora ψ ∈ S e
ψ̂(ξ) = (2π)−n/2
∫
Rn
e−ix·ξϕ(−x)dx
= (2π)−n/2
∫
Rn
eix·ξϕ(x)dx
= ϕ̂(ξ).
(1.5)
Allora:
||ϕ||22 =
∫
Rn
ϕ(x)ϕ(x) =
∫
R
ϕ(x)ψ(−x)dx = (ϕ ∗ ψ)(0).
Per la proposizione precedente ϕ ∗ ψ ∈ S. Allora per la proposizione 1.0.5 e
per la formula di inversione di Fourier,
(ϕ ∗ ψ)(0) = (2π)−n/2
∫
Rn
(ϕ ∗ ψ)(̌ξ)dξ
=
∫
Rn
ϕ̂(ξ)ψ̂(ξ)dξ =
∫
Rn
ϕ̂(ξ)ϕ̂(ξ)dξ = ||ϕ̂||22
(1.6)
Capitolo 2
Simboli, Operatori
pseudo-differenziali ed
Espansione asintotica
In questo capitolo daremo la definizione di Operatore Pseudo-differenziale
e ne enunceremo alcune proprietà. Inoltre tratteremo la definizione e l’esi-
stenza dell’espansione asintotica di un simbolo.
2.1 Definizione di operatore pseudo-differenziale
e prime proprietà
Introduciamo la definizione di simbolo.
Definizione 2.1.1. Sia m ∈ (−∞,+∞). Definiamo Sm come l’insieme di
funzioni σ(x, ξ) in C∞(Rn ×Rn) tale che per ogni coppia di multi-indici α e
β esiste una costante positiva Cα,β tale che:
|DαxD
β
ξ σ(x, ξ)| ≤ Cα,β(1 + |ξ|)
m−|β|, x, ξ ∈ Rn.
Una funzione σ(x, ξ) ∈ ∪m∈RSm si definisce simbolo.
Ora è possibile dare la definizione di operatore pseudodifferenziale.
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Definizione 2.1.2. (Operatore Pseudo-differenziale) Sia σ un simbolo. Al-
lora definiamo l’operatore pseudodifferenziale Tσ associato a σ:
Tσϕ(x) = (2π)
−n/2
∫
Rn
eix·ξσ(x, ξ)ϕ̂(ξ)dξ, ϕ ∈ S.
Diamo ora alcuni esempi.
Esempio 2.1. Sia P (x,D) =
∑
|α|≤m aα(x)D
α un operatore differenziale
lineare parziale su Rn. Se tutti i coefficienti sono C∞ e hanno derivate limitate
di ogni ordine allora il polinomio P (x, ξ) =
∑
|α|≤m aαξ
α è in Sm e quindi
P (x,D) è un operatore pseudo-differenziale.
Dimostrazione. Mostriamo che P (x, ξ) ∈ Sm. Siano δ e γ multi-indici. Allora
|DγxDδξP (x, ξ)| ≤
∑
|α|≤m
Cα,γ|∂δξξα|
per ogni x, ξ ∈ Rn, dove Cα,γ = sup |(Dγxaα)(x)|. Si ha che:
∂δξξ
α =
δ!
(
α
δ
)
ξ(α−δ), se δ ≤ α
0, altrimenti
(2.1)
per ogni x, ξ ∈ Rn. Ne segue:
|DγxDδξP (x, ξ)| ≤
∑
|α|≤m
Cα,γδ!
(
α
γ
)
|ξ||α|−|δ| ≤ Cγ,δ(1 + |ξ|)m−|δ|
per ogni x, ξ ∈ Rn dove Cα,γ =
∑
|α|≤mCα,γδ!
(
α
γ
)
Esempio 2.2. Sia σ(ξ) = (1 + |ξ|2)m/2, −∞ < m < ∞. Allora σ ∈ Sm e
quindi Tσ è un operatore pseudo-differenziale. Tσ spesso si denota come (I−
∆)m/2 dove I è l’operatore identità e ∆ è il Laplaciano, i.e., ∆ =
∑n
j=1 ∂
2/∂x2j
Dimostrazione. Dobbiamo provare che per ogni m ∈ (−∞,∞) e multi-indice
β esiste una costante positiva Cm,β tale che:
|(Dβσ)(ξ)| ≤ Cm,β(1 + |ξ|)m−|β| ∀ξ ∈ Rn
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Naturalmente questo è vero per β = 0. Supponiamo che sia vero per ogni
m ∈ (−∞,+∞) e per ogni multi-indice β di lunghezza L. Supponiamo
che γ sia un multi-indice di lunghezza L + 1. Allora Dγ = DβDj un certo
j = 1, 2, . . . , e un certo multi-indice β di lunghezza L. Pertanto
|(Dγσ)(ξ)| = |(∂β∂jσ)(ξ)| = |(∂βτ)(ξ)| ∀x, ξ ∈ Rn
Allora per la formula di Leibnitz:
(∂βτ)(ξ) = m
∑
δ≤β
(
β
δ
)
(∂δξj)∂
β−δ((1 + |ξ|2)m/2−1) ∀ξ ∈ Rn
Quindi, per ipotesi induttiva esiste una costante positiva Cm,β tale che:
|(∂βτ)(ξ)| ≤ Cm,β
∑
δ≤β
(
β
δ
)
(1+|ξ|)1−|δ|(1+|ξ|)m−2−|β|+|δ| = C ′m,β(1+|ξ|)m−|γ| ∀ξ ∈ Rn
dove C ′m,β =
∑
δ≤β
(
β
δ
)
Prima di dimostrare le principali proprietà degli operatori pseudo-differenziali
introduciamo la nozione di funzione temperata.
Definizione 2.1.3. (Funzione temperata) Sia f una funzione misurabile
definita su Rn tale che ∫
Rn
|f(x)|
(1 + |x|)N
dx <∞
per un intero positivo N . Allora f è una funzione temperata.
Proposizione 2.1.4. Sia f una funzione definita su Rn.Introduciamo la
seguente notazione:
Tf (ϕ) =
∫
Rn
f(x)ϕ(x), ϕ ∈ S
Tale integrale converge sempre per ϕ ∈ S.
12 2. Simboli, Operatori pseudo-differenziali ed Espansione asintotica
Dimostrazione. Sia N un intero positivo tale che:∫
Rn
|f(x)|
(1 + |x|)N
dx <∞
Allora per ogni funzione ϕ ∈ S, l’integrale:∫
Rn
f(x)ϕ(x)dx
esiste. Infatti abbiamo:∫
Rn
|f(x)||ϕ(x)|dx =
∫
Rn
|f(x)|
(1 + |x|)N
(1 + |x|)N |ϕ(x)|dx
≤
(∫
Rn
|f(x)|
(1 + |x|)N
)
· sup
x∈Rn
{(1 + |x|)N |ϕ(x)|} <∞
Proposizione 2.1.5. Sia σ(x, ξ) un simbolo in Sm. Allora σ è una funzione
temperata.
Dimostrazione. Per la definizione di simbolo esiste una costante positiva C
tale che:
|σ(ξ)| ≤ C(1 + |ξ|)m
Di conseguenza:∫
Rn
|σ(ξ)|
(1 + |ξ|)m+n+1
dξ ≤ C
∫
Rn
1
(1 + |ξ|)n+1
dξ <∞
Vediamo alcune importanti proprietà degli operatori pseudo-differenziali.
Lemma 2.1.6. Sia f una funzione continua, temperata e tale che
Tf (ϕ), ϕ ∈ S.
Allora f è identicamente nulla su Rn.
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Dimostrazione. Assumiamo che f sia a valori reali. Supponiamo per assurdo
che f(x0) 6= 0 per un qualche x0 in Rn. Allora esiste un disco B(x0, r) di
centro x0 e raggio r su cui f è strettamente positiva (o negativa). Scegliamo
una funzione diversa da zero ϕ0 ∈ C∞0 (Rn) tale che ϕ0 ≥ 0 per ogni x ∈ Rn
e supp(ϕ0) ⊆ B(x0, r). Si avrà che ϕ0 ∈ S e
Tf (ϕ0) =
∫
Rn
f(x)ϕ0(x)dx
è strettamente positiva (o negativa). Quindi abbiamo l’assurdo.
Proposizione 2.1.7. Siano τ e σ due simboli tali che Tτ = Tσ, allora τ = σ.
Dimostrazione. Se Tτ = Tσ si ha che
∫
Rn e
ixξ(σ(x, ξ) − τ(x, ξ))ϕ̂(x)dξ =
0, ϕ ∈ S. Dalla formula di inversione della trasformata di Fourier segue
che: ∫
Rn
eixξ(σ(x, ξ)− τ(x, ξ))ϕ(x)dξ = 0 ϕ ∈ S.
Ora, per ogni x ∈ Rn fissato, eix·ξ(σ(x, ξ)− τ(x, ξ)) è una funzione continua
nella variabile ξ. Dal lemma dimostrato precedentemente segue che:
eixξ(σ(x, ξ)− τ(x, ξ)) = 0 x, ξ ∈ Rn,
Questo prova che σ = τ .
Proposizione 2.1.8. Sia σ un simbolo. Allora Tσ mappa lo spazio di
Schwartz in se stesso.
Dimostrazione. Sia ϕ ∈ S. Allora per ogni coppia di multi-indici α e β
dobbiamo provare che:
supx∈Rn|xα(Dβ(Tσϕ))(x)| <∞.
Usando l’integrazione per parti e la formula di Leibnitz si ha:
xα(Dβ(Tσϕ))(x) = x
α(2π)−n/2
∫
Rn
Dβx(e
ix·ξσ(x, ξ))ϕ̂(ξ)dξ =
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xα(2π)−n/2
∫
Rn
∑
γ≤β
(
β
γ
)
ξγeix·ξ(Dβ−γx σ)(x, ξ)ϕ̂(ξ)dξ =
(2π)−n/2
∫
Rn
∑
γ≤β
(
β
γ
)
ξγ(Dαξ e
ix·ξ)(Dβ−γx σ)(x, ξ)ϕ̂(ξ)dξ =
(2π)−n/2(−1)|α|
∫
Rn
∑
γ≤β
(
β
γ
)
eix·ξDαξ ((D
β−γ
x σ)(x, ξ)ξ
γϕ̂(ξ))dξ =
(2π)−n/2(−1)|α|
∫
Rn
∑
γ≤β
∑
δ≤β
(
β
γ
)(
α
δ
)
eix·ξ(Dα−δξ D
β−γ
x σ)(x, ξ)D
δ
ξ(ξ
γϕ̂(ξ))dξ.
Sapendo che σ ∈ Sm possiamo trovare una costante positiva Cα,β,γ,δ tale che:
sup
x∈Rn
|xα(Dβ(Tσϕ))(x)| ≤
≤ (2π)−n/2
∑
γ≤β
∑
δ≤β
(
β
γ
)(
α
δ
)
Cα,β,γ,δ
∫
Rn
(1 + |ξ|)m−|α|+|γ||Dδξ(ξγϕ̂(ξ))|dξ.
Ne segue che:
sup
x∈Rn
|xα(Dβ(Tσϕ))(x)| <∞
Ora bisogna solo giustificare lo scambio di derivata e integrale, ma dall’ul-
tima considerazione fatta possibile osservare che l’integrale è assolutamente
convergente. Quindi la dimostrazione è completa.
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2.2 Espansione asintotica di un simbolo
Definizione 2.2.1. Sia σ ∈ Sm. Supponiamo di poter trovare σj ∈ Smj dove
m = m0 > m1 > . . . > mj → −∞ quando j →∞ tale che:
σ −
N−1∑
j=0
σj ∈ SmN
per ogni intero positivo N . Allora chiamiamo
∑∞
j=0 σj espansione asintotica
di σ e scriviamo:
σ ∼
∞∑
j=0
σj.
Ora dobbiamo occuparci di dimostrare l’esistenza dell’espansione asinto-
tica. Enuncio una proposizione che servirà a dimostrare un più importante
risultato, riguardante proprio l’esistenza dell’espansione asintotica.
Proposizione 2.2.2. Esiste una funzione ψ ∈ C∞(Rn) tale che:
(i) 0 ≤ ψ(ξ) ≤ 1 per ξ ∈ Rn
(ii) ψ(ξ) = 0 per |ξ| ≤ 1
(iii) ψ(ξ) = 1 per |ξ| ≥ 2
Dimostrazione. Dobbiamo costruire una funzione ϕ0 ∈ C∞0 tale che:
(i) 0 ≤ ϕ0(ξ) ≤ 1 per ξ ∈ Rn
(ii) ϕ0(ξ) = 1 per |ξ| ≤ 1
(iii) ϕ0(ξ) = 0 per |ξ| ≥ 2
Allora la funzione ψ(ξ) = 1 − ϕ0(ξ) soddisferà tutte le condizioni richieste.
Sia ϕ ∈ C∞0 (Rn)una funzione non negativa tale che ϕ(s) = 0 per |s| ≥ 14 e∫
|s|≤ 1
4
ϕ(s)ds = 1
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Sia ϕ0 = f ∗ ϕ. Allora ϕ0 ∈ C∞0 . Inoltre per la posizione dei supporti di f e
ϕ, osserviamo che ϕ0(t) = 0 per |t| ≥ 2. Infine per |t| ≤ 1,
ϕ0(t) =
∫
Rn
f(t− s)ϕ(s)ds =
∫
|s|≤ 1
4
f(t− s)ϕ(s)ds.
Dato che |t| ≤ 1 e |s| ≤ 1
4
, abbiamo |s − t| ≤ 5
4
e quindi f(t − s) = 1.
Allora dalle considerazioni precedenti si ha che ϕ0(t) = 1 per |t| = 1 e che
0 ≤ ϕ(t) ≤ 1.
Teorema 2.2.3. Siano m0 > m1 > . . . > mj → −∞ quando j → ∞.
Supponiamo σj ∈ Smj . Allora esiste un simbolo σ ∈ Sm0 tale che σ ∼∑∞
j=0 σj. Inoltre se τ è un’altro simbolo con la stessa espansione asintotica,
allora σ − τ ∈ ∩m∈RSm.
Dimostrazione. Sia ψ ∈ C∞(Rn) tale che 0 ≤ ψ(ξ) ≤ 1 per ξ ∈ Rn, ψ(ξ) = 0
per |ξ| ≤ 1 e ψ(ξ) = 1 per |ξ| ≥ 2. Tale funzione esiste per la proposizione
appena dimostrata. Sia εj una sequenza di numeri positivi tale che: 1 > ε0 >
. . . > εj → −∞ quando j →∞. Definiamo la funzione σ ∈ Rn × Rn
σ(x, ξ) =
∞∑
j=0
ψ(εjξ)σ(x, ξ), x, ξ ∈ Rn.
Osserviamo che per ogni (x0, ξ0) ∈ Rn × Rn, esiste un intorno U di (x0, ξ0)e
un intero positivo N tale che ψ(εjξ)σj(x, ξ) = 0 per ogni (x, ξ) ∈ U e j > N .
Pertanto σ ∈ C∞(Rn × Rn).Inoltre per ogni ε ∈ (0, 1] e multi-indice α 6= 0,
(i) ψ(εξ) = 0 se |ξ| ≤ 1
ε
(ii) ψ(εξ) = 1 se |ξ| ≥ 2
ε
(iii) ∂αξ (ψ(εξ)) = ε
|α|(∂α(ψ)(εξ)) = 0 se |ξ| ≤ 1
ε
o |ξ| ≥ 2
ε
(iv) ∂αξ (ψ(εξ)) ≤ Cαε|α|∀ξ ∈ Rn, dove Cα = supξ∈Rn |(∂αψ)(ξ)|.
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Se 1
ε
≤ |ξ| ≤ 2
ε
allora ε ≤ 2|ξ| ≤
4
1+|ξ| . Quindi per ogni multi-indice α non
nullo, abbiamo:
|∂αξ (ψ(εξ))| ≤ Cα4|α|(1 + |ξ|)−|α| = C ′α(1 + |ξ|)−|α|, ξ ∈ Rn,
dove C ′α = Cα4
|α|. Precisiamo che questo è vero anche per il multi-indice
nullo.
Ora utilizzando la formula di Leibnitz e l’appartenenza di σj a S
m possiamo
trovare due costanti positive Cα,γ e Cj,β,γ tali che:
|DαξDβx(ψ(εξ)σj(x, ξ))| =
|Dαξ (ψ(εξ)(Dβxσj)(x, ξ))| =
|
∑
γ≤α
(
α
γ
)
(Dα−γξ (ψ(εξ)))(D
γ
ξD
β
xσj)(x, ξ)|
≤
∑
γ≤α
(
α
γ
)
Cα,γ(1 + |ξ|)−|α|+|γ|Cj,β,γ(1 + |ξ|)mj−|γ| =
∑
γ≤α
(
α
γ
)
Cα,γCj,β,γ(1 + |ξ|)mj−|α| =
Cj,α,β(1 + |ξ|)−1(1 + |ξ|)mj+1−|α|
(2.2)
per ogni x, ξ ∈ Rn dove Cj,α,β =
∑
γ≤α
(
α
γ
)
Cα,γCj,β,γ. Adesso scegliamo εj tale
che
Cj,α,βεj ≤ 2−j
per ogni coppia di multi-indici α, β tali che |α + β| ≤ j. Dalla definizione di
ψ abbiamo
ψ(εjξ) = 0
quando 1 + |ξ| ≤ ε−1j . Ne segue:
|DαξDβx(ψ(εjξ)σj(x, ξ)| ≤ 2−jε−1j (1+|ξ|)−1(1+|ξ|)mj+1−|α| ≤ 2−j(1+|ξ|)mj+1−|α|
quando x, ξ ∈ Rn e |α + β| ≤ j. Ora per ogni coppia di multi-indici α0 e β0
prendiamo j0 abbastanza grande da soddisfare: j0 ≥ |α0+β0| e mj0 +1 ≤ m0.
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Scriviamo:
σ(x, ξ) =
j0−1∑
j=0
ψ(εjξ)σj(x, ξ) +
∞∑
j=j0
ψ(εjξ)σj(x, ξ) = I(x, ξ) + J(x, ξ).
I(x, ξ) è una somma finita e quindi I ∈ Sm0 Si ha:
|(Dα0ξ D
β0
x J)(x, ξ)| ≤ |
∞∑
j=j0
(Dα0ξ D
β0
x (ψ(εjξ)σj(x, ξ))|
≤
∞∑
j=j0
2−j(1 + |ξ|)mj+1−|α0| ≤
∞∑
j=j0
2−j(1 + |ξ|)m0−|α0| =
= 2−j0+1(1 + |ξ|)m0−|α0|.
(2.3)
Quindi anche J ∈ Sm0 . Di conseguenza anche σ ∈ Sm0 . Dobbiamo verificare
che σ −
∑N−1
j=0 σj ∈ Sm. Perciò scriviamo:
σ(x, ξ)−
N−1∑
j=0
σj(x, ξ) =
∞∑
j=0
ψ(εjξ)σj(x, ξ)−
N−1∑
j=0
σj(x, ξ) =
N−1∑
j=0
(ψ(εjξ)− 1)σj(x, ξ) = +
∞∑
j=N
ψ(εjξ)σj(x, ξ).
(2.4)
Dobbiamo provare che
∑∞
j=N ψ(εjξ)σj(x, ξ) ∈ SmN .
Da ψ(εjξ)− 1 = 0 per j ≤ N − 1 se |ξ| ≥ 2εN−1 , segue che
N−1∑
j=0
(ψ(εjξ)− 1)σj(x, ξ) ∈ ∩m∈RSm
e di conseguenza σ −
∑N−1
j=0 σj ∈ Sm. Infine se τ è un altro simbolo tale per
cui τ ∼
∑∞
j=0 σj, allora
σ − τ = [σ −
N−1∑
j=0
σj]− [τ −
N−1∑
j=0
σj] ∈ SmN ∀N ∈ N
mN → −∞ quando N →∞, segue che σ − τ ∈ ∩m∈RSm.
Capitolo 3
Prodotto tra due operatori
pseudo-differenziali
In questo capitolo si vuole provare che il prodotto o la composizione di
due operatori pseudo-differenziali è ancora un operatore pseudo-differenziale.
Inoltre vedremo qual è l’espansione asintotica del simbolo del prodotto tra i
due operatori.
3.1 La partizione dell’unità
E’ necessario enunciare alcuni risultati riguardanti la partizione dell’unità,
che utilizzeremo per decomporre un simbolo σ(x, ξ) in una famiglia di simboli
σk(x, ξ) a supporto compatto nella variabile ξ. Questo ci sarà utile per lo
studio del prodotto tra due operatori pseudo-differenziali. Costruiamo in
primo luogo una partizione dell’unità associata a una decomposizione di Rn
in corone diadiche.
Teorema 3.1.1. Esiste una successione di funzioni {ϕk}∞k=0 in C∞0 (Rn) tale
che:
(i) 0 ≤ ϕk(ξ) ≤ 1, ξ ∈ Rn
(ii)
∑∞
k=0 ϕk(ξ) = 1 ξ ∈ Rn
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(iii) ∀ξ ∈ Rn, almeno una e al massimo tre funzioni ϕk sono non nulle.
(iv) supp(ϕ0) ⊆ {ξ ∈ Rn : |ξ| ≤ 2}
(v) supp(ϕk) ⊆ {ξ ∈ Rn : 2k−2 ≤ |ξ| ≤ 2k+1 k = 1, 2, . . .
(vi) per ogni multi-indice α, esiste una costante Aα > 0 tale che:
supξ∈Rn|(∂αϕk)(ξ)| ≤ Aα2−k|α| k = 0, 1, 2, . . .
Ora, sia σ ∈ Sm. Per K = 0, 1, 2, . . . scriviamo:
σk(x, ξ) = σ(x, ξ)ϕk(ξ) ∀x, ξ ∈ Rn (3.1)
e consideriamo:
Kk(x, z) = (2π)
−n/2
∫
Rn
eiz·ξσk(x, ξ)dξ (3.2)
Teorema 3.1.2. Per ogni intero non negativo N, e multi-indice α e β, esiste
una costante A, dipendente da m,n,N,α e β tale che:∫
Rn
|z|N |(∂βx∂αzKk)(x, z)|dz ≤ A2(m+|α|−N)k
∀k = 0, 1, 2, . . .
Infine consideriamo una versione della formula di Taylor con resto inte-
grale, che acquisterà un ruolo importante nel dimostrare che il prodotto di
due operatori pseudo-differenziali è ancora un operatore pseudo-differenziale.
Teorema 3.1.3. Sia f ∈ C∞(Rn). Allora per ogni intero positivo N
f(ξ + η) =
∑
|α|<N
(∂αf)(ξ)
α!
ηα +N
∑
γ=N
ηγ
γ!
∫ 1
0
(1− θ)N−1(∂γf)(ξ + θη)dθ
∀ξ, η ∈ Rn
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3.2 Prodotto tra due operatori pseudo-differenziali
Teorema 3.2.1. Siano σ ∈ Sm1 e τ ∈ Sm2. Allora il prodotto TσTτ tra due
operatori pseudodifferenziali Tσ e Tτ è ancora un operatore pseudo-differenziale
Tλ, dove λ ∈ Sm1+m2 e ha la seguente espansione asintotica:
λ ∼
∑
η
(−i)|η|
η!
(∂ηξσ)(∂
η
xτ)
Questo significa che:
λ−
∑
η<N
(−i)|η|
η!
(∂ηξσ)(∂
η
xτ) (3.3)
è un simbolo in Sm1+m2−N per ogni intero positivo N .
Dimostrazione. Per qualsiasi funzione ϕ ∈ S abbiamo:
(Tσkϕ)(x) = (2π)
−n/2
∫
Rn
eix·ξσk(x, ξ)ϕ̂(ξ)dξ ∀x ∈ Rn
dove σk(x, ξ) = σ(x, ξ)ϕk(ξ) e {ϕk} è la partizione dell’unità. Quindi:
∞∑
k=0
(Tσkϕ)(x) =
= (2π)−n/2
∫
Rn
eix·ξ(
∞∑
k=0
σk(x, ξ))ϕ̂(ξ)dξ =
= (2π)−n/2
∫
Rn
eix·ξσ(x, ξ)ϕ̂(ξ)dξ x ∈ Rn
(3.4)
Lo scambio di somma e integrale è giustificato dal teorema di Fubini. Per-
tanto, scriviamo:
Tσϕ =
∞∑
k=0
Tσkϕ
Questa serie converge assolutamente e uniformemente per ogni x ∈ Rn.Ora
dobbiamo calcolare TσTτ , ma per farlo è necessario calcolare prima TσkTτ .
Allora, dalla definizione di operatore pseudo-differenziale, dalla trasformata
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di Fourier e dal teorema di Fubini segue che:
(TσkTτϕ)(x)
= (2π)−n/2
∫
Rn
eix·ξσk(x, ξ)(Tτϕ)(̂ξ)dξ
= (2π)−n/2
∫
Rn
eix·ξσk(x, ξ)
(∫
Rn
e−iξ·y(Tτϕ)(y)dy
)
dξ
= (2π)−n/2
∫
Rn
(∫
Rn
ei(x−y)·ξσk(x, ξ)dξ
)
(Tτϕ)(y)dy
= (2π)−n/2
∫
Rn
Kk(x, x− y)(Tτϕ)(y)dy
(3.5)
per ogni x ∈ Rn. Pertanto, ancora dalla definizione di operatore pseudo-
differenziale e dal teorema di Fubini si ottiene:
(TσkTτϕ)(x)
= (2π)−n/2
∫
Rn
Kk(x, x− y)(
∫
Rn
eiy·ητ(y, η)ϕ̂(η)dη)dy
= (2π)−n/2
∫
Rn
eix·η
∫
Rn
e−i(x−y)·ηKk(x, x− y)τ(y, η)dy)ϕ̂(η)dη
= (2π)−n/2
∫
Rn
eix·ηλk(x, η)ϕ̂(η)dη
(3.6)
per ogni x ∈ Rn, dove:
λk(x, η)(2π)
−n/2
∫
Rn
e−i(x−y)·ηKk(x, x− y)τ(y, η)dy.
Con un cambiamento di variabile si ha:
λk(x, η) = (2π)
−n/2
∫
Rn
e−iz·ηKk(x, z)τ(x− z, η)dz ∀x, η ∈ Rn
Per cui si avrà:
(TσTτϕ)(x) = (2π)
−n/2
∫
Rn
eix·ηλ(x, η)ϕ̂(η)dη ∀x ∈ Rn
dove λ(x, η) =
∑∞
k=0 λk(x, ξ)∀x, η ∈ Rn
Rimane da provare che λ(x, η) è un simbolo in Sm1+m2 e soddisfa:
λ ∼
∑
η
(−i)|η|
η!
(∂ηξσ)(∂
η
xτ)
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Se avessimo cominciato con (TσTτϕ)(x) invece di (TσkTτϕ)(x) avremmo
ricavato l’integrale divergente
∫
Rn e
i(x−y)·ξσ(x, ξ)dξ invece di
∫
Rn e
i(x−y)·ξσk(x, ξ)dξ.
E’ per questo ch abbiamo utilizzato la partizione dell’unità.
Ora, per K = 0, 1, 2, . . ., definiamo λk nel seguente modo:
λk(x, ξ) = (2π)
−n/2
∫
Rn
e−iz·ξKk(x, z)τ(x− z, ξ)dz ∀x, ξ ∈ Rn
Utilizziamo la formula di Taylor con resto integrale, precedentemente defini-
ta. Si ha:
τ(x− z, ξ) =
∑
|µ|<N1
(−z)µ
µ!
(∂µxτ)(x, ξ) +RN1(x, z, ξ)
dove:
RN1(x, z, ξ) = N1
∑
|µ|=N1
(−z)µ
µ!
∫ 1
0
(1− θ)N1−1(∂µxτ)(x− θz, ξ)dθ
per ogni (x, ξ) ∈ Rn. andando a sostituire τ(x− z, ξ) si ha:
λk(x, ξ) =
∑
|µ|<N−1
(−i)|µ|
µ!
(∂µξ σk)(x, ξ)(∂
µ
xτ)(x, ξ) + T
(k)
N1
(x, ξ),
dove:
T
(k)
N1
(x, ξ) = (2π)−n/2
∫
Rn
e−ix·ξKk(x, z)RN1(x, z, ξ)dz
per ogni x, ξ ∈ Rn. Per ogni intero positivo N la funzione λ soddisfa:
λ−
∑
|µ|<N
(−i)|µ|
µ!
(∂µξ τ)
= λ−
∑
|µ|<N1
(−i)|µ|
µ!
(∂µξ σ)(∂
µ
xτ)
+
∑
N≤|µ|<N1
(−i)|µ|
µ!
(∂µξ σ)(∂
µ
xτ)
(3.7)
dove N1 è un intero maggiore di N . Si ha:∑
N≤|µ|<N1
(−i)|µ|
µ!
(∂µξ σ)(∂
µ
xτ) ∈ Sm1+m2−N
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Quindi se possiamo provare che per ogni coppia di multi-indici α e β, esiste
una costante Cα,β > 0 tale che:
|{DαxD
β
ξ [
∑
N≤|µ|<N1
(−i)|µ|
µ!
(∂µξ σ)(∂
µ
xτ)]}(x, ξ)|
≤ Cα,β(1 + |ξ|)m1+m2−N−|β| x, ξ ∈ Rn,
Quindi possiamo concludere cheλ è in Sm1+m2 e ha una espansione asintotica
data da 3.3. A questo scopo notiamo
λ− [
∑
|µ|<N1
(−i)|µ|
µ!
(∂µξ σ)(∂
µ
xτ)] =
∞∑
k=0
T
(k)
N1
.
Allora, per ogni coppia di multi-indici α e β, dobbiamo stimareDαxD
β
ξ T
(k)
N1
∀k =
0, 1, 2, . . .. Abbiamo il seguente risultato:
Lemma 3.2.2. Per ogni intero non negativo M , esiste una costante Cα,β,M,N1
tale che:
|(DαxD
β
ξ T
(k)
N1
(x, ξ)| ≤ Cα,β,M,N1(1 + |ξ|2)−M(1 + |ξ|)m2 · 2(m1+2M−N1)k
per ogni x, ξ ∈ Rn e k = 0, 1, 2, . . ..
Assumiamo questo lemma per ora, lo dimostreremo successivamente. Al-
lora per ogni intero positivo N e per ogni coppia di multi-indici α e β,
possiamo scegliere un intero positivo M tale che:
(1 + |ξ|2)−M(1 + |ξ|)m2 ≤ (1 + |ξ|)m1+m2−N−|β| ξ ∈ Rn.
Fissato M , possiamo scegliere un altro intero positivo N1 abbastanza grande
da soddisfare:
m1 + 2M −N1 < 0
Dalle considerazioni fatte segue:
|{DαxD
β
ξ (λ−
∑
|µ|<N1
(−i)|µ|
µ!
(∂µξ σ)(∂
µ
xτ)}(x, ξ)|
≤
∞∑
k=0
Cα,β,M,N1(1 + |ξ|)m1+m2−N−|β| · 2(m1 + 2M −N1)k
= Cα,β(1 + |ξ|)m1+m2−N−|β| x, ξ ∈ Rn,
(3.8)
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dove:
Cα,β = Cα,β,M,N1
∞∑
N1
2(m1+2M−N1)k
Rimane solo da provare il lemma enunciato precedentemente. Per farlo
abbiamo bisogno di un altro lemma:
Lemma 3.2.3. Sia RN(x, z, ξ) la funzione data da:
RN1(x, z, ξ) = N1
∑
|µ|=N1
(−z)µ
µ!
∫ 1
0
(1− θ)N1−1(∂µxτ)(x− θz, ξ)dθ
Allora per ogni coppia di multi-indici α, β e γ esiste una costante Cα,β,γ > 0
tale che:
|(∂γx∂zα∂
β
ξRN1)(x, z, ξ)| ≤ Cα,β,γ[
∑
γ′<γ
|z|N1−|γ′|](1 + |ξ|)m2−|β|
per ogni x, z, ξ ∈ Rn.
Ora possiamo provare il lemma 3.2.2.
Dimostrazione. Si ha:
(∂αx∂
β
ξRN1)(x, z, ξ) = N1
∑
|µ|=N1
(−z)µ
µ!
∫ 1
0
(1− θ)N1−1(∂α+µx ∂
β
ξ τ)(x− θz, ξ)dθ
per ogni x, z, ξ ∈ Rn. Quindi per la formula di Leibnitz si ha:
(∂γz ∂
α
x∂
β
ξRN1)(x, z, ξ)
= N1
∑
|µ|=N1
∑
γ′≤γ
(
γ
γ′
)
1
µ!
(∂γ
′
z (−z)µ
∫ 1
0
(1− θ)N1−1
(∂γ−γ
′+α+µ
x ∂
β
ξ τ)(x− θz, ξ)(−θ)
|γ−γ′|dθ
(3.9)
Quindi dato che τ ∈ Sm2 e esiste una costante positiva Cγ′ e Cα,β,γ′,µ tale
che:
|(∂γz ∂αx∂
β
ξRN1)(x, z, ξ|)
≤ N1
∑
|µ|=N1
∑
γ′≤γ
(
γ
γ′
)
Cγ′ |z|N1−|γ
′|
∫ 1
0
Cα,β,γ′,µ(1 + |ξ|m2−|β|)dθ
≤ Cα,β,γ[
∑
γ′≤γ
|z|N1−|γ′|](1 + |ξ|)m2−|β|
(3.10)
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per ogni x, z, ξ ∈ Rn, dove:
Cα,β,γ = N1
∑
|µ|=N1
sup
γ≤γ′
{(
γ
γ′
)
Cγ′Cα,β,γ′,µ
}
La dimostrazione del teorema ora è completa.
Capitolo 4
L’aggiunto formale di un
operatore pseudo-differenziale
In questo capitolo ci proponiamo di definire e di mostrare l’esistenza
dell’aggiunto formale di un operatore pseudo-differenziale, di verificare che
si tratta di un operatore pseudo-differenziale. Inoltre vogliamo ottenere
ottenere una espansione asintotica del simbolo dell’aggiunto formale.
Definizione 4.0.4. Per ogni coppia di funzioni ϕ, ψ in S definiamo (ϕ, ψ)
come:
(ϕ, ψ) =
∫
Rn
ϕ(x)ψ(x)dx
Definizione 4.0.5. Sia σ un simbolo inSm e Tσ l’operatore pseudo-differenziale
associato. L’aggiunto formale dell’operatore Tσ è l’operatore, T
∗
σ : S → S tale
che:
(Tσϕ, ψ) = (ϕ, T
∗
σψ), ϕ, ψ ∈ S
Teorema 4.0.6. Sia σ un simbolo in Sm. L’aggiunto formale dell’operatore
pseudo-differenziale Tσ è ancora un operatore pseudo-differenziale Tτ , dove τ
è un simbolo in Sm e
τ(x, ξ) ∼
∑
µ
(−i)|µ|
µ!
(∂µx∂
µ
ξ σ)(x, ξ).
Questo significa che
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τ(x, ξ)−
∑
µ
(−i)|µ|
µ!
(∂µx∂
µ
ξ σ)(x, ξ)
è un simbolo in Sm−N per ogni intero positivo N .
Prima di dimostrare il teorema vediamo come può essere costruito il sim-
bolo τ . Per k = 0, 1, 2, . . . definiamo σk e Kk da 3.1 e 3.2 Allora per la
definizione di aggiunto formale,
(Tσϕ, ψ) = (ϕ, T
∗
σψ) ∀ϕ, ψ ∈ S
Dalle proposizioni 1.0.10, 1.0.11 e dalla definizione di operatore pseudo-
differenziale,
(Tσϕ, ψ) =
∫
Rn
(Tσkϕ)(x)ψ(x)dx =
= (2π)−n/2
∫
Rn
{∫
Rn
eix·ησk(x, η)ϕ̂(η)dη
}
ψ(x)dx
= (2π)−n/2
∫
Rn
{∫
Rn
σ̂k(x, y − x)ϕ(y)dy
}
ψ(x)dx
(4.1)
dove
σ̂k(x, y) = (2π)
−n/2
∫
Rn
e−iy·ησk(x, η)dη ∀x, y ∈ Rn.
Pertanto da 3.2 e dal teorema di Fubini si ha:
(Tσkϕ, ψ) = (2π)
−n/2
∫
Rn
{∫
Rn
σ̂k(x, y − x)ψ(x)dx
}
ϕ(y)dy
= (2π)−n/2
∫
Rn
{∫
Rn
Kk(x, x− y)ψ(x)dx
}
ϕ(y)dy ϕ, ψ ∈ S.
Ne segue:
(T ∗σkψ)(x) = (2π)
−n/2
∫
Rn
Kk(y, y − x)ψ(y)dy ∀x ∈ Rn.
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Quindi, applicando la formula di inversione di Fourier alla funzione ψ, il
teorema di Fubini e un cambiamento di variabile, si ha:
(T ∗σkψ)(x) = (2π)
−n
∫
Rn
Kk(y, y − x)
{∫
Rn
eiy·ηψ̂(η)dη
}
dy
= (2π)−n
∫
Rn
{∫
Rn
eiy·ηKk(y, y − x)dy
}
ψ̂(η)dη
= (2π)−n
∫
Rn
eiy·η
{∫
Rn
eiη·(y−x)Kk(y, y − x)dy
}
ψ̂(η)dη
= (2π)−n
∫
Rn
eiy·η
{∫
Rn
eiη·zKk(x+ z, z)dz
}
ψ̂(η)dη
(4.2)
per ogni x ∈ Rn. Ne segue:
T ∗σk = T
∗
τk
dove:
τk(x, η) = (2π)
−n/2
∫
Rn
eiη·zKk(x+ z, z)dz.
Dato che (Tσϕ, ψ) =
∑∞
k=0(Tσkϕ, ψ) per ogni ϕ, ψ ∈ S, τ sarà dato da:
τ(x, η) =
∞∑
k=0
τk(x, η) ∀x, η ∈ Rn
Quindi rimane da provare che τ è un simbolo di ordine m con una espansione
asintotica data nel teorema 4.0.6 e che:
(Tσkϕ, ψ) = (ϕ, Tτψ) ∀ϕ, ψ ∈ S.
Dimostrazione. Per k = 0, 1, 2, . . . definiamo τk come in 4. Sia N1 un intero
positivo. Allora dalla formula di Taylor con resto integrale:
Kk(x+ z, z) =
∑
|µ|<N1
zµ
µ!
(∂µxKk)(x, z) +R
(k)
N1
(x, z),
dove
R
(k)
N1
(x, z) = N1
∑
|µ|=N1
zµ
µ!
∫ 1
0
(1− θ)N1−1(∂µxKk)(x+ θz, z)dθ
= N1
∑
|µ|=N1
zµ
µ!
∫ 1
0
(1− θ)N1−1(2π)−n/2
∫
Rn
eiz·ξ(∂µxσk)(x+ θz, ξ)dξdθ.
(4.3)
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Quindi per la definzione di τk(x, η) e per la proposizione 1.0.8
τk(x, η) =
∑
|µ|<N1
(−i)|µ|
µ!
(∂µx∂
µ
ησk)(x, η) + TN1(x, η)
dove
TN1(x, η) = (2π)
−n/2
∫
Rn
eiη·zR
(k)
N1
(x, z)dz ∀x, µ ∈ Rn.
Per ogni intero positivo N ,
τ −
∑
|µ|<N
(−i)|µ|
µ!
∂µx∂
µ
ησ
τ −
∑
|µ|<N1
(−i)|µ|
µ!
∂µx∂
µ
ησ +
∑
N≤|µ|<N1
(−i)|µ|
µ!
∂µx∂
µ
ησ
(4.4)
dove N1 è un’intero più grande di N. La somma
∑
N≤|µ|<N1
(−i)|µ|
µ!
∂µx∂
µ
ησ è in
Sm−N . Quindi se proviamo che per ogni coppia di multi-indici α, β esiste una
costante Cα,β > 0 tale che∣∣∣∣(DαxDβµ{τ − ∑
N≤|µ|<N1
(−i)|µ|
µ!
∂µx∂
µ
ησ
})
(x, η)
∣∣∣∣
≤ Cα,β(1 + |η|)m−N−|β| x, η ∈ Rn,
allora possiamo concludere che τ ∈ Sm e ha come espansione asintotica quella
definita nell’enunciato. A tal fine osserviamo che
τ −
∑
|µ|<N1
(−i)|µ|
µ!
∂µx∂
µ
ησ =
∞∑
k=0
T
(k)
N1
Siano α e β due multi-indici. Allora per come abbiamo definito T
(k)
N1
e per la
formula di integrazione per parti:
(DαxD
β
ηT
(k)
N1
)(x, η) = (2π)−n/2
∫
Rn
eiη·zzβ(DαxR
(k)
N1
)(x, z)dz
= (1 + |η|2)−K(2π)−n/2
∫
Rn
eiη·z(1−∆z)K
{
zβ(DαxR
(k)
N1
)(x, z)
}
dz
(4.5)
31
dove K è un intero positivo. Sia P (D) = (1−∆)k. Allora per la formula di
Leibnitz e l’integrazione per parti
(1−∆z)K
{
zβ(DαxR
(k)
N1
)(x, z)
}
= (1−∆z)KN1
∑
|µ|=N1
zµ+β
µ!
∫ 1
0
(1− θ)N1−1(2π)−n/2
·
∫
Rn
(−i)|α|e−iz·ξ(∂α+µx σk)(x+ θz, ξ)dξdθ
= N1
∑
|µ|=N1
∑
|δ|≤2K
P (δ)(D)(zµ+β)
µ!δ!
∫ 1
0
(1− θ)N1−1(2π)−n/2·
·
∫
Rn
(−i)|α|
∑
ρ≤δ
(
δ
ρ
)
θ|θ−ρ|(Dρze
−iz·ξ)·
· (Dδ−ρx ∂α+µx σk)(x+ θz, ξ).
(4.6)
Sia γ un multi-indice. Allora applicando l’integrazione per parti e la formula
di Leibnitz:
(1−∆z)K
{
zβ(DαxR
(k)
N1
)(x, z))
}
= N1
∑
|µ|=N1
∑
|δ|≤2K
∑
ρ≤δ
(
δ
ρ
)
P (δ)(D)(zµ+β)
µ!δ!∫ 1
0
(1− θ)N1−1θ|δ−ρ|(2π)−n/2(∗∗)dθ
(4.7)
dove zγ(∗∗) è uguale a∫
Rn
e−izξ(−i)|α|
∑
γ′≤γ
(
γ
γ′
){
Dγ
′
ξ (ξ
ρDδ−ρx ∂
α+µ
x σ)
}
(x+ θz, ξ)
(
Dγ−γ
′
ϕk
)
(ξ)dξ
Utilizzando l’appartenenza di σ a Sm e il teorema 3.1 possiamo trovare una
costante C > 0 che dipende da γ′, ρ, δ, α, µ tale che:
|zγ(∗∗)| ≤
∫
Wk
∑
γ≤γ′
C(1 + |ξ|)m+|ρ|−|γ′|2−k|γ−γ′|dξ
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dove W0 = {ξ ∈ Rn : |ξ| ≤ 2} e Wk = {ξ ∈ Rn : 2k−2 ≤ |ξ| ≤ 2k+1},
k = 1, 2, . . .. Sia M un intero positivo. Allora esiste una costante C > 0,
dipendente da M,ρ, α, µ tale che
|(∗∗)| ≤ C|z|−2M2k(m+|ρ|−2M+n).
Quindi esiste una costante C > 0 dipendente da α, β, k,M,N1 tale che∣∣∣∣(1−∆)K{zβ(DαxR(k)N1)(x, z)}∣∣∣∣
≤ C|z|−2M
{ ∑
|δ|≤2K
|z||β+N1−|δ|
}
2k(m+2K−2M+n).
Scegliamo K abbastanza grande da soddisfare:
(1 + |η|2)−K ≤ (1 + |η|)m−N−|β| ∀η ∈ Rn.
Scegliamo M = M ′ abbastanza grande da soddisfare:
m+ 2K − 2M ′ + n < 0.
Poi scegliamo N1 abbastanza grande da soddisfare:∫
|z|≤1
|z|−2M ′
{ ∑
|δ|≤2K
|z||β+N1−|δ|
}
dz <∞
Quindi esiste una costante C1 > 0 dipendente da α, β,K,M
′, N1 tale che:∫
|z|≤1
∣∣(1−∆)K{zβ(DxαR(k)N1 (x, z))}∣∣ ≤ C12k(m+2K−2M ′+n).
poi scegliamo M = M ′′ abbastanza grande da soddisfare:
m+ 2K − 2M ′′ + n < 0
e: ∫
|z|≥1
|z|−2M ′′
{ ∑
|δ|≤2K
|z||β+N1−|δ|
}
dz <∞
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Quindi esiste una costante C2 > 0 dipendente da α, β,K,M
′′, N1 tale che:∫
|z|≥1
∣∣∣∣(1− δ)K{zβ(DαxR(k)N1 (x, z))}∣∣∣∣dz
Quindi avremo un’altra costante C > 0 dipendente da α, β,K,M ′,M ′′, N1
tale che: ∣∣(DαxDβηTN1)(x, η)∣∣
≤ C(1 + |η|2)−k
{
2k(m+2K−2M
′+n)+2k(m+2K−2M
′′+n)}
.
Pertanto la funzione τ è un simbolo in Sm la cui espansione asintotica è quella
definita nell’enunciato del teorema. Inoltre vale
(Tσϕ, ψ) = (ϕ, T
∗
σψ)
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