A novel form of extended charge electrodynamics (ECD) is proposed, in which the charges are each represented by a conserved current whose time component is an extended integrable function. The interaction of n such extended charges is captured by a novel action principle featuring Poincaré, scale and charge-conjugation invariance, leading to novel conservation laws. Classical electrodynamics emerges in the limit where the electromagnetic field experienced by an extended charge varies slowly over a characteristic width associated with the charge-a width which is an attribute of a specific solution, not of the equations. It is further shown that when the electromagnetic field varies rapidly over this characteristic width, classical electrodynamics breaks down, giving rise to new, well defined dynamics of individual charges, some of which's properties are qualitatively analyzed. Single-particle relativistic quantum mechanics emerges as a tool for systematically generating statistics of ensembles of ECD trajectories, yet the more elaborated QED is not fully compatible with ECD, allowing to confront the two. Possible applications pertaining to chemistry, high-energy physics, gravitation and cosmology are briefly discussed at the end. 1
Introduction
Two difficulties with the current status of quantum mechanics are at the heart of this paper. The first is the manifest incompleteness of the quantum description of reality. When an electron passes through a modern particle detector, it leaves a thin trace of ionized gas which is captured by electrodes in the detector. The time evolution of that trace, is accurately described by the propagation of a classical charge. This classical behavior persists also when external electromagnetic fields are applied-the particles's trajectory bends exactly in the way expected of a classical charge. One can hardly think of other situations in experimental physics, where there exists such a direct verification of a physical theoryclassical dynamics of a single charge in this case (moreover, the very construction of the detector assumes classical electrodynamics to hold on scales above the molecular one). Yet, quantum mechanics lacks even the expressive power to describe the above scenario. There are no 'single particle trajectories' in the quantum description (the closest one gets to a trajectory is via the propagation of a localizes wave function which, however, completely looses its localization upon collision with a target, whereas this scenario too, can be observed in a particle detector, and the result is just a scattering of the charge-localized before and after the collision).
A notable attempt to reconcile between the statistical predictions of QM and the above direct observation of a single-particle trajectory was independently proposed by Louis de Broglie and David Bohm, and has become known a 'Bohmian Mechanics' [1] . In Bohmian mechanics (BM) one starts with a wave-function solution of Schrodinger's equation, and its statistical prediction, producing an ensemble of single-system trajectories consistent with it (this ensemble, however, is not unique [3] and, as admitted by Bohm himself, has a rather contrived nature in the multi-particle case).
BM was a pioneering demonstration of a possible richer reality underlying the statistical prediction of quantum mechanics, and had attracted much attention in the past decade (in that respect, our proposed version of electrodynamics is yet another attempt to find 'hidden variables' consistent with QM). However, by its very construction, BM cannot transcend the predictive power of QM. The single-system trajectories have no independent reality outside the specific statistical context in which they are computed, which is fully captured by QM alone. For this reason it seems impossible to directly analyze the properties of individual trajectories, such as their conservation laws or even their classical limit. (Some attempts in this direction, applied to a single particle, appear in [11] .)
The second objection against QM, is a more philosophical one. Few physicists would even contemplate a new fundamental physical theory not enjoying the full symmetry of the Poincaré group. Perhaps the single most important recurrent theme in the history of physics, is the realization that the highly nonsymmetric world surrounding us does not imply nonsymmetric equations of physics, but rather nonsymmetric solutions of those equations. Thus, there is no preferred position, despite the presence of, say, the Vatican at its present position and nowhere else. This distinction between symmetries of equations and their solutions escapes most physicists when it come to a preferred size or scale. The existence of singled out physical length-scales, such as the electron's Compton's length or the Bohr radius, in the equations of QM, is seen as an evidence for the universe's broken scale invariance, rather than indicating a possible pathology with the equations. In this paper we shall attempt to fix this bias towards scale, demonstrating how a preferred scale can arise from a scale covariant theory.
Coming up with a scale covariant theory is, in fact, a rather simple task. Relativistic classical electrodynamics, for example, is such a theory. 2 The inadequacy of classical electrodynamics in describing physical reality is therefore not to be blamed on breached scale covariance but rather on its inability to give rise to preferred scales, so manifest in observations. There are, for example, no classical atoms or molecules, from which the breaks of the Vatican can be composed, giving it its preferred size. Coming up with a scale covariant version of electrodynamics, which nevertheless is capable of introducing a stable preferred scale, is a much trickier job. The inability of classical electrodynamics to introduce a stable preferred scale can be traced to the point structure of classical charges. Under scaling of the trajectories and of the EM potential, the point remains a point. If, on the other hand, rather than being point like, the charge distribution would have had a finite extent of characteristic width w which would further correctly scale under a scaling transformation, a preferred length scale, namely w, would have emerged in a scale covariant theory.
Attempts to 'beef up' a point charge date back to the work of Lorentz, and have persisted ever since (see [7] and references therein) in an attempt to resolve the classical self force problem, which is another problematic manifestation of the point charge paradigm (the EM potential at the location of the point diverges and becomes non differentiable). These attempts, nevertheless, manifestly spoil Lorentz covariance. Lorentz's original proposal, for example, of extending a point charge to a small charged sphere, ignores the additional forces/mechnism required to hold the sphere together against its internal Coulomb repulsion. Such a mechanism is obviously external to electrodynamics, and must further preserve Lorentz covariance. In short, new physics. And indeed, a novel form of electrodynamics is what enables us to produce a consistent, scale and Lorentz covariant theory of extended charge dynamics (ECD).
Our extended charge turns out to have a rather rich structure, the construction of which necessitates a novel mathematical construction, introduced in the next section. At its center, a small region of very high density, where the lion's share of the total charge is found. This high density region, referred to as the 'core' of the charge, has a typical width which, for reasons soon to transpire, is dubbed the charge's 'Compton length'. Far away from the core, however, the charge density has a very weak, but slowly declining (algebraic) tail referred to as the charge's 'halo'.
The dual local/global nature of an ECD charge gives rise to the following dynamical be- 2 It is straightforwardly verified that (modulo the self force problem) for any λ > 0
is a symmetry of the classical action of interacting charges of 'mass parameters' m n and charges q n I = d 4 x 1 4 F 2 + n ds n m n 2γ 2 n (s n ) + q nγn · A(γ n ) with A and F the EM potential and field strength resp. and γ is the world-line of a charge parameterized by the scalar s proportional to proper-time. The mass-parameter m n plays the role of mass only when s n equals the proper time τ = (dx) 2 . Under scaling, then, the effective mass of the charge scales as λ −1 .
havior. When the charge interacts with an external EM field slowly varying over the charge's Compton length, its dynamics reduce to that of a classical point charge. This explains the validity of classical electrodynamics. When the external EM field rapidly varies over the Compton length, radically new, yet well defined, dynamics emerge. Compton scattering, in which a charge interacts with an EM wave of wave-vector much smaller that the extent of the charge's core (its Compton length) is a typical example where classical electrodynamics completely breaks down. The role played by the charge's halo is more subtle. It endows the charge with 'remote sensing' capabilities. Roughly speaking, a charge passing through one of the slits in a double slit apparatus, is able to 'sense' the status of the other slit via its halo (as a matter of fact, the very identification of the particle with its core only, is what causes the dilemma in the first place). Yet, the smallness of the halo implies that the deviations of the core from classical straight paths-and it is the strong EM fields produced by the core which are later responsible for the dot formed on the detection plate-are very small. So small, that large amplification, resulting from the large distance between apparatus and detection plate, is needed to produce a measurable effect. The smallness of the influence of the halo further implies that any attempt to 'measure' the particle before it hits the plate, by applying EM fields to the core itself, is bound to out strength it, destroying the interference pattern.
Quantum mechanics is essentially a statistical tool allowing, for example, to calculate the scattering cross-section in the above double slit experiment. Within the ECD framework, a quantum mechanical experiment therefore corresponds to some statistical aspects of an ensemble of ECD trajectories. It is shown that, under some natural assumptions, QM is a systematic tool for computing statistics of ensembles of ECD trajectories. In that respect, QM plays the role of thermodynamics, the later capturing the statistical aspects of ensembles of classical trajectories.
The possibility that underlying the statistical predictions of QM is a reality governed by a novel theory of individual systems, having no stochastic component (just like underlying thermodynamics is classical mechanics) opens a wide range of possibilities, pertaining to the very small-high energy physics-and the very large-cosmology. Some of these speculations are discussed in chapter 4. In particular, it is speculated that the same remote sensing mechanism endowed by the charge's halo, responsible among else to the small deviations from classical trajectories, is also behind gravitational effects. In gravity, it is the huge number of particles involved which amplifies the small effect of the halo (as oppose to the huge distance to the screen in a scattering experiments). It is further argued that the conserved dilatation current, associated with scale covariance, would have an observational signature, possibly responsible for the observed red-shift vs. distance linear relation. Finally, a novel possibility for an 'ECD electron' to form a stable bound state with an 'ECD positron', gives a fresh view into a possible atomic and subatomic world, comprising electrons and positrons only.
The mathematical construction
In this section we formulate the ECD equations as the Euler-Lagrange equations of a variational problem. We then give those equations, after dealing with some technical subtleties, the status of a definition. Nevertheless, the underlying variational problem, via Noether's theorem, motivates the derivation of many conservation laws associated with symmetries of the variational problem. We mostly use standard notation. However, we use left-hand superscripts to label different particles. Also, throughout the paper we adopt the convention g µν = diag(1, −1, −1, −1) regarding the metric.
The governing action
The mathematical object characterizing a scalar ECD particle is a pair {φ, γ}, where φ(x, s) : R 4 × R → C is a complex "wave-function" defined over four dimensional Minkowski space and a scalar s, and γ s : R → R 4 is a trajectory in Minkowski space parameterized by s. The dynamics of n ECD particles in interaction with an electromagnetic potential A, is governed by the following action. That is, permissible ECD solutions are n pairs {φ, γ} and a potential A at which the following real valued functional is stationary 3 .
where
is the classical radiation action with F µν = ∂ µ A ν − ∂ ν A µ , and
is the "matter action". Here, N is a real normalization constant which ultimately will be taken to infinity;
is the gauge covariant derivative, with q a real coupling constant, and M is taken henceforth equal to 1 for the sake of simplicity. A straightforward generalization to higher-spin φ's is briefly discussed below.
A Remark on Dimensions. In high-energy physics, it is customary to use different powers of a single dimension to mark the different dimensionality of variables and constants, by a suitable choice of 'natural units'. This choice, besides being convenient, reflects an actual experimental reality. Thus, for example, the period of an oscillator can be measured in units of length, by measuring the distance traversed by an EM pulse during one period of the oscillator; the mass of the electron is measured in inverse units of the wavelength produced upon electron-positron annihilation, etc. All quantities, then, are measured in terms of multiples of powers of some fundamental unit, such as length (or energy) which is part of the theory, e.g., the electron's rest energy or Compton's wavelength. ECD takes this approach yet another step further. Being scale covariant, there is no preferred scale with which to compare other quantities, and therefore all variables and constants are dimensionless-ordinary real numbers. The only hint of dimensionality appears when we analyze in section 2.4 the scaling powers of the relevant currents.
The equations of motion of {φ, γ} ("matter")
To find the necessary conditions for a trial pair {φ, γ} to be an extremum of A, we use the standard Euler-Lagrange technique. As A is assumed fixed in this section, we need not consider A r , only A m . Fixing first the degrees of freedom of φ, and imposing the vanishing of the first variation of A m with respect to γ µ , we get at once by the first line of (3),
Next, fixing γ and imposing the vanishing of the first variation with respect to φ, we get
with the Hamiltonian given by
This equation, involving a distribution, needs to be interpreted and handled very carefully. Symbolically, we see that γ enters a proper-time Schrödinger's equation not as a source, but rather as an s-dependent 'delta-function potential' supported on the instantaneous position of the particle in Minkowski space at proper time s. Obviously, interpreting this equation (and, even more so, solving it,) is very difficult, so we recast it in an integral form explicating the role of the delta-function potential. Introducing a positive relaxation parameter, ǫ, which will later be taken to zero, yields
Here, G is the propagator, a solution to the homogeneous (proper-time) Schrödinger equation 4 (also known as a five dimensional Schrödinger equation, discussed in appendix D,)
satisfying the initial condition (in the distributional sense)
The formal equivalence of (6) and (8) is established by operating with i∂ s − H on both sides of (8), taking the limit ǫ → +0, and using
To avoid possible pitfalls often accompanying formal manipulations such as the above, we shall regard the system (5), (8) , as a definition, dubbed the "central ECD system". We are only interested in the case where the relaxation parameter, ǫ, tends to zero. In this limit (soon shown to exist) it is imposed that all observables be independent of ǫ.
Gauge invariance of the ECD system is established by the transformation law for the propagator
It then follows that if {φ, γ} is a solution of the system (5), (8) , with respect to the original potential A, then {φ exp iqα, γ} is a solution with respect to the gauge transformed potential A ′ . Finally, we mention a simple generalization of the central ECD system for particles whose φ part transforms under a nontrivial representation of the Lorentz group. For example, when φ is a four-component bispinor, the propagator G propagates a bispinor wave-function satisfying
where σ µν = i 2 [γ µ , γ ν ], with γ µ a Dirac matrix. The initial condition (11) at s = 0 is now the unit operator in spinor-space. Now, φ * φ in (5) should read φφ, with (·) = (·) † γ 0 (γ 0 being 4 This equation, a variant of which was first discovered by Fock, shares with the non-relativistic Schrödinger equation all the good properties to which the latter owes its fame. In particular, the modulus-squared of its solutions is a positive quantity conserved by the s-evolution and hence can be regarded as a space-time density. Furthermore, by Ehrenfest's theorem, localized wave-packets satisfy the relativistic classical EOM. The reason that it is not used directly in relativistic QM has to do with the interpretation of the parameter s. In the classical theory, s only serves to parameterize the world-line (and can therefore be eliminated from any physical prediction.) Such direct elimination obviously cannot be extended to the quantum case. This is why variants of this equation make their appearance in the literature only as an intermediate step in the calculations of s-independent quantities, either by taking its steady state solutions, or by integrating its solutions over s. An exception to this statement is the interpretation of Stückelberg, and later Horwitz (see [4] and references therein,) postulating the existence of a "universal" (frame independent) time played by s.
the Dirac matrix diag(1, 1, −1, −1)) which is a real quantity, but is not positive definite. This poses no problem, as no probabilistic interpretation is attributed to it (nor to φ * φ for that matter.) Similarly, in the Lagrangian (3) (and in the rest of the paper): (·) * → (·) and (Dφ) * · Dφ → D / φD / φ with D / ≡ D µ γ µ .
Example: A free particle
There are obviously no standard mathematical tools for finding a general solution to the central ECD system (5) , (8) . Nevertheless, verification of a guess may be straightforward. Consider then a freely moving particle in a field-free space time. Gauge invariance implies that we can assume A = 0 throughout space-time. The Hamiltonian (7) is then just the free Hamiltonian
and the corresponding propagator can be computed using a variety of methods 5
Next, we show that a freely moving particle constitutes a solution to the system (5), (8) , that is, the ECD pair has γ s = us for its trajectory part. The constant velocity u is assumed time-like, i.e., u 2 > 0, although tachyons-with space-like u's-can be equally treated.
We can now attempt to compute the integral in (8) . Assuming φ(γ s ′ , s ′ ) in (8) is an s ′ independent constant C ∈ C, we substitute x ′ → us ′ , shift the integration variable s − s ′ → −s ′ , and define ξ := x − us, obtaining
To see that (8) is satisfied, we need only check the consistency condition φ(us, s) = C. Plugging x → us (ξ = 0) above, we get
implying that (8) is satisfied provided that
. 5 One method is by the Laplace transform with respect to s; another is to regard H as a sum of four commuting operators, so that the propagator factorizes into a product of four one-dimensional propagators, which in turn reduces to a Gaussian integral; Schwinger computes it using Heisenberg's EOM [10] .
The sum of integrals in the brackets has an asymptotic form 2 ǫ − πu 2 2 + O(ǫ) for ǫ → 0. Thus, a solution C can be obtained in the limit ǫ → 0 if and only if N ∼ − 2 4π 2 ǫ in that limit, in which case any C ∈ C is a solution. This freedom in the scale of φ, i.e.,
is an exact symmetry of the central ECD system, as is straightforwardly verified. Note that, for ξ 2 = 0, the integrals in (16) are bounded for any positive ǫ (as is readily seen upon changing the integration variables s ′ → u −1 ). This implies that φ(x, s) → 0 for (x − γ s ) 2 = 0 (i.e., ξ 2 = 0) in the ǫ → 0 limit, unless we choose an ǫ dependent C which also, like N , diverges as ǫ −1 . (Indeed, we shall see in section 2.3 that to get a non-vanishing current, for example, such a divergent scaling of φ is mandatory.) It then follows that for ξ 2 = 0, or more generally on the light cone of γ s , φ(x, s) diverges in the limit ǫ → 0. This divergence introduces some difficulties that are dealt with in section 2.3.
We saw that N has a divergent ǫ dependence carrying no dynamical information (no u dependence,) entirely due to the s −2 divergence in the propagator (15). The form of this divergence is potential-independent, and is always given by
With this ǫ-dependence of N , and its dynamical independence, we can now plug an arbitrary γ into (8) , and an arbitrary ansatz for φ(γ s , s) on its right-hand side, and get a self consistent left-hand side when substituting x → γ s . This fact sheds new light on that equation. It is in fact not really an equation, but rather a prescription for extending a function defined on γ, viz., φ(γ s , s), to all other x and s. This function is then required to further satisfy (5) .
Returning to the free case, to check that the other ECD equation-equation (5)-is satisfied by the free φ, we first write it in an alternative form
This form has an illuminating interpretation: Identifying a complex number z ≡ a + b i ∈ C with the vector (a, b) ∈ R 2 , equation (20) states that the vectors in R 2 associated with ∂ µ φ(γ s , s) and φ(γ s , s) are orthogonal with respect to the standard inner product in R 2 . Introducing the explicit form (15) of the free propagator into (8) , and exchanging the order of differentiation and integration, we get
thereby establishing the orthogonality condition (20). This constant-potential result is extended to smoothly varying external fields in appendix D. The direction (in R 2 ) of ∂ µ φ(γ s , s) is governed by the same small s ′ divergence dictating the direction of φ(γ s , s). The calculations above therefore only prove the consistency of the ECD system with a free solution. The true content of this system emerges when we test a nonuniform ansatz for γ. The value of ∂ µ φ(γ s , s) then generically gets, in addition to the divergent ǫ −1 orthogonal component, a regular, i.e., ǫ-independent component (proportional toγ 2 when γ is slowly changing over the particle's Compton length) in the direction of φ(γ s , s), violating (20). (The regularity of the parallel component is established by computing the next divergent order in ǫ. Approximating γ s ′ ∼γ s (s ′ − s) + 1 2γ s (s ′ − s) 2 , leads to an additional (s − s ′ ) −1 singularity, resulting in two ln ǫ terms which, however, cancel one another.) It is this regular component that is sensitive to the form of γ s ′ and φ(γ s ′ , s ′ ) for s ′ not in the immediate vicinity of s ′ = s, and which therefore harbors the nonlocal quantum mechanical effects. However, in appendix D we show that for external fields smoothly varying over the particle's Compton length, classical trajectories are the only solutions.
The equations of motion of A ("radiation")
Moving now to the variational problem associated with the potential field A in (1), we find by the Euler Lagrange equations that
with k j a gauge invariant current associated with the k th particle
Equation (22) is just the inhomogeneous Maxwell's equation, with j ≡ n k=1 k j µ a source. It defines a potential A up to a homogeneous solution of the equation. We fix this arbitrariness by taking the retarded potential associated with the current j, endowing ECD with an arrow of time, so manifest in observations. In appendix B we prove that, indeed, the retarded solution is uniquely defined by the current up to a gauge transformation. As both the central ECD system (5), (8) , and the current j are gauge invariant, this relict freedom is acceptable.
As A appears also on the right-hand side of (23) (through D's dependence on it,) equations (22) and (23), unlike their classical counterparts, are not a prescription for generating a potential given the matter degrees of freedom (γ in the classical case; {φ, γ} in our case,) but rather an equation coupling the two. This unusual coupling is at the heart of ECD's 'remote sensing' feature which is elaborated in appendix A.
It turns out that expression (23) diverges everywhere in the limit ǫ → 0, and it is hence useless without further calibrations. The origin of the divergence is the modulus squared of the light-cone singularity of φ(x, s) on (x − γ s ) 2 = 0, already encountered in section 2.2.1, and is covariantly dealt with upon explicating φ and φ * entering (23) with their expressions (8) and its adjoint, respectively. The result is the integral
We now take as a definition that the s integral is preformed first (note that this change in the order of integration does not necessarily reflect a mathematical identity.) The divergence of the remaining double s ′ ,s ′′ integral, in the ǫ → 0 limit, comes from the s ′ ≃ s ′′ region. We therefore suppress the contribution to the integral coming from that region by multiplying the integrand by an epsilon dependent regulator
with m(s) the 'local mass' 6 γ 2 s , and ̺ is constrained by the asymptotic condition
implying that̺ converges pointwise to 1 for s ′ = s ′′ . As only the s ′ ≃ s ′′ region is responsible for the modification of the integral (a dramatic modification-rendering the integral finite), we shall see that m(s ′ ) can be substituted with m(s ′′ ) (or the more symmetric Our regularization scheme for expression (24) of the current does not spoil Lorenz and gauge covariance (recall the transformation law (12) of the propagator under a gauge transformation.) Moreover, in appendix C, we prove that in the limit ǫ → 0 the current is conserved. The regularized expression (24), together with Maxwell's inhomogeneous equation (22), are designated as definitions, which, along with the central ECD system, completely define our ECD formalism.
Example:
The current associated with a free charge, to first order in q Let us implement our regularization algorithm for the current in the case of a free charge. Using our results from section 2.2.1, shifting the integrals −σ ′ = s−s ′ , −σ ′′ = s−s ′′ , defining ξ = x − us, and setting φ(γ s ′ , s ′ ) = C ∈ C, the current (24) associated with a free particle reads
with the constant m = √ u 2 . Boosting to the rest frame of the particle (u = (u 0 , 0, 0, 0)), focusing on the 0 th component and changing the integration variable s → ξ 0 , results in
The (Gaussian) ξ 0 integral now precedes the double σ ′ ,σ ′′ integrals (by our definition) leaving only the piece proportional to iu 0 from the last factor of the second line, leading to a modified integrand
At this point it is useful to give an integral representation to ρ 7 We shall see that in order to regularize other currents we need to add the proviso
having no effect on our electric current.
There are infinitely many ways of realizing (31) by a suitable, preferably even, w, e.g.,
all choices leading to the same final result. Making the substitution (30) in (29), the benefit of expressing ̺ as an integral over a becomes clear, and the current now reads
The ǫ → 0 limit of |f | now exists (the oscillation in the phase overcoming the divergent denominator, as can be seen by substituting v = σ −1 ,) and, when due care is paid to the branches of the square-roots, it reads
The current (28) therefore reads
By (31) and the evenness of w(a), the first term above vanishes. Note that any constant in (26) (or equivalently (31)) other than m would have rendered j 0 an r −2 asymptotic tail, implying, among else, a non integrable total charge. The second term, combined with the factor in front of the integral, is m 3 times a function of the variable ρ = mr. Its large ρ asymptotic form can be read from the local structure of the phase 2r √ a 2 − m 2 at a = m by means of standard asymptotic analysis. It is missing the expected ρ −3 term, and begins with a ρ −4 tail (integrable in three dimensions.) The ρ → 0 form is trickier. To guarantee the w independence of our results we need w to becomes "arbitrarily smooth" in a as ǫ → 0. By this we mean that the ripples in w become arbitrarily wide, or that the Fourier transform of w becomes arbitrarily focused around zero. With this proviso, the integral can in fact be evaluated in closed form by changing variables k = √ a 2 − m 2 , and the ρ → 0 form of j 0 has an integrable ρ −2 singularity. The apparently weak localization (algebraic) of the current around the world line traced by γ is misleading. When examining the exact form of j 0 (r) one sees that some 99% of the charge is found within the first three multiples of m −1 from the origin.
Finally, as N = O(ǫ −1 ) (equation (19)), to get a finite current in the limit ǫ → 0, we must also take C = O(ǫ −1 ). Summarizing the ǫ-dependence of our theory, we see that N , φ and̺, all depend on ǫ, which is introduced into the ECD formalism via equation (8) . The dependence of those variables on ǫ is such that the electric current is everywhere finite in the limit ǫ → 0 (with the exception of the world line traced by γ). That dependence, to the best of our judgement, is the unique one rendering the current this necessary property.
Symmetries and conservation laws
The existence of an action principle for ECD suggests that, associated with the symmetries of the action (1), are conservations laws. The connection between the two is established via Noether's theorem and is the content of this section. As our action principle was only meant to motivate the equations of motion, in appendix C we establish the same conservation laws (most are only outlined) directly from the central ECD system (8) , (5) and the pair (22), (24), dealing explicitly with subtleties arising from our need to regularize the currents.
There are two kinds of conservation laws in ECD. One concerns quantities that are conserved separately for each particle such as charge and mass, and one involving all the d.o.f.'s of the combined system of particles plus EM potential, e.g. energy, momentum and angular momentum.
We begin with charge conservation. The U(1) symmetry of each of the n ECD actions (3) (φ → e iα φ, with a constant real α) implies the existence of n conserved currents via Noether's theorem. We use the standard trick in deriving that conserved current, that is, we shift an extremal pair {φ, γ} → {e iqΛ φ, γ} with an infinitesimal Λ(x, s) vanishing for |x µ |, |s| → ∞, and demand the vanishing of the variation to first order in Λ. Using the global U(1) symmetry, and the fact that the 2 N δ (4) (x − γ s ) φφ * term is unaffected by gauge transformations, we arrive at the usual continuity equation associated with the homogeneous Schrödinger equation (10)
Integrating (37) with respect to s from −∞ to ∞ (we can safely assume φ(x, s) → 0 as |s| → ∞, ∀x) we get
with j the current (23) (had our Λ depended on x alone, we could have gotten (38) directly from the requirement of stationary action). Among else (38) implies that the monopole field of an ECD particle is one and the same even when the particle's motion is highly non-classical (such as that of a bound electron). The next symmetry applying to the individual particles is s-translation. This time we infinitesimally shift the s coordinate of an extremal φ(x, s), s → s + Λ(x). The vanishing of the first variation entails
after integration by parts. The second term in (39) is also a divergence
The reason we can ignore the first term in the second line, as far as conservation laws are concerned, is the following. To get a conserved quantity we integrate (39) over a volume in space-time and apply Stoke's theorem to get a conserved flux. Now, the integral over any volume of that first term vanishes by (5) . We see that
is therefore conserved. In appendix D we show that in the classical limitb is individually conserved (hence alsob), yet we have no reason to believe that this phenomenon persists to a general ECD solution. On the contrary, it is only natural to expect the point and the wave to exchange some quantities among them in the course of time. Equation (39) is the ECD expression for the classical constancy of mass law. When the motion of the particle is in the classical regime, the conserved space integral over its zeroth component is uniquely determined by the (constant)γ 2 which is intimately connected with the classical notion of mass squared (see appendix D; in particular, to first order in q,γ 2 is simply proportional to the mass squared, and the conserved charge is proportional to it in the classical regime). This proves that the mass of a particle is conserved, even when passing through non-classical episodes, e.g. high-energy scattering processes. Note also the unique way mass enters ECD: Not as an attribute of the equations, but rather that of a particular solution.
We move now to the second class of conservation laws, involving all the d.o.f.'s of a system comprising n ECD pairs {φ, γ} and an EM potential A. Let us begin with translational invariance, manifest in the action (1). This is just an Abelian subgroup of symmetries of the full Poincaré group, the derivation of associated conserved currents of which, follow similar lines. We shall employ a standard trick (see for example [5] p.22) in deriving the conserved currents, associated with translation invariance. Infinitesimally shifting the argument of φ(x, s), x µ → x µ + a µ (x), in an extremal ECD pair { k φ, k γ}, leaving all other d.o.f.'s unchanged, and demanding that the variation of the action (1) vanishes to first order in a µ , results (after some integrations by part) in
with
and
where L m is defined in (3) . Preforming the x integrals in (43), the contribution of the last term in the square brackets vanishes by (5) . As a is arbitrary, this implies that the rest of the integrand must vanish identically in x. Integrating the remanning two terms over s, we therefore get
(Note our convention to lower the case of a letter after integration with respect to s).
As could have been anticipated, the energy momentum tensor k t is not conserved, as apparent from (46), due to broken translations invariance induced by the potential A, nor is it gauge invariant. To get a conserved quantity we repeat the preceding procedure with A entering (1), resulting in
The combinationΘ νµ + n k=1 k t is therefore conserved. As is customary in classical electrodynamics (see e.g. [5] p.25) we add to each of the above four conserved currents (µ = 0 . . . 3) a conserved current not contributing to the conserved charge which renders the above sum symmetric and gauge invariant. In our case this term reads ∂ λ F νλ A µ which, together with (47) and (48) and (22), finally gives a conserved gauge invariant and symmetric energy momentum tensor
the canonical EM energy momentum tensor. It is interesting to compare the form (51) of the energy momentum tensor with the classical form (see [5] eq. 1-125)
Note that the n 'matter terms' above do not depend on the EM potential A, in contrast to the k m terms (52) in its ECD counterpart.
The classical limit. The classical limit of ECD can be deduced from the conservation of p. Our analysis will be correct to first order in q only, implying, among else, that radiative corrections/damping are not included. Taking the divergence ∂ ν p νµ of (51), using the identity ∂ λ F νµ + ∂ ν F µλ + ∂ µ F λν = 0, and the inhomogeneous Maxwell's equation (22) we arrive at the following relation:
(The classical counterpart of this, derived from the conservation of (54), runs into the familiar self force problem which cannot be resolved from within classical electrodynamics.)
We now focus on some k = k ′ such that k ′ γ is sufficiently isolated from all the rest, that is, the regularized k m with k = k ′ have negligible overlap with k ′ m, implying that (55) holds separately for k = k ′ . (We shall therefore sometimes omit that particle's left index for the sake of economical notation.) We further assume that k ′ γ is slowly varying over its Compton scale, which is also the localization scale of both k ′ j and k ′ m. Under these assumptions, we boost to the instantaneous rest-frame of k ′ γ where, to first order in q, k ′ j ≈ 0, and integrate (55) over x. To evaluate the left-hand side we decompose the Faraday tensor F 0µ = F 0µ ext + F 0µ sel into an external piece, generated by the rest of the particles, and a self contribution generated by the k ′ particle. Focusing on the self contribution first, which reads F 00 sel = 0 and F 0i sel = E i sel , with E sel the self-electric field, we argue that it does not contribute to the above spatial integral. This follows from the approximately spherically symmetric radial form of E sel inherited, via (22), from that symmetry of j 0 in (36). Moving next to the external contribution, we now make the classical condition assumption, which states that the external field varies slowly over the particle's Compton scale. With this condition, the leading order (in the particle's Compton length) external contribution reads
where Q ≡ d 3 x j 0 is the conserved charge of the particle, and s 0 is defined implicitly by γ 0 s 0 = x 0 . To evaluate the three-integral over the right-hand side of (55) we first note that the three-divergence part does not contribute to the integral, and so the right-hand side gives −∂ 0 d 3 x m 0µ ≡ −∂ 0 m µ . We see that m µ plays the role of the µ component of the particle's momentum, and can be expanded in powers of the coupling q. It is straightforward to see that to 0 th order, m ∝γ, with a proportionality constant rendering the mass to charge ratio of the particle equal to γ 2 /q (this result is obtained by direct means in appendix D,) and that the next leading term is O(q 2 ) involving the external field as well. As a consistency check, we verify that the particle remains on a fixed mass-shell. Indeed, in the rest frame m i ≃ 0 (i = 1, 2, 3), and from (56) ∂ 0 m 0 ≃ 0, leading to
Similar considerations can be applied to an aggregate of ECD particles, whose effective mass includes their internal interaction. By systematically moving to higher powers of q one can potentially resolve the century old classical self force problem, further linking it to quantum mechanical corrections. No divergences are expected once applying our regularization scheme of the currents.
Yet another symmetry involving all the d.o.f's is scale invariance
with λ ∈ R + . The covariance of the central ECD system (8) (5) under (57) follows from the form of the propagator in the transformed potential λ G(x, x ′ ; s) = λ 4 G(λx, λx ′ ; λ 2 s), plus an additional scaling of the parameter ǫ → λ −2 ǫ (or equivalently N → λ 2 N ). The transformed parameter apparently shifts our solution to another theory, indexed by a transformed parameter. Yet, it is only the limit ǫ → +0 we are interested in, which is equivalent to the (λ −2 ǫ) → +0 limit ∀λ > 0. The potential generated from the transformed ECD pair via (22) and (24), indeed has the transformed form λA(λx). This follows straightforwardly from (22) provided the regularized current j in (24) scales as j(x) → λ 3 j(λx). This can be directly verified from the transformation law of the propagator, plus the fact that j is independent of ǫ in the limit, but only on the s ′ dependent mass m(s ′ ) = γ 2 (s ′ ) entering the universal regulator (25), which correctly scales as m(s) → λm(λ 2 s).
Caution must be practiced when trying to derive the associated conserved current via Noether's theorem, as the action (1) is not invariant under (57) without further scaling of N . Yet, the common procedure of infinitesimally scaling the arguments x → λ(x)x, s → λ 2 (x)s, and demanding the variation of the action to first order in ln λ, does lead to a conserved current. Following a symmetrization procedure similar to the one used in the case of the energy momentum tensor (51), we arrive at a conserved current
whereB andB are defined in (40) and (41) resp.. As a teaser for section 4, we examine the meaning of this conservation law in the case of a single free particle with uniformly moving center γ s = us. The conserved three integral over ξ 0 at a give x 0 gives
The first term is just −Ex 0 , with E the conserved energy of the particle. The second term is p · ux 0 /u 0 with p the conserved momentum of the particle (this follows from a shift in the integration variablex = x − γ and the symmetric form of p). Similarly, the third term is 2b 0 x 0 /u 0 with b 0 the conserved 'mass-squared' charge. Expression (59) for ξ 0 can therefore be independent of x 0 if and only if
Indeed, in the free case, E ∝ u 0 , p ∝ u and M 2 ∝ u 2 which translates to the classical mass shell condition u 2 = m 2 ∝ M 2 or M 2 = E 2 − p 2 (note that the conserved value of ξ 0 depends on the choice of the origin, of both x and s). It is the scaling transformation (57), involving both the space coordinates x and the s coordinate, which provides a link between the conserved charges originating separately from x and s translations. This relation suggests a natural candidate for the definition of the mass of a bound, non-radiating, aggregate of elementary charges. In its rest-frame (p = 0) the integral d 3 x 3 j=1 p 0j x j is negligible, and that effective mass would read M = E which, in general, is different from the sum of masses of the constituents of the aggregate. Of course, we still need to show that this M acts as the effective mass of a particle. In particular, that it is what opposes the bending of the aggregate's trajectory in a magnetic field or that it is proportional to the aggregate's gravitational pull.
To conclude this section we mention another symmetry, discrete this time, which therefore has no conserved current associated with it. That symmetry dubbed 'charge conjugation' or 's-reversal', reads
Note that the electric current (23) reverses its sign under this transformation, yet the world line traced by γ(−s) is the same as that traced by γ(s). This is exactly what is expected of a classical 'anti-particle': The trajectory of a particle in an electromagnetic field A is the same as that of its antiparticle's in −A, and the radiation they each produce has a different sign. This behavior obviously persists to any complex particle i.e. an aggregate of elementary charges and 'anti-charges' (note that the charge of a complex particle is just the sum of charges of its constituents), and also to dynamics outside the classical regime.
ECD and Quantum Mechanics
It seems to be clear, therefore, that Born's statistical interpretation of quantum theory is the only possible one. The wave function does not in any way describe a state which could be that of a single system; it relates rather to many systems, to an 'ensemble of systems' in the sense of statistical mechanics.
(Albert Einstein, 1936)
Erwin Schrödinger apparently did not intend his equation to be used as a statistical tool, but ever since Born introduced the probabilistic interpretation of the wave function, subsequent generalizations of Schrödinger's equation (some of which bear only vague algebraic resemblance to the original,) including modern quantum field theory, consistently retain one component: Unitarity. Unitarity is what guarantees that the theory can be used to generate statistical predictions. Einstein's vision of finding an underlying deterministic theory whose statistics are described by QM, was generally ignored (or even 'proved' impossible). In this section-first qualitatively, and then quantitatively-we argue the case that ECD contains the ingredients required of such a theory.
To demonstrate this property of ECD, we consider a simple scattering experiment on a fixed target. Upon hitting the detector (say, a photographic plate,) the scattered particles leave well localized spots whose distribution determines the cross-section. Within ECD, this phenomenon is explained by the fact that the current associated with an ECD charge is confined to within a Compton-length distance from the world line traced by γ, and it is only there that the classical EM field derived from that current is sufficiently strong to ionize the molecules comprising the detector (possibly triggering some local chain reaction, enlarging the spot). This description basically parallels the classical description, which turns out to yield poor predictions in the following three types of experimental settings.
Type I experiments. The width of the current of an ECD particle (an electron for concreteness) associates with the particle a typical length scale-its Compton length. When the potential representing the target varies rapidly over that length scale, the scattering cross-section computed from classical trajectories is completely wrong. Inverse Compton scattering, in which the electron scatters off of a high frequency EM wave, is an example of such an experiment. In appendix D we show that, indeed, when the particle's Compton length exceeds the characteristic length scale of the potential, the ECD dynamics no longer resembles classical dynamics, and hence any statistical quantity based on the classical approximation is no longer relevant to ECD.
Type II experiments. The target is smoothly varying over the particle's Compton length, but the detector is placed at a distance from the target which is many orders of magnitude greater than that smooth scale of variation. When, for example, an electron passes through a double-slit apparatus, the typical width of the slit is many orders of magnitude larger than its Compton wavelength. However, by placing the detector sufficiently far from the apparatus, one gets results that are inconsistent with classical trajectories (e.g., refraction, interference, etc.) Nevertheless, the classical cross-section is still a reasonable approximation if we average over the width of the fringes. The nature of the central ECD system provides an explanation for how a particle passing through one slit senses the state of the other slit. The φ part of an ECD solution is a nonlocalized wave which is influenced by the potential as a whole, communicating this information to the trajectory γ via equation (5) (much like in Bohmian mechanics, although quantitatively very different.) In appendix D we show explicitly why, on the one hand, there exists a mechanism for such 'remote sensing', and why, on the other hand, this mechanism introduces only marginal corrections to classical solutions, explaining why the classical cross-section is correct when averaging over the width of the fringes. Another more general account of remote sensing is given in appendix A.
By placing the detector far away from the target, one is still able to translate those marginal angular deviations to measurable fringes on the screen. As those marginal deviations from classical straight trajectories are many orders of magnitude smaller than any deviation caused by the presence of an EM potential at the location of the particle, any attempt to 'measure' the particle before it hits the screen, by letting it interact directly with an external EM potential, would dramatically change the statistical pattern formed on the screen.
Type III experiments. Yet another-distinct-way to amplify ECD's remote sensing feature, is by a suitable setting rendering a solution very sensitive to the smallest perturbation in the external potential. A typical example is an interferometer-of the Mach-Zehnder type-for concreteness. A beam-splitter (BS) in the apparatus comprises many atoms with which an ECD particle interacts before deciding whether to pass or reflect (and at which angle). That decision, therefore, is extremely sensitive to initial conditions and external perturbations already at the classical level (think of a 'classical beam splitter' comprising a lattice of scattering centers, leading to chaotic dynamics). The ECD dynamics is further sensitive to the local form of φ around (x, s) = (γ s , s). With suitable tuning, the first BS is made to evenly split an ensemble of incoming particles-their γ part to be accurate-into transmitted and reflected beams. It takes a second BS, however, to bring the dynamics of the particle again to a 'chaotic phase' where the smallest changes in either φ or the external potential can be greatly amplified. In this phase, the status of the 'other path'-the path not taken by the γ part of a particle at BS1-participates in the decision whether to transmit or reflect at BS2. That status is incorporated into the part of φ which takes the other path. It is substantially smaller than the part taking the same path as γ, but the sensitive dynamics taking place at BS2 render this relative size irrelevant .
Deriving QM statistical predictions within the ECD framework. Having suggested that ECD is qualitatively consistent, or compatible, with the statistical predictions of QM in the case of scattering experiments, we move next to the derivation of those quantum mechanical results within the framework of ECD. This would seem to be an immensely difficult task, considering the non-standard ECD formalism. However, our conjecture that the relationship between QM and ECD closely resembles that between classical thermodynamics and classical mechanics, provides us with a powerful clue. The fact that systems that are vastly different at the microscopic scale exhibit similar thermal properties, indicates that the details of the underlying dynamics are of lesser importance-it is the symmetries and the implied conservation laws that really matter.
Let us then sketch the derivation of the statistical predictions of QM from ECD for the case of a scattering experiment, in a manner reminiscent of the derivation of thermodynamics from classical mechanics via statistical mechanics. Let { k φ, k γ} be an ECD solution corresponding to the scattering of a particle arriving from some directed infinity, on a target represented by an external potential A. Clearly, there are infinitely many solutions that fit this general description, and the left superscript k is a symbolic multi-index parameterizing all such solutions. In the classical setting, k includes the impact parameter and the energy. In ECD, k is (continuously) infinite-dimensional, corresponding to the infinite additional degrees of freedom contributed by the complex-valued function φ.
Let µ be a normalized measure defined on the space of all possible ECD solutions { k φ, k γ}, referred to as 'k-space'. An experiment is viewed as a realization of µ. Namely, we assume that as the number N of scattered particles goes to infinity, the number of solutions realized in any subset Σ ∈ k-space approaches Nµ(Σ) ≡ N Σ dµ.
The indexing of all possible solutions by k, and an operational definition of a measure µ, are infeasible. However, we argue (and demonstrate in the case of a single particle) that all the statistical results of QM do not require a complete knowledge of the measure µ, but rather only a very 'coarse' statistic of it. This is what happens in statistical mechanics as well, where one is not interested in the exact multidimensional phase-space distribution of an ensemble of systems, but rather only in certain low dimensional induced distributions (such as the distribution of the total energy in the canonical ensemble.) These low dimensional distributions are sufficient to generate all possible thermal properties. In ECD, the statistic playing the role of the above distributions is the 'ensemble current',
with k j the electric current (24) associated with the ECD solution { k φ, k γ}. In contrast to the very few variables parameterizing the various classical statistical mechanics distributions, the ECD counterpart features an infinite number-a continuous function. This is only to be expected, as the set of all quantum mechanical experiments is much larger than that of classical statistical mechanics. The differential scattering cross-section to a given solid angle dΩ around Ω, associated with the measure (experiment) µ, is easily deducible from the ensemble current (62). It is just 1 QdΩ lim
with Q = d 3 x k j 0 the conserved charge of the particle, and C = C(dΩ, Ω) the cone in three space defined by dΩ and Ω. This follows upon inserting expression (62) into (63).
In the limit x 0 → ∞, every k j 0 (x 0 , x) is entirely supported in C, or in its complement. The x integration then extracts Q χ Σ with χ (·) a characteristic function of a subset, and Σ = Σ(C)-the k-space subset of solutions scattering to cone C. The result is therefore
which is the definition of the differential cross-section. By linearity, j ens is conserved and, furthermore, inherits all the symmetries from its constituents k j, which include gauge invariance, Poincaré and scale covariance (when A transforms accordingly too), and charge conjugation j → −j, A → −A. In addition, we know from section 2.4 that, in the classical limit, γ corresponds to the classical motion of a particle in the external field derived from A, implying that j ens reduces in that limit to a classical current produced by an ensemble of classical charges. In particular, the classical limit holds at times long before and long after scattering takes place, even if during intermediate times it does not.
One systematic way of producing such a symmetric current is via the Klein-Gordon (KG) equation
with an associated conserved current (10), and it is the symmetries of that equation, via its propagator G entering (8) , which are at the heart of all symmetries of ECD. Finally, the (relativistic) WKB solution of (64) reproduces the classical cross-section when the external potential varies slowly over the Compton length 8 .
The set of all currents J[ψ] associated with the different solutions ψ of (64) can now be extended by taking linear combinations of different J's (this operation clearly extends the set as, for two arbitrary ψ 1 and ψ 2 , there does not exist a ψ 3 for which J[ψ 3 ] = J[ψ 1 ]+J[ψ 2 ]). The experimental fact that two ensembles, with identical velocity dispersions, may differ by their coherence length, is a manifestation of the degree to which their associated J's are derived from a single ψ ('pure state' vs. 'statistical mixture' in common terminology).
A major difficulty associated with the KG field is resolved in this framework. The nonpositivity of J 0 (motivating the Dirac equation) simply reflects the non-positivity of the individual k j 0 comprising J 0 . It is only the space integral over those individual components, representing the total charge, that is guaranteed to remain constant.
So, have we reduced the infeasible task of directly calculating statistics of µ to that of finding solutions of the KG equation? Not exactly. The current derived from a higher spin KG equation, such as the second order Dirac equation, enjoys all the symmetries of the KG equation and, in addition, the spin does not modify the classical limit, as shown in appendix D. So perhaps the spin of φ and ψ need not be the same? After all, all direct measurements of spin, such as the Stern-Gerlach experiment, apply to composite particles only, never to a single free electron. But a higher spin does not exhaust all possibilities, and in fact should not. The potential A entering the ECD equations of each particle comprises the external potential-common to all particles-plus a particle-specific self potential-thus far neglected on the following grounds. The self potential, despite being second order in the small coupling q, is substantial on the world line traced by γ. As shown in section 2.4 in the classical context, the dominant effect of this potential is to change the effective mass of the particle. To the extent that the exact ECD system (self potential included) is well approximated (say, γ-wise) by an ECD system without self potential and a shifted mass, the current generated from the KG field-minimally coupled to the external A, and using the shifted mass-reliably approximates the exact result. Put differently, the ensemble current generated by the KG equation is a reasonable approximation ignoring radiative corrections.
Various intricate quantum mechanical concepts greatly simplify in light of our prosaic interpretation of QM. For example, the spread of the wave function is customarily taken as corroborating the uncertainty principle. But we now see that the current derived form a wave packet merely represents a source with a certain velocity dispersion to it. That's because the only way J can spread in the course of time, is if its constituents currents (assumed to be those of freely moving particles) have different slopes (in space-time) implying different velocities. The motion of the center of the wave packet, and its spread, merely stand for the mean velocity of the ensemble and its dispersion respectively.
The 'collapse postulate' emerges as reflecting a complex scattering experiment. In a Stern-Gerlach experiment, in which the 'up' particles are re-fed to a second polarizer with the same orientation as the first, all particles would exit as 'up' particles. Assuming the initial stream of particles was split 50 − 50 to 'up' and 'down' streams, this is taken as a proof that the particles have collapsed to either 'up' or 'down' states upon passing through the first polarizer. But now we see that this is simply what happens when a non-polarized wave-packet is scattered on a scatterer comprising two polarizers with identical orientations, and a corresponding current is computed from it. And indeed, it is only natural to expect that the 'up' stream of particles exiting the first polarizer, represents a different ensemble than the original one entering it. This interpretation of the collapse postulate essentially parallels that of Bohmian mechanics.
Our interpretation of the wave-function also sheds new light on the "quanta" of quantum mechanics. Those emerge as highly non-smooth distributions (if ECD is correct, why should one expect a smooth distribution instead?). In fact, there is nothing genuinely discrete in quantum mechanics. The result of a Stern-Gerlach experiment designed to measure the spin of a spin-1 2 particle, is always a real number continuously distributed (the location of the spot on the photographic plate) albeit that distribution exhibits two, generally well separated, local maxima. These two peaks cannot be made arbitrarily narrow without resorting to artificial means such as thresholding.
3.1 Let there be photons... "...there are therefore now two theories of light, both indispensable, and-as one must admit today despite twenty years of tremendous effort on the part of theoretical physicists-without any logical connection." A. Einstein
The ensemble current, j ens introduced in the previous section, proved to be a very simple, yet powerful, device for computing statistics of ensembles of single-particle ECD solution, when radiative corrections are negligible. Regrettably, a quick thought reveals that no simply many-body generalization of this concept exists. Yet, the lesson that only symmetries and their associated conservation laws where considered in deriving j ens , can be carried over to the many-body case, circumventing the need to deal explicitly with the intricate dynamics of interacting ECD charges (both directly, via the EM potential and indirectly, as explained in appendix A).
In this section, however, we address a more urgent question. We have argued in the preceding subsection that ECD is compatible with quantum mechanics, and gave supports for this claim in the case of scattering experiments. By compatible we referred to the possibility of realizing the statistical predictions of quantum mechanics with a suitably selected subset of ECD solutions. As a counter example, Newtonian mechanics is manifestly incompatible with quantum mechanics, as there are simple limits on what classical particles can do (refraction in a scattering experiment is one example of what it cannot do). The question we want to address in this subsection is whether ECD is compatible with the full range of predictions of quantum electrodynamics (QED)? The answer is no. ECD can, at least in principle, be directly confronted with QED already at this stage.
Let us recall that the only differences between ECD and classical electrodynamics is in the way the particle reacts to an external EM potential-a modification of the classical Lorentz force equation (99)-and in the the way the current is computed (which is necessitated by the different representation of the particle). Maxwell's equations themselves are unaltered by our proposed ECD formalism. This raises the question where, in the formalism of ECD, hides the "photon", or the "quanta of the electromagnetic field" or "the corpuscular nature of light" or "needle radiation" or whatever other term is used to describe the nonclassical nature of the electromagnetic field.
The answer to this question lies in the observation that in all experiments allegedly supporting the case for the photon, light is forced to interact with matter, either at the detection stage, or the processing stage such as in a beam-splitter. If, as ECD implies, this interaction of radiation with matter is incorrectly captured by classical electrodynamics, then it should not come as a surprise that the results of such interaction may turn out highly non classical. The customary conclusion from those experiments-that the electromagnetic field itself "has gone quantum"-is therefore unwarranted.
There are by now thousands of experimental results incompatible with classical electrodynamics. We shall only sample a few representative cases, demonstrating in each how the results can be explained within ECD without resorting to "quantization of the electromagnetic field". The reader should then be able to extend the arguments to other experiments.
The spectrum of atoms and molecules. When a gas is heated, for example, the electrons responsible for the discrete peaks is the spectrum of the emitted radiation are the bound electrons, experiencing a potential rapidly varying over the width of their chargedistribution. As a consequence, their dynamics is highly non classical and so is the current j (expression (24)) generating the radiation. In such circumstances, the discrete peaks in the spectrum of the radiation, merely correspond to dominant frequencies in the Fourier transform of j. Let us apply the same technique used in the case of scattering experiments, to see what those dominant frequencies are. As before, let { k φ, k γ} stand for a ECD solution corresponding to the motion of a bound electron in a given potential, parameterized by the multi-index k; let k j be the associated current, and let the ensemble current be given by (62) where µ defines the experiment. We next assume that the different bound electrons in the different molecules constitute a realization of the measure µ. This is a reasonable assumption provided there exists sufficient independence among them (e.g. sufficiently large separation), and as is known from lasers, for example, the invalidity of this assumption changes dramatically the nature of the resulting radiation. By the linearity of Maxwell's equation (22), the sum of radiation produced by the individual electrons equals the radiation produced by the ensemble-current j ens . When one uses the KG equation corresponding to the trapping potential (or the second order Dirac equation-to get the fine splitting right) to compute a permissible current (65), and the (classical) dipole radiation it produces, one gets both the right 'resonant frequencies' and the dipole selection rules, from the bound states (the Lorentzian shape of the spectral lines is a typical radiative correction effect not addressed by the ensemble current. It should be noted, however, that this spectral shape is exactly what is expected of classical radiation dumping). Note that we do not have to use vague terminology such as "electrons jumping between discrete energy levels" and the like.
The above reasoning can also be extended to the radiation produced by a single bound electron when the radiation it produces is integrated over a long period of time. The different, sufficiently remote in time, epochs, then constitute the ensemble of independent solutions (just like switching between ensemble and time averages in statistical mechanics).
Discreteness in photo detection and the photoelectric effect. The photoelectric effect is another example where the ejected electrons see a potential rapidly varying over the width of their charge-distribution, hence invalidating the classical approximation. The cause for the rapid changes in the potential in the vicinity of the particle (its γ part to be accurate) varies between experiments. It may be the high gradient of the Coulomb potential in the case of bound electrons, or the small lattice spacing in crystals. These rapidly changing potentials provide the "nonclassical environment" while the external radiation is only a trigger for a nonclassical process. This explains why the wavelength of that radiation can also be substantially longer than the Compton length, apparently deep in the classical regime, yet result in a highly non classical response on the part of the electron.
Perhaps the strongest motivation for introducing the concept of a "photon" is to save energy conservation. When weak classical radiation, viz. radiation of small associated Poynting vector, falls on a "clicking device" (as oppose to, say, a thermometer) whose operation relies on the photoelectric effect, there appears to be a violation of energy conservation. The device converts continuous radiation into discrete events of energy releases which, when averaged over a long time, equal to the average classical energy-flux (assuming for simplicity complete "quantum efficiency" i.e. no heat is produced). But on intermediate times there is a variable deficit in the output of the device. Assuming that light "arrives in quanta" naturally resolves the puzzle but at the same time introduces new conceptual difficulties such as what happened to the well tested Maxwell's equations?
The ECD resolution of this puzzle rests in expression (51) for the combined energymomentum tensor of matter and radiation, which is identically conserved in time (not merely on average). This richer expression (compared with its classical counterpart (54)) allows as to envision the following energy conserving scenario behind the discrete episodes of energy releases. When classical radiation falls on a photoelectric device, it constantly influences the electrons in the device. These electrons react to the incident field, creating a radiation field of their own which interferes destructively with the incident field. Thus there is a net reduction in flux as radiation passes through the device. So far this is just the classical picture of absorption of radiation by matter. But unlike in the classical picture, this reduction in flux needs not translate instantaneously to kinetic energy in the absorber. Expression (52) containing the matter d.o.f.'s supports a mechanism by which the particle can "accumulate" energy in a latent quantum form, at a rate exactly compensating for the reduced classical flux leaving the device (again, assuming absolute quantum efficiency). There is no violation of energy conservation at this stage. When this accumulation process ends, there is a rapid conversion of that latent energy into kinetic energy (the energy of a free ECD particle is simply proportional toγ 0 ), and the electron is violently ejected. This scenario is in fact a realization of Einstein's later explanation of the photoelectric effect in which "electrons absorb only bundles of the (classical) EM energy".
To show that the above conversion process of EM energy into a latent quantum form, terminate at a fixed 'quanta' proportional to the frequency of the incident field, would require an explicit solution of the ECD equations for the above scenario-an exercise currently beyond our reach. Moreover, such explicit solutions (say, by numerical means), once obtained, would still need to prove themselves sufficiently "generic" to tell as anything (not much can be deduced from the calculation of individual trajectories even in classical systems-chaotic ones for example). Yet, a lot can be inferred form the corresponding ensemble current. Solving the KG equation minimally coupled to a trapping potential plus an EM wave-packet potential centered at frequency ω, one indeed gets a trapped solution plus a discrete sum of out going wave packets each centered at a different wake-vector m 2 + |k| 2 , k with |k| 2 = ω − E n and E n the binding energy of the n th bound state. To the extent radiative corrections can be neglected, this proves that (except for a set of solutions of measure zero) the ejected electrons have the correct energy. A further result obtained from the ensemble current is that the rate at which electrons are ejected is proportional to the incident Poynting vector divided by ω. This result persists also to arbitrarily weak wave-packets, i.e. even when the total EM in the wave-packet is smaller than ω. This last result is obviously inconsistent with energy conservation of the individual solutions comprising the ensemble current. The origin of this inconsistency lies in the construction of the ensemble current where we assumed that all ECD solutions comprising it are computed in the same external potential (a trap plus a wave packet in our case) whereas in practice, each electron sees a unique self potential contribution. This self potential is what reduces the total EM energy (external plus self) as a result of a destructive interference. The self potential corrections are of order q 2 , and by assumption do not modify significantly the individual solutions apart from a mass shift, accounted for by the ensemble current. The dependence of the energy on the frequency of the incident wave, being independent of the intensity of the wave, is therefore trustworthy also for small incident intensities. Compton scattering. This is essentially the same as the photoelectric effect, only this time the electron is assumed free and so it is the short wavelength of the incident radiation causing violation of the classical condition (= slowly varying potential over the particle's Compton length). Indeed, when the wavelength is much longer than the Compton length, the scattering cross section that results (the Thompson scattering cross section) is simply the radiation field of a classical charge oscillating under the influence of the incident wave.
When the electron is ejected, a strong classical wave front is created as a direct consequence of Maxwell's equation and the rapidly changing current associated with the particle. The shape of this wave front is strongly correlated with the direction and speed of the scattered electron, and further depends of the frequency of the incident field. Thus the energy and momentum gradually removed from the incident wave, stored as latent quantum energy-momentum, rapidly convert into energy-momenta of the scattered particle and strong wave front.
This explanation of the Compton effect may seem at odd with the common knowledge that to a given scattering direction of the electron there corresponds but one precise direction the scattered photon can be detected in. As a matter of fact, ever since Compton published his explanation of the Compton effect (a "light particle" elastically bouncing off and electron) people have tried to measure this delta function double cross section, with negative results, and in fact, the QED scenario is way more involved than Compton's original proposal (multiple photon scattering). What has been measured with great certainty are the following three facts, all compatible with ECD: 1. The differential cross section for the scattered electron, obtainable by solving the second order Dirac equation in the presence of an external EM plane wave. The associated current then serves as the ensemble-current j ens . 2. The differential cross section for the scattered radiation, obtained from the above j ens via (22) (see e.g. [2] ). The fact that this expression reduces to the classical Thompson expression in a continuous way, suggests that the scattered radiation has a dual origin: The first is the (possibly very weak and lengthy) response of the electron to the incident wave, producing a radiation field which, on average, interferes destructively with the incident field, so as to reduce its Poynting vector. The second origin is the strong and sudden wave front created when the electron is ejected. 3. The simultaneity of electron and "photon" ejection (to within 10 −11 sec.). What this means (see [12] ) is that an electron count follows a "click" in a photodetector shielded from the incident wave, by almost the expected time difference (it takes the electron longer to reach the detector) assuming a photon was indeed released simultaneously with the electron and from the same point. Now, we already mentioned that along with the violent ejection of the electron, and from the place of ejection, a classical wavefront is created, propagating outwards at the speed of light, arriving at the photodetector, which in turn reacts to the classical wave in a nonclassical way, producing a "click".
The above coincidence experiment shows a sharp peak at the expected time difference. Compton scattering further implies that for every electron detected, a corresponding scattered photon/photons ('click' in a photodetector) is also detected (by momentum conservation, 'zero photons scattering' is excluded even in QED). The ECD picture, however, agrees on that only on average, which follows from energy conservation. Regarding individual scattering events (even assuming absolute quantum efficiency on the part of the photodetectors) ECD predicts otherwise. The wave front generated by scattering of the electron, however directional, still spans a finite cone in space. The associated energy flux therefore drops as r −2 with r the electron-detector distance. For sufficiently large r therefore, the total energy impinging on a photodetector in a single scattering event, is less than the threshold for producing a click, and the probability for registering a photon does not decrease as r −2 -it is zero! Photons anti-bunching. We saw that both the photoelectric and Compton effect are not only consistent with the ECD equations, but can actually be quantified, at lest statistically, via the properties of ensembles of ECD solutions. As a matter of fact, the associated statistical properties, such as the Klein-Nishina differential cross section, can be derived without resorting to the full apparatus of QED necessitating the quantization of the electromagnetic field. This is the so called semiclassical radiation theory in which classical EM potentials (solutions of Maxwell's equations) enter the quantum mechanical Hamiltonian via the minimal coupling prescription (much like in ECD).
Triggered by an experiment unrelated to quantum mechanics (the Hunbury Twiss interferometer), new experimental results have began accumulating, apparently inserting the last nails in the coffin of the semiclassical theory. One such effect is "photons antibunching" (see e.g. [6] ).
Photon antibunching refers to the following class of experiments. A collimated light source shines on a 50/50 beam splitter, splitting the incident beam into a reflected beam and a transmitted one. Both beams arrive simultaneously at two photodetectors converting them into photocurrents. Finally, the correlation between the two photocurrents is determined. This correlation coefficient is very sensitive to the exact nature of the source. When it is negative, namely when there is a statistical tendency for one detector to produce a current pulse only if the other detector does not, it is taken as as proof that the light source emits only a single photon at a time, which finds its way to either one of the detectors but never to both. No semiclassical explanation can account for the observed anticorrelation, if all the beam-splitter does is to split the classical wave into two, and all the detectors do is to stochastically and independently respond to those waves.
Let us now review this experimental result in light of the mathematical properties of ECD. First, what is a "50/50 beam splitter"?. The classical theory behind the operation of a beam splitter (such as the origin of the refraction index etc.) indeed explains why a classical wave is split into two halves, retaining a definite phase relation, but the classical explanation is obviously wrong. The beam splitter in fact does not split anything. It comprises many atoms which react to the incident field, producing a field of their own, which then interferes with the incident field. But there are no classical atoms, and therefor no classical beam splitters. What the classical theory does correctly predict are the statistical properties of such devices, that is on average they evenly split the input.
Specifically, the ECD scenario for that experiment is as follows. A classical wave packet arrives at the beam splitter and interacts with its atoms. The incident field affects the atoms by changing the potential entering their Hamiltonians (7) . Their Hamiltonians further change when we include the induced radiation of each atom in the Hamiltonian on all other atoms (thereby introducing a great degree of coherence in the beam splitter). The overall result is a transmitted pulse and a reflected pulse not necessarily equal.
But why don't two consecutive pulses, assumed identical, split in the same uneven way, if no stochastic component was introduced into the dynamics? Well, no two pulses are ever exactly the same, nor it the state of the BS at two different times. In many respects the wave packet plays the role the particle in a type III scattering experiment (see section 3). The delicate dynamics taking place in the BS render the wave-packet-BS interaction sensitive to the smallest variation in the state of the two.
The statistics of the difference in (classical) energies between the large and small pulses exiting the beam splitter, is captured by a random variable, ∆, strongly depending on the nature of the incident pulse, with zero expectation and, in the antibunching experiment, exhibiting two (apparently symmetric) well separated local maxima.
When the two pulses arrive at the photodetectors, which are always some "clicking devices" based on the photoelectric effect, their energy is delivered to the atoms of the detector. But just as in the case of the photoelectric effect discussed earlier, this energy is converted to an ejected electron only if the energy accumulated since the last click has reached the frequency dependent threshold. If the energy in the large pulse is greater than that threshold, then the photodetector interacting with it would always click. On the other hand, if the energy of the small pule is significantly smaller than the threshold, a click would be registered in the corresponding detector only rarely, resulting in the observed unticorrelation.
The above model further explains why, in fact, the original Hunbury Twiss interferometer, and many subsequent attempts to measure such anticorrelation failed. The pulses arriving at the beam-splitter must be sufficiently small to produce the required effect. If they are too energetic ('Fock states' in quantum-optical terminology), then the small pulse is still big enough to produce a 'click' with almost certainty, resulting in correlation rather than anticorrelation. Yet another example in which anticorrelation in not observed is when one uses weak continuous radiation (so called 'weak coherent states', generated by strongly attenuating laser light). This time it is the coherence of the laser light apparently causing the beam-splitter to split the input in an equal manner, not just on average (that's the only way the light exiting the BS can retain its coherence and power spectrum). We then indeed expect to measure weak correlation or no correlation at all, but never anticorrelation.
The nonclassical beam splitter plus the nonclassical response of the photodetector is therefore responsible for the observed anti-correlation, and not some mysterious "collapse of the photon wave function" on one of the detectors. If, in contrast, the photodetectors are replaced by sensitive thermometers, it is possible that the energy of the small pulse would be detected (assuming it is converted to heat rather than some other form of energy, such as the latent quantum energy discussed earlier). This would constitute a definite proof that the entire Fock space formalism of quantum optics is, again, only a tool for calculating statistics of "clicking devices" and has nothing to do with the nature of the electromagnetic field.
Single photon interferometry. If the reflected and transmitted beams, rather than continuing to two photodetectors, are recombined in a Mach-Zehnder interferometer for example, resulting in "output1" and "output2" beams, and if the original source qualifiesaccording to the previous experiment-as a single photon source, then the experiment is called single photon interferometry (more generally, whenever a classical interferometer is fed with a single-photon source).
Conceptually, the entire interferometer is to be viewed as a complex target, the scattering cross-section of which is accurately deduced from Maxwell's equations in vacuum and their classical phenomenological form in matter. Note the dual role played by Maxwell's equations. In vacuum, they are exact. In matter, they are only to be used as a statistical tool-they are the quantum optical counterpart of the KG or Schrodinger equations.
Let us now focus on a single event of wave-packet splitting (in BS1 of a MZ interferometer) and latter recombination (in BS2). It is the sensitive nonlinear response of BS2, together with a definite coherence between the small and large pulses, which allows the small pulse to "guide" the large one to the "correct" output rather than to split in the same uneven way as in BS1. That size (that of the small 'guiding pulse') doesn't matter, is obviously not a unique feature of ECD. Similar situations can be seen in many nonlinear systems. Likewise, with the shape, or definite phase relation, between the small and large pulse. Note the following consistent result: When the path difference traversed by two pulses from BS1 to BS2 is greater than the width of the original pulse, no interference is observed, viz. if the large pulse has completed its passage through BS2 before the small pulse arrives there, then the large pulse splits in the same uneven way as the original input pulse did in BS1.
Finally we note that ECD, via its remote sensing mechanism discussed in appendix A, supports a scenario whereby the small pulse can vanish (or at least be undetectably small) and yet, the large pulse would still be sensitive to the status of the other path (the path not taken by it). Indeed, in appendix A we argue that a wave-packet behaves much like a particle when it comes to remote sensing, allowing it to sense the status of the other path. As in type III experiments however, it take a second BS to bring the wave-packet to a sensitive stage in which the feeble influence of remote sensing can have a measurable effect.
Possible applications of ECD

The nature of matter and high-energy physics
In the previous sections, ECD was used to clarify the conceptual foundations of QM, in those situations where QM is used to generate statistical predictions. ECD was shown to be consistent with those predictions, but offered no additional predictive power. In this section we expand the scope of ECD beyond the statistical prediction of QM.
Historically, generating statistical predictions was the sole purpose of QM, but gradually, additional, more "deterministic" uses of QM and QM related concepts have began proliferating. These new applications generally deal with the question of 'what stuff is made of' and what are its properties. For example, the strength of the chemical bonds holding a crystal, or its shape, is not a statistical issue, yet quantum mechanical concepts are at the heat of chemistry which addresses these questions. Chemists do not solve, or even approximate, the multi-particle Schrodinger equation which is explicitly, along with the theory of measurement, a statistical tool. Rather, they have a set of heuristics and ad-hoc procedures, drawing terminology and concepts from Schrodinger's equation. There isn't, to this day, a coherent theory of matter, which chemists use as a starting point for their heuristic methods. Our proposed ECD formalism, is possibly that theory. It defines in a mathematically precise way the interaction of two or more ECD charges. The short distances form of this interaction is highly non classical, invalidating traditional arguments raised against classical electrodynamics in this context.
The non classical short distance behavior of ECD opens yet another possibility regarding the nature of matter, pertaining to the 'elementarity' of the elementary particles. The fact that the total charge of a particle is invariant under scaling, suggests the possibility that charged particles other than electrons/positrons are just scaled up/down versions of them. This would explain the quantization of charge without further assumptions. Yet more economically, we next show how, in ECD, one can possibly get along with electrons and positrons only. Up until this point, no mention was made of the possibility that the γ part of a ECD pair may 'turn back in time'. This would have the natural interpretation of a particle interacting with its antiparticle at the turning point (a ' ' shape trajectory corresponds to an annihilation process, and a ' ' to creation). As far as conservation laws go, such scenarios are permissible. When the two 'arms' of the trajectory are sufficiently separated from one another, each can be regarded as an independent ECD solution. The opposite signs of theiṙ γ 0 implies that both the total electric charge d 3 x j 0 and the total 'mass squared charge' d 3 x b 0 (see section 2.4 for the definitions of the current) have opposite signs. The interaction between the two, therefore, 'annihilates'/'creates' the two opposite charges. As to energy conservation-the two arms have the same charge, but upon anihilation/creation, electromagnetic energy is released/absorbed (there are, however, some delicate points concerning the regularization of the currents).
We cannot yet answer the question of whether or not such creation/anihilation processes actually solve the ECD equations, and if so, whether they correspond to the 'experimental observation' of pair creation/anihilation (which, in the case of positronium annihilation for example, is only circumstantially deduced from the simultaneous detections of two 0.5 MeV 'gamma photons' at opposite directions). Be as it may, we next explore the ramifications of a novel possibility offered by ECD regarding particle-antiparticle interactions-the possibility for the two to interact when they are represented by two distinct solutions of the central ECD system.
The possibility for two or more elementary charges-electrons/positrons by assumptionto form a stable, or meta stable, bound state, offers a radically new view into the nature of the subatomic world. As proposed in section 2.4 in conjunction to scaling symmetry, the effective mass of such a bound state is its rest energy. When, for example, an electron and a positron are accelerated towards one another and form a bound state, they can either loose all (or most) of their mass to EM energy, leaving a neutral particle much lighter than either, or even an ejected massless particle, or they can radiate very little, converting all their kinetic energy into mass, resulting a new composite neutral particle of mass greatly exceeding the sum of rest masses of the two. Iterating this scenario, results in aggregates of increasingly larger numbers of electrons/positrons, but not necessarily larger masses. Similarly, when a large aggregate of electrons and positrons is bombarded by another one, or by an energetic EM pulse, that aggregate may split into its constituents, converting its rest mass into energy in the form of EM radiation and kinetic energy.
The preceding two scenarios are basically standard fusion and fission processes. However, they do not necessitate additional forces beyond the EM force and moreover, potentially offer a detailed microscopic description of those processes. For example, to achieve fusion of two deuterium atoms, all we can do today is to force the two sufficiently close to one another in a brutal, uncontrolled way. If and when a detailed microscopic description of a fusion process is obtained from ECD, it is possible that a sophisticated way of bringing the two atoms together can be imagined.
The possibility that the plethora of subatomic particles are merely sufficiently stable aggregates of electrons and positrons should be contrasted with the vague ontology of highenergy physics, further requiring the stipulation of dozens of different elementary particles. As a matter of fact, high-energy physics is becoming increasingly reminiscent of Aristotelian physics, with modern Lie groups (and other contrived mathematical constructions) replacing Platonic bodies, and elementary particles replacing the five elements of nature. The utility of this approach-in both cases-yet awaits demonstration.
Gravitation and cosmology
The novel form of the ECD formalism offers a radical new possibility: That gravitational interaction, too, is captured by the ECD equations. As mentioned in section 3, and elaborated upon in appendix A, an ECD particle is naturally equipped with a 'remote-sensing' mechanism. This mechanism, however, causes marginal corrections only to classical paths, and is only detectable, in a scattering experiment of example, via the large amplification brought about by the huge (relative to the size of the scatterer) distance to the detection screen. In this section, we raise the possibility that there exists another way to amplify the marginal deviations from classical paths: Huge numbers involved in gravitational effect. Gravitational and quantum mechanical corrections to classical electrodynamics therefore possibly refer to the same ECD 'remote sensing' mechanism, differentiated by two vastly different types of experiments.
Under normal laboratory circumstances, we only measure the core of an ECD particle. For example, when we 'look' at matter, allegedly comprising ECD particles, we simply scatter light off of it. Beyond a few Compton lengths from the cores of the particles marking the boundary of the observed sample, only negligible scattering takes place. Likewise when we 'touch' the sample-the influence on the touching probe rapidly declines away from the surface. Any interaction among particles, extending beyond a few Compton lengths, is therefore attributed to a 'mediating field'-the EM field in our case. When the particles (or aggregates of them) are electrically neutral, no large distance interaction is therefore expected, and a new mechanism, external to electrodynamics is called for in order to account for gravitational effects. The nature of the particle's halo (extremely weak yet slowly declining) offers a possibility to account for gravitational effects from within electrodynamics (its ECD version) thereby unifying the two apparently so different forces.
The effect of remote sensing are so feeble compared with direct EM interaction, that only when it amplified by huge numbers any measurable effect is seen. This suggests that the phenomena associated with gravitation is an essentially statistical aspect of ECD-much like quantum mechanics-only applicable to vastly different scales and different types of experiments. The quantification of this effect, therefore, should follow the same logical path as that of deriving quantum mechanics from ECD. That is, a systematic classification of all theories sharing with ECD all its symmetries, and consequently all its conservation laws.
The above task is easier stated than done. The symmetries of ECD are expressed in terms of its dynamical d.o.f's {φ, γ}'s and A which need not be the same as those of an effective theory of gravity. For example, in Einstenian gravitation, they are the metric g and the paths γ's. So a weaker requirement is that the same symmetry group is shared by both. This is indeed the case in Einstenian gravity, which is Poincaré and scale covariant. Yet, the abstraction used in an effective statistical theory, such as general relativity, is bound to hide some of the content of the underlaying ECD scenario. For example, following the same lines as in appendix A, one sees that the effective mass of a particle/aggregate depends on those of its surrounding particles/aggregates. In that respect, ECD is truly 'Machian'. Such delicate effects cannot be captured by the simple structure of general relativity. As a matter of fact, general relativity runs into serious troubles when applied to scales beyond our solar system, and can only be saved by introducing massive amounts of dark-matter in a somewhat contrived form of distribution. So perhaps general relativity is just a local effective approximation to a more general form gravity, based of ECD?
The possibility that ECD, being scale covariant, governs all interactions on all scales, would obviously have far reaching consequences on astronomy and cosmology. We shall not attempt to explore all those possibilities, but only mention a few outstanding ones. The first concerns the interpretation of astronomical data-the red-shift of astronomical objects in particular. Increasingly contrived mechanisms have been invented over the years to 'guard' the red-shift vs. distance Hubble relation, in particular in relation to quasars. Now, scale covariance implied by ECD suggests that, for any sufficiently isolated solution, there can exist a scale transform of that solution. A scaled down solution, in particular, would have its spectral lines red-'shifted' (actually stretched) in the same way as by gravitational red shift (or doppler shift), and in addition would be attenuated (note the scaling of A in (57)). So perhaps a quasar is merely a highly scaled down version of an ordinary galaxy, of which only its core is visible doe to the strong attenuation of its emitted radiation?
Yet another possibility offered by ECD pertains to the meaning of the dilatation current (58) when applied to the 'cosmos as a whole'. That conserved current, a consequence of scale covariance, expresses some 'uniform motion in scale' much like translation invariance implies uniform (weighted) motion in space. Exactly what that means we have not yet been able to deduce, but that conservation law is on equal footing with energy-momentum conservation, and as such, must have an important observational signature. Here is one exiting possibility: The universe uniformly drifts up in scale (increasing λ in (57)). It is not shrinking, as everything scales down together, including our clocks and meters, so if this scaling is sufficiently slow, it cannot be observed by local experiments. Yet light arriving at earth from a sufficiently remote galaxy was emitted when that galaxy was detectably 'redder'-on a lower scale-which also means fainter. This would explain at once both the Hubble relation and the Tolman surface brightness test.
APPENDICES
A 'Remote sensing' in action.
In this appendix we elaborate on the mechanism by which a ECD charge remotely interacts with an EM potential. A perturbative expansion in the small coupling q should clarify the distinction between direct and remote interactions, and is applied initially to the interaction of two remote ECD charges.
To 0 th order, the Hamiltonian of each of the particles is the free one (14). To first order, the current associated with each is the free current (36). Note that (36) inherits its sign from the time-direction of γ and can therefore be either positive or negative. To first order, the potential they each produce is obtained by solving Maxwell's equations (22) with that source on the r.h.s. . The result at large distances (compared with the charge's Compton length) is dominated by the r −1 monopole fields of the cores. This is just the classical picture of two static charges.
Moving to second order in q, there are two dominant corrections. The first is the inclusion of the potential in the Hamiltonians of each charge. This has the effect of modifying the core's structure as a result of the self potential, and of bending the particles trajectories, in a accordance with the classical limit, as a result of the interaction potential. The modified potentials produced by the charges are now essentially the classical Lienard-Weichert potentials associated with the charge's γ's and the modified charges of the cores.
So far this is essentially a classical picture, the only difference being the controlled way by which charge and mass 'renormalization' are introduced into the equations. But there is another second order effect, to which we refer as remote interaction, having no classical counterpart. Expression (23) for the current 1 j associated with charge No.1 at the location of charge No.2 (in the vicinity of 2 γ to be specific) has a second order correction which reads
Above 1 φ (0) stands for the zeroth order halo of particle 1, and 2 A (1) is the first order potential at 2 γ which is well approximated by the self-potential associated with the core of particle 2. In words, the significant self potential of 2 at 2 γ, causes a local amplification of the current of 1 at the location of 2 (and vice versa). This correction is independent of the charge of 1, depending only on the charge of 2.
The second order correction (66) to 1 j at the location of 2, introduces a third order correction to A at 2 which becomes more negative with decreasing distance to 1, independently of the charge of 2, thereby creating 'effective attraction' which drops with increasing distance, and which does not depend on the charge of the particles. It follows, for example, that a third particle 1' carrying charge opposite to 1, placed near particle 1, would double the above remote interaction, despite the vanishing of the joint monopole of 1+1'. Yet, the same energy momentum conservation laws still hold for the complex particle 1+1' and 2, which means the lighter particle 2 must bend its trajectory more than 1+1' does. We see then, some traces of gravity in the ECD formalism.
The self potential 2 A (1) in (66) responsible for remote interaction can, in fact, be replaced by any other 'external potential' viz. potential other that that produced by the core of 1. A wave-packet solution, for example, travelling far away from 1+1', would similarly 'polarize' otherwise neutral space, rendering it an effective refraction index which, it turn, would bent the otherwise straight trajectory of the wave-packet.
B Retarded solutions of Maxwell's equations
To compute the contribution of the k th particle to the potential A, we solve the inhomogeneous Maxwell's equation (22) with the right-hand side source denoted henceforth also as j. As in any inhomogeneous equation, its solution is only defined up to a homogeneous solution of the same equation. We remove this ambiguity by taking a causal solution of (22). Concretely, our solution of (22) is of the form (omitting the particle index)
with K the retarded Green's function of (22), defined by
and the causality condition
The use of the retarded Green's function K breaks down the time-reversal symmetry of classical electrodynamics, and thus introduces in a natural way an arrow of time, so manifest in physical phenomena, but absent from classical physics. But we cannot yet celebrate our newly constructed arrow of time. The problem is that (68) and (69) do not uniquely determine K. Nevertheless, as we next prove, the arbitrariness in K translates via (67) to a gauge transformation, unaffecting j. This remarkable connection between causality and gauge invariance, present in classical electrodynamics as well, went unnoticed to the best of our knowledge. Let us then show that indeed the difference, ∆ µν , between two retarded Green's functions defined by (68) and (69), translates by (67) to a gauge transformation of A. That difference must obviously satisfy
Fourier transforming, we get
The k dependent operator L is easily seen to be proportional to a symmetric projector:
with u some vector in the eigenspace of −k 2 . Using (72), we see that for the above product of two linear operators, L∆, to vanish identically in k, we must have that∆ νλ is a linear combination of
with f (k) a distribution supported on the light-cone k 2 = 0, and an operator whose image equals the one dimensional kernel of L, spanned by k
for arbitrary functionsB λ (k). The diagonal part obtained by inverse Fourier transforming (73) is just g νλ times a solution of the scalar wave equation 2(·) = 0. Inverse Fourier transforming (74), the projector piece reads
hence B must be pure imaginary. It easily follows then that, for ∆ to be causal, the two pieces (73) and (74) must individually be causal, but we know that if a solution of the wave equation vanishes for x 0 < 0, it vanishes for all x 0 . We are therefore left with ∆ of the form (74) only, for an arbitrary imaginary causal vector B(x). Plugging the above into (67), the difference in A µ reads
for an obvious Λ, QED.
C Current conservation
To prove that the current ??? is conserved, we first need the following lemma.
Lemma. Let f (x, s) and g(x, s) be any (not necessarily square integrable) two solutions of the homogeneous Schrodinger equation (10), then
proof. By direct computation. This lemma is just a differential manifestation of the unitarity-hence the divergence-of the Schrodinger evolution
where |f and |g are s-independent vectors (in the Heisenberg picture) and U is the evolution operator satisfying iU = HU plus U(0) = I. More generally we have, by the Heisenberg 
and its complex conjugate
we get by direct differentiation
with the universal regulator̺ given by (25). Focusing on the first term above, we note that, as G is a homogeneous solution of Schrodinger's equation, we can apply our lemma to that term, which therefore reads
Integrating (82) with respect to s, the l.h.s. vanishes (we can safely assume it goes to zero for all x, s ′ , s ′′ as |s| → ∞), and the derivative ∂ µ can be pulled out of the triple integral.
The reader can verify that this triple integral reduces to −j 0 of section 2.3 in the free case. Moreover, it is manifestly gauge invariant and conserved-provided the second term in (82) vanishes in the limit ǫ → 0.
Let us then show that, in the distributional sense (to be clarified soon) this is indeed the case. Integrating the second term with respect to s, and using
By its definition, we have that |̺(s ′ , s ′′ ; ǫ) − 1| is a bounded function of s ′ and s ′′ ∀ǫ which goes to 0 in the limit ǫ → 0 except in a small ǫ-dependent strip in the s ′ , s ′′ plane, centered around s ′ = s ′′ . The width of that strip can be made to shrink with decreasing ǫ in an arbitrarily fast way (for example, we can substitute in (32) ǫ → ǫ n with an arbitrarily large n). We can therefore substitute̺ → 1 above, the error introduced in the limit ǫ → 0 can be made to vanish. Using (80) and (81) the above now reads
By the initial condition (11), G(x, x ′ ; −ǫ),G(x, x ′ ; ǫ), G * (x, x ′ ; −ǫ) and G * (x, x ′ ; +ǫ), all converge to the common distribution δ (4) (x − x ′ ). Changing the dummy integration variables above to s, and using δ (4) 
Recall now from section 2.3 that, as N scales like ǫ −1 , to get a nonvanishing current, φ must also scale as ǫ −1 in the limit ǫ → 0, affecting R. Still, this implies that R is only O(ǫ)enough to render the above distribution O(ǫ), establishing our claim that the regularized current is conserved in the distributional sense. Now, the conservation of all the currents in our theory, is only meaningful in that sense, namely, we integrate a conserved current j, with ∂ · j = 0, over a region in space, and apply Stoke's theorem to obtain a conserved quantity. What we have just shown is that the second term in (82) when integrated over space, vanishes in the limit ǫ → 0. A conserved quantity can therefore be obtained from the first divergence term. In fact, we have shown more than that. Further recall from section 2.3 that our regularization procedure, when applied to a free particle, led to a smooth current. To the extent this smoothness persists to the general case, we have that ∂ · j = 0 pointwise (as this is the only way the integral over an arbitrary volume of a smooth function can vanish). Now, our regularization scheme only involves the divergent region in the triple s, s ′ , s ′′ integral, which is common to all Hamiltonians. We have therefore good reason to believe that a general current is a smooth, pointwise conserved function.
We move next to the proof that the energy momentum tensor (51) is conserved. By direct computation we get the counterpart of (82) with the unit operator acting on G, replaced by
Using (79) with O = P µ ≡ −i∂ µ , f = G(x, γ s ′ ; s − s ′ ) and g = G(x, γ s ′′ ; s − s ′′ ) the first term after the equality sign can be written (after some algebra)
with T and V given by (44) and (45) resp., when φ and φ * entering these definitions are replaced by G(x, γ s ′ ; s−s ′ ) and G * (x, γ s ′′ ; s−s ′′ ) respectively. Assuming for the moment that the second term after the equality sign in (88) can be ignored, we integrate that equation with respect to s, pull out of the integral the derivative ∂ ν , and reinstate the left particle index, resulting in
with t reg implicitly defined above, and j reg is the regularized current (24).
To get a conserved current we proceed as follows. We know from classical electrodynamics that the inhomogeneous Maxwell equation (22), with the regularized current j = k k j reg can be derived from the lagrangian
and result in (see [5] p.25)
with the source dependent classical energy-momentum tensoȓ
We see thatΘ, as are the n k t reg terms, are not conserved nor are they gauge invariant, but the following combination is:
Above, m reg stands for expression (52), when φ and φ * are explicated using (80) and (81) resp., and the regulator (25) is inserted into the double s ′ ,s ′′ integral, after integrating with respect to s. To get a finite current energy momentum tensor m reg , we need to add one final restriction on ρ of equation (30):
This proviso could have been anticipated, as the original function
which ρ replaces has an even real part and an odd imaginary part, both diverging at s = 0. Any regularization of that function, retaining its evenness, would leave a vanishing imaginary part at s = 0. The only nontrivial condition on the imaginary part is therefore a condition on the derivative at s = 0. Finally, we have yet to justify the omission of the second term in (88). Repeating the steps leading to equation (86) we find that this second term equals a distribution
which vanishes in the limit ǫ → 0 in light of (5).
To conclude this appendix, we briefly prove the conservation of the 'half-mass-squared' current b (eqns. (40) and (41)). The relevant operator entering (79) in the current case is the Hamiltonian (7) and the regularizedb is just expression (40), when φ and φ * appearing there are explicated using (80) and (81) resp., and the regulator (25) is inserted into the double s ′ ,s ′′ integral, after integration with respect to s. The origin ofb is from the counterpart of the second term in (82) (or (88)) which, unlike in the previous examples, does not vanish (note that as H is acting on G, which is a homogeneous solution of the Schrodinger equation (10) , it can be replaced by i∂ s ).
D The classical limit
In section 2.2.1 we showed that for any solution of (8), the "direction" (in R 2 ) of ∂ µ φ(γ s , s) has a divergent (when C ∼ ǫ −1 also) ǫ −1 component orthogonal to the direction of φ(γ s , s), and a (possible) regular viz. ǫ-independent, component in that direction. The content of equation (5) (or equivalently (20)) is to select only those solutions of (8) for which this regular component vanishes. We further argued that, as that regular component gets its value from arbitrarily distant s ′ , ECD cannot be reduced to a local differential equation. These remarks notwithstanding, in this appendix we show that when the external potential varies smoothly over the particle's Compton length m −1 , the local structure of γ is in indeed constrained by a system of o.d.e's which are the classical equations of motion in the external potential. This result is explained by the fact that the contributions to ∂ µ φ(γ s , s) in the integral (8) from remote s ′ are suppressed by (the counterpart of-) the (s − s ′ ) 2 denominator plus an oscillating phase. If the form of γ s ′ around s is not the "correct" form, cancelling out the near s ′ contributions to the regular component, then no matter what the form of γ s ′ for remote s ′ is, it would not cancel out the near s ′ contributions. To prove this, though, we need some mathematical preliminaries.
The classical limit relies on the "classical origin" of the proper-time Schrodinger equation (10) . Starting with a classical Lagrangian
whereẋ stands for derivative with respect to s -a Lorentz scalar-and u · v := g µν u µ v ν with the metric g := diag(1, −1, −1, −1) and with a corresponding variational problem for the action functional
we get the corresponding Euler-Lagrange equations
These are the classical e.o.m.'s of a charge in an external field F , provided we define dτ /ds := m the mass of the particle, with dτ = √ dx 2 the proper time. We see that the mass of a particle comes out as an attribute of a solution, rather than that of the equation. Multiplying the classical e.o.m. (99) byẋ µ , and using the antisymmetry of F , we see thaṫ x 2 is conserved. This conserved quantity equals m 2 > 0 for Tardons (slower than light particles). However, solutions conserving a negativeẋ 2 (Tachionic solutions) can be treated on equal footings and are in fact indispensable, from a mathematical perspective, for the subsequent analysis (whether real or not, is beyond the scope of this paper).
The advantage of excluding the mass from the e.o.m. is that now the four components of the velocity are not constrained by a mass-sell conditionẋ 2 = m 2 . Their independence allows us to adopt all the mathematical machinery of the non-relativistic Hamilton-Jacoby theory, with s playing the role of time, and inner products taken in Minkowsky's space. In particular, a Hamilitonian can be constructed
and a corresponding Hamilton-Jacoby equation for the action I(x, x ′ ; s) in (98), regarded as a function of the initial (x ′ ) and final (x) coordinates of the classical (extremal) path, and the interval s:
Note that upon plugging (101) into (100) we get
which is an s-independent constant by previous remarks (or directly by the Poison brackets formalism). As in the non relativistic case, classical paths originating from x ′ at s = 0 satisfẏ
Pursuing the analogy with the non-relativistic case, we can now quantize the relativistic Hamiltonian (100). This amounts (up to the problem of operators ordering) to the substitution p µ →p µ ,
wherep µ andx µ are operators acting on a Hilbert space spanned by their (normalized) eigenvectors:p µ |p = p µ |p ,x µ |x = x µ |x . It follows that |x and |p satisfy
Based on the formal substitution t → s, the s-evolution of the state vector |φ(s) now reads
and upon projecting equations (106) on x|, a Schrodinger-like equation for φ(x, s) := x|φ(s) is obtained
The next ingredient needed to establish the classical limit of the system (5) and (8) is the semiclassical expression for the propagator, G, entering (8), defined by (10) and (11) .
By utilizing the relations (105), the construction of a path-integral representation to G can be carried out in full analogy to the non-relativistic case, resulting in G(x, x ′ ; s) = D [β] e iI β (x,x ′ ;s) ,
in which I β is the action (98) of the path β. The paths which enter the integral are only restricted by the boundary conditions β(0) = x ′ and β(s) = x, and are not constrained to lie on a single mass-shell-whether positive or negative. Continuing as in the non-relativistic path-integral, we can construct the so-called "semiclassical" propagator by expanding the action around its stationary points, which are the classical paths, y (including Tachionic paths) that satisfy the boundary conditions,
where F β -the so called Van-Vleck determinant-is a purely classical quantity, given by the determinant
Two classic result of path integrals which we utilize are that, for quadratic Lagrangians, F does not depend on x and x ′ , and that the semiclassical propagator for such Lagrangians is exact. Of immediate importance is the Van-Vleck determinant for the case of a linear potential-a constant field F :
F (s) = s −2 det g(qF s) 1 2 , with g(y) = y 2 2 − 2 cosh y .
Equipped with the necessary links between classical mechanics and propagator theory, we can move on to the task of establishing that, under certain conditions, solutions to the ECD system (8) and (5) have for their γ part a classical path, i.e. a solution of the classical e.o.m. (99). We assume that the exact propagator G entering (8) , is faithfully represented by the corresponding semiclassical propagator (109) 9 . Under this assumptions, (8) 
with β standing for a one-parameter family of classical paths in the external field F , parameterized by s ′ , connecting γ s ′ with x. We next plug the ansatz φ(γ s , s) = C exp i q s 0 A(γ σ ) ·γ σ dσ ,
with C ∈ C into the r.h.s. of (112) (generalizing φ(γ s , s) = C of section 2.2.1), carry the s ′ integral, substitute x = γ s , and check for self consistency, i.e. that the l.h.s. of (112) indeed equals (113). We further assume that the contributions of the indirect paths β's to the sum in (112), can be ignored. By indirect paths we mean classical paths connecting γ s ′ with γ s not via γ itself, e.g. a classical trajectory origination from γ s ′ , bouncing off a remote potential and back to γ s . This delicate assumption is justified in section ???. Using (98) and (97), the r.h.s. of (112) reads
where the subscript γ under F and I indicates that a preferred-direct-path, i.e. γ, connecting γ s ′ with x = γ s via γ, has been singled out. As F γ (γ s , γ s ′ ; s − s ′ ) has the same (s − s ′ ) −2 divergence as the the free propagator (15), we are just back to the integral (16) of the free particle up to the self consistent phase (113). Equation (8) is therefore satisfied (as commented in section 2.2.1, this would have also been the case for any ansatz other than (113)).
We move now to the second ECD equation-equation (5) The classical limit follows when the second term in the square brackets above is negligible compared with the first one which, by (104), is just F times the momentum, p µ , conjugate to γ µ , of a trajectory originating from γ s ′ and "proper-time" s ′ , ending at γ s and proper-time s. ∂ µ I γ (x, γ s ′ ; s − s ′ )| x=γs is therefore independent of s ′ (think about it...) and can be pulled out of the integral, resulting in 
and (20) is satisfied. We next examine when the second term above-the ∂ µ F term-can be neglected. We mentioned already (equation (111)) that the Van Vleck determinant corresponding to a linear potential does not depend on x and x ′ . Furthermore, the Van Vleck determinant is completely determined by the potential in the infinitesimal neighborhood of the classical path connecting x ′ with x. It follows that so long as that neighborhood is well approximated by a liner potential (corresponding to the constant field F (γ s )), the neglecting of the ∂ µ F term is well justified. Now, a general potential is not globally linear, and so the question is to what extent the contribution to the integral (114) coming from s ′ such that γ s ′ lies outside the linear approximation to A at γ s , can be neglected compared with the ∂ µ I term ? This would obviously be true for a sufficiently smooth field F , i.e. in the lim λ→0 F (λx), but would also be true for a sufficiently large mass m, as we show next.
To show that the classical limit is also the large mass limit, we examine the oscillatory phase of the integrand in (114), which is the same as the one in (112) and equals − 1 2 m 2 s ′ , implying that the main contribution to the integral comes from (s − s ′ ) m −2 . If for these values of s ′ , γ s ′ lies within the linear approximation to the potential at γ s , then we are effectively back to the smooth F case, which we saw, leads to the classical limit (a further merit of a large mass is that it multiplies the ∂ µ I term in (114) by a factor of m). In the rest frame of the particle, the extent of γ s ′ − γ s , is therefore approximatelyγ s 0 m −2 = m −1 which is just the Compton wavelength of the particle. ECD therefore reduces to classical mechanics when the external field is approximately constant over the Compton length associated with the particle.
Finally, in a spin-1 2 variant of ECD, the classical limit is unaltered. Paraphrasing the result of Schwinger in [10] , we see that the propagator in a constant field F gets multiplied by the spinor propagator e −iHσ(s−s ′ ) , with H σ = q 2 σ µν F µν (x). It follows that if the ansatz (113) is multiplied by e −iHσs χ 0 for any constant bispinor χ 0 (constant precession compensating for e −iHσ(s−s ′ ) ), then classical trajectories in a constant field are still exact ECD solutions. Moreover, as in the scalar case, if F (x) varies slowly on the charge's Compton length scale, then the bispinor φ(γ s , s) precesses along the local F (γ s ) and does not affect the dynamics of γ. However, when F (x) varies rapidly on the Compton length scale (in Compton scattering, or near the nucleus of an atom) there is a nontrivial coupling between γ and φ with no classical counterpart (even when F (x) varies slowly on the Compton length scale, such as in a Stern-Gerlach experiment, that small coupling can still be amplified by placing the detector far from the apparatus).
D.1 Contributions of the indirect paths
We still have a debt to pay from the last section: to justify the neglecting of the contributions to the semiclassical propagator (109), coming from indirect paths-paths other than γ. We argue that the inclusion of those paths results in small deviation of γ from a classical trajectory. These deviations, of nonlocal origin by construction, are responsible for the phenomena of refraction and interference, observed in scattering experiments. The validity of such indirect-paths neglecting, regarding systems of sufficient isolation, is what enables us to speak of isolated systems in the first place, and so serves also as a consistency check.
Rather than exploring the general theory, we shall focus on one simple, exactly solvable example, that of a scalar, time independent "delta function potential" located at the origin of three space 10 . A typical propagator for such a Hamiltonian takes the form
with G f the free propagator (15). It satisfies the boundary condition ∇(Gr)| r=0 = 0 .
The phase of the second term is just the action of the indirect classical path originating from x ′ at time x ′0 , elastically bouncing of the origin at an intermediate time (x ′0 x + x 0 x ′ )/(xx ′ ) and reaching x at time x 0 . The second term is therefore a prototype of an indirect contribution.
Substituting for x ′ the direct free path γ s ′ , withγ s ′ ≡ u (and u 2 = m 2 ), and similarly x → γ s , we can now evaluate the corresponding indirect contribution to the s ′ integral in (112). There are two mechanisms by which this contribution can be substantial. One is through the (s − s ′ ) −1 divergence of the denominator. There are two such contributions: One from the (s − s ′ ) → +ǫ and one from (s − s ′ ) → −ǫ 11 , both diverging like ln(mr) in the limit mr → 0 (the two divergences cancel each other, leaving a finite dimensionless contribution which, together with the (|x||x ′ |) −1 factor, diverges in the limit r → 0). For distances from the potential on the order of the particle's Compton length m −1 , we see that the indirect contribution cannot be neglected, and free motion is not a solution of the ECD system. This is consistent with our previous observation that an ECD particle has a "sniffing radius" equal to its Compton length.
For r ≫ m −1 , the indirect contribution is strongly suppressed. This follows qualitatively from the fact, shown by direct calculation, that in this regime, the phase of the integrand does not have a stationary point. This, and the (|x||x ′ |) −1 suppression factor, guarantee that the exact ECD solution is locally very nearly uniform. However, very small deviations can accumulate to an overall significant global effect. The dependence of this global effect on the mass of the particle is ascertained by utilizing the scaling symmetry ???. If {φ, γ} is some ECD solution corresponding to a scattering scenario off a singular potential, then so is { λ φ, λ γ}, as λ φ too satisfies the boundary condition (120). Butγ 2 = m 2 ⇒ λγ2 = λ 2 m 2 , and so a scaled path passing further away from the potential by a factor of λ (λ < 1) has a mass which is smaller by a factor of λ, yet both paths result in the same final scattering angle despite the increased distance to the scatterer. This shows that as the mass of the particle is reduced, the global effect of the potential on the particle is increased. It is therefore the mass of the particle which provides the robustness to its classical paths, which is consistent both with the WKB approximation and with the De Broglie relations.
