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Abstract— Encounter Gossip is a family of message propa-
gation protocols for mobile ad-hoc networks. The coverage of
message propagation (the fraction of nodes that receive it),
can be made arbitrarily close to 1, but the cost of increased
coverage is an increase in message traffic. This paper proposes
modifications which aim to minimize the number of broadcasts
without compromising the achieved coverage. Two approaches to
broadcast reduction are pursued: timer based and history based.
The effectiveness of each of these approaches is assessed through
an extensive set of simulation experiments in the context of two
mobility models.
Keywords: Ad-hoc networks, message propagation, broad-
casting.
I. INTRODUCTION
Recent advances in the technologies of mobile devices
and wireless communication have given rise to a form of
cooperation called Mobile Ad-hoc networking. A Mobile Ad-
hoc network (MANET) consists of small, mobile computing
devices (nodes), capable of sending messages to each other
over relatively short distances. Since a MANET does not
use any fixed networking infrastructure, it relies on message
forwarding among members to overcome frequent and hard-
to-predict topological changes.
The success of a collaborative undertaking through the
medium of a MANET depends on the provision of reliable
multicast [6]. That is, a message originating at any node should
reach all other nodes within a reasonably short period of time.
Unfortunately, both the nature of the devices (limited memory
and power), and their mobility, imply that a deterministically
guaranteed reliable multicast is not normally achievable in a
MANET. Protocols have therefore been devised with the aim
of optimizing various probabilistic performance metrics.
Existing work in this area has concentrated on either
minimizing the propagation overhead, i.e. the number of
broadcasts carried out while propagating a message, or maxi-
mizing the coverage, i.e. the fraction of nodes that receive the
message. Some protocols maintain, or construct on demand,
distributed state information about the network topology, [4],
[12], [5], [3]. They perform well when the degree of mobility
is low, but when it is high, the network state information
can become out-of-date quickly and the coverage achieved
can be poor [11], [13]. A topology-independent and stateless
protocol that seems to work better in highly mobile networks is
‘flooding’. Every node broadcasts every message once, either
immediately upon receipt or after a random interval, [7], [8].
The coverage achieved by flooding depends not only on the
mobility pattern, but also on the ‘density’ of nodes (usually
defined as the average number of nodes within a disc of radius
equal to the wireless range). When the density is low, the
flooding coverage tends to be poor.
A family of protocols which preserve the topology-
independent nature of flooding, while being able to achieve a
coverage close to 1 even at low densities, was proposed in [2].
These protocols, called Encounter Gossip, are controlled by an
‘encounter threshold’ parameter, τ , specifying the number of
times a node is required to broadcast a given message. The
larger the value of τ , the higher the coverage achieved, but
also the higher the propagation overhead. Indeed, in a network
with n nodes employing Encounter Gossip with parameter τ ,
the average number of redundant broadcasts (a broadcast is
redundant if it does not enlarge the set of nodes that have
already received the message) is roughly proportional to nτ .
The contribution of this paper is two-fold:
1. Several modifications of the τ -propagation protocol are
suggested, aimed at reducing the number of redundant
broadcasts without significantly lowering the achieved
coverage. Some of these use random timers; others keep
(partial) information about the history of the propagation
process.
2. The proposed approaches are evaluated and compared,
for different network configurations.
The stochastic processes modelling message propagation in
a MANET under the proposed protocols do not, in general,
lend themselves to mathematical analysis. That is why the
protocol evaluations and comparisons are performed by sim-
ulation, using the GloMoSim package.
The basic Encounter Gossip protocol is outlined, for com-
pleteness, in section 2. The modifications using timers are
presented in section 3, while those employing history infor-
mation are described in section 4. The empirical results of
the simulation experiments are displayed in section 5, while
section 6 gives a summary and outlines avenues of further
enquiry.
II. ENCOUNTER GOSSIP WITH THRESHOLD τ
Consider a mobile ad-hoc network consisting of n nodes,
numbered 1, 2, . . . , n, with similar wireless ranges. Each node
is aware, and keeps a list, of the identities of the nodes that
are currently within its wireless range. That set of nodes is
referred to as the ‘current neighborhood’ of the given node.
Neighborhood information is obtained by means of ’beacons’
or ‘hello’ signals sent out at very short intervals by the MAC
layer (e.g., 802.11b). The receipt of a hello signal from node j
at node i means that i is within the wireless range of j. Hence
(since the ranges are similar) the implication is that node j is
in the current neighborhood of node i; j is therefore added
to i’s list, or is kept on it. If a beacon from j fails to arrive
within a certain period, j is removed from i’s list.
The event when one node comes into the neighborhood of
another (and possibly vice versa), is called an encounter. Note
that it is possible for node j to leave the neighborhood of
node i and later come back into it; that would constitute a
new encounter.
Encounter Gossip (EG), is a message propagation protocol
where each node behaves as follows:
1. Upon receiving or originating a new message, m, store
it, together with an associated counter, c(m), which is set
to zero. Add the sending node to the current neighbor-
hood, unless already present. If the current neighborhood
contains nodes other than the sender, treat the current
moment as an encounter; broadcast m and increment
c(m) by 1.
2. At every encounter thereafter, if c(m) ≤ τ , broadcast m
and increment c(m) by 1.
3. When c(m) = τ +1, remove m from memory (but keep
its sequence number in order to remember that it has been
handled).
Thus, every node receiving m broadcasts m immediately
if its neighborhood contains nodes other than the sender;
otherwise it broadcasts at the next encounter. After that, the
node broadcasts m at τ consecutive encounters, and then
discards it. There are no acknowledgements. The integer τ is
called the ‘encounter threshold’. This protocol, with encounter
threshold τ , will be referred to as EG(τ ).
The special case EG(0) behaves like flooding (except that,
if the current neighborhood contains only the sender, no
broadcast is made). At the other extreme is EG(∞), whereby
messages are kept forever and broadcast at every encounter.
Assuming that the mobility pattern is such that every node
eventually reaches every other node (perhaps through inter-
mediary encounters), EG(∞) achieves coverage 1. Of course,
EG(∞) is not a practical option. In [2], it is shown that, under
certain assumptions, choosing τ ≈ 2 lnn can be expected to
provide a coverage close to 1.
It should be pointed out that EG(τ ) trades memory capacity
and probability of reaching all nodes against message traffic.
Because past histories are not kept and exchanged, messages
may be sent again to nodes that have already received them.
By increasing the value of τ , the coverage can be made to
approach 1, at the cost of having to store more messages for
longer periods, and making more broadcasts.
A broadcast is said to be ‘useful’ if it enlarges the set of
nodes that have received m, i.e. if there is at least one node
in the current neighborhood for whom m is new. A broadcast
which is not useful is ‘redundant’ (all nodes receiving that
broadcast have already received m).
Since every useful broadcast adds at least one node to those
that have received m, there can be at most n − 1 useful
broadcasts associated with a given message. On the other hand,
if all nodes receive the message, a total of n(τ+1) broadcasts
are made under EG(τ ). Therefore, when the coverage is 1, at
least nτ + 1 broadcasts are redundant. Reducing that number
while still achieving a high coverage is an important objective.
The general idea of the approaches proposed here is to
suppress a broadcast of m mandated by the EG(τ ) protocol,
if that broadcast is judged to have little additional effect on
the propagation of m, and to treat the suppressed broadcast as
though it had been carried out. Consequently, a node may end
up doing fewer than τ broadcasts while the coverage remains
largely unaffected.
Two types of broadcast-suppression mechanisms are intro-
duced. In the first, timer based approach, node i sets a random
timeout interval following an encounter and decides whether
or not to suppress the broadcast depending on the events it
observes during that period.
The second approach is history based. Each node maintains
a local list of nodes that are known to have received m or that
could have received m. When node i experiences an encounter,
it suppresses its broadcast if the encountered node is already
in the local list.
There are several variants within each of the above mecha-
nisms.
It is worth pointing out that the two approaches are oper-
ationally independent of each other. The timer based control
is concerned with the events that node i observes soon after
an encounter, whereas the history based approach relies on
information available at the time of an encounter. Therefore
the two mechanisms can be combined to operate together,
enabling the suppression of a broadcast if either of them
recommends it.
III. TIMER BASED OPTIMIZATION
One technique that is used to reduce redundant broadcasts
is the Random Assessment Delay (RAD). Having decided to
broadcast a message as a result of an encounter (not as an
originator), a node waits for a random period of time, called
the ‘RAD interval’. An encounter which occurs during a RAD
interval does not generate a new RAD interval. If, during a
RAD interval, a node hears another broadcast of the same
message, then the planned broadcast is suppressed (see [13]).
The rationale is that if several nodes in a given neighborhood
are in possession of the message and decide to broadcast it,
one of them will do so first (the one with the shortest RAD
interval), and then the others can keep quiet.
Remember that under Encounter Gossip a node ceases to
transmit message m when the number of encounters, recorded
in c(m), reaches the value τ . Now, the addition of RAD may
affect the way c(m) is incremented. During a RAD interval
associated with message m, the node counts the number of
transmissions of m that it hears. Denote that number by r.
If r = 0 at the end of the RAD interval, then the node
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transmits m and increments c(m) by 1. If r > 0, there are
two possibilities:
1. Do not transmit m and increase c(m) by 1;
2. Do not transmit m and increase c(m) by r.
Both of these policies were studied and it was found
that their performance is similar, with policy 2 performing
marginally better than policy 1 (in the sense that it achieves
a slightly larger reduction in redundant broadcasts, without
significant adverse effect on the coverage). So, in order to
avoid duplication, policy 1 will not be considered further; the
RAD results presented in section 5 concern policy 2 only.
A. α-reduction
Suppose that node i has already received and perhaps
broadcast message m, and now hears it broadcast by a node
j present in its current neighborhood (i.e., node i is not
experiencing an encounter). This can happen because node
j has an encounter with another node, k, which is outside i ’s
neighborhood. Node i thereby learns that a node carrying the
same message, outside the current neighborhood, is passing
within 2 radii of it. One can argue that, in the light of this
information, node i should not proceed to make the number of
broadcasts required by EG(τ ), but should increment its counter
c(m) by an amount reflecting the density of nodes in this
region. It is proposed, therefore, that on hearing a broadcast
of a message already held, by a node already present in the
neighborhood, node i should increment c(m) by a fraction, α,
of the number of nodes in its current neighborhood (truncated
to an integer).
Incrementing c(m) causes the number of future broadcasts
to be reduced. This policy will be referred to as α-reduction.
Although it does not use a timer, we include it here because
it has a similar character to a timer-based policy: its decisions
are triggered by events that occur after an encounter. The α-
reduction policy can be operated on its own, or in conjunction
with other broadcast suppression policies such as RAD.
After some experimentation with different values of α, the
value α = 0.39 was found to perform well over a range
of parameters. That number happens to be (approximately)
the minimum area of intersection of two equal circles whose
centers are within each other’s radii, as a fraction of the area
of one of them.
IV. HISTORY BASED OPTIMIZATION
Suppose that each node has a local cache where it can store
the id s of all nodes it has encountered since first receiving
(or originating) message m. It would be reasonable to assume
that all nodes on that list have received m (that assumption
is wrong only if a broadcast message failed to reach some of
the neighboring nodes). Therefore, if node i encounters node
j and discovers that j is already on its list of receivers, it
can suppress the broadcast required by EG(τ ) and increment
c(m) by 1. This policy will be referred to as encounter history
reduction, or EH.
A more comprehensive history of nodes that are presumed
to have received a given message can be maintained by passing
cache information at encounter events. Any node broadcasting
m can piggy-back its current list of id s onto the message being
broadcast; the receiving nodes would then merge that list with
their own. Thus, the current list kept by node i contains not
only the nodes to whom i has broadcast m, but also nodes
about which it has been told that they have received m. Again,
if node i encounters node j and finds that j is already on its list
of receivers, it suppresses its broadcast and increments c(m)
by 1.
This policy is called propagation history reduction, or PH.
For PH to be scalable, the size of the piggy-backed information
needs to be kept small. This can be achieved by limiting the
number, k, of id s that are piggy-backing onto a message. If,
at the time of a broadcast, a node’s cache contains more than
k id s, k of them are selected for inclusion in m. The selection
criterion may be, for example, FIFO, LIFO, or random.
Clearly, there is a trade-off between the size, k, of the
list that may be attached onto a message, and the efficiency
of the propagation protocol. The larger the value of k, the
fewer redundant messages will be sent, but also the larger
each broadcast will be, and hence the smaller the fraction of
‘essential’ information transmitted per broadcast. That trade-
off is not studied to any great extent here. The experiments
in section 5 assume that k = n, and thus provide an upper
bound on the achievable reduction of redundant broadcasts.
A. Broadcast count reduction
A simple way of associating history information with a
message m is to attach to m a count, b(m), of the number
of times it has been broadcast. Whenever any node broadcasts
m, b(m) is incremented by 1. Of course, copies of the same
message being passed on by different nodes may experience
different numbers of broadcasts; their values of b(m) would
then be different. If a node receives a copy with a higher value
of b(m) than the one it already holds, then b(m) is set to the
new value.
The Encounter Gossip protocol can be modified by re-
placing the local node encounter counts, c(m), and the node
threshold, τ , with the message broadcast counts, b(m), and a
message threshold, β. Any node which receives, or broadcasts,
a message m whose broadcast count has reached the threshold,
b(m) = β, would stop broadcasting m, even though it may
later receive a copy with a lower count.
This version of the protocol will be referred to as broadcast
count reduction, or BC. Since the information attached to a
message consists of a single integer, rather than a list that
may grow with n, BC has the advantage of being scalable,
against the disadvantage of using a rather limited kind of
history information.
The trade-offs involved in choosing the value of β are
similar to those concerning τ : the larger the value of β,
the higher the coverage, but also the greater the number
of redundant messages. These trade-offs will be examined
empirically, but it would also be useful to propose a heuristic
value for β that may be expected to perform well. Such a
heuristic is suggested by the following very crude argument.
Suppose that the system evolves in discrete time, and as-
sume that all encounters are useful, synchronized and involve
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one new node each. In other words, a message originates at
time 0 at some node, i; at time 1, node i encounters node j; at
time 2, node i encounters node k and node j encounters node
l; etc. Under this optimistic scenario, the number of nodes
that have received the message by time t grows roughly like
2t. Conversely, when all n nodes have received the message,
roughly log2 n time steps have elapsed; that is also the value
reached by the broadcast counters.
In practice, things are not so regular, so the value of β
should be more conservative. The heuristic proposed is to use
some small multiple of the above estimate, e.g. β = 2 log2 n
or β = 3 log2 n.
Broadcast count reduction may also be operated in conjunc-
tion, rather that instead of, encounter gossip: a node would stop
broadcasting m as soon as either the encounter count or the
broadcast count reaches the relevant threshold, i.e. c(m) = τ
or b(m) = β.
V. EXPERIMENTAL RESULTS
In order to evaluate the performance of the proposed modifi-
cations to EG(τ ), several sets of simulations were run using the
GloMoSim tool. The following parameters were kept constant
throughout the simulations unless explicitly specified.
The terrain is a square of dimensions (1000 m)×(1000 m).
The number of nodes is kept fixed at n = 64. The node
density (defined as the average number of nodes within a circle
of radius equal to the wireless range) is varied by altering the
wireless range. Two values for the density are used: 0.5 and
6.5.
The interval between ‘hello’ signals for each node is
250 ms. Timeout interval after which a node is removed from
a neighborhood is 1000 ms
Different node speeds were simulated, ranging from 2
m/sec to 40 m/sec. It was observed that the speed has little
effect on either coverage or redundant broadcasts. Hence, the
figures presented are only for a node speed of 2 m/sec.
Experiments were carried out with two different mobility
patterns: ‘Random Waypoint’ and ‘Manhattan Grid’. These
work as follows:
Random Waypoint. Initially, the nodes are randomly posi-
tioned with a uniform distribution on the square; thereafter,
each node chooses a random destination (also uniformly
distributed on the square) and moves towards it at the given
speed; upon reaching the destination, the node pauses for a
given interval (0 ms in our case), selects a new random
destination and so on. The first 1000 seconds of mobility
are discarded, in order to skip the naturally occurring initial
clustering phase (see [1]).
Manhattan Grid. The area is covered by a square grid of
‘North-South’ and ‘East-West’ paths, at 40 m spacing. Ini-
tially, nodes are distributed regularly at the first n intersections
of the grid. Thereafter, they move along the paths at a fixed
speed. Whenever a node reaches an intersection, it chooses
one of the four available directions with equal probability (at
the edges of the grid the number of possible directions is
reduced appropriately). We have used an implementation of the
Manhattan Grid mobility pattern provided by the University of
Oregon’s Network Research Group [9], [10]. The first 1000
seconds of mobility are discarded, in order to remove initial
bias.
The performance measures are the coverage (fraction of
nodes that received the message), and the average number
of redundant broadcasts per node (total number of redundant
broadcasts divided by the number of nodes that received the
message). Each run starts at time 0 with a message originating
at node 1, and terminates when no node can propagate
the message further. For each set of parameter values, the
simulation ran 50 times, with different random number seeds,
and the performance observations were averaged.
The experimental results are grouped according to the
policies that are being compared, and also according to the
mobility pattern used. Two figures are produced for each
group, showing the coverage achieved, and the number of
redundant broadcasts per node, as functions of the encounter
threshold (or broadcast threshold in the case of the BC policy).
Figures 1 and 2 illustrate the effects of RAD and α-
reduction policies under Random Waypoint mobility, for two
different node densities. The label ‘RAD=100’ means, in fact,
that the RAD period is distributed uniformly on the interval
(0,100) ms.
We observe that at the low density of 0.5, the original
EG(τ) protocol and the RAD and α-reduction modifica-
tions achieve very similar coverage levels. At that density,
an encounter threshold of 9 or 10 is required in order to
achieve full coverage. The corresponding savings in redundant
broadcasts achieved by the RAD and α-reduction policies are
approximately 25% and 15% respectively.
On the other hand, when the density is at the high level of
6.5, an encounter threshold of 2 or 3 suffices to achieve full
coverage. Some coverage is lost by the RAD policy, but almost
none is lost by the α-reduction policy. The RAD policy starts
off achieving bigger savings in redundant broadcasts than the
α-reduction policy, but becomes poorer at higher thresholds.
When τ = 3 (where all policies provide full coverage), both
RAD and α-reduction achieve approximately 50% reduction
in redundant broadcasts. A notable feature of figure 2 is that
the average number of redundant broadcasts per node for the
α-reduction policy at high density is almost independent of
the value of τ .
Figures 3 and 4 compare the performance of the Encounter
History (EH) and Propagation History (PH) policies with
that of the original Encounter Gossip protocol. In this exper-
iment, there is no limit on the number of node id s that can
be attached to a message (i.e., k = n). Thus, any benefits
in redundant broadcasts achieved by the PH policy should be
set against the extra overhead of broadcasting longer messages
than necessary.
When the node density is low, both the EH and PH
policies achieve lower coverage than EG(τ) (PH being
consistently worse than EH). However, those differences are
noticeable only if the threshold τ is in any case insufficient; all
three policies achieve full coverage at about the same threshold
level, in this case τ = 10. For that value of τ , the EH
policy reduces the average number of redundant broadcasts
by just over 10%, while the PH policy reduces them by
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Fig. 2. Redundant broadcasts: RAD and α-reduction policies; Random Waypoint
approximately 30%.
When the node density is high, the three policies are almost
indistinguishable in their coverage. For threshold values that
achieve full coverage (τ = 2 or τ = 3), the EH policy reduces
the redundant broadcasts by about 50%, while the reduction
achieved by the PH policy is close to 70% (but remember
the comment about the extra overhead involved).
The next group of experiments, illustrated in figures 5 and
6, examine the performance of the Broadcast Count reduction
policy (BC), on its own and in conjunction with an encounter
threshold. The coverage and redundant broadcasts are plotted
against the BC threshold, β. A heuristic value of β = 2 log2 n
or β = 3 log2 n was suggested in section 4.1. In the case of
n = 64, that means β = 12 or β = 24.
Figure 5 shows that either heuristic is fine at high density,
but even the larger one is not quite sufficient when the density
is low; then an almost full coverage is achieved with β = 35.
Introducing an encounter threshold of 10 in addition to the
broadcast threshold makes no appreciable difference to the
coverage.
According to figure 6, using a broadcast threshold sufficient
to achieve full coverage at low density, produces an average
of about 6.5 redundant broadcasts per node (the addition of an
encounter threshold reduces that number to slightly under 6).
This should be compared with the corresponding number of
more than 9 redundant broadcasts per node in the absence of
a reduction policy (figures 2 and 4). The gain is on the order
of 25-30%, which is at least as good as the one achieved by
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Fig. 4. Redundant broadcasts: encounter and propagation histories; Random Waypoint
the timer and history policies. At high node density, the BC
policy achieves full coverage for values of β as low as 6, when
there are about 2 redundant broadcasts per node. At the point
where EG(τ) achieves full coverage (τ = 2 or 3), there are
just over 3 redundant broadcasts per node: a gain of about
35%. This is somewhat lower than the gain achieved by the
other reduction policies.
The experiments described so far were also carried out
in the context of the Manhattan Grid mobility model. The
corresponding results are displayed in figures 7 – 12. The
following is a summary of those results, and the way they
compare with the Random Waypoint model.
Low density
1) Full coverage is considerably harder to achieve for
the Manhattan Grid than for Random Waypoint. The
protocol EG(τ) requires thresholds τ ≥ 18. This is due
to the fact that, at every encounter, a node is more likely
to meet nodes it has already met before, rather than new
ones.
2) The loss of coverage due to the application of any
broadcast reduction policy is greater for the Manhattan
Grid than for Random Waypoint.
3) The gains achievable in the average number of redundant
broadcasts are larger (about 60-70%) for the Manhattan
Grid than for Random Waypoint (see comment in item
1).
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Fig. 6. Redundant broadcasts: broadcast count reduction; Random Waypoint
4) As before, the gains achieved by the RAD, α-reduction,
EH and PH policies are quite similar.
5) The Broadcast Count policy needs larger thresholds
(β > 80) to achieve high coverage. However, the gains
it yields in redundant broadcasts are also higher than
for Random Waypoint. The addition of an encounter
threshold makes a much bigger difference now.
High density
1) All policies achieve high coverage with a few broadcasts
per node. A little coverage is lost by the RAD, EH and
PH policies.
2) For encounter threshold values that achieve full coverage
(τ ≈ 6), the RAD, α-reduction, EH and PH policies
achieve reductions in redundant broadcasts on the order
of 60-70%.
3) For broadcast threshold values that achieve full coverage
(β ≈ 16), the BC reduction policy performs less well
than the others.
VI. CONCLUSIONS
Attempting to reduce the number of redundant broadcasts
used in the propagation of a message is clearly a worthwhile
effort. The gains are perhaps not very important when the node
density is high, since only a few broadcasts per node are then
enough to achieve full coverage. However, when the density
is low, one needs to set a large threshold on the number of
broadcasts per node in order to achieve a satisfactory coverage.
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Under those conditions, when many of the broadcasts made
are redundant, even a modest percentage reduction of the latter
is significant in absolute terms.
Our experiment have shown that, at low node density, the
average number of redundant broadcasts per node can be
reduced by about 30% in the Random Waypoint mobility
model, and by twice that amount in the Manhattan Grid model.
An interesting observation is that, at the threshold levels that
are necessary to achieve high coverage, the simple policies —
RAD, α-reduction and Broadcast Count reduction — perform
no worse than the ones employing caches and message lists
(EH and PH). In fact, the α-reduction policy can be used
with a high threshold over a range of densities, and still
produce large savings in redundant broadcasts.
Combinations of policies have been investigated to a lim-
ited extent. For example, combining RAD with α-reduction
shows promising results. A more complete study of different
combinations will be a topic for future research.
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Fig. 7. Coverage: RAD and α-reduction policies; Manhattan Grid Model
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9
00.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 2 4 6 8 10 12 14 16 18
C
ov
er
ag
e
Encounter threshold τ
EG(τ), Density = 0.5
3
3
3
3
3
3 3
3
3
EH, Density = 0.5
+
+
+
+
+
+
+ +
+
PH, Density = 0.5
2
2
2
2
2
2
2
2
2
EG(τ), Density = 6.5
×
× × × × × × ×
×
EH, Density = 6.5
4 4 4 4
4 4 4 4
4
PH, Density = 6.5
? ? ?
? ? ? ? ?
?
Fig. 9. Coverage: encounter and propagation histories; Manhattan Grid Model
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