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Abstract
Let Mn and Tn be the vector spaces of n × n matrices and upper triangular matrices over
a field F (with some cardinality and characteristic restrictions) respectively. We characterise
transformations φ on these two spaces separately which satisfy one of the following condi-
tions:
1. det(A + λB) = det(φ(A) + λφ(B)) for all A, B and λ.
2. φ is surjective and det(A + λB) = det(φ(A) + λφ(B)) for all A, B and two specific λ.
3. φ is additive and preserves determinant.
© 2003 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let Mn = Mn(F) be the vector space of n × n matrices over a field F. In 1897,
Frobenius [3] solved the first determinant preserver problem:
For F = C and φ : Mn → Mn a linear transformation satisfying
det(φ(A)) = det(A) for all A ∈ Mn, (1.1)
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either
φ(A) = MAN for all A ∈ Mn (1.2)
or
φ(A) = MAtN for all A ∈ Mn, (1.3)
where M , N are nonsingular matrices such that det(MN) = 1. Recently, Dolinar
and Šemrl modified the problem [2] by removing the linearity of φ and changing
condition (1.1) to
det(A + λB) = det(φ(A) + λφ(B)) for all A,B ∈ Mn and all λ ∈ F.
(1.4)
Then they showed that, with F = C, if φ is surjective, it has the same form (1.2) or
(1.3).
This paper is motivated by [2]. We show that (see Theorem 1), without the sur-
jectivity condition, φ still has the same form. In fact, Frobenius’s result holds for
any field F with more than n elements (see [4]). Consequently, our results can be
extended to such fields, possibly with additional conditions.
Theorem 1. Let F be a field such that |F| > n and φ : Mn → Mn be a transforma-
tion satisfying (1.4). Then φ has the form (1.2) or (1.3).
The second improvement of the result in [2] is that, if we retain the surjectivity
condition, we only require condition (1.4) to hold for two λ’s:
Theorem 2. Let F be a field such that |F| > n and φ : Mn → Mn be a surjective
transformation satisfying
det(A + λiB) = det(φ(A) + λiφ(B)) for all A,B ∈ Mn and i = 1, 2,
where λi ∈ F− {0} and (λ1/λ2)k /= 1 for 1  k  n − 2. Then φ has the form (1.2)
or (1.3).
Furthermore, we are able to characterise additive determinant preservers on Mn:
Theorem 3. Let F be a field such that |F| > n and char F = 0 or n and φ : Mn →
Mn be an additive transformation (i.e. φ(A + B) = φ(A) + φ(B) for all A, B ∈
Mn). If φ satisfies condition (1.1), then φ has the form (1.2) or (1.3).
We shall look at the proofs of these theorems in Section 2. The approach we use
allow us to extend these results to determinant preservers on the vector space of
upper triangular matrices. We shall mention them in Section 3.
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2. Proofs
The approach is to show that, when φ satisfies condition (1.4) (or its weaker ver-
sion), it is a linear transformation. Subsequently, those φ in Theorems 1–3 are all
linear. Hence, by the results of Frobenius et al., they are all of the form (1.2) or (1.3).
Let us first set up some notation.
Let A ∈ Mn. Then Aij denotes the (i, j)-entry of A, Aij the (i, j)-cofactor of A,
and adj A the (classical) adjoint of A. Let E(ij) denote the n × n matrix with 1 at
the (i, j)-entry and 0 elsewhere. Then {E(ij) | 1  i, j  n} form a basis for Mn.
We let νA be the (column) coordinate vector of A with respect to this basis (ordered
in the natural way), i.e.
νA = (row 1 of A; row 2 of A; . . . ; row n of A)t ∈ Fn2 .
For A, B ∈ Mn, we let DA,B(x) = det(A + xB). This is a polynomial of degree n.
The constant term and the coefficient of xn of this polynomial are det A and det B
respectively. Moreover, we can check easily that the coefficient of xn−1 in DA,B is
given by
n∑
i=1
n∑
j=1
AijB
ij .
Proposition 2.1. Let φ : Mn → Mn be a transformation that satisfies condition
(1.4). Then φ is a linear transformation.
Proof. Note that condition (1.4) can be rephrased as
DA,B = Dφ(A),φ(B) for all A,B. (2.2)
In particular, the coefficients of xn−1 in the two polynomials of (2.2) are equal, i.e.
n∑
i=1
n∑
j=1
AijB
ij =
n∑
i=1
n∑
j=1
φ(A)ijφ(B)
ij . (2.3)
Recall that adj B = (Bij )t. So we can rewrite (2.3) as
(νadj B t)tνA = (νadj φ(B)t)tνφ(A). (2.4)
Choose a basis for Mn consisting of nonsingular matrices C1, C2, . . . , Cn2 . We may
assume det Ck = 1 for all k. Let Bk = adj Ctk for all k. Then adj B tk = Ck . So, by
substituting Bk for B in (2.4), we have
(νCk )
tνA = (νadj φ(Bk)t)tνφ(A) for all A ∈ Mn and k = 1, 2, . . . , n2.
Let X and Y be matrices in Mn2 given by
X =


(νC1)
t
(νC2)
t
...
(νC
n2
)t

 , Y =


(νadj φ(B1)t)t
(νadj φ(B2)t)t
...
(νadj φ(B
n2 )
t)t

 .
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So we have
XνA = Yνφ(A) for all A ∈ Mn. (2.5)
By our choice of Ck , νC1 , νC2 , . . . , νCn2 are linearly independent and hence X is
nonsingular. Since (2.5) holds for any A, we have
XνE(ij) = Yνφ(E(ij)) for all 1  i, j  n.
Hence we have XIn2 = YJ where In2 is the identity matrix of order n2 and J is the
n2 × n2 matrix with columns νφ(E(ij)) for 1  i, j  n arranged in the natural way.
This implies Y is nonsingular. Hence we can rewrite (2.5) as
Y−1XνA = νφ(A) for all A ∈ Mn,
i.e. Y−1X is the matrix representation of φ with respect to the basis E(ij). In other
words, φ is a linear transformation. 
Theorem 1 follows immediately.
Proposition 2.6. If char F = 0 or  n and φ : Mn → Mn is an additive transfor-
mation such that det(A) = det(φ(A)) for all A ∈ Mn, then φ is linear.
Proof. Our aim is to show condition (2.2) holds. But two polynomials of degree
n are equal if they are equal at n + 1 distinct points. Moreover, since φ preserves
determinant, the polynomials DA,B and Dφ(A),φ(B) have the same constant term
and xn term. Therefore, (2.2) holds if DA,B and Dφ(A),φ(B) agree at n − 1 non-
zero points. Now, since φ(A + B) = φ(A) + φ(B) for any A,B ∈ Mn, we have
φ(kA) = kφ(A) for all positive integers k. Hence we have
det(A + kB) = det(φ(A + kB)) = det(φ(A) + kφ(B))
for any A,B and all positive integers k, i.e., DA,B and Dφ(A),φ(B) are equal at all the
positive integers. Since char F = 0 or  n, we have at least n − 1 distinct k. Hence
we have (2.2). By Proposition 2.1, φ is linear. 
Hence we have Theorem 3.
Proposition 2.7. Let φ : Mn → Mn be a surjective transformation such that the
equation
det(A + xB) = det(φ(A) + xφ(B)) (2.8)
is satisfied by two nonzero elements λ1, λ2 ∈ F for all A,B ∈ Mn. If (λ1/λ2)k /= 1
for 1  k  n − 2, then φ is linear.
Proof. As in the previous proposition, we will show (2.2) holds by finding n − 1
distinct nonzero points that satisfy (2.8) and showing that φ preserves determinant.
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For any A,B, we have det(A + λ1B) = det(φ(A) + λ1φ(B)). On the other hand,
det(A + λ1B) = det
(
A + λ2
(
λ1
λ2
B
))
= det
(
φ(A) + λ2φ
(
λ1
λ2
B
))
.
Hence we have
det(φ(A) + λ1φ(B)) = det
(
φ(A) + λ2φ
(
λ1
λ2
B
))
. (2.9)
If det(X + A) = det(X + B) for all X ∈ Mn, then A = B (see [2, Lemma 2.1]).
Since φ is surjective, (2.9) implies
λ1φ(B) = λ2φ
(
λ1
λ2
B
)
or
λ1
λ2
φ(B) = φ
(
λ1
λ2
B
)
. (2.10)
Then
det
(
A + λ1
(
λ1
λ2
)
B
)
= det
(
φ(A) + λ1φ
(
λ1
λ2
B
))
= det
(
φ(A) + λ1
(
λ1
λ2
)
φ(B)
)
,
i.e. (2.8) holds for λ1(λ1/λ2). By induction, we can show that (2.8) holds for
λ1(λ1/λ2)k for every integer k. Since (λ1/λ2)k /= 1 for 1  k  n − 2, λ1(λ1/λ2)k
are distinct for k = 0, 1, . . . , n − 2.
Moreover, (2.10) implies φ(0) = 0. So we have det A = det φ(A) for all A. There-
fore, we conclude that (2.2) holds. Hence φ is linear. 
Theorem 2 follows immediately.
3. Upper triangular matrices
Let Tn = Tn(F) be the vector space of n × n upper triangular matrices over field
F. Chooi and Lim [1] characterised linear determinant preservers φ : Tn → Tn for
|F|  3 as follows:
There exists a permutation σ of degree n and λ1, . . . , λn ∈ F with ∏ni=1 λi = 1
such that, for all A ∈ Tn,
[φ(A)]ii = λiAσ(i),σ (i) for all 1  i  n. (3.1)
Suppose we remove the linearity condition for φ and have
det(A + λB) = det(φ(A) + λφ(B)) for all A,B ∈ Tn and all λ ∈ F.
(3.2)
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It is no longer true that (3.2) will imply φ is linear. A simple example is φ : T2 → T2
defined by
φ
(
a b
0 c
)
=
(
a b + ac
0 c
)
.
Nevertheless, the corresponding result of Theorem 1 on Tn still holds. The idea is to
define a transformation ψ on the space Dn of n × n diagonal matrices by:
ψ(A) = diag φ(A),
where diag A is the diagonal matrix having the same diagonal entries as A ∈ Tn.
It is sufficient to show that ψ satisfies (3.1) for all A ∈ Dn. We need two lemmas:
Lemma 3.3. If φ satisfies (3.2), then ψ is linear and preserves determinant.
Proof. From (3.2), we easily get
det(A + λB) = det(ψ(A) + λψ(B)) for all A,B ∈ Dn and all λ ∈ F.
(3.4)
In particular, ψ preserves determinant. By the same argument as in the proof of
Proposition 2.1, (3.4) implies that ψ is linear. 
Lemma 3.5. If F is a field such that |F|  3 and ψ is linear and preserves determi-
nant, then ψ satisfies (3.1) for all A ∈ Dn.
Proof. This follows from [1, Lemma 3.1]. 
By Lemmas 3.3 and 3.5, we now have:
Theorem 1’. Let F be a field such that |F|  3 and φ : Tn → Tn be a transformation
which satisfies condition (3.2). Then φ satisfies (3.1).
For the corresponding results of Theorems 2 and 3 for upper triangular matrices,
we can use a similar argument as in the proofs of Propositions 2.6 and 2.7 to show
that φ satisfies (3.2). Then Theorem 1’ will imply the desired results.
Theorem 2’. Let F be a field such that |F|  3 and φ : Tn → Tn be a surjective
transformation satisfying
det(A + λiB) = det(φ(A) + λiφ(B)) for all A,B ∈ Tn and i = 1, 2,
where λi ∈ F− {0} and (λ1/λ2)k /= 1 for 1  k  n − 2. Then φ satisfies (3.1).
Proof. We follow the argument in the proof of Proposition 2.7. As before, we have
the equality (2.9) for φ. However, given det(X + A) = det(X + B) for all X ∈ Tn,
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we do not have A = B but rather we have Aii = Bii for all 1  i  n. Therefore the
surjectivity of φ and (2.9) implies
λ1
λ2
φ(B)ii = φ
(
λ1
λ2
B
)
ii
for all 1  i  n.
This is good enough to imply
det
(
A + λ1
(
λ1
λ2
)
B
)
= det
(
φ(A) + λ1φ
(
λ1
λ2
B
))
= det
(
φ(A) + λ1
(
λ1
λ2
)
φ(B)
)
.
Hence we still have (3.2) for φ. 
Theorem 3’. Let F be a field such that |F|  3 and char F = 0 or n and φ : Tn →
Tn be an additive transformation. If φ preserves determinant, then φ satisfies (3.1).
Proof. As before, the two conditions on φ imply condition (3.2). 
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