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Surjectivity of cycle maps for singular varieties
Robert Laterveer
Abstract A theorem of Jannsen asserts that if a smooth projective variety has injective cycle class maps, it has
surjective cycle class maps. The object of this note is to present a version of Jannsen’s theorem for singular
quasi–projective varieties.
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1 Introduction
Let X be a smooth complex projective variety. The cycle class maps
cl
i : AiXQ → H
2i(X,Q)
from Chow groups to singular cohomology have given rise to some of the most profound and fascinating con-
jectures in algebraic geometry: the Hodge conjecture (concerning the image of cli), and the Bloch–Beilinson
conjectures (concerning the structure of the kernel of cli).
Since Mumford’s work [19], it is well–known that if the Chow groups AiXQ are “small” (in the sense of
being supported on some subvariety), then also the singular cohomology groups are small (in the sense that
they are supported on some subvariety). The following result can be seen as an extreme instance of this general
principle:
Theorem 1 (Jannsen [12]) Suppose X is a smooth projective variety, such that
cl
i : AiXQ → H
2i(X,Q)
is injective for all i. Then there is an isomorphism⊕
i≥0
cl
i :
⊕
i≥0
A
i
XQ
∼=
→
⊕
j≥0
H
j(X,Q) .
(In particular, Hp,q(X,C) = 0 for all p 6= q.)
This result can be proven using the Bloch–Srinivas method of decomposing the diagonal, and the formalism
of correspondences [4], [26].
In this note, we look at the following question:
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Question 1 If X is only quasi–projective, and/or singular, in what sense is theorem 1 still true ?
This question has been treated by Lewis [18, Corollary 0.3], assuming a generalized version of the general-
ized Hodge conjecture holds. In this note, by contrast, we wanted to see how far we could get unconditionally.
Our main result gives a version of theorem 1, provided the singular locus of X is not too large:
Theorem 2 Let X be a quasi–projective variety of dimension n, and suppose there exists a compactification of
X with singular locus of dimension ≤ n+13 . Suppose all cycle class maps are injective. Then the cli induce an
isomorphism ⊕
i≥0
:
⊕
i≥0
AiXQ
∼=
→
⊕
ℓ≥0
W−ℓHℓ(X,Q) .
That is,
W−ℓHℓX =
{
0 if ℓ is odd;
Im cli if ℓ = 2i.
To prove this result, we adapt Jannsen’s original method (i.e. the decomposition of the diagonal, plus the
formalism of correspondences) to the singular and quasi–projective case. The decomposition of the diagonal
goes through unchanged, except that in the quasi–projective case the boundary of a compactification appears in
the decomposition (this is lemma 1). As to correspondences: suppose X is projective (not necessarily smooth)
of dimension n. Then a correspondence, i.e. a cycle C ∈ An(X ×X)Q, induces an action
C∗ : H
i(X,Q) → H2n−i(X,Q)
in a natural way (using the cap–product). Since ∆∗ is just the canonical map (capping with the class of X), and
since we can control the image of this canonical map in favourable cases (lemma 4), we can conclude by looking
at the action of the components occuring in the decomposition of ∆.
We raise several questions in the course of this note. Indeed, in several respects even the smooth quasi–
projective case is far from being as clear–cut and well–understood as the smooth projective case; a relation with
“Voisin’s standard conjecture” [25] naturally appears (remark 3).
Convention In this note, the word variety refers to a quasi–projective algebraic variety over C.
2 The Bloch–Srinivas argument
Definition 1 We will use Ai to denote the Chow group of i–dimensional cycles, and Ai to denote the Fulton–
MacPherson operational Chow cohomology [7]. By construction, A∗ acts on Chow groups A∗; in particular, for
any projective X there are natural maps
A
i
X → Hom
(
AiX,Z
)
,
b 7→ deg(b ∩ −) .
We recall [21] there are functorial cycle class maps
cl
i : AiX → GrW2iH2i(X,Q) ,
where W is Deligne’s weight filtration.
Definition 2 We will use the notation Aic for “compactly supported operational Chow cohomology”. This is
defined as follows: for any quasi–projective X , letX ⊂ X¯ be a compactification with boundary D. Define AicX
by the exact sequence
0→ AicX → A
i
X¯ → AiD .
This is independent of choice of X¯ [8] (actually, AicX is what is denoted R0AiX in [8]). Moreover Aic is a
contravariant functor for arbitrary morphisms [8]. There are natural maps
A
i
cXQ → Hom
(
AiXQ,Q
)
,
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defined by the above exact sequence. There are also functorial cycle class maps
cl
i : AicX → GrW2iH2ic (X,Q) ,
again defined by the above exact sequence.
Definition 3 Let X be a quasi–projective variety. Following Voisin [25], [26], we say that X has trivial Chow
groups if the cycle class maps
cli : AiXQ → H2i(X,Q)
are injective for all i.
Definition 4 Let X be a quasi–projective variety. We say that
Niveau
(
AiXQ
)
≤ r
if there exists a closed (i+r)–dimensional subvariety Y ⊂ X such that Ai(X \ Y )Q = 0.
The key to the whole argument is the following decomposition lemma. This is the Bloch–Srinivas argument
[4]; in his book, Bloch attributes this argument to Colliot–The´le`ne [1, appendix to lecture 1].
Lemma 1 Let X¯ be a projective variety of dimension n, and X ⊂ X¯ the complement of a closed subvariety D.
Suppose
Niveau
(
AiXQ
)
≤ r for all i .
Then there is a decomposition of the diagonal
∆ = ∆0 +∆1 + · · ·+∆n + Γ ∈ An(X¯ × X¯)Q ,
where ∆j is supported on Vj ×Wj , and Vj ⊂ X¯ is of dimension j + r, Wj ⊂ X¯ is of dimension n− j, and Γ
is supported on X¯ ×D.
Proof This is an application of the Bloch–Srinivas method [4]. We use the following two well–known lemmas:
Lemma 2 Let X and Z be quasi–projective varieties, and suppose Z is irreducible of dimension n. Then for
any i
Ai(Xk(Z)) ∼= lim−→
Ai+n(X × U) ,
where the limit is taken over opens U ⊂ Z.
Proof This is usually stated for smooth projective varieties [1, appendix to Lecture 1]. If one is brave, one goes
checking in Quillen’s work to see that the proof given in loc. cit. for the smooth case still goes on for singular
varieties. Alternatively, take a resolution of singularities and reduce to the smooth case using the “descent” exact
sequences, and the fact that lim
−→
is an exact functor.
Lemma 3 Let X be a quasi–projective variety defined over a field k, and let k ⊂ K be a field extension. Then
Ai(Xk)Q → Ai(XK)Q
is injective.
Proof This is usually stated for smooth varieties [1, appendix to Lecture 1], but the same argument works in
general: use lemma 2 to reduce to the case of a finite extension. For a finite extension, take a resolution of
singularities; for smooth varieties, the existence of the norm implies the extension map is a split injection; by
descent, the same is true for singular varieties.
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Now we proceed with the proof of lemma 1. We can reduce to some subfield k ⊂ C which is finitely
generated over its prime subfield. Consider the restriction
∆ ∈ An(X¯ × X¯)Q → An(X × X¯)Q → A0(Xk(X¯))Q .
The last group is supported in dimension r, so we get a rational equivalence
∆ = ∆0 +∆
1 + Γ 1 ∈ An(X¯ × X¯)Q ,
where ∆0 is supported on V0× X¯ , where V0 has dimension r, and ∆1 is supported on X¯×W1 for some divisor
W1, and Γ1 is supported on D × X¯ .
Applying the same process to ∆1 and continuing inductively, we end up with a decomposition
∆ = ∆0 +∆1 + · · ·+∆n + Γ
′ ∈ An(X¯ × X¯)Q ,
where the ∆j are as desired, but Γ ′ is supported on D × X¯ . Taking the transpose and renumbering, we end up
with a decomposition as desired.
Remark 1 In case X is smooth projective, lemma 1 was proven in [15], inspired by [4] and [20].
3 The smooth projective case
The following is well–known.
Proposition 1 (Jannsen [12], Kimura, Vial) Let X be a smooth projective variety of dimension n. The follow-
ing are equivalent:
(i) The groups Aalgi XQ are 0 for i < n2 ;
(ii) X has trivial Chow groups;
(iii) Niveau(AiXQ) ≤ 0 for all i;
(iv) The cycle class maps induce a ring isomorphism
A∗XQ
∼=
→ H∗(X,Q) ;
(v) For any variety Z, and for any i, the product map induces an isomorphism⊕
l+m=i
AlXQ ⊗AmZQ
∼=
→ Ai(X × Z)Q ;
(vi) For any variety Z, and for any i, j, the product map induces an isomorphism⊕
l+m=i
A
l
XQ ⊗A
m(Z, j)Q
∼=
→ Ai(X × Z, j)Q
of higher Chow groups [2].
Proof We will recall the proof, as a warm–up for what follows. To see that (i)⇒(ii), we work inductively. First,
the hypothesis Aalg0 XQ = A
hom
0 XQ = 0 implies a decomposition of the diagonal
∆ = X × x+ Γ 1 ∈ An(X ×X)Q ,
with Γ 1 supported on D ×X , for some divisor D. Considering the action of ∆ on Griffn−1XQ, we find
Griffn−1XQ = 0 .
(Indeed, the action factors over Griffn−1(D˜)Q = 0, for some desingularisation D˜.) Taken together with the
hypothesis An−1alg XQ = 0, we find that A
hom
1 XQ = 0, and we continue likewise.
After n2 steps, we end up with a decomposition
∆ = ∆0 +∆1 + · · ·+∆⌊n
2
⌋ + Γ ∈ A
n(X ×X)Q ,
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where ∆j comes from AjXQ ⊗ An−jXQ, and Γ is supported on V × X with dimV ≤ n2 . We can apply
this decomposition to Ahomi XQ to check that (ii) holds. (Indeed, for i ≥ n2 , the component Γ does not act on
Ahomi XQ for dimension reasons; neither do the ∆j act.)
To see that (ii)⇒(iii), remark that the cohomology groups H2i(X,Q) are finite–dimensional Q–vector
spaces.
To get the implication (iii)⇒(iv), let the decomposition of the diagonal act on the kernel and cokernel to see
that both vanish.
Now, let’s prove the implication (iv)⇒(v). Let S ⊂ Z denote the singular locus, and let Z˜ → Z denote a
resolution of singularities with exceptional divisor E. There is a commutative diagram with exact rows
→ Ai(X × E)Q → Ai(X × Z˜)Q ⊕Ai(X × S)Q → Ai(X × Z)Q → 0
↑ ↑ ↑
→
⊕
l+m=iAlXQ ⊗AmEQ →
⊕
l+m=iAlXQ ⊗ (Am(Z˜)⊕AmS)Q →
⊕
l+m=iAlXQ ⊗AmZQ → 0
By noetherian induction, we are thus reduced to the case where Z is smooth. Writing out a similar diagram for
a compactification, we reduce to the case where Z is smooth and projective.
Let’s suppose now Z is smooth projective, say of dimension d. We first prove surjectivity of the product
map: Take c an element of Ai(X × Z)Q. We may suppose everything (X , Z, c and the subvarieties supporting
the AiXQ) is defined over a field k ⊂ C finitely generated over its prime subfield. Consider what happens to c
under the restriction
c ∈ Ai(X × Z)Q → Ai−d(Xk(Z))Q = lim−→
Ai(X × U)Q ,
where the limit is taken over opens U ⊂ Z, and the equality is established in lemma 2. Since k(Z) ⊂ C, lemma
3 implies that
Ai−d(Xk(Z))Q → Ai−d(XC)Q
is injective, so that
Niveau
(
Ai−d(Xk(Z))Q
)
≤ 0 .
It follows that the cycle c can be written
c = b× Z + c′ ∈ Ai(X × Z)Q ,
where b ∈ Ai−nXQ and c′ supported on X × Z′, for Z′ ⊂ Z some divisor. By induction, the statement is true
for X × Z′, and so we find that c is a sum of product cycles as desired.
Next, we prove the product map is injective. So let
p :
⊕
l+m=i
AlXQ ⊗AmZQ → Ai(X × Z)Q
denote the product map, and let a be an element in Ker p. We write
a =
∑
l+m=i
al,m ∈
⊕
l+m=i
AlXQ ⊗AmZQ ,
and we let L be the maximum l for which al,m 6= 0. Hypothesis (iv) implies that ALXQ is finite–dimensional,
and that there is a perfect pairing
ALXQ ×An−LXQ → Q .
Let b1, . . . , br be a basis of ALXQ, and let b∨1 , . . . , b∨r denote the dual basis of An−LXQ. We write
aL,m =
∑
j
cjbj ⊗ dj ∈ ALXQ ⊗AmZQ .
Since by hypothesis, p(a) = 0, we have
p(aL,m) · (b
∨
j × Z) = p(a) · (b
∨
j × Z) = 0 ∈ Am(X × Z)Q .
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But p(aL,m) · (b∨j ×Z) = cj(point)× dj projects to cjdj ∈ Am(Z)Q under projection to the second factor, so
we find
cjdj = 0 ∈ Am(Z)Q ∀j .
But this means aL,m = 0; contradiction.
To get that (v) implies (i): taking Z = X , one obtains a complete decomposition of the diagonal of X;
having the diagonal act on Aalgi XQ, one obtains the required vanishing.
It remains to establish an equivalence with (vi): using a commutative diagram extending the above diagram
to the left (this exists, thanks to the notorious moving lemma for higher Chow groups [3], [17]), one is again
reduced to the case Z smooth projective. Now we use a result of Kimura [14] and Vial [23, Theorem 5], which
states that (ii) is equivalent to the fact that the Chow motive of X is a sum of twisted Lefschetz motives. Hence
the motive of X × Z is a sum of twists of the motive of Z; as higher Chow groups only depend on the Chow
motive, this implies (vi).
Finally, (vi) ⇒ (v) is obvious, and we are done.
Remark 2 Jannsen proved that properties (ii), (iii) and (iv) in proposition 1 are equivalent [12].
The fact that it suffices to consider algebraically trivial cycles (i.e. point (i) in proposition 1) is a particular
instance of a more general phenomenon, discovered by Vial: if a morphism of Chow motives f : N →M , with
N finite–dimensional, induces a surjection Aalg∗ (N)Q → Aalg∗ (M)Q, then also Ahom∗ (N)Q → Ahom∗ (M)Q is
surjective [24, Theorem 7]. The above manifestation is just the case where N is a Lefschetz motive.
Property (v) is studied in depth in [22], where it is called the “Chow–Ku¨nneth property”. Notably, [22,
Theorem 4.1] generalizes the result of Kimura and Vial evoked in the above proof.
4 The smooth quasi–projective case
In caseX is a smooth quasi–projective variety, the situation is not as well–understood as in the smooth projective
case; the equivalences of proposition 1 become difficult open problems. For instance, we raise the following
questions:
Question 2 Does the implication (i)⇒(ii) of proposition 1 still hold for X smooth quasi–projective ?
Question 3 Does the implication (iii)⇒(ii) of proposition 1 still hold for X smooth quasi–projective ?
Remark 3 For both questions, the answer is positive provided the “Voisin standard conjecture” [25, Conjecture
0.6], [26] is true. Moreover, a positive answer to either question would imply the following result: ifX is smooth
quasi–projective with trivial Chow groups, then any open U ⊂ X has trivial Chow groups. As shown in [25], this
result (i.e. that “having trivial Chow groups” transfers from a variety to its open subsets) would be a consequence
of the truth of the Voisin standard conjecture.
Here is what we can prove unconditionally:
Proposition 2 Let X be a smooth quasi–projective variety with trivial Chow groups. Then the cycle class maps
induce isomorphisms ⊕
i
AiXQ
∼=
→
⊕
ℓ
W−ℓHℓ(X,Q) .
That is,
W−ℓHℓ(X,Q) =
{
0 if ℓ is odd;
Im cli if ℓ = 2i.
Since “having trivial Chow groups” obviously implies that the niveau of all Chow groups is≤ 0, proposition
2 follows from the following more general proposition:
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Proposition 3 Let X be a smooth quasi–projective variety of dimension n. Suppose
Niveau(AiXQ) ≤ 0 for all i .
Then
W−ℓHℓ(X,Q) =
{
0 if ℓ is odd;
Im cli if ℓ = 2i.
Moreover,
cl
i : AicXQ → GrW2iH2ic (X,Q)
is injective.
Proof Let τ : X ⊂ X¯ be a smooth compactification, with boundary D. From lemma 1, we obtain a decomposi-
tion of the diagonal of X¯
∆ = ∆0 +∆1 + · · ·+∆n + Γ ∈ An(X¯ × X¯)Q ,
where ∆j is supported on Vj ×Wj , and Vj (resp. Wj) is of dimension j (resp. n − j), and Γ is supported on
X¯ ×D. Let a ∈ GrkFW−ℓHℓ(X,C), with ℓ 6= −2k. Let a¯ ∈ GrkFHℓ(X¯,C) be an element restricting to a.
The action of ∆j on a¯ is 0 for dimension reasons. (Indeed, let V˜j and W˜j denote resolutions of singularities.
Then the action of ∆j factors over
H
k+n,n−ℓ−k(V˜j ,C)
and
H
k+n−j,n−ℓ−k−j (W˜j,C) ,
and one of these groups is 0 for dimension reasons.) It follows that
a = τ∗a¯ = τ∗
(
(∆0)∗(a¯) + · · ·+ (∆n)∗(a¯)
)
= 0 ∈ GrkFW−ℓHℓ(X,C) ,
so GrkFW−ℓHℓ(X,C) for all ℓ 6= −2k. In particular, for ℓ odd we find that
W−ℓHℓ(X,C) =
⊕
j
GrjFW−ℓHℓ(X,C) = 0 .
Next, let a ∈ W−2iH2i(X,Q) ∩ F−i. Using the polarisation on H2i(X¯,Q) (cf. [26, ]), one finds there
exists a Hodge class a¯ ∈ H2i(X¯,Q) which restricts to a (i.e. τ∗a¯ = a).
For j 6= n− i, the action of ∆j on a¯ is 0 for dimension reasons. ( This is similar to the prior parenthesis: the
action of ∆j factors over
H
n−i,n−i(V˜j ,Q)
and
H
n−i−j,n−i−j(W˜j ,Q) ,
and one of these groups is 0 for dimension reasons.) For j = n− i, we have that
(∆n−i)∗a¯ ⊂ Im
(
H2i(Wn−i)→ H2iX¯
)
⊂ Imcli .
It follows that
a = τ∗a¯ = τ∗
(
(∆n−i)∗a¯+ Γ∗a¯
)
= τ∗
(
(∆n−i)∗a¯
)
⊂ Imcli .
It remains to prove the statement for cli. Taking the transpose of all elements involved, we may suppose we
have a decomposition
∆ = ∆0 +∆1 + · · ·+∆n + Γ ∈ An(X¯ × X¯)Q ,
where ∆j are as before, but Γ is now supported on D × X¯ .
Let a ∈ AicXQ, and let a¯ be the image of a in AiX¯Q. The restriction of a¯ to D is 0 (i.e., if ψ : D → X¯
denotes the inclusion, we have ψ∗(a¯) = 0 ∈ Ai(D,Q)), hence Γ∗a¯ = 0. Just as above, the correspondence ∆j
does not act on a¯ except for j = i, hence
a¯ = (∆i)∗a¯ .
Suppose now a¯ ∈ AihomX¯Q. The action of ∆i on AihomX¯Q factors over A0hom(W˜i)Q, which is 0; it follows
that a¯ = 0, whence a = 0.
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5 The singular case
In this section, we consider quasi–projective (possibly singular) varieties X . We prove our main result as
promised in the introduction; this is a version of Jannsen’s theorem for varieties whose singular locus is not
too large:
Theorem 3 Let X be a quasi–projective variety of dimension n, and suppose there is a compactification of X
with singular locus of dimension ≤ n+13 . Suppose X has trivial Chow groups. Then cycle class maps induce an
isomorphism ⊕
i
AiXQ
∼=
→
⊕
ℓ
W−ℓHℓ(X,Q) .
That is,
W−ℓHℓ(X,Q) =
{
0 if ℓ is odd;
Im cli if ℓ = 2i.
This follows from the following more precise version:
Theorem 4 Let X be a quasi–projective variety of dimension n, and suppose a compactification of X has
singular locus of dimension ≤ s. Suppose
Niveau(AiXQ) ≤ 0 for all i .
Then
W−ℓHℓ(X,Q) =
{
0 if ℓ is odd;
Im cli if ℓ = 2i,
provided ℓ ∈ [0, n− s] ∪ [2s, 2n].
Moreover,
cl
i : AicXQ → GrW2iH2ic (X,Q)
is injective in the range i > s.
Proof Let τ : X → X¯ denote the given compactification, with boundary D = X¯ \X . Applying lemma 1, we
find a decomposition of the diagonal of X¯ of the form
∆ = ∆0 +∆1 + · · ·+∆n ∈ An(X¯ × X¯)Q ,
where ∆j is supported on Vj ×Wj , and Vj ⊂ X¯ has dimension j and Wj has dimension n − j. We can view
∆ (and the ∆j) as a correspondence
∆∗ : H
i(X¯,Q) →Wi−2nH2n−i(X¯,Q) ,
where for a¯ ∈ Hi(X¯,Q), we define
∆∗(a¯) := (π2)∗
(
(π∗1 a¯) ∩∆
)
∈ Wi−2nH2n−i(X¯,Q)
(here π1 resp. π2 denotes projection on the first resp. second factor). It is easily checked that
∆∗(a¯) = a¯ ∩ [X¯] ∈ H2n−i(X¯,Q) .
(Indeed, let f : X˜ → X¯ be a resolution of singularities, with projections π˜1, π˜2 from X˜ × X˜ to the two factors.
Let ∆˜ denote the diagonal of X˜ , so that ∆ = (f × f)∗∆˜. Then
∆∗(a¯) = (π2)∗
(
π
∗
1 a¯ ∩∆
)
= (π2)∗(f × f)∗
(
(f × f)∗π∗1 a¯ ∩ ∆˜
)
= f∗(π˜2)∗
(
π˜
∗
1f
∗
a¯ ∩ ∆˜
)
= f∗
(
∆˜∗(f
∗
a¯)
)
= f∗(f
∗
a¯ ∩ [X˜]) = a¯ ∩ [X¯].)
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Case 1: ℓ ≤ n− s. Let a ∈ GrpFW−ℓHℓ(X,C), and let a¯ ∈ Gr
p
FW−ℓHℓ(X¯,C) be an element restricting
to a. According to lemma 4 below, we can find b ∈ GrW2n−ℓH2n−ℓ(X¯,C) such that
a¯ = b ∩ [X¯] ∈ W−ℓHℓ(X¯,C) .
The “Poincare´ duality” map from H2i to H2n−i, being a map of Hodge structures, is strictly compatible with
the Hodge filtration, so we may suppose b ∈ Grp+nF . Note that we have
a = τ∗a¯ = τ∗
(
(∆0)∗b+ · · ·+ (∆n)∗b
)
∈ GrpFW−ℓHℓ(X,C) .
On the other hand, for dimension reasons we have
(∆j)∗Grp+nF GrH
2n−ℓ(X¯,C) = 0 unless 2n− ℓ = 2j = 2(p+ n) .
It follows that a = 0 if ℓ 6= −2p; in particular W−ℓHℓ(X,Q) = 0 for ℓ odd.
Next, let ℓ = 2i and consider a ∈ W−2iH2i(X,Q). Using lemma 4, we can find again b ∈ H2n−2i(X¯,Q)
such that
a = τ∗
(
b ∩ [X¯]
)
= τ∗
(
(∆0)∗b+ · · ·+ (∆n)∗b
)
∈ H2i(X,Q) .
But for reasons of dimension,
(∆j)∗b = 0 for j 6= n− i ,
and clearly
(∆n−i)∗b ∈ Im cli .
Case 2: ℓ ≥ 2s. Let S ⊂ X denote the singular locus, and U = X \ S the non–singular locus. Then
obviously
Niveau
(
Ai(U)Q
)
≤ 0 for all i .
This implies (by proposition 3 above) that
cli : AiUQ →W−2iH2i(U,Q)
is surjective for all i, and W−ℓHℓ(U,Q) = 0 for ℓ odd. But the map
W−ℓHℓ(X,Q) → W−ℓHℓ(U,Q)
is an isomorphism for ℓ > 2s, so
W−ℓHℓ(X,Q) = 0 if ℓ > 2s is odd .
Restriction induces a surjection
W−2iH2i(X,Q)→ W−2iH2i(U,Q)
for reasons of weight; this fits into a commutative diagram with exact rows
AiSQ → AiXQ → AiUQ → 0
↓ cli ↓ cli ↓ cli
W−2iH2i(S,Q) → W−2iH2i(X,Q) → W−2iH2i(U,Q) → 0 .
The right vertical arrow is surjective, as we just noted, and the left vertical arrow is an isomorphism for i ≥ s.
The ”Moreover” part follows from the commutative diagram
AicUQ → A
i
cX
↓ ↓
GrW2iH2ic (U,Q) → GrW2iH2ic (X,Q)
The horizontal maps are isomorphisms since i > s; the left vertical arrow is injective by proposition 3.
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Lemma 4 Let X be a projective variety of dimension n, and with singular locus of dimension ≤ s. Then the
natural map
GrWj Hj(X,Q) →Wj−2nH2n−j(X,Q)
is injective for j ≤ n− s, and surjective for j ≥ n+ s.
Proof Let IHjX denote middle–perversity intersection homology with rational coefficients. It follows from
work of Durfee [5] that
IH
j
X =
{
GrWj Hj(X,Q), j ≥ n+ s;
Wj−2nH2n−j(X,Q), j ≤ n− s .
It is well–known [9], [10] that the “Poincare´ duality” map factors as
GrWj Hj(X,Q) → IHjX → Wj−2nH2n−j(X,Q) .
Moreover, it is known by work of Weber [27] (cf. also [11]) that the first arrow is injective, and the second arrow
surjective.
Remark 4 It seems likely theorem 4 is true without any condition on the singular locus. This is proven by Lewis
[18, Corollary (0.2)], under the assumption of (a generalized version of) the generalized Hodge conjecture.
Remark 5 Linear varieties (in the sense of [21]) form a subclass of the class of varieties with trivial Chow groups.
For a projective (possibly singular) linear variety X , Totaro has shown [21] that
cli : AiXQ → W−2iH2i(X,Q) ,
cl
i : AiXQ → GrW2iH2i(X,Q)
are isomorphisms for all i. (The first isomorphism is [21, Theorem 3]; the second isomorphism is obtained by
combining the first isomorphism with [21, Theorem 2].)
The argument in the proof of theorem 4 suggests the following question:
Question 4 Let X be any quasi–projective variety with Niveau(AiXQ) ≤ 0 for all i. Is it true that the natural
map
Im
(
A
∗
XQ → A∗XQ
)
→ Im
(
H
∗(X,Q)→ H∗(X,Q)
)
is an isomorphism ?
A partial answer is given by the following result: for X projective, the right–hand side is generated by
algebraic cycles.
Proposition 4 Let X be a projective variety of dimension n, and suppose Niveau(AiXQ) ≤ 0 ∀i. Then
Im
(
H
∗(X,Q) → H∗(X,Q)
)
is generated by algebraic cycles. That is,
Im
(
H
ℓ(X,Q)→ H2n−ℓ(X,Q)
)
=
{
0 if ℓ is odd ;
⊂ Im cln−i if ℓ = 2i .
Proof First, let’s suppose ℓ is odd. Then the vanishing of Im(Hℓ(X,Q) → H2n−ℓ(X,Q)) follows from the
following lemma:
Lemma 5 Set–up as in the proposition. Then
Grp−nF
(
Im
(
H
ℓ(X,C)→ H2n−ℓ(X,C)
))
= 0 for ℓ 6= 2p .
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Proof (of the lemma) By strict compatibility of the Hodge filtration, the group in the statement of the lemma is
the same as
Im
(
GrpFH
ℓ(X,C)→ Grp−nF H2n−ℓ(X,C)
)
.
This is the same as
∆∗GrpFH
ℓ(X,C) ,
where correspondences act as defined in the proof of proposition 4. Now we apply the decomposition of ∆ given
by lemma 1. The action of the component ∆j factors as follows:
· · ·
↑ ↓
GrpFH
ℓ(V˜j ,C) Grp−nF H2n−ℓ(W˜j,C)
↑ ↓
GrpFH
ℓ(X,C)
(∆j)∗
→ Grp−nF H2n−ℓ(X,C)
Since dim V˜j = j, the upper left group vanishes for p > j; likewise, since dim W˜j = n− j, the upper right
group vanishes for p < j. It follows that the only non–trivial action is for p = j. But the group GrjFH
ℓ(V˜j ,C)
vanishes unless ℓ = 2j.
It remains to treat the case ℓ = 2i. Let a ∈ H2i(X,Q). From the proof of the above lemma, we find that
a ∩ [X] = ∆∗a = (∆i)∗a ∈ H2n−2i(X,Q)
(indeed, for j 6= i, the action
(∆j)∗H
2i(X,C) = 0 ∈ H2n−2i(X,C) ,
since it is 0 on each GrpF . But
H2i(X,Q)
(∆j)∗
→ H2n−2i(X,Q)
↓ ↓
H2i(X,C)
(∆j)∗
→ H2n−2i(X,C)
commutes, so that also (∆j)∗H2i(X,Q) = 0 for j 6= i.)
But
(∆i)∗H
2i
X ⊂ Im
(
H2n−2i(Wi,Q))→ H2n−2i(X,Q)
)
⊂ Im cln−i .
Remark 6 A result analogous to Jannsen’s theorem is proven by Esnault–Levine [6]. They prove that if X is
smooth projective such that all cycle class maps into Deligne cohomology are injective, these cycle class maps
are surjective (this is reproven, and rendered more precise, in [23, Theorem 4].) Lewis extends this to singular
and quasi–projective varieties, again assuming (a generalized version of) the generalized Hodge conjecture [18,
Corollary (0.3)]. It would be interesting to try whether the approach of the present note can be applied to this
problem; I haven’t looked into this.
Remark 7 The argument of the proof of theorem 4 can also be used to obtain a new version of Mumford’s
theorem for singular varieties, plus a verification of the Hodge conjecture for certain singular varieties [16].
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