Sentiment classification in text documents is an active data mining research topic in opinion retrieval and analysis. Different from previous studies concentrating on the development of effective classifiers, in this paper, we focus on the extraction and validation of unexpected sentences issued in sentiment classification. In this paper, we propose a general framework for determining unexpected sentences. The relevance of the extracted unexpected sentences is assessed in the context of text classification. In the experiments, we present the extraction of unexpected 1 sentences for sentiment classification within the proposed framework, and then evaluate the influence of unexpected sentences on the quality of classification tasks. The experimental results show the effectiveness and usefulness of our proposed approach.
Introduction
Sentiment classification received much attention in analyzing personal opinion orientations contained in user generated contents, such as customer reviews, online forums, discussion groups, blogs, etc., where the orientations are often classified into positive or negative polarities. Although the sentiment classification of personal opinions is determinative, the sentences expressing the sentiment opposite to the overall orientation expressed by the document can be interesting for many purposes.
For instance, a customer review that has been classified into positive opinions about a product may contain some sentences pointing out the weakness or faults of the product, or a review classified as negative may nevertheless recognizes the good points of the product. Therefore, in our previous work [19] , we proposed a belief driven approach to extract opposite sentiments in classified free format text documents.
Indeed, sentiment classification can be regarded as a sub-category of text classification tasks. The task of text classification is generally performed by the classifier that describes how a document is classified (a systematic survey can be ever the contents on football can be considered as unexpected. One reason to study the unexpected sentences contained in text documents is that according to the principle of classifiers, unexpected sentences may decrease the accuracy of classification results. Further, another reason is that unexpected contents can be interesting because they are unexpected: as an interestingness measure for data mining, unexpectedness [33] is concerned by many literatures in the past years and has shown a special performance in a broad of real-world applications [8, 24, 35, 14, 25, 18, 19] .
In this paper, we study the sentiment classification assessed extraction and validation of unexpected sentences. We propose a general framework for determining unexpected sentences in the context of text classification. In this framework, we use sequential pattern based class descriptors for generalizing the characteristics of a document with respect to its class, and unexpected class patterns are therefore generated from the semantic oppositions of the elements contained in class descriptors. An unexpected sentence can be stated in a text document by examining whether it contains any unexpected class patterns. The semantic oppositions of a class descriptor can be determined in various manners.
For sentiment classification tasks, the semantic oppositions of sentiment can be directly determined by finding antonyms of adjectives and adverbs. Therefore, in the experiments, we present the extraction of unexpected sentences for sentiment classification within the proposed framework.
Moreover, the effectiveness of subjective approaches to discover unexpected patterns or rules are often judged with respect to domain expertise [24, 35, 25, 18, 19] . In [19] , the discovered sentences containing opposite sentiment are examined by human experts. In this paper, we also propose a cross-validation process for measuring the overall influence of unexpected sentences by using text classification methods. The experimental evaluation shows that the accuracy of classification are increased without unexpected sentences. Our experiments also show that in the results obtained from the same document sets with randomlyremoved sentences, the accuracy are decreased. The comparison between the classification accuracy of the documents containing only randomly-selected sentences and containing only unexpected sentences shows that the latter is significantly lower.
The rest of this paper is organized as follows. The related work is introduced in Section 2. In Section 3, we present the extraction of unexpected sentences in text documents. Section 4 shows our experimental results on the extraction and validation of unexpected sentences. Finally, we conclude in Section 5 with future research directions.
Related Work
We study the unexpected sentences in the context of sentiment classification that classifies documents with respect to the overall sentiment expressed.
Sentiment classification is often used to determine sentiment orientation in user reviews [26, 38, 7, 11, 27, 19] . The extraction of sentiment orientations is closely connected with Natural Language Processing (NLP) problems, where the positive or negative connotation are annotated by the subjective terms at the document level [38, 7, 27] . In order to obtain precise results, many approaches also consider sentence level sentiment orientation, such as [7, 43, 11, 39, 40] .
In recent literatures, many various methods have been proposed to improve the accuracy and efficiency of sentiment classification, where machine learning based text classification methods are often applied. For instance, Pang et al. [26] studied the sentiment classification problems with Naive Bayes, maximum entropy, and support vector machines; Turney [38] proposed an unsupervised learning algorithm for classifying reviews with sentiment orientations. The effectiveness of text classification techniques has been addressed in a large range of application domains including categorizing Web pages [44, 21, 34, 36] , learning customer reviews [38, 7] , and detecting sentiment polarities [26, 4] .
Actually, sentiment classification are performed by considering the adjectives contained in sentences [9, 37] . In [19] , we present the problem of finding opposite sentiments in customer reviews, where we construct a set of sentiment models from adjective based frequent structures of sentences. We use WordNet
[6] for determining the antonyms of adjectives required for constructing the belief base, which has been used in many NLP and opinion mining approaches. For instance, in the proposal of [15] , WordNet is also applied for detecting the semantic orientation of adjectives. In this paper, we extendedly propose a general model of document class descriptors, which considers the adjectives, adverbs, nouns, verbs and negation identifiers.
We focus on discovering unexpected sentences with respect to document class, where unexpectedness is a subjective measure of interestingness. In [23] , McGarry systematically investigated interestingness measures for data mining, which are classified into two categories: the objective measures based on the statistical frequency or properties of discovered patterns, and the subjective measures based on the domain knowledge or the class of users. Subjective measures are studied in [33] , in particular the actionability and unexpectedness. The term actionability stands for reacting to the discovered patterns or sequences to users advantage. The term unexpectedness stands for the newly discovered patterns or sequences that are surprising to users.
Unexpectedness is determined in terms of beliefs, which can be defined with respect to the notion of semantics. In [24, 25] , Padmanabhan propose a beliefdriven approach to find unexpected association rules, where a belief is given from association rule, and the unexpectedness is stated by the semantic opposition between patterns. In [18] , we proposed the discovery of unexpected sequences and rules with respect to the completeness occurrence, and semantics of sequences, where the belief system is constructed from sequence rules and semantic contradiction between sequences. In [19] , we proposed the extraction of opposite sentiments, where beliefs are defined from the contextual models of sentiment with respect to antonyms of adjectives.
Discovering Unexpected Sentences
In this section, we formalize the free-format text documents with PoS tags within the framework of sequence data mining, then we propose sequential pattern based class descriptors, from which unexpected class patterns can be generated and applied for discovering unexpected sentences.
Part-of-Speech Tagged Data Model
We are considering free-format text documents, where each document consists of an ordered list of sentences, and each sentence consists of an ordered list of words.
In this paper, we treat each word contained in the text as a lemma associated with its PoS tag, including noun (n.), verb (v.), adjective (adj.), adverb (adv.), etc., denoted as (lemma|pos). For example, the word "are" contained in the text is depicted by (be|v.), where be is the lemma of "are" and verb is the PoS tag of "be". Without loss of generality, we use the wild-card * and simplified PoS tag for denoting a generalized word. For instance, ( * |adj.) denotes an adjective; ( * |adv.) denotes an adverb, ( * |n.) denotes a noun, ( * |v.) denotes a verb, and so on. Further, the negation identifiers are denoted as ( * |neg.), including not, 'nt, no and never. We use a generalization relation between two words having the same PoS tag, which is a partial relation such that: let 
The PoS tagged data model is purposed for the ease of data mining tasks. It is not difficult to see that the computational process cannot handle the support of the word "actor" in the sentence "the actors in this film are all also very good" without proper preprocess of the model of text. On the other hand, importing
PoS tags into the data model makes it possible to focus only on specified parts of text, such as for building text class descriptors by adjectives and nouns.
Class Descriptors
In [ Given a document D and a sentence s # ∈ D such that for a class C i we have
, then there exists a set S of phrases such that for each
We say that such a phrase s supports the class C i , denoted as s |= C i , and this phrase s is called a key phrase of C i . Further, given a key phrase s of a class C i , there exists a set W of words such that for each word w ∈ W we have w ⊆ s and
We say that such a word w supports the class C i , denoted as w |= C i , and this word w is called a key word of C i . In additional, we denote s |= C i (respectively for w |= C i ) that the phrase s is not a key phrase of the class C i , in this meaning,
With a threshold τ i for a class C i and a document D, let D |= C i denote that Ω i (D) ≥ τ i is interpreted as T rue for the classification task, then the following theorem is immediate.
Theorem 1 Given a class
Notice that for Theorem 1, the set (D \ D ′ ) can be empty. In this case, each sentence s # ∈ D supports the class C i . According to the definitions of sentence and phrase in Section 2.1, we have the following lemma. However, given a large set Π of pre-classified documents under the class C i , it is practically difficult to construct the predictive phrase set S + i containing all predictive phrases in each document. On the other hand, association rules [1] and sequential patterns [2] have been used for building text classifiers [20, 17, 3, 13] , where word frequency is a key factor for computing classification status value. In this paper, we consider the frequent phrases contained in the pre-classified document set as an approximation of the predictive phrase set, so that the class descriptor can further be approximately built from the discovered frequent phrases by filtering the adjectives, adverbs, nouns, verbs, and negation identifiers. In the rest of the paper, unless explicitly noticed, we consider the approximate class descriptor as the class descriptor.
A class descriptor consists of a set of maximal frequent phrases where each phrase is a class pattern, which can be modeled by its structure. A class pattern p = w 1 w 2 . . . w n is an ordered list of words, which can also be denoted as 
Unexpected Sentences
Given a class pattern p of a text document set Π under a class C i , we consider the pattern p as a belief on the class C i . Hence, an unexpected class pattern is a phrase that semantically contradicts the class pattern p.
We first propose the notion of φ-opposition pattern of class patterns. For facilitating the following descriptions, let us consider the semantic opposition relation w 1 = ¬w 2 between two words, which denotes that the word w 1 semantically contradicts the word w 2 . We have w 1 = ¬w 2 ⇐⇒ w 2 = ¬w 1 . The semantic opposition between words can be determined by finding the antonyms or computing the semantic relatedness of concepts. Currently, the computation of semantic relatedness between concepts have been addressed by various methods [5, 28, 10, 45] . Given a class pattern p, there exist various φ-opposition patterns of p.
For example, by detecting the antonyms of words, for a 2-phrase class pattern (be|v.)(good|adj.), (be|v.)(bad|adj.) is one of its 1-opposition pattern since (good|adj.) = ¬(bad|adj.); for a 3-phrase class pattern (be|v.)(good|adj.)(man|n.), according to (good|adj.) = ¬(bad|adj.) and (man|n.) = ¬(woman|n.), two 1-opposition patterns and one 2-opposition pattern can be generated.
Notice that the negation is not token into account with the notion of φ-opposition pattern, however it is considered as a general word. For example, ( * |neg.)(bad|adj.) is generated as a 1-opposition pattern of the class pattern ( * |neg.)(good|adj.).
To take into consideration the negation of sentences, the notion of φ-negation pattern is proposed as follows.
Definition 4 Let p = w 1 w 2 . . . w k be a k-phrase class pattern and
implies w = ( * |neg.), then the phrase p ′ is a φ-negation pattern of p.
Not difficult to see, the generation of φ-negation patterns depends on the value of φ. For example, from the class pattern (be|v.)(good|adj.), a 2-negation pattern ( * |neg.)(be|v.)( * |neg.)(good|adj.) can be generated.
Unexpected class patterns can be therefore generated from φ-opposition and φ-negation patterns of a class pattern. In this paper, we focus on 1-opposition and 1-negation patterns for generating unexpected class patterns.
Given a class descriptor P 
Therefore, if the results of the cross-validation of document classification
shows that the changes of accuracies correspond to the hypothesis on discovered unexpected sentences as proposed in 1, the we can say that the exception phrases contained in discovered unexpected sentences are valid, because the elimination of such sentences increases the accuracy of the classification task.
Experimental Evaluation
In this section, we present our experimental evaluation on the unexpected sentences in free format text documents within the context of sentiment classification, where the unexpected class descriptors are built from antonyms of word (determined by WordNet, including adjectives and adverbs) contained in class descriptors.
The data set concerned in our experiments is the movie review data from [27] , which consists of pre-classified 1,000 positive-sentiment and 1,000 negativesentiment text reviews. Thus, we consider "positive" and "negative" as two document classes in our experiments, and the goal is to discover unexpected sentences against the two classes and to validate discovered unexpected sentences.
Extraction of Unexpected Sentences
All documents are initially tagged by the TreeTagger [12] toolkit introduced in [31] to identify the PoS tag of each word [30] . In order to reduce the redundancy in sequence-represented documents, we only consider the words that constitute the class descriptors including the adjectives, adverbs, verbs, nouns, and the negation identifiers. All words associated with concerned tags are converted to The total corpus contained in the data set consists of 1,492,681 words corresponding to 7.6 Megabytes. Table 1 sequence-represented documents are combined into one large sequence database, and then we perform closed sequential pattern mining algorithm CloSpan [41] to find class patterns describing the document class. Fig. 1 shows the number of the discovered sequential patterns with different sequence length. According to the figure, the numbers of 4-length and 5-length sequential patterns strongly deceases when the minimum support value increases, for instance, with min supp = 0.05%, the numbers of 2-, 3-, 4-, and 5-length sequential patterns of the class "positive" are respectively 7013, 3677, 705, and 46. Therefore, in order to obtain signifiant results, we find the class patterns limited to 2-and 3-length sequential patterns for next steps of our experiments. The appearance of discovered 2-phrase class pattern models are listed in Table 2 , ordered by the alphabet of models and ( * |neg.) with respect to different minimum support values. In order to save paper size, we only list the models corresponding to the min conf values 0.01%, 0.03%, and 0.05%. For discovered 3-phrase class pattern models, the top-10 most frequent ones corresponding to min conf = 0.01% are listed in Table 3 .
Class Pattern positive negative positive negative positive negative Table 2 : 2-phrase class pattern models.
The unexpected class patterns are generated from the semantic oppositions of class patterns. In our experiments, the lexical database WordNet [6] is used for determining the antonyms of adjectives and adverbs for constructing semantic oppositions. For a class pattern, if there exist an adjective and an adverb Table 3 : 10 most frequent 3-phrase class pattern models. together, then only the antonyms of the adjective will be considered; if the adjective and adverb have no antonym, then this class pattern will be ignored;
if there exist more than one antonym, than more than one unexpected class pattern will be generated from all antonyms. The total numbers of unexpected 2-phrase and 3-phrase class patterns are shown in Fig. 3 . 
Validation of Unexpected Sentences
The goal of the evaluation is to use the text classification method to validate the unexpectedness stated in the discovered unexpected sentences with respect to the document class. The unexpectedness is examined by the Bow toolkit [22] with comparing the average accuracy of text classification tasks with and without unexpected sentences.
Three methods, k-Nearest Neighbor (k-NN), Naive Bayes, and TFIDF are selected for testing our approach by using classification tasks. The k-NN method [42] based classifiers are example-based that for deciding whether a document D |= C i for a class C i , it examines whether the k training documents most similar to D also are in C i . The Naive Bayes based classifiers (see [16] ) compute the probability that a document D belongs to a class C i by an application of Bayes' theorem, which accounts for most of the probabilistic approaches in the text classification. Nevertheless, the TFIDF (term frequency-inverse document frequency) [29] based classifiers compute the term frequency for deciding whether a document D belongs a class C i , however an inverse document frequency factor is incorporated which diminishes the weight of terms that occur very frequently in the collection and increases the weight of terms that occur rarely. Briefly, in order to learn a model, a prototype vector based on the TFIDF weight of terms is computed for each class, and then the cosine value of a new document between each prototype vector is calculated to assign the relevant class. According to the principle of TFIDF weight, Fig. 8(a) shows that the effect of comment frequent words in classification tasks is important, so that the We also test the accuracy of the classification tasks on the documents consisting of only unexpected sentences, to study the characteristics of unexpected sentences, as shown in Fig. 9 and Fig. 10 . Not difficult to see, the unexpected sentences are difficult to be classified with comparing to original documents. As discussed in previous analysis, the effect of the most frequent common words in k-NN based classifiers is strong.
Conclusion
In this paper, we study the effects of unexpected sentences in sentiment classification. We first formalized text documents with PoS tags, and then proposed The approach proposed in this paper considers 1-opposition and 1-negation unexpected class patterns, which limits the performance of discovering unexpected sentences, although the effectiveness has been already shown. In our future research, we will focus on the construction of complex unexpected class patterns, such as 2-opposition and 2-negation patterns. Further, our approach is theoretically common for discovering unexpected sentences with respect to the general text classification problems, however, the generation of φ-opposition unexpected patterns are currently limited in determining the antonyms of words, which is suitable for adjective and adverb based document classes, for example the positive and negative polarities in sentiment classification. In order to practically porting our approach to more general cases, for example topic-based document classes, we are interested in adopting semantic hierarchies for generating φ-opposition unexpected patterns by determining the relatedness between concepts.
