ABSTRACT We present an efficient approach for real-time continuous human action recognition with depth sensors. Instead of using the powerful but quite complex deep neural networks, our approach uses a lightweight discriminative frame-level descriptor, which is called the context pose (CP). The objective is to make our approach realistic in mobile depth sensor applications. CP integrates the context of the motion within a depth video. CP can increase the discriminative power of the frames and enable more frames to represent actions. CP is incorporated with a new part-based random decision forest (PRDF) method. The PRDF is designed to automatically select the optimal combination of body parts to represent and distinguish each action. We evaluate our approach on three classical single-action benchmark datasets. The experiments show that our approach has 200 frames/s and wins superior performances to the existing frame-level descriptors and classifiers in terms of accuracy.
I. INTRODUCTION
Continuous human action recognition at home is promising for various applications such as indoor gaming, healthcare, and elderly or patient monitoring. There have been many excitingly accurate methods for action recognition [22] , [23] , [29] . Nonetheless, the current activity recognition approaches are not suitable for mobile applications with real-time requirements because most of them use deep neural networks with tremendous depths. Our experiences with deep neural networks show that the neural network algorithms are time-consuming. The problem is particularly severe for the neural networks with thousands of layers. Consequently, they are not applicable to the mobile embedded sensing devices for activity recognition.
In this paper, we propose a light-weight approach. The central part of our approach is a discriminative frame-level descriptor named context pose (CP), which directly combines the context motion information with a static pose. First, we use the pairwise relative positions of joints in the current frame to capture the static pose feature. Then, we apply the temporal gradient and Fourier descriptor of the 3D joint trajectory to describe the context motion information.
The temporal gradient captures the motion property of the current frame and other frames, whereas the Fourier descriptor characterizes the global shape information of a trajectory. In Fig. 1 , the context motion information significantly increases the discriminative power of a frame and enables more frames to represent the actions. In addition, our descriptor captures the key temporal information of motions. Such temporal information sets have been proven valuable in various purpose motion tracking studies [8] , [34] .
Furthermore, a discriminative modified random decision forest learning algorithm, which is called the part-based random decision forest (PRDF), is proposed. From the observation of human actions, most actions commonly involve one or several body parts. For example, the actions ''throw'', ''clap'', ''wave'', and ''draw'' only require the hands. Studies have demonstrated that the part-based approaches are robust to noise and partial occlusion. For human action recognition, it is reasonable to assume that each action can be well represented by one or several body parts. Using only hand information instead of all body parts to represent the actions such as ''tick'', ''draw circle'' and ''hammer'' is robust, compact and discriminative. Therefore, we design the PRDF to automatically select the optimal combination of body parts to represent and distinguish each action, which makes our method capable of dealing with the partial occlusion. An overview of our approach is shown in Fig. 2 .
Most existing methods only focus on the recognition of a single action sequence. Compared with single action recognition, continuous action recognition is of great challenge because of uncertain starting and ending times, the uncertain number of action instances and temporal misalignments. Taking advantage of our discriminative context pose descriptor, our method can recognize and segment continuous human actions simultaneously. To evaluate our action segmentation method, we introduce a challenging Multi-Action3D dataset obtained by Kinect2 and publish this dataset on our website. In summary, the major contributions of this work are as follows. (1) A novel discriminative frame-level descriptor, which is CP, is formed. We experimentally show that CP has higher discriminative power than the existing frame-level descriptors. (2) A modified random decision forest (PRDF) is obtained. PRDF can automatically find the optimal combination of body parts to represent and distinguish each action. PRDF is robust to partial occlusion and suitable for action recognition. (3) A continuous human 3D action dataset is collected.
The proposed approach is evaluated on four datasets: MSR-Action3D [28] , UTKinect-Action [31] , Florence 3D actions [17] and a Human Multi-Action3D dataset, which we collected. The four datasets are captured using Kinect devices. Our extensive experimental results show that the proposed method significantly outperforms the state-of-theart methods for the single-action recognition, and the proposed approach can effectively detect actions for multi-action sequence. Moreover, the proposed approach is robust to noise, viewpoint invariants and partial occlusion.
The remainder of this paper is organized as follows. Section 2 reviews the related work. Section 3 describes our frame-level descriptor as human action representation. Section 4 presents our action recognition and segmentation approach using the part-based random decision forests. Section 5 provides the experimental results and discussion. Section 6 concludes the paper and outlines the future work.
II. RELATED WORK
In this section, we briefly review the human action recognition approaches that are most related to our approach.
A. FRAME-LEVEL DESCRIPTOR
The frame-level descriptor based on pose representation has been applied in many previous studies [14] . These framelevel descriptors can be broadly grouped into two main categories: pose descriptor and local motion pose descriptor. The pose descriptor only uses the pose feature to characterize the frame. For 2D human action recognition, silhouettes are extensively used to describe the pose feature [2] . Thurau and Hlavác [20] also use the HOG descriptors to encode the pose information. In addition, extensive pyramidal features (EPFs) including Gabor, Gaussian, and wavelet pyramids are proposed to represent human pose [11] .
Considering that not all poses are informative and discriminative for action recognition, Cheema et al. [2] proposed to select the key pose to obtain visually distinct representations. For 3D human action recognition, a pose feature based on 3D skeleton joints is popular. Xia et al. [31] proposed to use the histograms of 3D joint locations (HOJ3D) to represent the pose feature. Wang et al. [27] compute the pairwise joint location as the representation of a human pose. Meanwhile, the local motion pose descriptor directly and independently couples the local motion information with a static pose, which increases the discriminative power of the frame-level descriptor.
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Xu et al. [35] propose to combine the skeletal pose with local motion. They use the location of joints as the representation of a posture and subsequently use the HOG3D to capture the local motion information. Yang and Tian [36] compute the pairwise joint positions in the current frame as the representation of postures, add the motion property and offset of the joints as the frame-level descriptor. A similar representation was used in [7] . Zanfir et al. [39] further propose the moving pose descriptor by incorporating the speed and acceleration of the human body joints in a short time window around the current frame into the pose feature. However, these frame-level descriptors ignore the temporal dependencies among video frames, since they only capture the motion information in a short action sequence. This decision greatly limits its discriminative power when similar poses are shared in different actions. Therefore, only a few frames have strong discriminative power to identify the class of the frame. Our work differs in that the context motion information of skeleton joints is added to the pose feature. The context motion information captures the temporal structure information of an action and characterizes more motion information of an action, which further increases the discriminative power of the frame-level descriptor and enables more frames to represent actions.
B. PART-BASED APPROACHES
Part-based approaches have been widely applied in computer vision, such as pose estimation [37] , tracking [38] and action recognition [21] . These studies have demonstrated that the part-based approaches are robust to noise and partial occlusion. For human action recognition, it is reasonable to assume that each action can be well represented by one or several body parts. Motivated by the pictorial structure model and framework of sparse representations for recognition, Wang et al. [27] propose to characterize the human actions with a new actionlet ensemble model, which represents the interaction of a subset of human joints. Although these methods have shown good performance in action recognition, they require pre-segmented datasets, and the computational time is large. Thus, these methods are not suitable for real-time continuous human action recognition. Unlike previous works, we propose a part-based random decision forest, which is a combination of the pictorial structure model with random decision forest. Moreover, our method is real-time and can automatically process continuous human action sequences. To our knowledge, this paper is the first to integrate the partbased approach with random decision forests.
C. ACTION SEGMENTATION
To recognize the continuous human actions, one must address a temporal segmentation problem. However, most previous works on action recognition focus on single-action recognition [19] . Few methods address the action segmentation problem. A common approach for action segmentation is sliding windows [12] . A test video is divided into differently sized overlapping segments using sliding windows of different sizes; then, one computes a confidence score for each candidate segment. This method is simple to implement and can be applied in most action representations and classifications, but it is commonly computationally intensive. Thus, these methods are not suitable for real-time action recognition and segmentation. Another approach for action segmentation is the hidden Markov model [13] . However, it requires a large amount of training data.
In general, HMMs require large amount of training data in a relatively high dimensional space and the HMM structure must be adaptively designed for specific application domains. Other approaches for action segmentation is through segmental grammars. However, learning a segmental grammar model requires a significantly larger amount of training data, too. Furthermore, the trained model is rather complex. Consequently they are not suitable for real-time applications. Therefore, in this paper, we propose a light-weight but accurate approach that can automatically process continuous human action sequences. Our approach has a processing speed of over 200 frames/second.
III. ACTION REPRESENTATION
This section describes our discriminative frame-level descriptor in detail to represent the actions. For each frame t, we extract a descriptor, which is a combination of static pose feature F P of the current frame and context information feature F C in a long time window around the current frame, as shown in Fig. 3 . In addition, we propose an approach based on the entropy and k-means to select the shared frame descriptors in different action types.
A. DISCRIMINATIVE FRAME-LEVEL DESCRIPTOR
Let V = {f 1 , · · · , f i , · · · , f M } be an action sequence, where f i denotes the frame in the sequences, and M is the total number of frames. For each frame, N skeleton joints of the human body can be tracked by the skeleton tracker [18] or Motion Capture system: f = p 1 , · · · , p j , · · · , p N , where p j is the 3D skeleton joints, and each joint j is uniquely defined by three coordinates p i = {x, y, z}. The coordinate point uses the normalized operation procedure [39] . This normalized point introduces the benefit of reducing intra-class variability.
1) STATIC POSE FEATURE
To capture the pose information of the current frame, we use the pair-wise joint differences [28] , [36] in the current frame to represent our static pose feature:
where p i (x) is the x coordinate of the i-th joint.
2) CONTEXT MOTION FEATURE
Using the static pose feature alone is insufficient to model actions because not all poses are informative and discriminative. In addition, many poses are shared by different action types. Most past studies select the most representative and discriminative poses to represent the actions. However, it is ambiguous and difficult to recognize actions using merely a few representative and discriminative poses, particularly for complex human action datasets. To increase the discriminative power of a frame and enable more frames to represent actions, we add the context motion information in a long time window around the current frame to the framelevel descriptor. We apply the temporal gradient and Fourier descriptor of the 3D joint trajectory to describe the context motion information. For current frame f t , N trajectories of skeleton joints are extracted from subsequences around the current frame, and each trajectory is a set of 3D skeleton
is the i-th skeleton joint in the frame j, and L = 2k + 1 is the length of the trajectory.
To capture the motion property of the current frame and other frames, we use simple temporal gradient features to characterize the trajectory. The temporal gradient d is defined as the difference of skeleton joints between the current frame t and other frame j:
The temporal gradient feature F TG for each trajectory is defined as:
The Fourier descriptor has been successfully applied to many shape representation applications because of its advantages such as simple derivation, simple normalization, simple matching and robustness to noise. To capture the global shape information of the trajectory, we further use the Fourier descriptor to characterize our trajectory feature. Each trajectory can be considered as a three-dimensional signal: vector x(t) with length L can be described by the Fourier coefficients based on the following Fourier transform:
The Fourier coefficients Z u describe the frequency contents of the trajectory vector: a value of u close to zero describes the low-frequency information that determines the global shapes, and higher frequencies describe the fine details of the trajectories. Considering that the 3D skeleton joints captured by Kinect are noisy, we only use its low-frequency coefficients and setû = [1, 2, 3, 4] as the features. Hence, we can obtain a Fourier feature vector F FD for each trajectory:
The combination of the temporal gradient feature and Fourier feature of each skeleton joint forms the context motion feature:
The context motion feature of each frame t is a vector that consists of the context motion feature F cm of all skeleton joints, which is denoted by F C .
For frame t, we calculate a frame-level descriptor as a concatenation of the static pose feature and context motion feature:
The context motion information within a long window around the current frame can also capture the temporal information of an action. In this paper, we only choose 10 points from 20 human skeleton points, as shown in Fig. 4 . Our experimental result shows that using only 10 skeleton joints instead of 20 skeleton joints as the features is sufficient for the proposed method to achieve better performance on benchmark datasets. Moreover, using 20 skeleton joints seriously reduce the training and testing speed.
IV. ACTION RECOGNITION AND SEGMENTATION
Random decision forest (RDF) algorithms [1] have been applied to many tasks and have the following advantages: (1) robust to outliers and noise; (2) fast training even with thousands of potential predictors; (3) resistant to overtraining; and (4) simple and can be easily parallelized. In this section, VOLUME 6, 2018 first, we briefly review the general random decision forest (RDF) algorithm [1] . Then, we introduce the modified randomized decision forest (PRDF) for action recognition based on the general random decision forests.
A. RANDOM DECISION FORESTS
Given a training set D = [F 1 , · · · , F n ], a random forest is created by independently training a set of random decision trees on random subsets of the training set D. A decision tree consists of split and leaf nodes. A split node concludes a feature f i and a threshold τ obtained from training. Each decision tree is trained using the following algorithm [1] : 1) 65% of training samples X and 10% of splitting candidates φ = {f i , τ } are randomly selected to grow a tree. 2) For a split node, the set of training samples X can be divided into left X l and right X r subsets by the corresponding candidate splitting φ:
where f i (F) denotes the i-th feature value of the training sample F. 3) Select the best φ according to the largest information gain:
where G(φ) refers to the information gain, and E(X ) denotes the entropy of X . 4) Then recurse for left and right subsets X l and X r until the depth of a node reaches the maximum depth H , or its entropy E(X ) = 0. 5) For a leaf node, a probability distribution P(X l eaf ) is stored.
= P(c|X leaf ) refers to the proportion of training samples X leaf of one action class c(c = 1, 2, · · · , C). In the test stage, each test sample is pushed to the root node of a decision tree in the random decision forest classifier and eventually arrives at a terminating leaf node. A probability distribution P(c|X leaf ), which is saved in the leaf node, is used as the predict result of the test sample for the decision tree. Finally, the probability distributions are averaged for all trees in the forest to provide the final classification:
where T is the number of decision trees.
B. PART-BASED RANDOM DECISION FORESTS
To handle the partial occlusion, a modified random decision forest named part-based random decision forest is proposed to represent and recognize human actions. From the observation of human actions, most actions are commonly associated with only one or several body parts. For example, the actions ''throw'', ''wave'', ''draw tick'', ''draw circle'' and ''hammer'' are only performed with the hands. Instead of the entire body, using the information of hands to characterize these actions is robust, compact and discriminative.
For each descriptor, we divide it into 5 parts (right hand, left hand, body, right leg and left leg) according to Fig. 4 . A training set is accordingly divided into 5 parts: D = {p 1 , p 2 , p 3 , p 4 , p 5 }. An ensemble of 31-parts-based set is created by enumerating all the candidate combination of 5 body parts, which is denoted as A = {a 1 , · · · , a 31 }.
The part-based randomized decision forest (PRDF) is an ensemble of general RDFs, each of which is created based on a part-based set a i . Our goal is to select the optimal partbased training set to represent and distinguish each action. To measure the discriminative power of each part-based training set for each action, an RDF model is trained to evaluate the training set using the leave-one-subject-out cross-validation and compute the recall scores R s and precision scores P s for each part-based training set a i and each action c, where T a is the number of correctly recognized actions, N is the number of actions, and F p is the number of falsely detected actions.
The discriminative power of each part-based training set for each action can be measured by its R s and P s . A discriminative part-based set should have large recall and precision, so we compute the sum of R s and P s as the final score, S s = R s + P s , to measure the discriminative power of the part-based set. After calculating the final score, we define a selection matrix W = [w ci ], where c ∈ {1, · · · , C} and i ∈ {1, · · · , 31}, the element w ci indicates whether the i-th part-based set is optimal for the c-th action. The value of w ci is set to '1' if score S s of the i-th part-based set for action c is larger than the score of another part-based set and '0' otherwise. Since different actions have different numbers of optimal part-based sets, we normalize element w ci of the selection matrix by dividing the sum of the corresponding row.
For each test sample, the final classification of PRDF is defined as
where P i (X leaf ) is the probability distribution obtained from the RDF that corresponds to the i-th part-based training set, and W (:,i) is the i-th column of the selection matrix W . The normalization of the probability distribution by ensures that the maximum probability of the probability distribution is 1. The outline of the part-based random decision forest algorithm is shown in Fig. 5 .
1) SINGLE-ACTION RECOGNITION
For a single-action sequence, the action recognition is performed by:
where n is the number of frames in the action sequence.
2) MULTI-ACTION RECOGNITION
The method of single-action recognition cannot be applied to a multi-action sequence because the start and end locations of each action are unknown. The class of most frames in an action can be distinguished using the probability distribution P(c|x) that corresponds to a frame. To suppress the effect of few noise frames, we first smooth the probability distribution along the time dimension with a 20-by-1 Gaussian filter (σ = 8). For frame t, the discrimination function is defined as:
After determining the class of each frame, we regard the subsequence with identical class and length of the sub-sequence that exceeds a learned threshold λ as a candidate action sequence. For each candidate action sequence Q, we compute a final score Q s :
Then, we use threshold µ to determine whether a candidate action sequence is a valid action. If a candidate sequence obtains a higher score than µ, this candidate sequence is classified into a valid action; otherwise, this candidate action is invalid. This threshold µ is determined with crossvalidation. The overview of action recognition for a multiaction sequence is shown in Fig. 6 .
V. EXPERIMENTAL EVALUATION
In this section, we show the experiments on four challenging datasets. First, we introduce the datasets that we used and the experimental protocols for four datasets in part A. Part B introduces three baseline frame-level descriptors: Pose, EigenJoints [36] and MovingPose [39] . Then, the comparison between the proposed descriptor with three baseline descriptors is presented in part C. Next, to verify the progressiveness of the RPDF, which is the proposed classifier, in part D, we compare the result of the PRDF with those of the RDF and SVM on identical datasets. In part E, we list and discuss the experimental result of the state-of-art methods and our method. Finally, the parameters of our approach are evaluated in part F.
If not specified, the default parameters are applied in all datasets. The default parameters are set as follows: the depth of a tree is equal to the number of action classes, the length VOLUME 6, 2018 of the trajectory is L = 15, the number of trees is T = 100, and there are 10 candidate thresholds τ per feature.
A. DATASETS
The proposed method is evaluated on four datasets: the MSR-Action3D dataset [28] , UTKinect-Action dataset [31] , Florence 3D actions dataset [17] and a Human MultiAction3D dataset, which we collected. These datasets are selected to evaluate the general capability of our algorithms on human motion analysis and the advantages on multi-action recognition. Moreover, we can use these datasets to investigate the strengths and weaknesses of our approach, since these datasets have different characteristics and difficulties.
1) MSR-ACTION3D DATASET (MSRA)
MSRA is a single-action dataset. It was captured by a single stationary Kinect. It contains 20 actions: high arm wave, horizontal arm wave, hammer, hand catch, forward punch, high throw, draw x, draw tick, draw circle, hand clap, two hand wave, side-boxing, bend, forward kick, side kick, jogging, tennis swing, tennis serve, golf swing, pick up and throw. Each action was performed by 10 subjects 2 or 3 times. MSRA contains 567 sequences, 10 of which cannot be used because of missing data or highly erroneous joint positions. Therefore, we used the other 557 sequences to evaluate our method, as in [10] . The 3D locations of 20 joints are provided with the dataset. This dataset is challenging because the skeleton tracker sometimes fails, and the joint positions are noisy. For this dataset, we follow the cross-subject test setting as in [28] , where one-half of the subjects was used for training and the other half was used for testing, and the entire dataset, which consists of 20 actions, is applied to conduct the experiment.
2) UTKINECT-ACTION DATASET (UTKA)
UTKA is a single-action dataset. It was captured by a single stationary Kinect. Kinect hardware has a practical range of approximately 4-11 feet. It contains 10 actions: walk, sit down, stand up, pick up, carry, throw, push, pull, wave and clap hands. Each action was collected from 10 different people 2 times. One of the people is left-handed. Altogether, the dataset contains 199 action samples. The length of the sample action is 5-120 frames. The RGB images, depth maps and 3D locations of 20 joints are available in this dataset. This dataset is challenging because of the variations in the view point and high intra-class variations. For this dataset, we follow the cross-subject test setting of [40] , where onehalf of the subjects was used for training and the remaining half was used for testing.
3) FLORENCE 3D ACTIONS DATASET (FLOA)
FLOA is a single-action dataset. It was collected at the university of Florence using a Kinect camera. It includes 9 actions: arm wave, drink from a bottle, answer phone, clap, tight lace, sit down, stand up, read watch, and bow. Each action is performed by 10 subjects several times, and there are 215 sequences in total. The sequences are acquired using the OpenNI SDK, where the skeletons are represented by 15 joints instead of 20 as with the Microsoft Kinect SDK. The main challenges of this dataset are the similarity among several actions involving human-object interactions. For this dataset, we follow the experimental setting (leave-one-subject-out cross-validation) in [17] .
4) HUMAN MULTI-ACTION 3D DATASET (HMAD)
HMAD is a multi-action dataset. It was captured by a single stationary Kinect2, which captures a more accurate skeletal point location than Kinect. This dataset contains 10 actions: high arm wave, horizontal arm wave, hammer, throw, pick up, draw x, draw tick, draw circle, push, and pull. These actions are selected from MSRA and UTKA, which are highly similar to each other. Each action was collected from 12 different people (11 males and 1 female) 2 times. There are 24 sequences in total; each sequence contains 10 different actions that were freely performed by a subject. The subjects were asked to perform the actions in any order. The length of sample actions is 8-146 frames. The RGB image, depth maps and 3D locations of 25 joints are available in this dataset. This dataset is challenging because of the continuous human action sequence, partial occlusion, high inter-class similarity and high intra-class variations. For this dataset, we use the cross-object experimental setting, where 6 subjects were used for training, and 6 subjects were used for testing.
B. BASELINE FRAME-LEVEL DESCRIPTORS
To quantify the improvement obtained with our context pose descriptor, we use three frame-level descriptors based on 3D skeleton joints for the baseline comparisons in our experimental results: Pose, EigenJoints [36] and MovingPose [39] , which are selected for their popularity and simplicity of implementation.
1) POSE
The action recognition based on the pose descriptor has been applied in many previous studies [11] , [24] . In this paper, we use the pair-wise joint differences to represent the baseline pose descriptor, as described in Section 3.
2) EIGENJOINTS
EigenJoints [36] is a local motion pose descriptor, which consists of three action information: static pose, motion and offset. The pair-wise joint differences in current frame t are used to characterize the static pose information. The pairwise joint differences between current frame t and preceding frame t − 1 are applied to capture the motion property. The pair-wise joint differences between current frame t and the initial frame are used to represent the offset feature. The combination of the three features forms the preliminary feature representation of each frame. Then, the PCA is used to reduce the redundancy and noise and obtain the final EigenJoints representation of each frame. 
3) MOVINGPOSE
MovingPose [39] is also a local motion pose descriptor that considers both pose information and differential quantities (speed and acceleration) of the human body joints within a short time window around the current frame. For each frame, it computes the normalized 3D pose feature and the first-and second-order derivative features of each joint in a short time window. Then, this method concatenates the three features as the context pose representation of each frame.
C. COMPARISON WITH OTHER FRAME-LEVEL DESCRIPTORS
For a fair comparison, we apply the general RDF approach to evaluate our context pose descriptor and the three baseline frame-level descriptors. The general RDF uses identical default parameters in all datasets. Table 5 reports the average accuracy of various framelevel descriptors on the MSRA, UTKA and FLOA datasets. We clearly observe that our context pose descriptor consistently outperforms the baseline frame-level descriptors. On the MSRA dataset, our context pose reports 88.53%, which is 24.2%, 24.5%, and 20.9% higher than the average accuracies of the Pose, EigenJoints, and MovingPose, respectively. On the UTKA dataset, our context pose achieves 93.74%, which is 12.63%, 10.0%, and 7.8% better than the average accuracies of the Pose, EigenJoints, and MovingPose, respectively. On the FLOA dataset, our context pose obtains 88.32%, which is 6.4%, 1.3%, and 3.5% higher than the average accuracies of the Pose, EigenJoints, and MovingPose, respectively. These results clearly demonstrate that the context motion information significantly increases the discriminative power of a frame, and our descriptor is more discriminative than other baseline descriptors.
1) SINGLE-ACTION RECOGNITION

2) MULTI-ACTION RECOGNITION
To compare the performance of the frame-level descriptors for the multi-action recognition, we use the same metric as [6] by computing the average precision; the overlapping threshold is set as 0.2. Table 6 reports the mean average precision (mAP) of various frame-level descriptors on the HMAD dataset. Our context pose descriptor significantly outperforms the baseline descriptors. The experimental results indicate that our approach can efficiently segment actions in challenging multi-action sequences. In addition, we obtain different precision-recall score pairs by adjusting the threshold µ. Fig. 7 shows the precision-recall curves of different descriptors for multi-action recognition on HMAD. Table 1 reports the F1 scores of the precision-recall curves. The experimental result of a test video is shown in Fig. 9 . Moreover, we compare our approach with a state-of-the-art continuous action recognition method in [3] . We test our approach on the UTD-CAD dataset proposed in [3] . Fig. 8 shows the precision, recall and F1 score curves for multi-action recognition on UTD-CAD. The precision values, recall values and F1 scores are listed in Table 2, Table 3, and Table 4 . The experiments of PRDF with different descriptors show that our CP outperforms static pose and moving pose descriptors in action recognition as well as segmentation. The reason is that our CP includes the context motion information in a long time window. In addition, it was demonstrated that the temporal gradient and Fourier descriptor of the 3D joint trajectory in CP further benefit the discriminative power.
D. COMPARISON WITH OTHER CLASSIFIERS
To evaluate the performance of the proposed PRDF algorithm, we compare PRDF with two excellent classifiers (RDF and SVM) on each dataset. We set the same parameters for PRDF and RDF. For SVM, we select the optimal parameters by cross-validation and grid search. Fig. 10 shows the experimental results. PRDF consistently outperforms RDF and SVM for all datasets. This result shows that PRDF is more discriminative than RDF and SVM by selecting the optimal combination of body parts to represent actions. Moreover, we observe that PRDF significantly improves the final performance on the HMAD dataset, which has partial occlusions. The high accuracy proves that PRDF is a good strategy for partial occlusions by using one or several body parts to represent actions.
E. COMPARISON WITH THE STATE-OF-THE-ART RESULTS
We now compare our method with the state-of-the-art methods for action recognition on three public datasets. Table 7 lists the comparison results of our approach and various state-of-the-art methods on MSRA. We report two different recognition rates for the proposed approach on MSRA, since there are two cross-subject experimental settings in past studies: in [10] , the dataset is divided into three subsets (AS 1 , AS 2 , AS 3 ), each of which contains 8 action classes; in [28] , the entire dataset of 20 actions is applied to the experiment, and this experimental setting is more difficult than that in [10] . To facilitate a fair comparison of other methods, we conduct experiments and report the experimental result for each experimental setting. We observe that some methods based on depth sequences [15] , [29] , [32] report relatively perfect results because the depth map is more reliable and stable than the skeleton joints. Compared to most methods based on the skeleton joints, our method achieves better results. For the experimental setting in [10] , we obtain an average accuracy of 93.85%. For the experimental setting in [28] , we obtain an average accuracy of 90.39%. Our method did not include steps such as selecting the key frames [39] , which can be applied to improve the discriminative power of the descriptor. The experimental results show that the proposed approach is robust to noise and invariant to temporal misalignments, since the joint positions are very noisy, and the actions are temporal misalignments in the MSRA dataset.
To show the accuracy of different actions in the MSRA dataset, the confusion matrix is computed in Fig. 11 . Our method works well for most actions, and the average accuracies of 14/20 actions are more than 90%. For actions that share many similar poses, such as ''draw x'', ''draw tick'' 
FIGURE 12.
Confusion matrix of our method on the UTKA dataset: the average accuracy of all actions exceeds 80%. and ''draw circle'', the proposed approach can successfully distinguish the actions because the context pose descriptor captures more motion information of the action, i.e., more features of the action. Thus, the variance of these similar poses is amplified. Therefore, the context pose descriptor increases the discriminative power and enables more frames to represent the action. Table 8 demonstrates the comparison results of our approach and various state-of-the-art methods on UTKA. Our method achieves an accuracy of 94.95%, which exceeds the result of the best state-of-the-art method proposed by Wang et al. [29] . In [31] , a leave-one-out setting is applied, VOLUME 6, 2018 where more training samples and fewer test samples are used in their experiment. Although the cross-subject setting is applied in our experiment, we still obtain better accuracy. The experimental results show that the proposed approach is robust to the viewpoint invariants, since UTKA varies in viewpoint as we introduce in part A. In addition, the confusion matrix of the proposed algorithm on the UTKA dataset is shown in Fig. 12 . Table 9 reports the comparison results of our approach and the state-of-the-art method [17] on FLOA. Our method significantly outperforms the state-of-the-art [17] by over 9%. The confusion matrix of the proposed algorithm on the FLOA dataset is illustrated in Fig. 13 . We observe that most actions have notably high average accuracies. Lower accuracies are obtained for several actions: ''drink from a bottle'', ''answer phone'' and ''read watch''. A possible explanation is that these actions involve the human-object interactions, but our descriptor based on 3D skeletons joints does not consider any informative description of objects. Therefore, CP is not good at distinguishing these actions with human-object interactions. The performance will be improved by considering the RGB and depth information with the 3D skeleton joints.
Computational Complexity Analysis: To prove that the proposed method can work in a real-time environment, we run our program and measure the time that each part of the program costs. In total, 231539 frames are involved this experiment. On average, extracting the feature from each frame costs 0.126 ms, and predicting each frame costs 3.42 ms. Our method has a testing speed of over 200 frames/second. One method can commonly be claimed to be real-time if it can process 25 frames/second. Therefore, our method is realtime. Furthermore, we use C++ to implement our method on a modern 4-core desktop CPU.
F. EVALUATION OF THE EXPERIMENT PARAMETERS
We investigate the effect of several experiment parameters on the classification accuracy: the number of training subjects, length of the trajectory, number of trees, and depth of trees. We report the results for the MSRA dataset and UTKA dataset (AS2). We perform the evaluation for each parameter while fixing the other parameters to default values.
1) NUMBER OF TRAINING SUBJECTS
With respect to the number of training subjects, Fig. 14(a) presents the results for 1-5 subjects. The performance increases with more subjects. The improvement on the UTKA dataset is over 8.2% (from 83.5% to 91.7%), whereas that on the MSRA dataset is 46.6% (from 41.7% to 88.3%). These results suggest that even better results can be achieved by collecting more subjects as training data. Fig. 14(b) shows the experiment results for different trajectory lengths. For both datasets, when the trajectory length L is smaller than 15, the average accuracy increases with the increasing length of the trajectory because if L is too small, the context motion information only records a short part of an action, particularly when the action is performed at a slow speed. Consequently, it is difficult to increase the discriminative power of the frame-level descriptor. Thus, it is effective to improve the discrimination power of the framelevel descriptors by moderately increasing the length of L. However, L larger than 15 decreases the results. A possible explanation is that the trajectory length is longer than the length of some actions, which is consistent with [25] , where the best results have a trajectory length of 15 or 20 frames. Fig. 14(c) shows the effect of the number of trees on the average accuracy. With more trees, the average accuracy rapidly increases; when the number of tree reaches 20, the average accuracy of the CMGR dataset tends to stabilize. Meanwhile, the average accuracy of the MSRA dataset continues to slowly increase. This result indicates that we must train more trees for a larger dataset to achieve a more stable and accurate result. In addition, training more trees is always recommended.
2) TRAJECTORY LENGTH
3) NUMBER OF TREES
4) DEPTH OF TREES
The results of evaluations with different depths of trees are shown in Fig. 14(d) . The depth of trees has a significant effect on the results. The best results that we have observed are obtained from the place where the depth of trees is equivalent to the number of action classes. Further increasing the depth of trees does not yield better results but significantly increases the training time.
VI. CONCLUSION
This paper has proposed a discriminative approach for automatic action recognition and segmentation based on the 3D skeleton joints using the parted random decision forest. We modeled human actions using the proposed context pose (CP) descriptor. We have experimentally demonstrated that the proposed descriptor outperforms several existing frame-level descriptors based on skeleton joints on four different actions datasets. Our partial random decision forests are significantly more accurate and robust than other classifiers, e.g., support vector machine (SVM) and random decision forests (RDF). The experimental results on three public benchmark datasets demonstrate that our approach significantly outperforms the state-of-the-art methods for the single-action recognition. In addition, we also show that the proposed approach can effectively detect actions for a multiaction sequence. Our method is simple to implement and can recognize activities in real-time with a general desktop. 
