In the rapidly emerging field of nanotechnology, as well as in biology where chemical reaction phenomena take place in systems with
characteristic length scales on the nanometer range, understanding of chemical kinetics in restricted geometries is of increasing interest. We studied the two-species reaction-diffusion system A + B → 0 in a one-dimensional restricted geometry. Particles A and B are set to move on a line by diffusion (with equal diffusion constants) and annihilate when within reaction range. To avoid boundary effects, the line is closed into a ring. The size of the system (ring) varies from very large, where the system size L is much larger than the size of reactants a, towards the situation where molecules are pressed into tiny volumes (L of the order of a). To simplify algebra we do not consider exclusion effects at this stage. The two types of initial conditions are studied with (i) equal initial number of A and B particles N 0,A = N 0,B and (ii) initial number of particles is only equal in average N 0,A = N 0,B . In both cases we assume that in the initial state the particles are well mixed. We observe exponential decay of particle concentration for both types of initial conditions. In the case of the type (ii) initial condition, the results of the pair-like analytical model agrees qualitatively with computer experiment (Monte Carlo simulation), while less agreement was obtained for the type (i) initial condition.
Introduction
A vast amount of knowledge has been accumulated about the molecular workings of biological cells and diffusion-controlled reactions but there is still a lot of work to do to relate the two. The main motivation of our work is to improve the understanding of diffusion-controlled reactions in topologically complex nanoscale environments represented in biological cells. Classically, biochemical reactions kinetics and dynamics are extrapolated from measurements in dilute solutions and fitted into the cellular reaction environment. Recently, several flaws in this approach have been pointed out. [1] . In an attempt to describe chemical reactions in cells more realistically, we use both (a) experimental models where chemistry in nanoscale liquid crystalline, cell-mimicking systems, are studied using controlled reaction initiation and single-molecule spectroscopy [2, 3, 4] , and (b) theory of diffusion-controlled reactions [5, 6] which can be used to model essential features of the chemical reactions in the cells. Here, we performed a theoretical study based on a simple toy model which embeds two important characteristics of the cell, the presence of boundaries and diffusion-driven transport of reactants. Even if we focus on biochemical reaction kinetics, the results should have an equal bearing on nanotechnological applications such as nanofluidics [7] or molecular electronics [8] . Both are likely to be strongly dependent on reaction-diffusion behaviors of molecules (nanofluidics) or electrons and holes (molecular electronics) in restricted nanoscale geometries.
The underlying feature of diffusion-controlled reactions is that the reaction times t R are much smaller than the corresponding diffusion times t D . In principle, reactants react instantaneously when in contact but it takes time to bring them into the vicinity of each other. Diffusion-controlled reactions are wide spread in nature and occur in various systems. Typical examples are chemical catalysis in cell biology, polymerization and matteranti matter-annihilation in the early universe, just to name a few. The diffusion-controlled processes attract various research communities ranging from chemistry [9, 10] , biology [11] to physics [12, 13] .
Most of the studies on diffusion-controlled reactions have been performed for infinite systems without boundaries and a variety of methods have been developed to analyze these systems ranging from mean field treatments towards more exact methods such as mapping to quantum spin-chains and field theory (see references [9, 13] for an excellent review on the subject). The opposite case when reactions take place in restricted geometries with reactants confined into finite size, and eventually squeezed into very small volumes, is less understood. There is, however, some pioneering work in this area. [14, 15, 16, 17] .
In here, we apply the simplest technique used to describe infinite reactiondiffusion systems, the pair-approach, to solve the reaction-diffusion model in a restricted geometry. The pair-approach resurfaces as a first-order approximation of various calculation schemes and there are systematic ways of improving its accuracy, however, the algebra involved gets much harder, and we defer such analysis for forthcoming publications. The purpose of the paper is two-fold. First, we reformulate the pair-approach and apply it to a restricted reaction-diffusion system and, second, we study its weaknesses and strengths on a toy model. Thus, the paper is best seen as a "method" paper.
However, this does not mean that our results are of no relevance beyond the simple model studied here.
We begin by reviewing some properties of infinite diffusion-controlled systems since it is interesting to study in what way the dynamics of the system (kinetics) changes as one shrinks the system size. The general conclusion is that when dimensionality of the infinite reaction-diffusion system d is lower than some critical dimension d c (e.g. for A+A reaction d c = 2 [18] , and for A + B d c = 4 [19] ) a new non-trivial sort of kinetics sets in. Taking A + B → 0 as an example, classical chemical kinetic rate equation would predict for the A+B reaction (with initial densities equal and homogeneous) density decay of n = n A = n B ∼ 1/λt (which follows fromṅ = −λn 2 ). In reality, n ∼ t −1 holds only for a sufficiently high dimensionality of the system d when d > 4 while for d < 4 one has n(t) ∼ (Dt) −d/4 . The kinetics of this type is commonly referred to as anomalous or fluctuation-dominated. The term "anomalous" refers to the fact that mean field (or classical rate equations) fail to describe such systems. The phrase "fluctuation-dominated" is meant to describe the fact that as the system evolves, there are large fluctuations in particle densities: once the reaction creates a hole in the particle concentration, diffusion is very slow in restoring the homogeneous particle density. [20] The low dimension appears as an effective restriction on particle mixing and a rule of thumb is that by lowering the dimensionality of the system, the kinetics gets more anomalous and fluctuation-dominated. Thus, the role of dimensionality is well understood both for integer and fractal [21] (noninteger) like dimensions. On the other hand, much less is known when one shrinks the system size.
In here, we have developed theoretical tools for modeling the A + B → 0 reaction in a restricted geometry. We have chosen to study the A+B reaction since it has been intensively studied for infinite system sizes, [19, 22, 23, 24, 25, 26, 27, 28, 29, 30] and the goal is to see how properties of the system change as one shrinks the system size. For example, in an infinite system, the A+B reaction has the remarkable property that domains rich with A or B particles are formed as time goes on. Once domains are formed the reactions happen only at domain boundaries which leads to very slow particle decay with exponent d/4. It is interesting to see at which system sizes this domain-like structure starts to break. As the focus is on the system size, we chose to study the simplest possible dimension d = 1 (the d = 2 and d = 3 cases will be studied in forthcoming publications).
Also, we would like to notify the reader that we do refer to the model here as a "toy" model, however, this does not mean that the model is easy to solve. It has taken a lot of research effort to clarify that the decay exponent indeed is d/4. This issue was finally settled in ref. [28] which provides a strict mathematical proof.
The A + B reaction has been studied before in a restricted geometry with the assumption that one type of reactant is attached at the center of a small volume, and it was further assumed that one type of particle is in large excess. [14, 15, 16] The more realistic problem where all particles are allowed to move is much harder to solve, and the goal of our study is to describe such a situation. Also, we consider the case when the initial number of reactants is the same, or roughly the same. Naturally, the shape of the reaction container might be important but this is not the focus of the present study. To avoid boundaries completely, we close our 1d system into ring. ahe paper is organized as follows. In section 2 we develop the model, i.e. give the detailed account of how particles move and react. We use a lattice model due to its conceptual simplicity. In section 3 we review the formalism of the many-particle-density functions. Section 4 introduces an approximation method to solve the equations describing many-particle-density functions in terms of pair correlation functions for AA, BB, and AB pairs. Finally, section 5 formulates what is exactly meant by the pair-approach (sometimes referred to as Smoluchowskii approach). Also, in this section, we discuss how to calculate the effective reaction rate k(t). To test the validity of the pair approach, we compare theoretical results to computer experiment described in section 6, where a full description of the developed algorithm is given. The results of computer experiments (Monte Carlo Simulations) are given in section 7 followed by a comparison between theory and Monte Carlo simulations in section 8. We conclude by analysis of strengths and weaknesses of the pair-approach applied to a restricted geometry in section 9.
The lattice model
To model the A+B reaction in a 1d closed-ring system, we assume that the two species, A and B move on a lattice performing random jumps with rate (diffusion constants) D A and D B respectively. In this work we take D A = D B . Lattice spacing is taken to be h. To ensure continuous diffusion we take h ≪ L where L is the system size. There are M = L/h + 1 lattice sites, and x i = hi with i = 1, 2, 3, · · · , M gives the position of each lattice site. (Sometimes we will just use x with index i omitted). Also, when generalizing to d = 2 and d = 3 we will use the symbol r i to denote the radius vector of lattice site i. We assume periodic boundary conditions. In this way it is possible to work with a system of finite size but keeping the spatial translational invariance. This greatly facilitates the analytical treatment of the problem. The role of boundaries will be explored in a separate study.
It is assumed that the probability of reaction, per unit time, of reactants A and B at x and x ′ respectively is given by σ(x − x ′ ). For simplicity reasons we focus on the particular form of
In this way two important aspects of chemical reactions are embedded, a corresponds to the effective range of reaction and σ 0 is its strength. One could also say that each particle carries a ring of radius a/2 and when two rings overlap the particles can react. In this sense a/2 could be thought of as the size (radius) of particles. For simplicity reasons it is assumed that the reaction products do neither influence reactants, nor the A+B reaction. Also, we do not take into account exclusion effects, i.e. we allow particles to "enter" into each other.
The model has the useful property that if a is thought of as the size of reactants, then by varying a several interesting situations can be studied. For example, when a is on the order of the system size L, one can think of situations of extreme crowding. On the other hand when a ≪ L, one can think of reactants as point-like objects.
The model presented above is solved analytically and numerically by a Monte Carlo simulation. The model has a potential to describe experiments in refs. [2, 3, 4] where, for example, the average diameter of the reaction container (liposome) is L ∼ 1 − 25µm. The reactants A (enzyme) and B (substrate) are of the size of a E , a S ∼ 1nm and the typical number of reactants inserted is on the order of N ∼ 1000. Thus, a ≪ L holds to a very good approximation. In these experiments reactants appear as point-like objects and there is no need to give structure to reactants.
Also, the concentration of particles n A,B ∼ N/L 3 , is easily estimated to be n ∼ 1µm −3 , and the typical distance between particles is
1µm. Thus, in average, a S,E ≪ d AB , and particles are very well separated. Therefore, it is reasonable to assume that pair effects are the dominant ones. This in turn simplifies the theoretical description considerably. Clearly, there are other scales in the problem and the criteria on applicability of the pair approach are more subtle in reality. [13, 25] 3 The many particle density functions To solve the model in a restricted geometry we used a many-particle-density function formalism (MPDF). The MPDF was used to describe asymptotics of the A+B reaction in an infinite system. [12, 13, 25] We modify the formalism and apply it to the case of a restricted geometry. In the following we follow closely the formulation presented in ref [12] and on the way discuss which changes we made to the original formalism in order to apply it to restricted geometries.
Since we are dealing with a lattice problem it is straight forward to write down Master Equation of the problem which describes time evolution of configurational probabilities of the system P (c, t),
where c is short notation for occupancy of lattice sites and W c→c ′ are transition probabilities which can easily be deduced from the previous description of the model. Also, here and throughout the paper we use the convention that dot over symbol denotes time derivative. In the following, the discussion refers to arbitrary dimension. The occupancy is specified as
where it is assumed that there are M lattice sites, and each site can be either occupied by A or B particle, or it may be empty. This gives three choices for ν i at each site i = 1, 2, 3, · · · , M; ν i = A, B, 0. Double occupancy of a site is not allowed. Also, the following notation will prove useful
where site i is emphasized having content X, where X can be 0, A or B. Also, we define
Notation as /X i , Y j / or /i,j/ has similar meaning.
We are interested in concentration of particles since this is the quantity measured experimentally. The concentrations are defined as
Clearly, ρ A (r i , t) is the probability that particle A occupies site i irrespective of the configuration of the other sites, divided by cell volume v 0 = h d . By inserting (6) into (2), and after applying a continuum limit, one gets the equations of motion for particle densities,
ρ AB (r, r ′ ; t) = ρ BA (r ′ , r; t) are two-particle densities given by
Similar equations describe the A+B model when lattice size is infinite, with important difference that in here the system is finite and integration over r is done over finite volume V. In the following we will simplify notation and use
Thus, integration over finite volume is implicitly assumed whenever integral over r appears.
The equations for one-particle densities, i.e. particle concentrations given in (7, 8) , involve the two-particle density ρ AB . Thus, one has to construct equations for motions for the two-particle density ρ AB which is given by,
In addition to ρ AB we will need ρ AA and ρ BB densities which are governed by,ρ
The equations above, which are valid for a restricted geometry, for oneand two-particle densities turn out to be the same as in the case of an infinite system. However, the boundary conditions one has to impose on them are different, which will be discussed in the next section.
From densities to pair correlation functions
We see that the two-particle densities in (10) couple to three-particle densities. Such trends continues forever and, to solve such equations, one has to cut the hierarchy. In here we assume that three-particle densities can be expressed in terms of two-particle densities (Kirkwood approximation), as
where X, Y, Z = A, B. One could also use an additive type of approximation but it has been argued that such choice is inferior to the one we use here. [13] In such a way one obtains a closed set of equations involving ρ A , ρ B , ρ AA , ρ BB and ρ AB . If initial conditions for particle densities are translationally invariant, translational invariance will be kept forever and this implies that it is possible to re-express particle densities as
We have introduced the pair correlation functions X A (r), X B (r) and Y (r) for AA, BB and AB pairs respectively, being distance r apart. From (14) (15) (16) (17) (18) and (13) one can obtain the following approximation for the three-particle densities
They are expressed as products of pair correlation functions. Such an approximation should be valid when pair effects are dominant. Also, please note that we are implicitly assuming that translational invariance in space holds for a restricted geometry. The only way to justify such assumption is to assume periodic boundary conditions, i.e. close the line into a ring.
The meaning of the correlations functions X A , X B and Y can be understood as follows. For ρ(r, r ′ ) with r and r ′ widely apart, at least in an infinite system, one expects ρ AB (r, r ′ ; t) ≈ n A (t)n B (t), thus Y (r − r ′ → ∞, t) = 1. Likewise for X A and X B . Thus, the presence of correlations is signaled by Y , X A or X B being different from 1.
To derive equations for n A , n B , X A , X B and Y we insert (14) (15) (16) (17) (18) and (19, 20) into (7, 8) , (10) (11) (12) which giveṡ
The correlation functions for AB pairs is governed bẏ
and for AA and BB pairs one haṡ
The same equations are obtained for an infinite system. However, the main difference comes from the fact that in the case of a restricted geometry, one has to introduce slightly different boundary conditions.
From now on we focus on 1D system, but all arguments are trivially generalized to higher dimensions. Since we are using a ring geometry, the presence of boundary enters through the requirement that all functions are periodic with period L,
where Z = X A , X B , Y . The boundary condition (26) should be contrasted to the one of an infinite system where one takes
It will be shown later that the change from (27) to (26) leads to a qualitative change from power law to (multi) exponential behavior for correlation dynamics. The rest of the boundary conditions are standard, and are taken as in the case of an infinite system size,
5 The Pair (Smoluchowskii) approach
The only way to solve Eqs. (21) (22) (23) (24) (25) exactly is to employ a numerical procedure. We follow another route and try to obtain analytic solution by taking X A and X B equal to 1. Such approximation simplifies equations considerably since the problem reduces to a linear equation for Y . The validity of such an approximation, together with the fact that we are using Kirkwood approximation, is tested via computer experiment later on.
Setting X A = X B = 1 gives a set of equations often referred to as Smoluchowskii or the pair-approach, where correlation effects within AA and BB pairs are neglected (i.e. particles are assumed to be well mixed). The focus is on the Y correlation function and correlation effects of AB pairs. One knows that this is incorrect since the A and B particles form separate clusters which are generated dynamically. As an artifact of that, the Smoluchowskii approach fails to reproduce the correct exponent for the A+B reaction in infinite geometries. [13] Nevertheless, in here we consider this simple approach.
With assumptions at hand, Eq. (23) reduces tȯ
Eq. (31) is solved by using a Laplace transform as shown in the appendix.
To simplify the algebra, we also assume that σ 0 is arbitrary large. The exponential behavior emerges due to the fact that the spectrum of Eq. (31) is discrete due to particular nature of the boundary conditions and the final expression for k(t) reads
where regular part of k(t) is given by
and the δ-function term arises from the second term on the right hand side of Eq. (42) when σ 0 → ∞ (please see the appendix).
Once k(t) is available one can calculate n(t) as
where
and equals
The 2an 0 term in the denominator of (34) comes from the δ(t) term in Eq. (32). It describes the immediate annihilation of particles which are within reaction range. When σ 0 → ∞, this happens instantaneously. Thus there is an immediate jump in particle concentration. For finite σ 0 this jump becomes a smooth transition.
The question is whether one can obtain results for an infinite system from the Eq. (34) above. This can be done using Poisson resummation formula when Dt/( which results in the wrong exponent for the density decay; n(t) ∼ t −1/2 instead of correct n(t) ∼ t −1/4 . Thus we just reconfirm the well known fact that for infinite systems, the pair approach predicts too fast decay of particles. However, for finite systems, the situation is not that clear, it appears to depend on the type of initial conditions the real system is subject to.
In here we consider two types of initial conditions. (i) When initially there is an equal number of A and B particles, one has n → 0 as t → ∞; and at the end all particles have to annihilate. (ii) One can look at an ensemble of similar systems with equal number of A and B particles at t = 0 on average, N 0,A = N 0,B . In such a case, one has different asymptotics,
Theoretical prediction is that, as time goes to infinity, the particle density exponentially approaches the value n th (∞);
From (36) one sees that asymptotically number of particles is given by N th (∞) = N 0 /(1 + N 0 ) and never approaches zero. Clearly, we see that in the case of type (i) initial conditions, theory predicts a too slow decay of particle concentration. It is possible to calculate analytically asymptotic number of particles for initial conditions of type (ii) but we do not do it here, it is much more informative to compare n th (∞) with the asymptotic value obtained in the simulation.
In summary, we find an exponential decay in the long time limit which is a pure artifact of the finites of the system. There is a clear indication that the quality of prediction depends on the type of initial conditions used in experiment. Also, the approximations made in deriving Eq. (34) are rather severe and in order to check the applicability of such a pair-approach we use Monte Carlo simulations.
Computer Experiment via Monte Carlo Simulations
We have chosen the minimal process algorithm for the simulations for two reasons. The first reason is that the algorithm reproduces the master equation (2).
[31] Second, our goal is to study a whole range of particle sizes and relatively large numbers of particles at the same time. Clearly, there are another possibilities to carry out Monte Carlo simulation, but the main advantage of the minimal process algorithm is that it can be applied for systems containing relatively large number of particles. An original algorithm was devised for the situation where a ∼ h, i.e. particles react at the same lattice site or when nearest neighbors. We had to modify the original version of the algorithm to account for finite reaction range when a ≫ h. A detailed description of the algorithm is given bellow.
Algorithm:
(1) Cell i is chosen at random.
(2) If the cell is empty go to step (5).
(3) For a chosen cell (synonym for "site") i, one has to calculate the rate W i for a certain process to occur (diffusion or reaction). Also, one needs a null rate N i where nothing happens (the so called "null process"). The null rate is defined from W i + N i = Q, where Q is arbitrary but known at each simulation step. Q is chosen in such a way that none of the N i is negative. In practise, the case when Q is taken as the largest of W i works best since this leads to the smallest possible values for N i , i.e. chance that nothing is done in course of simulation is reduced. (Please note that this requires that Q is updated as simulation proceeds, but can be done in a straight forward manner as explained in ref. [31] )
W i = D i +R i accounts for possibilities that a particle in the cell diffuses to the neighboring cell with rate D i , or reacts with a particle in some other cell with rate R i = j∈Ω i σ(r ij ). Ω i denotes set of sites which are within reaction range of the site i. The calculation of R i is by far the most costly step when a is large. In that case, a large region has to be searched in order to find all particles within Ω i . This step costs M search ∼ (a/h) d computational steps if the cells are checked one by one. The cost can be reduced further by introducing a list which specifies which cells that contain particles within the reaction range of the particle in cell i. In that case one has to update the list for each diffusion step made. The best algorithm we have so far updates the list in roughly M serach ∼ (a/h) d−1 steps.
(4) Once the rates for the cell i have been calculated one can use them to evaluate probabilities for specific process
Once the probabilities are calculated a certain process is chosen by linear selection algorithm. First one decides if diffusion, reaction or nothing is going to happen. If diffusion is to happen then the particle is moved to one of the randomly chosen 2d nearest neighbors. If reaction was chosen, then one of the cells containing particles in reaction range is chosen at random, e.g. in cell j, and pair of particles from cell i and j are annihilated.
(5) Time is updated according to the formula t → t+∆t where ∆t = 1/LQ where L was specified before and Q is the maximum rate at the present step.
(6) Move back to (1) unless some criteria to stop is invoked.
Applying the same type of reasoning as in ref. [31] one can see that the algorithm proposed here reproduces the behavior described by the master equation (2) . As time of the simulation progresses we monitor the number of particles and calculate all the statistics.
As the original minimal process algorithm, the present simulation method is not that efficient at the later stages of dynamics when the lattice becomes sparse. The quantity that governs computational cost of this method is the number of Monte Carlo steps needed to see some change in the number of particles. We describe it by the number of Monte Carlo steps needed to annihilate the last pair of particles.
To make such estimate, it is best to move to the reference frame of one of these particles. Then one particle is fixed and another one is trying to find it. The number of diffusion steps that the moving particle needs to find the one who sits still is roughly given by M(diff) ∼ L d /a (here and in the following it is implicitly assumed that every length variable is measured in units of lattice spacing h). Each diffusion step bears M(step/diff) computational steps which gives the total number of steps to annihilate the pair of particles equal to M(tot) = M(diff)M(step/diff). The number of Monte Carlo steps per one diffusion step is roughly 1, M(step/diff) ∼ 1. However, calculation of R i requires updating the internal list which costs M search ∼ a d−1 search steps whenever the particle is moved. Thus, the true number of computational steps per diffusion step is given by M(step/diff) ∼ M search ∼ a d−1 . Finally, one gets an estimate for the number of computational steps needed to annihilate the last pair of particles as
The algorithm has an interesting property that for d = 1 there is a reduction in the computational cost when comparing large and small a cases. For larger a the algorithm works more efficiently. For d = 2 the computational cost does not depend on a. Simulating a large a situation for d = 3 is more costly. One could avoid this growing cost problem at d = 3 by browsing through particles instead of searching for cells when calculating R i . This is clearly the preferred option when the number of particles in the system is not that large. Figure 1 shows a simulation for a system with a large initial number of particles with a varying reaction range from a nearest-neighbor interaction with a/L = 0.0001 towards a longer range with a/L = 0.02. Figure 2 shows the case when there are initially very few (exactly 10=5A+5B) particles present in the reaction volume, also with varying reaction ranges from a/L = 0.001 to a/L = 0.2. Thus figures 1 and 2 give simulation results for type (i) initial condition. Figure 3 deals with type (ii) initial condition, when the initial number of particles in an ensemble varies with the constrain that the sum of A and B particles equals 10. (For example, one run could be done with 7A and 3B, the other run with 5A and 5B, and a third run with 4A and 6B particles, etc.) Figure 4 is a sketch of how to think of various situations when a changes from small to large values.
Results of Monte Carlo simulations
From figure 1 it can be seen that in the case of the nearest neighbor reaction range (a = 1) four distinct regimes appear and the log-log plot is used to reveal them; (a) mean field decay, (b) the plateau region (c) power law decay and (d) exponential decay at the end. These regimes disappear as the reaction range is increased, and eventually, for very large a, one only has the exponential regime.
The mean field regime corresponds to annihilation of particles with all reactants being well mixed. This leads to depletion of lattice to concentration of the order n ∼ 1/a, thus one particle per reaction range. Then diffusion starts to operate and mixes particles. What is interesting is that for very large values of a, the plateau region starts earlier and lasts longer. Apparently, it takes some time before the particles find each other by diffusion and start reacting again.
The power law decay starts after the plateau region. There is universality in the power-law regime since all curves with different values of a merge into one. This is somewhat surprising since a larger a should mean faster annihilation, which indeed happens in the mean field regime, but yet in the power law stage all curves share the same power-law behavior. We speculate that this has to do with self organization and build up of correlation.
The exponential regime is entered after the power law regime, when the number of particles in the system becomes small. With the present computer hardware it was not possible to resolve this exponential regime better. This is indeed done in figure 2 with a smaller lattice size and lower particle number.
To illuminate this exponential decay at later stages of annihilation, we performed simulations with a smaller number of particles (10=5A+5B) on a smaller lattice with 10 3 sites. Thus we used type (i) initial condition. To obtain each curve we followed 1000-3000 realizations of dynamics and averaged over such an ensemble. The result is shown in figure 2 . The upper figure is in log-t scale to resolve the small and large t region, respectively. The lower figure is in normal-t scale and we use it to detect exponential decay (where a straight line indicates exponential decay).
The crossover from mean-field to plateau-like dynamics can be seen in the upper graph where all curves drop down to a plateau value which is adependent. The theoretical prediction for this plateau is n(0 + ) = n 0 /(1 + 2an 0 ). The initial drop in concentration is large for large a-values. In the upper figure, it is hard to say when the plateau behavior turns into exponential decay.
The lower graph shows that decay is indeed exponential since density curves at late times are straight lines in the log 10 (n)-t plot. Thus at the late times n ∼ exp(−κt). Also, the decay constant κ is a-dependent since slopes are different for various values of a, and κ becomes larger with larger a. Also, it appears that there is an upper limit for a at which decay becomes infinitely fast. Naturally, this happens when a = L/2 since none of the particles can escape from each other.
In ref. [14, 15] an approximate formula for the exponent κ(a) was found for the case when one particle is fixed at the center and the other particles move. In here, we concentrate on a completely different situation where all particles move and there is an equal amount of them either exactly or on average. Figure 3 is obtained in a similar way as figure 1. The only difference is in the specification of initial conditions. Figure 3 deals with the type (ii) initial condition. For the particular run, when N 0,A = N 0,B , the final number of particles in the system is not zero. For example, when starting from 7A and 3B particles, the system will end up in the state of 4A particles. This comes from that fact that the A+B reaction conserves the particle difference N A (t) − N B (t) = const. Curves for different values of a saturate at one single value which is, independent of a. Clearly, the value of the plateau is solely controlled by the excess of particles at t = 0. Figure 5 shows a comparison of the analytical treatment with computer simulation (simulation parameters as in figure 2 ). It can be seen that the pair (Smoluchowskii) approach does not predict that the number of particles in the system should approach zero. The reason for this comes from the fact that the Smoluchowskii approach deals with a situation when the initial condition is different from the one considered in figure 2 . To enforce such zero asymptotics by hand we use interpolation formula
Comparison of computer experiment and theory
where κ 1 is the first dominant large time exponent in expression for k(t) (see Eqs. 34 and 35). It can be easily seen that the equation above holds exactly for t = 0 and t = ∞. If Eq. (37) is used instead of (34) the agreement with simulation improves in the sense that the decay is exponential and the qualitatively theoretical exponent is roughly the same as the one obtained from simulations. More work is in progress to develop improved interpolation formulas. Figure 6 deals with the same type of comparison, but with a simulation setup as in figure 3 when the initial number of particles is not fixed, just the total number (type (ii) initial condition). One can see that the agreement between theory and simulation is much better. Clearly, Smoluchowskii theory deals better with the type (ii) initial condition represented by the figure 3 than by the type (i) represented by the figure 2. Also, in figure 6 , one can see that theory predicts too fast particle annihilation. This is no surprise since this is what one would expect form such pair approach which does not take into account formation of domains. (In that respect there is similarity with infinite systems, but only for the type (ii) initial condition).
Discussion
We studied a two species reaction-diffusion model in a restricted geometry using the pair approach based on what seems to us to be the simplest way to describe chemical reactions in a biological cell. The model incorporates two key features of reactions occurring in the cell. First, the size of the system is finite and, second, reactants are transported by diffusion. The paper is best viewed as a method paper since the main goal is to test the strengths and weaknesses of the pair approach. Two types of initial conditions were considered, type (i) where the initial number of A and B particles is strictly equal, and type (ii) initial conditions where the initial number of particles is equal only approximatively. From a theoretical point of view, it seems that the pair method, being widely used in calculation of bulk properties, works with mixed success for the restricted reaction diffusion system, at least the one studied in here. The agreement is qualitative in the case of type (ii) initial conditions, while it results in less agreement in the case of type (i) initial conditions. However, we understand the origins of the failure in the case of type (i) initial condition and there is a chance to improve the pairapproach in this case. The main problem with type (i) initial condition is that one has to bring in the information that the number of particles is strictly equal, into the truncated set of equations for particle densities. Clearly, this can not be done since hierarchy is truncated at the level of three-particle density. The problem with the pair approach is that the information on this higher order functions is lacking. Work is in progress to cure this weakness and we are currently developing better interpolation schemes (in here we have used the most trivial, given in Eq. 37).
By and large, despite the failure in the case of the type (i) initial condition, it seems that the pair approach has the potential to describe reactions in a restricted geometry, at least qualitatively. Interestingly enough, the pair approach fails in the case of an infinite geometry, but for very different reasons than the one described above. It seems that setting X A = X B = 1 is reasonable for a finite system, but we have to perform more tests. This could have to do with the fact that if the system is too small, there will be no time to develop clusters of A and B particles, and X A ≈ 1 and X B ≈ 1 might turn to be a good approximation after all. Thus, one does not have to turn to more complicated methods if qualitative results are needed.
A Derivation of the reaction rate k(t)
With initial condition Y ( x, 0) = 1, the Laplace transform of (31) becomes
The correlation functions are symmetric around origin, i.e. Y (x, t) = Y (−x, t).
They are also periodic in L. This implies that it is sufficient to focus on positive x axis and impose boundary conditions ∂ ∂x
Y (x, s) = 0 for x = 0 and x = L/2. Equation (38) is an ordinary second order differential equation, which is easily solved by solving it in regions 0 < x < a and a < x < L/2 separately and then matching solutions at the end. After some algebra one obtains
where 
We could not find the inverse Laplace transform of the expression above in closed analytic form. However, this is possible when σ 0 → ∞. In such a case one has
The inverse Laplace transform of the approximate expression for k(s) can be found by a residuum method. The s = 0 is not a branching point nor pole. The only poles come from cosh term in denominator which has poles at s m = −π 2 (m − 1/2) 2 D/(L/2 − a) 2 . This fully fixes form of k(t) in Eq. (32). 4 sites. Also, the initial number of particles N 0,A = N 0,B = 5000 is very large. Simulation starts from the largest possible density n tot (0) = 1 particle/site. A and B particles have the same diffusion constant D A = D B = 1s −1 . Asymptotically, the number of particles approaches zero. There are three distinct regimes present; (a) of the mean field decay (−∞ < log 10 (t) < −2), (b) plateau where particle concentration does not change much (−2 < log 10 (t) < 2), (c) power law decay (2 < log 10 (t) < 5), and (d) exponential decay at the end 5 < log 10 (t) < ∞. The indicated ranges are given roughly just to guide the eye. They also depend on which a is used in simulation. figure  1 . Each curve is obtained as average over 1000-3000 runs. Asymptotically, the number of particles approaches zero. Panel (a) shows log-n versus log-t plot to trace down power law decay (should appear as a straight line). There is no power law decay. Also, small and large t region are resolved better. Panel (b) shows log-n versus t plot to indicate exponential decay (corresponds to straight lines). The particle density vanishes exponentially n ∼ exp(−κt) where κ depends on a since the slopes for all curves are different. There is a value a = L/2 when κ becomes infinite (particles can not escape each other). 
