Holomorphic Dynamics on Bounded Symmetric Domains of Finite Rank. by Rigby, Jeffrey Michael
Holomorphic Dynamics on Bounded
Symmetric Domains of Finite Rank
Jeﬀrey Michael Rigby
Submitted in partial fulfillment of the requirements
of the Degree of Doctor of Philosophy
Nullius in verba
2
Statement of Originality
I, Jeﬀrey Michael Rigby, confirm that the research included within this thesis
is my own work or that where it has been carried out in collaboration with, or
supported by others, that this is duly acknowledged below and my contribution
indicated. Previously published material is also acknowledged below.
I attest that I have exercised reasonable care to ensure that the work is
original, and does not to the best of my knowledge break any UK law, infringe
any third party’s copyright or other Intellectual Property Right, or contain
any confidential material.
I accept that the College has the right to use plagiarism detection software
to check the electronic version of the thesis.
I confirm that this thesis has not been previously submitted for the award
of a degree by this or any other university.
The copyright of this thesis rests with the author and no quotation from
it or information derived from it may be published without the prior written
consent of the author.
Signature: Date: 10th March 2015
3
4Details of collaboration and publications:
A significant proportion of Sections 3.2 and 3.3 has been published in the
following paper, written in collaboration with my supervisor Professor Cho-Ho
Chu:
• C.-H. Chu and M. Rigby, Iteration of self-maps on a product of Hilbert
balls, Journal of Mathematical Analysis and Applications 411 (2014),
no. 2, 773 – 786.
Apart from Proposition 3.2.5, Theorem 3.3.1 and Proposition 3.3.4, which were
obtained jointly with my supervisor, the other results in these sections are my
contribution.
Acknowledgements
First and foremost, I would like to express my sincere gratitude to my su-
pervisor, Professor Cho-Ho Chu. From our first meeting and throughout our
weekly supervisions, he has shown me nothing but encouragement and sup-
port. Without the benefit of his supervision, I would not have been able to
complete this thesis. Simply stated, I owe him an immense debt of gratitude.
I benefitted greatly from the academic environment at the School of Math-
ematical Sciences at Queen Mary, University of London, especially the Ge-
ometry and Analysis seminar series. I would also like to acknowledge the
financial support I received in the form of a PhD studentship. This work was
supported by the Engineering and Physical Sciences Research Council grant
number EP/J50029X/1.
Additionally, I wish to thank Professor Oliver Jenkinson and Professor
Shaun Bullett, who assiduously read my annual reports and asked thoughtful
and probing questions.
Last, but by no means least, I must thank Vicky and my parents for their
unwavering support and confidence in me throughout the entirety of my uni-
versity studies.
5
Abstract
In this thesis we present new results in holomorphic dynamics on rank-2
bounded symmetric domains, which can be infinite-dimensional. Some of these
results have been published in [12]. Together with other current research, this
establishes a comprehensive theory of the dynamics of fixed-point-free holo-
morphic self-maps on rank-2 bounded symmetric domains. Jordan theory is
the novel approach used to achieve these results, which relates to the hyper-
bolic geometry of bounded symmetric domains.
We examine the iterates of a fixed-point-free holomorphic self-map on the
open unit balls D of two classes of JB*-triples:
1. A finite `1-sum V of Hilbert spaces;
2. The Banach space L(C2, H) of all bounded linear operators from C2 to
a Hilbert space H.
The main results in each case are an explicit description in Jordan theoretic
terms of the invariant domains of f and an analysis of the subsequential limit
points of the iterates of f in the topology of locally uniform convergence.
Details are given as follows.
Let f : D ! D be a compact fixed-point-free holomorphic map. We show
the existence of horospheres S(⇠, ) at a boundary point ⇠ of D, parameterised
by a positive number  , satisfying f(S(⇠, ) \D) ⇢ S(⇠, ) \D. These horo-
spheres are described in terms of the Bergmann operator.
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7In Case 1, where V is a sum of p Hilbert spaces V1, . . . , Vp, the horosphere
S(⇠, ) at the boundary point ⇠ = (⇠1, . . . , ⇠p) has the form
S(⇠, ) =
pY
j=1
Sj(⇠j, )
where, for some nonempty subset J of {1, ..., p}, Sj(⇠j, ) = Dj for j 62 J and,
for j 2 J ,
Sj(⇠j, ) =  
2
j⇠j +B( j⇠j, j⇠j)
1/2(Dj)
where Dj is the open unit ball of Vj and  j > 0.
In Case 2, the horosphere has the form
S(⇠, ) =  21e+  
2
2v +B ( 1e+  2v, 1e+  2v)
1/2 (D)
where  1 2 (0, 1),  2 2 [0, 1) and e is a minimal tripotent.
Leveraging these results we analyse the subsequential limit points of (fn).
In Case 1, we prove that each limit point h of the iterates (fn) satisfies ⇠j 2
⇡j   h(D) for all j 2 J and ⇡j h(·) = ⇠j whenever ⇡j h(D)meets the boundary
of Dj, where ⇡j is the coordinate map (x1, ..., xp) 2 D 7! xj 2 Dj.
In Case 2, the boundary point ⇠, takes the form e+ v, where e is a minimal
tripotent,   2 [0, 1] and, if   6= 0, v is a minimal tripotent. For each limit point
h of (fn), we have h(D) ⇢ Ku for some tripotent u satisfying Ku \ Ke 6= ;,
where Ka denotes the boundary component in D containing a.
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Introduction
In this thesis we study holomorphic dynamics on infinite-dimensional bounded
symmetric domains of rank-2. The finite-dimensional rank-2 bounded sym-
metric domains are the Cartesian product of two Euclidean balls, and the
open unit balls of Mm2(C), S5(C), H2(C), the finite-dimensional spin factors
and M12(O), where Mm2(C) denotes the m⇥ 2 complex matrices with m   2,
S5(C) represents the 5 ⇥ 5 skew-symmetric complex matrices, H2(C) denotes
the 2 ⇥ 2 symmetric complex matrices, M12(O) represents the 1 ⇥ 2 complex
octonian matrices, and we will define a spin factor of any dimension in Section
4.1. Holomorphic dynamics on the bidisc is well understood by the seminal
work of Herve´ [20], and the dynamics on the other finite-dimensional domains
can be treated as a special case of the finite-dimensional theory which has been
developed by many authors [1, 7, 8, 33, 34, 35 and 36].
The infinite-dimensional bounded symmetric domains of rank-2 consist of
the open unit balls of infinite-dimensional spin factors, of a product of two
Hilbert spaces which is infinite-dimensional, and of the space L(C2, H) of
bounded linear operators from C2 to an infinite-dimensional Hilbert space H.
Together with the work of [10] for the open unit ball of spin factor, known
as a Lie ball, a comprehensive theory of the dynamics of a fixed-point-free
holomorphic map on infinite-dimensional rank-2 domains is established. This,
alongside the aforementioned finite-dimensional theory, provides an extensive
picture of the dynamics of a holomorphic map on all rank-2 bounded symmetric
domains.
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Introduction 11
We begin in Chapter 1 with holomorphic dynamics in one dimension, fo-
cusing on the two renowned theorems, the Wolﬀ Theorem (q.v. Theorem 1.1.1)
and the Denjoy-Wolﬀ Theorem (q.v. Theorem 1.1.3), which we present from
our viewpoint of hyperbolic geometry and notation akin to that which will be
used later. In Section 1.2 we introduce bounded symmetric domains, includ-
ing E´lie Cartan’s famous classification [6] of the finite-dimensional bounded
symmetric domains, and the notion of boundary components of a domain. We
conclude the chapter with a review of the topology of locally uniform con-
vergence, as a backdrop for the infinite-dimensional holomorphic dynamics we
study in this thesis.
In Chapter 2, we discuss the Jordan algebraic structures vital to our subse-
quent investigation of holomorphic dynamics on bounded symmetric domains.
This begins with the important concept of a JB*-triple. We discuss some ex-
amples in Sections 2.1 and 2.2. The Jordan algebraic classification of bounded
symmetric domains is explained in Section 2.3.
We initiate our investigation in Chapter 3 with a study of the dynam-
ics of a holomorphic self-map on a product of Hilbert balls. These domains
are a natural generalisation of the finite-dimensional polydiscs. Therefore, in
Section 3.1, we motivate our discussion with Herve´’s classical results on the
two-dimensional bidisc, [20]. In Sections 3.2 and 3.3 we provide a detailed
treatment of the case of a finite product of Hilbert balls, which can be infinite-
dimensional. The main results are a generalisation of the Wolﬀ Theorem and
the Denjoy-Wolﬀ Theorem, which have been published in [12].
In Chapter 4, we investigate holomorphic dynamics on irreducible rank-
2 bounded symmetric domains, which may be infinite-dimensional. These
domains are the Lie ball and the open unit ball of the JBW*-triple L(C2, H)
for a Hilbert space H of dimension at least 2. Together with the product of
two Hilbert balls, which fall into the study of finite products of Hilbert balls
studied in Chapter 3, they constitute the class of all infinite-dimensional rank-
Introduction 12
2 bounded symmetric domains. The Lie ball has been studied in [10] and we
review the results briefly in Section 4.1. The new results for the case of the
open unit ball D of L(C2, H), which are discussed in Sections 4.2, 4.3, 4.4
and 4.5, describe explicitly in Jordan theoretic terms a family of horospheres,
which are invariant under the application of the holomorphic map in question,
and use this result to discuss the asymptotic behaviour of the iterates and the
limit functions of the map in terms of the boundary components of D.
CHAPTER 1
Denjoy-Wolﬀ Theorem and Symmetric Domains
In this chapter, we discuss holomorphic dynamics in one dimension, focusing
on the celebrated Denjoy-Wolﬀ Theorem, and introduce bounded symmetric
domains and the topology of locally uniform convergence, as a setting for the
infinite-dimensional holomorphic dynamics studied in this thesis.
1.1 Holomorphic dynamics in one dimension
We begin our discussion with the classical Wolﬀ Theorem [42] and Denjoy-Wolﬀ
Theorem [13, 41] for the dynamics of a fixed-point-free holomorphic self-map
on the open unit disc in the complex plane.
First we shall fix some notation. Let D(c, r) = {z 2 C : |z   c| < r}
be the open disc in C centred at c of radius r > 0 and let @D(c, r) = {z 2
C : |z   c| = r} be its boundary. The norm closure of D(c, r) is denoted
D(c, r) which is the closed disc {z 2 C : |z   c|  r}. For short we denote
the open unit disc by D = D(0, 1) = {z 2 C : |z| < 1}, the unit circle by
@D = @D(0, 1) = {z 2 C : |z| = 1} and the closed disc by D = D(0, 1). Let
I : D! D denote the identity map.
13
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For a holomorphic map f : D! D, we denote the n-th iterate of f by
fn =
n-timesz }| {
f   · · ·   f (n 2 N).
A holomorphic map f : D! D which is bijective is called an automorphism of
D. An important example of an automorphism is the Mo¨bius transformation
ga : D! D induced by an element a 2 D which is defined by
ga(z) =
z + a
1 + az
.
Note that g0 is the identity map. We can naturally extend the domain of ga
to D without diﬃculty and then ga(@D) = @D injectively. The inverse of ga is
g a. It is well known that all automorphisms of the unit disc are of the form
↵ga where ↵ 2 @D, see for example [37, Theorem 12.6]. Moreover, it can be
proven that an automorphism without fixed point in D, when extended to D,
has at least one and at most two distinct fixed points in the boundary @D.
In fact, as a consequence of a more general result we shall prove later, q.v.
Lemma 3.3.12, an automorphism given by ↵ga with a 2 D\{0} is fixed-point-
free if and only if |1  ↵|  2|a|. In particular, ↵ga has only one fixed point in
@D if |1  ↵| = 2|a| but has two distinct fixed points in @D if |1  ↵| < 2|a|.
Let ⇢ be the Poincare´ distance on D defined by
⇢(z, w) = tanh 1 |g z(w)| (z, w 2 D).
The open unit disc D equipped with the Poincare´ distance gives us the simplest
model for hyperbolic geometry.
By the Schwarz-Pick Lemma stated below, q.v. [38, Theorem 8.1.4], each
holomorphic map f : D! D is nonexpansive in the Poincare´ distance ⇢.
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Lemma (Schwarz-Pick Lemma). If f : D! D is holomorphic, then
⇢(f(z), f(w))  ⇢(z, w)
for all z, w 2 D.
In [42] Wolﬀ showed the existence of a class of invariant domains for a fixed-
point-free, holomorphic function, f : D ! D. Before stating the theorem, we
now sketch the main idea from our perspective of hyperbolic geometry with a
view to later infinite-dimensional extension.
Choose a sequence (ak) in (0, 1) strictly increasing to 1 and let fk = akf .
The calculation
|I   (I   fk)| = |fk| = ak|f | < ak = |I| on @D(0, ak)
and an application of Rouche´’s Theorem gives that (I   fk) and I have the
same number of zeros in D(0, ak). Therefore fk has exactly one fixed point
in D(0, ak). Call this fixed point zk and, passing to a subsequence of (zk),
if necessary, we may assume without loss of generality that limk zk = ⇠ for
some ⇠ 2 D. In fact ⇠ 2 @D because if ⇠ 2 D then f(⇠) = limk akf(zk) =
limk fk(zk) = limk zk = ⇠ which is not permitted as f is fixed-point-free.
For each k 2 N and y 2 D, the closed Poincare´ disc with centre zk and
radius ⇢(y, zk) is defined by
Dk(y) := {w 2 C : ⇢(w, zk)  ⇢(y, zk)}
and a simple calculation shows that
Dk(y) = gzk
 
D(0, |g zk(y)|)
 
.
These Poincare´ discs are actually closed Euclidean discs, with adjusted centre
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and radius. The Schwarz-Pick Lemma gives
⇢(fnk (y), zk) = ⇢(f
n
k (y), f
n
k (zk))  ⇢(y, zk) (y 2 D, k, n 2 N), (1.1.1)
which confirms that fnk (y) 2 Dk(y) and it is obvious that y is on the boundary
of Dk(y) for all k 2 N. The important observation is that S(⇠, y), the horocycle
at ⇠, can be well-defined as the limit of a sequence of Poincare´ discs in the
following sense:
S(⇠, y) = {x 2 D : x = lim
k
xk and xk 2 Dk(y)}.
The horocycle S(⇠, y) turns out to be the closed Euclidean disc in D with
centre t2⇠ and radius 1  t2 where t2 = 1 |y|21 |y|2+|⇠ y|2 . Indeed, using the readily
verifiable formula (cf. (3.2.1))
gz(rx) =
1  r2
1  r2|z|2 z + r
1  |z|2
1  r2|z|2 grz(x) (0 < r < 1, x 2 D),
we have
Dk(y) = gzk
 
D(0, rk)
 
= D
 
t2kzk, (1  t2k)r 1k
 
where rk = |g zk(y)| and t2k = 1 r
2
k
1 r2k|zk|2
. The aforementioned description of the
horocycle then follows once we acknowledge the limits
rk = |g zk(y)| =
    zk y   zk|zk|2y   zk
    ! |⇠| = 1,
t2k =
1  r2k
1  r2k|zk|2
=
1  |y|2
1  |y|2 + |1  yzk|2 !
1  |y|2
1  |y|2 + |⇠   y|2 .
An immediate consequence is that S(⇠, y) is internally tangent to the unit
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circle @D at ⇠. Moreover, using the fact that
1  |y|2 + |⇠   y|2 = 2(1  Re y⇠)
and
(1  t2)(1  |y|2 + |⇠   y|2) = |⇠   y|2,
the calculation
|y   t2⇠|2 = |y   ⇠ + (1  t2)⇠|2
= (1  t2)2 + |y   ⇠|2   2(1  t2)Re(1  y⇠)
= (1  t2)2 + |y   ⇠|2   (1  t2)(1  |y|2 + |⇠   y|2)
= (1  t2)2
shows that y is on the boundary of S(⇠, y). In fact, every other y0 2 D on the
boundary of the horocycle @S(⇠, y) gives rise to the same horocycle, that is
S(⇠, y) = S(⇠, y0), as there is only one circle that is internally tangent to @D
at ⇠ and has y0 on the boundary.
We will now show that the horocycle S(⇠, y) is f -invariant in the sense
that f(S(⇠, y) \ D) ⇢ S(⇠, y) \ D. Suppose x 2 S(⇠, y) \ D, then there exists
xk 2 Dk(y) such that x = limk xk. By the Schwarz-Pick Lemma and as
fk(zk) = zk, we have
⇢(fk(xk), zk) = ⇢(fk(xk), fk(zk))  ⇢(xk, zk)  ⇢(y, zk),
which shows that fk(xk) 2 Dk(y). Taking limits gives f(x) = limk f(xk) =
limk akf(xk) = limk fk(xk) 2 S(⇠, y).
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We summarise Wolﬀ’s beautiful result in the following theorem.
Theorem 1.1.1 (Wolﬀ’s Theorem). Let f : D ! D be a fixed-point-free,
holomorphic function. Then there exists a boundary point ⇠ 2 @D such that
every closed disc, internally tangent to @D at ⇠ is f -invariant.
Example 1.1.2. The Mo¨bius transformation ga : D! D is holomorphic and,
when a 6= 0, is fixed-point-free. Set a = 14(1 + i). In Figure 1.1.1 we show the
ga-invariant horocycles at the points  1/2 , ga( 1/2) and g2a( 1/2).
Figure 1.1.1: The ga-invariant horocycles S(⇠, y) at the points y =  1/2,
ga( 1/2), g2a( 1/2), where a = 14(1 + i).
We are now in a position to state the Denjoy-Wolﬀ Theorem and discuss
its relationship to Theorem 1.1.1.
Theorem 1.1.3 (Denjoy-Wolﬀ Theorem). Let f : D ! D be a fixed-point-
free holomorphic function. Then (fn) converges to a boundary point ⇠ 2 @D
uniformly on compact sets in D.
In the case where f is an automorphism, the result follows from elementary
calculations using the boundary fixed points, where it can be shown that one
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of the boundary fixed points is the limit ⇠. In the case where f is not an
automorphism, let h be a subsequential limit of (fn), that is there exists a
subsequence (fnj) of (fn) converging to h uniformly on compact sets in D. It
can be proven that every subsequential limit of (fn) is constant. Therefore
there exists a ⇣ 2 D such that h(z) = ⇣ for all z 2 D. If ⇣ 2 D, then by the
continuity of f we have
f(⇣) = f(h(z)) = f(lim
j
fnj(z)) = lim
j
f(fnj(z)) = lim
j
fnj(f(z)) = h(f(z)) = ⇣,
which is impossible, as f is fixed-point-free. So we must have ⇣ 2 @D. If ⇣ 6= ⇠,
then there exists a closed disc B $ D internally tangent to @D at ⇠ such that
⇣ /2 B which gives the contradiction ⇣ = h(z) = limj!1 fnj(z) 2 B, since
fn(z) 2 B\D for all z 2 B\D and n 2 N. Therefore we must have ⇣ = ⇠. We
have just shown that every convergent subsequence of (fn), in the topology
of uniform convergence on compact sets, must converge to ⇠ and so the whole
sequence (fn) must converge to ⇠ uniformly on compact sets.
Remark 1.1.4. In fact the convergence of a single orbit (fn(a)) for some a 2 D
is both necessary and suﬃcient for the sequence of iterates (fn) to converge
uniformly on compact sets to a constant map taking value in the boundary
@D. We shall see later that this result holds for the more general case of a
fixed-point-free holomorphic self-map on a Hilbert ball.
We now give some examples of the Denjoy-Wolﬀ Theorem in action for
diﬀerent types of fixed-point-free holomorphic map. See Figure 1.1.2 for the
first four iterates of these functions on a ball B strictly contained in the interior
of D, that is B ⇢ D and the distance from B to @D is positive.
Example 1.1.5. The Mo¨bius transformation ga : D ! D with a 6= 0 is
a fixed-point-free automorphism with two distinct fixed points ±a/|a| 2 @D
when extended to the boundary. Considering the convergence of the orbit
(gna (0)) to a/|a|, we can conclude that the sequence of iterates (gna ) converges
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uniformly on compact sets to a/|a|. In particular, the Mo¨bius transformation
ga : D ! D with a = 14(1 + i) = 12p2ei⇡/4, given in Example 1.1.2, converges
uniformly on compact sets to ei⇡/4. See Figure 1.1.2(a).
Example 1.1.6. The automorphism given by ↵ga : D ! D where ↵ = 12(1 +
i
p
3) and a = 1/2 has no fixed points in D but does have a unique fixed point
p 2 @D when extended to the boundary. Therefore the sequence of iterates
((↵ga)n) converges uniformly on compact sets to the boundary fixed point
p = ↵ 12a =
1
2( 1 + i
p
3). See Figure 1.1.2(b).
Example 1.1.7. The holomorphic function f : D ! D defined by f(z) =
1
2(z + 1) is fixed-point-free but not an automorphism. The image f(D) is the
open disc D(12 ,
1
2) the norm closure of which touches the boundary only at 1,
which necessitates 1 being the boundary point ⇠ in Theorem 1.1.1. Therefore
(fn) converges uniformly on compact sets to 1. See Figure 1.1.2(c).
This can, of course, be proven directly once one observes
fn(z) =
1
2n
z +
nX
r=1
1
2r
(z 2 D, n 2 N).
However the former approach puts the hyperbolic geometry of D on centre
stage.
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Figure 1.1.2: Fixed-point-free holomorphic iteration in D.
First four iterates of the ball B under the holomorphic map f : D! D where
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(b) f = ↵ga with
↵ = 12 (1 + i
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3) and a = 12 .
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Although we shall mainly be concerned with the fixed-point-free case, it
would be remiss not to mention what is known about the iteration of a holo-
morphic function f : D ! D with a fixed point z0 2 D. It can be shown that
the identity function I : D ! D is the only holomorphic function with more
than one fixed point. Excluding the case where f = I, we then have that z0 is
the unique fixed point of f . If f is not an automorphism, then (fn) converges
uniformly on compact sets to z0. If f is an automorphism, then either f has
period-n, that is fn = I for some n 2 N, or the set of iterates {fn : n 2 N}
is dense in the compact group of all automorphisms of D which fix z0. See [5]
for further details.
We now present a new result on exactly which automorphisms have period-
n. We prove a lemma first.
Lemma 1.1.8. The n-th iterate of ↵ga takes the form
(↵ga)
n(z) =
↵Ena+Bnz
Dn + Enza
(n   1)
where Bn, Dn and En are independent of z and are given by the following
recursion relationships
B0 := 1, B1 = ↵, Bn = ↵
 
Bn 1 + |a|2
n 2X
r=0
Br
!
(n   2)
D1 = 1, Dn = 1 + ↵|a|2
n 1X
r=1
r 1X
s=0
Bs (n   2)
En =
n 1X
r=0
Br. (n   1)
Proof. We prove this lemma by induction on n. By definition, the first iterate
of ↵ga takes the form
↵ga(z) =
↵a+ ↵z
1 + za
which gives B1 = ↵, D1 = 1 and E1 = 1 = B0, as required.
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Suppose there exists some n 2 N such that the result holds for all k  n,
then
(↵ga)
n+1(z) = ↵ga
✓
↵Ena+Bnz
Dn + Enza
◆
=
↵(Dn + ↵En)a+ ↵(Bn + En|a|2)z
Dn + ↵En|a|2 + (Bn + En)za .
If we can prove the veracity of the equations
Bn+1 = ↵
 
Bn + En|a|2
 
Dn+1 = Dn + ↵En|a|2
En+1 = Dn + ↵En = Bn + En,
then the result holds for (n+1)-th case and we are done. Indeed the following
calculations complete the proof.
↵
 
Bn + En|a|2
 
= ↵
 
Bn + |a|2
n 1X
r=0
Br
!
= Bn+1,
Dn + ↵En|a|2 = 1 + ↵|a|2
n 1X
r=1
r 1X
s=0
Bs + ↵|a|2
n 1X
r=0
Br
= 1 + ↵|a|2
nX
r=1
r 1X
s=0
Bs
= Dn+1,
Dn + ↵En = 1 + ↵|a|2
n 1X
r=1
r 1X
s=0
Bs + ↵
n 1X
r=0
Br
= 1 + B1 +
n 1X
r=1
↵(|a|2
r 1X
s=0
Bs +Br)
= B0 +B1 +
n 1X
r=1
Br+1
=
nX
r=0
Br
= En+1,
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Bn + En = Bn +
n 1X
r=0
Br
=
nX
r=0
Br
= En+1.
Corollary 1.1.9. The En from Lemma 1.1.8 satisfy the following recursion
relation
E0 := 0, E1 = 1, E2 = 1 + ↵ En = En 1 + |a|2
n 2X
r=1
En 1 r↵r + ↵n 1 (n   3).
Proof. From the proof of Lemma 1.1.8, and using the notation there, the En
follow the recursion relationship
En = En 1 +Bn 1 (n   1)
Bn = ↵
 
Bn 1 + En 1|a|2
 
(n   1).
Therefore
En = En 1 +Bn 1
= En 1 + ↵
 
Bn 2 + En 2|a|2
 
= En 1 + ↵En 2|a|2 + ↵Bn 2
= En 1 + ↵En 2|a|2 + ↵(↵
 
Bn 3 + En 3|a|2
 
)
= En 1 + ↵En 2|a|2 + ↵2En 3|a|2 + ↵2Bn 3
= En 1 + |a|2
n 2X
r=1
En 1 r↵r + ↵n 2B1
= En 1 + |a|2
n 2X
r=1
En 1 r↵r + ↵n 1.
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Proposition 1.1.10. Let ↵ga : D! D be an automorphism with a fixed point,
where ↵ 2 @D and a 2 D\{0}. Then ↵ga has period-n if and only if En = 0
where En is given in Lemma 1.1.8.
Proof. If (↵ga)n = I, then
↵Ena+Bnz
Dn + Enza
= z.
In particular this must hold for z = 0, giving En = 0.
Conversely, if En = 0 then
(↵ga)
nz =
Bnz
Dn
for all z 2 D. As there exists a nonzero fixed point z0 of ↵ga, we have
z0 =
Bn
Dn
z0 which implies Bn = Dn and (↵ga)n = I.
It is of interest to give the following explicit formula for En in terms of ↵
and a.
Proposition 1.1.11. The En from Lemma 1.1.8 satisfy
En =
n 1X
r=0
↵r
min{r,n 1 r}X
s=0
|a|2s
0B@ r
s
1CA
0B@ n  1  r
s
1CA (n   1).(1.1.2)
The proof is straightforward but lengthy and is therefore included in the
Appendix.
Remark 1.1.12. The automorphism ↵I has period-n if and only if ↵ is an n-th
root of unity. Provided we exclude ↵ = 1 and permit a = 0 in (1.1.2) this is
equivalent to En = 1 + ↵ + · · ·+ ↵n 1 = 1 ↵n1 ↵ = 0.
By Proposition 1.1.10, Proposition 1.1.11 and Remark 1.1.12 we now have the
following criterion for n-periodicity.
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Theorem 1.1.13. Let ↵ga : D ! D be an automorphism with a fixed point
that is not the identity, where ↵ 2 @D and a 2 D. Then ↵ga has period-n if
and only if
n 1X
r=0
↵r
min{r,n 1 r}X
s=0
|a|2s
0B@ r
s
1CA
0B@ n  1  r
s
1CA = 0. (1.1.3)
It may be of interest to note that the left hand side of (1.1.3) gives us the
Pascal-like triangle:
n En
1 1
2 ↵ + 1
3 ↵2 + ↵ (|a|2 + 1) + 1
4 ↵3 + ↵2 (2|a|2 + 1) + ↵ (2|a|2 + 1) + 1
5 ↵4 + ↵3 (3|a|2 + 1) + ↵2 (|a|4 + 4|a|2 + 1) + ↵ (3|a|2 + 1) + 1
...
...
Pascal’s triangle is visible if we were to allow |a| = 1, as then the coeﬃcients
of the powers of ↵ in (1.1.3) are the binomial coeﬃcients because
min{r,n 1 r}X
s=0
0B@ r
s
1CA
0B@ n  1  r
s
1CA =
0B@ n  1
r
1CA
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by basic properties of
 
n
k
 
and Vandermonde’s Convolution, which states that
kX
s=0
0B@ n
s
1CA
0B@ m
k   s
1CA =
0B@ n+m
k
1CA
for non-negative integers n,m and k.
Remark 1.1.14. From (1.1.3) we see that if ↵ga is a period-n automorphism,
then so is  gb where   2 {↵,↵} and b 2 {ei✓a : 0 < ✓  2⇡}. Indeed, if
↵ga has a fixed point we have |1   ↵| > 2|a| and, as |1   ↵| = |1   ↵| and
|a| = |ei✓a|, the stated  gb also has a fixed point.
Example 1.1.15. Excluding the identity function, the period-n automor-
phisms consist precisely of those automorphisms ↵ga described by (1.1.3),
or equivalently from the n-th line of the Pascal-like triangle above. Evi-
dently all involutive automorphisms, except for the identity function, are of
the form  ga with a 2 D, and, for example, all period-3 automorphisms,
bar the identity function, can be expressed as ↵ga with a 2 D and ↵ =
1
2
⇣
 (1 + |a|2)± ip4  (1 + |a|2)2⌘.
1.2 Symmetric domains
A domain in a complex Banach space is a nonempty open connected set. Let
V and W be complex Banach spaces and U be an open subset of V . A map
f : U ! W is called holomorphic if f is Fre´chet diﬀerentiable in U , that is,
if for each a 2 U there exists a continuous linear map f 0(a) : V ! W which
satisfies
lim
h!0
kf(a+ h)  f(a)  f 0(a)(h)k
khk = 0.
If f 0(a) exists, then it is unique and is called the derivative of f at a. A
bijection f : D ! D on a domain is called biholomorphic if both f and its
inverse are holomorphic. A symmetric domain D in a complex Banach space
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E is a domain such that each point a 2 D is an isolated fixed point of an
involutive biholomorphic map sa : D ! D. If D is a bounded symmetric
domain, we call sa the symmetry at a, where the uniqueness is guaranteed
by Cartan’s uniqueness theorem, q.v. [17, Proposition III.2.1], which states
that if a holomorphic map f and biholomorphic map g, both from a bounded
domain ⌦ to another domain in a complex Banach space, satisfy f(p) = g(p)
and f 0(p) = g0(p) for some p 2 ⌦, then f = g. Indeed, every symmetry at a
fixes a and has the same derivative at a, namely  I, where I is the identity
map on E.
Example 1.2.1. The open unit disc D of the complex plane is a bounded
symmetric domain. The symmetry at 0 is simply
s0 =  I
where I is the identity map. The symmetry at a point a 2 D is given by
sa = ga   s0   g a
where ga is the Mo¨bius transformation at a and sa can be written in the form
↵gb with ↵ =  1 and b =  ga(a) =   2a1+|a|2 .
Example 1.2.2. All Euclidean balls and polydiscs, the latter being Cartesian
products of the complex disc D, are bounded symmetric domains.
Two domains D and D0 are called biholomorphic if there is a biholomorphic
map between them. A symmetric domain is called irreducible if it is not
biholomorphic to a Cartesian product of symmetric domains. E´lie Cartan
classified in [6] the finite-dimensional irreducible bounded symmetric domains.
The classification can be reformulated as the following theorem.
Theorem 1.2.3. Let D be a finite-dimensional irreducible bounded symmetric
domain. Then D is biholomorphic to the open unit ball of one of the following
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complex Banach spaces of matrices.
• Mmn(C), the space ofm⇥nmatrices with the operator norm for bounded
linear operators from Cn to Cm, where 1  n <1 and n  m,
• Sn(C), the norm-closed subspace of Mn(C) consisting of all n⇥ n skew-
symmetric matrices for n   2,
• Hn(C), the norm-closed subspace of Mn(C) consisting of all n⇥ n sym-
metric matrices,
• Spn(H), the n-dimensional triple spin factor for n   3,
• M12(O), the 1⇥ 2 matrices over the complex octonians, and
• H3(O), the 3⇥ 3 hermitian matrices over the complex octonians.
We shall see a generalisation of this result to bounded symmetric domains
in reflexive Banach spaces of arbitrary dimension in Theorem 2.3.2, which
employed Jordan theory. Indeed, we shall see that each bounded symmetric
domain in a Banach space is biholomorphic to the open unit ball of a Banach
space equipped with a suitable Jordan structure.
For later applications, we recall the definition of diﬀerent types of boundary
component of a domain. Let V be a complex Banach space andB ⇢ V a convex
domain. Let F be a family of mappings from D to V with image in B.
Definition 1.2.4. Let A be a subset of the norm closure B of B satisfying
(i) A 6= ;,
(ii) The image of every f 2 F is contained in either A or B\A, and
(iii) A is minimal with respect to the properties in (i) and (ii).
We call A
• a holomorphic boundary component of B if F is the set of all holomorphic
mappings f : D! V with f(D) ⇢ B,
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• a complex aﬃne boundary component of B if F is the set of all complex
aﬃne mappings f : D! B.
The disjoint union of the boundary components of B equals B. It turns out
that, when B is the open unit ball of V , its holomorphic and complex aﬃne
boundary components agree, q.v. [28, Proposition 4.2]. Henceforth, reference
to “boundary component” shall always refer to this special case.
1.3 Topology of locally uniform convergence
Let D be the open unit ball in a complex normed space V and C(D, V ) be
the complex vector space of all continuous maps of D into V . The topological
boundary of D is denoted @D and a nonempty subset U ⇢ D, whose distance
to the boundary of D is positive, that is inf{ku vk : u 2 U and v 2 @D} > 0,
is called strictly contained in D.
For any subset K ⇢ D, the map
f 2 C(D, V ) 7! kfkK 2 [0,1],
where
kfkK = sup{kf(x)k : x 2 K},
is a semi-norm on the subspace of C(D, V ) on which k · kK takes finite values.
Let S = {Gi : i 2 I} be a family of subsets Gi ⇢ D, which is closed with
respect to finite unions. For f0 2 C(D, V ), G 2 S and " > 0 define
U(f0, G, ") := {f 2 C(D, V ) : kf   f0kG < "}.
The family {U(f0, G, ") : G 2 S and " > 0} defines a fundamental system
of neighbourhoods for a locally convex topology T of C(D, V ), which is not
1.3 Topology of locally uniform convergence 31
necessarily Hausdorﬀ.
By choosing diﬀerent families of subsets for S we can define diﬀerent topolo-
gies on C(D, V ).
• If S is chosen as the family of all singleton subsets of D, then T is the
topology of pointwise convergence.
• If S is chosen as the family of all compact subsets of D, then T is
the topology of uniform convergence on compact subsets (compact-open
topology).
• If S is chosen as the family of all finite unions of norm-closed balls strictly
contained in D, then T is the topology of locally uniform convergence.
This topology is finer than the compact-open topology in general, but
the two are equivalent when V is finite-dimensional.
The space of all holomorphic maps from D into V , denoted by Hol(D, V ),
is a closed subspace of C(D, V ) for both the compact-open topology and the
topology of locally uniform convergence, [17, Proposition IV.3.1 and Lemma
IV.3.3].
Let fn : D ! D ⇢ V be a sequence of holomorphic maps. Then (fn)
converges to a holomorphic map f : D ! D ⇢ V in the topology of locally
uniform convergence if and only if (fn) converges to f uniformly on any ball
strictly contained in D. We call a function h : D ! D a limit function of the
above sequence (fn), if there is a subsequence (fnk) of (fn) converging to h
locally uniformly.
For a holomorphic map f : D ! D, we denote the n-th iterate of f by
fn =
n-timesz }| {
f   · · ·   f (n 2 N).
CHAPTER 2
Jordan Algebraic Structures
Since the introduction of Jordan algebras in quantum formalism in 1934 by P.
Jordan, J. von Neumann and E. P. Wigner [22], unexpected applications have
been found in many areas of mathematics. In particular, Jordan algebraic
structures have been used to classify bounded symmetric domains in infinite-
dimensional complex spaces and Jordan theory provides a useful tool to study
holomorphic functions on these domains. In this chapter, we will discuss the
relevant Jordan algebraic structures for our ensuing investigation of dynamics
on some bounded symmetric domains. We begin by introducing the concept
of a JB*-triple and discuss some examples in Sections 2.1 and 2.2. The Jor-
dan algebraic classification of bounded symmetric domains will be explained
in Section 2.3. In this thesis, all vector spaces are over the field of complex
numbers, unless otherwise stated.
2.1 JB*-triples
JB*-triples are complex Banach spaces equipped with a Jordan algebraic struc-
ture. They play an important role in infinite-dimensional geometry and analy-
sis. What follows is the essential Jordan theoretic tools that we rely on heavily
in later chapters. We refer to [9] for a full treatment of the connection between
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Jordan theory and Lie theory, and Jordan structures in geometry and analysis.
Definition 2.1.1. A complex vector space V equipped with a triple product
{·, ·, ·} : V 3  ! V is called a Hermitian Jordan triple if the triple product is:
• linear and symmetric in the outer variables,
• conjugate linear in the middle variable, and
• satisfies the main triple identity :
{a, b, {x, y, z}} = {{a, b, x}, y, z}  {x, {b, a, y}, z}+ {x, y, {a, b, z}}.
For subsets A,B and C of a Hermitian Jordan triple V we define
{A,B,C} = {{a, b, c} : a 2 A, b 2 B, and c 2 C}.
A vector subspaceW of V such that x, y, z 2 W implies {x, y, z} 2 W is called
a subtriple. If U is another Hermitian Jordan triple and f : U ! V is a linear
map which preserves the triple product:
f{x, y, z} = {f(x), f(y), f(z)}
for x, y, z 2 U , then we call f a triple homomorphism. A bijective triple
homomorphism is called a triple isomorphism.
Example 2.1.2. The one-dimensional complex space C is a Hermitian Jordan
triple in the product
{x, y, z} = xyz (x, y, z 2 C).
Example 2.1.3. A Jordan algebra A is a commutative algebra over a field F
which satisfies the Jordan identity
(ab)a2 = a(ba2) (a, b 2 A).
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Hereinafter, F is either R or C. Any associative algebra A is a Jordan algebra
in the special Jordan product   defined by
a   b = 1
2
(ab+ ba) (a, b 2 A).
A Jordan algebra is called special if it is isomorphic to a Jordan subalgebra of
some (A,  ) and exceptional if it is not.
A complex Jordan algebra A equipped with an involution ⇤ is a Hermitian
Jordan triple in the canonical Hermitian Jordan triple product defined by
{a, b, c} = (ab⇤)c+ a(b⇤c)  b⇤(ac) (a, b, c 2 A). (2.1.1)
We recall that an involution of A is a conjugate linear anti-automorphism of
A.
Example 2.1.4. Let Mn(C) be the vector space of n ⇥ n complex matrices
and B⇤ = (bji) be the adjoint of a matrix B = (bij) 2Mn(C). Then Mn(C) is
a Hermitian Jordan triple in the product
{A,B,C} = 1
2
(AB⇤C + CB⇤A) . (2.1.2)
The vector space Mn(C) is actually a Jordan algebra with involution ⇤ when
equipped with the special Jordan product A  B = 12(AB +BA). In this case,
the triple product (2.1.2) agrees with the canonical Hermitian Jordan triple
product given in (2.1.1). In fact, a C*-algebra A is a Hermitian Jordan triple
in the product {a, b, c} = 12(ab⇤c+ cb⇤a).
In Jordan theory, the following basic operators on a Hermitian Jordan triple
V play a fundamental role. Let a, b 2 V .
• The box operator a b : V  ! V is defined by (a b)v = {a, b, v} for all
v 2 V .
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• The quadratic operator induced by a is denoted Qa : V  ! V and
defined by Qa(v) = {a, v, a} for all v 2 V .
• The Bergmann operator B(a, b) : V  ! V is defined by
B(a, b)(v) = v   2(a b)v +QaQb(v)
for all v 2 V . Note that B(0, 0) is the identity operator.
In a Hermitian Jordan triple V , an element e 2 V is called a tripotent if
{e, e, e} = e. We recall that a matrix unit in Mn(C) is a matrix of the form
ek` = ( ik j`)ij for k, ` 2 {1, . . . , n}, in other words, a matrix with one in the
k`-th place and zero everywhere else. Matrix units inMn(C) are tripotents and
represent the basic building blocks of Mn(C). The tripotents in a C*-algebra
coincide exactly with the partial isometries.
Given a tripotent e in a Hermitian Jordan triple V , there correspond three
important projections Pk(e) : V ! V (k = 0, 1, 2), called the Peirce projec-
tions, which are given by
P2(e) = Q
2
e
P1(e) = 2(e e Q2e)
P0(e) = I   2(e e) +Q2e = B(e, e)
where I : V ! V is the identity operator.
Definition 2.1.5. The Peirce decomposition of V with respect to a tripotent
e is the following direct sum
V = V0(e)  V1(e)  V2(e)
where Vk(e) = Pk(e)V is called the Peirce k-space of V with respect to e for
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k = 0, 1, 2. The Peirce k-spaces are the eigenspaces of the operator 2(e e):
Vk(e) = {v 2 V : 2(e e)v = kv}.
The Peirce k-spaces obey the Peirce multiplication rules
{Vi(e), Vj(e), Vk(e)} ⇢ Vi j+k(e), {V0(e), V2(e), V } = {V2(e), V0(e), V } = {0},
for i, j, k 2 {0, 1, 2} and Vi(e) = {0} for i 62 {0, 1, 2}.
Definition 2.1.6. A tripotent e of a Hermitian Jordan triple V is called
• minimal if V2(e) is one-dimensional,
• maximal (or complete) if V0(e) = {0}, and
• unitary if V2(e) = V .
The matrix units inMn(C) are all minimal tripotents. However, there are min-
imal tripotents which are not matrix units. For example, the matrix
0B@ 12 12
1
2
1
2
1CA
is also a minimal tripotent in M2(C).
Definition 2.1.7. Two elements a and b in a Hermitian Jordan triple V are
called triple orthogonal to each other if a b = b a = 0.
Remark 2.1.8. Two tripotents u and v in a Hermitian Jordan triple V are triple
orthogonal if and only if {u, v, v} = 0, q.v. [9, Corollary 1.2.46].
Definition 2.1.9. The rank of a Hermitian Jordan triple V is defined as the
maximal cardinality of a set of mutually triple orthogonal nonzero tripotents
in V , which is unique.
Remark 2.1.10. If u and v are two triple orthogonal tripotents in a Hermitian
Jordan triple V , then {u+v, u+v, u+v} = {u, u, u}+{v, v, v} = u+v, which
implies that u+ v is also a tripotent.
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For finite families of triple orthogonal tripotents we have the following
useful joint Peirce decomposition, q.v. [32, Theorem 3.14].
Theorem 2.1.11. Let {e1, . . . , en} be a family of mutually triple orthogonal
tripotents in a Hermitian Jordan triple V . Then we have
V =
M
0ijn
Vij
where the joint Peirce spaces Vij are defined by
Vii =V2(ei), i = 1, . . . , n;
Vij =Vji = V1(ei) \ V1(ej), 1  i < j  n;
Vi0 =V0i = V1(ei) \
\
j 6=i
V0(ej), i = 1, . . . , n;
V00 =V0(e1) \ · · · \ V0(en).
The Peirce multiplication rules
{Vij, Vjk, Vk`} ⇢ Vi`
hold and all other triple products which cannot be written in this form are zero.
We denote by Pij the projection onto the space Vij.
Let M = {0, 1, . . . , n} and N ⇢ M\{0}. If eN =
P
i2N ei then the Peirce
k-spaces of eN are given by
V2(eN) =
M
i,j2N
Vij,
V1(eN) =
M
i2N
j2M\N
Vij,
V0(eN) =
M
i,j2M\N
Vij.
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Corollary 2.1.12. Let {e1, . . . , en} be a family of mutually triple orthogonal
tripotents in a Hermitian Jordan triple V and let x =
Pn
i=1  iei where  i 2 C,
and set  0 = 0. Then the Bergmann operator B(x, x) satisfies
B(x, x) =
X
0ijn
(1  | i|2)(1  | j|2)Pij, (2.1.3)
We now introduce the important concept of a JB*-triple.
Definition 2.1.13. A complex Banach space V is called a JB*-triple if it is a
Hermitian Jordan triple with a continuous triple product and the box operator
a a of each element a 2 V satisfies:
(i) a a is a hermitian operator on V , that is, keit(a a)k = 1 for all t 2 R,
(ii) a a has non-negative spectrum, and
(iii) ka ak = kak2.
In the Jordan approach to bounded symmetric domains, JB*-triples play
a fundamental role due to the following Riemann Mapping Theorem of Kaup
[25].
Theorem 2.1.14. Let D be a bounded domain in a complex Banach space.
Then D is a symmetric domain if and only if D is biholomorphic to the open
unit ball of a JB*-triple.
Example 2.1.15. The previous examples of Hermitian Jordan triples, C and
Mn(C), are in fact JB*-triples. More generally, the Banach space L(H) of all
bounded linear operators on the Hilbert space H is a JB*-triple in the triple
product
{A,B,C} = 1
2
(AB⇤C + CB⇤A) (A,B,C 2 L(H)),
where B⇤ is the adjoint of B. Moreover, every C*-algebra is a JB*-triple, as
it is a closed subtriple of L(H) for some Hilbert space H.
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We note that the Peirce projections on a JB*-triple are contractive. Also,
a linear bijection between two JB*-triples is an isometry if and only if it is a
triple isomorphism [25, Proposition 5.5].
In a JB*-triple the Bergmann operator B(x, x) is positive and the square
root B(x, x)1/2 exists. Indeed, keeping the same notation as in Corollary 2.1.12,
we have the following formulae for the square roots
B(x, x)1/2 =
X
0ijn
(1  | i|2)1/2(1  | j|2)1/2Pij, (2.1.4)
B(x, x) 1/2 =
X
0ijn
(1  | i|2) 1/2(1  | j|2) 1/2Pij, (2.1.5)
where the latter equation is valid if and only if | i| 6= 1 for all i 2 {1, . . . , n}.
An important holomorphic mapping in complex analysis is the Mo¨bius
transformation of the open unit ball D of a JB*-triple V . Let a 2 D. The
Mo¨bius transformation ga : D ! D induced by a is defined by
ga(z) = a+B(a, a)
1/2(I + z a) 1(z) (z 2 D), (2.1.6)
where I is the identity operator. We note that g0 = I. The importance of the
Mo¨bius transformations can be seen from the fact that every automorphism
of D takes the form '   ga, where a 2 D and ' is a linear isometry on V , q.v.
[9, Proposition 3.2.6].
Example 2.1.16. The Mo¨bius transformation of the open unit disc D induced
by a 2 D takes the familiar form
ga(z) =
z + a
1 + az
(z 2 D),
which is consistent with our definition in Section 1.1.
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By [28, Theorem 2.1], we have the following proposition.
Proposition 2.1.17. Let D be the open unit ball of a complex Banach space
E. Then, for every boundary point ⇣ 2 @D, the locally uniform limit g⇣ :=
lima!⇣ ga exists and additionally g⇣ : D ! E is a holomorphic mapping.
It is important to note that the boundary components have the following
useful description [28, Proposition 4.3].
Proposition 2.1.18. Let D be the open unit ball of a JB*-triple V . For
every tripotent e 2 V , the boundary component of D containing e is given by
Ke = e + D0(e) where D0(e) = D \ V0(e) is the open unit ball of the Peirce
0-space of e. For every a 2 Ke, we have Ke = ga(D) ⇢ @D if e 6= 0, and
K0 = D.
We will make use of the spectral representation of elements in a JB*-triple,
which have been shown in [24, 26].
Theorem 2.1.19. For each element x in a JB*-triple of finite rank r there ex-
ist a family of mutually triple orthogonal minimal tripotents {ei : i = 1, . . . , r}
and a uniquely determined element (t1, . . . , tr) 2 Rr with t1   t2   · · ·   tr   0
such that
x =
rX
i=1
tiei (2.1.7)
and
kxk = t1.
Definition 2.1.20. We refer to (2.1.7) as a spectral decomposition of x and
we call t1, . . . , tr the spectral values or the triple spectrum of x in this decom-
position.
Another important aspect of the Mo¨bius transformation is that it can be
used to describe the Kobayashi distance  on the open unit ball D of a JB*-
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triple, cf. [17, Chapter IV]:
(a, b) = tanh 1 kg b(a)k (a, b 2 D).
We note that  is exactly the Poincare´ distance on the complex unit disc D.
Definition 2.1.21. A map f : D  ! D is called Kobayashi nonexpansive if
(f(x), f(y))  (x, y) (x, y 2 D)
and Kobayashi contractive if
(f(x), f(y)) < (x, y) (for x 6= y).
We have the following Schwarz-Pick Lemma for JB*triples, cf. [9, Lemma
3.2.15].
Lemma 2.1.22. All holomorphic self-maps on the open unit ball of a JB*-
triple are Kobayashi nonexpansive.
From [34, Proposition 3.1], we know that
1  kg b(a)k2 = kB(a, a) 1/2B(a, b)B(b, b) 1/2k 1 (a, b 2 D).(2.1.8)
Moreover, we have, q.v. [9, Proposition 3.2.13],
kB(a, a) 1/2k = 1
1  kak2 (a 2 D). (2.1.9)
Definition 2.1.23. A JBW*-triple is a JB*-triple with a Banach space pred-
ual, which is necessarily unique, q.v. [9, p.210].
We give several important examples of JB*-triples relevant to our study in
the next section.
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2.2 Examples of JB*-triples
Let V be a Hilbert space with inner product h·, ·i and open unit ball D with
topological boundary @D. Then V is a rank-1 JB*-triple in the triple product
{x, y, z} = 1
2
(hx, yiz + hz, yix) (x, y, z 2 V ).
The nonzero tripotents are exactly the boundary points of D. Let e 2 @D.
Then the Peirce projections are given by
P2(e)x = hx, eie
P1(e)x = x  hx, eie
P0(e)x = 0.
Therefore, as V0(e) = {0} and V2(e) = Ce, every nonzero tripotent e is both
maximal and minimal, and V = V1(e) Ce, where V1(e) and Ce are orthogonal
with respect to the inner product.
We now show that V is indeed a JB*-triple, which is also a JBW*-triple.
Lemma 2.2.1. A complex Hilbert space V with inner product h·, ·i is a JB*-
triple with triple product
{x, y, z} = 1
2
(hx, yiz + hz, yix) (x, y, z 2 V ).
Proof. It is a straightforward exercise to confirm that V is a Hermitian Jordan
triple and the calculations (a a)x = 12 (kak2x+ hx, aia) and
h(a a)x, xi = 1
2
 kak2kxk2 + |hx, ai|2  2 [0,1) ⇢ R
show simultaneously that a a has real numerical range, and is therefore a
hermitian operator, q.v. [4], and has non-negative spectrum  (a a) ⇢ [m,M ],
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where m = infkxk=1h(a a)x, xi and M = supkxk=1h(a a)x, xi.
Finally ka ak = kak2 can be seen from the calculation
kak2 = k(a a) akakk
 ka ak
= sup
kxk1
k(a a)xk
= sup
kxk1
    12  kak2x+ hx, aia 
    
 kak2.
Of course we could have proved keit(a a)k = 1 for all t 2 R directly. Indeed,
this is obvious when a = 0, and when a 6= 0 we have
(a a)nx =
1
2n
kak2nx+ 2
n   1
2n
kak2(n 1)hx, aia
=
1
2n
kak2n
✓
x  hx, ai akak2
◆
+ kak2nhx, ai akak2
=
1
2n
kak2nP1
✓
a
kak
◆
x+ kak2nP2
✓
a
kak
◆
x
for all n 2 N [ {0} and x 2 V . Therefore, for each x 2 V ,
exp [it(a a)] x =
1X
n=0
intn
n!
(a a)n(x)
= P1
✓
a
kak
◆
x
1X
n=0
intn
n!
1
2n
kak2n + P2
✓
a
kak
◆
x
1X
m=0
imtm
m!
kak2m
= exp

1
2
itkak2
 
P1
✓
a
kak
◆
x+ exp
⇥
itkak2⇤P2✓ akak
◆
x.
Hence, by orthogonality of P1
⇣
a
kak
⌘
and P2
⇣
a
kak
⌘
, we have
k exp [it(a a)] xk2 =
    exp 12 itkak2
 
P1
✓
a
kak
◆
x+ exp
⇥
itkak2⇤P2✓ akak
◆
x
    2
=
    P1✓ akak
◆
x
    2 +     P2✓ akak
◆
x
    2
= kxk2.
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In a Hilbert space V , the square root of the Bergmann operator B(a, a) is
given by
B(a, a)1/2(z) =
p
1  kak2
✓
z + (
p
1  kak2   1)hz, ai akak2
◆
, (2.2.1)
where a 6= 0, q.v. [9, p.188]. In particular, we have B(a, a)1/2(a) = (1 kak2)a
and
B(a, a) 1/2(a) =
a
1  kak2 . (2.2.2)
The Mo¨bius transformation ga induced by an element a in the open unit ball
D of V has the form
ga(z) = a+
B(a, a)1/2
1 + hz, ai (z 2 D). (2.2.3)
In particular, the Mo¨bius transformation ga induced by a nonzero element
a 2 D has the form
ga(z) =
1
1 + hz, ai
✓
a+ P2
✓
a
kak
◆
(z) +
p
1  kak2P1
✓
a
kak
◆
(z)
◆
(2.2.4)
for z 2 D. In this case, the formula (2.1.8) for 1  kg b(a)k2 reduces to
1  kg b(a)k2 = (1  kak
2)(1  kbk2)
|1  ha, bi|2 . (2.2.5)
The next example of a JB*-triple is the `1-sum of Hilbert spaces, which is
relevant to our investigation later. Let (Vj, h·, ·ij) be a Hilbert space with open
unit ball Dj = {z 2 Vj : kzk < 1} for j 2 {1, . . . , p}. Let D = D1 ⇥ · · ·⇥Dp
be a finite Cartesian product of Hilbert balls, which will be called a polyball.
If each Dj = D = {z 2 C : |z| < 1}, then D is more commonly known as a
polydisc. We observe that D is the open unit ball of the `1-sum of (Vj)pj=1 :
V := V1  1 · · · 1 Vp,
where kvk = sup1jp kvjk for v = (v1, . . . , vp) 2 V .
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V is a rank-p JB*-triple and in fact a JBW*-triple, when equipped with
the coordinatewise triple product
{(x1, . . . , xp), (y1, . . . , yp), (z1, . . . , zp)} = ({x1, y1, z1}1, . . . , {xp, yp, zp}p)
where {·, ·, ·}j : V 3j  ! Vj is the Jordan triple product described above for
a single Hilbert space, namely {xj, yj, zj}j = 12(hxj, yjizj + hzj, yjixj) for
xj, yj, zj 2 Vj. We will suppress the subscript j when the meaning is clear
from the context.
We shall use boldface characters for elements in V , for instance b 2 V , and
standard letters for elements in a single Hilbert space, for instance b1 2 V1.
Given the coordinatewise nature of the Jordan triple product on V , it can be
verified readily that the Bergmann operator B(b, c) on V , the Mo¨bius transfor-
mation ga and the Kobayashi distance (a, z) on D are given coordinatewise
by
B(b, c)x = (B(b1, c1)(x1), . . . , B(bp, cp)(xp))
ga(z) = (ga1(z1), . . . , gap(zp))
(a, z) = sup{(a1, z1), . . . ,(ap, zp)}
for a = (a1, . . . , ap), b = (b1, . . . , bp), c = (c1, . . . , cp), x = (x1, . . . , xp) and
z = (z1, . . . , zp).
Next we give another example of a JB*-triple which is also relevant to
our later investigation. Let (H, h·, ·iH) and (K, h·, ·iK) be Hilbert spaces and
L(H,K) be the Banach space of all bounded linear operators from H to K.
The space L(H,K) becomes a JBW*-triple when equipped with the triple
product
{A,B,C} = 1
2
(AB⇤C + CB⇤A) (A,B,C 2 L(H,K)),
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where B⇤ 2 L(K,H) is the adjoint of B. The predual of L(H,K) is the space
N (K,H) of trace-class operators from K to H. In fact, the following spaces
are isometrically isomorphic
L(H,K) ⇠= (H⌦ˆK⇤)⇤ ⇠= (K⇤⌦ˆH)⇤ ⇠= N (K,H)⇤
where ⌦ˆ is the projective tensor product, q.v. [15, p.230; 40, p.179]. We shall
discuss the predual of the space L(C2, H) in greater detail in Section 4.2.
We now turn to the particular case of the rank-2 JBW*-triple L(C2, H),
namely the Banach space of all bounded linear operators from C2 to H. We
will use h·, ·i to denote the inner product in both Hilbert spaces when confusion
is unlikely. For the remainder of this section V := L(C2, H).
The tripotents in V are elements e such that e = ee⇤e, where ee⇤ is a
projection on H and e⇤e is a projection on C2. The Peirce projections of a
single tripotent e 2 V are
P2(e)(T ) = ee
⇤Te⇤e (2.2.6)
P1(e)(T ) = (IH   ee⇤)Te⇤e+ ee⇤T (IC2   e⇤e) (2.2.7)
P0(e)(T ) = (IH   ee⇤)T (IC2   e⇤e) (2.2.8)
where IH and IC2 are the identity operators on H and C2 respectively, cf. the
matrix representation in [9, pp33-34].
We note that the rank-one operators in V are of the form a⌦ b : C2 ! H
where a 2 C2\{0} and b 2 H\{0} and
(a⌦ b)(z) = hz, aib (z 2 C2).
One can easily verify that ka ⌦ bk = kakkbk and the adjoint (a ⌦ b)⇤ is just
b ⌦ a : H ! C2 given by (b ⌦ a)(h) = hh, bia for h 2 H. We note that
the minimal tripotents in V are exactly the rank-one operators a ⌦ b with
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kakC2 = kbkH = 1 (q.v. [19, 24]). However, the representation of a minimal
tripotent e by ae ⌦ be is unique only up to multiplication by a unimodular
constant, in that e can also be represented by (wae) ⌦ (wbe) where w 2 @D.
For convenience, we write x ? y to denote that x and y are orthogonal in
a Hilbert space, not to be confused with triple orthogonality in a Hermitian
Jordan triple.
Lemma 2.2.2. Let ei = ai ⌦ bi be a rank-one operator in V for i = 1, 2.
Then e1 and e2 are triple orthogonal if and only if a1 ? a2 and b1 ? b2 in
their respective Hilbert spaces. In this case, we have e1(µ) ? e2(µ) in H for
all µ 2 C2.
Proof. Firstly, suppose e1 and e2 are triple orthogonal, then we have 0 =
{e1, e2, f} = 12(e1e⇤2f + fe⇤2e1) for all f 2 V . More explicitly we have
0 = hhf(·), b2ia2, a1ib1 + f [hh·, a1ib1, b2ia2]
= hf(·), b2iha2, a1ib1 + h·, a1ihb1, b2if(a2).
In particular when f = e1 we have 0 = h·, a1ihb1, b2iha2, a1ib1, which clearly
implies either a1 ? a2 or b1 ? b2. On the other hand if f = e2 we have
0 = hh·, a2ib2, b2iha2, a1ib1 + h·, a1ihb1, b2iha2, a2ib2
= h·, a2ikb2k2ha2, a1ib1 + h·, a1ihb1, b2ika2k2b2.
This gives us that a1 ? a2 and b1 ? b2. In this case we also have he1(µ), e2(µ)i =
hhµ, a1ib1, hµ, a2ib2i = hµ, a1ihµ, a2ihb1, b2i = 0, for µ 2 C2.
Secondly, suppose a1 ? a2 and b1 ? b2. Given any x 2 V , we have
2(e1 e2)(x) = 2{e1, e2, x}
= e1e
⇤
2x+ xe
⇤
2e1
= hx(·), b2iha2, a1ib1 + h·, a1ihb1, b2ix(a2)
= 0.
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This shows e1 e2 = 0 and, by interchanging the subscripts in the above argu-
ment, we also have e2 e1 = 0. Hence e1 and e2 are triple orthogonal.
As V is a rank-2 JB*-triple there exist two triple orthogonal minimal tripo-
tents e1 and e2. The joint Peirce decomposition of V with respect to the
tripotents {e1, e2} is given by
V =
M
0ij2
Vij
where Vij is the Peirce ij-space
Vij := Vij(e1, e2) := {z 2 V : 2{ek, ek, z} = ( ik +  jk)z for k = 1, 2}
and  ij is the Kronecker delta.
More explicitly,
V22 = V2(e2) = Ce2
V12 = V1(e1) \ V1(e2)
V02 = V0(e1) \ V1(e2)
V11 = V2(e1) = Ce1
V01 = V1(e1) \ V0(e2)
V00 = V0(e1) \ V0(e2).
The projection from V onto Vij(e1, e2) is denoted by Pij(e1, e2) or Pij. It is
sometimes useful to use the following explicit forms of these Peirce projections,
which can be derived using rudimentary calculations.
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P22(e1, e2)(T ) = e2e
⇤
2Te
⇤
2e2
P12(e1, e2)(T ) = e1e
⇤
1Te
⇤
2e2 + e2e
⇤
2Te
⇤
1e1
P02(e1, e2)(T ) = (IH   e1e⇤1   e2e⇤2)Te⇤2e2
P11(e1, e2)(T ) = e1e
⇤
1Te
⇤
1e1
P01(e1, e2)(T ) = (IH   e1e⇤1   e2e⇤2)Te⇤1e1
P00(e1, e2)(T ) = 0
Remark 2.2.3. We observe that the Peirce 00-space of V induced by two triple
orthogonal minimal tripotents e1 and e2 is {0}. This implies that the sum
of two triple orthogonal minimal tripotents is a maximal tripotent because
V0(e1 + e2) = V00 = {0} by Theorem 2.1.11.
Another feature of V being a rank-2 JB*-triple is the following particular
case of Theorem 2.1.19.
Corollary 2.2.4. For each x 2 V there exist triple orthogonal minimal tripo-
tents, e1 and e2, and a uniquely determined element (↵,  ) 2 R2 with ↵       0
such that
x = ↵e1 +  e2 (2.2.9)
and
kxk = ↵.
We will explore more examples of JB*-triples and their connection to
bounded symmetric domains in the next section. In fact we will see that
L(C2, H) is a specific Type I Cartan factor, defined below.
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2.3 Jordan algebraic classification of bounded
symmetric domains
In his seminal work [6], E´lie Cartan classified the finite-dimensional irreducible
bounded symmetric domains. Although Cartan’s classification made use of
Lie groups and Lie algebras, it was later found that the classification can be
described in terms of JB*-triples. This enables a Jordan approach to the
study of bounded symmetric domains, which turned out to be fruitful and
have wider applicability to infinite-dimensional domains as well. We discuss
briefly Cartan’s classification in terms of JB*-triples and list all rank-2 bounded
symmetric domains for our investigation of holomorphic dynamics in ensuing
chapters.
Let H and K denote complex Hilbert spaces of dimension n and m respec-
tively, where n,m 2 N [ {1}. The Cartan factors come in six series. Let
J : H ! H denote an isometric conjugate-linear involution of H. For each
x 2 L(H) define the transpose of x as xT 2 L(H) by xT = J   x⇤   J . The
following JB*-triples are called Cartan factors.
• Type In,m : L(H,K) for 1  n <1 and n  m,
• Type IIn : The closed subtriple {z 2 L(H) : zT =  z} of L(H) for
n   2,
• Type IIIn : The closed subtriple {z 2 L(H) : zT = z} of L(H),
• Type IVn : The n-dimensional triple spin factor for n   3,
• Type V : M12(O), the 1⇥ 2 matrices over the complex octonians, and
• Type V I : H3(O), the 3 ⇥ 3 hermitian matrices over the complex octo-
nians.
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Remark 2.3.1. There are overlaps in the list of Cartan factors, cf. [24, p.475;
29, p.48; 32, 4.18]. We have
II2 ⇠= I1,1, II3 ⇠= I1,3, II4 ⇠= IV6, III1 ⇠= I1,1, IV3 ⇠= III2, IV4 ⇠= I2,2,
but this can be avoided by a fastidious choice of the underlying Hilbert space
dimension. Indeed each Cartan factor is isometrically isomorphic to one, and
only one, of the Cartan factors in the following list, cf. [27, p.200]:
• In,m for 1  n <1 and n  m  1,
• IIn for n   5,
• IIIn for n   2,
• IVn for n   5,
• V , and
• V I.
We note that the Cartan factors are JBW*-triples, where M12(O) and H3(O)
are exceptional Jordan triples. We defer discussion of IVn until Section 4.1
when we review relevant new research on the iteration of holomorphic maps
on Lie balls.
Let {e0, e1, . . . , e7} denote a unit basis for the complex Octonians O, with
identity element e0. For x =
P7
i=0wiei 2 O, we define
x⇤ = w0e0  
7X
i=1
wiei,
x˜ = w0e0  
7X
i=1
wiei, and
x] =
7X
i=0
wiei.
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Now given A = (a1, a2) 2M1,2(O) we define A⇤ by
A⇤ =
0B@ a⇤1
a⇤2
1CA .
The triple product on M1,2(O) is defined by
{A,B,C} = 1
2
(A(B⇤C) + C(B⇤A)) .
The elements of H3(O) are those 3⇥ 3 matrices over the complex octonians
such that (bij) = (b˜ji). Given (bij) 2 H3(O) we define (bij)⇤ := (b]ij). The
triple product on H3(O) can then be defined by
{A,B,C} = (A  B⇤)   C + A   (B⇤   C)  B⇤   (A   C),
where we have equipped H3(O) with the Jordan product
A  B = 1
2
(AB +BA).
The following result of Kaup [26, Theorem 5.1] describes all the bounded
symmetric domains in a reflexive Banach space.
Theorem 2.3.2. Each bounded symmetric domain in a reflexive complex Ba-
nach space is uniquely (up to order of the factors) biholomorphically equivalent
to a direct product ⌦1⇥ · · ·⇥⌦k, where each ⌦j is the open unit ball of precisely
one of the following Jordan triples:
• In,m for 1  n <1 and n  m  1,
• IIn for 5  n <1,
• IIIn for 2  n <1,
• IVn for n   5,
• V , and
• V I.
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Proposition 2.3.3. Each rank-2 bounded symmetric domain is biholomorphi-
cally equivalent to either the reducible domain D1 ⇥D2, where Dj is the open
unit ball of a Hilbert space, or the open unit ball of one of the following rank-2
Cartan factors, which is irreducible:
• I2,m = L(C2, H), where m = dimH   2,
• II5 = S5(C), the norm closed subspace of M5(C) consisting of 5 ⇥ 5
skew-symmetric matrices,
• III2 = H2(C), the norm closed subspace of M2(C) consisting of 2 ⇥ 2
symmetric matrices,
• IVn = Spn(H), a complex triple spin factor of dimension n   5, and
• V = M12(O), the 1⇥ 2 matrices over the complex octonians.
Remark 2.3.4. The only infinite-dimensional rank-2 JB*-triples are I2,1, IV1
and a product of two Hilbert spaces.
CHAPTER 3
Holomorphic Dynamics on Products of Hilbert
Balls
In this chapter we investigate the dynamics of a holomorphic self-map on
a product of Hilbert balls, which are a natural generalisation of the finite-
dimensional polydiscs. In Section 3.1, we motivate our discussion with Herve´’s
classical results on the two-dimensional bidisc [20], followed by a detailed anal-
ysis in Sections 3.2 and 3.3 of the case of a finite product of Hilbert balls which
can be infinite-dimensional. The main results in the latter case, which gener-
alise the Wolﬀ Theorem (q.v. Theorem 1.1.1) and the Denjoy-Wolﬀ Theorem
(q.v. Theorem 1.1.3), have been published in [12].
3.1 Bidisc
The simplest two-dimensional generalisations of the one-dimensional disc in the
complex plane are clearly the two-dimensional Euclidean ball and the bidisc.
We will introduce Herve´’s results [20] for the bidisc in this section. The case
of higher dimensional Euclidean balls is subsumed in the study of products of
Hilbert balls to be discussed in Sections 3.2 and 3.3.
Herve´ [20] has proved the following fundamental result concerning holo-
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morphic iteration on the bidisc.
Theorem 3.1.1. Let f : D ! D be a fixed-point-free holomorphic map on the
bidisc D = D⇥ D. Then one of the following two conditions holds.
1. There exists a point ei↵ 2 @D such that all the limit functions h of (fn)
are of the form
h(x, y) = (ei↵, (x, y)),
where  : D ! D is a holomorphic map depending on h.
2. There exists a point ei  2 @D such that all the limit functions ⌧ of (fn)
are of the form
⌧(x, y) = ('(x, y), ei ),
where ' : D ! D is a holomorphic map depending on ⌧ .
As Herve´’s arguments are intricate and appear to have received insuﬃcient
attention in the literature, it would be useful to illuminate, from our perspec-
tive and notation, the main ideas and tools Herve´ used to prove this important
result, and to compare his approach with ours in the case of products of Hilbert
balls. First we state the following crucial result [20, Theorem 1, §2, pp2-3],
which enabled Herve´ to reduce the problem to three mutually exclusive cases
that ultimately lead to Theorem 3.1.1.
Theorem 3.1.2. Given a holomorphic function f : D ⇥ D ! D, there exists
either
1. a point ei↵ 2 @D such that, for all (x, y) 2 D2, we have
f(x, y) 2 D( xei↵, 1   x),
where  x = 1 |x|
2
1 |x|2+|ei↵ x|2 and the boundary of the horosphere D( xe
i↵, 1 
 x) contains x and is tangent to @D at ei↵;
or
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2. a holomorphic function ⇣ : D! D, such that f(⇣(y), y) ⌘ ⇣(y).
Unless f(·, y) is the identity transformation for every y, these two cases are
mutually exclusive and, in the second case, f(x, y) = x implies x = ⇣(y).
We note that the function ` : D ⇥ D ! D defined by `(y, x) = f(x, y) is
also holomorphic. By applying Theorem 3.1.2 to ` and translating the result
for f we have the following corollary.
Corollary 3.1.3. Given a holomorphic function f : D ⇥ D ! D, there exists
either
1. a point ei  2 @D such that, for all (x, y) 2 D2, we have
f(x, y) 2 D(µyei , 1  µy),
where µy = 1 |y|
2
1 |y|2+|ei  y|2 and the boundary of the horosphere D(µye
i , 1 
µy) contains y and is tangent to @D at ei ;
or
2. a holomorphic function ⌫ : D! D, such that f(x, ⌫(x)) ⌘ ⌫(x).
Provided that f(x, ·) is not the identity transformation for every x, the two
cases are mutually exclusive and, in the second case, f(x, y) = y implies
y = ⌫(x).
Definition 3.1.4. Let ⇡i : C2 ! C, with i 2 {1, 2}, denote the i-th coordinate
map, that is, ⇡i(z1, z2) = zi for all (z1, z2) 2 C2.
A crucial ingredient in Herve´’s proof is the fact that every limit function h
of (fn) takes value in the boundary @(D2) of D2. This can be stated as follows.
Proposition 3.1.5. If f is a fixed-point-free holomorphic self map of the
bidisc, then for every (u, v) 2 D2 we have
lim
n!1
(1  |⇡1   fn(u, v)|)(1  |⇡2   fn(u, v)|) = 0.
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For the remainder of the section let f : D2 ! D2 be a fixed-point-free,
holomorphic map. Using coordinate maps set out in Definition 3.1.4 we have
f(x, y) = (⇡1   f(x, y), ⇡2   f(x, y)). Herve´ initially dealt with the case where
⇡2 f(x, ·) is the identity map for every x. Then the iteration of f fixes y and, as
far as x is concerned, it reduces to the iteration of ⇡1 f(·, y); as f is fixed-point-
free, ⇡1   f(·, y) is fixed-point-free for every y. Therefore by the Denjoy-Wolﬀ
Theorem ⇡1   f(·, y) admits a Wolﬀ point ei↵, which is independent of y. The
sequence of iterates of f converge uniformly on compact sets to h : D ! D
defined by h(x, y) = (ei↵, y). Therefore, as this case satisfies Theorem 3.1.1, we
assume hereinafter, without loss of generality, that neither coordinate remains
fixed during iteration of f .
Pairing the cases in Theorem 3.1.2 for ⇡1   f and Corollary 3.1.3 for ⇡2   f ,
we have one of the following four cases.
1. There exist
(a) a point ei↵ such that, for all (x, y) 2 D2,
⇡1   f(x, y) 2 D( xei↵, 1   x),
where  x = 1 |x|
2
1 |x|2+|ei↵ x|2 and the boundary of D( xe
i↵, 1    x)
contains x and is tangent to @D at ei↵, and
(b) a holomorphic function ⌫ : D! D, such that ⇡2   f(x, y) = y if and
only if y = ⌫(x).
2. There exist
(a) a holomorphic function ⇣ : D! D, such that ⇡1   f(x, y) = x if and
only if x = ⇣(y), and
(b) a point ei  such that, for all (x, y) 2 D2,
⇡2   f(x, y) 2 D(µyei , 1  µy),
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where µy = 1 |y|
2
1 |y|2+|ei  y|2 and the boundary of D(µye
i , 1   µy)
contains y and is tangent to @D at ei .
3. There exist
(a) a point ei↵ such that, for all (x, y) 2 D2,
⇡1   f(x, y) 2 D( xei↵, 1   x),
where  x = 1 |x|
2
1 |x|2+|ei↵ x|2 and the boundary of D( xe
i↵, 1    x)
contains x and is tangent to @D at ei↵, and
(b) a point ei  such that, for all (x, y) 2 D2,
⇡2   f(x, y) 2 D(µyei , 1  µy),
where µy = 1 |y|
2
1 |y|2+|ei  y|2 and the boundary of D(µye
i , 1   µy)
contains y and is tangent to @D at ei .
4. There exist
(a) a holomorphic function ⇣ : D! D, such that ⇡1   f(x, y) = x if and
only if x = ⇣(y), and
(b) a holomorphic function ⌫ : D! D, such that ⇡2   f(x, y) = y if and
only if y = ⌫(x).
The first two cases are not substantively diﬀerent. Indeed, let T : D2 ! D2 be
defined by T (x, y) = (y, x), or equivalently, T = (⇡2, ⇡1). Now, if f falls into
the second case then ` : D2 ! D2 defined by ` = T   f   T falls into the first
case and fn = (T   `   T )n = T   `n   T . Therefore Theorem 3.1.1 would be
proved if we can establish the limit functions take the appropriate given forms
in the following three mutually exclusive cases.
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1. There exist a point ei↵ such that, for all (x, y) 2 D2,
⇡1   f(x, y) 2 D( xei↵, 1   x),
where  x = 1 |x|
2
1 |x|2+|ei↵ x|2 and the boundary of D( xe
i↵, 1   x) contains
x and is tangent to @D at ei↵, and a holomorphic function ⌘ : D ! D,
such that
⇡2   f(x, y) = y () y = ⌘(x).
Then every limit function h of (fn) is of the form
h(x, y) = (ei↵, (x, y)),
for some holomorphic map  : D2 ! D depending on h.
2. There exist two points ei↵ and ei  such that, for all (x, y) 2 D2,
(a) the point ⇡1   f(x, y) 2 D( xei↵, 1    x) where  x = 1 |x|21 |x|2+|ei↵ x|2
and the boundary of D( xei↵, 1   x) contains x and is tangent to
@D at ei↵, and
(b) the point ⇡2   f(x, y) 2 D(µyei , 1   µy) where µy = 1 |y|21 |y|2+|ei  y|2
and the boundary of D(µyei , 1   µy) contains y and is tangent to
@D at ei .
In this case either every limit function h of (fn) is of the form h(x, y) =
(ei↵, (x, y)), or every limit function h of (fn) is of the form h(x, y) =
('(x, y), ei ), where the holomorphic functions  and ' depend on h.
3. There exist two holomorphic functions ⇠ : D ! D and ⌘ : D ! D such
that
⇡1   f(x, y) = x () x = ⇠(y)
⇡2   f(x, y) = y () y = ⌘(x).
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There exist two points ei↵, ei  such that the sequence (fn) converges to
the constant function h : D2 ! D2 defined by h(·, ·) = (ei↵, ei ). This
third case is the only one in which the sequence (fn) has a unique limit
function.
Herve´ [20, §8, p.11] proved the following lemma for use in establishing the form
of the limit functions in Cases 1 and 3.
Lemma 3.1.6. In Cases 1 and 3, given (u, v) 2 D2, there exist a, b > 0 such
that the inequalities
1  |⇡2   fn(u, v)|
1  |⇡1   fn(u, v)| < a and
1  |⇡2   fn+1(u, v)|
1  |⇡2   fn(u, v)| < 1 + b
cannot hold simultaneously.
We now describe the main tools used in Herve´’s analysis of the above three
cases.
3.1.1 Case 1
Every limit function h takes the form
h(x, y) = (ei↵, (x, y)).
We give a flavour of how this result was achieved.
Let H = {x 2 C : Re(x) > 0} be the right-hand half plane of the complex
plane and, given ✓ 2 [0, 2⇡), let C✓ : D ! H be the Cayley transform defined
by
C✓(x) =
ei✓ + x
ei✓   x.
Clearly the inverse map C✓ 1 : H! D is given by
C✓
 1(X) = ei✓
X   1
X + 1
.
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We define a new function F : H⇥ D! H⇥ D by
F (X, y) =
 
C↵   ⇡1   f(C↵ 1(X), y) , ⇡2   f(C↵ 1(X), y)
 
.
The family
 
Dx = D( xei↵, 1   x)
 
x2D are the horospheres for ⇡1  f(·, y).
As shown in Figure 3.1.1 with Xi = C↵(xi), these horospheres Dxi in D trans-
late into the following right-hand regions in H
{X 2 H : Re(X)   Re(Xi)},
and the invariance in these regions is described by
Re(⇡1   F (X, y))   Re(X). (3.1.1)
Figure 3.1.1: Corresponding horospheres in the disc and invariant regions in
the right-hand half plane.
We recall Harnack’s Convergence Theorem, see for example [18, Theorem
2.9].
Theorem (Harnack’s Convergence Theorem). Let (un) be a sequence of har-
monic functions un : ⌦ ! R on a domain ⌦ ⇢ Cm which satisfy un+1   un.
Then either un ! 1 uniformly on compact subsets of ⌦ or (un) converges to
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a harmonic function on ⌦, uniformly on compact subsets of ⌦.
The following calculation shows that the sequence of harmonic functions
(Re   ⇡1   F n) is increasing,
Re   ⇡1   F n+1(X, y) = Re   ⇡1   F
✓
⇡1   F n(X, y) , ⇡2   F n(X, y)
◆
  Re   ⇡1   F n(X, y) by (3.1.1).
Now Harnack’s Convergence Theorem implies that (Re   ⇡1   F n) converges
uniformly on compacta to either1 or to a harmonic function   that is positive.
In the first case, Re ⇡1 F n !1 implies ⇡1 fn ! ei↵. In the other case, Herve´
decomposed the function ⇡1   F n into real and imaginary parts and through
some detailed calculations and analysis arrived at the same conclusion. We
suppress the details but it would be remiss not to alert the reader that both
Proposition 3.1.5 and Lemma 3.1.6 were crucial to the argument.
3.1.2 Case 2
In this case, either every limit function h is of the form h(x, y) = (ei↵, (x, y)),
or every limit function h is of the form h(x, y) = ('(x, y), ei ). We give an
indication of the ingredients used in this proof.
Adopting the same notation as in Section 3.1.1 for the Cayley transform
C✓ and right-hand half plane H, we consider the function F : H2 ! H2 given
by
F (X, Y ) =
✓
C↵   ⇡1   f(C  1↵ (X),C  1  (Y )) , C    ⇡2   f(C  1↵ (X),C  1  (Y ))
◆
.
As in Case 1, we have the following translation of the invariance of the
coordinate horospheres in D to right-hand regions in H
Re(⇡1   F (X, Y ))   Re(X)
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and
Re(⇡2   F (X, Y ))   Re(Y ).
Therefore Re(⇡1 F n(X, Y )) and Re(⇡2 F n(X, Y )) form two non-decreasing
sequences of harmonic functions. If one or the other tends to 1, then
⇡1   fn(x, y)! ei↵ or ⇡2   fn(x, y)! ei .
We suppose therefore that
lim
n!1
Re(⇡1   F n(X, Y )) =  (X, Y )
lim
n!1
Re(⇡2   F n(X, Y )) =  0(X, Y )
where  ,  0 are two positive harmonic functions from H2 to R.
By invoking the same arguments which we suppressed for Case 1, Herve´
showed that
⇡1   F n+1(X, Y )  ⇡1   F n(X, Y ) ! i 
and
⇡2   F n+1(X, Y )  ⇡2   F n(X, Y ) ! i 0,
where   and  0 are constants, and that, if one of them is zero, we have again
⇡1   fn(x, y)! ei↵ or ⇡2   fn(x, y)! ei .
Herve´ next proved that one of these always had to hold. Indeed, otherwise
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there would necessarily exist two subsequences (nk), (pk) such that
⇡1   fnk(x, y)! '(x, y) and ⇡2   f pk(x, y)!  (x, y)
with
|'(x, y)| < 1 and | (x, y)| < 1,
which leads to a contradiction when carefully analysing the orbit of the point
(1, 1) 2 H2 under F . We suppress details but note that Herve´’s proof implicitly
used both the Mean Value Theorem and the Schwarz-Pick Lemma, along with
Proposition 3.1.5.
3.1.3 Case 3
In this case, Herve´ showed the existence of two points ei↵, ei  such that the
sequence (fn) converges to the constant function h : D2 ! D2 defined by
h(x, y) = (ei↵, ei ).
Herve´’s arguments in this case were protracted and we suppress full details.
However, we note that he used Proposition 3.1.5 and Lemma 3.1.6, and now
we provide the other two specific lemmas he established [20, Lemmas 1 and
2], to prove the result.
Lemma 3.1.7. There exist two numbers ei↵, ei  2 @D and two positive num-
bers  , µ such that if ⇢, ⇢0 2 ( 1, 1) satisfy
 
1 + ⇢
1  ⇢ = µ
1 + ⇢0
1  ⇢0 , (3.1.2)
then f
⇣
D(1+⇢2 e
i↵, 1 ⇢2 )⇥D(1+⇢
0
2 e
i , 1 ⇢
0
2 )
⌘
⇢ D(1+⇢2 ei↵, 1 ⇢2 )⇥D(1+⇢
0
2 e
i , 1 ⇢
0
2 ).
Choosing the points ei↵, ei , , µ in line with Lemma 3.1.7, once again we
adopt the same notation as before for the Cayley transform C✓ and right-hand
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half plane H, and akin to Section 3.1.2 we consider the function F : H2 ! H2
given by
F (X, Y ) =
✓
C↵   ⇡1   f(C  1↵ (X),C  1  (Y )) , C    ⇡2   f(C  1↵ (X),C  1  (Y ))
◆
.
We note that (3.1.2) encodes the relationship  C↵(⇢ei↵) = µC (⇢0ei ), where
⇢ei↵ and ⇢0ei  are boundary points of the discsD(1+⇢2 e
i↵, 1 ⇢2 ) andD(
1+⇢0
2 e
i , 1 ⇢
0
2 )
respectively. Moreover the images in the right-hand half plane H of the discs
D(1+⇢2 e
i↵, 1 ⇢2 ) and D(
1+⇢0
2 e
i , 1 ⇢
0
2 ) , under the appropriate Cayley transform,
are the regions
{X 2 H : Re(X)   c1} and {Y 2 H : Re(Y )   c2}
respectively, where c1 = Re(C↵(⇢ei↵)) and c2 = Re(C↵(⇢0ei↵)) are constants. In
fact these constants are inversely proportional to   and µ respectively because
Re(C↵(⇢ei↵)) = Re
⇣
ei↵+⇢ei↵
ei↵ ⇢ei↵
⌘
=
1 + ⇢
1  ⇢ =
µ
 
1 + ⇢0
1  ⇢0 /
1
 
,
Re(C↵(⇢0ei↵)) = Re
⇣
ei +⇢0ei 
ei  ⇢0ei 
⌘
=
1 + ⇢0
1  ⇢0 =
 
µ
1 + ⇢
1  ⇢ /
1
µ
.
Given (X, Y ) 2 H2, we can assume, without loss of generality, that C  1↵ (X) is
on the boundary of the disc D(1+⇢2 e
i↵, 1 ⇢2 ). Therefore
 Re(X) =  
1 + ⇢
1  ⇢ = µ
1 + ⇢0
1  ⇢0  µRe(Y )
and Lemma 3.1.7 implies that
 Re(⇡1   F (X, Y ))    Re(X),
µRe(⇡2   F (X, Y ))   µ1 + ⇢
0
1  ⇢0 =  
1 + ⇢
1  ⇢ =  Re(X).
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Hence the invariance in Lemma 3.1.7 translates to H2 through the inequality
min{ Re(⇡1   F (X, Y )) , µRe(⇡2   F (X, Y ))}   min{ Re(X), µRe(Y )}.
Therefore the sequence (min { Re(⇡1   F n(X, Y )) , µRe(⇡2   F n(X, Y ))}) is
non-decreasing and converges to some limit  (X, Y ).
Lemma 3.1.8. At each point (u, v) 2 D2 one can associate a number c(u, v) >
0 such that, for m which satisfies the condition 1 |⇡2 f
m(u,v)|
1 |⇡1 fm(u,v)| < c, we have
 Re (⇡1   Fm(C↵(u),C (v))) !  (C↵(u),C (v)) as m!1.
It is evident now that Herve´’s ingenious arguments are hard to extend
directly to the product of two higher dimensional Euclidean balls, let alone the
infinite-dimensional ones. In what follows, we will adopt a diﬀerent approach
to the latter case, using Jordan geometry.
3.2 Invariant domains and horospheres
In this section and the next, we explore the iteration of a holomorphic self-map
on a finite Cartesian product of Hilbert balls. This work has been published
in [12]. Let p be a fixed positive integer and for each j 2 {1, . . . , p} let Vj be a
Hilbert space with open unit ball Dj. For the remainder of the chapter, V is
the `1-sum of the p Hilbert spaces V1, . . . , Vp :
V = V1  1 · · · 1 Vp.
We will use the relevant notation and results given in Section 2.2. For instance,
we see from the discussion in Section 2.2 that V admits the structure of a JB*-
triple, which we will assume henceforth. The open unit ball of V is the polyball
D = D1 ⇥ · · ·⇥Dp. The topological boundaries of D and Dj are denoted by
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@D = {z 2 V : kzk = 1} and @Dj = {z 2 Vj : kzk = 1} respectively.
For a set E ⇢ V we denote the norm closure by E. The weak topology on D
is the product of the weak topologies of D1, . . . , Dp 1 and Dp. Recall that a
holomorphic map f : D  ! D is Kobayashi nonexpansive by the Schwarz-Pick
Lemma.
Lemma 3.2.1. Given b = (b1, . . . , bp) and c = (c1, . . . , cp) in the closure of
D = D1 ⇥ · · · ⇥Dp, we have B(b, c) = 0 if and only if bj = cj 2 @Dj for all
j = 1, . . . , p.
Proof. This follows from the fact that B(b, c) = 0 if and only if B(bj, cj) = 0
for j = 1, . . . , p, where
B(bj, cj)(xj) = xj   hbj, cjijxj   hxj, cjijbj + hxj, cjijhbj, cjijbj (xj 2 Dj)
and B(bj, cj)(bj) = (1   hbj, cjij)2bj imply that B(bj, cj) = 0 if and only if
hbj, cjij = 1 which is equivalent to bj = cj 2 @Dj.
Lemma 3.2.2. Let D = D1⇥ · · ·⇥Dp be a polyball. Given a sequence (ak) in
D norm converging to a = (a1, . . . , ap) 2 @D and a sequence (vk) in D weakly
convergent to some v = (v1, . . . , vp) 2 D, we have
lim
k!1
kg ak(vk)k = 1.
Proof. Write ak = (ak1, . . . , akp) and vk = (vk1, . . . , vkp). Since aj 2 @Dj for
some j 2 {1, . . . , p}, we have from (2.2.1) that
kB(akj, akj)1/2(vkj)k 
q
1  kakjk2
✓
2 
q
1  kakjk2)
◆
 ! 0 as k !1
which gives, using (2.2.3),
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1 > kg ak(vk)k   kg akj(vkj)k =
     akj + 11  hvkj, akjiB(akj, akj)1/2(vkj)
    
  kakjk   1|1  hvkj, akji|kB(akj, akj)
1/2(vkj)k  ! 1, as k !1
where hvj, aji 6= 1.
Lemma 3.2.3. Let (ak) and (bk) be two sequences in D = D1 ⇥ · · · ⇥ Dp
converging to two boundary points a = (a1, . . . , ap) and b = (b1, . . . , bp) re-
spectively. If aj 6= bj and kajk = kbjk = 1 for some j 2 {1, . . . , p}, then we
have
lim
k!1
kg bk(ak)k = 1.
Proof. Write ak = (ak1, . . . , akp) and bk = (bk1, . . . , bkp). We first observe that
kB(ak,ak) 1/2B(ak, bk)B(bk, bk) 1/2k
  kB(akj, akj) 1/2B(akj, bkj)B(bkj, bkj) 1/2k
and
kB(akj, bkj)k
= kB(akj, akj)1/2B(akj, akj) 1/2B(akj, bkj)B(bkj, bkj) 1/2B(bkj, bkj)1/2k
 kB(akj, akj)1/2kkB(akj, akj) 1/2B(akj, bkj)B(bkj, bkj) 1/2kkB(bkj, bkj)1/2k.
Hence we have
1  kg bk(ak)k2 = kB(ak,ak) 1/2B(ak, bk)B(bk, bk) 1/2k 1
 kB(akj, akj) 1/2B(akj, bkj)B(bkj, bkj) 1/2k 1
 kB(akj, akj)
1/2kkB(bkj, bkj)1/2k
kB(akj, bkj)k  ! 0 as k !1,
where lim
k
B(akj, bkj) = B(aj, bj) 6= 0 by Lemma 3.2.1 while
lim
k
B(akj, akj) = B(aj, aj) = 0 and B(bj, bj) = 0.
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Given a fixed-point-free holomorphic map f : D  ! D, we study the
asymptotic behaviour of the iterates (fn). As in the case of the complex unit
disc, we first study the invariant domains of f . These invariant domains, often
called horospheres, can be defined by sequences of Kobayashi balls as in [2,
3, 23, 34]. We adopt this approach for the polyballs and give an explicit
description of the horospheres in terms of the Bergmann operators.
Fix a holomorphic map f : D  ! D without fixed point. Choose an
increasing sequence (↵k) in (0, 1) with limit 1. Then ↵kf maps D strictly
inside itself and we have ↵kf(zk) = zk for some zk 2 D by the Earle-Hamilton
Fixed Point Theorem [16].
For a single Hilbert ball D = D1, We may assume, by choosing a subse-
quence if necessary, that (zk) converges weakly to some point ⇠ 2 D. Then
we have ⇠ 2 @D. Indeed, suppose to the contrary that ⇠ 2 D, then we have
kg f(⇠)(f(zk))k  kg ⇠(zk)k.
Using (2.2.5) and substituting f(zk) = zk/↵k, one gets, analogous to [38,
8.1.4(2)], that
1  ↵ 2k kzkk2
1  kzkk2
|1  hzk, ⇠i|2
1  k⇠k2  
|1  h↵ 1k zk, f(⇠)i|2
1  kf(⇠)k2 .
Since 1 ↵
 2
k kzkk2
1 kzkk2  1, we have
1   1
1  kg f(⇠)(⇠))k2
by letting k ! 1. This gives kg f(⇠)(⇠))k = 0 and f(⇠) = ⇠, contradicting
the non-existence of a fixed point in D. It follows that (zk) actually norm
converges to ⇠ since lim supk!1 kzkk  1 = k⇠k  lim infk!1 kzkk.
For a polyball D = D1 ⇥ · · · ⇥ Dp with p   2, we assume throughout
that f is compact, that is, the closure f(D) is compact in D. In this case,
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the sequence (↵ 1k zk) lies in a compact set and, passing to a subsequence if
necessary, we may assume (zk) norm converges to some ⇠ 2 D. Since f has
no fixed point, we also have ⇠ 2 @D.
From now on, let p 2 N = {1, 2, 3, . . . } and fix the sequence (zk) and
⇠ 2 @D, which depend on f . We denote by
D(v, r) = {z 2 V : kz   vk < r}
the open ball centred at v 2 V , of radius r > 0.
Given any   > 0, we can find a sequence (sk) in (0, 1) such that
  =
1  s2k
1  kzkk2
from some k onwards and hence, by discarding only finitely many initial terms,
we may assume without loss of generality the same holds for all k. The con-
vergence of (kzkk) to 1 necessitates the same of (sk). We define a (closed)
Kobayashi ball centre at zk to be the set
Dk[ ] := gzk(D(0, sk)).
Following [3], we define a closed horosphere S(⇠, ) at ⇠ as the limit of a
sequence of Kobayashi balls as follows:
S(⇠, ) := {x 2 D : x = lim
k
xk and xk 2 Dk[ ]}
where the limit is taken in the norm.
The intersection S(⇠, ) \ D is called a horosphere in D. We note that
zk 2 Dk[ ] and ⇠ 2 S(⇠, ). It should be noted that if (rk) is another sequence
in (0, 1), with limit 1, and satisfies   = lim
k
1  r2k
1  kzkk2 , then the Kobayashi balls
gzk(D(0, sk)) and gzk(D(0, rk)) would produce the same closed horosphere
S(⇠, ). Hence the construction of S(⇠, ) does not depend on the choice of
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the sequence (sk).
We will see that S(⇠, ) is weakly compact in V and convex, and is exactly
the closure of S(⇠, )\D. These horospheres enable one to obtain in Proposi-
tion 3.2.5 below a generalised version of Wolﬀ’s Theorem for a fixed-point-free
holomorphic map f : D  ! D, which asserts the existence of a family of f -
invariant discs S  of radii   > 0 at a boundary point ⇠ 2 @D (q.v. Theorem
1.1.1).
Remark 3.2.4. We note that S(⇠, ) depends on the sequence (zk). To simplify
notation, we suppress explicit reference to (zk).
Proposition 3.2.5. Let D = D1⇥ · · ·⇥Dp and f : D  ! D be a fixed-point-
free holomorphic map, which is compact if p   2. Then there is a sequence
(zk) in D converging to a boundary point ⇠ 2 @D such that, for all   > 0, we
have f(S(⇠, ) \D) ⇢ S(⇠, ) \D.
Proof. Let (zk) be the sequence constructed above, with limit ⇠ 2 @D, and let
fk = ↵kf which is Kobayashi nonexpansive.
Given any x 2 S(⇠, ) \D with x = limk xk and xk 2 Dk[ ], we have
kg zk(fk(xk))k = kg fk(zk)(fk(xk))k  kg zk(xk)k  sk
and hence fk(xk) 2 Dk[ ]. It follows that f(x) = limk f(xk) = limk fk(xk) 2
S(⇠, ).
Remark 3.2.6. The above construction of the horosphere S(⇠, ), as well as
the invariance f(S(⇠, ) \ D) ⇢ S(⇠, ) \ D, are actually valid for the open
unit ball D of any JB*-triple.
We now give a more explicit description of S(⇠, ) for later applications.
For z 2 D, using the formula
gz(rx) = (1  r2)B(rz, rz) 1/2(z) + rB(z, z)1/2B(rz, rz) 1/2grz(x) (3.2.1)
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for x 2 D and 0 < r < 1, it has been shown in [34, Proposition 2.3] that the
(open) Kobayashi ball gzk(D(0, sk)) has the form
gzk(D(0, sk)) = ck( ) + skB(zk, zk)
1/2B(skzk, skzk)
 1/2(D) (3.2.2)
where
ck( ) = (1  s2k)B(skzk, skzk) 1/2(zk).
Likewise, the above formula for gz(rx) gives
Dk[ ] = gzk(D(0, sk)) = ck( ) + skB(zk, zk)
1/2B(skzk, skzk)
 1/2(D) (3.2.3)
where we will write ck( ) = (ck( )1, . . . , ck( )p) and zk = (zk1, . . . , zkp).
From (2.2.2) and linearity of the Bergmann operators, we deduce
ck( )j = (1  s2k)B(skzkj, skzkj) 1/2(zkj)
=
1  s2k
1  s2kkzkjk2
zkj.
For j 2 {1, . . . , p}, let t2kj = 1 s
2
k
1 s2kkzkjk2
for k = 1, 2, . . .. Then 0 < t2kj < 1
implies
lim sup
k!1
1  s2k
1  s2kkzkjk2
= t2j
for some tj 2 [0, 1]. Likewise ⌧ 2k = 1 s
2
k
1 s2kkzkk2
2 (0, 1) implies
lim sup
k!1
⌧ 2k = ⌧
2
for some ⌧ 2 [0, 1]. Hereinafter, when there is no loss of generality, we may
assume, by choosing a subsequence if necessary, that the sequences (t2kj)k and
(⌧ 2k ) converge to t2j and ⌧ 2 respectively, for j 2 {1, . . . , p}.
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Observe that
1  s2k
1  s2kkzkk2
=
1  s2k
1  s2k + s2k(1  kzkk2)
=
 
 + s2k
.
Therefore ⌧ 2 = lim sup
k!1
⌧ 2k =
 
 + 1
> 0.
Since kzkk = sup{kzkjk : j = 1, . . . , p}, there are two possibilities for each
j 2 {1, . . . , p}, namely, either kzkjk < kzkk from some k onwards or, kzkjk =
kzkk frequently and there is a subsequence (zk0j) of (zkj) with kzk0jk = kzk0k.
Since {1, . . . , p} is finite, the latter must occur for some j in which case, we
have
t2j = lim
k0
t2k0j = lim
k0
⌧ 2k0 > 0.
Although tj above depends on the parameter   > 0, its positivity is dependent
only on the sequence (zk). More precisely, we have the following lemma.
Lemma 3.2.7. Let tj be defined as above. Then for each j 2 {1, . . . , p} we
have tj > 0 if and only if lim inf
k!1
1  kzkjk2
1  kzkk2 <1.
Proof. From the calculation
1  s2k
1  s2kkzkjk2
=
1  s2k
1  s2k + s2k(1  kzkjk2)
=
 
 + s2k
1 kzkjk2
1 kzkk2
,
one sees that t2j = lim sup
k!1
1  s2k
1  s2kkzkjk2
> 0 if and only if lim inf
k!1
1  kzkjk2
1  kzkk2 <1.
Let J = {j 2 {1, . . . , p} : tj > 0}. Then J 6= ; and J does not depend on
the parameter   > 0. Moreover, Lemma 3.2.7 gives
J =
⇢
j 2 {1, . . . , p} :  j = lim inf
k!1
1  kzkjk2
1  kzkk2 <1
 
, (3.2.4)
where  j   1. For every j 2 J we have tj =
q
 
 + j
2 (0, 1).
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Proposition 3.2.8. Let D = D1 ⇥ · · · ⇥ Dp be a polyball and f : D  ! D
be a fixed-point-free holomorphic map, which is compact if p   2. Then there
exist a sequence (zk) in D converging to a boundary point ⇠ = (⇠1, . . . , ⇠p) 2
@D, and a nonempty set J ⇢ {1, . . . , p}, such that for any   > 0, we have
S(⇠, ) = S1(⇠1, )⇥ · · ·⇥ Sp(⇠p, ) where
Sj(⇠j, ) =
8>>>><>>>>:
t2j ⇠j +B(tj ⇠j, tj ⇠j)
1/2(Dj) (j 2 J)
Dj (j /2 J)
and tj =
q
 
 + j
2 (0, 1) where  j = lim infk!1 1 kzkjk
2
1 kzkk2 <1.
Proof. Let (zk) and ⇠ = (⇠1, . . . , ⇠p) be defined as before. Let J ⇢ {1, . . . , p}
be the nonempty set defined in (3.2.4). Let x = (x1, . . . , xp) 2 S(⇠, ) with
x = limk xk and xk = (xk1, . . . , xkp) 2 Dk[ ]. For each j 2 {1, . . . , p}, we have
xkj = ck( )j + skB(zkj, zkj)
1/2B(skzkj, skzkj)
 1/2(wkj)
= t2kj zkj + skB(zkj, zkj)
1/2B(skzkj, skzkj)
 1/2(wkj)
for some wkj 2 Dj. By weak compactness and passing to a subsequence if
necessary, we may assume that (wkj) weakly converges to some wj 2 Dj.
Let j 2 {1, . . . , p}. If k⇠jk = limk kzkjk < 1, then t2j = limk t2kj = 0 and we
have xj = limk xkj = wj 2 Dj.
Let k⇠jk = 1. By [9, Example 3.2.5], for a 2 Dj\{0} we have
B(a, a) 1/2(z) =
1p
1  kak2
 
z +
1 p1  kak2
kak2p1  kak2 hz, aia
!
(z 2 Dj).
(3.2.5)
From (2.2.1) and (3.2.5), we obtain
B(zkj, zkj)
1/2B(skzkj, skzkj)
 1/2(wkj)
=
s
1  kzkjk2
1  s2kkzkjk2
wkj +
 
1  kzkjk2
1  s2kkzkjk2
 
s
1  kzkjk2
1  s2kkzkjk2
!
hwk, zkjizkj
kzkjk2
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where
1  kzkjk2
1  s2kkzkjk2
=
1
s2k
✓
1  1  s
2
k
1  s2kkzkjk2
◆
 ! 1  t2j as k !1.
This gives the weak limit
weak- lim
k
skB(zkj, zkj)
1/2B(skzkj, skzkj)
 1/2(wkj)
=
q
1  t2j wj +
⇣
1  t2j  
q
1  t2j
⌘
hwj, ⇠ji ⇠j.
Hence
xj = weak- lim
k
(t2kjzkj + skB(zkj, zkj)
1/2B(skzkj, skzkj)
 1/2(wkj))
= t2j ⇠j +
q
1  t2j wj +
⇣
1  t2j  
q
1  t2j
⌘
hwj, ⇠ji ⇠j
= t2j ⇠j +B(tj⇠j, tj⇠j)
1/2(wj) 2 t2j ⇠j +B(tj ⇠j, tj ⇠j)1/2(Dj)
by (2.2.1).
Since j 2 J implies k⇠jk = 1 and, on the other hand, j /2 J implies tj = 0,
we have proved
S(⇠, ) ⇢ S1(⇠1, )⇥ · · ·⇥ Sp(⇠p, ).
Conversely, given u = (u1, . . . , up) 2 S1(⇠1, )⇥ · · ·⇥ Sp(⇠p, ), we have
uj = t
2
j ⇠j +B(tj ⇠j, tj ⇠j)
1/2(vj) (j 2 {1, . . . , p})
for some vj 2 Dj, where uj = vj if tj = 0.
For k = 1, 2, . . . and j 2 {1, . . . , p}, define ukj by
ukj := ck( )j + skB(zkj, zkj)
1/2B(skzkj, skzkj)
 1/2(vj).
Then uk := (uk1, . . . , ukp) 2 Dk[ ]. Since uj = limk ukj, we have u = limk uk 2
S(⇠, ).
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Remark 3.2.9. We note that a description of invariant domains similar to our
horospheres has been obtained with a diﬀerent approach in [34] for polydiscs
and compact holomorphic maps on Hilbert balls.
Definition 3.2.10. For the fixed-point-free holomorphic map f : D  ! D in
Proposition 3.2.8, we call the boundary point ⇠ a Wolﬀ point of f .
We see from the above result that the closed horosphere S(⇠, ) is convex.
In fact, it is aﬃnely homeomorphic to D since for each j 2 J , the map
'j : x 2 Dj 7! t2j ⇠j +B(tj⇠j, tj⇠j)1/2(x) 2 Dj (3.2.6)
is an aﬃne homeomorphism with image Sj(⇠j, ). In particular, S(⇠, ) is
weakly compact. Moreover, we have 'j(Dj) ⇢ Dj since 'j is holomorphic and
'j(0) = t2j⇠j 2 Dj and the maximum modulus principle applies [11, Lemma 2].
It follows that Sj(⇠j, ) = 'j(Dj) has interior 'j(Dj) and Sj(⇠j, ) = 'j(Dj) =
Sj(⇠j, ) \Dj. This gives
S(⇠, ) = S(⇠, ) \D.
The closed horospheres S(⇠, ) play an important role in the study of iter-
ations of f since for each x 2 S(⇠, )\D they contain the image h(x) for each
limit point h of the iterates (fn). If f is compact, then h(D) ⇢ @D (cf. [31])
and hence it is useful to have a knowledge of the intersection S(⇠, )\@D. We
note from Proposition 3.2.8 that Sj(⇠j, ) \ @Dj = @Dj for j /2 J . However,
for j 2 J , the intersection is a singleton as shown below.
Lemma 3.2.11. Let f : D  ! D be the fixed-point-free holomorphic map
in Proposition 3.2.8, with the Wolﬀ point ⇠ = (⇠1, . . . , ⇠p) 2 @D and the set
J ⇢ {1, . . . , p}. For the closed horosphere S(⇠, ) =
pY
j=1
Sj(⇠j, ) at ⇠, we have
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Sj(⇠j, ) \ @Dj = {⇠j} for j 2 J , and
S(⇠, ) \ @D =
p[
j=1
S1(⇠1, )⇥ · · ·⇥ j ⇥ · · ·Sp(⇠p, ),
where  j = {⇠j} for j 2 J and  j = @Dj for j /2 J .
Proof. Let j 2 J and pick uj 2 Sj(⇠j, ) \ @Dj. We have
Sj(⇠j, ) = t
2
j⇠j +B(tj⇠j, tj⇠j)
1/2(Dj),
where tj =
q
 
 + j
2 (0, 1) and  j = lim infk!1 1 kzkjk
2
1 kzkk2 < 1. Choose any
ui 2 Si(⇠i, ) for each i 2 {1, . . . , p}\{j}. Then u = (u1, . . . , up) 2 S(⇠, )\@D
and there exists a sequence (xk) in Dk[ ] such that u = limk xk, where xk =
(xk1, . . . , xkp) and uj = limk xkj 2 @Dj. We have from (2.2.5) that
|1  hxkj, zkji|2
1  kxkjk2 =
1  kzkjk2
1  kg zkj(xkj)k2
 1  s
2
kkzkjk2
1  s2k
,
where
1  s2kkzkjk2
1  s2k
! 1
t2j
as k !1. Hence
|1  hxkj, zkji|2 
✓
1  s2kkzkjk2
1  s2k
◆
(1  kxkjk2)! 0 as k !1 (3.2.7)
and |1   huj, ⇠ji|2 = lim
k
|1  hxkj, zkji|2 = 0. This gives uj = ⇠j and hence
Sj(⇠j, )\@Dj = {⇠j}. This, together with a remark before the lemma, implies
the last assertion.
Remark 3.2.12. The above proof also shows that each u 2 Sj(⇠j, ) with j 2 J
satisfies |1 hu, ⇠ji|2  (1 kuk2)/t2j . Also, since J 6= ;, we have S(⇠, )\@D =
{⇠} for a single Hilbert ball D = D1.
Remark 3.2.13. We note that, for every point y 2 D one can find a µ > 0 such
that the closed horosphere S(⇠, µ) contains y. Indeed, define rk := kg zk(y)k
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and, by Lemma 3.2.2, we have limk rk = 1. Next define µ by
µ := lim
k
1  r2k
1  kzkk2 .
We then use the sequence (rk) in place of the sequence (sk) in our previous
construction and one can readily confirm y 2 S(⇠, µ). Moreover, for a single
Hilbert ball D = D1, the point y is on the boundary of S(⇠, µ), which we shall
now show.
Our explicit description of the horosphere in this case is
S(⇠, µ) = t2⇠ +B(t⇠, t⇠)1/2(D),
where t =
q
µ
µ+1 =
q
1 kyk2
1 kyk2+|1 hy,⇠i|2 2 (0, 1).
By our discussion immediately before Lemma 3.2.11, the interior of S(⇠, µ)
is '(D) where ' : x 2 D 7! t2⇠ + B(t⇠, t⇠)1/2(x) 2 D. As y 2 S(⇠, µ) there
exists a u 2 D such that
y = t2⇠ +B(t⇠, t⇠)1/2(u)
= t2⇠ +
p
1  t2u+ (1  t2  p1  t2)hu, ⇠i⇠
= t2⇠ + (1  t2)u2 +
p
1  t2u1,
where uk = Pk(⇠)(u) for k = 1, 2. Taking appropriate Peirce projections gives
u1 =
y1p
1  t2 and u2 =
y2   t2⇠
1  t2 ,
where yk = Pk(⇠)(y) for k = 1, 2.
We shall establish that y is on the boundary of S(⇠, µ) by demonstrating
that u 2 @D. A calculation gives
1  kyk2 + |1  hy, ⇠i|2 + ky1k2 = 2(1  Rehy, ⇠i).
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Therefore
2(1  t2)(1  Rehy, ⇠i) = 1  kyk
2 + |1  hy, ⇠i|2 + ky1k2
1  kyk2 + |1  hy, ⇠i|2 |1  hy, ⇠i|
2
=
✓
1 +
ky1k2
1  kyk2 + |1  hy, ⇠i|2
◆
|1  hy, ⇠i|2
= |1  hy, ⇠i|2 + (1  t2)ky1k2.
Using this formula we can calculate the squared norm of u2:
ku2k2 =
    hy, ⇠i   t21  t2
    2
=
    1  t2   (1  hy, ⇠i)1  t2
    2
=
    1  1  hy, ⇠i1  t2
    2
= 1  1
(1  t2)2
 
2(1  t2)(1  Rehy, ⇠i)  |1  hy, ⇠i|2 
= 1  1
(1  t2)2
 |1  hy, ⇠i|2 + (1  t2)ky1k2   |1  hy, ⇠i|2 
= 1  ky1k
2
1  t2 .
Employing these calculations and the orthogonality of u1 and u2 in the Hilbert
space V = V1 we can calculate the squared norm of u:
kuk2 = ku1k2 + ku2k2
=
ky1k2
1  t2 + 1 
ky1k2
1  t2
= 1.
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3.3 Limit functions of iterates of holomorphic
maps
We recall that the Denjoy-Wolﬀ theorem for the complex disc D states that
the iterates (fn) of a fixed-point-free holomorphic self-map f on D converge in
the compact-open topology to a constant map with unit-modulus value. This
theorem has been extended to finite-dimensional Hilbert balls in [21, 33]. If f
is a compact holomorphic map on an infinite-dimensional Hilbert ball D, then
every subsequence of the iterates (fn) admits a subsequence converging locally
uniformly to a holomorphic map on D [11]. This is a crucial ingredient in the
proof of a Denjoy-Wolﬀ theorem for D in [11]. In contrast, it is not clear a
priori that, without compactness, (fn) would still admit a subsequential limit.
Indeed, it has been shown in [30, Example 3.1] that there exists a sequence
of biholomorphic maps on the open unit ball of `2, which has no convergent
subsequence. Nevertheless, this obstacle can be circumvented by the existence
of a single well-behaved orbit in D.
We first consider the more general case of a polyball D = D1 ⇥ · · · ⇥Dp,
with coordinate maps ⇡j : (x1, . . . , xp) 2 D 7! xj 2 Dj for j = 1, . . . , p. The
following theorem generalises the iteration results in [2, 20] for polydiscs.
Theorem 3.3.1. Let f be a fixed-point-free holomorphic map on a polyball
D = D1 ⇥ · · · ⇥ Dp, and compact if p   2. Then there exist a boundary
point ⇠ = (⇠1, . . . , ⇠p) 2 @D and a nonempty set J ⇢ {1, . . . , p} such that each
limit function h of the iterates (fn) satisfies ⇠j 2 ⇡j   h(D) for all j 2 J and,
⇡j   h(·) = ⇠j whenever ⇡j   h(D) meets @Dj.
Proof. Let h = limk fnk be a limit function. By Proposition 3.2.5, there is a
boundary point ⇠ = (⇠1, . . . , ⇠p) 2 @D such that for each   > 0 the horosphere
S(⇠, ) \D is f -invariant.
By Proposition 3.2.8 and Lemma 3.2.11, there exists a nonempty subset
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J ⇢ {1, . . . , p} such that the closed horosphere S(⇠, ) =
pY
j=1
Sj(⇠j, ) satisfies
Sj(⇠j, ) \ @Dj = {⇠j} for j 2 J , and Sj(⇠j, ) = Dj for j /2 J .
Fix j 2 J . We show ⇠j lies in the closure of ⇡j   h(D). Choose a sequence
( n) in (0,1) which tends to 1. For each n, there exists a yn 2 S(⇠, n)\D
and so
h(yn) 2 S(⇠, n)
where the j-th component of the closed horosphere S(⇠, n) is of the form
Sj(⇠j, n) = t
2
nj⇠j +B(tnj⇠j, tnj⇠j)
1/2(Dj)
where tnj =
q
 n
 n+ j
2 (0, 1) and  j = lim infk!1 1 kzkjk
2
1 kzkk2 <1. We note that
limn!1 tnj = 1. Let wnj 2 Dj be such that
⇡j   h(yn) = t2nj⇠j +B(tnj⇠j, tnj⇠j)1/2(wnj).
Since lim
n!1
ktnj⇠jk = 1, we have lim
n!1
B(tnj⇠j, tnj⇠j)
1/2(wnj) = 0, as in the proof
of Lemma 3.2.2. It follows that
⇠j = lim
n
⇡j   h(yn) 2 ⇡j   h(D).
Finally, let ⇡j  h(y) 2 @Dj for some y 2 D. Following Remark 3.2.13 there
exists a µy > 0 such that ⇡j   h(y) 2 Sj(⇠j, µy) \ @Dj = {⇠j}. It follows that
⇡j   h(x) = ⇠j for every x 2 D. Indeed, (⇡j   fnk(y), ⇡j   fnk(x))  (y,x)
implies ⇡j   h(x) 2 @Dj, by Lemma 3.2.2. Once again Remark 3.2.13 gives a
µx > 0 such that ⇡j   h(x) 2 Sj(⇠j, µx) \ @Dj = {⇠j}.
Example 3.3.2. The index set J in Theorem 3.3.1 can be a proper subset
of {1, . . . , p} and the limit functions of (fn) need not be unique, even for the
bidisc D⇥D, as Herve´’s work discussed in Section 3.1 shows. Indeed, one can
construct a simple example. Let a 2 D\{0} and let f be a self-map on D⇥ D
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given by f(z, w) = (ga(z), iw), where ga is the Mo¨bius transformation on D.
Then (fn) has four limit functions hk(z, w) = (a/|a|, ikw) for k = 1, . . . , 4 (see
also Example 3.3.7).
For a single Hilbert ball D, the holomorphic map in Theorem 3.3.1 is not
assumed to be compact and the Wolﬀ point ⇠ can lie in h(D)\h(D) in which
case the Denjoy-Wolﬀ theorem fails. Indeed, there is an example in [39] of a
fixed-point-free biholomorphic map f on an infinite-dimensional Hilbert ball
D such that the iterates (fn) admit a limit function h with h(D) ⇢ D. We
now derive some criteria for (fn) to converge locally uniformly to h. We begin
with a simple lemma.
Lemma 3.3.3. Let D be a Hilbert ball and f : D  ! D be a holomorphic map
such that the sequence (fn) converges pointwise to a constant map h : D  !
@D. Then (fn) converges locally uniformly to h.
Proof. Let h(D) = {⇠}. To show locally uniform convergence, let B ⇢ D be
an open ball with dist(B, @D) > 0 and let D(⇠, ") be an open ball of radius
" > 0 such that D(⇠, ") \ B = ;. We show that fn(B) ⇢ D(⇠, ") \ D from
some n onwards. This would complete the proof.
Suppose what we claim to show is false. Then we can find a subsequence
(fnk) such that fnk(bk) /2 D(⇠, "), where bk 2 B and fnk(bk) converges weakly
to some v 2 D, by weak compactness of D.
Fix a point y 2 D. We first note that v 2 @D, for otherwise, Lemma 3.2.2
implies
(y, bk)   (fnk(y), fnk(bk)) = tanh 1 kg fnk (y)(fnk(bk))k  ! 1
which contradicts the fact that
sup
k
{(y, bk)} = sup
k
{tanh 1 kg y(bk)k} <1
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since bk 2 B for all k. Hence kvk = 1 and the sequence (fnk(bk)) norm
converges to v. Therefore v /2 D(⇠, ").
To complete the proof, compare the two sequences (fnk(bk)) and (fnk(y)),
having limits in the boundary @D. Since
(fnk(bk), f
nk(y))  (bk, y)  sup
k
{(y, bk)} <1
we must have v = ⇠ by Lemma 3.2.3, which contradicts v /2 D(⇠, ").
Proposition 3.3.4. Let f : D  ! D be a fixed-point-free holomorphic map
on a Hilbert ball D and let a 2 D. Then either lim inf
n!1
kf 2n(a)k < 1 or (fn)
converges locally uniformly to a constant map taking value at the boundary @D.
Proof. Given lim inf
n
kf 2n(a)k ⌅ 1, we must have lim
n!1
kf 2n(a)k = 1. Let ⇠ be
the Wolﬀ point of f in Lemma 3.2.11.
We first show that (f 2n(a)) converges to ⇠. By Remark 3.2.13 there exists
a µa > 0 such that f 2n(a) is in the closed horosphere S(⇠, µa) and Remark
3.2.12 implies
|1  hf 2n(a), ⇠i|2  1
t21
(1  kf 2n(a)k2)  ! 0 as n!1
which gives limnhf 2n(a), ⇠i = 1 and limn f 2n(a) = ⇠.
We next show limn f 2n+1(a) = ⇠ . For this, it suﬃces to show that ⇠ is
the only weak limit point of the sequence (f 2n+1(a)). Let (f 2nk+1(a)) be a
subsequence of (f 2n+1(a)) weakly convergent to ⇣ 2 D. If ⇣ 2 D, Lemma 3.2.2
implies
(a, f(a))   (f 2nk(a), f 2nk+1(a)) = tanh 1 kg f2nk (a)(f 2nk+1(a))k  ! 1
which is impossible. Hence we have ⇣ 2 S(⇠, µa)\ @D = {⇠} and limn fn(a) =
⇠.
Using Lemma 3.3.3, we complete the proof by showing that (fn) converges
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pointwise to the constant map h(·) = ⇠. Let y 2 D. By Remark 3.2.13 there
exists a µy > 0 such that y 2 S(⇠, µy). Let v 2 D be any weak limit point
of the sequence (fn(y)). Then (fn(y)) admits a subsequence (fnk(y)) weakly
converging to v and v 2 S(⇠, µy). We show that kvk = 1. Otherwise, v 2 D
implies
(a, y)   (fnk(a), fnk(y))
= tanh 1 kg fnk (a)(fnk(y))k ! 1
by Lemma 3.2.2, which is a contradiction. Hence we have v 2 S(⇠, µy)\@D =
{⇠}. This shows that ⇠ 2 @D is the only weak limit point of the sequence
(fn(y)). Therefore limn fn(y) = ⇠. As y 2 D was arbitrary, we have shown
that (fn) converges pointwise to the constant map h(·) = ⇠.
If a fixed-point-free holomorphic map f on D has a convergent orbit, then
its limit must lie in the boundary and the following corollary is immediate.
Corollary 3.3.5. Let f : D  ! D be a fixed-point-free holomorphic map on
a Hilbert ball D. The following conditions are equivalent:
(i) lim
n!1
kf 2n(a)k = 1 for some a 2 D;
(ii) an orbit (fn(a)) converges for some a 2 D;
(iii) (fn) converges locally uniformly to a constant map taking value in @D.
Remark 3.3.6. The Denjoy-Wolﬀ theorem proved in [11, 31] for compact maps
is a special case of the above result. Indeed, given a fixed-point-free holomor-
phic compact self-map f on D and a 2 D, we have supk kfnk(a)k = 1 for all
subsequences (fnk) of (fn) (cf. [31, Theorem 3.1]). The example in [39] reveals
that condition (i) above cannot be weakened to limk kfnk(a)k = 1 for some
subsequence (fnk). In fact, there is a biholomorphic map f [39] on an infinite-
dimensional Hilbert ball such that limk kfnk(0)k = 1 for some subsequence
(fnk) of (fn), but failing the Denjoy-Wolﬀ theorem.
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Example 3.3.7. Let D be a Hilbert ball and ga the Mo¨bius transformation
induced by an element a 2 D\{0}. Then the iterates (gna (0)) converge to
a/kak. Indeed, we have ga(0) = a and
g2a(0) = ga(a) = a+
B(a, a)1/2(a)
1 + ha, ai =
2a
1 + kak2 .
A simple computation gives
gna (0) =  na
for some  n > 0, where the sequence ( n) is increasing and bounded above by
1/kak, satisfying the recurrence relation
 n+1 =
1 +  n
1 +  nkak2 .
Hence ( n) converges to 1/kak. It follows that (gna ) converges locally uniformly
to the constant map with value a/kak.
Remaining on a Hilbert ball D, next we consider the iteration of the bi-
holomorphic map ↵ga : D  ! D with ↵ 2 @D and a 2 D\{0}, as an extension
of the discussion in Section 1.1 of the dynamics of biholomorphic maps on the
one-dimensional disc D. In order to do so we first study its fixed points in the
following lemmas.
Lemma 3.3.8. Let ↵ 2 C with |↵| = 1 and a 2 D\{0}, where D is a Hilbert
ball. Then z 2 D is a fixed point of ↵ga if and only if z = hz, aia/kak2 with
hz, ai2 + (1  ↵)hz, ai   ↵kak2 = 0. (3.3.1)
Proof. The Mo¨bius transformation ga can be written, see (2.2.4), in the form
ga(z) =
a+ P (z) +
p
1  kak2 (z   P (z))
1 + hz, ai
where P (·) = h· , ai a/kak2 denotes the orthogonal projection onto Ca, which
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is none other than the Peirce-2 projection P2(a/kak).
It is clear z 2 D is a fixed point of ↵ga if and only if
z = ↵ga(z)
=
↵a+ ↵P (z) + ↵
p
1  kak2 (z   P (z))
1 + hz, ai .
By taking orthogonal projections, we deduce
P (z) =
↵a+ ↵P (z)
1 + hz, ai
() 0 = hz, ai2 + (1  ↵)hz, ai   ↵kak2 (3.3.2)
and
0 =
 
1  ↵
p
1  kak2
1 + hz, ai
!
(z   P (z))
() hz, ai =  1 + ↵
p
1  kak2 or z = P (z).
We complete the proof by showing that hz, ai =  1+↵p1  kak2 and (3.3.2)
cannot hold simultaneously. Indeed, suppose hz, ai =  1 + ↵p1  kak2. The
Cauchy–Schwarz inequality implies ↵ 6=  1 and substituting into (3.3.2) gives
0 = hz, ai2 + (1  ↵)hz, ai   ↵kak2
=
⇣
 1 + ↵
p
1  kak2
⌘2
+ (1  ↵)
⇣
 1 + ↵
p
1  kak2
⌘
  ↵kak2
= 1  2↵
p
1  kak2 + ↵2(1  kak2) + (1  ↵)
⇣
 1 + ↵
p
1  kak2
⌘
  ↵kak2
= 1  2↵
p
1  kak2 + ↵2(1  kak2)
 1 + ↵
p
1  kak2 + ↵  ↵2
p
1  kak2   ↵kak2
=  ↵(1 + ↵)
p
1  kak2 + ↵(1 + ↵)(1  kak2)
= ↵(1 + ↵)
p
1  kak2
⇣p
1  kak2   1
⌘
,
which yields a contradiction.
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Remark 3.3.9. (3.3.1) is equivalent to
0 =
⌧
z,
a
kak
 2
+
(1  ↵)
kak
⌧
z,
a
kak
 
  ↵. (3.3.3)
(3.3.3) is quadratic in hz , a/kaki, so we have two nonzero solutions in C,
counted according to multiplicity. By Lemma 3.3.8, a point z0 2 D is a fixed
point of ↵ga if and only if one z0 2 V2(a/kak) and one of the solutions of (3.3.3)
is given by hz0 , a/kaki. Given a fixed point z0, we have
⌧
z0,
a
kak
 2
+
(1  ↵)
kak
⌧
z0,
a
kak
 
  ↵ = 0
()
 ⌧
z0,
a
kak
 !2
+
(1  ↵¯)
kak
⌧
z0,
a
kak
 
  ↵¯ = 0
()
0B@ 1D
z0,
a
kak
E
1CA
2
+
(1  ↵)
kak
0B@ 1D
z0,
a
kak
E
1CA  ↵ = 0,
which means 1/hz0 , a/kaki is also a solution of (3.3.3). As
   1/hz0 , a/kaki    >
1, this implies z0 is the unique fixed point of ↵ga. Extending the domain of ↵ga
to D, it is evident we either have exactly two fixed points, counted according to
multiplicity, in the boundary @D or exactly one fixed point inside D. We shall
call fixed points in the boundary of D boundary fixed points. There should
then be no confusion in the statement that if ↵ga is fixed-point-free, then it
has at least one and at most two distinct boundary fixed points.
The following corollary is a direct consequence of the previous remark and
Lemma 3.3.8 reworded so as to allow for ↵ga extended to D.
Corollary 3.3.10. Let ↵ 2 C with |↵| = 1 and a 2 D\{0}, where D is a
Hilbert ball. If ↵ga is fixed-point-free, then its boundary fixed points are given
by
↵  1±p(↵  1)2 + 4↵kak2
2kak2 a.
Remark 3.3.11. From Corollary 3.3.10, if ↵ga is fixed-point-free, then it has
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exactly one boundary fixed point if and only if (↵   1)2 + 4↵kak2 = 0, which
is equivalent to ↵ = 1  2kak2 ±
⇣
2kakp1  kak2⌘ i.
Lemma 3.3.12. Let ↵ 2 C with |↵| = 1 and a 2 D\{0}, where D is a Hilbert
ball. Then ↵ga is fixed-point-free if and only if |1  ↵|  2kak. In particular
(i) |1   ↵| < 2kak if and only if there exist exactly two distinct boundary
fixed points of ↵ga and no fixed points in D. In this case the boundary
fixed points are ↵ 1+
p
(↵ 1)2+4↵kak2
2kak2 a and
↵ 1 
p
(↵ 1)2+4↵kak2
2kak2 a.
(ii) |1 ↵| = 2kak if and only if there exist exactly one boundary fixed point of
↵ga and no fixed points in D. In this case we either have ↵ = 1 2kak2+⇣
2kakp1  kak2⌘ i with boundary fixed point ⇣ 1 + ⇣p1/kak2   1⌘ i⌘ a
or ↵ = 1  2kak2  
⇣
2kakp1  kak2⌘ i with boundary fixed point⇣
 1 
⇣p
1/kak2   1
⌘
i
⌘
a.
(iii) |1 ↵| > 2kak if and only if there exist exactly one fixed point of ↵ga in
D and no boundary fixed points.
Proof. By Lemma 3.3.8, ↵ga is fixed-point-free if and only if
1
2
   ↵  1 +p(↵  1)2 + 4kak2↵    = kak = 1
2
   ↵  1 p(↵  1)2 + 4kak2↵   
which, by Remark 3.3.9, holds if and only if
   ↵  1 +p(↵  1)2 + 4kak2↵   2 =    ↵  1 p(↵  1)2 + 4kak2↵   2 .
This is equivalent to
0 = 4Re
⇣
(1  ↵¯)
p
(1  ↵)2 + 4kak2↵
⌘
() 0 = Re
⇣p
((1  ↵¯)(1  ↵))2 + 4kak2↵(1  ↵¯)2
⌘
() 0 = Re
⇣p
|1  ↵|4   4kak2|1  ↵|2
⌘
() 0 = |1  ↵|Re
⇣p
|1  ↵|2   4kak2
⌘
. (3.3.4)
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Thus we recover the fact that the Mo¨bius transformation ga, which corresponds
to ↵ = 1, is fixed-point-free and has the two boundary fixed points ±a/kak. If
↵ 6= 1, (3.3.4) is equivalent to:
0 = Re
⇣p
|1  ↵|2   4kak2
⌘
which amounts to the condition that |1  ↵|  2kak.
In fact |1  ↵| = 2kak if and only if there exist exactly one boundary fixed
point and no fixed points in D. This can be seen from Remark 3.3.11 and the
calculation
Re(↵) = 1  2kak2
() Im(↵) = ±
p
1  (1  2kak2)2 = ±2kak
p
1  kak2
() ↵ = 1  2kak2 ±
⇣
2kak
p
1  kak2
⌘
i,
which shows we either have ↵ = 1 2kak2+
⇣
2kakp1  kak2⌘ i with boundary
fixed point
⇣
 1 +
⇣p
1/kak2   1
⌘
i
⌘
a or ↵ = 1 2kak2 
⇣
2kakp1  kak2⌘ i
with boundary fixed point
⇣
 1 
⇣p
1/kak2   1
⌘
i
⌘
a, by Corollary 3.3.10.
Therefore we have |1   ↵| < 2kak if and only if there exist exactly two
distinct boundary fixed points and no fixed points in D. In this case the
boundary fixed points are ↵ 1±
p
(↵ 1)2+4↵kak2
2kak2 a from Corollary 3.3.10.
Example 3.3.13. Extending Example 3.3.7, given ↵ 2 C with |↵| = 1 and
a 2 D\{0}, the biholomorphic map ↵ga is fixed-point-free in D if and only
if |1   ↵|  2kak, by Lemma 3.3.12. In this case, the sequence ( (↵ga)n(0) )
converges since (↵ga)n+1(0) = (↵gkak)n(↵kak)a/kak, where
gkak : D  ! D
denotes the Mo¨bius transformation induced by kak 2 D, and ↵gkak is fixed-
point-free. By Corollary 3.3.5, ((↵ga)n) converges locally uniformly to a con-
stant map taking value in @D.
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Example 3.3.14. Corollary 3.3.5 is false for a polyball D = D1 ⇥ · · · ⇥ Dp
with p > 1. Given a = (a1, . . . , ap) 2 D with Mo¨bius transformation ga, the
iterates (gna) converge locally uniformly to a map h : D  ! D
h(z1, . . . , zk) = (w1, . . . , wk)
which need not be constant, where
wj =
8><>: aj/kajk if aj 6= 0zj if aj = 0.
Remark 3.3.15. Although our arguments in this section relate to holomorphic
maps, the only feature of holomorphy relied upon was nonexpansiveness in the
Kobayashi distance derived from the Schwarz-Pick Lemma.
Restarting the argument after Lemma 3.2.3, with the map f taken now
to be Kobayashi nonexpansive and not necessarily holomorphic, then one can
still construct the sequence (zk) which has a point ⇠ 2 @D for norm limit.
Indeed, by the arguments in [16, §4], one can show that for 0 < ↵ < 1 the
map ↵f is Lipschitz contractive, that is, there exists ✓ 2 (0, 1) such that
(↵f(x),↵f(y))  ✓(x,y) for all x,y 2 D. It follows that ↵f has a fixed
point in ↵f(D) ⇢ D. The construction of (zk) and subsequent arguments
then follow as before. In fact Proposition 3.2.5, Lemma 3.2.7, Proposition
3.2.8, Lemma 3.2.11, Theorem 3.3.1, Lemma 3.3.3, Proposition 3.3.4, Corollary
3.3.5 alongside necessary intermediary calculations and remarks all hold when
recasted for Kobayashi nonexpansive self-maps.
CHAPTER 4
Holomorphic Dynamics on Rank-2 Domains
In this final chapter, we study holomorphic dynamics on irreducible rank-2
bounded symmetric domains which may be infinite-dimensional. These do-
mains are the Lie balls and the open unit ball of the JBW*-triple L(C2, H)
for a Hilbert space H of dimension at least 2. Together with the product of
two Hilbert balls, they constitute the class of all infinite-dimensional rank-2
bounded symmetric domains. The dynamics on products of Hilbert balls has
already been discussed in the previous chapter. The case of Lie balls has been
studied in [10] and we will first review the results briefly. The new results for
the case of the open unit ball of L(C2, H), which are discussed in Sections 4.2,
4.3, 4.4 and 4.5, are our main focus in this chapter.
4.1 Lie balls
Let V be a Hilbert space with inner product h·, ·i and let ⇤ : V ! V denote
a conjugation - that is an involutive, conjugate linear isometry - satisfying
hx⇤, y⇤i = hy, xi. Define a triple product {·, ·, ·} : V 3 ! V by
{x, y, z} = 1
2
(hx, yiz + hz, yix  hx, z⇤iy⇤)
91
4.1 Lie balls 92
for all x, y, z 2 V and the spin factor norm k · k : V ! [0,1) by
kxk2 = 1
2
⇣
hx, xi+
p
hx, xi2   |hx, x⇤i|2
⌘
.
The Banach space E obtained from V with the spin factor norm and above
triple product is called a spin factor. The Lie ball D is the open unit ball of
E. More explicitly,
D =
⇢
x 2 E : 1
2
⇣
hx, xi+
p
hx, xi2   |hx, x⇤i|2
⌘
< 1
 
.
The topological boundary of D is denoted by @D.
The dynamics of a fixed-point-free holomorphic self-map f on D, which is
compact, meaning the norm closure f(D) is compact, were investigated in [10],
to which we now turn. In order to examine the limit functions of (fn) it was
first necessary to construct and then explicitly describe suitable f -invariant
domains. First we note that using the Earle-Hamilton Fixed Point Theorem
[16] it is possible to find a certain sequence (zk) in D converging to a boundary
point ⇠ 2 @D. Then given a ⌧ > 0 there exists a sequence (sk) in (0, 1) such
that
⌧(1  kzkk2) = 1  s2k
from some k onwards. As before, cf. Remark 3.2.6, we define the horosphere
S(⇠, ⌧) =
n
x 2 D : x = lim
k
xk and xk 2 gzk
⇣
D(0, sk)
⌘o
,
and denote its interior by S0(⇠, ⌧). We note that ⇠ 2 S(⇠, ⌧) and we have the
invariance f(S(⇠, ⌧) \D) ⇢ S(⇠, ⌧) \D. The following theorem [10, Theorem
4.6] gives a useful description of the horospheres.
Theorem 4.1.1. Let f : D ! D be a fixed-point-free compact holomorphic
map on a Lie ball D. Then there is a boundary point ⇠ 2 @D such that for each
⌧ > 0, there is a horosphere S0(⇠, ⌧) ⇢ D, which is a convex invariant domain
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of f and satisfies f(S(⇠, ⌧) \D) ⇢ S(⇠, ⌧) \D where S(⇠, ⌧) = S0(⇠, ⌧).
Further, ⇠ = e+ ↵e⇤ for some minimal tripotent e 2 @D with |↵|  1 and
S0(⇠, ⌧) =
⌧
1 + ⌧
e+
↵ ⌧
1 +  ⌧
e⇤ +B(⌧ 0e+  0e⇤, ⌧ 0e+  0e⇤)1/2(D)
for some   2 [0, 1], where ⌧ 0 = p ⌧1+⌧ and  0 = p  ⌧1+ ⌧ . If |↵| < 1, we have
S0(⇠, ⌧) =
⌧
1 + ⌧
e+B(⌧ 0e, ⌧ 0e)1/2(D).
This Jordan description of a horosphere was employed to produce the fol-
lowing analysis of the limit functions of (fn), [10, Theorem 6.17]. We refer
the reader to the original paper for further details, including the definition of
non-degeneracy.
Theorem 4.1.2. Let f : D ! D be a fixed-point-free compact holomorphic
map on a Lie ball D with boundary @D. Then there is a point ⇠ = e+↵e⇤ 2 @D,
where e 2 @D is a minimal tripotent and |↵|  1, such that each non-constant
limit function h of the iterates satisfies either of the following conditions.
1. h(D) ⇢ e+ De⇤.
2. h(D) ⇢ u+Du⇤ for some minimal tripotent u and (u+Du⇤)\ (e+De⇤)
is a singleton in e+ Te⇤.
If ⇠ is non-degenerate, the singleton in (2) is {⇠}. If h is a constant limit
function, then it takes value in e + De⇤ and moreover, this value is ⇠ if it is
non-degenerate.
4.2 Jordan geometry of L(C2, H)
In this section, we prepare the study of holomorphic iteration on the open unit
ball of L(C2, H). For this, we need to discuss the Jordan geometric structures
of the JB*-triple L(C2, H). We denote the topological boundary of the open
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unit ball D of a Banach space E by
@D = {x 2 E : kxk = 1}.
Then the norm closure D = D [ @D is the closed unit ball of E. Hereinafter,
in Chapter 4, V := L(C2, H) for short and D denotes the open unit ball of V .
As noted in Section 2.2, L(C2, H) is a JBW*-triple with predual given by
L(C2, H) ⇠= L(C2, H⇤⇤) ⇠= (C2⌦ˆH⇤)⇤ (4.2.1)
where X ⇠= Y means X is isometrically isomorphic to Y and ⌦ˆ denotes the
projective tensor product, cf. [15, p.230]. Since L(C2, H) is a reflexive Banach
space, the weak topology of L(C2, H) coincides with the weak* topology.
In what follows, for each y 2 H, the functional fy 2 H⇤ is defined by fy(·) =
h·, yi. By (4.2.1), each T 2 L(C2, H) identifies with an element T˜ 2 (C2⌦ˆH⇤)⇤
such that T˜ (z ⌦ fy) = hT (z), yi for every z 2 C2 and y 2 H. Therefore we
have the following criteria for weak convergence.
Lemma 4.2.1. Let (Tk) be a sequence in L(C2, H) and T 2 L(C2, H). Then
(Tk) converges to T weakly if and only if hTk(z), hi ! hT (z), hi for all z 2 C2
and h 2 H, which is equivalent to (Tk(z)) weakly converging to T (z) in H for
all z 2 C2.
Where convenient we will write Tk
w! T or T = weak- limk Tk to mean that
(Tk) weakly converges to T in L(C2, H).
Lemma 4.2.2. A nonzero tripotent in L(C2, H) is either a minimal tripo-
tent or a maximal tripotent, which is a sum of two triple orthogonal minimal
tripotents.
Proof. Let e be a nonzero tripotent in V with spectral decomposition (q.v.
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Corollary 2.2.4)
e =  u+  w,
where u and w are triple orthogonal minimal tripotents and         0. As
e is nonzero, 1 = kek = max( ,  ) =   implies e = u +  w. Now, as e is a
tripotent, we must have
u+  w = {u+  w, u+  w, u+  w}
= {u, u, u}+  3{w,w,w}
= u+  3w,
which implies (1  )(1+ ) w = 0, and so either  w = 0, in which case e = u is
a minimal tripotent, or   = 1, in which case e = u+w is a maximal tripotent.
We recall from Section 2.2 that each minimal tripotent in L(C2, H) is a
rank-one operator a⌦ b, with a 2 C2, b 2 H and kak = kbk = 1.
Lemma 4.2.3. Let e = ae⌦be be a minimal tripotent in V . The Peirce 0-space
of e is given by
V0(e) = {x 2 L(C2, H) : x(ae) = 0 and hx(z), bei = 0 for all z 2 C2}.
Proof. The follows immediately from the Peirce 0-projection,
P0(e)(x) = (IH   ee⇤)   x   (IC2   e⇤e)
= (IH   P2(be))   x   (IC2   P2(ae))
= P1(be)   x   P1(ae)
for all x 2 V , q.v. (2.2.8).
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Corollary 4.2.4. Let e = ae ⌦ be be a minimal tripotent in V . Then there
exists an orthonormal basis {ae, ⌫} of C2 such that the Peirce 0-space of e is
given by
V0(e) = {x 2 L(C2, H) : x(ae) = 0 and hx(⌫), bei = 0}.
Proof. Extending ae to an orthonormal basis {ae, v} of C2. We can write
each z 2 C2 as z = hz, aeiae + hz, ⌫i⌫. Let x 2 L(C2, H) with x(ae) = 0. The
equivalences
0 = hx(z), bei for all z 2 C2
() 0 = hz, aeihx(ae), bei+ hz, ⌫ihx(⌫), bei for all z 2 C2
() 0 = hx(⌫), bei
yield the result.
Remark 4.2.5. From Corollary 4.2.4 we see that, given two triple orthogonal
minimal tripotents e = ae ⌦ be and v = av ⌦ bv in V , we have
V0(e) = {x 2 L(C2, H) : x(ae) = 0 and hx(av), bei = 0}.
We show below that every nonzero element in V0(e) is of rank-one.
Lemma 4.2.6. Let x 2 V0(e) and x 6= 0 where e is a minimal tripotent in V .
Then there exists a minimal tripotent u 2 V such that x 2 Cu and u is triple
orthogonal to e.
Proof. As x 2 V0(e), by Corollary 4.2.4 there exists an orthonormal basis
{ae, ⌫} of C2 such that x(ae) = 0 and hx(⌫), bei = 0.
As x(z) = hz, aeix(ae) + hz, ⌫ix(⌫) = hz, ⌫ix(⌫) for all z 2 C2 and x 6= 0,
we have x(⌫) 6= 0.
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Define the rank-one operator u : C2 ! H by
u := ⌫ ⌦ x(⌫)kx(⌫)k .
The calculation
{u, u, u} = uu⇤u
=
✓
⌫ ⌦ x(⌫)kx(⌫)k
◆
 
✓
x(⌫)
kx(⌫)k ⌦ ⌫
◆
 
✓
⌫ ⌦ x(⌫)kx(⌫)k
◆
=
⌧⌧
h·, ⌫i x(⌫)kx(⌫)k ,
x(⌫)
kx(⌫)k
 
⌫, ⌫
 
x(⌫)
kx(⌫)k
= ⌫ ⌦ x(⌫)kx(⌫)k
= u
shows that u is a tripotent. Moreover, u is minimal. Confirming u is triple
orthogonal to e is routine, see Lemma 2.2.2. We now show x 2 Cu. Indeed
x(z) = hz, ⌫ix(⌫)
= kx(⌫)khz, ⌫i x(⌫)kx(⌫)k
= kx(⌫)ku(z).
Corollary 4.2.7. Given a minimal tripotent e 2 V , the intersection V0(e)\@D
consists of minimal tripotents.
Proof. Let x 2 V0(e) \ @D. Then by Lemma 4.2.6 there exists a minimal
tripotent x0 2 V0(e) such that x = ↵x0 for some ↵ 2 C. The result follows, as
1 = kxk = k↵x0k = |↵|.
We will denote by D0(e) the open unit ball D \ V0(e) of the Peirce-0 space
V0(e) with respect to the tripotent e.
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Lemma 4.2.8. Given a minimal tripotent e 2 V , we have V0(e) \ @D =
D0(e)\D0(e)
Proof. First we show V0(e) \ @D ⇢ D0(e)\D0(e). Let x 2 V0(e) \ @D then
kxk = 1 and hence x 2 D0(e)\D0(e).
Next we show that D0(e)\D0(e) ⇢ V0(e)\ @D. Let x 2 D0(e)\D0(e), then
there exists a sequence (xk) in D0(e) converging to x. Hence x 2 V0(e), as
V0(e) is norm closed. Now 1  kxk = lim kxkk  1 implies x 2 V0(e)\@D.
Remark 4.2.9. From Corollary 4.2.7 and Lemma 4.2.8, we deduce that each
element in D0(e) is of the form  v for some minimal tripotent v and   2 D.
As in Section 2.1, let Ka denote the boundary component containing a 2 V
and, recalling Proposition 2.1.18, given a tripotent e 2 V , we have Ke =
e+D0(e).
Lemma 4.2.10. Let e 2 V be a nonzero tripotent and Ke be the boundary
component in @D containing e. Then precisely one of the following holds.
(i) e is maximal and Ke\Ke is empty, or
(ii) e is minimal and Ke\Ke is the following set of maximal tripotents:
{e+ v : v is a minimal tripotent triple orthogonal to e}.
Proof. Suppose e is maximal. Then Ke = {e} and (i) is immediate.
Now suppose e is minimal. Then, by Lemma 4.2.8, we have Ke\Ke =
(e+D0(e))\(e +D0(e)) = e +D0(e)\D0(e) = e + V0(e) \ @D, and the result
follows from Corollary 4.2.7.
Lemma 4.2.11. Let v1 = av1⌦bv1 and v2 = av2⌦bv2 be two minimal tripotents
in V . Then v1 = v2 if and only if hav1 , av2i = hbv1 , bv2i 2 @D.
Proof. We note that kav1k = kav2k = 1 and bv1 and bv2 are both minimal
and maximal tripotents in the Hilbert space H. If v1 = v2 then av1 =  av2
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and bv1 =  bv2 for some   2 @D. Taking appropriate inner products gives
  = hav1 , av2i = hbv1 , bv2i.
On the other hand, if hav1 , av2i = hbv1 , bv2i 2 @D, we have av1 = hav1 , av2iav2
and, since P0(bv2) = 0, the calculation
1 = kbv1k2 = kP2(bv2)bv1 + P1(bv2)bv1k2
= kP2(bv2)bv1k2 + kP1(bv2)bv1k2
= |hbv1 , bv2i|2kbv2k2 + kP1(bv2)bv1k2
= 1 + kP1(bv2)bv1k2
implies bv1 = P2(bv2)bv1 = hbv1,bv2ibv2 . Therefore
v1 = av1 ⌦ bv1
= (hav1 , av2iav2)⌦ (hbv1,bv2ibv2)
= hav1 , av2ihbv1,bv2i (av2 ⌦ bv2)
= hav1 , av2ihav1,av2i (av2 ⌦ bv2)
= v2.
Lemma 4.2.12. The Peirce-0 space of V with respect to a minimal tripotent
is strictly convex.
Proof. Let v1 and v2 be two distinct norm-one points in the Peirce-0 space
V0(e) of a minimal tripotent e = ae ⌦ be 2 V . By Corollary 4.2.7, v1 and v2
are minimal tripotents triple orthogonal to e. Therefore v1 and v2 take the
form v1 = av1 ⌦ bv1 and v2 = av2 ⌦ bv2 , where {av1 , ae} and {av2 , ae} are both
orthonormal bases of C2. As kv1 + v2k  kv1k + kv2k = 2, the proof will be
complete if kv1 + v2k 6= 2.
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We have,
kv1 + v2k2 = kav1 ⌦ bv1 + av2 ⌦ bv2k2
= sup
z2C2,kzk=1
kav1 ⌦ bv1(z) + av2 ⌦ bv2(z)k2H
= sup
z2C2,kzk=1
kav1 ⌦ bv1(hz, av1iav1 + hz, aeiae)
+ av2 ⌦ bv2(hz, av1iav1 + hz, aeiae)k2H
= sup
z2C2,kzk=1
kav1 ⌦ bv1(hz, av1iav1) + av2 ⌦ bv2(hz, av1iav1)k2H
= kav1 ⌦ bv1(av1) + av2 ⌦ bv2(av1)k2H sup
z2C2,kzk=1
|hz, av1i|2
= kbv1 + hav1 , av2ibv2k2H
= 1 + |hav1 , av2i|2 + 2Rehav1 , av2ihbv2 , bv1i
 2 (1 + Rehav1 , av2ihbv2 , bv1i) .
As v1 6= v2, we have hav1 , av2ihbv2 , bv1i 6= 1, by Lemma 4.2.11, and therefore
Rehav1 , av2ihbv2 , bv1i < 1, which gives kv1 + v2k < 2.
Lemma 4.2.13. Let A and B be two boundary components of D contained in
@D. If the intersection A \ B contains two distinct elements, then A = B.
Proof. There exist nonzero tripotents e and u such that A = Ke and B = Ku.
If the intersection A\B = Ke\Ku contains two distinct elements, then e and
u must be minimal tripotents. Let x1, x2 2 Ke \ Ku such that x1 6= x2. We
have
xi = e+  ivi = u+  iwi (i = 1, 2)
where v1 and v2 (resp. w1 and w2) are minimal tripotents triple orthogonal to
e (resp. u), and  i,  i 2 D for i = 1, 2. One can readily see that
xi 2 Ke () | i| < 1 () | i| < 1 () xi 2 Ku (i = 1, 2),
where the middle equivalence comes from the fact that if either | i| or | i| is
1 then xi is a maximal tripotent, as the sum of two minimal triple orthogonal
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tripotents, and therefore the other of | i| or | i| must be 1 as well. Therefore,
if either | i| or | i| is strictly less than one, then we have Ke = Ku. Hence, we
may assume, without loss of generality, that
xi = e+  ivi = u+  iwi (i = 1, 2),
where | i| = 1 = | i| for i = 1, 2.
By Lemma 4.2.12, we know that both Peirce-0 spaces V0(e) and V0(u) are
strictly convex and therefore
    12( 1v1 +  2v2)
     < 1 and     12( 1w1 +  2w2)
     < 1,
as  1v1 and  2v2 are distinct elements of V0(e) \ @D, and  1w1 and  2w2 are
distinct element of V0(u) \ @D. Using this in the following calculation
1
2
(x1 + x2) = e+
1
2
( 1v1 +  2v2) = u+
1
2
( 1w1 +  2w2) 2 Ke \Ku
implies Ke = Ku, as distinct boundary components are disjoint.
Next, we give an example showing that the intersection Ke \ Ku can be
nonempty even when Ke 6= Ku and the minimal tripotents e and u are not
triple orthogonal.
Example 4.2.14. Consider the infinite-dimensional Cartan factor L(C2, `2),
where `2 is the usual Hilbert space of square-summable sequences of complex
numbers. Consider the minimal tripotents
e = ae ⌦ be and u = au ⌦ bu
v = av ⌦ bv w = aw ⌦ bw
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defined by
ae = (1, 0) and be = (1, 0, 0, 0, . . . ),
av = (0, 1) and bv = (0, 1, 0, 0, . . . ),
au = (1, 1)/
p
2 and bu = (1, 1, 0, 0, . . . )/
p
2,
aw = (1, 1)/
p
2 and bw = (1, 1, 0, 0, . . . )/
p
2.
It is easily verified that e and v are triple orthogonal, as are u and w. Note
that, although e and u are not triple orthogonal, e + v = u + w is a maximal
tripotent which belongs to Ke \Ku.
4.3 Wolﬀ point
Let D be the open unit ball of L(C2, H) and f : D ! D be a fixed-point-free
holomorphic map which is compact, that is f(D) is compact. Take any strictly
increasing sequence ( k) in the interval (0, 1) converging to 1. Define fk :=  kf
for all k 2 N. By the Earle-Hamilton Fixed Point Theorem [16], each fk has
a unique fixed point zk in D. The sequence (  1k zk) is contained in the norm
compact set f(D) and, by choosing a subsequence, assume that (  1k zk) norm
converges to ⇠ 2 D. It is easy to see that (zk) converges to the same limit
⇠. Note that ⇠ 2 @D for otherwise, f(⇠) = limk   1k fk(zk) = limk   1k zk = ⇠,
which contradicts f being fixed-point-free. We will call ⇠ a Wolﬀ point of f
which, as in the case of other symmetric domains discussed before, plays an
important role in the dynamics of f . We study the spectral representation of
⇠ in this section for later applications.
Choose a spectral decomposition of each zk:
zk = ↵kek +  kvk,
where 1 > ↵k    k   0 and ek and vk are triple orthogonal minimal tripotents.
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We have ↵k = kzkk ! 1. Passing to a subsequence if necessary, we may assume
that ( k) converges to  .
Let
ek = aek ⌦ bek and vk = avk ⌦ bvk ,
with aek , avk 2 C2 and bek , bvk 2 H, all of unit norm. By Lemma 2.2.2,
aek ? avk and bek ? bvk in their respective Hilbert spaces. Now (aek) and (avk)
are bounded sequences in C2 and, passing to subsequences, if necessary, we
may assume they have norm limits ae and av respectively. By continuity of the
inner product, ae and av are orthogonal in C2. Similarly, by weak compactness
of the closed unit ball in H and choosing subsequences if necessary, we may
assume (bek) and (bvk) converge weakly to be and bv respectively.
Let e = ae ⌦ be and v = av ⌦ bv. Then we have ek w! e and vk w! v, which
imply e⇤k(h)! e(h) and v⇤k(h)! v(h) in C2 for each h 2 H.
As (zk) norm converges to ⇠, we must have
⇠ = e+  v.
We are going to show that e is a tripotent and, if   6= 0, so is v. We retain
the previous notation in the following lemmas.
Lemma 4.3.1. We have {ek, u, ek} w! {e, u, e} and {vk, u, vk} w! {v, u, v} for
all u 2 V .
Proof. We show {ek, u, ek} w! {e, u, e}. The proof of the other weak limit is
similar. We have
heku⇤ek(µ), hiH = hu⇤ek(µ), e⇤khiC2 ,
where u⇤ : H ! C2 is norm continuous and hence is weak-weak continuous,
q.v. for example [14, Theorem 5].
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Therefore, as ek(µ)
w! e(µ) in H, we have
u⇤(ek(µ))
w! u⇤(e(µ))
in C2, and hence the norm convergence u⇤(ek(µ))! u⇤(e(µ)) in C2.
It follows that
heku⇤ek(µ), hiH = hu⇤ek(µ), e⇤khiC2
! hu⇤e(µ), e⇤hiC2
= heu⇤e(µ), hiH
that is, eku⇤ek
w! eu⇤e.
Lemma 4.3.2. Let (wk) be a sequence in V norm converging to 0. Then we
have
{ek, wk, ek} w! 0 (4.3.1)
and
{vk, wk, vk} w! 0. (4.3.2)
Proof. We prove (4.3.1). The proof of (4.3.2) is similar. It is suﬃcient to note
that
|hekw⇤kek(µ), hiH | = |hw⇤kek(µ), e⇤khiC2 |
 kw⇤kek(µ)kC2 .ke⇤khkC2
 kw⇤kkL(H,C2).kek(µ)kH .ke⇤kkL(H,C2).khkH
 kwkkV .kµkC2 .khkH
! 0
for all µ 2 C2 and h 2 H.
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Corollary 4.3.3. We have {ek, zk, ek} w! {e, ⇠, e} and {vk, zk, vk} w! {v, ⇠, v}.
Proof. Since the sequence (zk   ⇠) norm converges to 0, we have
{ek, zk, ek}  {ek, ⇠, ek} = {ek, (zk   ⇠), ek} w! 0
by Lemma 4.3.2. Hence {ek, zk, ek} w! {e, ⇠, e} by Lemma 4.3.1. Similarly
{vk, zk, vk} w! {v, ⇠, v}.
Remark 4.3.4. An examination of the proof of Lemma 4.3.2 reveals that for
any x 2 L(C2, H) we also have {ek, wk, x} w! 0 and, akin to Corollary 4.3.3,
we also have {ek, zk, x} w! {e, ⇠, x}.
Lemma 4.3.5. We have e = {e, e, e}+ {e, v, e} and  v = {v, e, v}+ {v, v, v}.
Proof. By Corollary 4.3.3 and triple orthogonality of ek and vk, we have
↵kek = ↵k{ek, ek, ek}+  k{ek, vk, ek}
= {ek, zk, ek}
w! {e, ⇠, e}
= {e, e, e}+  {e, v, e}.
Together with ↵kek
w! e, this gives e = {e, e, e}+  {e, v, e}.
By Corollary 4.3.3 and triple orthogonality of ek and vk, we have
 kvk = ↵k{vk, ek, vk}+  k{vk, vk, vk}
= {vk, zk, vk}
w! {v, ⇠, v}
= {v, e, v}+  {v, v, v}.
Together with  kvk
w!  v, this gives  v = {v, e, v}+  {v, v, v}.
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Lemma 4.3.6. We have {e, v, e} = 0 and {v, e, v} = 0.
Proof. Recall e = ae ⌦ be and v = av ⌦ bv. We show {e, v, e} = 0, the proof of
{v, e, v} = 0 is similar. We have
hev⇤e(µ), hi = he(µ), bvihav, aeihbe, hi
= lim
k
he(µ), bvkihavk , aekihbek , hi
= lim
k
hekv⇤ke(µ), hi
= 0
for all µ 2 C2 and h 2 H. Therefore we have ev⇤e = 0.
Lemma 4.3.7. e is a minimal tripotent and, if   6= 0, v is also a minimal
tripotent.
Proof. By Lemma 4.3.6, we have
e = {e, e, e}+  {e, v, e} = {e, e, e}
and
 v = {v, e, v}+  {v, v, v} =  {v, v, v}.
Let   6= 0. Then v = {v, v, v}.
We show that e 6= 0. Assume e = 0, then  v = ⇠ implies   = 1 and kvk = 1
which gives 1 = kvk = supk k=1 kv( )k = supk k=1 kh , avibvk  kbvk  1 and
thus kbvk = 1 and we have vk ! v in norm. This implies ek = 1↵k (↵kek+ kvk) 
 k
↵k
vk ! e in norm, which is a contradiction as kekk = 1 for all k. Hence e is
a nonzero tripotent and it follows from 1 = kek = kae ⌦ bek = kaekkbek that
kaek = kbek = 1. Therefore the sequence (bek) norm converges to be in the
Hilbert space H, and e is a minimal tripotent.
Let   6= 0. We now show that v is not zero. Assume v = 0, then ⇠ = e and
ek = aek ⌦ bek ! ae ⌦ be = e in norm by the preceding paragraph (see Lemma
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4.3.8 below). This implies vk = 1 k (↵kek+ kvk)  ↵k k ek ! 1  (⇠ e) = 0 in norm,
which is a contradiction as kvkk = 1 for all k. Hence v is a nonzero tripotent
and, similarly to above, it follows from 1 = kvk = kav ⌦ bvk = kavkkbvk that
kavk = kbvk = 1. Therefore the sequence (bvk) norm converges to bv in the
Hilbert space H, and v is a minimal tripotent.
Lemma 4.3.8. (ek) converges to e in norm. If   6= 0 then (vk) converges to
v in norm.
Proof. We have already shown that (bek) converges to be in norm (see proof of
Lemma 4.3.7). Hence
kek   ek = kaek ⌦ bek   ae ⌦ bek
 kaek ⌦ bek   ae ⌦ bekk+ kae ⌦ bek   ae ⌦ bek
= k(aek   ae)⌦ bekk+ kae ⌦ (bek   be)k
= kaek   aekC2 + kbek   bekH
! 0.
If   6= 0, then the sequence (bvk) norm converges to bv (see proof of Lemma
4.3.7), and likewise vk = avk ⌦ bvk ! av ⌦ bv = v in norm.
Corollary 4.3.9. e and v are triple orthogonal.
Proof. For triple orthogonality we must show e v = 0. The equations
2(e v)(x)(z) = ev⇤x(z) + xv⇤e(z)
= hx(z), bvihav, aeibe + hz, aeihbe, bvix(av)
for all x 2 L(C2, H) and z 2 C2 show that e and v are triple orthogonal if
hae, avi = 0 and hbe, bvi = 0. As ae and av are the norm limits of the C2
sequences (aek) and (avk) with haek , avki = 0 for all k 2 N we have hae, avi = 0.
The equation hbe, bvi = 0 holds because, as noted in the proof of Lemma 4.3.7,
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the sequence (bek) norm converges to be in the Hilbert space H, which when
coupled with the fact that the sequence (bvk) weakly converges to bv in H,
gives the following standard calculation:
|hbe, bvi| = |hbek , bvki   hbe, bvi| = |hbek , bvki   hbe, bvki+ hbe, bvki   hbe, bvi|
 |hbek   be, bvki|+ |hbe, bvk   bvi|
 kbek   bekkbvkk+ |hbe, bvk   bvi|
! 0.
To summarise, we have the following dichotomy.
Proposition 4.3.10. Exactly one of the following holds:
(i)   6= 0, in which case e and v are triple orthogonal minimal tripotents, or
(ii)   = 0, in which case e is a minimal tripotent and v is triple orthogonal
to e.
In view of the above dichotomy, there will be no confusion in representing
the Wolﬀ point ⇠ by e +  v where e and v are mutually orthogonal minimal
tripotents, and   2 [0, 1].
We now determine the convergence properties of the basic Jordan operators
induced by the sequences of tripotents (ek) and (vk). For this, we first derive
a more general lemma.
Lemma 4.3.11. If (Tk) norm converges to T in V and (Sk) weakly converges
to S in V , then the sequence ({Tk, Tk, Sk}) weakly converges to {T, T, S}.
Proof. First we show that (SkT ⇤kTk) weakly converges to ST ⇤T . Let µ 2 C2
and h 2 H.
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We have
hSkT ⇤kTk(µ), hi = hT ⇤kTk(µ), S⇤k(h)i
! hT ⇤T (µ), S⇤(h)i
= hST ⇤T (µ), hi,
since (T ⇤kTk(µ)) norm converges to T ⇤T (µ) and (S⇤k(h)) weakly converges to
S⇤(h).
Likewise
hTkT ⇤kSk(µ), hi = hSk(µ), TkT ⇤k (h)i
! hS(µ), TT ⇤(h)i
= hTT ⇤S(µ), hi,
as (TkT ⇤k (h)) norm converges to T ⇤T (h) and (Sk(µ)) weakly converges to S(µ).
Corollary 4.3.12. Let (wk) be a sequence in D converging weakly to w 2 D.
Then (ek ek)(wk)
w! (e e)(w).
Lemma 4.3.13. Let (wk) be a sequence in D converging weakly to w 2 D.
Then P2(ek)(wk) = Q2ek(wk)
w! Q2e(w) = P2(e)(w).
Proof. Observe that
heke⇤kwke⇤kek( ), hi = hwke⇤kek( ), eke⇤k(h)i
! hwe⇤e( ), ee⇤(h)i
= hee⇤we⇤e( ), hi
because wke⇤kek( )
w! we⇤e( ) and eke⇤k(h)! ee⇤(h).
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Lemma 4.3.14. Let (wk) be a sequence in D converging weakly to w 2 D.
Then P0(ek)(wk) = B(ek, ek)(wk)
w! B(e, e)(w) = P0(e)(w).
Proof. In view of Corollary 4.3.12 and Lemma 4.3.13, the result follows from
B(ek, ek)(wk) = wk   2(ek ek)(wk) +Q2ek(wk)
w! w   2(e e)(w) +Q2e(w)
= B(e, e)(w).
Remark 4.3.15. If   6= 0, then Corollary 4.3.12 and Lemmas 4.3.13 and 4.3.14
hold when ek and e are replaced by vk and v respectively.
Lemma 4.3.16. Let (wk) be a sequence in D converging weakly to w 2 D. If
  6= 0, then (ek ek)(vk vk)(wk) w! (e e)(v v)(w).
Proof. If   6= 0, then (ek) norm converges to e and (vk) norm converges to v by
Corollary 4.3.8. The result follow from two applications of Lemma 4.3.11.
Remark 4.3.17. Let (wk) be a sequence in D which weakly converges to w 2 D.
Corollary 4.3.12 and Lemmas 4.3.13 and 4.3.14 guarantee that Pi(ek)(wk)
w!
Pi(e)(w) for i = 0, 1, 2. If   6= 0, then Remark 4.3.15 ensures we also have
Pi(vk)(wk)
w! Pi(v)(w) for i = 0, 1, 2. In this case, we also have Pij(vk, ek)(wk) w!
Pij(v, e)(w) for 0  i  j  2.
Let x 2 D. As the triple product is norm continuous we have Pi(ek)(x)!
Pi(e)(x) for i = 0, 1, 2. If   6= 0, we also have Pi(vk)(x) ! Pi(v)(x) for i =
0, 1, 2. In this case, we also have Pij(vk, ek)(x)! Pij(v, e)(x) for 0  i  j  2.
4.4 Invariant domains
In this section, we will describe the invariant domains of a compact fixed-point-
free holomorphic map f : D ! D on the open unit ball D of V = L(C2, H).
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Let (zk) be the sequence converging to the Wolﬀ point ⇠ = e +  v 2 @D
obtained in Section 4.3. We are going to construct a family of f -invariant
domains at ⇠, called horospheres, parameterised by positive real numbers. The
construction is analogous to that given in Section 3.2 (cf. Remark 3.2.6). We
recall the detail for convenience and completeness. For each   > 0, we can
find a sequence (rk) in (0, 1) such that
  =
1  r2k
1  kzkk2 ,
from some k onwards. Note that (rk) converges to 1. For y 2 V , denote by
D(y, r) := {z 2 V : kz   yk < r} the open ball of V centred at y of radius
r > 0 and define the Kobayashi balls Dk[ ] by
Dk[ ] := gzk(D(0, rk))
= {z 2 V : kg zk(z)k  rk}.
Let
S(⇠, ) := {x 2 D : x = lim
k
xk and xk 2 Dk[ ]}.
Then ⇠ 2 S(⇠, ). We call S(⇠, )\D a horosphere at ⇠ and, by Remark 3.2.6,
it is invariant under f . For completeness, we include a proof of this assertion.
Proposition 4.4.1. Let f : D ! D be a compact holomorphic map without
fixed point. Then f(S(⇠, ) \D) ⇢ S(⇠, ) \D.
Proof. Let x 2 S(⇠, ) \D. Then x = limk xk for some xk 2 Dk[ ]. Applying
the Schwarz-Pick Lemma gives
kg zk(fk(xk))k = kg fk(zk)(fk(xk))k  kg zk(xk)k  rk,
which implies fk(xk) 2 Dk[ ]. We complete the proof by noting that f(x) =
f(limk xk) = limk f(xk) = limk fk(xk) 2 S(⇠, ).
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We will need a more explicit description of S(⇠, ) for future applications.
Analogous to (3.2.2) and (3.2.3), we have
gzk(D(0, rk)) = ck( ) + rkB(zk, zk)
1/2B(rkzk, rkzk)
 1/2(D),
and
Dk[ ] = gzk(D(0, rk)) = ck( ) + rkB(zk, zk)
1/2B(rkzk, rkzk)
 1/2(D),
where ck( ) = (1  r2k)B(rkzk, rkzk) 1/2(zk).
Let zk = ↵kek +  kvk, as in Section 4.3, where kzkk = ↵k, (ek) norm
converges to e, and   6= 0 implies (vk) norm converges to v. Let P kij denote
the joint Peirce projections Pij(vk, ek) for 0  i  j  2, discussed at the end
of Section 2.2. By (2.1.5) with  0k = 0, 1k = rk k and  2k = rk↵k, we have
(1  r2k)B(rkzk, rkzk) 1/2(zk) = (1  r2k)
X
0ij2
(1   2ik) 1/2(1   2jk) 1/2P kij(zk)
=
↵k(1  r2k)
1  r2k↵2k
ek +
 k(1  r2k)
1  r2k 2k
vk.
We also have
lim sup
k!1
↵k
1  r2k
1  r2k↵2k
= lim sup
k!1
1  r2k
1  r2kkzkk2
= lim sup
k!1
1 r2k
1 kzkk2
1 +
1 r2k
1 kzkk2kzkk2
= lim sup
k!1
 
1 +  kzkk2
=
 
 + 1
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and
lim sup
k!1
 k
1  r2k
1  r2k 2k
=   lim sup
k!1
1  r2k
1  r2k 2k
=   lim sup
k!1
1 r2k
1 kzkk2
1 r2k
1 kzkk2 +
1  k2
1 kzkk2 r
2
k
=  
  
  + 1
,
where 0     1 and
  =
8>><>>:
1
  if   <1
0 if   =1
, (4.4.1)
where   := lim infk!1 1  k
2
1 kzkk2 . Note that     1 and hence   2 [0, 1]. Also
  = limk  k < 1 implies   = 0.
Hence
lim sup
k!1
 k
1  r2k
1  r2k 2k
=
  
  + 1
.
Choosing subsequences, we may assume the convergence of the following
two sequences:
1  r2k
1  r2k↵2k
=
1  r2k
1  r2kkzkk2
!  
 + 1
(4.4.2)
and
1  r2k
1  r2k 2k
!   
  + 1
. (4.4.3)
Since (ek) norm converges to e, and   6= 0 implies (vk) norm converges to
v, we have the following norm convergence:
ck( ) = (1  r2k)B(rkzk, rkzk) 1/2(zk)  !
 
 + 1
e+
  
  + 1
v. (4.4.4)
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We now give an explicit description of S(⇠, ) in terms of the Bergmann
operator.
Theorem 4.4.2. Let f : D ! D be a compact holomorphic fixed-point-free
self-map of the open unit ball D of L(C2, H). Then there exists a sequence
(zk) in D converging to a boundary point ⇠ = e+ v, where   2 [0, 1] and both
e and v are mutually triple orthogonal minimal tripotents, such that for each
  > 0, the horosphere S(⇠, ) has the form
S(⇠, ) =
 
 + 1
e+
  
  + 1
v
+B
 r
 
 + 1
e+
r
  
  + 1
v,
r
 
 + 1
e+
r
  
  + 1
v
!1/2
(D),
where   2 [0, 1].
Proof. Let x 2 S(⇠, ) and let (zk) be the sequence from Section 4.3 converging
to the Wolﬀ point ⇠ = e +  v, where zk = ↵kek +  kvk. Then there exist
xk 2 Dk[ ] such that x = limk xk, where
xk = ck( ) + rkB(zk, zk)
1/2B(rkzk, rkzk)
 1/2(wk)
for some wk 2 D. By weak compactness and choosing a subsequence, if neces-
sary, we may assume (wk) has a weak limit w 2 D. By the equations for the
square roots of the Bergmann operator (2.1.4) and (2.1.5), for any T 2 V we
have
rkB(zk, zk)
1/2B(rkzk, rkzk)
 1/2(T )
= rkB(zk, zk)
1/2
X
0ij2
(1  r2k 2ik) 1/2(1  r2k 2jk) 1/2Pij(vk, ek)(T )
= rk
X
0ij2
s
1   2ik
1  r2k 2ik
vuut 1   2jk
1  r2k 2jk
Pij(vk, ek)(T ) (4.4.5)
= rk
X
0ij2
s
1
r2k
✓
1  1  r
2
k
1  r2k 2ik
◆vuut 1
r2k
 
1  1  r
2
k
1  r2k 2jk
!
Pij(vk, ek)(T ),
(4.4.6)
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where  0k = 0, 1k =  k and  2k = ↵k.
We proceed by considering two cases:   = 1 and   6= 1. Let   2 [0, 1] be
as defined in (4.4.1). Note that   = 0 if   6= 1 whereas   2 [0, 1] if   = 1.
Case 1. Suppose   = 1. Then, by Remark 4.3.17 along with (4.4.2), (4.4.3)
and (4.4.6) , we have
rkB(zk, zk)
1/2B(rkzk, rkzk)
 1/2(wk)
= rk
X
0ij2
s
1
r2k
✓
1  1  r
2
k
1  r2k 2ik
◆vuut 1
r2k
 
1  1  r
2
k
1  r2k 2jk
!
Pij(vk, ek)(wk)
w!
X
0ij2
q
1   2i
q
1   2jPij(v, e)(w)
= B( 2e+  1v,  2e+  1v)
1/2(w)
where  i =
8>>>>>><>>>>>>:
0 if i = 0q
  
  +1 if i = 1q
 
 +1 if i = 2
.
Case 2. Suppose   6= 1. Then
⇣
1  2k
1 r2k 2k
⌘
converges to 1 as k ! 1. Note
that, in this case,   = 0. By Remark 4.3.17 along with (4.4.2) and
(4.4.5),
rkB(zk, zk)
1/2B(rkzk, rkzk)
 1/2(wk)
= rk
X
0ij2
s
1   2ik
1  r2k 2ik
s
1   2jk
1  r2k 2jk
Pij(vk, ek)(wk)
= rk
"
P0(ek)(wk) 
 
1 
s
1   2k
1  r2k 2k
!
P01(vk, ek)(wk)
 
✓
1  1   
2
k
1  r2k 2k
◆
P11(vk, ek)(wk)
 
+
s
1  1  r
2
k
1  r2kkzkk2
"
P1(ek)(wk)
 
 
1 
s
1   2k
1  r2k 2k
!
P12(vk, ek)(wk)
#
+
1
rk
✓
1  1  r
2
k
1  r2kkzkk2
◆
P2(ek)(wk)
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w! P0(e)(w) +
r
1   
 + 1
P1(e)(w) +
✓
1   
 + 1
◆
P2(e)(w)
= B
 r
 
 + 1
e,
r
 
 + 1
e
!1/2
(w),
where kP01(vk, ek)k, kP11(vk, ek)k, kP12(vk, ek)k  1 and we have im-
plicitly used the fact that P0(ek) = P01(vk, ek) + P11(vk, ek) and
P1(ek) = P02(vk, ek) + P12(vk, ek).
Therefore, in both cases, we have by (4.4.4),
x = weak- lim
k
xk
=
 
 + 1
e+
  
  + 1
v
+B
 r
 
 + 1
e+
r
  
  + 1
v,
r
 
 + 1
e+
r
  
  + 1
v
!1/2
(w).
Conversely, let
y 2  
 + 1
e+
  
  + 1
v+B
 r
 
 + 1
e+
r
  
  + 1
v,
r
 
 + 1
e+
r
  
  + 1
v
!1/2
(D).
Then
y =
 
 + 1
e+
  
  + 1
v
+B
 r
 
 + 1
e+
r
  
  + 1
v,
r
 
 + 1
e+
r
  
  + 1
v
!1/2
(x)
for some x 2 D. We show y 2 S(⇠, ).
Let yk = ck( ) + rkB(zk, zk)1/2B(rkzk, rkzk) 1/2(x). Then yk 2 Dk[ ]. We
once again deal with two cases.
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Case 1. Suppose   = 1. By Remark 4.3.17, along with (4.4.2), (4.4.3) and
(4.4.6), we have the norm limit
rkB(zk, zk)
1/2B(rkzk, rkzk)
 1/2(x)
= rk
X
0ij2
s
1
r2k
✓
1  1  r
2
k
1  r2k 2ik
◆vuut 1
r2k
 
1  1  r
2
k
1  r2k 2jk
!
Pij(vk, ek)(x)
!
X
0ij2
q
1   2i
q
1   2jPij(v, e)(x)
= B( 2e+  1v,  2e+  1v)
1/2(x),
where  i =
8>>>>>><>>>>>>:
0 if i = 0q
  
  +1 if i = 1q
 
 +1 if i = 2
.
From (4.4.4), we deduce that y = limk yk 2 S(⇠, ).
Case 2. Suppose   6= 1. Then
⇣
1  2k
1 r2k 2k
⌘
converges to 1 as k ! 1. By
Remark 4.3.17, along with (4.4.2) and (4.4.5), we have the following
norm limit
rkB(zk, zk)
1/2B(rkzk, rkzk)
 1/2(x)
= rk
X
0ij2
s
1   2ik
1  r2k 2ik
s
1   2jk
1  r2k 2jk
Pij(vk, ek)(x)
= rk
"
P0(ek)(x) 
 
1 
s
1   2k
1  r2k 2k
!
P01(vk, ek)(x)
 
✓
1  1   
2
k
1  r2k 2k
◆
P11(vk, ek)(x)
 
+
s
1  1  r
2
k
1  r2kkzkk2
"
P1(ek)(x)
 
 
1 
s
1   2k
1  r2k 2k
!
P12(vk, ek)(x)
#
+
1
rk
✓
1  1  r
2
k
1  r2kkzkk2
◆
P2(ek)(x)
! P0(e)(x) +
r
1   
 + 1
P1(e)(x) +
✓
1   
 + 1
◆
P2(e)(x)
4.5 Limit functions of iterates of holomorphic maps 118
= B
 r
 
 + 1
e,
r
 
 + 1
e
!1/2
(x),
where kP01(vk, ek)kkP11(vk, ek)k, kP12(vk, ek)k  1 and we have im-
plicitly used the fact that P0(ek) = P01(vk, ek) + P11(vk, ek) and
P1(ek) = P02(vk, ek) + P12(vk, ek).
Likewise (4.4.4) implies that y = limk yk 2 S(⇠, ).
4.5 Limit functions of iterates of holomorphic
maps
Let f be a self-map on a domain D in a complex Banach space. Recall that
a map h : D  ! D is called a limit function of the iterates (fn) if there is a
subsequence (fnk) of (fn) converging to h locally uniformly.
We make use of the following theorem which has been proved in [31, The-
orem 3.1].
Theorem 4.5.1. Let B be the open unit ball in a Banach space and let f :
B  ! B be a compact map which is nonexpansive with respect to the Kobayashi
distance. Then f has a fixed point in B if and only if there exists z 2 B and
a subsequence of its iterates (fnk(z)) such that supk kfnk(z)k < 1.
For our purposes this theorem can be restated as follows:
Theorem 4.5.2. Let B be the open unit ball in a Banach space and let f :
B  ! B be a compact map which is nonexpansive with respect to the Kobayashi
distance. Then f is fixed-point-free if and only if for every z 2 B and every
subsequence of its iterates (fnk(z)), we have supk kfnk(z)k = 1.
Corollary 4.5.3. Let B be the open unit ball in a Banach space and let f :
B  ! B be a fixed-point-free compact holomorphic map. Then h(B) ⇢ @B for
every limit function h of (fn).
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Proof. Let (fnk) denote a subsequence of (fn) converging to h uniformly on
each open ball strictly contained in B. Choose a z 2 B, then
kh(z)k = k lim
k
fnk(z)k
= lim
k
kfnk(z)k
= lim sup
k
kfnk(z)k
= lim
k!1
(sup
` k
kfn`(z)k)
= 1,
where the last equality follows from Theorem 4.5.2.
We will shortly describe the limit functions for a fixed-point-free compact
holomorphic self-map f on the open unit ball D of L(C2, H) with reference to
boundary components.
As noted in [28], when E is a finite rank JB*-triple with open unit ball B,
every a 2 B has a unique representation a = e+ v, where e is a tripotent and
v 2 B0(e) := B \ E0(e). The boundary component containing a is given by
Ka = e+B0(e), see Proposition 2.1.18. It is also important to note that every
holomorphic map h : D  ! D has image in a single boundary component
of D. For our rank-2 JB*triple V = L(C2, H), the boundary components of
D in @D take the form Ke = e + D0(e), where e is a nonzero tripotent and
D0(e) = D \ V0(e). In particular, Ke = {e} when e is a maximal tripotent.
We now present our main theorem in this section.
Theorem 4.5.4. Let f : D  ! D be a fixed-point-free compact holomorphic
self-map on the open unit ball D of L(C2, H). Then there exists a point ⇠ =
e +  v in the boundary @D, where e and v are mutually triple orthogonal
minimal tripotents and   2 [0, 1], such that for each limit function h of (fn),
we have h(D) ⇢ Ku for some boundary component of a nonzero tripotent u
and either Ku \Ke is a singleton or u = e.
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Proof. Employing Theorem 4.4.2, we construct a sequence from h(D). Choose
a strictly increasing positive sequence ( n) that tends to 1. From each horo-
sphere S(⇠, n) \ D choose a point yn. As S(⇠, n) \ D is f -invariant and,
by Corollary 4.5.3, h(D) ⇢ @D, we have h(yn) 2 S(⇠, n) \ @D for each
n. As noted above, the image h(D) must lie in a single boundary compo-
nent Ku ⇢ @D, where u is either a minimal or a maximal tripotent. Let
h(yn) = u+ dn, where dn 2 D0(u) and, passing to a subsequence if necessary,
we may assume (dn) weakly converges to d 2 D0(u) ⇢ V0(u).
Recall that
S(⇠, ) =
 
 + 1
e+
  
  + 1
v
+B
 r
 
 + 1
e+
r
  
  + 1
v,
r
 
 + 1
e+
r
  
  + 1
v
!1/2
(D),
where   is defined as in (4.4.1).
We proceed by considering the cases   > 0 and   = 0 separately.
Case 1. Let   > 0, in which case   = 1 and ⇠ is a maximal tripotent which,
of course, belongs to Ke.
As h(yn) 2 S(⇠, n) \ @D, there exist wn 2 D such that
h(yn) =  
2
e,ne+  
2
v,nv +B( e,ne+  v,nv, e,ne+  v,nv)
1/2(wn)
=  2e,ne+  
2
v,nv
+(1   2v,n)1/2P01(v, e)(wn) + (1   2e,n)1/2P02(v, e)(wn)
+(1   2e,n)1/2(1   2v,n)1/2P12(v, e)(wn)
+(1   2v,n)P11(v, e)(wn) + (1   2e,n)P22(v, e)(wn),
where  e,n =
q
 n
 n+1
and  v,n =
q
  n
  n+1
.
Now limn!1 h(yn) = e+ v = ⇠. Therefore ⇠ 2 h(D) ⇢ Ku.
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Case 2. Let   = 0.
First we note that weak- limn h(yn) = weak- limn(u+ dn) = u+ d 2
u+D0(u) = Ku.
Now, as h(yn) 2 S(⇠, n) \ @D, there exist wn 2 D such that
h(yn) =  
2
e,ne+B( e,ne, e,ne)
1/2(wn)
=  2e,ne+ P0(e)(wn) (4.5.1)
+(1   2e,n)1/2P1(e)(wn) + (1   2e,n)P2(e)(wn),
where  e,n =
q
 n
 n+1
.
By the weak compactness of D, and passing to a subsequence if nec-
essary, we may assume (wn) converges weakly to some w 2 D. Tak-
ing appropriate limits of (4.5.1) gives u+d = weak- limn!1 h(yn) =
e+B(e, e)w 2 Ke, by the weak continuity of P0(e). Hence we have
; 6= h(D) \Ke ⇢ Ku \Ke.
We have shown that Ku \Ke 6= ; and Lemma 4.2.13 completes the proof.
Remark 4.5.5. The following granular detail for Case 1 of the proof of Theorem
4.5.4 may be of interest. In this case,   defined as in (4.4.1) is positive and
⇠ = e + v is a maximal tripotent in Ku. On the one hand, if u is a minimal
tripotent then the maximal tripotent ⇠ /2 h(D) because h(D) ⇢ Ku and ⇠ /2
Ku, whereas, on the other hand, if u is a maximal tripotent then Ku = {u}
and so u = ⇠ and h is the constant map taking value ⇠.
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Proposition 1.1.11. The En from Lemma 1.1.8 satisfy
En =
n 1X
r=0
↵r
min{r,n 1 r}X
s=0
|a|2s
0B@ r
s
1CA
0B@ n  1  r
s
1CA (n   1). (1.1.2)
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bn 12 cX
r=1
↵r
rX
s2=0
|a|2s2
0@ r
s2
1A0@ n  r
s2
1A
+
n 1X
r=bn 12 c+1
↵r
n rX
s2=0
|a|2s2
0@ r
s2
1A0@ n  r
s2
1A
= 1 +
n 1X
r=1
↵r
min{r,n r}X
s2=0
|a|2s2
0@ r
s2
1A0@ n  r
s2
1A+ ↵n
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=
nX
r=0
↵r
min{r,n r}X
s=0
|a|2s
0@ r
s
1A0@ n  r
s
1A ,
where we have implicitly used the standard facts about binomial coeﬃcients:
0B@ n
k
1CA =
0B@ n  1
k
1CA+
0B@ n  1
k   1
1CA
0B@ n+ 1
k + 1
1CA = nX
i=k
0B@ i
k
1CA
for n 2 N and 1  k  n, and the double sum formulae:
n 1X
r=1
↵r
n r 1X
r2=0
↵r2C(r, r2) =
n 1X
r=1
↵r
rX
s=1
C(s, r   s) (?)
rX
s=1
r s+1X
s2=1
C(s, s2) =
rX
s2=1
r s2+1X
s=1
C(s, s2) (??)
rX
s=2r (n 2)
r s+1X
s2=1
C(s, s2) =
n 1 rX
s2=1
r s2+1X
s=2r (n 2)
C(s, s2) (? ? ?)
where the C(x, y) are coeﬃcients dependent on x, y 2 N.
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