As a powerful mechanism, fixed point theorems have many applications in mathematical and economic analysis. In this paper, the well-known Brouwer fixed point theorem and Kakutani fixed point theorem are generalized to a class of nonconvex sets and a globally convergent homotopy method is developed for computing fixed points on this class of nonconvex sets.
Introduction
As a powerful mechanism for mathematical analysis, fixed point theory has many applications in areas such as mechanics, physics, transportation, control, economics, and optimization. Fixed point theorems have been extensively studied and generalized in the past years (e.g., [2, [4] [5] [6] [7] [9] [10] [11] [13] [14] [15] [16] [17] 19] and references therein). When a mapping is twice continuously differentiable from a convex and compact set D to itself, Kellogg et al. [8] gave in 1976 a constructive proof of Brouwer fixed point theorem for the mapping and presented a homotopy method for computing a fixed point of the mapping in D. In 1978, Chow et al. [3] constructed the following homotopy
which becomes an important tool for computing fixed points of a mapping, solutions of a system of nonlinear equations, all solutions of a system of polynomial equations, and so on (e.g., [6] ). In [3, 8] , the convexity of D is a virtual condition for the constructive proofs. In general, it is difficult to reduce or remove the convexity. Under the normal cone condition, Brouwer fixed point theorem was generalized to a class of nonconvex sets in [18] . In this paper, the well-known Brouwer fixed point theorem and Kakutani fixed point theorem are generalized to a class of nonconvex sets more general than those in [18] , and a globally convergent homotopy method is developed for computing fixed points on this class of nonconvex sets.
The rest of this paper is organized as follows. In Section 2, we give the proof of the generalizations of fixed point theorems to a class of nonconvex sets. In Section 3, we propose a homotopy mapping for the fixed point problem on this class of nonconvex sets, derive some basic properties, and prove that starting from almost any point, the homotopy path leads a fixed point. In Section 4, several numerical examples are given to illustrate the effectiveness of the method.
Generalization of fixed point theorems to a class of nonconvex sets
Let C ⊂ R n be a nonempty, convex and compact set with int R n (C) = ∅. Let Λ be a nonempty and connected subset of C satisfying that, for each point x ∈ Λ, int R n (N(x, δ, Λ)) = ∅ for any δ > 0, where N(x, δ, Λ) = {y ∈ Λ | y − x < δ}. Let 
In the following, we show that f is continuous on C . For any point
there exists a sufficiently small δ > 0 such that
This implies that, for any sufficiently small ε > 0, there exists a sufficiently small δ > 0 satisfying that q(
Therefore, f is continuous on C . From Brouwer's fixed point theorem, we obtain that there exists a point x * ∈ C such that f (x * ) = x * . Since f (x * ) ∈ D, hence, x * ∈ D. The theorem follows.
Assume that Property 2 holds. Then, for each point x ∈ Λ, there exists a unique point h(x) ∈ D ∩ Λ and a unique number
In the following, we show that f is continuous on C . For any pointx ∈ Λ, let x k ∈ C , k = 1, 2, . . . , be a sequence converging tox. For
< ε, and 0 λ}.
From Lemma 2.1, we obtain that there exists a sufficiently small δ > 0 such that
Therefore, f is continuous on C . From Brouwer's fixed point theorem, we obtain that there exists a point
Theorem 2.2. Let F be a point-to-set mapping from D to the set of nonempty convex subsets of D. If F is upper semicontinuous on D,
there exists a point x * ∈ D such that x * ∈ F (x * ).
Proof. Following a similar argument to that in Theorem 2.1, one can easily derive the result of this theorem. 2
where Λ k is a nonempty and connected subset of C satisfying that, for each point Let D be a nonempty and compact set and C the convex hull of
Property 1a. There exists a point
where Λ k is a nonempty and connected subset of C satisfying that, for each point 
A homotopy method for computing fixed points
We rewrite Property 1 as the following Condition 1.
Given Condition 1, we have Proof. Suppose that w * is a solution of (3.1).
(i) When x * ∈ D 0 , η(x * ) < 0, by the second equality of (3.1), we have y * = 0. Hence, we get x * = F (x * ).
(ii) When x * ∈ ∂ D, we consider three cases:
(1) If i ∈ I g (x * ), then, by the definition of ξ i (x) and the first equality of (3.1), we have
Since g i (x) is a convex function and
, then, by the definition of ξ i (x) and the first equality of (3.1), we have
, g i (x * ) = 0 and h j (x * ) = 0 at x * , we have
On the other hand, if x * is a fixed point of F in D, then, for y * = 0, we have that (x * , y * ) is a solution of (3.1). 2
In order to solve the system (3.1), we construct the following homotopy equation.
H w, w
where
To prove the result of convergence in this paper, we also need the next condition. Let U ⊂ R n be an open set, and φ : U → R p be a C α (α > max{0, n − p}) mapping. We say that y ∈ R p is a regular value of φ, if, for any x ∈ φ −1 (y),
As follows, we give a homotopy method for computing fixed points, based on Eq. (3.2).
Theorem 3.2. Suppose that Condition 1 and Condition 2 hold, and F (D) ⊂ D. Then, (1) (Existence) F (x) has a fixed point in D.
(2) (Convergence) For almost all w
is nonempty, and the x-component of any point in T is a fixed point of F in D.
For a given w
as H w 0 (w, t). Then, the zero point set of H w 0 is given by
In the following, we first prove the following two results.
(1) For almost all w
(2) For a given w 
where I is an identity matrix, G(x
Thus, D H(w, w
0 , μ) is of the full row rank. By Parametric Sard's Theory (see [1] ) and Implicit Function Theory (see [12] ), one can obtain that, for almost all w = ∞}, where
From the second equality of (3.2), i.e., Y
From the first equality of (3.2), we have
Since {x k } and {y k i }(for i / ∈ I * ) are bounded, hence, as k → ∞, by (3.5), we have
Thus, we come to the following three cases.
0, we have that
is in the normal cone of D at x * . Therefore,
Case 2: If i ∈ I h (x * ), we have that (2) When t * ∈ [0, 1), rewrite (3.4) as
Then, as k → +∞, the left-hand side of (3.9) is bounded and, from Condition 2, the right-hand side of (3.9) is unbounded. Thus, a contradiction occurs. Therefore, Γ w 0 is bounded. 
is nonsingular, Γ w 0 must be diffeomorphic to 
, which also contradicts Lemma 3.4. As a conclusion of the above results, only case (iv) occurs, and thus w * is a solution of (3.1). 2
Remark.
(1) Under Property 1a, we will have the same theorem as Theorem 3.2 when Λ is changed into Λ i and p of ξ i (x) is changed into p i .
(2) Our results are more general than one of [18] . For example,
0} and 0} satisfies Property 2a. However, these sets do not satisfy the normal cone condition of the sets of [18] . 
Numerical examples

