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Abstract
It is known that random walk Metropolis algorithms with heavy-tailed target
densities can model atypical (slow) growth of maxima, which in general is ex-
hibited by processes with the extremal index zero. The asymptotics of maxima
of such sequences can be analyzed in terms of continuous phantom distribution
functions. We show that in a large class of positive Harris recurrent Markov
chains (containing the above Metropolis chains) a phantom distribution func-
tion can be recovered by starting “at the point” rather than from the stationary
distribution.
Keywords: stochastic extremes, Markov chains, phantom distribution
function, relative extremal index, random walk Metropolis algorithm,
coupling, Harris chains
2010 MSC: 60G70, 60J05, 60F05
1. Introduction and the statement of results
A stationary sequence {Xn} of random variables with marginal distribution
function F (x) = P
(
Xj ≤ x
)
and partial maxima Mn = max0≤j≤n−1Xj admits
a phantom distribution function G if
sup
x∈R
∣∣P(Mn ≤ x)−Gn(x)∣∣−→ 0, as n→∞. (1)
Clearly, G is not uniquely determined, since for (1) to hold only the behavior
of G(x) near the right end G∗ = sup{x ; G(x) < 1} is of importance. It was
observed in [7, Proposition 1] that under natural conditions (regularity), if H
is any other phantom distribution function for {Xn}, it must be tail equivalent
to G, i.e.
lim
x→G∗−
1−H(x)
1−G(x)
= 1.
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Phantom distribution functions were introduced by O’Brien in [14], as an
extension of the notion of Leadbetter’s extremal index. The latter corresponds
to G(x) of the form F θ(x), for some θ ∈ (0, 1] (see [11]). Contrary to extremal
indices, the existence of phantom distribution functions is a quite common phe-
nomenon for weakly dependent stationary sequences. For example, phantom
distribution functions can be almost explicitly constructed for Markov chains
with regenerative structure [16, Theorem 3.1]. Moreover, it was proved in the re-
cent paper [7] that any α-mixing stationary sequence with continuous marginals
F admits a continuous phantom distribution function.
It follows that the asymptotic behavior of maxima of stationary sequences
with no extremal index or with the extremal index zero can still be analyzed
using phantom distribution functions. Recall that {Xn} has the extremal index
θ = 0 if
P
(
Mn ≤ un(τ)
)
−→ 1,
for every sequence un(τ) such that n
(
1−F (un(τ))
)
→ τ (see [11]). This means
that maxima Mn increase slower than maxima of i.i.d. random variables with
marginal’s tails comparable to 1 − F (x), and so asymptotic properties of Mn
cannot be expressed in terms of F . Such a situation appears, for example,
when Lindley’s process has subexponential innovations (see [1]) or when the
continuous target distribution of the random walk Metropolis algorithm has
heavy tails (see [15]).
We will focus on the latter example. Let us recall basic definitions. Let
{Zj} be an i.i.d. sequence with the marginal distribution function H given by
the proposal density h, which is symmetric about 0, and let {Uj} be an i.i.d.
sequence distributed uniformly on [0, 1], independent of {Zj}. Choose and fix
the target probability density f(x) (heavy-tailed in our case). Then the random
walk Metropolis algorithm is the Markov chain given by the recursive equation
Xj+1 = Xj + Zj+1 1I
{
Uj+1 ≤ ψ
(
Xj, Xj + Zj+1
)}
, (2)
where ψ(x, y) is defined as
ψ(x, y) =
{
min
{
f(y)/f(x), 1
}
if f(x) > 0,
1 if f(x) = 0.
(3)
Random walk Metropolis algorithms have been designed for the purposes of
simulation and therefore can be efficiently used in modeling of atypically slow
growth of partial maxima of stationary sequences. As observed in [7, Remark
7] such a flexible family of models allows classifying stationary processes by
relation of having a relative extremal index in the sense of [8]. To be more
precise, given a “model” stationary sequence {Xn} we can consider a class of
stationary sequences {X ′n} satisfying for some θ ∈ (0,+∞)
sup
x∈R
∣∣P(Mn ≤ x)− Pθ(M ′n ≤ x)∣∣−→ 0, as n→∞, (4)
where M ′n = max1≤j≤n−1X
′
j . Writing {Xn} ∼θ {X
′
n} if (4) holds, we see that
{Xn} ∼θ {X
′
n} implies {X
′
n} ∼1/θ {Xn} and that P
(
Mn ≤ vn
)
→ α ∈ (0, 1)
2
implies P
(
M ′n ≤ vn
)
→ α1/θ, what clearly relates asymptotic quantiles of both
sequences.
For weakly dependent sequences relation (4) means that there exists a phan-
tom distribution function G for {Xn} such that G
1/θ is a phantom distribution
function for {X ′n} (see the proof of [8, Theorem 1.5]). It follows that the idea of
comparison to models with atypical growth of maxima requires efficient meth-
ods of finding phantom distribution functions for random walk Metropolis al-
gorithms with heavy-tailed proposals. We refer to the discussion in [10] for
peculiarities related to the choice of the proposal density of the Monte Carlo
Markov Chain algorithms.
Here we want to address another issue: whether we can start our random
walk Metropolis algorithms “at the point” rather than at the target density.
The question is not trivial, since starting “at the point” we loose stationarity.
We adopt formula (1) as the definition of a phantom distribution function
of a non-stationary sequence (see [9]). For the terminology related to general
space Markov chains {Yn} we refer to the classic source [12]. In particular, Ps(·)
means the probability conditional on {Y0 = s}, while Ppi(·) means that Y0 is
distributed according to pi.
Theorem 1. Let {Yn} be a positive Harris and aperiodic chain taking values
in
(
S,S) and with a stationary distribution pi. Let f : (S,S
)
→
(
R1,B1
)
be a
measurable function.
Let us define
Xn = f(Yn), n = 0, 1, 2, . . . , Mn = max
0≤j≤n−1
Xj , n = 1, 2, . . . .
If {Xn} admits a continuous phantom distribution function G under some
initial distribution λ, i.e. if we have
sup
x∈R1
∣∣∣Pλ(Mn ≤ x)−Gn(x)∣∣∣→ 0, as n→∞, (5)
then G is also a continuous phantom distribution function for the stationary
(under pi) sequence {Xn}.
Conversely, if {Xn} admits a continuous phantom distribution function G
under pi, then there exists a set S0 ∈ S satisfying pi
(
S0
)
= 0 and such that
relation (5) holds for every initial distribution λ with the property that λ(S0) = 0
Theorem 2. In assumptions of Theorem 1, if pi ◦ f−1 (i.e. the marginal law of
{Xn} under the stationary distribution pi) is continuous and unbounded above,
then there exists a continuous distribution function G such that for each s ∈ S
sup
x∈R1
∣∣∣Ps(Mn ≤ x)−Gn(x)∣∣∣→ 0, as n→∞.
The proofs are given in the next section. We will need a complement to [9,
Corollary 5], which might be of independent interest.
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Recall that a distribution function G is regular (in the sense of O’Brien), if
G(G∗−) = 1 and lim
x→G∗−
1−G(x−)
1−G(x)
= 1. (6)
Due to an observation made long time ago by [13] (Theorem 2), G is regular if,
and only if, for some γ ∈ (0, 1) there exists a sequence {vn = vn(γ)} such that
Gn(vn)→ γ.
Notice that if G is regular then the sequence {vn(γ)} exists for every γ ∈ (0, 1)
and that {vn(γ)} can always be chosen non-decreasing.
Theorem 3. Let X0, X1, X2, . . . , be an arbitrary sequence of random variables
with partial maxima Mn = max0≤j≤n−1Xj. Then the following conditions are
equivalent.
(i) {Xj} admits a continuous phantom distribution function.
(ii) {Xj} admits a regular phantom distribution function.
(iii)There exists β > 0 and a non-decreasing sequence of levels {vn = vn(β)}
such that
P
(
M[nt] ≤ vn(β)
)
→ exp(−βt), t ∈ D, (7)
where D ⊂ R+ is dense.
(iv) For every β > 0 there exists a non-decreasing sequence of levels {vn =
vn(β)} such that (7) holds for every t > 0 (i.e. for D = R
+).
Remark 1. If (7) holds for some dense subset D of R+, then it is satisfied
uniformly in t ∈ R+.
Remark 2. We have suggested one possible motivation for considering quenched
(i.e. started “at the point”) phantom distribution function. But such a notion
is interesting by itself, as in the context of the central limit theorem [5] or the
functional central limit theorem [3]. It must be stressed that passing from a
“usual” limit theorem to its quenched form need not be automatic (see [17]).
According to our knowledge this paper is the first that addresses “quenched”
questions in the extreme value limit theory.
2. Proofs
2.1. Proof of Theorem 3
Statement (iv) trivially implies (iii), so let us assume that (iii) holds, i.e. (7)
is satisfied for some β > 0 and some non-decreasing sequence of levels {vn(β)}.
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Applying Corollary 5 in [9] we obtain a phantom distribution function G for
{Xj} given by the formula
G(x) =


0, if x < v1(β),
exp(−β)1/n, if vn(β) ≤ x < vn+1(β),
1, if x ≥ supn vn(β).
(8)
G of the above form is regular, hence (ii) holds. By [7, Remark 1, p. 704] there
exists a continuous distribution function H such that
sup
x∈R1
∣∣Gn(x)−Hn(x)∣∣→ 0, as n→∞.
Clearly, H(x) is a continuous phantom distribution function for {Xj}. So (i)
also holds. (The interested reader may find an explicit formula for H on p. 704
in [7]).
It remains to prove (i) ⇒ (iv). So let us suppose that {Xj} admits a
continuous phantom distribution function, i.e. (1) holds for some continuous G.
Choose β > 0 and define
vn(β) = inf{x ; G
n(x) = exp(−β)}.
(notice that such vn(β) exists by the continuity of G). Then for any t > 0
G[nt](vn(β)) = exp(−β)
[nt]/n → exp(−tβ), as n→∞,
and
P
(
M[nt] ≤ vn(β)
)
= G[nt](vn) + o(1)→ exp(−tβ), as n→∞.
2.2. Proof of Theorem 1
Let {Yj} be an aperiodic positive Harris chain and let pi be its unique sta-
tionary initial distribution. Choose and fix an initial distribution λ. By [2,
Proposition 3.13, p. 205] there exist a coupling of {Xn} under pi and λ with
some a.s. finite coupling time τ . Recall, that this means that on some proba-
bility space one can define two stochastic processes {Y ′j } and {Y
′′
j } such that
{Y ′j } has the same distribution as {Yj} under the initial distribution pi, {Y
′′
j }
has the same distribution as {Yj} under the initial distribution λ and
Y ′t (ω) = Y
′′
t (ω), whenever t ≥ τ(ω).
Let X ′j = f(Y
′
j ) and X
′′
j = f(Y
′′
j ) and let {M
′
n} and {M
′′
n} be the partial
maximum processes for {X ′j} and {X
′′
j }, respectively.
Suppose that (5) holds for some continuous G. By Theorem 3 there exists
β > 0 and a non-decreasing sequence of levels vn ր G∗ such that in the present
notation
Pλ
(
M[nt] ≤ vn
)
= P
(
M ′′[nt] ≤ vn
)
→ exp(−βt), t > 0. (9)
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We claim that
Pλ
(
Xn < G∗
)
= P
(
X ′′n < G∗
)
= 1, n = 0, 1, 2, . . . . (10)
Indeed, if P
(
X ′′n0 ≥ G∗
)
= δ > 0 for some n0, then for n such that nt ≥ n0 we
have
P
(
M ′′[nt] ≤ vn
)
≤ P
(
X ′′n0 < G∗
)
= 1− δ,
while by (9)
P
(
M ′′[nt] ≤ vn
)
→ exp(−βt) > 1− δ,
if t < − ln(1− δ)/β.
So assume (10). By the convergence in total variation of marginals to the
stationary distribution (see e.g. [12, Theorem 13.3.3, p. 328]) we have also for
m = 0, 1, 2, . . .
P
(
X ′m < G∗
)
= Ppi
(
X1 < G∗
)
= lim
n→∞
Pλ
(
Xn < G∗
)
= 1. (11)
Since the coupling time τ is a.s. finite, we have
P
(
max
0≤j≤τ−1
X ′j < G∗
)
=
∞∑
k=1
P
(
max
0≤j≤k−1
X ′j < G∗, τ = k
)
=
∞∑
k=1
P
(
τ = k
)
= 1,
hence for every t > 0
1 ≥ P
(
max
0≤j≤([nt]∧τ−1)
X ′j ≤ vn
)
≥
≥ P
(
max
0≤j≤τ−1
X ′j ≤ vn
)
ր P
(
max
0≤j≤τ−1
X ′j < G∗
)
= 1.
In a similar way we obtain that P
(
max0≤j≤τ−1X
′′
j < G∗
)
= 1 and for every
t > 0
P
(
max
0≤j≤([nt]∧τ−1)
X ′′j ≤ vn
)
→ 1.
Therefore we can write
Ppi
(
M[nt] ≤ vn
)
= P
(
M ′[nt] ≤ vn
)
= P
(
max
0≤j≤([nt]∧τ−1)
X ′j ≤ vn, max
[nt]∧τ≤j≤[nt]−1
X ′j ≤ vn
)
= P
(
max
[nt]∧τ≤j≤[nt]−1
X ′j ≤ vn
)
+ o(1) (12)
= P
(
max
[nt]∧τ≤j≤[nt]−1
X ′′j ≤ vn
)
+ o(1)
= P
(
max
0≤j≤([nt]∧τ−1)
X ′′j ≤ vn, max
[nt]∧τ≤j≤[nt]−1
X ′′j ≤ vn
)
+ o(1)
= P
(
M ′′[nt] ≤ vn
)
+ o(1)→ exp(−βt), t > 0.
Applying Theorem 3 we obtain that G is a phantom distribution function for
{Xn} under pi.
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To prove the other part of Theorem 1 let us suppose {Xn} admits a contin-
uous phantom distribution function G under pi. Then by Theorem 3
Ppi
(
M[nt] ≤ vn
)
= P
(
M ′[nt] ≤ vn
)
→ exp(−βt), t > 0,
for some β > 0 and a non-decreasing sequence of levels vn ր G∗. Similarly as
for (10) we deduce that
Ppi
(
X1 < G∗
)
= P
(
X ′n < G∗
)
= 1, n = 0, 1, 2, . . . .
Let us define “the bad set”
B0 = {y ; f(y) ≥ G∗}. (13)
Since pi(B0) = 0 and the chain {Xn} is pi-irreducible (see [12, Theorem 10.4.9,
p. 246]) we obtain that also the set of states that communicate with B0 has
pi-measure zero (see [12, Proposition 4.2.2, p. 83]):
pi
(
{y ; Pn(y,B0) > 0 for some n ≥ 1}
)
= 0.
So let us set
S0 = B0 ∪ {y ; P
n(y,B0) > 0 for some n ≥ 1},
and assume that an initial distribution λ has the property that
λ
(
S0
)
= 0.
Then we have
Pλ
(
Xn < G∗
)
= P
(
X ′′n < G∗
)
= 1, n = 0, 1, 2, . . . .
This means that the two crucial relations (10) and (11) are satisfied and so
we may repeat step by step the reasoning in (12), but in reverse order. The
theorem follows.
2.3. Proof of Theorem 2
By virtue of [12, Theorem 13.3.3] one obtains α-mixing of {Xn} under sta-
tionary distribution pi (for more details see e.g. [4] or [6]).
If pi◦f−1 is continuous then {Xn} admits a continuous phantom distribution
function G by [7, Theorem 6]. Moreover, since pi ◦ f−1 is unbounded above,
G∗ = +∞ and the bad set B0 given by (13) is empty. Hence our Theorem
1 states that G is a phantom distribution function for {Xn} under any initial
distribution λ. In particular for every s ∈ S
sup
x∈R1
∣∣∣Ps(Mn ≤ x)−Gn(x)∣∣∣→ 0, as n→∞.
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