Abstract: In this paper we utilize the estimation of number of solutions of congruence to obtain the upper bound of incomplete Kloosterman sums, which improves the Shparlinski's result and removes the parameter r.
§1. Introduction
Let p be a prime, and set e p (x) = exp(2πix/p). In number theory, the trigonometric sums of the form As we all know, Kloosterman sums play an important role in number theory. It was firstly studied by Kloosterman [1] in his refinement of the Hardy-Littlewood method in 1926, which arised from the problem of representing integers by a positive definite integral quadratic forms in four variables. And in [1] , he gave the non-trivial upper bound S(a, b; p) ≪ p Afterwards, Salié [2] and Davenport [3] independently improved his upper bound to O(p 
where γ = 5 lg lg x−4 lg lg m−lg lg lg m−C 24 lg lg x , and C > 1 is an absolute constant.
Moreover, after 1960s, the high-dimensional generalization of Kloosterman sums
where the integer vectors a = (a 1 , · · · , a s+1 ) ∈ Z s+1 , were gradually noticed by a number of mathematicians. Mordell [9] is the first to establish the non-trivial bound O(p m+1 2 ) for K s (1; p), where 1 = (1, · · · , 1) ∈ Z s+1 . And Deligne [10] proved the optimal bound:
as a consequence of his proof of Weil's conjecture. Recently, especially since 1990s, the high-dimensional Kloosterman sums have drawn greater attention of large number of mathematicians, because of its excellent applications in number theory, such as the estimation of the bounds of Fourier coefficients of Maass cusp forms [11] , the work on Selberg's eigenvalue conjecture [12] , its connection with exponential sums (for example, the Heilbronn sums [13] ) and so on.
Correspondingly, the high-dimensional incomplete Kloosterman sums of the form
where the integer vectors a = (
, have also led to huge interests of people. In 1997, Luo [14] established the upper bound for the s-dimensional incomplete hyper-Kloosterman sums:
and any positive integer r ≥ 2. And this gives a nontrivial bound for large m and all p 1 4 +δ ≤ x i < p(1 ≤ i ≤ s), which is the effective range for Burgess's bound of incomplete Gaussian sums, because of his utilization of Burgess's estimates. What's more, he generalized the Hooley's conjecture in the same paper [14] as follows:
For any ε > 0, we have
And almost in the same year, Ye [15] established the identities between the incomplete hyper-Kloosterman sums K s (a, 1 ′ , x ′ ; p) and incomplete classical Kloosterman sums S(1, z(2 − s), x; c), where the integer vector a = (1, [14] , and obtained:
for integers s ≥ 2 and the implied constant depending on s and r. Furthermore, he obtained:
where
s p) (for integers s ≥ 4), the implied constant in the symbols ≪ depends on integer parameter r and s (just as the corresponding symbols in Luo [14] ), and its effective range is also for p 1 4 +δ ≤ N i < p(1 ≤ i ≤ s).
In this paper, we combine the method used by Luo in [14] and Shparlinski in [16] , but appealing to the estimation of number of solutions of congruence instead of Burgess's bounds for Partial Gaussian sums (which avoid the parameter r and extend the non-trivial range) and Cauchy-Schwarz inequality. As a result, we could obtain the theorem as follows: Secondly, the upper bound obtained in Theorem 1 removes the parameter r. As a result, the implied constant depends only on ε and s.
Furthermore, the upper bound given in Theorem 1 improves the corresponding result in some situations no matter which number r we choose in [16] (for example, when s ≥ 8 and
Theorem 2 Suppose that s ≥ 2 is an arbitrary integer satisfying s = 2k + 1(k = 1, 2, · · ·), and a = (a 1 , a 2 
and (a s+1 , p) = 1, then for any ε > 0, we have the estimate
In particular, when s = 3,
Remark 2. Also, Theorem 2 provides a nontrivial bound for p 1 s +ε ≤ N 1 , · · · , N s < p. The implied constant in Theorem 2 depends only on ε and s. And, the upper bound given in Theorem 2 still improves the corresponding result in [14, 16] no matter which number r we choose in [16] (for example, when s ≥ 5 and
Moreover, when s=3, the upper bound in Theorem 2 improves the estimate of K 3 (a, M, N; p) in [16] . §2. Notation and Preliminaries Let χ be a multiplicative character modulo p. Besides, we denote the in-
χ(n)e p (an), and Gaussian sums
χ(n)e p (an) for which we have the upper bound that |S a,χ (p)| = √ p provided that χ = χ 0 and (a, p) = 1 (otherwise, |S a,χ (p)| = 1 for χ = χ 0 ).
, W be the set of solutions of the congruence
Proof: The course of proof is analogue to the Lemma in [17] .
Without loss of generality, we can suppose
N i . Then for every fixed
, we could get the only c satisfying c ≡ x k+1 · · · x 2k (mod p) and 0 ≤ c ≤ p − 1. At this moment, for the element in B 2k W , x 1 , · · · , x k satisfy:
where the positive integer l has at most k i=1 N i /p choices. Therefore, for each given values c and l, the number of solutions of (
is the divisor function and ε is an absolute constant depending on k.
Lemma 2 For any positive integers 0 ≤ M < M + N < p, and an arbitrary integer a, then
Proof:
where the inner sum vanishes unless m 1 · · · m k ≡ n 1 · · · n k (mod p). So, by Lemma 1, we could get
Lemma 3 For any positive integers 0 ≤ M < M + N < p, and an arbitrary integer a, we have
This is Lemma 4 of [16] . §3. Proof of Theorem 1 and 2:
Proof of Theorem 1: As in [16] ,
When s = 2k(k = 2, 3, 4, · · ·), applying the Lemma 2, we get ∆ ≪ ( 
where the absolute constant only depends on ε and s.
Proof of Theorem 2: When s = 2k + 1(k = 1, 2, · · ·), instead of using the upper bound of Partial Gaussian Sums belonging to Burgess, we could get the bound from Theorem 1 and Lemma 3 by Cauchy-Schwarz inequality. 
