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Notations
(E,A ,µ) Espace mesuré probabilisé, i.e. tel que µ(E) = 1
Eµ Espérance par rapport à µ
Varµ = Eµ(| · −Eµ(·)|2) Variance par rapport à µ
γn Mesure gaussienne standard sur Rn
ϕn(x) =
1
(2pi)n/2 e
− |x |22 densité de la mesure gaussienne standard sur Rn
Φ(x) =
∫ x
−∞ϕ1(u)du fonction de répartition de la mesure gaussienne standard
Iγ = ϕ1 ◦Φ−1 Profil isopérimétrique de l’espace gaussien
A∆B = A∪ B\A∩ B différence symétrique entre deux ensembles A et B.
C∞c (Ω) fonctions indéfiniment dérivables sur Ω à support com-
pact
W n,p(M) Espaces de Sobolev des fonctions définies sur M telles
que pour tout k ∈ {1, . . . , n}, ∇k f ∈ Lp(M)
Γ (x) =
∫∞
0 t
x−1e−t d t Fonction Gamma d’Euler
ωn =
pin/2
Γ (n/2+1) volume de la boule unité pour la norme euclidienne dans
Rn
Mn(R) ensemble des matrices carrées de taille n à coefficients
réels
A B = (ai j bi j)1≤i, j≤n produit d’Hadamard de deux matrices carrées A et B de
tailles n
Sn1 Sphère euclidienne n dimensionnelle de rayon
p
n− 1
Γ , Γ2 Opérateur carré du champ et son itéré
(Q t)t≥0 Semi-groupe d’Ornstein–Uhlenbeck
(Tt)t≥0 Semi-groupe de Bonami–Beckner
Sη,b = Varν(T2| log(η)|) stabilité au bruit booléen
Sη = Varγn(Q2| log(η)|) stabilité au bruit gaussien
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Avant-propos
Au cours des dernières décennies, des travaux ont exploité la monotonie le long du flot de la
chaleur pour atteindre diverses inégalités fonctionnelles ou isopérimétriques. Initialement considérée
dans Rn, cette approche s’est étendue à différents modèles tant continus que discrets. La majeure
partie de cette thèse est consacrée à plusieurs développements récents. Les thèmes explorés par cette
approche ont été originellement à l’intersection entre analyse, géométrie et probabilité, et ont eu un
écho plus récemment en informatique théorique via l’analyse des fonctions booléennes.
Sur des variétés riemanniennes, des conditions uniformes de minoration de courbure ont des
conséquences globales ; géométriques comme des bornes sur le diamètre ou la croissance du volume
des boules, analytiques comme la validité d’inégalités intégrales qui impliquent notamment l’exis-
tence d’un trou spectral pour l’opérateur de Laplace–Beltrami. Une autre conséquence géométrique
importante est l’extension par Gromov du théorème isopérimétrique prouvé par Lévy et Schmidt sur
les sphères euclidiennes. Une contribution remarquable de Bakry et Émery [B-E] est la généralisa-
tion de la notion de courbure minorée dans le cadre des opérateurs de diffusion, ce qui inclut les
exemples riemanniens. Cette généralisation englobe l’ajout d’une mesure à densité qui joue une rôle
analogue à la courbure. Cette approche est le fondement moderne du développement de preuves
dynamiques par flot de la chaleur. Les inégalités ainsi prouvées dans ce cadre englobent un large pan
des mathématiques : en analyse des équations aux dérivées partielles via les injections de Sobolev ou
les estimations sur les noyaux de chaleur, en théorie des probabilités via la convergence à l’équilibre
et la concentration de la mesure, en géométrie via des théorèmes de comparaisons et des théorèmes
isopérimétriques. Depuis une dizaine d’années, la notion de minoration de courbure a été étendue
avec succès grâce aux travaux fondateurs de Sturm et Lott et Villani dans le cadre plus général d’es-
paces métriques mesurés, et de très récents résultats (cf [C-M1], [C-M2]) ont abouti à l’extension de
ces inégalités avec des constantes optimales.
Pour certaines de ces inégalités, des phénomènes de rigidité ont lieu sur les variétés rieman-
niennes à courbure (strictement) positive : extrémalité du diamètre ou du trou spectral ou inégalités
de Sobolev optimales impliquent une structure isométrique aux sphères euclidiennes. Ces phéno-
mènes de rigidité se retrouvent dans le cadre d’espaces métriques mesurés.
La remarque de Bakry-Émery permet d’observer des similitudes entre l’espace gaussien et une va-
riété à courbure de Ricci minorée. Dans le cadre de variétés riemanniennes à densité (M , g, e−ψdvol),
l’espace de référence est alors l’espace gaussien. L’équation de la chaleur considérée est alors par rap-
port à un laplacien avec dérive ∆−∇ψ · ∇. En plus d’inégalités fonctionnelles telles que l’inégalité
de trou spectral ou de Sobolev logarithmique, un théorème de comparaison isopérimétrique ana-
logue à celui Lévy–Gromov a été prouvé par Bakry et Ledoux en utilisant la monotonicité du flot
de la chaleur. Dans notre thèse, nous exploitons ces preuves pour obtenir des résultats de rigidité.
En particulier, l’espace gaussien est le seul à admettre des cas d’égalités dans ces inégalités. Pour ce
qui est du théorème isopérimétrique, on peut de plus obtenir par cette approche la caractérisation
complète des ensembles extrémaux, qui sont des demi-espaces.
En ce qui concerne la stabilité du problème isopérimétrique, sur l’espace gaussien, la preuve de
Bakry–Ledoux a été exploitée par Mossel et Neeman [M-N1] pour prouver des estimations robustes
(i.e. indépendante de la dimension) sur le déficit isopérimétrique gaussien. Plus généralement, la
question est double tout en étant vague : à quel point l’espace sous-jacent est proche de l’espace
gaussien et à quel point l’ensemble ressemble à un ensemble extrémal (un demi-espace) ? Nous avons
tenté de répondre à cette question en reprenant les arguments de Mossel et Neeman. Les résultats
obtenus en ce sens dans cette thèse sont encore partiels et méritent d’être approfondis. Cela dit, la
preuve par flot de la chaleur nous semble être la plus adaptée pour donner une réponse satisfaisante à
cette question, la plupart des arguments étant en effet valides pour des espaces généraux satisfansant
la condition C D(1,∞).
La deuxième partie de thèse est consacrée à l’analyse des fonctions booléennes, un domaine
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fortement lié à des questions en informatique théorique. En particulier, nous nous concentrons sur
deux notions principales que sont la notion d’influences et de stabilité au bruit. Plusieurs inégalités
mettant en jeu ces notions peuvent être démontrées par des techniques analogues aux preuves par
flot de la chaleur dans le cadre continu, comme l’ont montré des travaux récents, notamment [CE-L],
[K-M-S2], [M-N2]. Ces notions font également sens dans le cadre continu, suite aux travaux de Keller,
Mossel et Sen [K-M-S1]. Le principal résultat de la thèse consiste en l’extension d’un critère quantitatif
entre influences et stabilité au bruit sur des modèles à la fois discrets, comme des graphes de Schreier,
et continus, comme des produits d’espaces euclidiens munis de mesures log-concaves.
Par commodité de lecture, nous avons regroupé les questions continues et discrètes dans deux
parties distinctes, bien que des liens puissent être établis entre les deux.
La première partie est constituée de trois chapitres. Le premier est introductif : il décrit les in-
égalités fonctionnelles et géométriques considérées dans la suite et présente le cadre général d’un
triplet de Markov (E,µ, Γ ) qui découle de la théorie de Bakry et Émery. Nous nous efforçons de don-
ner les preuves par interpolation le long du flot de la chaleur d’inégalités telles que l’inégalité de
trou spectral, de Sobolev logarithmique ou encore le théorème de comparaison isopérimétrique de
Bakry–Ledoux.
Le deuxième chapitre est consacré à la preuve par semi-groupe du théorème de Borell sur la
caractérisation des ensembles maximisant la stabilité au bruit gaussienne. Ce schéma de preuve,
comme souligné par Ledoux, se généralise et permet de retrouver plusieurs inégalités intégrales, ainsi
que des versions multidimensionnelles du théorème de Borell. Nous établissons la caractérisation des
cas d’égalités de telles inégalités.
Le troisième chapitre, en anglais, est consacré à la caractérisation des cas d’égalités pour les
inégalités fonctionnelles dans le cas des variétés riemanniennes à densités. Cette caractérisation met
en lumière des phénomènes de rigidité de type théorème d’Obata.
Nous nous consacrons ensuite à la rigidité et à l’étude de la stabilité dans le théorème de comparaison
isopérimétrique de Bakry–Ledoux. En particulier, nous mettons en lumière une condition suffisante
(réalisé pour l’espace gaussien) pour obtenir des bornes indépendantes de la dimension sur le déficit
isopérimétrique pour des modèles satisfaisant la condition C D(1,∞).
La deuxième partie concerne l’analyse des fonctions booléennes. Là encore, le premier chapitre
est introductif et présente les notions qui nous ont intéressé, en particulier les notions d’influences
et de stabilité au bruit. Nous discutons de l’analogue discret du théorème de Borell pour la stabilité
au bruit qui porte le nom de “Majority is Stablest”.
Le deuxième chapitre est une adaptation de l’article [Bou] à paraître dans Combinatorics, Proba-
bility and Computing, dont le résultat est l’extension à des modèles à la fois continus et discrets d’un
critère dû à Benjamini, Kalai et Schramm sur la sensibilité au bruit. La preuve de résultat se base sur
un schéma d’interpolation le long de semi-groupe déjà exploité par Cordero-Erausquin et Ledoux.
Ceci permet d’obtenir des résultats quantitatifs dans un cadre assez général qui recouvre des graphes
de Schreier, y compris non produits comme les tranches du cube booléen, ainsi que des produits de
mesures log-concaves. Le résultat sur les tranches du cube est exploité en lien avec un résultat de
percolation dû à Broman, Garban et Steif.
Enfin dans le dernier chapitre, plus court, on utilise le critère quantitatif obtenu pour obtenir un
analogue sur des graphes produits et des modèles de produits de mesures log-concaves du théorème
“Juntas” de Friedgut initialement prouvé sur le cube discret.
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Première partie
Inégalités fonctionnelles et isopérimétrie
pour des modèles continus : cas
d’égalités et phénomènes de rigidité.
1

Chapitre 1
Introduction générale dans le cadre
continu
Ce chapitre introductif présente les éléments de base de notre thèse. Nous mettons l’accent sur les
inégalités géométriques de type isopérimétrique et les inégalités fonctionnelles telles que les inégali-
tés de Sobolev, Sobolev logarithmique et trou spectral. Ces inégalités fonctionnelles et géométriques
sont présentées d’abord dans leur cadre naturel qui est celui des variétés riemanniennes. Ces inéga-
lités ont été étendues, par Bakry et Émery, dans un cadre plus abstrait qui fait appel à des opérateurs
de diffusions. En particulier, nous nous intéressons à l’obtention de ces inégalités avec des constantes
optimales. L’accent est mis sur la rigidité et la stabilité de ces inégalités. Notons que les travaux ré-
cents, menés notamment par l’école italienne, dus à la notion de minoration de courbure de Ricci
sur des espaces métriques mesurés ont abouti à l’établissement de ces inégalités avec constantes
optimales dans ce cadre plus général.
1.1 Éléments de géométrie riemannienne
Cette section présente très succinctement quelques éléments de géométrie riemannienne en lien
avec les thèmes de la thèse, notamment la notion la courbure de Ricci. Pour une présentation plus
complète, nous renvoyons le lecteur à des ouvrages de références tels que [Cha] ou [G-H-L]. Nous
supposons connus un bon nombre de préliminaires géométriques.
En premier lieu, nous redonnons la définition de l’opérateur de Laplace–Beltrami et les éléments
de base de théorie spectrale pour pouvoir présenter les résultats que nous énoncerons par la suite.
Soit (M , g) une variété riemannienne (sans bord) n dimensionnelle complète et connexe mu-
nie de sa métrique riemannienne g = (gi j)1≤i, j≤n. Le produit scalaire induit par g sera noté · . Soit
(x1, . . . , xn) un système de coordonnées locales. On note dvol =
p
det gd x1 . . . d xn le volume rie-
mannien. On note∇=∇g la connection de Levi–Civita, telle que (∇u)i =∑1≤ j≤n gi j∂x j u. Autrement
dit, pour tout champ de vecteurs X , on a X (u) =∇u · X . La divergence d’un champ de vecteur F est
définie, en coordonnées locales, par div(F) = 1p
det g
∑
1≤i≤n ∂i(
p
detgFi). L’opérateur de Laplace–
Beltrami est définit par∆=∆g = div∇g , et s’écrit ainsi∆= 1pdet g
∑
1≤i, j≤n ∂i(gi j
p
detg∂ j). La hes-
sienne d’une fonction lisse f est la forme bilinéaire symétrique définie pour tout champ de vecteurs
X et Y par Hess( f )(X , Y ) = ∇X∇ f · Y. C’est un fait classique que l’opérateur de Laplace–Beltrami
est obtenu en prenant la trace de la hessienne.
Par le théorème de la divergence il s’ensuit, pour toutes fonctions u et v ∈ C∞c (M ,R), la formule
d’intégration par parties suivante :∫
M
u∆vdvol =
∫
M
∆u vdvol = −
∫
M
∇u · ∇vdvol.
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CHAPITRE 1. INTRODUCTION GÉNÉRALE DANS LE CADRE CONTINU
Ceci est la formule de Green, qui sera fondamentale dans notre étude. Plus généralement, si (M , g,µ) =
(M , g, e−ψdµ) est une variété à poids, (avec ψ régulière), on définit l’opérateur L = divµ∇, avec
divµF = eψdiv(e−ψF). On a alors L =∆g −∇ψ · ∇, et pour toutes fonctions u et v C∞c (M ,R)∫
M
uLvdµ=
∫
M
Luvdµ= −
∫
M
∇u · ∇vdµ.
L’opérateur −∆ est auto-adjoint et semi défini positif sur C∞c ⊂ L2(M). Soit W1 l’espace des
fonctions f dans L2(M) et telles que leurs gradients au sens des distributions ∇ f soient également
dans L2(M). W 1(M) est muni d’une structure d’espace de Hilbert par le produit scalaire suivant :
〈u, v〉W 1 =
∫
M
uvdvol+
∫
M
∇u · ∇vdvol.
Si W 10 (M) désigne l’adhérence de C
∞
c (M) dans W1(M), on définit
W 20 (M) = { f ∈W 10 (M), ∆ f ∈ L2(M)},
où ∆ f est compris au sens des distributions. Alors par la formule de Green :
∀u ∈W 10 (M), v ∈W 20 (M),
∫
M
u∆vdvol = −
∫
M
∇u · ∇vdvol.
Si la variété est complète, on peut étendre le laplacien en un opérateur auto-adjoint et semi-défini
positif sur L2(M). Dans toute la suite, la notation∆ désignera cette extension. Notons que la formule
de Green reste alors valable. De plus, par la théorie spectrale des opérateurs auto-adjoints, le spectre
du laplacienσ(−∆) est un sous ensemble deR+. Lorsque la variété est compacte ou pour des mesures
à poids dµ= e−ψdvol telles que µ(M) est finie, le spectre est discret et σ(−L) = (λ0,λ1,λ2, . . .) avec
λ0 = 0, λ1 > 0, et pour tout k ∈ N, λk ≤ λk+1.
Une notion fondamentale en géométrie riemannienne qui sera centrale dans la suite de l’exposé
est celle de courbure. Nous allons (très) succinctement donner la définition de courbure de Ricci.
Grossièrement, la courbure de Ricci reflète la distorsion du volume le long d’une géodésique. Intuiti-
vement cette distorsion est un grossissement en courbure positive ou un rétrécissement en courbure
négative. Sans rentrer dans une définition générale qui utilise la notion de tenseur riemannien (voir
[G-H-L], chapitre 1) nous la définissons à partir des champs de Jacobi.
Soit γ une géodésique de M . Soit γs une perturbation de γ au voisinage de 0 et J(t) =
d
ds |0γs(t) ∈
Tγ(t)M . J(t) est appelé champ de Jacobi. Alors il existe une famille d’applications linéaires R(t) :
Tγ(t)M 7→ Tγ(t)M , indexées sur t ∈ [0,1] telle que pour tout champ de Jacobi t 7→ J(t) le long de γ,
on a l’équation différentielle J ′′(t) + R(t)J(t) = 0, où J ′′(t) désigne la dérivée seconde covariante
le long de γ. Soit maintenant Bt = (e1(t), . . . , en(t)) un repère orthonormal mobile le long de γ. Si
on note encore J(t) la matrice colonne représentant le vecteur J(t) dans Bt , il existe pour tout une
matrice de taille n, également notée R(t), telle que l’on a l’équation différentielle J ′′(t)+R(t)J(t) = 0.
Alors R(t) est une matrice symétrique et R(t)γ(t) = 0. De plus, la quantité t r(R(t)) ne dépend que
du point x = γ(t) et du vecteur v = γ(t). En particulier elle est indépendante du repère choisi. On
peut ainsi définir :
Définition 1.1.1. Soit x = γ(t) et v = γ′(t). La quantité t r(R(t)), notée Ricx(v, v), est appelée courbure
de Ricci (en x et en v).
On peut montrer que, pour un certain x ∈ M fixé, l’application v 7→ Ricg(v, v)(x) est une forme
quadratique sur l’espace tangent Tx M . On peut donc prolonger celle-ci en une forme bilinéaire sy-
métrique sur Tx M × Tx M , également notée Ricg (au point x).
Avant de poursuivre, donnons des exemples simples, ceux de Rn et les sphères euclidiennes Sn.
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La métrique (gi j)1≤i, j≤n est simplement donnée par la matrice identité. Le laplacien sur Rn est le
laplacien usuel donné par
∑n
i=1 ∂
2
i . Notons que la formule de Green est la formule d’intégration par
parties usuelle. Dans Rn, la matrice ci dessus R(t) = 0 donc l’espace euclidien est de courbure nulle.
Sur les sphères euclidiennes, la métrique est donnée par gi j = δi j − x i x j . Alors det(gi j)1≤i, j≤n =
cnp
(1−|x |2) , où cn est une constante de normalisation, et l’opérateur de Laplace–Beltrami s’écrit
∆=
∑
1≤i, j≤n
(δi j − x i x j)∂i j − n
n∑
i=1
x i∂i ,
qui prend également la forme suivante ∆=
∑
1≤i< j≤n(x j∂i − x i∂ j)2.
La matrice de courbure vaut R =
 0 0
0 Idn−1

et ainsi la courbure de Ricci est constante et égale
à n− 1.
Sous des conditions de minoration de la courbure de Ricci, de nombreuses inégalités fonction-
nelles et géométriques sont connues. Le but des sections qui suivent est de présenter ces inégalités,
dont les applications sont au carrefour de l’analyse, de la géométrie et la théorie des probabilités.
1.2 Isopérimétrie
Le problème isopérimétrique a une longue histoire et peut être posé dans des espaces très gé-
néraux. En effet, on a seulement besoin d’une mesure pour définir le “volume” et d’une distance
pour définir le “bord” d’un ensemble. Sur un espace métrique (E, d,µ), on considère le contenu de
Minkowski
µ+(A) = lim inf
r→0
µ(Ar)−µ(A)
r
,
où Ar = {y ∈ E, d(x , A)≤ r}, avec d(x , A) = inf{d(x , y), y ∈ A}. Ceci constituera notre définition du
bord d’un ensemble. Définissons le profil isopérimétrique de l’espace de la façon suivante :
I(E,d,µ)(v) = inf{µ+(A), A⊂ E,µ(A) = v}.
Le problème isopérimétrique consiste à trouver le profil isopérimétrique ainsi que les ensembles
atteignant l’infimum à mesure fixée. C’est en général un problème très difficile ; il est complètement
résolu dans peu d’espaces. Un catalogue récent de ces espaces sont décrits dans [E-M], appendice
H. Tous ces espaces sont lisses et possèdent une forte symétrie - ou ce sont des perturbations de
tels espaces. Notons que le problème isopérimétrique est résolu dans les espaces à courbure de Ricci
constante : l’espace euclidien Rn, les sphères euclidiennes Sn et les espaces hyperboliques Hn munis
de leurs volumes riemanniens. Les deux derniers cas ont été établis par Schmidt [Sch].
1.2.1 Isopérimétrie euclidienne
Le problème isopérimétrique sur le plan euclidien est un problème concret et vieux de plusieurs
millénaires. La légende raconte qu’il était déjà connu - ou du moins pressenti - par la reine Didon
à Carthage. Les ensembles minimisant la longueur à aire fixée sont des disques. Plus généralement,
dansRn, les ensembles minimisant la surface à volume fixé sont des boules euclidiennes. Ce n’est que
vers la fin du XIXe siècle que le problème est résolu de manière rigoureuse par Brunn, Minkowski puis
Lusternik [Lus] grâce à l’inégalité suivante de Brunn–Minkowski–Lusternik. On note voln la mesure
de Lebesgue sur Rn.
Théorème 1.2.1. Soit A et B deux ensembles mesurables de Rn. Si A+ B := {x + y, x ∈ A, y ∈ B}
désigne la somme de Minkowski, alors voln(A+ B)1/n ≥ voln(A)1/n + voln(B)1/n.
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En remarquant qu’il y a égalité dans le cas où A et B sont des boules euclidiennes centrées en
un même point, cela implique l’inégalité isopérimétrique euclidienne, que l’on énonce classiquement
sous la forme suivante :
Théorème 1.2.2. Soit A⊂ Rn et A∗ la boule centrée de même volume que A. Alors
vol+n (A)
vol(A)1−1/nn
≥ vol
+
n (A
∗)
voln(A∗)1−1/n
= nω1/nn .
Le profil isopérimétrique euclidien satisfait donc IE(v) = nω1/nn v1−1/n.
Outre son intérêt historique, l’inégalité isopérimétrique euclidienne est équivalente, par la for-
mule de la co-aire, à une classe d’inégalité fonctionnelle importante, celle de Sobolev L1. Elle s’énonce
sous la forme suivante :
∀ f ∈W 1,1(Rn),
∫
Rn
f
n
n−1 d x
 n−1
n ≤ 1
nω1/nn
∫
Rn
|∇ f |d x .
Nous renvoyons à [Ma’] pour une présentation complète des inégalités de Sobolev euclidiennes.
Notons qu’en appliquant cette dernière inégalité à f α, pour α > 1, on atteint les inégalités de Sobolev
avec exposants p sous la forme suivante
∀ f ∈W 1,p(Rn), ‖ f ‖ np
n−p ≤ Cn,p‖∇ f ‖p, (1.1)
avec toutefois des constantes Cn,p sous optimales.
Une question naturelle, à laquelle nous nous intéresserons sur d’autres espaces par la suite, va être
de considérer la stabilité des inégalités isopérimétrique. C’est-à-dire, si un ensemble est de mesure
de bord presque minimale, à quel point est-il “proche” un ensemble extrémal ? Notons que cette
question n’a semble-t-il été considérée que récemment. Les travaux de l’école italienne ont abouti à
une version optimale du déficit de l’inégalité isopérimétrique euclidienne. Pour énoncer le résultat,
on définit l’asymétrie de Fraenkel d’un ensemble mesurable A⊂ Rn par
λ(A) = min
§
d(A, x + A∗)
rn
, x ∈ Rn
ª
où r est le rayon de la boule A∗, c’est-à-dire

vol(A)
ωn
1/n
et d(E, F) = vol(E∆F) est la mesure de la
différence symétrique. Alors, Figalli, Maggi et Pratelli [F-M-G] démontrent le résultat suivant, optimal
en la dépendance en δ :
Théorème 1.2.3. Soit δ(A) =
vol+n (A)−vol+n (A∗)
vol+n (A∗)
. Alors il existe une constante C = C(n) telle que
λ(A)≤ C(n)Æδ(A).
Dans la suite, nous ne nous intéresserons pas d’avantage dans ce travail à l’isopérimétrie eu-
clidienne. Parmi les espaces où le problème isopérimétrique est complètement résolu, nous nous
concentrerons sur les sphères euclidiennes (Sn,σn) et l’espace gaussien (Rn,γn).
1.2.2 Isopérimétrie sphérique
Soit Sn la sphère euclidienne de dimension n. Le problème isopérimétrique sur les sphères a été
résolu par Lévy au début des années 20 [Lev] puis Schmidt de manière rigoureuse dans les années 40
par des techniques de symétrisations [Sch]. Les ensembles extrémaux sont des boules géodésiques,
c’est-à-dire une intersection de la sphère n dimensionnelle avec un demi-espace de l’espace euclidien
ambiant. Notons qu’à la limite où la mesure des ensembles tend vers 0, le théorème suivant implique
le théorème isopérimétrique euclidien.
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Théorème 1.2.4. Soit A ⊂ Sn. Alors σ+n (A) ≥ σ+n (C) où C désigne une calotte sphérique satisfaisant
σ(C) = σ(A).
En fait, le résultat démontré est le suivant : ∀r > 0, σn(A) = σn(Cr) ⇒ σn(Ar) ≥ σn(Cr). La
connaissance des ensembles extrémaux permet alors de déterminer explicitement le profil isopéri-
métrique. Si a ∈ [−1,1], et C = {x ∈ Sn, x1 ≤ a}, alors
voln(C)
voln(Sn)
=
voln−1(Sn−1)
voln(Sn)
∫ a
−1
(1− t2) n−22 d t =
∫ a
−1
hn(t)d t = Hn(a).
De plus son contenu de Minkowski vaut alors hn(a), de sorte que le profil isopérimétrique sphé-
rique satisfait Iσn(v) = hn(H−1n (v)). On peut dans certains régimes donner des estimations plus
explicites en terme de fonctions usuelles. Lorsque v tend vers 0, Iσn(v) ∼ anv
n−1
n (comme pour
le profil isopérimétrique euclidien). Notons également que pour v = 1/2, H−1n (1/2) = 0 et ainsi
Iσn(1/2) = hn(0) = voln−1(S
n−1)
voln(Sn) .
Ce théorème implique que presque toute la sphère est recouverte par l’élargissement d’un en-
semble de demi-mesure de rayon de l’ordre de O(n−1/2). En effet, si σ(A) = 1/2,
σn(Ar)≥ σn(Cr)≥ 1− 2e−nr2/2.
Les constantes ci-dessus sont optimales ; notons que par des arguments simples, on peut démontrer
l’existence de constantes positives c1, c2 plus faibles telles que σn(Cr) ≥ 1 − c1e−c2nr2 . De manière
fonctionnelle, ceci implique de la concentration sous-gaussienne pour des fonctions lipschitziennes
sur la sphère via la proposition suivante, démontrée par Lévy.
Proposition 1.2.5. Soit f : Sn→ R L-lipschitzienne et med( f ) sa médiane. Alors
σn(| f −med( f )| ≥ r)≤ 2e− nr
2
2L2 .
Cette dernière proposition a des conséquences très importantes et est à l’origine du phénomène de
concentration de la mesure. Le résultat sur la sphère a également comme conséquence d’impliquer la
résolution du problème isopérimétrique sur l’espace gaussien. C’est l’objet de la sous-section suivante.
1.2.3 Isopérimétrie gaussienne
Soit ΠN+1,n la projection canonique de RN sur Rn, avec N ≥ n. Alors, si σN ,1 désigne la mesure
de surface sur la sphère N dimensionnelle de courbure égale à 1 (i.e. de rayon
p
N − 1), on a pour
tout ensemble borélien A⊂ Rn, limN→∞σN ,1(Π−1N+1,n(A∩ S1N )) = γn(A). Cette observation, attribuée
(faussement semble-t-il) à Poincaré stipule que l’espace gaussien peut être “vu” comme une limite
de sphères N dimensionnelles de rayon
p
N .
Au milieu des années 70, en utilisant le résultat de Lévy et cette observation, Sudakov et Tsirel-
son [Su-Ts], et Borell [Bor1] de manière indépendante, résolvent le problème isopérimétrique dans
l’espace Gaussien (Rn,γn) et démontrent que les ensembles extrémaux sont des demi-espaces.
Théorème 1.2.6. Soit A⊂ Rn et H un demi-espace tel que γn(A) = γn(H). Alors
γ+n (A)≥ γ+n (H) = ϕ(Φ−1(γn(A))).
Le profil isopérimétrique gaussien Iγ vaut donc Iγ(v) = ϕ ◦ Φ−1(v). Une propriété remar-
quable est qu’il ne dépend pas de la dimension, contrairement à ceux de l’espace euclidien et des
sphères euclidiennes. Notons qu’une formulation équivalente est donnée sur les élargissements :
∀r > 0, γn(A) = γn(H)⇒ γn(Ar)≥ γn(Hr). En effet cette inégalité se réécrit
γn(Ar)≥ Φ(Φ−1(γn(A)) + r),
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qui s’obtient en intégrant l’inégalité γ+n (A) ≥ γ+n (H). De même que sur les sphères, ce théorème
entraîne de nombreux résultats importants de concentration par le fait que si γn(H)≥ 1/2, γn(Hr)≥
Φ(r) ≥ 1 − e−r2/2. Ainsi, de façon analogue à la sphère, les fonctions lipschitziennes sur l’espace
gaussien ont des déviations sous-gaussiennes par rapport à leurs moyennes.
De manière indépendante, par des techniques de symétrisation, Ehrhard [Ehr] au milieu des
années 80 donne une autre preuve du théorème d’isopérimétrie gaussienne via l’inégalité suivante,
analogue à celle de Brunn–Minkowski pour l’espace euclidien :
∀A, B ⊂ Rn, ∀α+ β = 1, Φ−1(γn(αA+ βB))≥ αΦ−1(γn(A)) + βΦ−1(γn(B)).
Notons que sa forme générale (i.e. sans hypothèses spécifiques sur les ensembles) est due à Borell
au début des années 2000 [Bor3].
Au début des années 90, dans un travail remarquable [Bob2], Bobkov montre que l’isopérimétrie
gaussienne est équivalente à une inégalité fonctionnelle, dite de Bobkov, suivante
Iγ
∫
Rn
f dγn

≤
∫
Rn
ÇI 2γ ( f ) + |∇ f |2dγ (1.2)
pour tout fonction f : Rn → [0, 1] (localement) lipschitzienne. L’argument de Bobkov consiste à
prouver cette inégalité sur l’espace à deux points {0,1} muni de µ = 12(δ0 +δ1), c’est-à-dire établir,
pour tout a, b ∈ (0, 1)2,
Iγ

a + b
2

≤ 1
2
√√I 2γ (a) + |b− a|24 +
√√I 2γ (b) + |b− a|24

,
puis obtenir l’inégalité sur le cube discret {0, 1}n par tensorisation avant d’en déduire l’inégalité pour
l’espace gaussien par un argument utilisant le théorème de la limite centrale. Pour vérifier que cette
inégalité est bien équivalente à l’inégalité de Bobkov, on applique cette inégalité pour une suite de
fonctions f" approchant 1A (classiquement f" vaut 1 sur A, est linéaire sur A
"\A et nulle en dehors
de A"). Alors cela implique quand "→ 0 l’inégalité Iγ(γ(A))≤ γ+(A).
Réciproquement, la version ensembliste implique la version fonctionnelle. En effet, si l’on définit
l’épigraphe d’une fonction g : Rn→ R par
Ag = {(x , xn+1) ∈ Rn+1, xn+1 ≤ g(x)},
alors
γ+(Ag) =
∫
Rn
Æ
1+ |∇g|2(x)ϕn+1(x , g(x))d x =
∫
Rn
ϕ1(g(x))
Æ
1+ |∇g|2(x)dγn(x).
De plus, par composition des dérivations, si g = Φ−1 ◦ f ,∫
Rn
ϕ1(g(x))
Æ
1+ |∇g|2(x)dγn(x) =
∫
Rn
ÇI 2γ ( f ) + |∇ f |2dγn(x).
Le terme de droite de l’inéquation (1.2) correspond donc à la mesure de bord de l’épigraphe de
Φ−1 ◦ f . De plus, par théorème de Fubini,∫
Rn
gdγ= γn+1(Ag),
et ainsi l’isopérimétrie gaussienne n + 1 dimensionnelle Iγ(γn+1(Ag)) ≤ γ+(Ag) implique bien l’in-
égalité de Bobkov.
S’il est immédiat de vérifier que les demi-espaces sont des ensembles extrémaux, il est plus délicat
de démontrer que ce sont les seuls. Ce n’est qu’à la fin des années 90 que Carlen et Kierce[C-K]
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en font la démonstration complète, sans hypothèses de régularité sur le bord des ensembles. Cette
caractérisation s’appuie sur une preuve due à Bakry et Ledoux sur la forme fonctionnelle de Bobkov.
En fait, la définition de mesure de bord utilisée par les auteurs fait suite à une définition due à De
Giorgi [DG], mais qui coïncide en général avec le contenu de Minkowski. Nous reviendrons sur ce
point dans le chapitre 3.
Plus tard, Mossel et Neeman ont travaillé cette preuve pour donner une version quantitative
de l’isopérimétrie gaussienne dans [M-N1]. Nous reviendrons en détails sur cette preuve dans le
chapitre suivant. Notons qu’à la suite de ces travaux, Eldan [Eld], puis Barchiesi, Brancolini et Julin
[B-B-J] ont obtenu par des arguments différents la version quantitative optimale (sauf dans le cas
unidimensionnel) que nous énonçons sous une forme moins précise.
Théorème 1.2.7. Soit A⊂ Rn tel que γ+n (A) = Iγ(γn(A)) + δ. Alors il existe un demi-espace H tel que
γn(A) = γn(H) et une constante positive C telle que
γn(A∆H)≤ C(γn(A))
p
δ.
S’il est difficile, voire impossible de caractériser les ensembles extrémaux sur un espace général,
il est en revanche possible d’estimer son profil isopérimétrique. Ce simple fait a des conséquences
importantes en ce qui concerne la concentration et les inégalités fonctionnelles.
1.2.4 Théorèmes de comparaison
Les deux problèmes isopérimétriques sur la sphère et sur l’espace gaussien admettent les deux gé-
néralisations suivantes. Gromov [Grm] obtient un résultat de comparaison du profil isopérimétrique
d’une variété riemannienne de courbure de Ricci minorée par r par rapport à celui de la sphère. Le
théorème de comparaison de Lévy–Gromov s’énonce ainsi :
Théorème 1.2.8. Soit V une variété riemannienne compacte de dimension n ≥ 2 dont la courbure de
Ricci est uniformément minorée par r. Soit dµ= dvolvol(V ) la mesure normalisée. Alors le profil isopérimé-
trique vérifie Iµ ≥ Iσr,n où σr,n est la mesure normalisée sur la sphère n dimensionnelle de courbure de
Ricci constante égale r.
Une version pour l’espace gaussien de ce résultat a été établie par Bakry et Ledoux [B-L1].
L’énoncé ci-dessous est une version partielle, dans le cas des variétés riemanniennes, du théorème
de Bakry–Ledoux qui s’énonce dans un cadre plus général décrit plus bas.
Théorème 1.2.9. Soit (M , g,µ) une variété riemannienne à poids telle que Ricg + Hessψ ≥ κ où
µ= e−ψdvol. Alors le profil isopérimétrique vérifie I(M ,g,µ) ≥pκI(Rn,γ) = I(Rnγκ) où γκ est la mesure
gaussienne dans Rn de variance 1κ Id.
Ces théorèmes montrent que les espaces de références (sphères euclidiennes et espace gaussien)
sont ceux qui minimisent la surface à volume fixé. De manière plus importante, ces théorèmes de
comparaisons impliquent des inégalités de concentration sous-gaussienne sur des espaces plus gé-
néraux. Le théorème de Lévy–Gromov est en effet à l’origine du phénomène de concentration de la
mesure mis en avant par Vitali Milman. Les applications de ce phénomène sont nombreuses notam-
ment pour les études locales des espaces de Banach mais aussi dans de nombreux autres domaines
en probabilités et statistiques.
Plus généralement, pour ce qui est d’une caractérisation récente et complète des théorèmes de
comparaison des profils isopérimétriques, nous renvoyons à l’article d’Emanuel Milman [Mil1]. L’au-
teur y démontre des théorèmes de comparaisons dans le cas des variétés riemanniennes avec ou sans
poids, avec minorations de courbure quelconque (y compris négatives), avec de plus des conditions
sur le diamètre des variétés.
En particulier, ces travaux en lien avec le théorème du diamètre de Myers cité dans la section
suivante permet de démontrer de la rigidité dans le théorème de comparaison de Lévy–Gromov, à
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savoir que les seules variétés riemanniennes telles qu’il existe v ∈ (0, 1) satisfaisant I(Sn,g)(v) =I(M ,g)(v) sont les sphères elles-mêmes à transformations isopérimétriques près. Ce phénomène de
rigidité remonte à Bayle [Bay] qui l’a démontré par des arguments différents. Dans le cas du théorème
de comparaison de Bakry–Ledoux, un théorème de rigidité a été prouvé par Morgan [Mor]. Nous y
reviendrons plus tard dans la thèse.
Très récemment, Cavalletti et Mondino [C-M1] ont démontré l’analogue du théorème de com-
paraison de Lévy–Gromov sur des espaces métriques mesurés (avec condition de non branchements
de géodésiques) satisfaisant une condition de courbure dimension C D?(κ, N), N <∞ appropriée.
L’énoncé de cette condition nécessite des préliminaires techniques dont nous ne parlons pas. Nous
renvoyons à la section 6 pour une définition de condition de courbure dimension dans le cadre plus
classique des variétés riemanniennes.
L’argument principal des auteurs est de démontrer un théorème de localisation analogue à celui
démontré par Kannan, Lovasz et Simonovits [K-L-S] dans le cas de l’espace euclidien. Un énoncé
analogue a d’abord été établi récemment dans le cas des variétés par Klartag [Kla]. Cette technique
de localisation permet alors de se ramener sur un espace unidimensionnel sur lequel les résultats
sont déjà connus. En particulier, le résultat de Milman permet d’établir de plus dans ce cadre général
un phénomène de rigidité analogue au cas des variétés via un argument sur le diamètre. Les cas
d’égalités sont des suspensions sphériques - nous renvoyons à [C-M1] pour la définition précise. Le
résultat principal de [C-M1] est le suivant :
Théorème 1.2.10. Soit (E, d,µ) un espace métrique mesuré satisfaisant C D?(κ, N) avec N ∈ N. Alors
I(E,d,µ) ≥ I(SNκ ,g,σκ,N ). De plus s’il existe v ∈ (0, 1) tel que IX ,d,m(v) = I(SNκ ,g,σκ,N )(v) alors (X , d,m) est
une suspension sphérique.
Notons que l’extension du théorème de Bakry–Ledoux dans ce cadre général d’espace métriques
mesurés avec une condition de courbure positive est encore un problème ouvert.
1.3 Autres inégalités géométriques
Sous la condition de courbure minorée, plusieurs implications géométriques sont connues dans le
cadre riemannien. Parmi les plus théorèmes les plus célèbres, le théorème de Bonnet–Myers affirme
qu’une variété riemannienne de courbure minorée par κ > 0 est compacte. De plus son diamètre est
majoré par celui de la sphère de même courbure κ.
Théorème 1.3.1. Soit M une variété riemannienne de dimension n≥ 2 et de courbure de Ricci minorée
par κ. Alors son diamètre est fini et est majorée par celui de la sphère euclidienne n dimensionnelle de
courbure constante κ, c’est-à-dire pi
q
n−1
κ .
Citons également le théorème de comparaison de Bishop–Gromov sur la croissante des boules.
Théorème 1.3.2. Soit M une variété riemannienne de dimension n≥ 2 et de courbure de Ricci minorée
par κ. Soit p ∈ M. Alors
r 7→ Bd(p, r)
rn
est décroissante.
Une combinaison de ces résultats entraîne qu’une variété riemannienne n-dimensionnelle de
courbure minorée par κ est de volume majoré par celui de la boule euclidienne n-dimensionnelle
dont la courbure du bord est κ. Il est naturel de s’intéresser à la rigidité de ces théorèmes. Le théorème
de Topogonov–Cheng affirme qu’à transformation isométrique près, le diamètre maximal est atteint
seulement sur les sphères. Il en est ainsi de même pour le volume.
Ces inégalités géométriques mettent en lien courbure et dimension. Ces deux notions sont liées
à travers des inégalités fonctionnelles célèbres et intéressantes que nous présentons dans la section
suivante.
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1.4 Lichnerowicz et inégalités fonctionnelles
Dans cette section nous présentons les inégalités de trou spectral, Sobolev et Sobolev logarith-
mique dans le cadre de variétés riemanniennes à courbure minorée.
1.4.1 Cas des variétés sans poids
Soit (M , g, vol) une variété riemannienne n-dimensionnelle avec∆ l’opérateur de Laplace–Beltrami.
L’opérateur de Laplace–Beltrami permet de considérer l’équation de la chaleur associée ∂tu =∆u.
Courbure et dimension sont liées par la minoration de Lichnerowicz qui stipule que si la courbure
de Ricci est uniformément minorée par κ > 0 et si λ1 désigne la première valeur propre non nulle de
l’opérateur ∆, alors λ1 ≥ nκn−1 . Les prémices riemanniennes se trouvent dans la formule de Bochner
suivante :
1
2
∆(|∇ f |2)−∇∆ f · ∇ f = Ricg(∇ f ,∇ f ) + ‖Hess( f )‖2HS .
De plus, rappelons que l’opérateur de Laplace–Beltrami en une fonction f est obtenu en prenant
la trace de la hessienne de f . Ainsi, l’inégalité de Schwarz implique alors ‖Hess( f )‖2HS ≥ 1n(∆ f )2.
Montrons pourquoi cela implique aisément l’inégalité de Lichnerowicz. La formule de Green implique∫
M

1
2
∆(|∇ f |2)−∇∆ f · ∇ f

dvol =
∫
M
(∆ f )2dvol,
et ainsi, comme Ricg ≥ κg,∫
M
(∆ f )2dvol≥ κ
∫
M
|∇ f |2dvol+ 1
n
∫
M
(∆ f )2dvol = κ
∫
M
f (−∆ f )dvol+ 1
n
∫
M
(∆ f )2dvol.
Appliquons l’inégalité précédente à une fonction propre f associée à λ1 normalisée de façon à ce que∫
M f
2dvol = 1. On obtient alors λ21 ≥ κλ1 + 1nλ21, et ainsi λ1 ≥ nκn−1 . Rappelons que −∆ se prolonge
en un opérateur symétrique positif sur L2(M). En décomposant de manière spectrale, la minoration
λ1 ≥ κnn−1 implique l’inégalité suivante :
Théorème 1.4.1. Pour toute fonction f ∈ H2(M),
Varµ( f ) =
∫
M
f 2dµ−
∫
M
f dµ
2
≤ n− 1
nκ
∫
M
|∇ f |2dµ,
où H2(M) = { f : M → R, ∫M f 2dµ+ ∫M |∇ f |2dµ < +∞}.
Cette inégalité est appelée inégalité de trou spectral, pour les raisons invoquées ci-dessus. Elle est
également communément appelée inégalité de Poincaré. En effet, elle a été d’abord été démontrée
par Poincaré sur un convexe borné de Rn (avec une constante non optimale), c’est-à-dire∫
K
f d x = 0 =⇒
∫
K
f 2d x ≤ CK
∫
K
|∇ f |2d x .
Notons que dans ce cadre, la constante optimale dans cette inégalité a été obtenu par Payne et
Weinberger et vaut pi
2
diam2(K)
[Pa-We].
En analyse des équations aux dérivées partielles, sur une variété M les espaces de Sobolev
W n,p(M), définis par Sobolev dans les années 30, sont des espaces qui sont naturellement considérés.
DansRn, les inégalités de Sobolev (1.1) vues plus haut assurent le plongement W n,p(Rn) ,→ Lp?(Rn).
De façon générale, les inégalités de Sobolev s’écrivent, pour des variétés compactes n dimension-
nelles, ∫
M
| f |p?dµ
p/p?
≤ A(p)
∫
M
|∇ f |pdµ+ B(p)
∫
M
| f |pdµ
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avec p? > p et A(p), B(p)> 0. Ces inégalités de Sobolev ont été largement étudiées. Il a été démontré
par Sobolev qu’une telle inégalité est possible si et seulement si p? ≤ pnn−p . Une question naturelle
a été celle de la recherche des constantes optimales A(p) et B(p). Sur les sphères euclidiennes Sn,
n ≥ 1, la détermination des ces constantes ainsi que des fonctions extrémales a d’abord été établie
par Aubin [Aub] et Talenti [Tlt]. En utilisant des techniques de symétrisations, ainsi que le théorème
de comparaison isopérimétrique de Lévy–Gromov, Ilias [Ili] a étendu les inégalités de Sobolev sur les
variétés riemanniennes n dimensionnelles dont la courbure de Ricci est minorée par une constante
strictement positive. Le résultat obtenu, optimal par rapport aux constantes, est le suivant.
Théorème 1.4.2. Soit M une variété riemannienne compacte de dimension n ≥ 2 et de courbure de
Ricci minorée par κ > 0. Alors, pour toute f ∈ H2(M),∀p ∈ (2, 2nn−2],
nκ
(n− 1)(p− 2)
∫
M
| f |pdµ
2/p
−
∫
M
| f |2dµ

≤
∫
M
|∇ f |2dµ.
En particulier, pour l’exposant critique, p? = 2nn−2 ,∫
M
| f | 2nn−2 dµ
 n−2
n ≤ n− 1
4n(n− 2)κ
∫
M
|∇ f |2dµ+
∫
M
| f |2dµ.
Quelques années plus tard, Bakry redémontrera cette inégalité par des arguments nouveaux qui
seront présentés plus bas. Il est plus surprenant de constater que ces inégalités de Sobolev ont des
conséquences géométriques et sont liées avec le théorème de comparaison de Myers. En effet, Bakry
et Ledoux ont établi qu’une telle inégalité de Sobolev implique une finitude du diamètre. Ayant
d’abord obtenu une borne non optimale (du type pi
Æ
n
κ), Bakry et Ledoux [B-L2] ont démontré que
l’inégalité de Sobolev optimale implique le théorème de Myers. De plus, les auteurs montrent que si le
diamètre est maximal, cela entraîne un cas d’égalité dans l’inégalité de Sobolev. Ceci n’étant possible
que sur la sphère, il en résulte une nouvelle démonstration du théorème de rigidité de Topogonov et
Cheng.
Lorsque p = 2, l’inégalité est interprétée comme l’inégalité de Sobolev logarithmique suivante.
Théorème 1.4.3. Pour toute fonction f ∈ L2 log L2(M),
Entµ( f
2) =
∫
M
f 2 log f 2dµ−
∫
M
f 2dµ

log
∫
M
f 2dµ

≤ n− 1
nκ
∫
M
|∇ f |2dµ.
Il est à noter que cette inégalité est adimensionnelle. Elle peut être en effet déduite de l’inégalité
de Sobolev précédente (avec exposant maximal p?) lorsque la dimension n tend vers l’infini. Comme
on le verra, ce phénomène d’indépendance de la dimension est caractéristique du cas des variétés à
poids (M , g, e−ψdvol) avec une condition de minoration de la hessienne du potentiel ψ.
1.4.2 Cas de l’espace gaussien.
Soit donc une variété riemannienne à poids (M , g, e−ψdvol), avec ψ non constant et L = ∆ −
∇ψ · ∇ le Witten-Laplacien. L’équation associée ∂tu = Lu est l’équation de la chaleur usuelle avec
un terme de dérive additionnel du premier ordre, plus connue sous le nom d’équation Fokker-Planck
linéaire. De manière plus traditionnelle, en notant p = ue−ψ, cette dernière équation se réécrit ∂t p =
∆p +∇ · (p∇ψ).
Dans de tels espaces, les inégalités de Sobolev ne sont en général plus valides, au contraire de
l’inégalité de trou spectral et de Sobolev logarithmique.
Un exemple crucial en probabilité est bien sûr l’espace gaussien (Rn, L,γn). Le lemme de Poincaré
permet de déterminer les inégalités de trou spectral et de Sobolev logarithmique. En effet l’inégalité
de trou spectral à une sphère N -dimensionnelle de rayon
p
N − 1 (notée SN1 ) s’écrit
Varσ( f )≤ N − 1N
∫
SN1
|∇ f |2dσ,
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ce qui après passage à la limite en N , implique par lemme de Poincaré que, pour tout n≥ 1,
Varγn( f )≤
∫
Rn
|∇ f |2dγn.
De même, comme pour p→ 2, ‖ f ‖2p−‖ f ‖22p−2 → Entµ( f ), l’inégalité de Sobolev optimale appliquée à
S1 implique l’inégalité de Sobolev logarithmique suivante :
Entγn( f
2)≤ 2
∫
Rn
|∇ f |2dµ.
Cette inégalité a d’abord été établie par Gross [Grs]. Toutes ces inégalités sont indépendantes de la
dimension n, comme pour e problème isopérimétrique. Comme indiqué par le lemme de Poincaré,
l’espace gaussien est intrinsèquement un objet de courbure 1 et de dimension infinie.
En ce qui concerne l’inégalité de trou spectral, on peut aussi plus simplement calculer le spectre
de l’opérateur L =∆− x · ∇.
L2(Rn,γn) est un espace hilbertien (pour le produit scalaire canonique) et de plus sa base hil-
bertienne est donnée par les polynômes de Hermite (Hα)α∈Nn . De plus ces polynômes sont vecteurs
propres de l’opérateur −L associés aux valeurs propres |α|. −L a donc pour spectre N. Ceci implique
donc que l’inégalité de trou spectral optimal est
Varγn( f )≤
∫
Rn
|∇ f |2dγn,
avec de plus égalité si et seulement si f est à constante près l’une des fonctions coordonnées x i , i ∈{1, . . . , n}.
En ce qui concerne l’inégalité de Sobolev logarithmique, elle peut être déduite de manière ana-
logue à l’espace euclidien de l’isopérimétrie par un argument utilisant la formule de la co-aire (cf
[Le2]). De manière plus directe, Beckner a réalisé que l’inégalité de Sobolev logarithmique découle
par un argument de limite de l’inégalité de Bobkov. Dans un cadre plus général, on verra une dé-
monstration encore plus simple qui est due aux travaux de Bakry et Émery [B-E].
On a vu précédemment que le théorème de Myers sur une variété à courbure minorée implique
une finitude du diamètre ce qui implique que les fonctions lipschitziennes définies sur une telle
variété sont bornées. Lorsque l’on affaiblit la condition de courbure et que l’on considère des variétés
à densités, ce résultat n’est bien sûr plus vrai, comme le montre l’exemple des fonctions linéaires
sur l’espace gaussien. Cependant, de telles fonctions sont nécessairement très concentrées autour
de leurs moyennes au sens où elles ont des inégalités de déviations sous-gaussienne. De façon plus
générale, l’argument de Herbst affirme le fait suivant. Soit f une fonction 1-lipschitzienne. Alors
Entµ( f
2)≤ 2
∫
E
|∇ f |2dµ =⇒ E(eλ f )≤ eλ2/2.
Ceci combiné à l’inégalité de Markov implique des inégalités de concentration sous-gaussienne.
Ainsi, la seule connaissance d’une inégalité de Sobolev Logarithmique, condition plus faible qu’une
inégalité isopérimétrique, implique de la concentration. Notons que c’est à partir de cette remarque
que Bakry et Ledoux ont démontré que les inégalités de Sobolev dimensionnelles impliquent le théo-
rème de Myers.
L’extension de ces inégalités à d’autres variétés est un cas intéressant. Dans l’article fondateur
[B-E], les auteurs donnent une approche unifiée qui s’applique à la fois aux variétés sans poids et
avec poids, permettant de plus d’atteindre les constantes optimales dans les deux cas. Les travaux
de [B-E] permettent d’étendre ces résultats dans un cadre abstrait nettement plus général que ceux
présentés plus haut.
Le paragraphe suivant est consacré à la présentation de la théorie, communément appelée théorie
de Bakry–Émery, qui permet cette approche unifiée.
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1.5 Théorie de Bakry–Émery
Cette section a pour but de présenter le modèle de notre travail. Nous référons le lecteur à l’ou-
vrage très complet [B-G-L1], ou pour une présentation plus succincte à [Le3]. Le critère courbure-
dimension introduit par Bakry et Émery est un objet fondamental dans l’étude des inégalités fonc-
tionnelles et géométriques modernes.
1.5.1 Semi-groupes
Soit (E,A ,µ) un espace probabilisé. Une famille (Pt)t≥0 d’opérateurs agissant sur un domaineD de fonctions définies sur E est appelée semi-groupe si elle vérifie les deux propriétés suivantes :
P0 = Id et pour tout s, t ≥ 0, Pt+s = Pt ◦ Ps. Le semi-groupe est dit markovien si (Pt)t≥0 pour tout
t ≥ 0, Pt1 = 1. Le générateur infinitésimal du semi-groupe L de (Pt)t≥0 est défini par
∀ f ∈ D2(L), L f := limt→0
Pt f − f
t
où le domaine de Dirichlet D2(L) ⊂ D est l’ensemble des fonctions f in L2(µ) pour laquelle cette
limite existe. Réciproquement, L et D2(L) détermine complètement (Pt)t≥0. Par définition et par
propriété de semi-groupe, on a alors ∂∂ t Pt f = LPt f avec P0 f = f . On écrit alors de manière intuitive
Pt = et L .
À un générateur L, est associée une forme bilinéaire symétrique positive, appelée opérateur carré
du champ, et notée Γ par
∀ f , g ∈ D(L)2, Γ ( f , g) = 1
2

L( f g)− f Lg − g L f

.
Un semi-groupe (Pt)t≥0 est dit markovien si ∀t ≥ 0, Pt1 = 1. On supposera de plus que les
mesures µ sont réversibles pour L et (Pt)t≥0, i.e.
∀ f , g ∈ L2(µ),
∫
E
f Lg dµ=
∫
E
g L f dµ,
et invariantes (Pt)t≥0
∀ f ∈ L1(µ),
∫
E
Pt f dµ=
∫
E
f dµ.
Lorsque (E,µ, Γ ) est un espace probabilisé, on a également la propriété d’ergodicité suivante :
lim
t→∞ Pt f =
∫
E
f dµ.
Un semi-groupe possède, en général, un noyau de probabilité qui s’écrit pt(x , ·) où pour toute fonc-
tion f ∈ L1(E),
Pt f (x) =
∫
E
f (y)pt(x , d y), t ≥ 0, x ∈ E.
pt(x , ·) est alors une mesure de probabilité. On dit que le noyau est à densité si l’on a la représentation
suivante
Pt f (x) =
∫
E
f (y)pt(x , y)dµ(y), t ≥ 0, x ∈ E.
Dans la cas où L est l’opérateur de Laplace–Beltrami sur une variété, (Pt)t≥0 est appelé semi-groupe
de la chaleur et pt(x , y) est le noyau de la chaleur associée. L’exemple le plus classique est bien sûr
donné par le noyau de la chaleur sur Rn, qui prend la forme suivante :
Pt f (x) =
1
(4pit)n/2
∫
Rn
f (y)e−
|x−y|2
4t d y.
De façon générale, de nombreux résultats d’estimations sur le noyau de la chaleur existent dans la
littérature.
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1.5.2 Triplet de Markov
Soit L un opérateur de diffusion c’est-à-dire que pour tout ψ : Rk → R avec ψ(0) = 0, et
f1, . . . , fk,∈ D, on a :
Lψ( f1, . . . , fk) =
k∑
i=1
∂iψ( f1, . . . , fk)L fi +
∑
1≤i, j≤k
∂ 2i jψ( f1, . . . , fk)Γ ( fi , f j).
Une diffusion L engendre un semi-groupe (Pt)t≥0 par (Pt = et L))t≥0. L’opérateur de Laplace–Beltrami
sur une variété riemannienne est un exemple pertinent de diffusion, auquel est associé le semi-groupe
de la chaleur (et∆)t≥0.
Suivant Paul André Meyer, Bakry et Emery définissent les itérés (Γn)n≥0 de l’opérateur “carré du
champ” Γ (Γ1 ci-dessous) en posant Γ0( f , g) = f g puis par récurrence :
∀n≥ 1, Γn( f , g) = 12

L(Γn−1( f , g))− Γn−1( f , Lg)− Γn−1(g, L f )

.
Posons pour alléger les notations Γn( f ) = Γn( f , f ). La propriété de diffusion est à l’origine des
formules de compositions suivantes.
Γ (u( f )) = u′( f )2Γ ( f ), Γ2(u( f )) = u′( f )2Γ2( f ) + u′( f )u′′( f )Γ ( f , Γ ( f )) + u′′( f )2Γ ( f )2.
Lorsque (M , g, vol) est une variété riemannienne et ∆ est l’opérateur de Laplace–Beltrami, l’opé-
rateur carré du champ Γ ( f ) est égal à |∇ f |2, et la formule de Bochner prend la forme plus synthétique
suivante :
Γ2( f ) = Ricg(∇ f ,∇ f ) + ‖Hess( f )‖2HS .
En conséquence, si la variété riemannienne est n-dimensionnelle avec une courbure de Ricci minorée
par κ, la formule de Bochner associée à l’inégalité de Schwarz implique que :
Γ2( f )≥ κ|∇ f |2 + 1n(∆ f )
2 = κΓ ( f ) +
1
n
(∆ f )2.
En fait, cette condition caractérise le fait d’être de courbure minorée par κ et de dimension majorée
par n. En effet, appliquons cette dernière inégalité à une famille de fonctions fα telles qu’en un
x0 ∈ M , ∇ fα = v0 et Hess fα(x0) = αIddimM . Alors d’après la formule de Bochner on obtient :
Γ2( fα) = Ric(v0, v0) + dim(M)α
2 ≥ κ|v0|2 + (dim(M)α)
2
n
,
ce qui implique en faisant tendre α vers 0 que Ric≥ κ et faisant tendre α vers l’infini que dim(M)≤ n.
Ainsi énoncé, cette caractérisation est propice à une définition plus générale de courbure-dimension.
Définition 1.5.1. (E,µ, Γ ) satisfait le critère de courbure dimension C D(κ, n) si et seulement si :
∀ f ∈ D, Γ2( f )≥ κΓ ( f ) + 1n(L f )
2.
Bien sûr, il est immédiat que C D(κ, n)⇒ C D(κ′, n) pour κ′ ≤ κ et C D(κ, n)⇒ C D(κ′, m) pour
n ≤ m. Le critère de courbure dimension C D(κ, n) est donc une condition de courbure minorée par
κ et de dimension majorée par n.
Si n ∈ N, les espaces modèles sont naturellement donnés par l’espace euclidien Rn si κ = 0, et
par les sphères euclidiennes Sn de rayon
q
n−1
κ si κ > 0. De plus la formule de Bochner prend la
forme synthétique suivante Γ2( f ) = κΓ ( f ) + ‖Hess( f )‖2HS .
Plus généralement, comme vu plus haut, on s’intéresse à des variétés riemanniennes à poids
dµ = e−V dvol. L’opérateur de diffusion associée est L =∆−∇V · ∇. Alors la remarque de Bakry et
Émery est que le carré du champ itéré Γ2 agit sur les fonctions de la forme suivante :
Γ2( f ) = (∇2V +Ricg)(∇ f ,∇ f ),
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et ainsi la condition C D(κ,∞) Γ2 f ≥ κΓ f se réalise si∇2V+Ricg ≥ κ uniformément comme tenseurs
symétriques. Ce tenseur est appelé tenseur de Bakry-Emery. Il traduit en définitive le rôle de courbure
apporté par un potentiel strictement convexe.
L’espace modèle est donnée par l’espace gaussien (Rn,γn), qui vérifie C D(1,∞) puisque la hes-
sienne de x 7→ |x |22 est la matrice identité. On voit ainsi que la définition de dimension ne coïncide
pas nécessairement avec la dimension topologique. L’observation de Poincaré est particulièrement
instructive à cet égard. Rappelons que l’espace gaussien peut être vu comme limite de sphères n-
dimensionnelles de rayon
p
n− 1, qui sont des espaces de classe C D(1, n). Cela explique également
pourquoi les inégalités fonctionnelles et géométriques sur l’espace gaussien sont adimensionnelles.
Le semi-groupe sous-jacent (Q t)t≥0 est appelé semi-groupe d’Ornstein-Uhlenbeck. Il agit sur les
fonctions du domaine de Dirichlet f : Rn→ R par
x ∈ Rn 7→Q t f (x) =
∫
Rn
f (e−t x +
p
1− e−2t y)dγ(y) =
∫
Rn
f (y)qt(x , y)dγ(y),
avec qt le noyau de Mehler associé. Notons que
qt(x , y) =
1p
1− e−2t exp

e−2t |x |2 − 2e−t x · y + e−2t |y|2
2(1− e−2t)

.
Plus généralement, puisque Rn est plat, (Rn,µ(d x) = e−V (x)d x) satisfait C D(κ,∞) si et seule-
ment si ∇2V ≥ κ, ce qui correspond à la classe des mesures log-concaves par rapport à la mesure
gaussienne γκ.
Bien sûr, un des intérêts majeur du critère de courbure-dimension de Bakry-Emery est que l’on
peut considérer des espaces plus généraux que des variétés. Néanmoins une contrainte est la donnée
d’un opérateur de diffusion qui nécessite déjà une structure régulière.
Un deuxième intérêt majeur est l’efficacité de ce critère vis-à-vis des inégalités fonctionnelles et
géométriques. Dans ce cadre, on dit que (E,µ, Γ ) satisfait à une inégalité de trou spectral SG(κ) si
∀ f ∈ D, Varµ( f )≤ 1
κ
∫
E
Γ ( f )dµ= E ( f , f ). (1.3)
De même, on dit que (E,µ, Γ ) satisfait à une inégalité de Sobolev logarithmique LS(κ) si
∀ f ∈ D, κEntµ( f 2)≤ 2E ( f , f ). (1.4)
De même, on dit que (E,µ, Γ ) satisfait à une inégalité de Sobolev (avec exposant critique) si
∀ f ∈ D,
∫
E
| f | 2nn−2 dµ
 n−2
n −
∫
E
| f |2dµ≤ n− 1
4n(n− 2)κE ( f , f ). (1.5)
Notonsλ la meilleure (i.e. plus grande) constante dans l’inégalité de trou spectral etρ la meilleure
constante dans l’inégalité de Sobolev logarithmique. De façon générale, l’existence d’une inégalité
de Sobolev logarithmique implique que l’inégalité de trou spectral est réalisée et de plus ρ ≤ λ. En
effet, en appliquant (1.4) à 1+ " f et en faisant tendre " vers 0, cela implique à la limite (1.3) par le
fait que Entµ((1+ " f )2)∼"→0 2"2Varµ f .
1.6 Hypercontractivité
L’hypercontractivité est une notion fondamentale de notre thèse, dont nous nous servirons sur-
tout dans la deuxième partie en lien avec des applications discrètes. Historiquement, le terme est
apparu à la fin des années 60 en physique quantique. Il est classique de voir que les semi-groupes
de diffusion sont contractifs, i.e. continus de Lp dans eux mêmes avec ‖Pt‖Lp→Lp ≤ 1. La propriété
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d’hypercontractivité est une propriété plus forte qui traduit la régularisation d’une fonction le long
du semi-groupe. C’est-à-dire pour q = f (p, t) ≥ p, ‖Pt‖Lp→Lq ≤ 1. La propriété d’hypercontractivité
du semi-groupe d’Ornstein–Uhlenbeck remonte à Nelson, à la fin des années 60. Il s’énonce sous la
forme suivante :
Théorème 1.6.1. Soit (Q t)t≥0 le semi-groupe d’Ornstein–Uhlenbeck. Alors si q(t) = 1+ (p− 1)e2t ,
‖Q t‖Lp(Rn,γn)→Lq(Rn,γn) ≤ 1.
Si de plus q > q(t), Q t n’est pas continu de Lp(Rn,γn) dans Lq(Rn,γn).
Peu de temps après, le lemme de Bonami sur le cube discret (nous reviendrons en détail sur
ce lemme dans la deuxième partie) permet de retrouver ce résultat via le théorème de la limite
centrale. Puis, par un argument remarquable, Gross a remarqué que la propriété d’hypercontractivité
d’un semi-groupe est équivalente au fait que l’espace sous-jacent muni de la diffusion satisfait à une
inégalité de Sobolev Logarithmique. On dira que (Pt)t≥0 est hypercontractif avec constante ρ si‖Pt‖Lp(E,µ)→Lq(E,µ) ≤ 1 pour q(t) = 1+ (p− 1)e2ρt . Nous rappelons l’argument de Gross.
Proposition 1.6.2. (Pt)t≥0 est hypercontractif avec constante ρ si et seulement si (E,µ, Γ ) satisfait
LS(ρ).
Démonstration. Soit F : t 7→ ‖Pt f ‖q(t). Alors
d
d t
(F(t)q(t)) = q(t)F ′(t)F(t)q(t)−1 + q′(t) log F(t)F(t)q(t).
Mais
d
d t
(F(t)q(t)) =
d
d t
∫
E
(Pt f )
q(t)dµ=
∫
E
q′(t)(log Pt f )(Pt f )q(t) + q(t)LPt f (Pt f )q(t)−1dµ,
et ainsi
q(t)F ′(t)F(t)q(t)−1 = q
′(t)
q(t)
Entµ((Pt f )
q(t)/2) + q(t)
∫
E
LPt f (Pt f )
q(t)−1dµ
Or par réversibilité et invariance de L par rapport à µ, puis par composition∫
E
LPt f (Pt f )
q(t)−1dµ= −
∫
E
Γ (Pt f , Pt f
q(t)−1)dµ= −
∫
E
(q(t)− 1)(Pt f )q(t)−2Γ (Pt f )dµ,
donc
q(t)2F ′(t)F(t)q(t)−1 = q′(t)Entµ((Pt f )q(t)/2)− q(t)2
∫
E
(q(t)− 1)(Pt f )q(t)−2Γ (Pt f )dµ
= q′(t)Entµ((Pt f )q(t)/2)− 4(q(t)− 1)
∫
E
Γ (Pt f
q(t)/2)dµ.
Ainsi si q′(t) = ρ2(q(t) − 1), F ′(t) ≤ 0 en vertu de l’inégalité de Sobolev logarithmique. Or la
condition q′(t) = ρ2(q(t)− 1) s’énonce q(t) = 1+ (q(0)− 1)e2ρt .
1.7 Élements de calcul “Γ2” et applications aux inégalités fonction-
nelles et géométriques.
Dans [B-E], les auteurs démontrent que la condition C D(κ, n), n ∈ (0,∞], sur un espace probabi-
lisé implique la validité des inégalités fonctionnelles citées en introduction avec constantes optimales.
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Dans cette section, nous nous concentrons essentiellement sur le cadre C D(κ,∞), où nous rappelons
les preuves qui permettent d’obtenir les inégalités de trou spectral et de Sobolev logarithmiques avec
constantes optimales. Pour ce qui est des espaces satisfaisant la condition C D(κ, n), n <∞, nous
renvoyons le lecteur à [Bak1] en ce qui concerne les preuves des inégalités de Sobolev et Sobolev
logarithmiques établies avec constantes optimales.
L’idée générale est d’utiliser une interpolation le long du semi-groupe. Les auteurs démontrent
l’équivalence entre le critère C D(κ,∞) et une sorte de commutation entre l’opérateur Γ et le semi-
groupe (Pt)t≥0 sous la forme du lemme suivant.
Lemme 1.7.1. Sous la condition C D(κ,∞) on a ∀t ≥ 0, Γ (Pt f )≤ e−2κt Pt(Γ ( f )).
Démonstration. L’idée est de considérer ϕ(s) = PsΓ (Pt−s f ), s ∈ [0, t]. Alors ϕ′(s) = LPs(Γ (Pt−s f )) +
Ps(
d
ds Γ (Pt−s f )). Puisque Γ ( f , g) est une forme bilinéaire et dds Ps = LPs, dds Γ (Pt−s f ) = −2Γ (Pt−s f , LPt−s f ).
Ainsi ϕ′(s) = Ps(L(Γ (Pt−s f ))− 2Γ (Pt−s f , LPt−s f )) = Ps(2Γ2(Pt−s f ))) et ainsi
∀s ∈ [0, t], ϕ′(s)− 2κϕ(s)≥ 0
d’où ϕ(t)≤ e2κtϕ(0) ce qui conclut.
Notons que pour le semi-groupe de la chaleur surRn ou pour le semi-groupe d’Ornstein–Uhlenbeck,
il y a commutation exacte sous la forme suivante ∇Pt f = Pt∇ f , et ∇Q t f = e−tQ t∇ f , qui découle
directement de l’expression explicite des semi-groupes.
Dans le cas des diffusions sur une variété riemannienne, la condition de commutation |∇Pt f |2 ≤
e−2κt Pt |∇ f |2 admet la version plus forte - par l’inégalité de Jensen - suivante |∇Pt f | ≤ e−κt Pt |∇ f |.
Dans le cas des diffusions sur un triplet de Markov abstrait, Bakry a démontré de manière analogue
que la condition Γ2 ≥ Γ implique PtpΓ ( f ) ≤ e−κtpΓ (Pt f ). (cf [B-G-L1]). Comme il y a égalité en
t, en dérivant cette inégalité en t - cf le lemme suivant, on constate que la version infinitésimale
implique un auto renforcement de la condition Γ2 − κΓ ≥ 0 sous la forme suivante :
Γ (Γ2 − κΓ )≥ 14Γ (Γ ). (1.6)
De façon plus générale, la propriété de diffusion d’un semi-groupe donne les formules de dériva-
tions (en temps) suivantes :
Lemme 1.7.2. Soit ψ une fonction assez régulière (C2 suffit) sur un ouvert O ⊂ R2, f ∈ D et t > 0
fixé, tel que ∀u ∈ [0, t], (Pu f , Γ Pu f ) ⊂ O . Alors, en notant ft−s = Pt−s f ,
d
ds
Ps(ψ( ft−s, Γ ( ft−s f )) = PsK ,
où l’on note
K = 2∂2ψΓ2( ft−s) + ∂11ψΓ ( ft−s) + 2∂1∂2ψΓ ( ft−s, Γ ( ft−s)) + ∂22ψΓ (Γ ( ft−s)).
Démonstration. Par définition du semi-groupe,
d
ds
Ps(ψ( ft−s, Γ ( ft−s f )) = Ps

Lψ( ft−s, Γ ( ft−s f ) +
d
ds
ψ( ft−s, Γ ( ft−s))

.
Par la propriété de diffusion, on a de plus
Lψ( f1, . . . , fk) =
k∑
i=1
∂iψ( f1, . . . , fk)L fi +
∑
1≤i, j≤k
∂ 2i jψ( f1, . . . , fk)Γ ( fi , f j)
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et ainsi
Lψ( ft−s, Γ ( ft−s)) = ∂1ψ( ft−s, Γ ( ft−s)L ft−s + ∂2ψ( ft−s, Γ ( ft−s)LΓ ( ft−s)
+ ∂11ψ( ft−s, Γ ( ft−s))Γ ( ft−s) + 2∂1∂2ψ( ft−s, Γ ( ft−s))Γ ( ft−s, Γ ( ft−s))
+ ∂22ψ( ft−s, Γ ( ft−s))Γ (Γ ( ft−s)).
Puisque
d
ds
ψ( ft−s, Γ ( ft−s)) = −∂1ψ( ft−s, Γ ( ft−s f )L ft−s − 2∂2ψ( ft−s, Γ ( ft−s f )Γ ( ft−s, LΓ ft−s),
cela conclut le lemme en utilisant la définition de Γ2.
Les corollaires suivants découlent aisément du lemme précédent. Ils sont cependant fondamen-
taux car ils impliquent des inégalités fonctionnelles citées en introduction.
Corollaire 1.7.3. dds Ps( f
2
t−s) = 2Ps(Γ ( ft−s)), et d
2
ds2 Ps( f
2
t−s) = 4Ps(Γ2( ft−s)).
Ce corollaire permet de démontrer l’inégalité de trou spectral. Notons que par définition des
itérés du carré du champ, on a en fait pour tout n≥ 1, dds Ps(Γn−1( ft−s)) = 2Ps(Γn( ft−s)).
Corollaire 1.7.4. dds Ps( ft−s log ft−s) = 2Ps( ft−sΓ (log ft−s)), et d
2
ds2 Ps(( ft−s log ft−s) = 4Ps( ft−sΓ2(log ft−s)).
Ce corollaire, comme nous le verrons plus bas, permet de démontrer des inégalités de Sobolev lo-
garithmiques. Nous donnons un dernier corollaire qui met en jeu une forme inverse de l’isopérimétrie
gaussienne.
Corollaire 1.7.5.
d
ds
Ps(Iγ( ft−s)) = Ps(Iγ( ft−s)−1Γ ( ft−s)),= Ps(Iγ( ft−s)Γ (Φ−1( ft−s))).
1.7.1 Preuve des inégalités fonctionnelles dans le cas d’un générateur de diffusion
infini-dimensionnel
Commençons par le cas le plus simple, la démonstration de l’inégalité de Poincaré. Par ergodi-
cité, puis théorème fondamental de l’analyse, la variance se développe le long du semi-groupe de la
chaleur de la façon suivante :
Varµ( f ) =
∫
Rn
(Pt f )
2dµ−
∫
E
f dµ
2
= −
∫ ∞
0
d
ds
∫
E
(Ps f )
2dµ ds
= −2
∫ ∞
0
∫
E
Ps f L(Ps f )dµ ds = 2
∫ ∞
0
∫
E
Γ (Ps f )dµ ds.
Dans le cas où κ > 0, l’inégalité de Poincaré suit alors facilement : en effet en utilisant le lemme
1.7.1 qui permet d’échanger semi-groupe et opérateur Γ , comme µ est invariante pour (Pt)t≥0,
2
∫ ∞
0
∫
E
Γ (Ps f )dµ ds ≤ 2
∫ ∞
0
e−2κs
∫
E
PsΓ ( f )dµ ds = 2
∫ ∞
0
e−2κsds
∫
E
Γ ( f )dµ,
ce qui donne, l’inégalité de Poincaré avec constante κ.
En fait, cette inégalité est locale, au sens où l’on démontre de même que ponctuellement :
C(κ, t)Γ (Pt f )≤ Pt f 2 − (Pt f )2 ≤ D(κ, t)Pt(Γ ( f )),
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où C(κ, t) =
∫ t
0 e
2κudu et D(κ, t) =
∫ t
0 e
−2κudu. On écrit en effet :
Pt f
2 − (Pt f )2 =
∫ t
0
d
ds
Ps((Pt−s f )2)ds = 2
∫ t
0
Ps(Γ Pt−s f )ds.
Par la propriété de commutation on a e2κsΓ (Ps(Pt−s f )) ≤ Ps(Γ Pt−s f ) ≤ e−2κ(t−s)PsPt−s(Γ f ). Par pro-
priété de semi-groupe, il s’ensuit :
e2κsΓ (Pt f )≤ Ps(Γ Pt−s f )≤ e−2κ(t−s)Pt(Γ ( f )),
ce qui conclut l’assertion.
Le même raisonnement peut être ainsi appliqué pour atteindre l’inégalité de Sobolev logarith-
mique.
Proposition 1.7.6. Soit (E,µ, Γ ) un espace de probabilité satisfaisant C D(κ,∞), avec κ ∈ R. Alors,
sous la condition C D(κ,∞),
C(κ, t)
Γ (Pt f )
Pt f
≤ Pt( f log f )− Pt f log Pt f ≤ D(κ, t)Pt

Γ ( f )
f

,
avec encore C(κ, t) =
∫ t
0 e
2κsds et D(κ, t) =
∫ t
0 e
−2κsds. En particulier, si κ > 0, (E,µ, Γ ) satisfait
LS(κ).
Démonstration. La preuve est très similaire à celle vue plus haut pour établir l’inégalité de Poincaré.
D’après le corollaire et le fait que Γ (log g) = Γ (g)g2
Pt( f log f )− Pt f log Pt f =
∫ t
0
d
ds
Ps(Pt−s f log Pt−s f )ds =
∫ t
0
Ps

Γ (Pt−s f )
Pt−s f

ds,
Or par le corollaire 1.7.4, F : s 7→ e−2κsPs(Pt−s f Γ (log Pt−s f )) est croissante car
F ′(s) = 2e−2κsPs(Pt−s f (Γ2 − κΓ )(log Pt−s f )).
Ainsi, utilisant la propriété de commutation dans les deux sens,
e2κ(t−s) Γ (Pt f )
Pt f
= e2κ(t−s) Γ (Ps(Pt−s f ))
Ps(Pt−s f )
≤ Ps

Γ (Pt−s f )
Pt−s f

≤ e−2κt Pt

Γ ( f )
f

.
Le résultat suit par intégration. De nouveau, si κ > 0, en faisant tendre t → ∞, par ergodicité
l’inégalité de droite appliqué à f 2 entraîne l’inégalité de Sobolev logarithmique LS(κ) car
Γ ( f 2)
f 2
= 4Γ ( f ).
Si les inégalités de trou spectral et de Sobolev logarithmiques sont antérieures aux travaux de
Bakry–Émery, ce n’est pas le cas des formes inverses. Ces inégalités sont intéressantes. En effet, la
forme inverse de l’inégalité de Poincaré implique que pour toute fonction bornée par 1, Pt f est
1/
p
C(κ, t)-Lipschitz au sens où Γ (Pt f ) ≤ 1/C(κ, t). Cette propriété a été mise en lumière par
Ledoux, qui l’a utilisée pour donner une nouvelle démonstration d’une inégalité de Buser [Le1] sur
la minoration de la constante de trou spectral. Cette nouvelle preuve s’appuie sur le lemme suivant,
dont nous nous resservirons par la suite :
Lemme 1.7.7. Soit (E,µ, Γ ) satisfaisant C D(0,∞). Alors
∀ f ∈ L1(E), ‖ f − Pt f ‖1 ≤pt‖
Æ
Γ ( f )‖1. (1.7)
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Démonstration. Par dualité des espaces Lp, p ∈ [1,∞], prenons g ∈ L∞(E) telle que ‖g‖∞ ≤ 1. Par
le théorème fondamental de l’analyse et de nouveau l’inégalité de Cauchy–Schwarz,∫
E
( f − Pt f )gdµ = −
∫
E
g
∫ t
0
d
ds
Ps f ds dµ= −
∫ t
0
∫
E
g LPs f dµ ds
= −
∫ t
0
∫
E
Ps g L f dµ ds =
∫ t
0
∫
E
Γ (Ps g, f )dµ ds
≤
∫ t
0
∫
E
Γ (Ps g)
1/2dµ
∫
E
Γ ( f )1/2dµ ds ≤
∫ t
0
ds
2
p
s
∫
E
Γ ( f )1/2dµ,
ce qui conclut puisque ‖ f − Pt f ‖1 = sup‖g‖∞=1
∫
E( f − Pt f )gdµ.
Pour ce qui est de la forme inverse de l’inégalité de Sobolev logarithmique, cela implique que
0≤ f ≤ 1,
C(κ, t)Γ (log Pt f )≤ − log(Pt f )
et ainsi φ = (− log Pt f )1/2 est 1p2C(κ,t) -Lipschitz au sens où Γ (φ)≤ 12C(κ,t) .
Cette propriété a été utilisé par Hino [Hin] pour prouver des inégalités de type Wang–Harnack.
Plus tard Ledoux [Le5] a utilisé ce fait pour prouver un théorème d’Emanuel Milman sur l’équivalence
entre isopérimétrie et concentration sous une hypothèse de minoration de courbure. Plus récemment,
et nous y reviendrons dans le chapitre 3, ce fait a été utilisé par Mossel et Neeman pour prouver des
estimations indépendantes de la dimension sur le déficit isopérimétrique gaussien [M-N1].
Citons une autre lemme, qui met en jeu la fonction isopérimétrique gaussienne, qui découle du
corollaire 1.7.5. Comme pour l’inégalité de Sobolev logarithmique inverse, ce lemme a récemment
été exploité par Bakry, Gentil et Ledoux pour prouver des inégalités de type Wang–Harnack [B-G-L2].
Lemme 1.7.8. Γ (Φ−1 ◦ Pt f )≤ e−2t1−e−2t = k2t .
Démonstration. La preuve suit les mêmes lignes que les précédentes. Par le corollaire 1.7.5,
I 2γ ( ft)− (Pt(Iγ f ))2 = −
∫ t
0
d
ds

Ps(Iγ( ft−s))
2
ds
= 2
∫ t
0
Ps(Iγ( ft−s)Ps(Iγ( ft−s)−1Γ ( ft−s))ds
≥ 2
∫ t
0
(Ps(
Æ
Γ ft−s))2d t ≥ 2Γ ft
∫ t
0
e2sds,
où on utilise à la dernière ligne l’inégalité de Schwarz et la propriété de commutation entre (Pt)t≥0
et
p
Γ . Cela implique que Γ ft ≤ I
2
γ ( ft )
e2t−1 , ce qui est équivalent à l’énoncé du lemme
Γ (Φ−1( ft))≤ 1e2t − 1 = k
2
t .
En utilisant l’estimation Iγ(x) ∼x→0 xp−2 log x , cette inégalité peut être prouvée, à constante
près, par le biais de l’inégalité de Sobolev logarithmique inverse. Toutefois l’estimation donnée par
la fonction isopérimétrique permet d’obtenir des bornes optimales. En effet, sur l’espace gaussien, il
y a égalité dans le lemme si Φ−1( f ) est linéaire.
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1.7.2 Théorème de comparaison isopérimétrique de Bakry–Ledoux
Les calculs effectués plus haut ont été mis à profit par Bakry et Ledoux pour pouvoir démontrer
un analogue du théorème de Lévy–Gromov [B-L1] de la forme fonctionnelle (1.2) de l’isopérimétrie
gaussienne due à Bobkov. Remarquant que par ergodicité
∫
Rn f dγn = limt→∞Q t f , f = Q0 f , Bakry
et Ledoux considèrent la fonction
h : s ∈ [0,∞) 7→
∫
Rn
ÇI 2γ (Qs f ) + |∇Qs f |2dγ
et démontrent qu’elle est décroissante, ce qui implique bien l’inégalité de Bobkov (1.2).
En fait, dans la cadre abstrait d’un triplet de Markov (pris ci-dessous sous la condition C D(κ,∞)),
l’idée est de nouveau de dériver F : s 7→ Ps(ψ( ft−s, Γ ( ft−s f )), cette fois pourψ(x , y) =
ÇI 2γ (x) + 1κ y .
Alors ∂2ψ(x , y) =
1
2κψ(x ,y) et
∂11ψ(x , y) = −
(I ′γ(x)Iγ(x))2 − (1+I 2γ (x))ψ2(x , y)
ψ3(x , y)
,
∂12ψ(x , y) =
I ′γ(x)Iγ(x)
κψ3(x , y)
, ∂22ψ(x , y) = − 14κψ3(x , y)
(où l’on utilise l’équation I ′′γ Iγ = −1). En utilisant le lemme 1.7.2, on notant F ′(s) = PsK , et après
quelques manipulations algébriques, il vient :
ψ3K = (Γ2 ft−s −κΓ ft−s)I 2γ ( ft−s)−Iγ( ft−s)I ′γ( ft−s)Γ ( ft−s, Γ ( ft−s)) +I ′γ( ft−s)2Γ ( ft−s)2
+ Γ ( ft−s)(Γ2( ft−s)− κΓ ( ft−s))− 14Γ (Γ ( ft−s)).
Ainsi comme le second terme est positif (par la propriété (1.6)),
F ′(s)≥ Ps
(Γ2 ft−s − κΓ ft−s)I 2γ ( ft−s)−Iγ( ft−s)I ′γ( ft−s)Γ ( ft−s, Γ ( ft−s)) +I ′γ( ft−s)2Γ ( ft−s)2
ψ3( ft−s, Γ ( ft−s))

.
En utilisant de nouveau la propriété (1.6), on voit que le numérateur, qui est une forme quadratique
en Iγ( ft−s) et I ′γ( ft−s), est toujours positif. Ainsi F est bien croissante le long du semi-groupe.
Cela implique en particulier le théorème suivant, analogue de Lévy–Gromov dans un cadre abs-
trait. En effet, lorsque
p
Γ ( f )(x) = lim supd(x ,y)→0 f (y)− f (x)d(x ,y) (comme sur les variétés riemanniennes
à poids où
p
Γ ( f ) = |∇ f |), cela implique le théorème suivant, que est la version généralisée du
théorème 1.2.9.
Théorème 1.7.9. Soit (E,µ, Γ ) un triplet markovien satisfaisant la condition C D(κ,∞). Alors
µ+(A)≥ Iγκ(µ(A))
où γκ est la mesure gaussienne dans Rn de variance κ−1Id.
Derrière ces calculs qui peuvent paraître quelque peu fastidieux, il y une intuition géométrique
claire qui découle du cas gaussien. Rappelons que le membre de droite de l’inégalité de Bobkov
correspond à la mesure de bord de l’ensemble A = {(x , xn+1) ∈ Rn+1, xn+1 ≤ Φ−1 ◦ f (x)}. Par la
propriété d’ergodicité du semi-groupe, Φ−1 ◦ Qs f converge vers une demi-espace lorsque s tends
vers l’infini∞. De plus, le semi-groupe ayant des propriétés de régularisation, cette mesure de bord
devrait décroître le long du semi-groupe. C’est en effet ce que révèlent les calculs effectués plus haut.
Sous la forme gaussienne, il y a ainsi égalité lorsque Φ−1 ◦ f est linéaire (car alors l’épigraphe
correspondant est un demi-espace). Suivant l’idée de Carlen et Kerce [C-K], on peut exprimer F ′(s)
en terme de Φ−1 ◦ ft−s. Par les formules
Γ (u( f )) = u′( f )2Γ ( f ), Γ2(u( f )) = u′( f )2Γ2( f ) + u′( f )u′′( f )Γ ( f , Γ ( f )) + u′′( f )2Γ ( f )2,
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appliquées à u = Φ−1, puisque (Φ−1)′ = 1Iγ et (Φ
−1)′′ = − I ′γI 2γ on a :
ψ3( ft−s, Γ ( ft−s)) = I 3γ ( ft−s)(1+ Γ (Φ−1( ft−s))3/2
et
I 2γ ( ft−s)(Γ2−κΓ )( ft−s)−Iγ( ft−s)I ′γ( ft−s)Γ ( ft−s, Γ ( ft−s))+I ′γ( ft−s)2Γ ( ft−s)2 = I 4γ ( ft−s)(Γ2−κΓ )(Φ−1◦ ft−s).
Ainsi,
F ′(s)≥ Ps
Iγ( ft−s)(Γ2 −κΓ )(Φ−1 ◦ ft−s)
(1+ Γ (Φ−1( ft−s))3/2

.
L’avantage de cette forme est qu’elle fait apparaître le facteur Γ2−κΓ qui est déjà présent dans les
inégalités de Poincaré et de Sobolev logarithmique. Cette forme est la plus adaptée pour caractériser
les fonctions extrémales. Nous y reviendrons dans le chapitre 3, où nous prouvons le théorème de
rigidité dû à Morgan dans le cadre des variétés riemanniennes à densités.
Revenant au cadre riemannien, Barthe et Maurey [B-M] ont démontré l’équivalence sur une
variété riemannienne (M , g,µ) entre la comparaison du profil isopérimétrique IM à celui de la gaus-
sienne et une inégalité de Bobkov par des arguments utilisant le calcul stochastique. Plus précisé-
ment,
∀A⊂ M , µ+(A)≥pκIγ(µ(A))
et
Iγ
∫
M
f dµ

≤
∫
M
√√I 2γ ( f ) + 1κ |∇ f |2dµ
sont équivalentes pour toute fonction f localement Lipschitz. Nous nous resservirons de cette équi-
valence pour le cas des sphères n dimensionnelles de courbures constantes égales à 1 afin d’étudier
le déficit isopérimétrique sur ces espaces.
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1.8 Présentation des travaux de la première partie.
Le chapitre 2 présente la notion de stabilité au bruit gaussien, notion qui sera de nouveau ren-
contrée dans la deuxième partie de thèse. Nous présentons la preuve par semi-groupe du théorème
de Borell [Bor2] sur la caractérisation des ensembles maximisant la stabilité au bruit gaussienne. Ce
schéma de preuve, comme souligné par Ledoux [Le6], se généralise et permet de retrouver plusieurs
inégalités intégrales, ainsi que des versions multidimensionnelles du théorème de Borell. Nous nous
concentrons essentiellement sur la caractérisation des cas d’égalités grâce à ces preuves par semi-
groupes de telles inégalités. Nous voyons notamment un phénomène de rigidité apparaître sur des
variétés riemanniennes à densité. Nous concluons le chapitre par des remarques sur les sphères eu-
clidiennes Sn, n ≥ 1. Ces remarques mettent en lumière des différences entre les objets de type
C D(κ, n), n <∞, comme les variétés compactes n dimensionnelles munies de leurs mesures uni-
formes probabilisées et des objets de type C D(κ,∞).
Dans le chapitre 3, nous étudions des phénomènes de rigidité dans le cadre de variétés rie-
manniennes munies d’un opérateur de diffusion infini-dimensionnel (i.e. satisfisant une condtion
C D(κ,∞) avec κ > 0). Nous étudions la caractérisation des cas d’égalités dans les inégalités fonc-
tionnelles telles que l’inégalité de trou spectral ou Sobolev logarithmique. De tels hypothèses im-
pliquent un “splitting” de la variété en produit d’une droite gaussienne et d’une autre variété. Ceci
est l’analogue du théorème d’Obata pour les variétés riemanniennes compactes à courbures positive-
ment minorées. De plus les cas d’égalités pour le trou spectral sont, comme pour l’espace gaussien,
des vecteurs propres du générateur du semi-groupe d’Ornstein–Uhlenbeck associés à la valeur propre
κ : c’est-à-dire les fonctions coordonnées. De même, les fonctions exponentielles sont les seules ex-
trémales pour l’inégalité de Sobolev logarithmique (et donc également pour l’inégalité d’hypercon-
tractivité par l’argument de Gross) ; ce résultat a été démontré au début des années 90 par Carlen
[Car].
Théorème 1.8.1. Soit (M , g, e−ψdvol) une variété de classe C D(κ,∞), κ > 0. S’il existe une fonction
non constante réalisant l’égalité dans l’inégalité de trou spectral ou de Sobolev logarithique, alors
(M , g, e−ψdvol) = (R, | · |,γκ)× (M ′, g ′, e−ψ′dvol).
De plus, dans la direction gaussienne, dans le premier cas f est linéaire et dans le deuxième cas, f est
exponentielle.
Les arguments que nous utilisons sont uniquement basés sur les preuves d’interpolations le long
des semi-groupes : cette méthode a déjà été utilisé par Bentaleb [Ben2].
Pour ce qui est de la caractérisation des ensembles isopérimétriques dans le théorème de com-
paraison de Bakry–Ledoux (dans le cadre des variétés), le point de départ est le travail de Carlen
et Kerce [C-K]. Les auteurs remarquent en effet que la détermination complète des cas d’égalités
de l’inégalité isopérimétrique gaussienne découle de la preuve par semi-groupe de Bakry et Ledoux.
Comme rappelé dans l’introduction, pour que A soit extrémal, il faut et il suffit que pour tout t ≥ 0,
Hess(Φ−1 ◦Q t1A) = 0, autrement dit que Φ−1 ◦Q t1A soit linéaire. Or Carlen et Kerce prouvent qu’un
tel ensemble est nécessairement un demi-espace. Cette preuve a pour avantage de considérer des
ensembles mesurables quelconques, sans hypothèses spécifiques sur la régularité de leurs bords. En
effet, quelque soit A mesurable, t > 0, x 7→Q t1A(x) est de classe C∞.
Une généralisation de leur argument permet d’étendre ce résultat dans le cadre des variétés rie-
manniennes à densités (M , g,µ = e−ψdvol) satisfaisant une condition C D(κ,∞), κ > 0. En efet,
comme nous l’avons remarqué, l’argument de Carlen et Kerce implique plus généralement qu’un en-
semble isopérimétrique A est tel que pour tout t > 0, (Γ2 − Γ )(Φ−1 ◦ Pt1A) = 0. Dans des variétés
riemanniennes, de tels ensembles existent toujours, et peuvent être supposé suffisamment réguliers
pour que µ+(A) = limt→0
∫
M |∇Pt1A|dµ. Ceci implique un théorème de rigidité dans le théorème de
comparaison de Bakry–Ledoux.
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Théorème 1.8.2. Soit (M , g,µ) une variété riemannienne de classe C D(κ,∞). S’il existe v ∈ (0,1) tel
que I(M ,µ)(v) = I(R,γκ)(v) alors (M , g,µ) = (R, | · |,γκ)×(M ′, g ′,µ′). De plus, les ensembles extrémaux
sont de la forme (−∞,Φ−1κ (v))×M ′.
Cet énoncé est analogue au phénomène de rigidité dans le théorème de comparaison de Lévy–
Gromov, et a été déjà prouvé par Franck Morgan [Mor] par des arguments plus géométriques.
Dans un deuxième temps, nous étudions le déficit dans le problème isopérimétrique pour des
espaces satisfaisant la condition C D(1,∞). À notre connaissance, dans ce cadre, il n’y a pas de
résultat de stabilité pour le problème isopérimétrique ailleurs que sur l’espace gaussien. Le point de
départ est le travail de Mossel et Neeman [M-N1] sur le déficit isopérimétrique gaussien à partir
de la fonctionnelle de Bobkov. Les auteurs minorent la dérivée le long du semi-groupe d’Ornstein–
Uhlenbeck pour obtenir des estimées indépendantes de la dimension sur le déficit isopérimétrique
gaussien. Le résultat obtenu, exprimé sous la forme ensembliste, est le suivant.
Si A⊂ Rn est tel que γ+n (A) = Iγ(γn(A)) + δ, il existe un demi-espace H de même mesure que A
et une constante positive C = C(γn(A)) telle que γn(A∆H)≤ C(γn(A))(logδ−1)−1/2.
Ce résultat, qui est sous-optimal en la dépendance en δ (qui est de l’ordre de
p
δ), a pour principal
avantage d’obtenir des estimations indépendantes de la dimension sur le déficit isopérimétrique. Ce
résultat, amélioré par la suite comme rappelé en introduction, a été le premier reflétant le caractère
indépendant de la dimension. Nous nous sommes attaché à généraliser le plus possible les arguments
de [M-N1]. Comme on verra dans le chapitre 3, dans l’approche par semi-groupe de l’inégalité de
Bobkov, beaucoup d’arguments employés par Mossel et Neeman sont valides pour des triplets de
Markov généraux. Dans une certaine mesure, on peut étendre le schéma de preuve de [M-N1].
Rappelons que pour l’espace gaussien, les auteurs démontrent que Pt1A est proche d’une fonction
linéaire pour t ∈ (c, c + 1) avec c > 0 une constante numérique. En exploitant la condition γ+(A) <
∞, les auteurs concluent par des arguments spectraux qui semblent spécifique au cas gaussien. Le
principal apport est d’exploiter la condition ‖Pt f − f ‖1 ≤ O(pt) afin d’éviter ces arguments. La
principale difficulté consiste à démontrer une borne sur la hessienne de Pt f indépendante de la
dimension. Dans le cas gaussien, il existe η ≥ 2 et C > 0 telle que ‖∇2Φ−1Pt f ‖2HS ≤ C | log Pt f |tη (pour
tout t ≥ 0). Une inégalité similaire devrait être vraie sur les sphères euclidiennes n dimensionnelles
de rayon
p
n− 1 pour n assez grand. De même, une telle inégalité devrait être vrai au moins pour
une sous classe de mesures log-concaves satisfaisant la condition C D(1,∞). Nous faisant donc cette
hypothèse.
Hypothèse 1.8.3. Supposons qu’il existe des constantes numériques indépendantes de la dimension C ,η
telles que, pour tout t ∈ (0, 1),
‖Hess(Φ−1(Pt f ))‖2HS ≤ C max{| log(Pt f )|, | log(1− Pt f )|}tη . (H )
Cette hypothèse entraîne les résultats suivants.
Théorème 1.8.4. Soit (Sn1,µ) la sphère euclidienne de rayon
p
n− 1 munie de sa mesure de probabilité
uniforme µ. Si (H ) est vraie, soit A un ensemble tel que µ+(A) = Iγ(µ(A))+δ. Alors il existe une calotte
sphérique H et une constante strictement positive c telle que :
µ(A∆H)≤ O(| logδ|−c).
Comme on travaille sur la fonctionnelle de Bobkov, il n’y a pas d’espoir d’obtenir une caractérisa-
tion complète des ensembles extrémaux. Rappelons qu’il n’y a pas encore de preuve par semi-groupe
de l’isopérimétrie sphérique. Toutefois, comme la fonction isopérimétrique I{Sn1 ,g1,µ} converge en
tout point vers la fonction isopérimétrique gaussienne Iγ, ce théorème peut s’exprimer seulement
en termes d’isopérimétrie sphérique. Tenter d’étudier la stabilité du problème isopérimétrique sphé-
rique par cette approche fait donc sens. En particulier, en corollaire du théorème précédent, on
obtient :
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Corollaire 1.8.5. Soit (Sn1,µ) la sphère euclidienne de rayon
p
n− 1 munie de sa mesure de probabilité
uniforme µ. Soit A un ensemble tel que µ+(A) = I{Sn1 ,g1,µ}(µ(A))+δ. Alors il existe une calotte sphérique
H et une constante strictement positive c telle que :
µ(A∆H)≤ O(| logδn|−c),
où δ = max(δ, 1n).
Un autre classe naturelle est celle des mesures log-concaves sur Rn satisfaisant la condition
C D(1,∞). Un cas d’égalité implique par la remarque précédente qu’une marginale est gaussienne
et que l’ensemble est un demi-espace dont l’othogonal est la direction gaussienne. Soit (Rn,µ =
e−V (x)d x) un espace satisfaisant la condition C D(1,∞). De façon heuristique, si A est un sous-
ensemble tel que µ+(A) ≈ Iγ(A), alors A≈ H, où H est un demi-espace, et de plus la mesure µ doit
avoir une marginale “proche” de la mesure gaussienne. Cette formulation est volontairement très
vague. Toutefois, le résultat obtenu sur le déficit doit être comme pour l’espace gaussien indépen-
dant de la dimension n. Soit (Pt)t≥0 dont le générateur est donné par L =∆−∇V · ∇.
Théorème 1.8.6. Soit (Rn, dµ(x) = e−V (x)d x) satisfaisant C D(1,∞) avec de plus∇2V ≤ K où K ≥ 1.
Supposons que (H ) soit vraie. Alors si A⊂ Rn est tel que µ+(A)≤ Iγ(µ(A))+δ, il existe v0 ∈ Rn x0 ∈ R,
c > 0 et un ensemble B de la forme {x ∈ Rn,∇V (x) · v0 + x0 ≥ 0}, tel que µ(B) = µ(A) et
µ(A∆B)≤ Oµ(A)(| logδ|−c).
Notons que dans cet énoncé, la comparaison ne se fait pas à des demi-espaces mais à des sous-
ensembles dépendants du potentiel V coïncidant avec des demi-espaces lorsque V est un potentiel
quadratique. Ceci est due à la forme d’une “inégalité de Poincaré” de second ordre pour des mesures
log-concaves.
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Chapitre 2
Stabilité au bruit gaussien, inégalité de
Borell et extensions.
Dans ce chapitre, nous nous tournons vers une autre inégalité géométrique, due à Borell au milieu
des années 80 [Bor2]. Cette inégalité peut être vue comme une extension de l’inégalité isopérimé-
trique gaussienne. La motivation principale de chapitre vient d’une nouvelle preuve récente due à
Mossel et Neeman dans [M-N2] par semi-groupe de cette inégalité. L’application de cette preuve par
les auteurs est celle d’une estimation indépendante de la dimension pour le déficit. Ces estimations
ont des applications en théorie de la complexité et en théorie du choix social. Nous discuterons de
l’analogue discret de cette question dans la deuxième partie de la thèse.
Dans [Le6], Ledoux a étendu le schéma de preuve pour obtenir, ou retrouver, de nombreuses
inégalités fonctionnelles et géométriques connues. De plus, certaines de ces inégalités peuvent être
étendues sur des variétés riemanniennes satisfaisant une condition C D(κ,∞). La plupart du contenu
de ce chapitre est directement issu de [Le6]. Néanmoins, nous y ajoutons certaines remarques no-
tamment sur les cas d’égalités de ces inégalités qui font apparaître un phénomène de rigidité qui
sera examiné plus en détails dans le chapitre suivant. De plus, l’analogue de cette question sur les
sphères euclidiennes soulève un problème digne d’intérêt sachant qu’aucune preuve par semi-groupe
de l’isopérimétrie sphérique n’est connue à ce jour.
2.1 Inégalité de Borell.
Définissons la stabilité au bruit gaussienne (“Gaussian noise stability” en anglais) d’un ensemble
A⊂ Rn par
Sη(A) := P(X ∈ A & ηX +
Æ
1−η2Y ∈ A).
avec X ∼ N(0,1) et Y une copie indépendante de X . De façon équivalente, Sη(A) = P(X ∈ A, X ′ ∈ A)
où (X , X ′) sont des variables gaussiennes η-corrélées. La stabilité au bruit gaussienne est reliée au
semi-groupe d’Ornstein-Uhlenbeck par
Sη(A) =
∫
Rn
1AQ t(1A)dγn = ‖Q t/21A‖22,
où η= e−t .
Une première question naturelle est de savoir quels sont les ensembles qui maximisent cette
quantité. Une autre question, duale de la première, et liée à des problèmes discrets est de savoir
quels sont les ensembles qui sont sensibles, c’est-à-dire tels que Sη(A)− γ(A)2 soit petit. Pour ce qui
est de la première question, le problème découle d’un résultat (plus général) dû à Borell implique
que parmi tous les ensembles mesurables, les demi-espaces sont les plus stable. Pour ce qui est de la
seconde, nous reportons ce problème à la deuxième partie.
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Le résultat de Borell implique le théorème suivant. Deux demi-espaces sont dit parallèles s’il
existe un vecteur unitaire a ∈ Sn tel que Ra soit l’orthogonal commun des bords ∂ H et ∂ K .
Théorème 2.1.1. Pour tous ensembles mesurables A et B de Rn, si H, K sont des demi-espaces parallèles
tels que γ(A) = γ(H) et γ(B) = γ(K), alors∫
A
Q t(1B)dγ≤
∫
H
Q t(1K)dγ,
et donc en particulier si A= B,
Sη(A)≤ Sη(H).
Les demi-espaces sont les ensembles extrémaux pour le problème isopérimétrique. C’est assez
intuitif de penser qu’ils sont aussi les plus stables. De manière heuristique, moins il y a de bord,
moins une petite perturbation a de chance de s’échapper de l’ensemble initial. Cette intuition a été
formellement prouvée par Ledoux. Rappelons que l’inégalité de Poincaré inverse implique pour la
mesure gaussienne que
‖ f −Q t f ‖L1(γ) ≤p2
∫ t
0
dsp
e2s − 1‖∇ f ‖L1(γ) =
p
2Arccos(e−t)‖∇ f ‖1.
De plus lorsque f approche la fonction caractéristique 1A d’un ensemble A, ‖∇ f ‖1 tend vers la mesure
de bord γ+(A). Par dualité, l’inégalité de Poincaré inverse implique pour toute fonction bornée g :
Rn,→ R,
〈 f −Q t f , g〉 ≤ p2Arccos(e−t)‖∇ f ‖1‖g‖∞.
En appliquant ce principe à f = 1A, g = 1Ac , on obtient en fait grâce à la formule de Mehler une
amélioration de cette inégalité sous la forme suivante :
γ(A)−Se−t (A)≤ Arccos(e
−t)p
2pi
γ+(A).
Cette inégalité est optimale en les constantes (cf [Le1]), au sens où
lim
t→0
s
pi
t

γ(H)−Se−t (H)

= γ+(H)
pour H un demi-espace (Arccos(e−t) ∼ p2t quand t tend vers 0). Comme le résultat de Borell se
réécrit
γ(H)−Se−t (H)≤ γ(A)−Se−t (A),
en faisant tendre t vers 0, on obtient γ+(H) ≤ γ+(A). Ceci est l’énoncé du théorème isopérimé-
trique gaussien. Nous avons vu plus haut que Bakry et Ledoux en ont donné une preuve par semi-
groupe. Ledoux a conjecturé que de même l’inégalité de Borell admettait également une preuve par
semi-groupe. Cette conjecture est restée ouverte pendant près de vingt ans. La difficulté était qu’au
contraire de l’isopérimétrie, la forme fonctionnelle initiale de l’inégalité de Borell - due à Borell lui-
même - implique des réarrangements de fonctions et s’écrit∫
Rn
f Pt gdγn ≤
∫
Rn
f ∗Pt g∗dγn,
où f ∗ est le réarrangé symétrique décroissant de f (par rapport à la mesure gaussienne). Ainsi for-
mulé, l’utilisation du semi-groupe n’est pas claire, car rien n’indique comment atteindre un réarrangé
par semi-groupe.
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Dans [M-N2], Mossel et Neeman donnent une nouvelle forme fonctionnelle de l’inégalité de
Borell, directement inspirée par celle de Bobkov, en introduisant la fonction suivante
JBρ (u, v) =
∫
Rn
1HQ t(1K)dγ, u, v ∈ (0,1)2
où H et K sont des demi-espaces parallèles tels que γ(H) = u, γ(K) = v. Plus explicitement,
JBρ (u, v) =
∫ Φ−1(u)
−∞
∫ Φ−1(v)
−∞
qt(x , y)dγn(x)dγn(y).
Il est clair que JBρ (0,∗) = JBρ (∗, 0) = 0 et JBρ (1,1) = 1, ce qui implique alors que
∀(x , y) ∈ Rn ×Rn, JBρ (1A(x),1B(y)) = 1A×B(x , y).
Comme pour l’inégalité de Bobkov, Mossel et Neeman ont remarqué que l’inégalité de Borell qui se
réécrit, pour tous sous-ensembles A, B ⊂ Rn,∫
A
Q t1B(x)dγn(x) =
∫
Rn
1A(x)1B(e
−t x +
p
1− e−2t y)dγ2n(x , y)≤ JBρ (γn(A),γn(B))
est équivalente à la forme fonctionnelle suivante
∀ f , g : Rn 7→ [0,1],
∫
R2n
JBρ ( f (x), g(e
−t x +
p
1− e−2t y))dγ2n(x , y)≤ JBρ
∫
Rn
f dγn,
∫
Rn
gdγn

.
(2.1)
Cette forme fonctionnelle implique immédiatement la formulation sur les ensembles. Réciproque-
ment, par le même raisonnement utilisant les épigraphes de fonctions, la forme ensembliste implique
la forme fonctionnelle (2.1) (cf [M-N2]).
Notons que par changement de variables,∫
R2n
JBρ ( f (x), g(e
−t x +
p
1− e−2t y))dγn(x) dγn(y) =
∫
R2n
JBρ ( f (x), g(y))qt(x , y)dγ2n(x , y).
Par invariance du semi-groupe (Q t)t≥0 par rapport à la mesure gaussienne, (x , y) 7→ qt(x , y)dγ(x , y)
est une mesure de probabilité sur Rn × Rn. L’utilisation du semi-groupe est maintenant claire : on
considère la fonction
ψ : s 7→
∫
R2n
JBρ (Qs f (x),Qs g(y))qt(x , y)dγ2n(x , y),
en espérant qu’elle soit décroissante en s. C’est effectivement le cas comme prouvé par Mossel et
Neeman. Comme on peut le constater, ce raisonnement permet de considérer des fonctions de deux
variables J plus générales. Pour décrire les fonctions J qui satisfont cette propriété de monotonie le
long du semi-groupe (Q t)t≥0, Ledoux a introduit la définition de ρ-convexité [Le6]. Soit J : O → R
de classe C2, où O est un ouvert de R2. Pour ρ ∈ (0, 1), on dit que J est ρ-convexe si, uniformément
en tant que matrice symétrique  ∂11J ρ∂12J
ρ∂12J ∂22J

≥ 0.
J est dite ρ-concave si −J est ρ-convexe. L’argument de Mossel et Neeman repose sur le fait suivant,
dont la preuve est reportée à un cadre plus général.
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Lemme 2.1.2. Soit J ρ-concave. Alors∫
R2n
J( f (x), g(y))qt(x , y)dγ(x) dγ(y)≤ J
∫
Rn
f dγ,
∫
Rn
gdγ

.
Plus précisément
ψ : s 7−→
∫
R2n
J(Qs f (x),Qs g(y))qt(x , y)dγ(x) dγ(y)
est monotone car
ψ′(s) = −
∫∫
R2n
T
 ∇Qs f (x)
∇Qs g(y)

 ∂11J In ρ∂12J In
ρ∂12J In ∂22J In

 ∇Qs f (x)
∇Qs g(y)
 pt(x , y)dγn(x)dγn(y).
Comme remarqué par O’Donnell, la condition suffisante de ρ-concavité est également nécessaire.
En effet, prenant f (x) = a + "x , g(y) = b + " y . En faisant tendre " vers 0, on obtient :
n(∂11Jρ(a, b) + 2ρ∂12Jρ(a, b) + ∂22Jρ(a, b))"
2 + o("2)≤ 0,
et ainsi Jρ est ρ-concave.
Le théorème de Borell suit si JBρ est ρ-concave. Or, par des calculs élémentaires :
∂11J
B
ρ (u, v) = −ρ qt(Φ−1(u),Φ−1(v))
Iγ(v)
Iγ(u)
∂22J
B
ρ (u, v) = −ρ qt(Φ−1(u),Φ−1(v))
Iγ(u)
Iγ(v)
et
∂12J
B
ρ (u, v) = qt(Φ
−1(u),Φ−1(v))
et ainsi ∂11J
B
ρ (u, v), ∂22J
B
ρ (u, v) ≤ 0 et ∂11JBρ (u, v)∂22JBρ (u, v) = ρ2(∂12JBρ (u, v))2 : JBρ est bien ρ-
concave.
Les demi-espaces étant extrémaux, comme pour l’inégalité de Bobkov, il y des cas d’égalités non
triviaux dans cet inégalité. La caractérisation de ces ensembles est un peu plus aisée que pour l’in-
égalité de Bobkov. En effet la condition nécessaire est alors que (∇Qs f ,∇Qs g)t appartient au noyau
de Γ ∇2JBρ pour tout s > 0. Cette condition se réécrit :
∀(x , y) ∈ Rn ×Rn, Iγ(Qs g(y))Iγ(Qs f (x)) |∇Qs f (x)|
2 − 2∇Qs f (x) · ∇Qs g(y) + Iγ(Ps f (x))Iγ(Qs g(y)) |∇Ps g(y)|
2 = 0,
et ainsi |∇(Φ−1Qs f (x))| = |∇(Φ−1Qs g(y))|. Ceci implique que les deux quantités sont constantes.
Si f et g sont des fonctions caractéristiques d’ensembles mesurables, ces ensembles sont des demi-
espaces - on retrouve alors la caractérisation due à Carlen et Kerce.
Un autre exemple de fonction ρ-convexe est donnée par les fonctions définies sur R2 JHρ (u, v) =
uαvβ , avec α et β réels. JHρ estρ-concave dès lors que ∂11J
H
ρ ,∂22J
H
ρ ≤ 0 et ∂11JHρ ∂22JHρ = ρ2(∂12JHρ )2,
ce qui implique (α− 1)(β − 1)≤ ρ2αβ . Ainsi la conclusion∫
R2n
JHρ ( f (x), g(y))qt(x , y)dγ(x) dγ(y)≤ JHρ
∫
Rn
f dγ,
∫
Rn
g dγ

,
implique par changement de variables,∫
Rn
f α(x)
∫
Rn
gβ(ρx +
Æ
1−ρ2 y)dγn(y)dγn(x)≤
∫
Rn
f dγn
α∫
Rn
g dγn
β
.
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Si α et β sont dans (0,1), en posant α = 1/q′ = 1− 1/q et β = 1/p, cela implique que pour toute
fonction f ∈ Lq′ , ∫
Rn
f (x)
∫
Rn
g(ρx +
Æ
1−ρ2 y)dγn(y)dγn(x)≤ ‖ f ‖q′‖g‖p
et comme q′ est l’exposant conjugué de q, par dualité il en vient en posant ρ = e−t ,
‖Q t g‖q ≤ ‖g‖p
pour e−2t ≤ p−1q−1 , ce qui est exactement le contenu du théorème d’hypercontractivité de Nelson.
Notons que si α > 1, β > 1 JHρ est ρ-convexe et l’inégalité est ainsi renversée. Cela implique
l’inégalité d’hypercontractivité inverse due à Borell au milieu des années 80 pour des exposants
entre 0 and 1 : soit 0< p, q < 1, e−2t ≤ p−1q−1 , alors ‖Q t g‖q ≥ ‖g‖p.
C’est un résultat dû à Carlen [Car] que les fonctions exponentielles sont les seules fonctions
qui réalisent l’égalité dans l’inégalité d’hypercontractivité. Avec cette preuve par semi-groupe, on
retrouve ce résultat de manière plus simple que la démonstration originelle de Carlen. On peut en
effet écrire∫
R2n
JHρ ( f (x), g(y))qt(x , y)dγ(x) dγ(y)− JHρ
∫
Rn
f dγ,
∫
Rn
g dγ

=
∫ ∞
0
ψ′(s) ds
avec
ψ′(s) = −
∫∫
R2n
 ∇Qs f (x)
∇Qs g(y)

T  ∂11JHρ In ρ∂12JHρ In
ρ∂12J
H
ρ In ∂22J
H
ρ In

 ∇Qs f (x)
∇Qs g(y)
qt(x , y)dγ2n(x , y).
La dérivée s’exprime ainsi comme
ψ′(s) =
∫
R2n
A(x , y, s)
∇Qs f (x)− B(x , y, s)A(x , y, s)∇Qs g(y)
2qt(x , y)dγ(x)dγ(y)
avec
A(x , y, s) = −∂11JHρ (Qs f (x),Qs g(y)) et B(x , y, s) = ρ∂12JHρ (Qs f (x),Qs g(y)).
ce qui prend la forme suivante :
ψ′(s) = α(1−α)
∫
R2n
JHρ (Qs f (x),Qs g(y))
∇ logQs f (x)− Cα,β∇ logQs g(y)2qt(x , y)dγ(x , y),
où l’on pose Cα,β =
ρβ
α−1 . Il y a égalité si et seulement si pour tout s > 0, il existe c(s)> 0 telle que
∇Qs f
Qs f
(x) = Cα,β
∇Qs g
Qs g
(y) = c(s),
ce qui implique que logQs f et Cα,β logQs g sont des fonctions linéaires avec même pente, et donc
Qs f et Qs g sont des fonctions exponentielles pour tout s > 0. Cela implique que f et g doivent être
exponentielles.
En effet, par hypothèse Qs f = e(〈c(s),x+bs〉). Or un calcul direct montre que si f0 = e〈a,x+b〉, alors
Qs f0 = e〈e
−sa,x+b〉 et Q−1s f0 = e〈e
sa,x+b〉. Ainsi, selon que c(s) ≤ e−sa ou c(s) > esa, on peut trouver
un s1 ≥ 0 tel que f = Qs1 f0 ou f = Q−1s1 f0 : dans les deux cas, f est exponentielle. De même pour
g, et en repassant à une fonction dans la dualité, cela implique le résultat de Carlen. L’avantage de
cette caractérisation par rapport à la preuve initiale de Carlen est qu’elle évite tout argument de
symétrisation et est de ce fait plus directe.
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2.2 Extensions
Le schéma de preuve précédent s’avère être assez général. En effet, soit une fonction J : Rm →
R+, m≥ 2 et un vecteur gaussien (X1, . . . Xm) de loiN (0, Γ ). NotonsEΓ l’espérance par rapport à la loiN (0, Γ ). L’idée est de nouveau de considérer une interpolation le long du semi-groupe d’Ornstein–
Uhlenbeck. Soit donc ψ : s 7→ EΓ (J(Qs f1(X1), . . . ,Qs fm(Xm))). Quelques calculs montrent que la
dérivée deψ s’exprime en termes de la matrice hessienne de J et de la matrice de covariance Γ . Cela
implique une condition suffisante pour que ψ soit croissante, qui s’avère également nécessaire par
la même remarque d’O’Donnell.
Proposition 2.2.1. Soit J : Rm → R une fonction de classe C2. Alors J satisfait la condition de Γ -
concavité, i.e.
Γ ∇2J = (∂kl JΓkl)1≤k,l≤m ≤ 0,
(au sens des matrices symétriques), si et seulement si
EΓ (J(g1(X1), . . . , gm(Xm)))≤ J(Eg1, . . . ,Egm).
Démonstration. Puisque Γ est une matrice symétrique et positive, on peut écrire Γ = AtA, avec
A ∈ Mm(R). Alors, la condition Γ ∇2J ≤ 0 se lit ∀(vk, vl)1≤k,l≤m, ∑1≤k,l≤m ∂kl JAl tAkvk · vl ≤ 0,
et la conclusion peut être reformulée en∫
R
J(g1 ◦ A1, . . . , gm ◦ Am)dγ≤ J
∫
R
g1 dγ, . . . ,
∫
R
gmdγ

.
Soit
ψ(s) =
∫
R
J(Qs g1 ◦ A1, . . . ,Qs gm ◦ Am)dγ,
de sorte que ψ(0) = EΓ (J(g1(X1), . . . , gm(Xm))) et lims→∞ψ(s) = J(Eg1, . . . ,Egm). Alors
ψ′(s) =
∫
R
m∑
i=1
∂iJ(Qs g1 ◦ A1, . . . ,Qs gm ◦ Am)LQs gi ◦ Aidγ,
et pour tout i ∈ {1, . . . , m},∫
R
∂iJ(Qs g1 ◦ A1, . . . ,Qs gm ◦ Am)LPs gi ◦ Aidγ= −
∫
R
∇∂iJ(Qs g1 ◦ A1, . . . ,Qs gm ◦ Am) · ∇Qs gi ◦ Aidγ
Ensuite,
∇(Qs gi ◦ Ai) = tAi∇(Qs gi) ◦ Ai ,
et donc
ψ′(s) = −
∫
R
m∑
i=1
∇∂iJ(Qs g1 ◦ A1, . . . ,Qs gm ◦ Am) · ∇Qs gi ◦ Ai dγ
= − ∑
1≤k,l≤m
∫
R
∂kl J(Qs g1 ◦ A1, . . . ,Qs gm ◦ Am)Ak tAl∇(Qs gk) ◦ Ak · ∇(Qs gl) ◦ Al dγ,
et ainsi ψ′(s)≥ 0 par hypothèse, ce qui implique ψ(0)≤ lims→∞ψ(s).
Pour voir que la condition est également nécessaire, on prend g1(x) = a1 + "1 x , . . . , gm(x) =
am + "m x . Si l’on écrit a = (a1, . . . , am), " = ("1, . . . ,"m), l’inégalité précédente se réécrit∑
1≤k,l≤n
∂kl J(a)Γkl"k"l + o(|"|2)≤ 0,
et ainsi nécessairement Γ ∇2J ≤ 0.
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2.3 Exemples et cas d’égalités
La proposition 2.2.1 permet de retrouver plusieurs inégalités intéressantes qui étendent celles de
Borell et d’hypercontractivité. En premier lieu, comme montrée par Neeman [Nee], on peut retrouver
une version multidimensionnelle de l’inégalité de Borell sous la forme du théorème suivant :
Théorème 2.3.1. Soit X = (X1, . . . , Xm) un vecteur gaussien sur Rnm de matrice de covariance Γ telle
que les termes diagonaux Γii soient égaux à 1 et les autres termes Γi j soient positifs. Alors pour tous
ensembles boréliens B1, . . . , Bm dans Rn,
PΓ (X1 ∈ B1, . . . , Xm ∈ Bm)≤ PΓ (X11 ≤ b1, . . . , Xm1 ≤ bm)
où pour tout i ∈ {1, . . . , m}, bi = Φ−1(P(X i ∈ Bi)).
Ce théorème s’obtient à partir de la proposition précédente en considérant
J(u1, . . . , um) = PΓ (X1 ≤ Φ−1(u1), . . . , Xm ≤ Φ−1(um)).
En particulier, on retrouve un résultat dû à Isaksson et Mossel [I-M], où la matrice de covariance est
donnée par Γii = 1 et pour i 6= j, Γi j = ρ > 0 (appelé “théorème échangeable gaussien”). Notons que
les calculs (cf [Nee]) permettent de déterminer les cas d’égalités qui sont là encore des demi-espaces.
De même, la proposition 2.2.1 contient une version multidimensionnelle de l’hypercontracti-
vité. C’est-à-dire, si l’on prend dans la proposition précédent le processus d’Ornstein–Uhlenbeck
(Zt1 , . . . , Ztm) de matrice de covariance e
−|tk−t l | et cette fois comme fonction J(u1, . . . , um) = uc11 . . . u
cm
m ,
alors la condition ∑
k,l
∂kl JAl
tAkvkvl ≤ 0
se lit ∑
k,l
ckcl e
−|tk−t l |vk · vl ≤
∑
k
ckv
2
k ,
et la conclusion correspond à une version multidimensionnelle de l’hypercontractivité :∫
Rnm
g c11 (x1) . . . g
cm
m (xm)
m∏
i=1
qt i+1−t i (x i , x i+1)dγmn ≤
m∏
i=1
∫
Rn
gidγn
ci
.
Notons que si
ψ(s) =
∫
Rnm
(Qs g1)
c1(x1) · · · (Qs gm)cm(xm)
m∏
i=1
qt i+1−t i (x i , x i+1)dγmn(x1, . . . , xm),
alors
ψ′(s) =
∫
Rnm
(Qs g1)
c1(x1) · · · (Qs gm)cm(xm)
m∏
i=1
qt i+1−t i (x i , x i+1)× ∑
k
ck(∇ logQs gk(xk))2 −
∑
k,l
ckcl e
−|tk−t l |∇ logQs gk(xk) · ∇ logQs gl(x l)
!
dγmn.
Par hypothèses, la forme quadratique réelle Qs entre parenthèses est (semi) positive (pour tout
s ≥ 0). Par réduction classique des formes quadratiques réelles, il existe des formes linéaires indé-
pendantes, l1, . . . , lK avec K < m et des nombres positifs ai telles que
Qs(X1s , . . . , Xm,s) =
K∑
i=1
ai l
2
i (X1,s, . . . , Xm,s)
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où X i,s =∇ logQs gi(x i). En particulier cela implique que s’il y a égalité, chacun des X i sont constants
et ainsi toutes les fonctions sont exponentielles.
Ce schéma de preuve donne également les inégalités de Brascamp–Lieb géométriques. L’approche
par semi-groupe des inégalités géométriques de Brascamp–Lieb a été mise en avant et perfectionnée
par Bennett, Carbery, Christ et Tao [B-C-C-T], et dans le cas des sphères par Carlen, Lieb et Loss
[C-L-L].
Nous nous restreignons à un cas simple, une forme des inégalités de Brascamp Lieb géométriques
mise en avant par Ball [Bal] pour laquelle cette preuve par semi-groupe remonte à l’article de Barthe
et Cordero-Erausquin [B-CE].
Si l’on prend J(u1 . . . , um) = u
c1
1 . . . u
cm
m , gi ◦ Ai = fi(ui · x), pour des vecteurs unitaires ui et des
nombres positifs ci tels que l’on ait la décomposition géométrique suivante
∑m
i=1 ciui ⊗ ui = Idn, la
conclusion se lit alors : ∫
Rn
m∏
i=1
f cii (x · ui)dγn ≤
m∏
i=1
∫
R
fidγ
ci
.
La condition
∑
k,l ∂kl JAl
tAkvkvl ≤ 0 se réécrit
∑mk=1 ckukvk2 =∑1≤k,l≤m ckcluk·ul vkvl ≤∑mk=1 ckv2k .
Le fait qu’elle soit réalisée est une conséquence de la condition géométrique (cf [B-CE]) qui implique
que pour tout x ∈ Rn, |x |2 =∑mi=1 ci(ui · x)2. En effet, en écrivant y =∑mk=1 ckukvk, on a alors
|y|4 =
 m∑
k=1
ckvkuk · y
2
≤
m∑
k=1
ckv
2
k
m∑
k=1
ck(uk · y)2 = |y|2
m∑
k=1
ckv
2
k ,
ce qui revient bien à |y|2 =
∑mk=1 ckukvk2 ≤∑mk=1 ckv2k . Ainsi :
ψ′(s) =
∫
Rn
m∏
i=1
(Qs fi(x · ui))ci × m∑
k=1
ck∇(logQs fk(x · uk))2 −
∑
k,l
ckcluk · ul∇(logQs fk(x · uk))∇(logQs fl(x · ul))
 dγ
est positif pour tout s > 0. En utilisant l’identité (
∑
i ai bi)
2 +
∑
k<l(ak bl − al bk)2 = |a|2|b|2 avec
a = (c1/2k ∇ logQs fk(x · uk))k b = (c1/2k (y · uk))k, y =
m∑
j=1
c j∇ logQs f j(x · u j)u j ,
on peut ainsi réécrire
ψ′(s) =
∫
Rn
m∏
i=1
(Qs fi(x · ui))ci × ∑
1≤k<l≤m
ckcl

∇ logQs fk(x · uk)
m∑
j=1
c j∇ logQs f j(x · u j)u j · ul
−∇ logQs fl(x · ul)
m∑
j=1
c j∇ logQs f j(x · u j)u j · uk
2
dγ.
Dans certains cas particuliers, les cas d’égalités peuvent être facilement retrouvés.
Mentionnons deux cas particuliers bien connus : quand n = 1 et quand (ui)1≤i≤m forme une base
orthonormée.
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Quand n = 1 ui = 1,
∑m
i=1 ci = 1 ceci est simplement l’inégalité multi-Hölder. L’expression de la
dérivée de ψ se simplifie sur la forme suivante :
ψ′(s) =
∫
R
m∏
i=1
(Qs fi(x))
ci
∑
k<l
ckcl
 m∑
j=1
c j∇ logQs f j(x)
2
∇ logQs fk(x)−∇ logQs fl(x)
2
dγ,
et il y a donc égalité si et seulement si ∇ log f1(x) = · · ·=∇ log fm(x) et donc si et seulement si
f1∫
R f1
= · · ·= fm∫
R fm
.
Quand (ui)1≤i≤m est une base orthonormée, ci = 1 et alors ∀s > 0, ψ′(s) = 0. L’égalité obtenue
n’est en fait qu’un cas particulier du théorème de Fubini.
Dans le cas n ≥ 2, si chaque ui est différent (dans Sn−1/{−1,1}) et lorsque pour toute famille
J avec |J | = m− 1 on a vect{(u j) j∈J} = Rn, il y égalité si et seulement si pour tout k ∈ {1, . . . , m},
fk = αke−a(t−v·uk)
2
. Cela a été prouvé par Barthe dans [Bar1] par une approche utilisant le transport
de masse. En utilisant une preuve par semi-groupe, cette conclusion a été retrouvée par Valdimarsson
[Val], mais on faisant l’hypothèse plus forte que les fonctions sont dans la classe de Schwarz. Notons
que les conditions géométriques semblent toutefois assez délicates à manipuler pour retrouver une
condition nécessaire des cas d’égalités dans l’expression de ψ′.
Nous renvoyons à l’article de Bennett, Carbery, Christ et Tao [B-C-C-T] pour de plus amples
discussions à ce sujet. Il est à noter cependant que l’approche par transport de masse due à Barthe
permet de déterminer les fonctions extrémales de manière plus directe.
2.4 Variétés riemanniennes à densités.
La preuve initiale de Mossel et Neeman (pour J une fonction de deux variables ρ-convexe)
peut également s’étendre sur une variété riemannienne à poids (M , L, dµ) satisfaisant la condition
C D(κ, n). On rappelle que L =∆−∇ψ ·∇ et dµ= e−ψdvol pourψ une fonction de classe C2. Alors,
on rappelle que par intégrations par parties :∫
M
f (−Lg)dµ=
∫
M
∇ f · ∇gdµ.
Soit pt le noyau de Pt , i.e. Pt f (x) =
∫
M f (y)pt(x , d y). Le même schéma de preuve dû à Mossel et
Neeman implique le lemme suivant :
Lemme 2.4.1. ∫
M
∫
M
Jρ( f (x), g(y))pt(x , d y)dµ(x)≤ Jρ
∫
M
f dµ,
∫
M
gdµ

dès que  ∂11Jρ e−κt∂12Jρ
e−κt∂12Jρ ∂22Jρ
≤ 0.
Démonstration.
d
ds
∫
M×M
Jρ(Ps f (x), Ps g(y))pt(x , d y)dµ(x)
=
∫
M×M
∂1Jρ(Ps f (x), Ps g(y))LPs f (x)pt(x , d y)dµ(x) (a)
+
∫
M×M
∂2Jρ(Ps f (x), Ps g(y))LPs g(y)pt(x , d y)dµ(x), (b)
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en utilisant
d
ds
Ps = LPs. Par intégration par parties,
(a) = −
∫
M×M
∂11Jρ(Ps f (x), Ps g(y))|∇Ps f (x)|2pt(x , d y)dµ(x)
−
∫
M×M
∂1Jρ(Ps f (x), Ps g(y))∇Ps f (x) · ∇x pt(x , d y)dµ(x).
De plus ∇Pt f = ∇x(
∫
M f (y)pt(x , d y)) =
∫
M f (y)∇x pt(x , d y) et |∇Pt f | ≤ e−κt Pt(|∇ f |) implique
que ∫
M
f (y)∇x pt(x , d y)
≤ e−κt ∫
M
|∇ f |(y)pt(x , d y).
Ainsi,
−
∫
M×M
∂1Jρ(Ps f (x), Ps g(y))∇Ps f (x) · ∇x pt(x , d y)dµ(x)
≥
− e−κt
∫
M×M
∂12Jρ(Ps f (x), Ps g(y))|∇Ps f (x)||∇Ps g(y)|pt(x , d y)dµ(x),
et donc
(a) ≥ −
∫
M×M
∂11Jρ(Ps f (x), Ps g(y))|∇Ps f (x)|2pt(x , d y)dµ(x)
− e−κt
∫
M×M
|∂12Jρ(Ps f (x), Ps g(y))∇Ps f (x)||∇Ps g(y)|pt(x , d y)dµ(x).
Cela implique, en posant ψ(s) =
∫
M×M Jρ(Ps f (x), Ps g(y))pt(x , d y)dµ(x) que
ψ′(s)≥
∫
M×M
 |∇Ps f (x)|
|∇Ps g(y)|

T  ∂11Jρ e−κt∂12Jρ
e−κt∂12Jρ ∂22Jρ

 |∇Ps f (x)|
|∇Ps g(y)|
 pt(x , d y)dµ(x),
et ainsi le lemme suit car par ergodicité :
Jρ
∫
M
f dµ,
∫
M
gdµ

−
∫
M×M
Jρ( f (x), g(y))pt(x , d y)dµ(x) =
∫ ∞
0
ψ′(s)ds.
Concernant la stabilité au bruit, la conclusion de ce lemme se lit :
Proposition 2.4.2. Soit M une variété riemannienne lisse satisfaisant la condition C D(κ,∞). Alors,
pour tous sous ensembles A, B ⊂ M ×M,∫
M
1APt1Bdµ≤
∫
Rn
1HQκt1K dγ,
où H et K sont des demi-espaces tels que µ(A) = γ(K) and µ(B) = γ(H), où l’on rappelle que (Q t)t≥0
désigne le semi-groupe d’Ornstein Uhlenbeck.
Lorsque t → 0, on retrouve ainsi le théorème de comparaison isopérimétrique de Bakry–Ledoux.
Les calculs menés dans cette preuve par semi-groupe sont toutefois nettement moins lourds que pour
l’inégalité de Bobkov. Cette preuve semble ainsi être la plus simple connue à ce jour de ce théorème.
En ce qui concerne l’hypercontractivité, nous avons le corollaire suivant :
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Proposition 2.4.3. Soit M une variété Riemannienne à densité satisfaisant la condition C D(κ,∞).
Alors, si q = 1+ (p− 1)eκt , ‖Pt f ‖q ≤ ‖ f ‖p.
Le semi-groupe correspondant est ainsi hypercontractif avec constante κ. Cette dernière propo-
sition retrouve, par l’argument de Gross, le résultat donnée par l’inégalité de Sobolev logarithmique
dans ce cadre.
2.5 Remarques sur la Stabilité/Rigidité
2.5.1 Cas d’égalités
Sur l’espace gaussien, nous avons vu que ces preuves par semi-groupes permettent de déduire
les cas d’égalités. Sur une variété Riemannienne satisfaisant la condition de courbure, en plus de la
condition d’appartenir au noyau de Γ ∇2J , il doit y avoir égalité dans la condition de commutation.
En dérivant cette égalité, il en vient, par les calculs vus en introduction, la condition que Γ2−κΓ = 0.
Dans (Rn, dµ= e−V (x)d x), rappelons que Γ2( f ) =∇2V (∇ f ,∇ f )+‖Hess f ‖2HS . L’égalité implique
que f est affine dans la direction d’un vecteur propre de la hessienne de V associée à la valeur
propre κ. Soit a ∈ Sn un tel vecteur propre. Choisissons une base orthonormale de Rn de la forme
B = (a, e2, . . . , en). Alors V (x)−κ (x ·a)22 a sa hessienne dans la baseB de la forme
 0 0
0 H

. Ainsi,
l’espace contient une droite gaussienne : l’espace gaussien est le seul admettant cas d’égalités non
triviaux. La proposition suivante suit :
Proposition 2.5.1. Soit (Rn,µ) satisfaisant C D(κ,∞). S’il existe des ensembles A, B ⊂ Rn ×Rn,∫
M
1APt1Bdµ=
∫
Rn
1HQκt1K dγ,
alors (Rn,µ) = (R,γκ)× (Rn−1,µ1) où (Rn−1,µ1) satisfait C D(κ,∞) et A et B sont des demi-espaces
dont l’orthogonal est la droite gaussienne.
Notons que les cas d’égalités pour l’inégalité isopérimétrique ne découlent pas de cette preuve
à cause du passage à la limite en t. On verra toutefois dans le prochain chapitre que la conclusion
est la même en ce qui concerne les cas d’égalités dans l’inégalité de Bobkov. Cela implique en fait un
phénomène de rigidité analogue à celui qui existe pour le théorème de comparaison de Lévy–Gromov.
De plus, le même phénomène de rigidité implique que les seules fonctions non constantes extré-
males sont exponentielles pour des mesures log-concaves, ce qui étend le résultat de Carlen.
Corollaire 2.5.2. Soit (Rn,µ) satisfaisant C D(κ,∞). Alors, s’il existe une fonction non constante f
telle que ‖Pt f ‖q = ‖ f ‖p, alors (Rn,µ) = (R,γκ)× (Rn−1,µ1) et f est exponentielle dans la direction
gaussienne.
Le même raisonnement peut être effectué pour l’inégalité de trou spectral et de Sobolev logarith-
mique. Dans le prochain chapitre, nous verrons que le même phénomène de rigidité a lieu pour ces
inégalités. Notons que par l’argument de Gross, les cas d’égalités dans les inégalités d’hypercontrac-
tivité et de Sobolev logarithmique sont identiques.
2.5.2 Remarques sur le déficit
Dans le même esprit que leurs travaux sur le déficit isopérimétrique gaussien, Mossel et Neeman
se servent à nouveau de cette preuve par semi-groupe pour obtenir des bornes indépendantes de la
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dimension du déficit dans l’inégalité de Borell [M-N2]. Le schéma de preuve est identique au cas
gaussien.
L’inégalité d’Hölder inverse pour r,∈ (0,1), β > 0 tels que 1/r − 1/β = 1 appliquée par rapport
à la mesure qt(x , y)dγ(x)dγ(y) implique l’inégalité
ψ′(s)≥
∫
R2n
qt(vs(x), ws(y)))I (Qs f (x))I (Qs g(y))−βqt(x , y)dγ(x) dγ(y)−1/β ×∫
R2n
∇vs(x)−∇ws(y)2rqt(x , y)dγ(x) dγ(y)1/r .
Le premier terme est minoré par des inégalités de concentrations. Le deuxième fait appel à une
inégalité de Poincaré modifiée qui fait intervenir les projections orthogonales de ∇vs et ∇ws (dans
L2(γ)) sur le sous-espace des fonctions affines. Le résultat obtenu par les auteurs est le suivant :
Proposition 2.5.3. Soit δ = JBη (E f ,Eg)−EηJBη ( f , g). Alors il existe a ∈ Rn, b1, b2 ∈ R tels que
E| f (X )−Φ(〈a, X 〉+ b1)|2 ≤ C(ρ, Varγ( f ))δc(η)
et
E|g(X )−Φ(〈a, X 〉+ b2)|2 ≤ C(ρ, Varγ(g))δc(η).
Notons que c(η) de l’ordre de 1/4 pour η proche de 0 mais tendant vers 0 quand η tends vers
1. Ce résultat permet tout de même d’obtenir à la limite des bornes indépendantes de la dimension
dans le déficit isopériétrique gaussienne. Nous renvoyons à [M-N2] pour des commentaires détaillés
sur ce dernier point. Notons que par des arguments de calculs stochastiques, Eldan [Eld] démontre
des bornes (quasi optimales) en δ1/2 log( 1δ ) pour le déficit exprimé sur les ensembles. Son approche
ne permet semble-t-il toutefois pas d’obtenir des bornes similaires sur une version fonctionnelle, ni
même sur la version avec deux ensembles distincts.
On pourrait, à l’instar de cette preuve de Mossel et Neeman, s’intéresser à la stabilité de l’inégalité
d’hypercontractivité avec ce même schéma de preuve. Un obstacle concernant l’hypercontractivité
est le fait suivant : on peut démontrer l’existence d’un t petit tel que logQ t f est proche (en norme
L2 d’une fonction linéaire). Il est toutefois plus délicat de remonter à log f . Les contrôles sur l’écart
entre f et Q t f (en norme L
1 ou L2) ne permettent pas d’en déduire un contrôle entre log f et logQ t f
(la fonction exponentielle n’étant pas lipschitzienne...). Pour la mesure gaussienne, en faisant une
hypothèse supplémentaire que t 7→ ‖ logQ t f ‖2 est lipschitzienne, ce qui revient à une condition par-
ticulière et peu commune sur l’information de Fischer, on pourrait en déduire des bornes analogues
à celles de Mossel et Neeman (i.e. polynomiales en δ).
2.6 Remarques sur les sphères euclidiennes
Sur une variété Riemannienne (M , g) satisfaisant la condition C D(n−1, n), l’argument de Mossel
et Neeman présenté plus haut implique l’inégalité pour les fonctions JH
e−(n−1)t et J
B
e−(n−1)t . Cela ne permet
toutefois pas d’atteindre la constante d’hypercontractivité optimale qui vaut dans ce cas n comme rap-
pelé en introduction. L’inégalité sur la fonctionnelle de Borell implique à la limite I(M ,g) ≥pn− 1Iγ.
Nous avons déjà vu que cette conclusion suit par l’inégalité de Bobkov suivante prouvée par l’argu-
ment de Bakry et Ledoux :
Iγ
∫
M
f dµ

≤
∫
M
√√Iγ( f )2 + 1n− 1 |∇ f |2dµ.
Sur les sphères euclidiennes, par l’argument de Barthe et Maurey, l’inégalité de Bobkov optimale
avec constante cn (c’est-à-dire Iγ
 ∫
Sn f dσ
 ≤ ∫Sn rIγ( f )2 + 1c2n |∇ f |2dσ) est telle que cn est la
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meilleure constante dans l’inégalité ISn ≥ cnIγ. Par des arguments standards (cf e.g. [B-M]),
cn = inf
a∈(0,1)
I(Sn,g,µ)(a)
Iγ(a) =
I(Sn,g,µ)(1/2)
Iγ(1/2) =
p
2pi
voln−1(Sn−1)
voln(Sn)
=
p
2
Γ ( n+12 )
Γ ( n2 )
.
Cette quantité est (strictement) comprise entre
p
n− 1 etpn. En effet, par (stricte) log-convexité de
la fonction Γ , si n≥ 2,
n− 1
2
Γ 2

n
2

<
n− 1
2
Γ

n− 1
2

Γ

n+ 1
2

= Γ 2

n+ 1
2

,
ce qui implique cn >
p
n− 1. Ainsi q n−12 < Γ ( n+12 )Γ ( n2 ) = n−12 Γ ( n−12 )Γ ( n2 ) = n−1p2cn−1 , soit cn−1 < pn− 1. D’où∀n≥ 1, cn ∈ (pn− 1,pn).
En conséquence l’inégalité suivante∫
Sn
∫
Sn
JBe−nt (1A(x),1B(y))pt(x , y)dσn(x) dσn(y)≤ JBe−nt (σ(A),σ(B))
n’est pas vraie pour tout t > 0 et tous ensembles A et B, car par l’argument de Ledoux liant inégalité
de Borell et isopérimétrie, on aurait alors I(Sn,σn) ≥pnIγ.
La constante d’hypercontractivité de la sphère Sn valant n, cette inégalité est vraie pour JHe−nt .
Ceci met en évidence une différence entre les fonctions JB et JH . Dans le cas du cube discret nous
verrons également qu’une inégalité du même type est vérifiée pour JH mais pas pour JB.
La difficulté est que la condition de commutation ne prend pas en compte la dimension. On peut
toutefois se demander s’il est possible d’avoir un argument analogue pour l’inégalité de Borell sur la
sphère. Cette dernière inégalité prend la forme∫
Sn
1APt1Bdσn ≤
∫
Sn
1H Pt1K dσn,
pour H et K des calottes sphériques parallèles et telles que σn(A) = σn(H), σn(B) = σn(K). D’après
Baernstein et Taylor [Ba-Ta], la version fonctionnelle de ce résultat prend une forme analogue au cas
gaussien ∫
Sn
f1Pt f2dσn ≤
∫
Sn
f ∗1 Pt f ∗2 dσn,
où f ∗ désigne le réarrangé symétrique décroissant sphérique. Par le même argument de Mossel et
Neeman, on peut introduire la fonction
JSnt (σn(A),σn(B)) =
∫
H
∫
K
p(n)t (x , y)dσn(x) dσn(y),
en notant p(n)t (x , y) le noyau de la chaleur sur la sphère Sn. Le noyau de la chaleur admet la repré-
sentation explicite suivante :
p(n)t (x , y) =
∑
m≥0
e−m(m+n−1)t Znm(x · y),
où les polynômes Znm sont les polynômes de Gegenbauer. Ils sont donnés par l’expression explicite
suivante :
Znm(u) = An,m
2m
Γ (n)
bm/2c∑
j=0
(−1) jΓ (n+ m− j)
22 j j!(m− 2 j)! u
m−2 j ,
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où les coefficients An,m, n, m ≥ 0 sont tels que ‖Znm‖2 = 1. Ces polynômes satisfont entre autres
l’équation différentielle ddu Z
n
m(u) = Z
n−1
m+1(u) (cf [M-W]). L’expression de J
Sn
t prend ainsi la forme
explicite suivante :
JSnt (α,β) =
∫
{x1≤H−1n (α)}
∫
{y1≤H−1n (α)}
p(n)t (x , y)dσn(x) dσn(y),
où l’on rappelle que Hn(u) =
vol(Sn−1)
vol(Sn)
∫ u
−1(1− t2)
n−2
2 d t.
Notons que contrairement au cas gaussien qui est muni d’une structure produit, une version
fonctionnelle de l’inégalité de Borell donnée par cette fonction n’est pas équivalente à une version
ensembliste. Cependant, intuitivement, par les mêmes effets de régularisation du semi-groupe,
F : s 7→
∫
Sn
∫
Sn
JSnt (Ps1A, Ps1B)p
(n)
t (x , y)dσn(x) dσn(y)
devrait être décroissante. Toutefois, ceci est nettement plus difficile à établir. La première difficulté
est que l’expression de JSnt est plus compliquée du fait de l’expression noyau de la chaleur et du
profil isopérimétrique sphérique. La deuxième est que le raisonnement plus haut fait intervenir une
inégalité. Pour conserver l’égalité, il est nécéssaire d’utiliser une commutation exacte qui se traduit
par l’égalité suivante, valable pour tout n :∇P(n)t = e−nt∇P(n+2)t (cf [Ben1]). Ceci fait intervenir dans
la dérivée de F la forme quadratique associée à la matrice suivante suivante : ∂11JSnt p(n)t e−nt∂12JSnt p(n+2)t
e−nt∂12JSnt p(n+2)t ∂22J
Sn
t p
(n)
t

et il est nettement plus difficile, même pour les premières valeurs de n, de vérifier qu’elle est négative
- si tant est qu’elle le soit.
Une autre remarque est que l’existence de cas d’égalités implique que JSnt n’est pas e
−(n−1)t -
concave. Comme Sn satisfait la condition C D(n− 1, n), il n’y a aucune fonction réalisant l’égalité
|∇Pt f |= e−(n−1)t Pt |∇ f |.
Comme nous le verrons dans le prochain chapitre, une telle fonction est nécessairement vecteur
propre du laplacien sphérique ∆ associée à la valeur propre n−1, ce qui n’existe pas. L’existence de
telles fonctions est donc un cas spécifique aux espaces satisfaisant seulement une condition C D(n−
1,∞) et aucune condition C D(n− 1, N) pour N <∞. Ainsi, si JSnt était e−(n−1)t -concave, on aurait
alors pour tous ensembles boréliens A et B de Sn :∫
Sn
∫
Sn
JSnt (1A,1B)p
(n)
t (x , y)dσn(x) dσn(y)< J
Sn
t

σn(A),σn(B)

,
ce qui est bien entendu faux.
Utilisons maintenant l’égalité le long du semi-groupe découlant de l’identité∇P(n)t = e−nt Pt∇(n+2)
pour JBe−nt - qui rappelons le est e
−nt -concave par définition. Alors comme l’inégalité globale est fausse
en générale, ceci signifie que ∂11JBe−nt p(n)t e−nt∂12JBe−nt p(n+2)t
e−nt∂12JBe−nt p
(n+2)
t ∂22J
B
e−nt p
(n)
t

n’est pas symétrique négative en tout point. Ainsi, comme les termes diagonaux sont négatifs et
comme on rappelle que
∂11J
B
e−nt∂22J
B
e−nt = (e
−nt∂12JBe−nt )2,
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cela signifie que le déterminant de la matrice n’est pas (toujours) positif ou nul. Celui-ci vaut
∂11J
B
e−nt∂22J
B
e−nt ((p
(n)
t )
2 − (p(n+2)t )2)
par la relation ∂11J
B
e−nt∂22J
B
e−nt = e
−2nt(∂12JBe−nt )2. Comme ce terme est positif en tout point, cela
signifie que l’on a pas toujours p(n)t (x , y)≥ p(n+2)t (x , y).
En ce qui concerne la fonction d’hypercontractivité exacte JHe−nt par dualité l’inégalité suivante
JHe−nt
∫
Sn
f dσn,
∫
Sn
gdσn

≥
∫∫
Sn×Sn
JHe−nt ( f (x), g(y))p
(n)
t (x , y)dσn(x)dσn(y),
est vraie pour toutes fonctions positives et intégrables f et g. En revanche, si l’on interpole le long
du semi-groupe de la chaleur en introduisant la fonction
ψ : s 7→
∫∫
Sn×Sn
JHe−nt (Ps f (x), Ps g(y))p
(n)
t (x , y)dσn(x)dσn(y),
ψ n’est pas forcément croissante. En effet la forme quadratique associée à ψ′ est ∂11JHe−nt p(n)t e−nt∂12JHe−nt p(n+2)t
e−nt∂12JHe−nt p
(n+2)
t ∂22J
H
e−nt p
(n)
t
 ,
qui n’est pas (toujours) négative, comme son déterminant est du signe de p(n)t −p(n+2)t . Cette méthode
d’interpolation par semi-groupe ne permet donc pas d’atteindre la constante exacte n dans le cas des
sphères euclidiennes Sn.
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Chapitre 3
Rigidity phenomenons for an infinite
dimensional diffusion operator and
stability for the spherical isoperimetry
3.1 Introduction
In this chapter, we study rigidity phenomenons for spaces endowed with an infinite dimension
diffusion operators. The natural setting consists of abstract Markov triples (E,µ, Γ ), which belongs
to the Bakry–Emery framework [B-E]. This setting encircles the examples of weighted Riemannian
manifolds with generalized Ricci curvature bounded from below and without any condition on the
dimension, justifying the term “infinite dimension”. In such framework, sharp geometric and func-
tional inequalities has been established using the principle of monotonicity along the heat flow. In
the case of Riemannian manifolds of finite dimension n, some rigidity occurs for inequality such as
spectral gap, Myers’ maximal diameter theorem or Lévy–Gromov isoperimetric comparison theorem.
Very recent works ([C-M1], [C-M2]) provided analogous statements of these important results in
the more general framework of metric measure spaces, with moreover analogous rigidity pheno-
menons. The infinite dimensional case presents in various aspects less rigidity. For example there
is no longer boundedness on the diameter of manifolds (as immediately checked by considering
the Gaussian space). The aim of this chapter is to study some rigidity phenomenons in this setting
using semigroup tools. In particular, we deal with Bakry–Ledoux comparison theorem, the analogous
statement of the Lévy–Gromov comparison theorem in infinite dimension setting. Using semigroup
tools, Mossel and Neeman have derive robust dimension free bounds over the Gaussian isoperimetric
deficit. We somewhat extend theirs arguments to obtain some isoperimetric deficit results over the
Euclidean spheres.
A main geometric problem is isoperimetry, that is the problem of minimizing boundary given a
fixed volume. Isoperimetrical problems has a long history, and make sense in very general metric
measure spaces (E, d,µ). Indeed, one only need a measure to define the “volume” and a distance to
define the “boundary”. In this context, denote the outer Minkowski content by
µ+(A) = lim inf
r→0
µ(Ar)−µ(A)
r
,
with Ar = {y ∈ E, d(x , A) ≤ r}, where d(x , A) = inf{d(x , y), y ∈ A}. Define then the isoperimetric
profile of the set (E, d,µ) by
I(E,d,µ)(v) = inf{µ+(A), A⊂ E,µ(A) = v}.
The isoperimetric problem is two-fold : one aims to find the function I(E,d,µ) as well as describing the
optimal sets. In general such a problem is very difficult to solve. Even the existence of optimal sets,
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called isoperimetric sets, is far from being guaranteed. Throughout this note, we will consider the
isoperimetric problem over a Riemannian manifold M with some probability measure µ of the form
e−ψdvol, where vol designs the canonical Riemannan volume. We will consider the usual distance
induced by the metric g. As a consequence, I(M ,d,µ) is defined on [0,1] and symmetric with respect
to 1/2.
The Euclidean spheres are among the few examples in which the isoperimetric problem is com-
pletely solved. This goes back to the early XXth century by Lévy and Schmidt. The extremal sets are,
perhaps unsurprisingly, the spherical caps. Later on, Gromov have extended the proof to more gene-
ral Riemannian manifold with Ricci curvature bounded form below. The Lévy–Gromov comparison
theorem can be then stated as follows.
Theorem 3.1.1. Let (M , g) be a compact Riemannian manifold of dimension n≥ 2 with Ricci curvature
bounded from below by κ > 0 (in the sense that Ric(M ,g) ≥ κg). Let dµ = dvolvol(M) be its normalized
measure. Then its isoperimetric profile satisfies Iµ ≥ Iσκ,n where σκ,n is the normalized measure over
the n dimensional sphere whose Ricci curvature is equal to κ, that is with radius
q
n−1
κ .
The above statement links curvature and dimension. Curvature and dimension are also linked by
Lichnerowicz’ minoration of the first eigenvalue of the Laplace–Beltrami operator λ1. In the above
setting, Lichnerowicz theorem expresses that λ1 ≥ nκn−1 . Actually, this constant arises in classical
functional inequalities that will be recalled below. First of all, Lichnerowicz’ minoration is equivalent
to the following spectral gap inequality (by classical integration by parts).
For all f ∈ H2(M),
Varµ( f ) =
∫
M
f 2dµ−
∫
M
f dµ
2
≤ n− 1
nκ
∫
M
|∇ f |2dµ,
where we have denoted H2(M) = { f : M → R, ∫M f 2dµ+ ∫M |∇ f |2dµ < +∞}.
A further important functional inequality is given by the following Sobolev logarithmic inequality.
For all f ∈ L2 log L2(M),
Entµ( f
2) =
∫
M
f 2 log f 2dµ−
∫
M
f 2dµ

log
∫
M
f 2dµ

≤ 2 n− 1
nκ
∫
M
|∇ f |2dµ.
The optimal constant n−1nκ in this inequality is somewhat challenging to reach. In the case of the
spheres Sn, n≥ 2, it has been established by Mueller and Weissler [M-W].
For the further purposes it is of interest to note that some rigidity occurs. The Topogonov–Cheng
theorem asserts that maximal diameter is achieved only for the spheres, up to isometric transfor-
mations. This rigidity statement also holds for Lévy–Gromov theorem. Indeed, this follows from the
Topogonov–Cheng’s theorem (a proof appears in [Bay]).
For the spectral gap inequality, a rigidity statement for the spectral gap inequality has been es-
tablished by Obata. That is, a n dimensional Riemmanian manifold with Ricci curvature bounded
from below by κ whose spectral gap constant is equal to nκn−1 is isometric to the Euclidean Sphere
Snκ. As a consequence of an inequality due to Rothaus [Rot], the same rigidity holds for the Sobolev
logarithmic inequality (see also [B-G-L1]).
It is an observation actually going back to Poincaré that the Gaussian space can be seen as limit
of n dimensional Euclidean spheres of radius
p
n− 1 when n goes to infinity. This observation and
the Lévy–Gromov’s theorem is at the root of the Gaussian isoperimetry, proved in the mid 70’s inde-
pendently by Ehrhard and Sudakov–Tsirelson. The isoperimetric sets are the half spaces. That is, if
A⊂ Rn and H is an half space such that γ(A) = γ(H) then
γ+n (A)≥ γ+n (H) = ϕ(Φ−1(γn(A))).
It is an immediate consequence that the isoperimetric profile Iγ of the Gaussian space is the function
ϕ ◦ Φ−1. The main property of this theorem is that it is dimension free. Few years later, a proof of
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Bobkov of a functional version led to an extension of Lévy–Gromov comparison theorem by Bakry
and Ledoux, in a fairly abstract setting that rely on a curvature dimension condition and that will be
described in Section 2.
Theorem 3.1.2. Let (M ,µ, Γ ) be a Markov triple satisfying the curvature dimension condition C D(κ,∞).
Then the isoperimetric profile satisfies Iµ ≥pκIγ = Iγκ where γκ is the Gaussian measure on Rn with
covariance matrix κ−1Id.
In addition of the proof of Bakry–Ledoux, two others proofs of this theorem are known. One by
Bobkov for log-concave measures using localization techniques and one by Franck Morgan ([Mor])
for manifold with densities using more geometric arguments. In the setting of manifolds with densi-
ties, we note that a rigidity statement follows from the proof of Franck Morgan. Notice also that the
Bakry–Ledoux setting is the more general, as it allows for more general structure than Riemmanian
manifolds. Besides, this semigroup proof is well-suited to investigate case of near equality. This idea
has been put in shape by Mossel and Neeman [M-N1], who where the firsts to derive dimension free
bounds for the Gaussian isoperimetry.
In the infinite dimension setting (i.e. spaces satisfying a C D(κ,∞) condition), there is no hope
for a complete analogous statement of Obata’s theorem. That is, the Gaussian space is not the only
one achieving the optimal spectral gap constant. However, under stronger assumptions, we show
that rigidity occurs for weighted manifolds. More precisely, we get an extension of Carlen’s results
about characterisation equality cases in Sobolev logarithmic inequality. This characterisation works
as well for the spectral gap inequality. That is why we can see the following statement as an infinite
dimension analogous of Obata’s theorem.
Theorem 3.1.3. Let (M , g, e−ψdvol) with Ricg +Hessψ ≥ κ. If there exist a non constant function f
achieving equality in the spectral gap, inequality, then
(M , g, e−ψdvol) = (R, | · |,γκ)× (M ′, g ′, e−ψ′dvol),
and f is a linear function in the Gaussian direction. If there exists a non constant function achieving
equality in the Sobolev logarithmic equation, then the same splitting holds and f is an exponential
function in the Gaussian direction.
For the isoperimetric comparison theorem, we re-derive the rigidity result of Franck Morgan using
Bakry–Ledoux’s semigroup proof. That is
Theorem 3.1.4. Let (M , d,µ) a weighted Riemmannian manifold of C D(κ,∞) class. If there exists a
v ∈ (0,1) such that I(M ,µ)(v) = I(R,γκ)(v) then (M , g,µ) = (R, | · |,γκ) × (M ′, g ′,µ′). Moreover the
isoperimetric minimizers are of the form (−∞,Φ−1κ (v))×M ′.
In addition, working through the semi group proof of Bakry–Ledoux, we extend the results of
Mossel and Neeman, under the addition restriction of a technical hypothesis. The class of spaces
consists of Rn endowed with a log-concave measures and high dimensional spheres of appropriate
radius so that it is of curvature one.
This chapter is organized as follow. In the next section we make some comments about the infinite
dimensional setting. Then we recall the functional and geometric inequalities. In section 3.4 we state
as a consequence of a lemma by Stein the theorem 3.1.3. In section 3.5 we show how to deduce a
rigidity statement for the isoperimetric problem and Theorem 3.1.4. Then section 3.6 is devoted to
the extension of Mossel and Neeman’s arguments.
Throughout this chapter, the letters c, C will design positive numerical constants that can change
from a line to another.
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3.2 The infinite dimension setting
As quickly announced in the introduction, the infinite dimensional setting corresponding to the
C D(κ,∞) condition differs concerning rigidity. In this setting, the model space is the Gaussian space
(Rn,γκ), which shares the same functional and geometric inequalities for all n ≥ 0. An analogous
of Obata’s theorem would be the following statement : if a weighted manifold (M ,µ, Γ ) have the
optimal constant κ for the Spectral Gap inequality, then the manifold splits as (M ,µ, Γ ) = (R, L,γκ)×
(M ′, Γ ′,µ′). However this is not hard to exhibit counterexample of this statement. For example the
probability space (R,µ) with µ(d x) = 1Z e−x
2/2+
p
1+x2 d x satisfies C D(1,∞) and have both spectral
gap and Sobolev Logarithmic constant equal to 1. Therefore this is not a specific property of the
Gaussian space, although our example is a perturbation of this space. One may wonder if the exact
spectral gap constant 1 is attained only for perturbations of the Gaussian measure of this form.
To reach rigidity with a splitting theorem involving Gaussian space, we need therefore to make
stronger assumptions. This happens if we impose that there is non constant extremal functions for
this inequalities. Furthermore, we can establish characterisation of these extremal functions. We note
that this conclusion overlaps with the work of Bentaleb [Ben2]. Although the author uses very similar
tools as ours, we will still give the complete proofs in the next sections for the reader’s convenience.
In contrast of functional inequality, the isoperimetric problem in the setting of C D(κ,∞) models
is more rigid. Indeed, for manifolds with densities, a rigidity theorem for the Bakry–Ledoux’s compa-
rison theorem has been established by Franck Morgan. This rigidity is similar to one that occurs for
the Lévy–Gromov theorem. The proof relies on deep results from geometric measure theory which
ensure that in such setting there is always a regular set that minimizes the isoperimetric problem.
Note that for the real line, Bobkov [Bob1] has proved that minimizers exist and are half-lines in
the weaker class of log-concave measures (not strictly and without regularity assumptions on the
potential). We will make the more general observation that if there is a non trivial minimizer in an
abstract Markov triple, then some kind of rigidity occurs. In particular, we recover Morgan’s theo-
rem for isoperimetric problem with characterisation of the optimal sets in the setting of a weighted
Riemmanian manifold.
The starting point is a functional form of the Gaussian isoperimetry. In a remarkable work [Bob2],
Bobkov showed that the Gaussian isoperimetry is equivalent to the following functional inequality
Iγ
∫
Rn
f dγn

≤
∫
Rn
ÇI 2γ ( f ) + |∇ f |2dγ, (3.1)
for each function f : Rn → [0,1] locally Lipschitz. Using this inequality to a sequence of Lipschitz
functions ( f")"≥0 approaching 1A as " goes to 0 implies back Iγ(γ(A)) ≤ γ+(A). Bobkov’s original
proof is build in three steps. Firstly, one proves the inequality on the two point space {0,1}, the using
tensorization property of the inequality one establishes it on the discrete cubes {0,1}n, n≥ 1 before
proving it on the Gaussian space by means of a central limit argument.
Noticing that by ergodicity,
∫
Rn f dγn = limt→∞Q t f , and that f = Q0 f , Bakry and Ledoux’s idea
[B-L1] is to consider the function
ψ : s ∈ [0,∞) 7→
∫
Rn
ÇI 2γ (Qs f ) + |∇Qs f |2dγ
and showing that it is non increasing, recovering therefore Bobkov inequality.
A main advantage of this proof and its tools is that it can be easily adapted on a Markov triple
(E,µ, Γ ) with the condition C D(κ,∞) described in the previous section. The result is the following
Iγ
∫
E
f dµ

≤
∫
E
√√I 2γ ( f ) + 1κ2 Γ f dµ (3.2)
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for each function f , E → [0,1] locally Lipschitz. By the way, it yields the comparison theorem an-
nounced in the introduction.
As we will see below, the isoperimetric problem admits a minimizer for every manifold with
density. Towards rigidity, whenever I(M ,g,µ) = Iγκ , this will imply that there is always a constant
extremal function for the Bobkov’s inequality. This is not the case for the functional inequalities such
as Sobolev logarithmic or spectral gap inequality.
3.3 Geometric and functional inequalities
In this section, we recall how to reach sharp geometric and functional inequalities in the abstract
framework of Section 2. The starting point is that the curvature dimension criterion of Bakry–Emery
implies a commutation between Γ and the semigroup (Pt)t≥0 in the following sense.
Lemma 3.3.1. Under C D(κ,∞) we have for all t ≥ 0,
Γ (Pt f )≤ e−2κt PtΓ ( f ). (3.3)
It is relevant to point out that in the case of the heat semigroup (Pt)t≥0 on the Euclidean spaces
and the Ornstein–Uhlenbeck semigroup (Q t)t≥0 on the Gaussian space we have an exact commuta-
tion, which follows immediately from the explicit formulas of such semigroups. That is, for smooth
functions f of the respective Dirichlet domains, ∇Pt f = Pt∇ f and ∇Q t f = e−tQ t∇ f .
3.3.1 Functional inequalities
Using the above lemma, we reach the following propositions.
Proposition 3.3.2. Let (E,µ, Γ ) be a probability space satisfying C D(κ,∞). Then, under C D(κ,∞),
C(κ, t)Γ (Pt f )≤ Pt( f 2)− (Pt f )2 ≤ D(κ, t)Pt(Γ ( f )),
where C(κ, t) =
∫ t
0 e
2κsds and D(κ, t) =
∫ t
0 e
−2κudu. In particular, if κ > 0, (E,µ, Γ ) satisfies SG(κ).
Proposition 3.3.3. Let (E,µ, Γ ) be a probability space satisfying C D(κ,∞). Then, under C D(κ,∞),
C(κ, t)
Γ (Pt f )
Pt f
≤ Pt( f log f )− Pt f log Pt f ≤ D(κ, t)Pt

Γ ( f )
f

,
where again C(κ, t) =
∫ t
0 e
2κsds and D(κ, t) =
∫ t
0 e
−2κsds. In particular, if κ > 0, (E,µ, Γ ) satisfies
LS(κ).
Let us discuss the reverse form of this inequalities. The reverse Poincaré inequality implies that
each bounded (by one) function is 1/
p
C(κ, t)-Lipschitz in the sense that Γ (Pt f )≤ 1/C(κ, t). Indeed
it implies the following lemma (see [Le1])
Lemma 3.3.4. Let (E,µ) satisfying C D(0,∞). Then
∀ f ∈ L1(E), ‖ f − Pt f ‖1 ≤pt‖
Æ
Γ ( f )‖1. (3.4)
Turning to the reverse Sobolev Logarithmic inequality, it implies that whenever 0≤ f ≤ 1,
C(κ, t)Γ (log Pt f )≤ − log(Pt f )
so that φ = (− log Pt f )1/2 is 1p2C(κ,t) -Lipschitz in the sense that Γ (φ)≤ 12C(κ,t) .
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3.3.2 Bakry–Ledoux comparison theorem
As discussed in Section 3.2, given a Markov triple (E,µ, Γ ) with the condition C D(1,∞), Bakry
and Ledoux gave a semigroup proof of Bobkov’s inequality. While some of the computations ari-
sing are somewhat tedious, the following proposition is a consequence of [B-L1], which implies the
Bobkov inequality.
Proposition 3.3.5. Let
ψ : s ∈ [0,∞) 7→
∫
E
ÇI 2γ (Ps f ) + Γ Ps f dµ,
then
−ψ′(s)≥
∫
E
Iγ(Ps f )(Γ2 − Γ )(Φ−1 ◦ Ps f )
(1+ Γ (Φ−1 ◦ Ps f ))3/2 dµ.
Of course, since the the derivative is non positive, ψ is decreasing along the semigroup which
implies the Bobkov’s inequality, and so the isoperimetric conclusion.
3.4 Stein’s lemma/Second order Poincaré inequality.
The aim of this section is to put forward a rigidity phenomenon that occurs when there exists
a non constant function achieving equality in the above geometric and functional inequalities. A
common factor that appears in the proofs is the non negative quantity Γ2 − κΓ . In order to have
equality, is is necessary that this quantity is equal to 0.
In addition, we derive a second order Poincaré type inequality for the spheres and a subclasses
of log-concave measures.
3.4.1 Stein’s lemma
Without loss of generality, we can assume that in any of the above inequalities,
∫
E f dµ = 0.
Let us take a (smooth) function achieving inequality in spectral gap inequality, Sobolev logarithmic
or Bobkov inequality. Then, there is equality in the commutation (3.3), which implies the equality
Γ2 = Γ . More precisely, Γ2( f ) = Γ ( f ) for the spectral gap inequality, Γ2(log f ) = Γ (log f ) for the
Sobolev Logarithmic inequality and Γ2(Φ−1 ◦ f ) = Γ (Φ−1 ◦ f ) for the Bobkov’s inequality. Besides, we
have the following Stein’s lemma.
Lemma 3.4.1. Assume that (Ω, Γ ,µ) satisfies C D(κ,∞) and that there exists f non constant such that
Γ2( f ) = κΓ ( f ). Then L f = −κ f . In particular the law of f is Gaussian.
Proof. Without loss of generality, we can make the assumption that
∫
Ω
f dµ = 0. Then by Schwarz
inequality and by the spectral gap inequality,
κ
∫
Ω
Γ f dµ= κ
∫
Ω
f (−L f )dµ≤ κ
∫
Ω
f 2dµ
∫
Ω
(L f )2dµ
1/2
≤

κ
∫
Ω
Γ ( f )dµ
∫
Ω
(L f )2dµ
1/2
,
so that
κ
∫
Ω
Γ f dµ≤
∫
Ω
(L f )2dµ=
∫
Ω
Γ2( f )dµ.
Since by hypothesis Γ2( f ) = κΓ ( f ), there is equality everywhere. Then, there exists a negative real
number k such that L f = k f and necessary k = −κ.
For the next statement we confer to [Le5].
48
CHAPITRE 3. RIGIDITY PHENOMENONS FOR AN INFINITE DIMENSIONAL DIFFUSION
OPERATOR AND STABILITY FOR THE SPHERICAL ISOPERIMETRY
Let (E,µ, Γ ) be a C D(κ, n) space, with n <∞. It is important to point out that since the first
eigenvalue of L is given by nκn−1 there is no function achieving Γ2( f ) = κΓ ( f ). In fact this property is
true only for “real” C D(κ,∞) spaces, that is not satisfying C D(κ, n) for any finite n.
When (M , g, e−ψdvol) is a weighted Riemannian manifold, as a consequence of the Bochner’s
formula,
Γ2( f ) = Γ ( f ) =⇒ Ricg(∇ f ,∇ f ) + (∇2ψ− κId)(∇ f ,∇ f ) + ‖∇2 f ‖2HS = 0,
and the conclusion of Stein’s lemma reads
∆g f −∇ψ · ∇ f = −κ f .
When the manifold is Rn, it easily implies that there is a Gaussian marginal and f is an eigenvector
of L is the Gaussian direction.
More generally, the first equality implies that∇2 f = 0. Taking the trace yields ∆g f = 0. Besides,∇ f is constant, say a, and f is of the form f (x) = a · x . This implies ∇ψ(x) · a = a · x . This equation
implies (∇2ψ − κId)(∇ f ,∇ f ) = 0. Therefore, in the direction a of the tangent space, the Ricci
curvature is equal to 0. We believe that this fact implies that the manifold is a Cartesian product with
a one dimensional Gaussian space.
Using the needle decomposition of Klartag [Kla], the last assertion implies anyway (see [C-M1])
the following theorem.
Theorem 3.4.2. Let (M , g, e−ψdvol) as above. If there exist a non constant extremizer f in one of the
inequality of Section 3.3, then
(M , g, e−ψdvol) = (R, | · |,γκ)× (M ′, g ′, e−ψ′dvol),
and f , log f or Φ−1( f ) is an eigenfunction of the Ornstein-Uhlenbeck semigroup associated to the eigen-
value κ, that is a linear function.
In particular, the Gaussian space is the only weighted manifold for which there is non trivial ex-
tremizers. The linear functions are the only non constant functions achieving equality in the spectral
gap inequality and the exponential functions are the only non constant functions achieving equality
in Sobolev logarithmic inequality.
For the isoperimetric inequality, we are interested in finding extremals sets. Actually, the fact
that half spaces are the only isoperimetric minimizers is a consequence of the last assertion of the
proposition. This characterisation is due to Carlen and Kerce and will be recall in the next section.
The next subsection is devoted to establish a “second order Poincaré” inequality, which can be seen
as a quantitative form of the Stein’s lemma.
3.4.2 Second order Poincaré type inequality
With little additional effort, we can give a lower bound on
∫
E(Γ2 f − Γ f )dµ in term of the L2
distance of the operator L + Id. Indeed, let (E,µ, Γ ) be a C D(1,∞) space. Fix a function f on the
Dirichlet domain. Therefore, by the condition Γ2 ≥ Γ and the spectral gap inequality, we get∫
E
(L f )2dµ=
∫
E
Γ2 f dµ≥
∫
E
Γ f dµ≥
∫
E
f 2dµ.
Thus ∫
E
(Γ2 f − Γ f )dµ =
∫
E
(L f )2dµ−
∫
E
f (−L f )dµ
≥ 1
2
∫
E
(L f )2dµ− 2
∫
E
f (−L f ) +
∫
E
f 2dµ

=
1
2
‖ f + L f ‖2L2(µ).
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This inequality is of interest in view of studying robustness of geometric or functional inequalities.
As an example, let (E,µ, Γ ) be the Gaussian space. Then, the eigenvectors of the operator −L
are given by the Hermite polynomials hα associated to the eigenvalues |α| = α1 + . . . + αn. If fk =∑
α, |α|=k〈 f , hα〉hα designs the chaos of order k, k ∈ N, we have that
‖ f + L f ‖2L2(µ) =
∑
k≥2
(k− 1)2 f 2k ≥
∑
k≥2
f 2k = ‖ f −Π1 f ‖22,
with Π1 being the projection on linear functions. Since in the Gaussian space, Γ2 − Γ is simply the
Hilbert-Schmidt norm of the Hessian, this implies in particular a second order Poincaré inequality.
This inequality appears in a sharp form in [M-N1] (i.e. without the factor 2) and is used by the
authors to prove robust dimension free Gaussian isoperimetry. As the quantity Γ2 − Γ arises in the
above geometric and functional inequalities, it will be useful to generalize this inequality to others
spaces.
Recent results ([CE], [Mil2]) allow us to extend this second order Poincaré inequality for more
general log-concave measures with Hessian bounded from below and above i.e. 1 ≤ ∇2V ≤ K .
Indeed following E. Milman’s result, the spectrum (λk)k≥0 of the operator L = ∆−∇V · ∇ satisfies
λk ≥ k for all k ∈ N. As a result, (λk − 1)2 ≥ 12λk for all k ≥ 2 and so we have
‖ f + L f ‖22 =
∑
k≥2
(λk − 1)2 f 2k ≥ 12
∑
k≥2
λk f
2
k =
1
2
∫
Rn
|∇ f |2dµ− Varµ( f )

.
The right hand-side is simply the spectral gap deficit, say δSG . As a consequence of a more general
result concerning variance Brascamp–Lieb inequality of Cordero-Erausquin [CE], there exists C =
C(K)> 0 v0 ∈ Rn and t0 ∈ R such that δSG ≥ C‖ f −∇V · v0 + t0‖22 and so∫
Rn
(‖Hess f ‖2HS + (∇2V − Id)(∇ f ,∇ f ))e−V (x)d x =
∫
Rn
(Γ2 f − Γ f )dµ≥ C‖ f −∇V · v0 + t0‖22.
Here t0 = −
∫
Rn f dµ = −E f and v0 =
∫
Rn x( f (x) − E f )dµ(x). This can be seen as a generalized
second order Poincaré inequality.
Another interesting example is given by the spheres (Sn1, g1) satisfying the C D(1, n) condition
(that is of radius
p
n− 1 with this normalization) with the associated Laplace–Beltrami operator ∆.
The eigenvalues of −∆ are given by λk = k(n + k − 1)/(n− 1) and it is clear that whenever k ≥ 2,
(λk − 1)2 ≥ 1. Thus∫
Sn1
(Γ2 f − Γ f )dµ=
∫
Sn1
‖∇2 f ‖2HSdµ≥ 12‖ f +∆ f ‖
2
2 ≥ 12
∑
k≥2
f 2k .
Besides, it is well known that the corresponding eigenvectors (Zk)|k|≥1 are given by the spherical
harmonics (see e.g. [M-W]). The eigenvectors associated to λ1 are simply given by the coordinates
functions. As a consequence, similarly as in the Gaussian space, the right hand side corresponds to
‖ f −Π1 f ‖22 where Π1 f is the projection of f on linear functions. For similar results in that direction,
we refer the reader to [Mec].
3.5 An isoperimetric rigidity statement
We now turn to the isoperimetric rigidity statement. The naive approach is to take f = 1A in
Bobkov inequality as Pt1A is a smooth function whenever t > 0. Intuitively, limt→0 =
∫
M |∇Pt1A|dµ
is a good candidate for the boundary measure of A. However we have defined the isoperimetric pro-
blem relatively to the Minkownski content µ+(A) = lim inf"→0 µ(A
")−µ(A)
" . In [C-K], the isoperimetric
problem is given with respect to another definition of boundary, the weighted relative perimeter,
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that will be recalled below. Still, it is known for a while that in Gaussian space the isoperimetric pro-
blem can be taken with respect to any kind of definition of perimeters. The remark in [C-K] is that
our naive definition of boundary using the semigroup agrees with the weighted relative perimeter.
Actually, as we shall show, this fact is more general.
Let (M , g, dvol) be a Riemmanian manifold. We denote by |Du| the variation, in the sense of De
Giorgi [DG], of u ∈ L1(M) defined by
|Du|(M) = sup
§∫
M
udivϕdvol, ϕ ∈ C1c (M ,R)&‖ϕ‖∞ ≤ 1.
ª
When u is the indicator function of a set A, |Du| is called perimeter of A. It has been established
in [Car-M] that the variation of u is linked with the standard heat kernel (Pt)t≥0 = (et∆)t≥0 in the
following sense.
Proposition 3.5.1. For all u ∈ L1(M),
|Du|= lim
t→0
∫
M
|∇Ptu|dvol.
When (M , g,µ) is a weighted Riemannian manifold, one naturally extends the definition of De
Giorgi and define the weighted-perimeter as follows.
Definition 3.5.2. Let (M , g, dµ= e−ψdvol) a weighted Riemannian manifold with (Pt)t≥0 its relative
semigroup. Then we define the relative perimeter of A⊂ M by
Perψ(A) = sup
§∫
A
(divϕ −∇ψ ·ϕ)dµ, ϕ ∈ C1c (M ,R)&‖ϕ‖∞ ≤ 1
ª
.
The proof of [Car-M] can be easily adapted as below to reach the following conclusion. Actually,
in the Gaussian space, a similar proof appears in [C-K].
Proposition 3.5.3. For all A⊂ M,
Perψ(A) = limt→0
∫
M
|∇Pt1A|dµ. (3.5)
Proof. First, as shown in [Car-M], one have
Perψ(A) = sup
§∫
A
(divϕ −∇ψ ·ϕ)dµ, ϕ ∈ C1(M ,R) &‖ϕ‖∞ ≤ 1
ª
.
Then one have, for all ϕ ∈ C1(M ,R) with ‖ϕ‖∞ ≤ 1, by integration by parts,∫
A
(divϕ −∇ψ ·ϕ)dµ = lim
t→0
∫
M
Pt1A(divϕ −∇ψ ·ϕ)dµ
= lim
t→0
∫
M
〈∇Pt1A,ϕ〉dµ≤ limt→0
∫
M
|∇Pt1A| dµ.
Conversely, for all ϕ ∈ C1(M ,R) with ‖ϕ‖∞ ≤ 1, by integrations by parts, and using the fact that
(Pt)t≥0 is self adjoint,∫
M
〈∇Pt1A,ϕ〉dµ =
∫
A
Pt(divϕ −∇ψ ·ϕ)dµ
=
∫
A
(divPt(ϕ)−∇ψ · Pt(ϕ))dµ≤ Perψ(A),
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the last inequality following from the fact that ‖Ptϕ‖∞ ≤ 1. Since∫
M
|∇Pt1A| dµ= supϕ,‖ϕ‖L∞≤1
∫
M
〈∇Pt1A,ϕ〉dµ= supϕ∈C1(M ,R),‖ϕ‖L∞≤1
∫
M
〈∇Pt1A,ϕ〉dµ,
it concludes the proof.
As an immediate consequence, this definition of boundary is the limit in Bobkov semigroup func-
tional, i.e.
1p
κ
Perψ(A) = limt→0
∫
M
√√I 2γ (Pt1A) + 1κ |∇Pt1A|2dµ.
Now define the isoperimetric problem with respect to this definition of boundary, i.e. define the
following isoperimtric profile
I˜(M ,g,µ)(v) = inf{Perψ(A), A⊂ M , µ(A) = v}.
It is known that in general, for any Borel set A ⊂ M , µ+(A) ≥ Perψ(A) so that this isoperimetric
problem is a priori weaker than the one we have formulated. However, with respect to this new notion
of boundary, for any weighted manifold endowed with probability (finite) measure the infimum is a
minimum. This fact is not hard to prove, see [R-R]. Since for each v there exists an extremal set of
measure v, say A, by the above fact, t 7→ Pt1A has to be constant along Bobkov functional. This in
turns implies rigidity by the preceding section.
It is well known that when the boundary of A is “regular enough” (say with C2 smooth boundary
∂ A), its relative perimeter agrees with its Minkowski content and both are equal to
∫
∂ Aψ(x)dH n−1(x).
In [C-K], the authors define indeed the Gaussian isoperimetric problem with I˜(Rn,γn)(v). In this space,
the isoperimetric problems with respect to any kind of boundary agree. This property has been used
by Carlen and Kerce, although somewhat hidden in [C-K]. They are able to establish full characteri-
sation of isoperimetric sets, without any smoothness assumptions.
Actually the conclusion remains true in the more general setting of weighted Riemannian mani-
fold. That is, in weighted Riemannian manifold there is a minimizer such that Perψ(A) agrees with the
Minkowski content µ+(A) and moreover both are equal to
∫
∂ Aψ(x)dH n−1(x). In fact, there exists
a minimizer A whose boundary ∂ A is the union of a regular part ∂rA and a closed set of singularity
∂sA, empty is the dimension n is less or equal than 7, and of Hausdorff dimension at most n− 8 if
n ≥ 8. This follows from the works on geometric measure theory initiated by Almgren, Morgan and
others (see [Mil1], section 2.2, for a comprehensive discussion on this topic). We refer to [Mil1] for
a complete bibliography. As a result, in this setting we have that I˜(M ,g,µ) = I(M ,g,µ).
The above discussion implies the following fact. Let (M , g, e−ψdvol) a weighted Riemmannian
manifold of C D(κ,∞) class, that is Ricg +∇2ψ ≥ κ. Assume that there is equality in one point
v ∈ (0,1) in Bakry–Ledoux comparison theorem. Then there is a set A ⊂ M of measure v achieving
equality in Bobkov inequality. The previous sections imply therefore a splitting theorem. Moreover,
in the Gaussian direction, Φ−1 ◦Q t1A is a linear function. Following [C-K], this implies that A must
be an half space. In order to be self contained, let us recall their proof that also appears in [M-N1].
Lemma 3.5.4. Let A be a subset of R such that Φ−1 ◦Q t1A is a linear function. Then A is an half-space.
Proof. Let ft to be Q t1A. Then by hypothesis ft = Φ(〈at , x+bt〉). Now let H = {x ∈ Rn, 〈a, x〉+b ≥ 0}
with a ∈ Sn−1, b ∈ R such that γ(H) = γ(A). Define kt = 1p1−e−2t . Then a fairly easy calculation shows
that Q t1H = Φ(〈kt a, x+ b〉). If kt > |at |, we can find a s > 0 such that kt+s = |at | and then there is an
half space H1 such that Q t+s1H1 = Q t1A so that Qs1H1 = 1A. This is impossible since Q t f is smooth
for every t > 0. Therefore kt ≤ at and for the same smoothness assumptions necessary kt = |at |.
Then A= H since the semigroup (Q t)t≥0 is one-to-one.
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Summarizing, we have the following theorem.
Theorem 3.5.5. Let (M , g,µ) a weighted Riemmannian manifold of C D(κ,∞) class. If there exists a
v ∈ (0,1) such that I(M ,µ)(v) = I(R,γκ)(v) then (M , g,µ) = (R, | · |,γκ) × (M ′, g ′,µ′). Moreover the
isoperimetric minimizers are of the form (−∞,Φ−1κ (v))×M ′.
This theorem is not new : indeed, it has been already proved by Franck Morgan [Mor]) using
more geometrical arguments. This proof only use semigroup arguments.
3.6 Quantitative estimates in the Bakry–Ledoux comparison theorem.
The main property of the Gaussian isoperimetric profile is this it is dimension free. That is why a
robust estimate on the isoperimetric deficit should also be dimension free. The first result in Gaussian
space in that respect is the work of Mossel and Neeman, using the Bakry–Ledoux semi group proof
[M-N1] of the Bobkov inequality. Later on, Eldan, using stochastic arguments, and the Barchiesi,
Brancolini and Julin [B-B-J] have improved the bounds over the deficit up to optimality. The aim
of this section is to push Mossel and Neeman’s scheme of proof to obtain dimension free deficit
bounds in the Bobkov inequality for more general spaces satisfying the C D(1,∞) condition. On
those examples, cases of near equality have to imply that both near extremal sets are close to half
spaces and that the subsequent space is close to the Gaussian space in an appropriate sense. There is
some vagueness in this affirmation because it seems that there is no canonical way to define a good
notion of closeness with respect to the Gaussian space.
A natural classes of examples are given by log-concave measures dµ(x) = e−V (x)d x on Rn with
the condition ∇2V ≥ 1. The deficit for more general symmetric log-concave measures on the real
line appears in the work of de Castro [DC]. Dimension free estimates are left open on Rn.
An other interesting instance is given by the n dimensional Euclidean sphere of radius
p
n− 1
- denoted by Sn1 - equipped with the uniform measure is close to the Gaussian space for large n.
Indeed, the Poincaré lemma indicates that this space looks like the Gaussian space. Moreover, the
isoperimetric sets are spherical caps and therefore of the same shape as the isoperimetric sets for the
Gaussian space.
In [Bar2], it is proven by the author that, point-wise, I nn−1{Sn1 ,g1,µ} ≤ Iγ. Therefore we get the esti-
mates valid for all v ∈ (0, 1),
I nn−1{Sn1 ,g1,µ}(v)≤ Iγ(v)≤ I{Sn1 ,g1,µ}(v),
and since for all t ∈ (0,1), t − t nn−1 = O(n−1), it implies that for all v ∈ (0,1), I{Sn1 ,g1,µ}(v)−Iγ(v) =
O(n−1). Towards robust isoperimetry, this is a good insight that one can consider it on the spheres
Sn1 for some large n.
It is well known that for small sets, the spherical isoperimetric profile is equivalent to the map
x 7→ x (n−1)/n (up to some constant an), whereas the Gaussian isoperimetric function behaves as the
map x 7→ xp−2 log x . This implies that, relative to the measure of sets, the Bobkov inequality is a
pretty bad approximation for the spherical isoperimetry for small sets. Recall that the optimal Bobkov
inequality over Sn1 is
Iγ
∫
Sn1
f dµ

≤
∫
Sn1
√√√I 2γ ( f ) + n− 1c2n |∇ f |2dµ,
where cn =
p
2
Γ ( n+12 )
Γ ( n2 )
. Using Stirling formula, it is easily seen that n−1c2n = 1− (2n)−1 + o(n−1). There-
fore, the preceding estimate I{Sn1 ,g1,µ}(v)−Iγ(v) = O(n−1) is sharp.
In what follow, let (E,µ, Γ ) be a C D(1,∞) space. Either (Rn,µ) which implies that µ is a strictly
log-concave measure with a smooth density or (Sn1, g1,µ) the sphere of radius
p
n− 1. We denote by
(Pt)t≥0 the underlying semigroup, and pt the corresponding heat kernel.
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Hypothesis 3.6.1. Assume that there exists some positive constants C ,η such that, for all t ∈ (0,1),
‖Hess(Φ−1(Pt f ))‖2HS ≤ C max{| log(Pt f )|, | log(1− Pt f )|}tη . (H )
This hypothesis is satisfied for the Gaussian space with exponent η = 1. This inequality may
appear weird, but this is a kind of reverse Sobolev logarithmic inequality of second order. On the
Gaussian space it is satisfied with exponent η = 1. Two differents proofs has been given. Either
directly by using the expression of the Ornstein-Uhlenbeck kernel (see [M-N1]), either by pushing
to the second order the arguments of the proof that amounts to the reverse Sobolev logarithmic
inequality (see [Nee]). However in the first case computations are specifics to the Ornstein-Uhlenbeck
semigroup. In the second case, one need to use an exact commutation between Pt and ∇, which is
no longer true for any other C D(1,∞) space than the Gaussian space.
We now state the main result of this section. We turn to log-concave measures. Then (H ) implies,
under the additional restriction that the Hessian of the potential V is bounded, i.e. 1 ≤ ∇2V ≤ K ,
the following theorem. We do not know for which log-concave measures (H ) holds, neither if it is
valid on the Euclidean spheres Sn1.
Theorem 3.6.2. Let (Sn1,µ) with µ the uniform probability measure. If (H ) holds, for each measurable
subset A of Sn1 such that
µ+(A) = Iγ(µ(A)) +δ,
there exists a spherical cap H with µ(H) = µ(A) and a positive constant c ∈ (1/3,1/2) such that
µ(A∆H)≤ O(| logδ|−c).
By the preceding discussion, this implies the following corollary for the deficit on the isoperime-
tric problem over the spheres (Sn1,µ).
Corollary 3.6.3. Let (Sn1,µ) with µ the uniform probability measure. If (H ) holds, then for all measu-
rable subset A of Sn1 such that
µ+(A)−I(Sn1 ,g1,µ)(µ(A)) = δ,
there exists a spherical cap H with µ(H) = µ(A) and a positive constant c ∈ (1/3,1/2) such that
µ(A∆H)≤ Oµ(A)(| logδn|−c),
where δn = max(δ, n−1).
Turning to log-concave measures, the analogous statement is the following.
Theorem 3.6.4. Let (Rn, dµ(x) = e−V (x)d x) with 1≤∇2V ≤ K and assume that (H ) holds. Let A be
a set such that
µ+(A)≤ Iγ(µ(A)) +δ.
Then there exists a set B with µ(B) = µ(A) of the form B = {x ∈ Rn,∇V (x) · v0 + x0 ≥ 0}, with some
v0 ∈ Rn and x0 ∈ R, and a positive constant c such that
µ(A∆B)≤ O(| logδ|−c).
We now turn to the proof of our main result. The scheme of proof is directly inspired from
the work of [M-N1]. We will use the general notation (E,µ, Γ ), keeping in mind that most of the
arguments are valid for general spaces.
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Proof of Theorem 3.6.2. The starting point is the semigroup proof of [B-L1] of the functional version
of the Bobkov inequality. We recall that if f is the characteristic function of a measurable set A,
then δ = Ψ(0)− limt→∞Ψ(t) =
∫∞
0 −Ψ′(t)d t, where Ψ : t ∈ [0,∞) 7→
∫
E
qI 2γ (Pt f ) + Γ Pt f dµ.
Moreover, by the remark of Section 3.3, for all t > 0,
−Ψ′(t)≥
∫
E
Iγ(Pt f )(Γ2 − Γ )(Φ−1 ◦ Pt f )
(1+ Γ (Φ−1 ◦ Pt f ))3/2 dµ,
so that
δ = µ+(A)−Iγ(µ(A))≥
∫ ∞
0
∫
E
Iγ(Pt1A)(Γ2 − Γ )(Φ−1 ◦ Pt1A)
(1+ Γ (Φ−1 ◦ Pt1A))3/2 dµ d t.
Take now a general smooth function f : E → [0,1]. Recall that, since (Pt)t≥0 is mass preserving,
for all t ≥ 0, Pt f takes value in [0, 1]. As we saw in the preceding sections, when equality holds in
the Bobkov inequality, we have that for every t > 0, (Γ2 − Γ )(Φ−1 ◦ Pt f ) = 0 and therefore Φ−1( f )
is linear. Besides, this implies a Cartesian product structure with a Gaussian space. In spaces we
are considering, there is no longer equality, but the set A must look like a half space or a spherical
cap when δ is small. In a preceding section, we gave a lower bound of
∫
E(Γ2 − Γ )(g)dµ in terms
of projection over linear functions in the case of Euclidean spheres Sn1 or function of the type x 7→〈a,∇V (x) + b〉 for log-concave measures on Rn.
In order to make use of this lower bound, the first task is to remove the quotient in the integrand,
which is done due to the following classical lemma.
Lemma 3.6.5. For all function f E→ [0,1], for all t > 0, the following holds
Γ (Φ−1 ◦ Pt f ))≤ e
−2t
1− e−2t = k
2
t .
Therefore, this implies (1+ Γ (Φ−1 ◦ Pt f ))−3/2 ≥ (1+k2t )−3/2 and since (1+k2t )−3/2 ∼ (2t)−3/2 as
t goes to 0, for all t0 > 0 and for some constant C that can be explicit,
δ ≥ C
t0−3/2
∫ 2t0
t0
∫
E
Iγ(Pt f )(Γ2 − Γ )(Φ−1 ◦ Pt f )dµ d t.
As a consequence, by the mean value theorem, there exists a t ∈ (t0, 2t0) such that
δ ≥ C t5/20
∫
E
Iγ(Pt f )(Γ2 − Γ )(Φ−1 ◦ Pt f )dµ≥ 2−5/2C t5/2
∫
E
Iγ(Pt f )(Γ2 − Γ )(Φ−1 ◦ Pt f )dµ. (3.6)
All the remaining work is devoted to take account of the extra termIγ(Pt f ) (which is small whenever
Pt f is close to 0 and 1).
To get rid of this extra term, Mossel and Neeman use the reverse Hölder inequality. After some
work, this implies that Φ−1(Pt f ) is close to a linear function for some t ∈ (c, c + 1) when c > 0
is universal. In order to conclude, the authors need a “time reversal” argument. For that they use
spectral estimates that seem to be rather specific to the Gaussian space - even though it seems that
it should work on the spheres. Our approach avoids this use by choosing an appropriate small t.
Then the “time reversal” argument follows easily. Indeed, since we are close to achieve equality,
‖pΓ ( f )‖1 is finite and so the reverse Poincaré inequality ensures that f and Pt f are close in L1
distance. Besides, Φ is a Lipschitz map, so that Φ−1(Pt f ) and Φ−1( f ) are as least that close. More
precisely, our proof continues as follows.
Since x 7→ Iγ(x) is increasing on (0, 1/2) and symmetric with respect to 1/2 on (0,1), for " < 1/2
we get that∫
E
Iγ(Pt f )(Γ2 − Γ )(Φ−1 ◦ Pt f )dµ ≥
∫
{"≤Pt f≤1−"}
Iγ(Pt f )(Γ2 − Γ )(Φ−1 ◦ Pt f )dµ
≥ Iγ(")
∫
{"≤Pt f≤1−"}
(Γ2 − Γ )(Φ−1 ◦ Pt f )dµ.
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Besides, when x goes to 0, Iγ(x) ∼ xp−2 log x so that x 7→ Iγ(x)xp| log x | is bounded from below by a
positive constant C . Therefore,∫
E
Iγ(Pt f )(Γ2 − Γ )(Φ−1 ◦ Pt f )dµ≥ C"
Æ| log"|∫
{"≤Pt f≤1−"}
(Γ2 − Γ )(Φ−1 ◦ Pt f )dµ.
Recalling (3.6), we deduce that
δ ≥ C t5/2"Æ| log"|∫
{"≤Pt f≤1−"}
(Γ2 − Γ )(Φ−1 ◦ Pt f )dµ. (3.7)
Moreover, denoting ht = Φ−1 ◦ Pt f ,∫
{"≤Pt f≤1−"}
(Γ2− Γ )(ht)dµ=
∫
E
(Γ2− Γ )(ht)dµ−
∫
{Pt f≤"}
(Γ2− Γ )(ht)dµ−
∫
{Pt f≥1−"}
(Γ2− Γ )(ht)dµ.
(3.8)
The first term is precisely what we are looking for, as we proved a lower bound of it in previous
section. We therefore need to show that, for an appropriate choice of ", we do not lose too much
while subtracting the integral on the sets {Pt f ≤ "} and {Pt f ≥ 1− "}. For that, we need the point
wise upper bound on (Γ2 − Γ )(ht), which is the reason we made the hypothesis (H ). Recall that,
point-wise,
∀t ≤ 1, (Γ2 − Γ )(ht)≤ C max{| log(Pt f )|, | log(1− Pt f )|}tη ,
so that ∫
{Pt f≤"}
(Γ2 − Γ )(ht)dµ≤ Ctη
∫
{Pt f≤"}
| log(Pt f )|dµ
and ∫
{Pt f≥1−"}
(Γ2 − Γ )(ht)dµ≤ Ctη
∫
{Pt f≥1−"}
| log(1− Pt f )|dµ.
By symmetry, both integrals are bounded in the same manner. We deal with the first one. Denote
g =
p| log Pt f |. Recall that as a consequence of the reverse Log-Sobolev inequality g is 1/(2pt)-
Lipschitz and so by classical concentration for Lipschitz maps, µ({g ≥ u})≤ e−2tu2 . Since∫
{Pt f≤"}
| log(Pt f )|dµ=
∫
g≥p| log"| g
2dµ,
by the layer-cake representation,∫
g≥p| log"| g
2dµ= 2
∫ ∞
p| log"| uµ({g ≥ u})du≤ 2
∫ ∞
p| log"| ue
−2tu2 du = 1
2t
e−2t| log(")|.
Thus ∫
{Pt f≤"}
(Γ2 − Γ )(ht)dµ+
∫
{Pt f≥1−"}
(Γ2 − Γ )(ht)dµ≤ Ctη+1 e
−2t| log(")|. (3.9)
Therefore, using (3.7), (3.8), and (3.9), we get
δ ≥ C t5/2"Æ| log"|∫
E
(Γ2 − Γ )(ht)dµ− 1tη+1 e
−2t| log(")|

,
so that ∫
E
(Γ2 − Γ )(ht)dµ≤ C

δ
t5/2"
p| log"| + 1tη+1 e−2t| log(")|

.
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Besides, recall that the Poincaré inequality of second order for (E,µ, Γ ) = (Sn1,µ) implies that
‖ht −Π1ht‖22 ≤
∫
Sn1
(Γ2 − Γ )(ht)dµ,
with Π1 the projection over linear functions. The preceding implies then
‖ht −Π1ht‖22 ≤ C

δ
t5/2"
p| log"| + 1tη+1 e−2t| log(")|

. (3.10)
Now, we recall that as a consequence of the reverse Poincaré inequality (3.4) holds, i.e.
‖ f − Pt f ‖1 ≤pt‖
Æ
Γ ( f )‖1.
Since we are close to a case of equality, we can make the assumption that ‖pΓ ( f )‖1 ≤ Iγ(E f )+δ ≤ 2
otherwise δ is large and the announced claim is still true. This implies that ‖ f − Pt f ‖1 ≤ 2pt and
since Φ is 1-Lipschitz, for every norm ‖‖, ‖Pt f − Φ(Π1ht)‖ ≤ ‖ht − Π1ht‖. Using the triangular
inequality,
‖ f −Φ(Π1ht)‖L1(Sn) ≤ 2pt + ‖Pt f −Φ(Π1ht)‖1. (3.11)
Besides,
‖Pt f −Φ(Π1ht)‖1 ≤ ‖Pt f −Φ(Π1ht)‖2 ≤ ‖ht −Π1ht‖2. (3.12)
Using (3.10), (3.11) and (3.12), we obtain
‖ f −Φ(Π1ht)‖L1(Sn) ≤ 2pt + C

δ
t5/2"
p| log"| + 1tη+1 e−2t| log(")|
1/2
.
Recall that " ∈ (0,1/2) and t > 0 are arbitrary. It remains to optimize over t and ". We can take
t = | log(δ)|−2c , for some c ∈ (0,1/2), and " = δ1/2. The second term between the brackets decays
in a polynomial rate of δ so that it yields
‖ f −Φ(Π1 fδ)‖L1(Sn) ≤ O(| logδ|−c), (3.13)
where we have denoted fδ = ht for this choice of t. To recover the statement of Theorem 3.6.2, we
now need to go back to sets. The following arguments are directly taken from [M-N1].
First, we apply this result for some smooth approximation f of 1A. Using strong continuity of
(Pt)t≥0, we can find a small t > 0 such that for every g ∈ L1(E),
‖1A− g‖1 ≤ ‖Pt1A− g‖1 +δ.
Since Pt1A is smooth for every t ≥ 0, we can apply (3.13) for f = Pt1A and g = Φ(Π1 fδ) so that
‖1A−Φ(Π1 fδ)‖1 ≤ O(| logδ|−c).
Then we have the following lemma from [M-N1].
Lemma 3.6.6. Let A be measurable set and g = Φ(Π1 g1) for some function g1. Let B = {Π1 g1 ≥ 0}.
Then
µ(A∆B) =
∫
E
|1A− 1B|dµ≤
∫
E
|1A− g|dµ.
The set {Π1 g1 ≥ 0} is a spherical cap as Π1 g1 is a linear map. Theorem 3.6.2 is thus established.
If (E,µ, Γ ) = (Rn, dµ) with dµ(x) = e−V (x)d x and 1 ≤ ∇2V ≤ K , K independent of n we have
seen previously that ∫
E
(Γ2 − Γ )(ht)dµ≥ C‖ht −∇V · vt + at‖22.
If (H ) holds, we can a conclude similarly to reach Theorem 3.6.4.
57
CHAPITRE 3. RIGIDITY PHENOMENONS FOR AN INFINITE DIMENSIONAL DIFFUSION
OPERATOR AND STABILITY FOR THE SPHERICAL ISOPERIMETRY
58
Deuxième partie
Cadre discret : stabilité au bruit et
influences.
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Chapitre 4
Introduction générale dans le cadre
discret
L’analyse booléenne a connu un grand essor durant les 30 dernières années.
Les fonctions booléennes (i.e. à valeurs dans {0,1}) sont peut-être les objets les plus basiques
en informatique théorique. Au-delà de cette branche, elles interviennent de manière cruciale dans
de nombreux autres domaines des mathématiques, en combinatoire, théorie des graphes aléatoires,
physique statistique mais aussi en théorie du choix social, théorie des espaces de Banach et géomé-
trie gaussienne via le théorème de la limite centrale. Nous présentons, de manière non exhaustive,
quelques domaines dont les problématiques ont des liens avec le cadre de notre travail.
Parmi les domaines étudiés, on peut citer en premier lieu la “théorie du choix social”, une branche
issue de l’économie, via l’étude de l’organisation d’un scrutin. L’issue d’une élection à deux candidats,
disons 0 et 1 peut être modélisée par une fonction booléenne, dite fonction de choix, qui détermine
le vainqueur. Au suffrage universel, la fonction de choix correspond à ce qu’on appelle la fonction
Majorité. Lorsque l’issue ne dépend que de la volonté d’une seule personne, la fonction correspon-
dante est celle qui associe une coordonnée. Ces fonctions sont appelées en conséquence fonctions
dictateurs. D’autres systèmes de votes, qui respectent un principe moral de neutralité - ceux où aucun
votant n’a trop d’influence sur le résultat - sont possibles. Citons l’exemple des majorités récursives
qui régit l’élection présidentielle aux États-Unis, ou encore celle de majorités à poids.
Une élection peut également faire intervenir plus de deux candidats. Cette dernière situation a
été étudiée dès le XVIIIe siècle par le marquis de Condorcet. Ce dernier énonce un célèbre paradoxe :
il est toujours possible au suffrage universel d’obtenir un “issue irrationnelle”, c’est à dire une issue
où le premier candidat est préféré au deuxième, qui est préféré au troisième lui-même étant préféré
au premier. An milieu du XXe siècle, l’économiste Arrow a démontré que seuls le choix d’une seule
personne évite la possibilité d’une issue irrationnelle - c’est le théorème d’impossibilité d’Arrow [Arr].
Au début des années 2000, Kalai [Kal] donne une preuve théorique de ce théorème se basant uni-
quement sur l’analyse de Fourier discrète. Il prouve au passage que la probabilité d’obtenir une issue
irrationnelle est minimisée pour le suffrage universel parmi les “bons” systèmes de votes, c’est-à-dire
ceux tels que personne n’ait une grande influence sur le résultat.
En second lieu, on peut citer le domaine des graphes aléatoires. Sur de tels graphes, certaines pro-
priétés sont modélisées par des fonctions booléennes. Par exemple, pour prendre un modèle simple,
considérons un graphe à n sommets sur lequel chaque arête a une probabilité p ∈ (0,1) d’être pré-
sente ou non. Alors plusieurs propriétés sur les arêtes peuvent être modélisées par des fonctions du
cube discret {0,1} n(n−1)2 muni de la mesure biaisée νp. Par exemple, y-a-t-il une composante connexe
dans le graphe ? Est-ce que le graphe contient un k-cycle ? Ces propriétés citées sont monotones par
rapport à p. Un fait récurrent est de considérer une suite graphes dont le nombre de sommets tend
vers l’infini. Est associée à cette suite de graphes une suite de fonctions booléennes ( fn)n≥0 définies{0,1}αn pour αn tendant vers l’infini. On étudie le comportement asymptotique de certaines de ces
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fonctions. Au milieu des années 90, Friedgut et Kalai [F-K] ont étudié les phénomènes de seuil de
ces propriétés de graphes monotones pour n. Leurs travaux s’appuient sur des résultats fondateurs
sur les fonctions booléennes du cube que nous présenterons.
Enfin, dans un autre domaine, en théorie de la percolation, de nombreuses propriétés sont modé-
lisées par des fonctions booléennes. Sur le réseau Z2, considérons par exemple le rectangle [n]×[n].
Mettons des arêtes sur le réseau avec probabilité 1/2. À l’événement qui correspond à une percola-
tion, c’est-à-dire un chemin de gauche à droite (ou de bas en haut) est associé naturellement une
fonction booléenne de {0, 1}n2 → {0, 1}. L’étude théorique des fonctions booléennes et son appli-
cation en percolation a été mis en lumière par Benjamini, Kalai et Schramm [B-K-S]. Ces auteurs
mettent en lien deux notions centrales de notre thèse, celle d’influence d’une fonction booléenne et
celle de sensibilité au bruit.
Une référence introductive, complète et récente sur l’analyse des fonctions booléennes est l’ou-
vrage de Ryan O’Donnell “Analysis of Boolean functions” [OD]. En ce qui concerne l’utilisation des
fonctions booléennes en percolation, nous renvoyons le lecteur aux notes de Garban et Steif [G-S].
Pour ce qui est de l’utilisation des influences, nous renvoyons le lecteur au survey de Kalai et Safra
[K-S].
La grande majorité des travaux effectués sur l’analyse des fonctions booléennes s’appuie sur l’ana-
lyse de Fourier sur le cube discret, devenue un outil indispensable. L’analyse de Fourier sur le cube
commence au début du XXe siècle avec les travaux de Walsh et Paley qui construisent une base ortho-
normée sur le cube discret, désormais appelée base de Walsh ou Fourier–Walsh. Le résultat fondateur
et sous-jacent à tous les développements récents date cependant du début des années 70. Ce sont
les travaux de Bonami [Bon] (publiés en francais et semble-t-il passé d’abord inaperçu sur le plan
international) puis Beckner [Bec] qui aboutissent au théorème d’hypercontractivité de qui est depuis
appelé semi-groupe de Bonami–Beckner, un élément fondamental de l’analyse Booléenne. Notons
que ce résultat est postérieur au premier théorème d’hypercontrativité du semi-groupe d’Ornstein
Uhlenbeck de Nelson [Nel] (cependant incomplet) mais qu’il est plus fort au sens où, par théorème
de la limite centrale, il le contient - comme remarqué par Gross.
Il faut cependant attendre la fin des années 80 pour voir ce théorème prouver sa force dans l’étude
théorique des fonctions booléennes, avec les travaux de Kahn, Kalai et Linial [K-K-L] puis ceux de
Talagrand [Tal1]. Ces travaux ont joué un rôle prépondérant dans l’analyse des phénomènes de seuil
étroits dans les graphes aléatoires. Ils jouent également un rôle prépondérant dans un grand nombre
de domaines en informatique théorique. Nous convions le lecteur à la discussion introductive de
l’article [O-W] pour des références plus précises à ce sujet. L’hypercontractivité, notion rencontrée
dans le cadre continu, joue un rôle récurrent dans le domaine de l’analyse des fonctions booléennes
et est un élément à la base d’une très grande partie des résultats que nous citerons, y compris les
nôtres.
Le but de la section suivante est d’introduire les concepts basiques d’analyse de Fourier discrète
sur le cube. Ceci permet alors d’établir le théorème d’hypercontractivité dû à Bonami puis Beckner.
Nous discutons ensuite de la généralisation à des espaces discrets plus généraux.
Dans les sections qui suivent, nous définissons les deux notions principales de notre travail, celles
d’influences et de stabilité au bruit. Nous faisons un court rappel historique des résultats établis en
lien avec ces notions. Nous nous concentrons ensuite sur l’analogue discret du théorème de Borell
concernant la stabilité au bruit. Enfin, nous présentons nos travaux sur le critère quantitatif entre
stabilité au bruit et influences.
4.1 Analyse de Fourier discrète sur le cube
Cette section présente les élément basiques de l’analyse de Fourier discrète sur le cube. Le cube
discret n dimensionnel est l’espace à deux points tensorisé n fois. Par commodité, il est parfois pré-
férable de le définir comme {−1, 1}n ou comme {0, 1}n. Par ce qui concerne l’analyse de Fourier, il
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est commun d’utiliser {−1,1}n comme définition.
4.1.1 Base de Walsh
Soit ({−1, 1}n, ν) le cube discret muni de la mesure uniforme. Alors L2({−1, 1}n,ν) est un espace
euclidien où le produit scalaire est le produit scalaire usuel 〈·, ·〉L2(ν).
À la suite des travaux de Walsh, une base orthonormée de cette espace est connue. Il s’agit de
(WS)S⊂[n] où WS(x) =
∏
i∈S x i . En effet, par indépendance des x i , 1≤ i ≤ n,
〈WS , WT 〉L2({−1,1}n,ν) = EνWS(x)WT (x) = Eν
∏
i∈S∆T
x i =
∏
i∈S∆T
Eνx i = δ(T, S).
La base (WS)S⊂[n] est appelée base de Fourier–Walsh. Ainsi, toute fonction f ∈ L2(ν) se décom-
pose en polynômes multilinéaires de manière canonique f =
∑
S⊂[n] fˆ (S)Ws avec fˆ (S) = 〈 f , WS〉L2(ν).
Cette décomposition a déjà été rencontrée dans l’espace gaussien (Rn,γ). En effet les polynômes
d’Hermite hS(x) =
∏
i∈S hi(x i) sont également une base orthonormée de (Rn,γ).
4.1.2 Analyse de Fourier
L’analyse de Fourier discrète comporte quelques formules connues, comme celle de Parseval :
Eν f (x)g(x) =
∑
S⊂[n]
fˆ (S) gˆ(S).
Ceci donne en particulier Eν( f ) = fˆ (;), Varµ( f ) =∑S 6=; fˆ 2(S).
L’analyse de Fourier discrète s’est avérée d’un usage récurrent pour tous les problèmes que nous
citons plus bas.
4.2 Hypercontractivité du semi-groupe de Bonami–Beckner
Dans cette section, nous présentons la preuve historique du théorème d’hypercontractivité de
Bonami–Beckner sur le cube discret. Ce théorème nécessite bien sûr de définir au préalable un semi-
groupe sur cet espace.
4.2.1 Semi-groupe de Bonami–Beckner
Définissons L “le Laplacien discret” comme L = 12
∑n
i=1 Di où Di est la i-ème dérivée de f : Cn→ R
définie par Di f (x) = f (τi x)− f (x) avec x = (x1, . . . , xn) et τi x obtenu à partir de x en changeant la
i-ème coordonnée. On définit la forme de Dirichlet, pour f , g des fonctions définies sur sur le cube,
par
E ( f , g) =
∫
{−1,1}n
f (−Lg)dν=
∫
{−1,1}n
∇ f · ∇gdν,
où ∇h = (D1h, . . . , Dnh). Alors les éléments de la base de Fourier–Walsh sont vecteurs propres de
l’opérateur L. En effet,
LWS(x) = −12
n∑
i=1
(WS(x)−WS(τi x)) = −|S|WS(x)
car WS(x)−WS(τi x) = 21i∈SWS(x). L engendre un semigroupe (Tt = et L)t≥0, appelé semigroupe
de Bonami–Beckner. Ainsi,
Tt f =
∑
S⊂[n]
e−t|S| fSWS =
n∑
k=0
e−tk f =k,
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où l’on note f =k =
∑
S, |S|=k fˆ (S)WS la partie homogène d’ordre k. Ce semigroupe est markovien
(Tt1 = 1), symétrique par rapport à ν au sens que pour tout f , g {0, 1}n→ R,∫
{−1,1}n
f Tt gdν=
∫
{−1,1}n
gTt f dν,
les deux quantités étant égales à
∑n
k=0 e
−2tk〈 f =k, g=k〉.
Le semi-groupe de Bonami Beckner admet, à l’instar du semi-groupe d’Ornstein-Uhlenbeck, la
représentation explicite suivante :
Tt f (x) =
∫
{0,1}n
f (y)kt(x , y)dν(y) =
∫
{0,1}n
f (y)
n∏
i=1
(1+ e−t x i yi)dν(y).
En effet
∏n
i=1(1+ e
−t x i yi) =
∑
S⊂[n] e−t[S|WS(x)WS(y), de sorte que∫
{0,1}n
f (y)
n∏
i=1
(1+ e−t x i yi)dν(y) =
∑
S⊂[n]
e−t[S|〈 f , WS〉WS(x) = Tt f (x).
La base de Walsh s’adapte pour le cas où le cube est muni de la mesure biaisée avec un biais
p ∈ (0,1). Cette fois, on considère le cube discret comme étant {0,1}n, qui est donc muni de
νp = ((1 − p)δ0 + pδ1)⊗n. Alors (ωS)S⊂[n] où ωS(x) = ∏i∈S x i−ppp(1−p) est une base orthonormée
de L2({0, 1}n,νp). On définit le “laplacien” par L = 2p(1− p)∑ni=1 Di , qui vérifie de même LωS =−|S|ωS . Ainsi, le semi-groupe engendré par L agit de la même façon que dans le cas uniforme :
T pt f =
∑
S⊂[n]
e−t|S| fˆ (S)ωS .
4.2.2 Hypercontractivité
Rappelons que la propriété d’hypercontractivité d’un semi-groupe s’écrit en général ‖Pt f ‖q ≤ ‖ f ‖r
où q = f (r, t)≥ r. Dans le cas gaussien, on rappelle que q = 1+(r−1)e2t est l’exposant optimal. Par
commodité, on considère le cube comme étant {−1, 1}n, muni de la mesure uniforme. Sur le cube
discret, par tensorisation, cette inégalité est vraie si et seulement si elle est vraie sur l’espace à deux
points. En effet, avec des notations probabilistes, si x = ( x˜ , xn), et en supposant l’inégalité vraie sur
le cube n− 1 dimensionnel
‖Tt f ‖Lq({−1,1}n) = (ExnE x˜(Tt f )q)1/q ≤ (Exn(E x˜ f r)q/r))1/q ≤ (Exn(E x˜ f r))1/r = ‖ f ‖Lr ({−1,1}n),
où la dernière inégalité est vraie en vertu de l’inégalité de Jensen (car r/q ≤ 1).
Sur l’espace à deux points, l’idée de Bonami et Beckner est la suivante. Par dualité, on peut
supposer 1 ≤ r ≤ q ≤ 2, et par homogénéité on peut considérer f : " ∈ {−1,1} 7→ 1 + "a, avec
a ∈ (0,1). On a alors Tt f : " ∈ {−1,1} 7→ 1+ "e−t a. On cherche ainsi q = f (r, t) tel que :
1
2
(1− e−t a)q + 1
2
(1+ e−t a)q
1/q
≤

1
2
(1− a)r + 1
2
(1+ a)r
1/r
.
Comme a ∈ (0, 1), on peut directement développer en série entière, ce qui donne :∑
k≥0
q(q− 1) · · · (q− 2k + 1)
2k!
e−2tka2k
r/q
≤∑
k≥0
r(r − 1) · · · (r − 2k + 1)
2k!
a2k.
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De plus comme r/q ≤ 1, et par l’inégalité (1+ x)λ ≤ 1+λx si λ ∈ (0,1),∑
k≥0
q(q− 1) · · · (q− 2k + 1)
2k!
e−2tka2k
r/q
≤∑
k≥0
r
q
q(q− 1) · · · (q− 2k + 1)
2k!
e−2tka2k.
Finalement, dès que
(q− 1) · · · (q− 2k + 1)e−2tk ≤ (r − 1) · · · (r − 2k + 1),
l’inégalité est satisfaite.
Or ∀k ∈ N, r−kq−k − r−1q−1 = (1−k)(q−r)(q−k)(q−1) ≥ 0 si 1 ≤ r ≤ q ≤ 2. Ainsi pour e−2t = r−1q−1 , l’inégalité est
satisfaite. De plus, pour k = 1 il y a alors égalité dans la dernière ligne de sorte que e−2t = r−1q−1 est
optimal.
La contrainte e−2t ≤ r−1q−1 est la même que celle sur l’espace gaussien. Ceci n’est pas innocent. En
effet par le même argument de Gross que pour les modèles continus, l’hypercontractivité avec ces
constantes est équivalente à l’inégalité de Sobolev logarithmique suivante :
Entν f
2 ≤ E ( f , f ),
où l’on note Entν f
2 = Eν f 2 log f 2−Eν f 2 log(Eν f 2) et où E ( f , f ) =∑ni=1 ‖Di f ‖L2(ν) est la forme de
Dirichlet définie plus haut.
On rappelle que l’argument de Gross consiste à étudier F : t 7→ ‖Tt f ‖q(t), et l’on a les égalités
suivantes :
d
d t
(F(t)q(t)) = q(t)F ′(t)F(t)q(t)−1 + q′(t) log F(t)F(t)q(t),
et
q(t)2F ′(t)F(t)q(t)−1 = q′(t)Entν((Pt f )q(t)/2)− q(t)2E (Pt f , (Pt f )q(t)−1).
Contrairement au cas continu, on n’intègre pas par parties dans la forme de Dirichlet. Pour conclure
de manière analogue, on dispose du lemme suivant :
Lemme 4.2.1. E (g, gq−1)≥ 4(q−1)q2 E (gq/2, gq/2).
Démonstration. Il suffit de prouver, pour tout 0≤ a < b,
4(q− 1)
q2
(aq/2 − bq/2)2 ≤ (a− b)(aq−1 − bq−1).
Or ceci résulte de l’inégalité de Cauchy–Schwarz. En effet∫ b
a
tq/2−1d t
2
≤
∫ b
a
d t
∫ b
a
tq−2d t,
ce qui donne l’inégalité voulue.
Ainsi, on obtient
q(t)2F ′(t)F(t)q(t)−1 ≤ q′(t)Entν((Pt f )q(t)/2)− 4(q(t)− 1)E ((Pt f )q(t)/2, (Pt f )q(t)/2),
et F est ainsi décroissante si q(t) = 1+(q(0)−1)e2ρt et ρ désigne la constante de Sobolev logarith-
mique.
Sur l’espace à deux points l’inégalité de Sobolev logarithmique se réécrit, en notant u = f (1) et
v = f (−1),
1
2
(u2 log2 u+ v2 log2 v)− u2 + v2
2
log(
u2 + v2
2
)≤ (v − u)2
2
.
65
CHAPITRE 4. INTRODUCTION GÉNÉRALE DANS LE CADRE DISCRET
Cette inégalité présente l’avantage de s’établir de manière un peu plus directe que l’inégalité d’hy-
percontractivité de Bonami et Beckner citée plus haut. De manière plus globale, il est possible de
déterminer des inégalités de Sobolev logarithmiques sur des modèles discrets plus généraux. Ceci
nécessite de définir une forme de Dirichlet E , ce que nous verrons dans la prochaine section.
En revanche une preuve d’hypercontractivité directe comme celle présentée plus haut est bien
plus délicate, même sur un exemple simple comme un espace à trois points muni de la mesure
uniforme.
Pour l’inégalité de Sobolev logarithmique, voyons l’exemple du cube discret muni de la mesure
biaisée. La forme de Dirichlet est de manière analogue E ( f , g) = 〈 f ,−Lg〉L2(νp) = 〈∇ f ,∇g〉L2(νp).
Sur l’espace à deux points, l’inégalité de Sobolev logarithmique avec constante C(p) s’écrit
2[pu2 log2 u+ (1− p)v2 log2 v − (pu2 + (1− p)v2) log(pu2 + (1− p)v2)]≤ C(p)p(1− p)(v − u)2.
Cette inégalité est plus difficile à établir que pour le cas uniforme. Diaconis et Saloff-Coste [D-SC]
ont démontré que la meilleure constante C(p) vaut 2 p−(1−p)log p−log(1−p) . Par l’argument de Gross le semi-
groupe (T pt )t≥0 est hypercontractif avec constante C(p). Notons que cette constante tend vers 0 si p
tend vers 0.
4.3 Généralisation à des espaces produits et aux graphes de Cayley/Schreier
SoitΩ un espace fini muni d’une mesure de probabilité µ avec une chaine de Markov K , invariante
et réversible par rapport à µ, i.e. telle que :
∀(x , y) ∈ Ω2, ∑
x∈Ω
K(x , y)µ(x) = µ(y) et K(x , y)µ(x) = K(y, x)µ(y).
Soit L = K − Id, générateur du semi-groupe Pt = et L , t ≥ 0.
La forme de Dirichlet associée est la forme bilinéaire symétrique suivante :
E ( f , g) =
∫
Ω
f (−Lg)dµ= 1
2
∑
x ,y∈Ω
( f (x)− f (y))(g(x)− g(y))K(x , y)µ(y)
pour f , g des fonctions définies sur Ω.
Un exemple intéressant qui englobe le cas du cube discret est donné par un produit de tels espaces
munis de la mesure produit suivante : Ω= Ω1 × · · · ×Ωn avec µ= µ1 ⊗ · · · ⊗µn, où l’on prend la
chaîne de Markov produit. C’est-à-dire, si i = 1, . . . , n, et f : Ω→ R Li f =
∫
Ωi
f dµi − f on considère
le générateur sur l’espace produit
L f =
n∑
i=1
Li f .
La forme de Dirichlet E se décompose ainsi en
E ( f , f ) =
n∑
i=1
∫
Ωi
Li( f )
2dµi . (4.1)
Ce cadre, que l’on appellera cadre produit contient le cube biaisé avec Ω1 = · · · = Ωn = {−1, 1},
où chacun des espaces est équipé de la mesure pδ−1 + qδ1.
Parmi les exemples classiques, cela recouvre également les tores discrets, c’est-à-dire les exemples
où pour tout i, Ωi = Z/mZ pour m ≥ 3 muni de la mesure uniforme. Ces modèles produits sont un
cas particulier de graphes de Schreier et de Cayley. Des études récentes ont été menées sur de tels
graphes ([CE-L], [O-W]), qui contiennent des exemples non produits. Nous définissons maintenant
ces graphes.
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Soit G un groupe fini contenant un sous-ensemble générateur S, stable par conjugaison et agissant
transitivement sur un ensemble fini Ω. Pour g ∈ G, x ∈ Ω, soit x g l’action de g sur x . On définit alors
le graphe de Schreier ayant pour sommets Ω et pour arêtes (x , y) lorsqu’il existe un s ∈ S tel que
y = x s.
Un graphe de Cayley est le cas particulier où le groupe agit sur lui même, c’est-à-dire G = Ω. Dans
ce cas, le graphe (G, V ) est donc l’ensemble des sommets (g)g∈G avec arêtes (g, gs)g∈G,s∈S . Pour les
applications qui suivent, nous ferons l’hypothèse que le sous-ensemble générateur S est symétrique,
c’est-à-dire S−1 = S.
Deux exemples non produits importants de tels graphes sont donnés par les tranches du cube
booléen (ou modèle de Bernoulli–Laplace) et le groupe symétrique Sn.
Le sous-ensemble des transpositions Tn engendre le groupe symétrique Sn et satisfait l’hypothèse
de symétrie. Ainsi le graphe de Cayley correspondant est donné par (σ,στ)σ∈Sn,τ∈Tn .
Pour n≥ 1, 1≤ k < n, les tranches d’ordre k du cube booléen sont définies par
[n]
k

= {x ∈ {0,1}n,
n∑
i=1
x i = k}.
Le groupe agissant transitivement sur
 [n]
k

est le groupe symétrique Sn par x
σ = (xσ(i))1≤i≤n, et le
graphe associé est (x , x (i j)){x∈([n]k ),(i j)∈Tn}.
Étant donné un graphe de Schreier ou de Cayley G, soit µ la mesure uniforme et K le noyau de
transition donné par
K(g1, g2) =
1
|S|1S(g1 g
−1
2 ), g1, g2 ∈ G,
qui correspond à la marche aléatoire au plus proche voisin.
Ce noyau engendre un semi-groupe (Pt = et L)t≥0, où L = K− Id. La forme de Dirichlet associéeE s’écrit ainsi :
E ( f , f ) = 1
2|S|
∑
g∈G
∑
s∈S
[ f (gs)− f (g)]2µ(g) = 1
2|S|
∑
s∈S
‖Ds f ‖2L2(G),
où l’on note Ds f : g 7→ f (gs)− f (g) dans le cas d’un graphe de Cayley et
E ( f , f ) = 1
2|S|
∑
x∈Ω
∑
s∈S
[ f (x s)− f (x)]2µ(x) = 1
2|S|
∑
s∈S
‖Ds f ‖2L2(Ω),
où Ds f : x 7→ f (x s)− f (x) dans le cas d’un graphe de Schreier.
Par exemple dans le cas des tranches du cube ou du groupe symétrique, avec la normalisation
ci-dessus, L f = 2n(n−1)
∑
1≤i< j≤n Dτi j f . De plus, on a alors Pt f (x) = e−t
∑
m≥0 t
m
m! K
m f (x) = Eµ f (y)
où y est obtenu à partir de x en effectuant m transpositions aléatoires, où m∼P (t) (loi de Poisson
de paramètre t).
Dans ce contexte, on dit que (Ω, L,µ) satisfait à une inégalité de trou spectral SG(κ) si :
∀ f : Ω→ R, κVarµ( f )≤ E ( f , f ). (4.2)
De même, on dit que (Ω, Γ ,µ) satisfait à une inégalité de Sobolev logarithmique LS(κ) si :
∀ f : Ω→ R, κEntµ( f 2)≤ 2E ( f , f ). (4.3)
Nous noterons λ (λn) et ρ (ρn) les meilleures (i.e. plus grandes) constantes dans ces inégalités.
De façon générale on a toujours λ≥ ρ (par le même argument de linéarisation qu’en continu).
Dans la cadre produit Ω= Ω1 × · · · ×ΩN , ces inégalités se tensorisant, on a λ= min(λ1, . . . ,λN )
et ρ = min(ρ1, . . . ,ρN ).
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Notons qu’avec les normalisations choisies, il y a un facteur 1n dans ces constantes par rapport
à celles données sur le cube booléen. L’argument de Gross implique de nouveau de manière ana-
logue l’hypercontractivité, qui est un outil fondamental pour de nombreuses applications, pour des
modèles discrets satisfaisant une inégalité de Sobolev logarithmique. Ainsi, les inégalités de Sobolev
logarithmique ont été très étudiées dans ce cadre. Une référence fournie à ce sujet est l’article de
Diaconis et Saloff-Coste [D-SC]. Donnons quelques exemples explicites.
Pour les tores discrets (Z/mZ)n, la constante de trou spectral vaut, dans la normalisation des
graphes de Cayley, λ= 1−cos(
2pi
m )
n , celle de Sobolev logarithmique est égal à celle du trou spectral pour
m impair, et déterminée pour m pair par Chen et Sheu [Ch-Sh]. Dans les deux cas, ces constantes
sont de l’ordre de 1nm2 pou m grand. Pour les groupes symétriques Sn, , on a λn =
1
n et ρn =
a
n log n
pour a > 0 [D-SC]. Sur les tranches du cube d’ordre k, λn =
1
n , et ρn satisfait ρ
−1
n ∼ n log n2k(n−k) . Ce
résultat a été obtenu par Lee et Yau [L-Y]. Il est intéressant de constater que lorsque k est de l’ordre
de n, la constante de Sobolev logarithmique est du même ordre que celle du trou spectral - ce qui
n’est pas le cas pour les groupes symétriques. Ceci est à l’origine du fait que la plupart des résultats
présentés dans la section suivante s’étendent dans le cas des tranches du cube et non dans le cas des
groupes symétriques. Nous discuterons ce point plus en détails dans la présentation de nos résultats.
4.4 Influences
Cette section est destinée à présenter une notion fondamentale dans l’analyse des fonctions boo-
léennes, la notion d’influence. Nous avons déjà défini la notion d’influence géométrique dans le cas
continu, directement inspirée par celle plus ancienne d’influence d’une fonction booléenne. Sur le
cube, la notion d’influence est claire et possède une définition unique.
Si l’on pense à f : {−1,1}n 7→ {−1,1} comme une fonction de choix pour un vote, l’influence
de la i-ème coordonnée mesure la probabilité que le résultat de l’élection change si le i-ème votant
change son vote. Cette définition s’étend à des fonctions à valeurs réelles, comme nous le verrons
plus bas. Dans la suite, on considérera des fonctions à valeurs dans {0,1} (ou {−1,1}), [0, 1] ou R.
Définition 4.4.1. Soit f : {0,1}n 7→ {0, 1}. La i-ème coordonnée est dire “pivotale” si f (x) 6= f (x⊕i)
où x⊕i désigne le vecteur obtenu à partir de x en changeant le signe de la i-ème coordonnée.
Définition 4.4.2. Soit f : {0,1}n 7→ {0,1}. L’influence de la i-eme coordonnée est donnée par
Ii( f ) = Px∼ν( f (x) 6= f (x⊕i))
où x⊕i désigne le vecteur obtenu à partir de x en changeant le signe de la i-ème coordonnée.
La somme de toutes les influences est appelée somme totale (également nommée initialement
“average sensitivity”), et est souvent notée I( f ). Lorsque f est la fonction caractéristique d’un sous-
ensemble du cube A, la somme totale représente la fraction d’arêtes reliant un point de A à un point
de {−1,1}n\A. C’est ce qu’on définit comme la mesure de bord d’un ensemble, et ainsi la somme des
influences est liée à un problème isopérimétrique discret.
Notons que pour des fonctions à valeurs dans {0,1}, (à une normalisation près) Ii( f ) = ‖Di f ‖1 =‖Di f ‖pp où Di est l’opérateur de dérivation discrète défini plus haut. En lien avec l’analyse de Fourier
discrète, il est intéressant d’exprimer les influences en termes spectraux. Il n’est pas difficile de voir
que
Ii( f ) =
∑
i∈S
fˆ (S)2.
Cette remarque étant faite, on définit plus généralement l’influence Ii( f ) de la i-ème coordonnée
d’une fonction f : {0, 1}n→ R par
Ex i (Var f ) =
∑
i∈S
fˆ (S)2.
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En conséquence, la somme totale d’influences s’écrit de manière spectrale
I( f ) =
n∑
i=1
Ii( f ) =
∑
S⊂[n]
|S| fˆ (S)2 =∑
k≥0
k‖ f =k‖22.
Parmi les exemples les plus célèbres, les fonctions Majorité et Dictateurs sont définies par
Majn{0,1}n → {0,1}, x 7→ 1{∑ni=1 x i≥n/2} et Dici{0, 1}n→ {0,1}, x 7→ x i .
Ces deux fonctions seront dans la suite des fonctions modèles.
Alors il est immédiat que I j(Dici) = δi j . Il n’est pas difficile de démontrer que les influences de
la fonction majorité sont de l’ordre de 1pn , i.e. pour tout i ∈ {1, . . . , n}, Ii(Majn)∼ 1pn .
Sur les exemples de modèles discrets présentés dans la section précédente, la notion d’influence
s’étend naturellement à partir de la remarque Ii( f ) = ‖Di f ‖1. Sur un graphe de Schreier ou de
Cayley - cela inclut le cadre produit, nous avons défini un opérateur de dérivation discrète, Li ou Ds.
La définition d’influence s’étend ainsi naturellement.
Définition 4.4.3. L’influence de la i-ème coordonnée f : Ω1 × · · · ×Ωn→ R est donnée par
Ii( f ) = ‖Li f ‖1.
Il est à noter que sur le cube discret, avec les notations précédentes, il y a une différence de
normalisation entre les deux définitions. Pour un graphe de Schreier ou de Cayley quelconque, on a
la définition suivante :
Définition 4.4.4. L’influence d’un élément s ∈ S pour f : G→ R est donnée par Is( f ) = ‖Ds f ‖1.
Dans le cas des tranches du cube (d’ordre k), les influences des transpositions I kτi j f sont reliées
aux influences des coordonnées Ii f sur le cube. Définissons l’influence d’une transposition sur le
cube par Iτi j f = P( f (x
(i j) 6= f (x)). Alors, pour tout i, Ii( f ) = 1n
∑n
j=1 Iτi j f , et de plus, par formule
des probabilités totales, pour toute transposition τi j ,
Iτi j f =
n∑
k=0
P(x1 + · · ·+ xn = k)I kτi j f =
1
2n
n∑
k=0

k
n

I kτi j f .
Par exemple, si toutes les influences de f tendent vers 0, les influences sur les tranches tendent
également vers 0 pour toutes les tranches sauf une proportion négligeable.
Plus bas, nous mentionnerons un travail de Filmus [Fil] qui permet de relever sur le cube des
fonctions définies seulement sur des tranches de celui-ci. Là encore, les influences correspondantes
sont liées.
4.5 Principaux résultats sur les influences
4.5.1 Théorème isopérimétrique de Harper
Par convention, ici, le cube discret sera {0,1}n. On le munit de l’ordre lexicographique. On définit
la distance de Hamming
d(x , y) =
n∑
i=1
|x i − yi|= ]{i ∈ {1, . . . , n}, x i 6= yi}.
Une arête est un couple (x y) avec (x , y) ∈ {0, 1}n × {0,1}n tel que d(x , y) = 1 (x et y sont dits
“voisins”).
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Le problème isopérimétrique sur le cube discret nécessite une définition du bord. On définit le
bord arête par ∂eA = {(x y), x ∈ A, y /∈ A}. L’inégalité isopérimétrique de Harper [Har] donne ainsi
une borne inférieure sur la somme totale des influences. Les ensembles extrémaux sont des réunions
de sous-cubes, c’est-à-dire les sous-ensembles d’ordre m constitués des m premiers sommets pour
l’ordre lexicographique.
Théorème 4.5.1. Soit A⊂ {0,1}n tel que |A|= m≤ 2n−1, et C un sous cube d’ordre m. Alors
|∂eA|
|A| ≥
|∂eC |
|C | = m(n− log2 m)
En termes d’influences, ce résultat s’énonce de la façon suivante :
I( f )≥ −Eν f log2Eν f .
En conséquence, il existe une influence au moins de l’ordre de 1n . Ce résultat se retrouve en
utilisant l’inégalité d’Efron Stein - ou de Poincaré. En effet, ce résultat se réécrit :
Varµ( f )≤ 14 I( f ).
4.5.2 Conjecture Entropie/Influence
L’inégalité de Sobolev logarithmique donne une autre borne inférieure pour la somme totale des
influences, c’est-à-dire
Entν( f
2)≤ C I( f ),
où C est une constante numérique qui ne dépend que de la normalisation choisie. Au milieu des
années 90, dans leur étude sur les phénomènes de seuil, Friedgut et Kalai [F-K] conjecturent une
version spectrale de cette inégalité :
Conjecture 4.5.2. Pour toute fonction f : {−1, 1}n → {−1,1}, il existe une constante C universelle
telle que : ∑
S⊂[n]
fˆ 2(S) log

1
fˆ 2(S)

≤ C I( f ) = C ∑
S⊂[n]
|S| fˆ (S)2.
La condition d’être booléenne est nécessaire. Cette conjecture est intéressante car elle implique de
nombreux résultats intéressants. En particulier, elle implique des phénomènes de seuils étroits. Elle
contient également le théorème de Kahn-Kalai-Linial que nous énonçons plus bas. Elle permettrait de
mieux relier le comportement du spectre de la fonction f en fonction de la somme de ses influences.
Enfin, elle est intimement liée à des problèmes d’informatique théorique.
Elle est appelée conjecture entropie/influence, et c’est encore un problème ouvert aujourd’hui.
Seuls quelques cas particuliers de cette conjecture ont été résolus (par exemple par O’Donnell et
Zhou [OD-Z] en faisant l’hypothèse que f est symétrique, c’est-à-dire invariante par permutation
des coordonnées).
4.5.3 Tribes, KKL, Talagrand
Concernant le comportement du maximum des influences, un résultat pionnier est dû à Ben-Or
et Linial ([BO-L]). De manière surprenante, les auteurs exhibent des fonctions booléennes, appelés
tribes telles que l’influence de chaque coordonnée n’excède pas log nn . La fonction majorité n’est donc
pas celle qui minimise le maximum des influences, car ces dernières sont toutes de l’ordre de n−1/2.
Ces fonctions sont définies de la façon suivante. Si n = km,
Tribeskm x = ((x1, . . . , xk), . . . , (xm(k−1)+1, . . . , xkm)) ∈ {0, 1}km
vaut 1 si et seulement si l’une des tribus de longueur k (x j(k−1)+1, . . . , x jk) est la tribu où tous les
x i sont égaux à 1. Ben-Or et Linial démontrent que pour n grand, si k ≈ log n− log log n, toutes les
influences sont au plus de l’ordre de log nn , plus précisément la proposition suivante :
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Proposition 4.5.3.
Ii(Tribesn) =
log n
n

1+ o(1)

.
Démonstration. Premièrement la probabilité qu’une des tribus est la tribu (1, . . . , 1) vaut 2−k. Ainsi,
par borne d’union, P(Tribesn = 0) = (1 − 2−k)m. Ensuite i est pivotale si et seulement si tous les
éléments de la tribu contenant i sont tous égaux à 1 et qu’aucune autre tribu n’est dans cette confi-
guration. Ceci arrive avec probabilité 2−(k−1)(1 − 2−k)m−1 - ce qui est par définition l’influence de
la i-ème coordonnée. Cette quantité est minimale si k = log n − log log n + log log 2, et vaut alors
log n
n

1+ o(1)

.
Ben Or et Linial conjecturent que ce résultat est optimal. Motivés par ce résultat, Kahn, Kalai
et Linial démontrent la conjecture de Ben Or et Linial au sens où toute fonction booléenne possède
une influence plus grande que log nn . C’est le théorème KKL, qui est un résultat fondamental dans
l’analyse des fonctions booléennes, où l’analyse de Fourier discrète en lien avec l’hypercontractivité
du semi-groupe de Bonami-Beckner joue un rôle crucial dans la preuve.
Théorème 4.5.4. Soit f {0, 1}n→ {0,1}. Alors il existe i ∈ {1, . . . , n}, c > 0,
Ii( f )≥ cVarν( f ) log nn .
Peu après, ce résultat sera étendu au cube muni de la mesure biaisée de paramètre p indépendant
de n [BKal]. Inspiré par ces travaux, Talagrand [Tal1] démontre une inégalité sur le cube biaisée de
paramètre p, appelée désormais inégalité de Talagrand qui implique le résultat de Kahn-Kalai-Linial
et sa généralisation au cas biaisé. Là encore les outils utilisés dans la preuve de ce résultat font appel
à l’analyse de Fourier discrète associée avec l’hypercontractivité.
Théorème 4.5.5. Soit f {0, 1}n→ {0,1}. Alors
Varνp( f )≤ C(p)
n∑
i=1
Ii( f )
1+ log(Ii( f ))
.
Il n’est pas difficile de vérifier que cette inégalité implique bien l’existence d’une coordonnée i
telle que Ii( f ) ≥ C ′(p)Varνp( f ) log nn . Ce n’est que récemment ([O-W], [CE-L]) que ces résultats ont
été étendus à des espaces discrets plus généraux tels que les graphes de Schreier et de Cayley dont
on connait une borne explicite sur la constante d’hypercontractivité. Ces exemples recouvrent les
tores discrets (Z/mZ)n, le modèle de Bernouilli-Laplace
 [n]
k

ou les groupes symétriques Sn.
En fait, l’inégalité démontrée par Talagrand est valable pour des fonctions à valeurs réelles et
s’écrit, pour f : {0, 1}n→ R :
Varνp( f )≤ C(p)
n∑
i=1
‖Di f ‖22
1+ log(‖Di f ‖2/2pp(1− p)‖Di f ‖1) .
Cette inégalité est une version améliorée de l’inégalité de Poincaré. Nous avons vu dans le cadre
continu que la théorie des semi-groupes est un outil très efficace vis-à-vis de cette inégalité. En
utilisant la décomposition de la variance le long du semi-groupe de la chaleur et en utilisant l’hyper-
contractivité du semi-groupe, on retrouve l’inégalité de Talagrand (cf [CE-L]). Ce schéma de preuve
de l’inégalité de Talagrand s’adapte en fait très bien sur des modèles où la forme de Dirichlet se
décompose le long de “directions”.
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4.5.4 Le théorème “Junta” de Friedgut
Parmi les autres résultats, un théorème fondateur est celui de Friedgut [Fri], le théorème “Junta”.
Une junta, junte en francais est une fonction ne dépendant que d’un nombre fixé de coordonnées. Si
f est une junte, c’est une conséquence immédiate que sa somme totale d’influences est bornée. Le
théorème de Friedgut s’énonce de la façon suivante :
Théorème 4.5.6. Soit f : {0,1}n 7→ {0,1} d’influence totale égale à I. Alors f est " proche d’une
eO(I/")-junta, c’est-à-dire d’une fonction dépendant au plus de eO(I/")-coordonnées.
Ce théorème trouve son intérêt si l’on pense à la somme totale des influences comme le nombre
de coupures dans un graphe. Ce n’est que récemment que ce théorème a été étendu de façon plus
générale sur des graphes de Cayley produits ([Sa-Tu]) ou sur le tore continu [Aus]. Un résultat ana-
logue, suite à la définition d’influences géométrique, apparait dans [K-M-S1] pour certaines classes
de mesures de Bolzmann. La question de l’étendre sur des exemples de graphes non produits reste
en grande partie ouverte. En effet, les principales preuves utilisent, soit l’analyse de Fourier discrète
([Sa-Tu]), soit de façon cruciale la structure produit du graphe ([Aus]). Une seule généralisation sur
l’exemple du modèle de Bernouilli–Laplace a été étendue par Wimmer [Wim] puis indépendamment
par Filmus [Fil], là encore en utilisant des techniques d’analyse de Fourier discrète. Dans le dernier
chapitre, nous donnerons un schéma de preuve commun basé sur l’argument d’Austin et qui a l’avan-
tage de démontrer un théorème analogue à celui de Friedgut pour tous les exemples produits. Les
constantes sont toutefois moins bonnes que celles précédemment obtenues.
4.5.5 Théorèmes de structures
Pour clore cette section, mentionnons un autre résultat ne faisant pas intervenir la notion d’in-
fluence mais uniquement les coefficients de Fourier : le théorème de Friedgut–Kalai–Naor [F-K-N]. Il
établit que si les coefficients de Fourier d’une fonction booléenne f sont essentiellement concentrés
sur le premier niveau, f est proche d’une fonction dictateur.
Théorème 4.5.7. Soit f >k =
∑
k<|S|≤n fˆ (S)WS . Si ‖ f >1‖22 ≤ ", il existe i ∈ [n] tel que ‖ f −Dici‖2 =
O(").
La généralisation à des niveaux supérieurs de ce résultat est dû à Kindler et Safra [Ki-Sa] :
Théorème 4.5.8. Si ‖ f >k‖22 ≤ ", il existe une fonction h dépendant de O(k, p) coordonnées de degré
au plus k tel que ‖ f − h‖2 = Ok,p(").
Les deux résultats précédents s’énonçant en termes de décomposition spectrale, il est plus difficile
a priori de les étendre à des exemples de graphes non produits. La construction de Filmus permet
toutefois de les étendre sur le modèle de Bernouilli Laplace. Dans [F-K-M-W], les auteurs se servent de
ce résultat pour des problèmes de combinatoire du type Erdös–Ko–Rado sur l’intersection de familles
d’ensembles à t éléments.
4.6 La notion de noise stability/sensitivity
Repensons à une fonction booléenne sur le cube discret comme une fonction de choix pour le
résultat d’une élection. Aucune élection n’étant infaillible, on peut se demander ce qu’il se passe s’il y
a une probabilité (petite) que chacun des votes soit mal interprété. De la même façon, dans d’autres
domaines, on s’intéresse à des petites perturbations (bruits) de la distribution initiale donnée sur le
cube booléen. C’est pourquoi on introduit naturellement la notion de “noise stability” booléenne, de
la même façon que sur l’espace gaussien.
En théorie de la percolation, Benjamini Kalai et Schramm ont popularisé cette notion. Dans
[B-K-S], les auteurs démontrent entre autres que la probabilité d’avoir un chemin de gauche à droite
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(une percolation) dans le rectangle [n] × [n + 1] ⊂ Z2 est asymptotiquement sensible au bruit au
sens défini plus bas. Sans rentrer dans les détails, cela veut dire la chose suivante.
Considérons une configuration où il y a une percolation de gauche à droite : si l’on lui ajoute un bruit
η indépendant de n (même très petit), alors il n’est plus possible de prédire s’il y a encore percolation.
Autrement dit, si f est la fonction booléenne correspondante à l’événement de percolation et X est
un vecteur aléatoire de {0, 1}n, la connaissance de f (X ) ne donne pas d’information sur f ((1−η)X +
ηX ′), où X ′ est un autre vecteur aléatoire de {0,1}n indépendant de X .
4.6.1 Le cas du cube discret
Nous avons déjà défini la notion de stabilité au bruit dans le cadre gaussien. Rappelons que dans
ce cadre, Sη( f ) = Eγ[ f (X ) f (Y )] où X et Y sont des variables gaussiennes η-corrélées. La définition
est identique sur le cube.
Définition 4.6.1.
Sη,b( f ) = Eν[ f (X ) f (Xη)] = Eν⊗ν[ f (X ) f (Y )],
où X , Y sont des variables distribuées selon ν et η-corrélées.
La notion de stabilité au bruit est reliée à celle duale de sensibilité au bruit (“noise sensitivity”
en anglais). La sensibilité au bruit d’une fonction est la quantité N S η,b( f ) = Sη,b( f )−E2ν( f ). Une
suite de fonctions booléennes est dite asymptotiquement sensible au bruit, ou simplement sensible
au bruit, si la limite limn→∞N S η,b( fn) converge vers 0. De même la stabilité au bruit d’un ensemble
est défini par la stabilité au bruit de sa fonction caractéristique.
Le principal résultat de l’article [B-K-S] est de prouver un critère de sensibilité au bruit pour
des fonctions booléennes. Ce critère est le suivant : si la somme des carrés des influences d’une
suite de fonctions booléennes ( fn)n≥0 tend vers 0, alors la suite ( fn)n≥0 est sensible au bruit. Comme
application, la fonction de percolation de premier passage dans un rectangle est sensible au bruit. En
fait les auteurs donnent plusieurs exemples de fonctions booléennes issues de modèles de percolation
où les influences sont calculables et le critère utilisable.
Comme pour l’espace gaussien, la sensibilité au bruit peut être exprimée en terme de semi-groupe
donc de manière spectrale de la façon suivante. Soit η= e−t ,
Sη,b( f ) = Eν( f Tt f ) =
deg f∑
k=0
ηk‖ f =k‖22,
et de même pour le cube biaisé,
Sη( f ) = Eνp( f T pt f ) = Eνp((T pt/2 f )2).
La sensibilité au bruit, pour un bruit η, correspond ainsi à la covariance entre f et T− logη f . Parmi
les questions naturelles, on peut se demander quelles sont les fonctions les plus stables au bruit ou
au contraire celles qui sont sensibles au bruit.
Sans hypothèses spécifiques, les fonctions booléennes non constantes de moyenne nulle les plus
stables au bruit sont les fonctions dictateurs. Ce résultat est immédiat en utilisant la décomposition de
Fourier plus haut. En effet, si f de moyenne nulle,
∑deg f
k=0 η
k‖ f =k‖22 ≤ η avec égalité si et seulement
pour tout k 6= 1, ‖ f =k‖2 = 0, c’est-à-dire si f est un dictateur.
En fait, l’idée de départ des spécialistes est qu’étudier le spectre de la fonction f donne des
informations sur sa sensibilité au bruit. Intuitivement, plus le spectre est concentré sur les premiers
niveaux, plus la fonction est stable au bruit. Au contraire, une fonction sensible au bruit devrait
avoir un spectre très étendu. Rappelons que la formule de Parseval implique que
∑n
i=1 ‖ f =kn ‖22 = 1.
De plus, si η est fixé, il est clair que
lim
n→∞N S η( fn) = 0 ⇐⇒ ∀m≥ 0, limn→∞
m∑
k=1
‖ f =kn ‖22 = 0.
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Cette équivalence est à l’origine du travail de Benjamini, Kalai et Schramm [B-K-S]. En adap-
tant une inégalité de Talagrand, les auteurs bornent les coefficients ‖ f =kn ‖22 en termes de la somme
des carrés des influences
∑n
i=1 I
2
i ( fn). De là ils en tirent le critère suivant, dit de Benjamini–Kalai–
Schramm :
Théorème 4.6.2. Soit ( fn)n≥0 une suite de fonctions booléennes définies sur {0, 1}n. Alors :
lim
n→∞
n∑
i=1
I2i ( fn) = 0 =⇒ limn→∞N S η( fn) = 0.
4.6.2 Espaces discrets et graphes de Schreier
De manière plus générale, à la lumière des exemples booléens et gaussiens, on peut définir
une notion de “noise stability” sur les espaces discrets présentés plus haut en utilisant l’expression
Eµ((Pt/2 f )2). Toutefois, nous avons défini le bruit η comme une quantité entre 0 et 1. Il reste donc à
déterminer la relation entre le bruit η et le paramètre du semi-groupe t. L’inégalité de trou spectral
suivante nous éclaire sur ce point : si f est de moyenne nulle,
Eµ((Pt f )2)≤ e−λtEµ( f 2).
L’inégalité de trou spectral implique ainsi une convergence exponentielle vers l’équilibre proportion-
nelle au trou spectral λ.
Définition 4.6.3. Posons η= e−λt . On définit la “noise stability” d’une fonction f : G→ R par
Sη( f ) = Eµ((Pt/2 f )2) = Eµ⊗µ( f (x) f (y)),
où y est obtenu en faisant agir sur x aléatoirement m éléments de S où m∼P (λ−1 log(η−1)).
On définit de même la “noise sensitivity” parN S η( f ) = Sη( f )−(Eµ f )2. Avec cette définition, la
majoration donnée par l’inégalité de trou spectral est similaire à celle du cube :N S η( f )≤ ηVarµ( f ).
En particulier, si η est fixé et (‖ fn‖2)n≥0 uniformément minorée, l’inégalité de trou spectral ne donne
pas d’information sur le comportement de la noise sensitivity N S η( fn) de la suite ( fn)n≥0.
Parmi les questions naturelles, se posent les suivantes : étant donné une suite de fonctions ( fn)n≥0
sur des graphes (Ωn)n≥0 (où implicitement le cardinal deΩn tend vers l’infini), sous quelles conditions
( fn)n≥1 est sensible au bruit (i.e. Sη( fn) converge vers 0) ? Au contraire y-a-t-il une fonction de η
qui borne les suites (Sη( fn))n≥0 ?
Concernant la “noise sensitivity”, nous répondrons partiellement à la question en étendant le
critère de Benjamini–Kalai–Schramm en donnant de plus une version quantitative. En particulier,
qualitativement, nous obtenons le critère suivant :
Théorème 4.6.4. Soit (Gn)n≥0 une suite de graphes de Schreier engendrés par Sn, de constantes de trou
spectral λn et de Sobolev logarithmique ρn. Supposons que le rapport
ρn
λn
soit uniformément minoré par
c > 0. Soit ( fn)n≥0 une suite de fonctions de Gn→ R telle que ∑s∈Sn Is( fn)2→ 0 quand n→∞. Alors
( fn)n≥0 est sensible au bruit, c’est-à-dire que pour tout η > 0, Sη( fn)→ 0 quand n→∞.
Ce résultat sera présenté dans le chapitre suivant et est un cas particulier des travaux présentés
dans [Bou].
Remarquons que ce théorème n’est pas vrai quand ρnλn tend vers 0. Un exemple est donné par le
cube discret {0,1}N muni de la mesure biaisée avec un biais de 1/N .
Soit N = n(n−1)2 , et un graphe à n sommets sur lequel une arrête est mise avec probabilité 1/N .
Si fn désigne la fonction booléenne qui vaut 1 si et seulement le graphe contient un triangle, alors∑N
i=1 I
2
i ( fn) tend vers 0 tandis que que ( fn)n≥0 est stable au bruit.
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Pour ce qui est du problème de maximiser la “noise stability”, nous avons vu plus haut que les
fonctions dictateurs sont extrémales. Le cas des fonctions dictateurs est un cas extrême où une coor-
donnée a beaucoup d’influence. Il est intéressant (surtout si l’on pense à des systèmes de votes) de se
restreindre a la classe de fonctions booléennes dont toutes les influences tendent vers 0 quand n tend
vers l’infini. Sous cette condition, cette question s’avère beaucoup plus intéressante. Notons que pour
l’espace gaussien, le théorème de Borell répond à la question même pour des ensembles de petites
influences géométriques. La différence fondamentale est que sur le cube, il n’y a plus d’invariance
par rotations et les demi espaces du cubes peuvent avoir des comportements très différents.
La section suivante est consacrée à la présentation du théorème “majority is stablest”, qui comme
on le verra, présente des analogies avec les problèmes vus dans le cadre continu en première partie.
4.7 Théorie du choix social et géométrie gaussienne.
Par commodité, on prendra ici {0, 1}n pour le cube booléen, et des fonctions booléennes sont
des fonctions à valeurs dans {0,1}. La fonction majorité s’écrit alors x 7→ 1{∑ni=1 x i≥n/2}(x), où par
simplicité on suppose que n est impair. Grâce au théorème de la limite centrale, on peut calculer la
limite de la “noise stablilty” des fonctions Majn quand n tend vers l’infini. Cette valeur a été calculée
dès le XIXe siècle par Sheppard [She].
4.7.1 La stabilité au bruit de la Majorité.
On rappelle que la stabilité au bruit η de la fonction majorité de taille n est par définition
Sη,b(Majn) = Eν[Majn(X )Majn(Y )], pour des variables X et Y η-corrélées. Or on peut remplacer
{∑ni=1 x i ≥ n/2} par { 1pn ∑ni=1(x i − 1/2) ≥ 0}. Comme 1pn ∑ni=1(x i − 1/2) converge en loi vers une
loi normale centrée réduite,
lim
n→∞Sη,b(Majn) = Eη[1{X≥0}1{Y≥0}],
où l’espérance est prise sous la loi N (0, Γ ) avec Γ =
 1 η
η 1
.
Ainsi, par invariance par rotation de la loiN (0, Γ ), cette dernière quantité vaut donc JBη (1/2, 1/2).
On rappelle que
JBη (1/2,1/2) =
∫ 0
−∞
∫ 0
−∞
pη(x , y)dγ1(x)dγ1(y) =
1
2pi
p
1−η2
∫ 0
−∞
∫ 0
−∞
e
− x2−2ηx y+y2
2(1−η2) d xd y.
Or
1
2pi
p
1−η2
∫ 0
−∞
∫ 0
−∞
e
− x2−2ηx y+y2
2(1−η2) d xd y =
1p
2pi(1−η2)
∫ 0
−∞
∫ 0
−∞
e
− (y−ηx)2
2(1−η2) d ydγ1(x)
=
∫ ∞
0
Φ

ηp
1−η2 x

dγ1(x).
Cette dernière intégrale se calcule facilement en remarquant que si on poseΨ : α 7→ ∫∞0 Φ(αx)dγ1(x),
alors Ψ′(α) = 12pi
∫∞
0 xe
−(α2+1)x2/2d x = 12pi(α2+1) d’où l’on tire que Ψ(α) =
1
4 +
arctan(α)
2pi . Ainsi, si
α= ηp
1−η2 ,
JBη (1/2,1/2) =
1
4
+
arctan(α)
2pi
=
1
4
+
arcsin(η)
2pi
.
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Cette dernière fonction de η sera désormais appelée stabilité au bruit de la fonction majorité. En
utilisant la concavité de la fonction arcsinus, on retrouve bien que cette valeur est inférieure à celle
correspondant à des fonctions dictateurs (qui vaut alors avec cette définition du cube 1+η4 ). Si l’on
impose que toutes les influences tendent vers 0, en revanche, le problème de maximiser la stabilité
au bruit devient non trivial.
4.7.2 Le théorème “Majority is stablest”
Un problème célèbre appelé “Max-Cut”, en algorithmique et en théorie des graphes, consiste à
trouver le nombre maximal de coupures. Ce problème est un problème NP-complet de théorie des
graphes. Il admet, sous la conjecture de jeu unique émise par Khot en 2004, une approximation par
un algorithme polynomial dont l’ordre est donné par la stabilité au bruit de la fonction Majorité.
Khot et al. [K-K-O-M] conjecturent que la fonction majorité maximise essentiellement la stabilité au
bruit, au sens où elle est extrémale à un terme d’erreur près qui tend vers 0 quand le maximum des
influences tend vers 0. L’application principale de cette conjecture est la capacité à optimiser la pro-
portion d’approximation algorithmique du problème Max-Cut. La conjecture est prouvée peu après
par Mossel, O’Donnell et Oleskiewicz [M-O-O] et porte le nom de Théorème “Majority is Stablest”.
Théorème 4.7.1 (Théorème “Majority is Stablest”). Soit f : {0,1}n→ [0, 1] tel que maxi Ii( f ) ≤ τ,
alors
Sη,b( f )≤ JBη (Eν( f ),Eν( f )) + C(η)

log log1/τ
log 1/τ

.
Rappelons que sur l’espace gaussien, on a Sη(A) ≤ Sη(H) = JBη (Eν(1A),Eν(1A)), c’est-à-dire
l’inégalité du théorème sans terme d’erreur. Le théorème “Majority is Stablest” s’apparente ainsi à
une version analogue sur le cube discret du résultat de Borell. Il n’est pas surprenant qu’en effet, les
deux preuves connues à ce jour de ce théorème utilise le résultat de Borell. La première preuve de
[M-O-O] l’utilise ainsi qu’un “principe d’invariance”, une sorte de vaste généralisation du théorème
de Berry-Esseen.
Rappelons que la décomposition en polynômes multilinéaires x ∈ Rn 7→ ∑S fˆ (S)WS(x) per-
met de relever toute fonction f du cube discret {0,1}n dans Rn. Comme WS(x) est précisément∏
i∈S h1(x i) où h1 correspond au premier polynôme de Hermite, Q thS et TtWS agissent de la même
façon sur la fonction relevée, que nous noterons de la même façon f . De plus, si la fonction possède
de petites influences, les distributions de f (X ) et de f (G) sont alors proches, si X ∼ ν et G ∼N (0, 1).
Plus précisément, voici un énoncé du “principe d’invariance” de Mossel, O’Donnell et Oleskiewicz.
Théorème 4.7.2. Soit ψ une fonction C-Lipschitz. Soit f dont les influences sont plus petites que τ et
de degré au plus d. Alors
|Eν(ψ( f ))−Eγ(ψ( f ))| ≤ O(C)2dτ1/4. (4.4)
Ce théorème permet de relever une fonction booléenne sur Rn tout en conservant ces propriétés
à une petite erreur près. En utilisant le théorème de Borell pour la fonction relevée, on peut alors
conclure. Montrons succinctement comment on peut atteindre par ce principe le théorème “Majority
is stablest”.
Posons η = e−t . L’idée est d’utiliser le principe d’invariance à ψ(Tt f ) = (Tt f )2, qui n’est évi-
demment pas lipschitzienne. Mais comme f est à valeurs dans [0,1], on peut définir une fonction
lipschitzienne sur R Sq telle que Eν(Sq( f )) = Sη( f ). Précisément
Sq : x ∈ R 7→ x21[0,1](x) + 1[1,∞)(x).
On a alors, par (4.4),
|Sη,b( f )−Eγ(SqQ t f )|= |Eν(SqTt f )−Eγ(SqQ t f )| ≤ O(C)2dτ1/4.
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Une seconde difficulté est que la fonction relevée f surRn n’est plus forcément à valeur dans [0,1] ce
qui empêche d’appliquer directement le théorème de Borell. Si on définit F = max(0,min(1, f )), alors
|F − f |= dist[0,1]F , et dist[0,1] est une fonction 1 lipschitzienne. Comme (Q t)t≥0 est une contraction
et Sq est 2 lipschitzienne,
|Eγ(SqQ t f )−Eγ(SqQ t F)|= |Eγ(SqQ t f )−Sη(F)| ≤ 2Eγ(|Q t f −Q t F |)≤ 2Eγ(dist[0,1]F).
De plus, comme f et F coïncident sur [0, 1], on a par (4.4),
|Eν(dist[0,1]F)−Eγ(dist[0,1]F)|= Eγ(dist[0,1]F)≤ O(C)2dτ1/4.
De plus, par l’inégalité de Borell, Sη(F)≤ JBη (EγF,EγF). L’inégalité ci-dessus implique que
|EγF −Eγ f | ≤ Eγ(dist[0,1]F)≤ O(C)2dτ1/4,
et comme µ 7→ JBη (µ,µ) est C(η)-lipschitzienne, ceci prouve que
Sη,b( f )≤ JBη (Eν f ,Eν f ) + C(η)2dτ1/4.
Pour une fonction f générale, on considère sa restriction au d premiers degrés f ≤d . On utilise l’in-
égalité précédente pour f ≤d , puis on choisit d en fonction de τ pour optimiser les paramètres. On
aboutit ainsi à la borne suivante, dont le terme d’erreur tend bien vers 0 avec τ :
Sη,b( f )≤ JBη (Eν f ,Eν f ) + C(η)

log log1/τ
log 1/τ

.
Mentionnons que dans un travail récent, Filmus, Kindler, Mossel et Wimmer sont capables de
démontrer ce théorème sur le modèle de Bernouilli–Laplace en établissant sur ce graphe un principe
d’invariance analogue à celui de Mossel O’Donnell et Oleskiewicz.
Quelques années plus tard, De, Mossel et Neeman [D-M-Ne] redémontrent ce résultat par un
argument de tensorisation à partir d’une inégalité sur l’espace à deux points, procédant ainsi de
manière analogue à Bobkov pour sa preuve sur l’isopérimétrie gaussienne. Nous donnons une preuve
de De, Mossel et Neeman dans le cadre des mesures biaisées.
Rappelons que la forme fonctionnelle due à Mossel et Neeman du théorème de Borell s’écrit
Eη(JBη ( f (X ), g(Y )))≤ JBη (Eγ f ,Eγg),
avec (X , Y ) des variables gaussiennes η-corrélées. L’énoncé analogue sur le cube discret n’est pas vrai,
car les fonctions dictateurs sont des contre exemples comme vu plus haut. Cependant, la conclusion
du théorème “Majority is Stablest” est que l’inégalité ci-dessus est “presque vraie” sur le cube sous
la condition qu’aucune influence ne soit prédominante, i.e. que toutes les influences tendent vers 0
avec n. Comme JBη (x , y)≥ x y , l’énoncé de “Majority is Stablest” se déduit de l’inégalité suivante :
Eη(JBη ( f (X ), g(Y )))≤ JBη (Eν f ,Eνg) + oτ(1),
ce qui est précisément établi dans [D-M-Ne]. La preuve repose sur une inégalité établie sur le cube
discret obtenue à partir d’une inégalité sur l’espace à deux points et d’un argument de tensorisa-
tion. L’inégalité dans [D-M-Ne] est obtenue pour la mesure uniforme, mais elle s’obtient de la même
manière sur le cube biaisé. Notons κη = κe−t = k
p
t le noyau du semi-groupe (T
p
t )t≥0 = (et L)t≥0
où l’on rappelle que L f =
∫
{−1,1} f dνp − f . Alors t 7→ kpt est solution de l’équation différentielle
y ′ = 1 − y , et ainsi kpt (x , y) = (kp0(x , y) − 1)e−t + 1 avec les conditions initiales données par
f (x) =
∫
Ω
f (y)kp0(x , y)dνp(y), ce qui donne k
p
0(1,1) = 1/p, k
p
0(−1,−1) = 1/(1− p) et kp0(1,−1) =
kp0(−1, 1) = 0.
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Notons f : x ∈ {−1,1} 7→ a+ux , g : y ∈ {−1,1} 7→ b+v y , EηJBη ( f , g) s’écrit alors explicitement
comme
(p2 + p(1− p)η)JBη (a + u, b + v) + ((1− p)2 + p(1− p)η)JBη (a− u, b− v) +
p(1− p)(1−η)(JBη (a + u, b− v) + JBη (a− u, b + v)).
De plus,
JBη (E f ,Eg) = JBη (a + (2p− 1)u, b + (2p− 1)v).
Par un développement de Taylor à l’ordre 3 en (u, v), on obtient :
EηJBη ( f , g)− JBη (E f ,Eg) = Ap(∂11JBη (a, b)u2 + 2η∂12JBη (a, b)uv + ∂22JBη (a, b)v2) +O(|u|3, |v|3,η)
où Ap = 2p(1− p). On rappelle que JBη est η-concave, c’est-à-dire
Mη =
 ∂11JBη η∂12JBη
η∂12J
B
η ∂22J
B
η
≤ 0.
De plus, quelques calculs montrent qu’il existe des constantes C(η) et c(η) telles que :
∀ i + j = 3, |∂ 3i, jJBη (x , y)| ≤ C(η)

1
x(1− x)y(1− y)
c(η)
.
Ainsi sur l’espace à deux points, on a “l’inégalité de Borell discrète” pour des fonctions à valeurs dans
[", 1− "] :
EηJBη ( f , g)≤ JBη

Eνp f ,Eνp g

+ C(η, p)"−c(η)(| f −Eνp f |3 + |g −Eνp g|3). (4.5)
Cette équation se tensorise sous la forme suivante :
EηJBη ( f , g)≤ JBη

Eν⊗np f ,Eν⊗np g

+ C(η, p)"−c(η)(∆n( f ) +∆n(g)), (4.6)
avec ∆n( f ) défini par récurrence comme ∆1( f ) = Eνp | f − Eνp f |3 et ∆n( f ) = EXn(∆n−1 fXn) +
∆1(E( fXn |Xn). Pour f = g, puisque JBη (x , y)≥ x y , (4.6) implique que :
S pη ( f )≤ JBη

Eν⊗np f ,Eν⊗np g

+ C(η, p)"−c(η)∆n( f ).
La tâche principale de [D-M-Ne] est donc de borner le terme d’erreur C(η, p)"−c(η)∆n( f ) par le
maximum des influences de f . Or dans le cas biaisé,
E(| f −Eνp( f )|3) = p
2 + (1− p)2p
p(1− p) | fˆ (1)|
3 = Kp| fˆ (1)|3.
Par récurrence, en notant Si = {i + 1, . . . , n}, on obtient
∆n( f ) = Kp
n∑
i=1
EX∈{−1,1}Si | fˆX (i)|3 = Kp
∑
S∈[n], S 6=;
fˆ 3(S).
En réécrivant ∑
S∈[n], S 6=;
fˆ 3(S) =
n∑
i=1
EX∈{−1,1}Si | fˆX (i)|3
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l’idée est d’utiliser l’inégalité (4.6) à une petite perturbation de f , pour pouvoir utiliser l’hypercon-
tractivité. Par abus de notation, on note T p1−η1 f pour T
p
− log(1−η1) f . Pour η1 petit, cette perturbation
n’affecte pas trop la stabilité au bruit car
|S pη ( f )−S pη (T p1−η1 f )|= |S pη ( f )−S p(1−η1)2η( f )| ≤ O(η1). (4.7)
De plus, l’hypercontracitivité du semi-groupe (T pt ) implique que
n∑
i=1
EX∈{−1,1}Si |ÚT p1−η1 f X (i)|r ≤  n∑
i=1
EX∈{−1,1}Si | fˆX (i)|2
r/2
(4.8)
avec r = 1+ (1−η1)−2Cp , où l’on rappelle que Cp = 2 2p−1log p−log(1−p) . Comme pour tout i ∈ {1, . . . , n},
EX∈{−1,1}Si | fˆX (i)|2 ≤
∑
i∈S
fˆ 2(S) = Ii( f )≤ τ,
et comme l’idendité de Parseval implique que
n∑
i=1
EX∈{−1,1}Si | fˆX (i)|2 =
∑
S∈[n], S 6=;
fˆ 2(S) = Varνp( f )≤ 1,
on a par (4.8) la majoration suivante :
n∑
i=1
EX∈{−1,1}Si |ÚT p1−η1 f X (i)|r ≤  n∑
i=1
EX∈{−1,1}Si |ÚT p1−η1 f X (i)|2τ r−22 ≤ τ r−22 .
Ainsi, si η1 est assez petit, cela implique que r ≤ 3 et, de plus, il existe une constante numérique
c ∈ (0,1) telle que :
∆n(T
p
1−η1 f )≤ Kp
n∑
i=1
EX∈{−1,1}Si | Û(T p1−η1 f )X (i)|r ≤ KpτcCpη1 ,
et alors
S p(1−η1)2η( f )≤ JBη (E( f ),E( f )) + C(η, p)"−c(η)τcCpη1 . (4.9)
Lorsque p est indépendant de n, on peut enlever les dépendances en p.
Soit maintenant une fonction générale f : {0,1}n→ [0,1]. On tronque la fonction sur [", 1− "]
en prenant f +" = max(", f ) et ensuite f" = min(1− ", f +" ). On lui applique une petite perturbation
T p1−η1 , et par les inégalités (4.7), (4.10) et le fait que µ 7→ JBη (µ,µ) est C(η)-lipschitzienne,
S pη ( f )≤ S p(1−η1)2η( f") + C(" +η1)≤ JBη (E( f ),E( f )) + C(η)(" +η1 + "−c(η)τcη1).
En choisissant η1 et " de manière appropriée, on en déduit ainsi
S pη ( f )≤ JBη (E( f ),E( f )) + C(η)

log log 1/τ
log1/τ

. (4.10)
Ceci est la version biaisée du théorème “Majority is stablest”.
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4.7.3 Remarque sur les espaces discrets généraux et résultat sur les tranches du cube
Une question en grande partie ouverte est celle de la généralisation de ce théorème sur des
modèles discrets plus généraux. Nous avons en effet défini les notions de stabilité au bruit et d’in-
fluences sur de tels espaces. La question plutôt générale est de savoir pour quels graphes (Gn, Vn),
munis de leurs mesures uniformes µn, l’inégalité suivante est vraie pour tout f : Gn → [0, 1] telles
que maxs∈Sn Is( f ) = τ, Sη( f )≤ JBη (Eµn( f ),Eµn( f )) + oτ(1).
À ce jour, il existe une généralisation autre que sur le cube de ce résultat, sur les tranches du cube
booléen d’ordre k
 [n]
k

:= {x ∈ {0, 1}n, ∑ni=1 x i = k}, avec k de l’ordre de n. Rappelons que sur
cet espace, l’inégalité de Talagrand est vraie. Notons Ssη( f ) la “noise stability” dans ce contexte. On
rappelle que les influences sont définies par
Ii j f := ‖x 7→ f (x)− f (x (i j))‖L1(µ) = ‖D(i j) f ‖L1(µ)
où µ est la mesure uniforme sur
 [n]
k

. Alors on a le théorème suivant :
Théorème 4.7.3. Pour toute fonction définie sur
 [n]
k

à valeurs dans [0,1] et dont les influences sont
bornées par τ, on a
Ssη( f )≤ JBη (Eµ( f ),Eµ( f )) + oτ(1).
Ce théorème est en fait un corollaire de l’extension du principe d’invariance aux tranches du
cube. Une fois ce principe établi, la preuve suit par les mêmes arguments, rappelés plus haut, que
ceux de [M-O-O].
Ce principe d’invariance s’appuie sur le travail préalable de Filmus [Fil]. Dans [Fil], Filmus
construit une base orthonormée de polynômes multilinéaires pour les tranches du cube. Ceci permet
de relever toute fonction du cube sur Rn et donc également sur le cube booléen. Notons pour f défi-
nie sur les tranches du cube, f˜ la fonction relevée sur le cube. Cette opération préserve l’espérance,
c’est-à-dire que si p = k/n, Eµ f = Eνp f˜ . De plus comme dans le cas du cube, la base (χa)a est telle
que les éléments qui la constituent sont des fonctions propres du semi-groupe sous-jacent (Pt)t≥0.
Ainsi, de manière spectrale, on peut écrire
S sη ( f ) =
deg f∑
d=0
ηck‖ f =k‖22,
où cette fois ck = k(1− (k− 1)/n). Contrairement aux cas du cube et de l’espace gaussien, les semi-
groupes n’agissent pas de la même façon sur χa. Toutefois, si n est assez grand, c’est “presque” le
cas. En effet,
S sη ( f )−S pη ( f˜ ) =
deg f∑
k=0
(ηck −ηk)‖ f =k‖22,
et comme pour tout k ≤ n/2, η > 1/2, ηck − ηk ≤ C(η)n , on a pour toute fonction définie sur les
tranches du cube à valeurs dans [0, 1]
S sη ( f )−S pη ( f˜ )≤ C(η)n .
De même, les influences de f et f˜ sont presque du même ordre si le degré de f est bas. Nous avons
en effet le lemme suivant :
Lemme 4.7.4. Pour toute fonction f de degré au plus d définie sur
 [n]
k

, si l’on pose Ii( f ) =
1
n
∑
j 6=i Ii j( f ),
alors
Ii( f˜ )≤ 2dp(1− p)(n− d)Varµ( f ) +
2n
p(1− p)(n− d) Ii( f ).
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La contrainte de se restreindre à des fonctions de faible degré n’est pas trop restrictive. En effet,
on peut prendre d = n1/3 plus haut. La restriction d’une fonction générale à ses termes de degré au
plus n1/3 n’affecte sa noise stability et son espérance que d’un terme négligeable on(1). La difficulté
en vue d’appliquer (4.10) est que l’extension f˜ n’est pas forcément à valeur dans [0,1].
Si l’on définit F = max(0,min(1, f˜ )), il reste à démontrer que les quantités S pη ( f˜ )−Sη,p(F) et
Eνp F − Eνp( f˜ ) sont petites. Le principe d’invariance le garantit, mais il est possible que l’on puisse
obtenir ce résultat de manière plus directe.
Pour en revenir à la généralisation possible sur des modèles plus généraux, deux difficultés se
présentent. La preuve discrète de De Mossel et Neeman, bien que basée sur une idée simple, nécessite
d’écrire la première ligne. Même sur les tranches du cube booléen, ce n’est pas clair.
La preuve par principe d’invariance, quant à elle, nécessite la bonne connaissance d’une base
orthonormée sur laquelle décomposer les fonctions selon ses “degrés”.
4.7.4 Remarque sur l’hypercontractivité.
Pour conclure cette section, faisons une remarque sur l’hypercontractivité. Comme expliqué dans
le cas gaussien, un autre exemple de fonction η-concave est donné par fonction d’hypercontractivité
JHη (u, v) = u
αvβ avec αβη2 = (α−1)(β −1). Le lemme de Bonami sur deux points ‖Tt f ‖Lp({−1,1}) ≤‖ f ‖Lq({−1,1)}) implique par dualité :
EηJHη ( f , g)≤ JHη (Eν f ,Eνg),
et ainsi par tensorisation, l’hypercontractivité dualisée s’écrit :
EηJHη ( f , g)≤ JHη (Eν⊗n f ,Eν⊗n g).
Cela signifie que contrairement à la fonction de Borell JBη , l’inégalité pour J
H
η s’écrit de la même façon
que pour le cas gaussien. Cette propriété est ainsi strictement plus forte que celle d’η-concavité. En
fait, le cas à deux points s’écrit :
(1+η)[(1+ u)α(1+ v)β + (1− u)α(1− v)β] + (1−η)[(1− u)α(1+ v)β + (1+ u)α(1− v)β]≤ 4.
Par homogénéité, u, v peuvent être supposés dans (0,1). Contrairement au cas non dualisé, cette
inégalité s’avère de manière surprenante beaucoup plus délicate à prouver. En développant en série
entière, elle se réécrit : ∑
k≥1
2
(2k)!

akv
2(k+1) + bkηv
2k

≤ 0,
avec
ak =
∑
0≤ j<k

2k
2 j + 1

α
2 j + 1

β
2(k− j) + 1

u
v
2 j+1
bk =
∑
0≤m≤k

2k
2m

α
2m

β
2(k−m)

u
v
2m
et contrairement au cas à deux points, tous les termes du développements ne sont pas nécessairement
négatifs.
Notons que nous avons trouvé une preuve directe de cette inégalité par Schramm and Tsirelson
[Sc-Ts] (écrite dans le cas où α= β). Ce lemme sur deux points est utilisé par les auteurs pour donner
une preuve à l’inégalité d’hypercontractivité sur des modèles d’arbres en utilisant un argument de
martingale.
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4.8 Présentation des travaux de la seconde partie.
Cette section a pour but de présenter les travaux réalisés dans l’article [Bou]. Le résultat principal
est l’extension d’une version quantitative du critère de Benjamini, Kalai et Schramm à des modèles de
graphes de Schreier assez généraux, ainsi que sa version sur des modèles continus. L’analogue continu
nécessite la définition d’influences et de stabilité au bruit dans ce cadre. Nous nous appuyons sur la
définition d’influences géométriques de Keller, Mossel et Sen, issue de [K-M-S1], qui est présentée
dans la sous-section suivante.
Avant d’aborder le critère de Benjamini, Kalai et Schramm, il nous semble bon de présenter
succinctement les extensions faites par O’Donnell et Wimmer et Cordero-Erausquin et Ledoux des
inégalités de Kahn, Kalai et Linial et de Talagrand sur des modèles de graphes de Cayley ou de
Schreier. En effet, le schéma de preuve de nos résultats est directement inspiré de celui de [CE-L].
L’article [O-W] présente quant à lui plusieurs intérêts. En premier lieu, les auteurs y donnent un
critère sur les graphes pour avoir une commutation entre le semi-groupe et les influences. Cette
propriété est cruciale et est présente dans tous les travaux cités. De plus, cette preuve fait apparaître
un lien entre la constante de Sobolev logarithmique et celle de trou spectral pour qu’une inégalité de
ce type puisse améliorer l’inégalité de Poincaré. Enfin, les idées de la preuve d’O-Donnell et Wimmer
ont été reprises par Förstromm qui de manière indépendante à notre travail a également étendu le
critère B-K-S sur des graphes de Schreier.
Influences géométriques
Soit (Rn,µ⊗n) un espace probabilisé. Dans ce cadre continu, Keller, Mossel et Sen [K-M-S1] défi-
nissent la notion d’influence géométrique d’une coordonnée i, i ∈ {1, . . . , n} par
IGi (A) = Ex[µ+(Axi )].
Ici Axi ⊂ R est la restriction de A le long de la fibre x = (x1, . . . , xn) ∈ Rn, c’est-à-dire
Axi = {y ∈ R, (x1, . . . , x i−1, y, x i+1, . . . , xn) ∈ A}
et où l’on rappelle queµ+ dénote le contenu inférieur de Minkowski. De manière heuristique, IGi (A) =
Eµ(|∂i1A|). Plus précisément, comme démontré par les auteurs, lorsque l’ensemble A est monotone
(i.e. 1A est monotone), I
G
i (A) = lim f→1A Eµ(|∂i f |). Concernant cette définition d’influences géomé-
triques, plusieurs remarques peuvent être faites. Pour un sous-ensemble A⊂ Rn croissant ou décrois-
sant, la somme
∑n
i=1 I
G
i (A) représente la mesure de bord pour l’élargissement uniforme, c’est-à-dire
µ+∞(A) = lim infr→0
µ(A+ [−r, r]n)−µ(A)
r
.
Lorsque A est un sous-ensemble dont le bord ∂ A est une surface régulière dont nous notons σA sa
mesure de surface, si ρ désigne la densité de µ et nA la normale extérieure à A, on a :
µ+∞(A) =
∫
∂ A
‖nA(x)‖1ρ(x)dσA(x).
Remarquons que comme ‖nA‖1 ≥ 1, on a toujours µ+∞(A)≥ µ+(A).
Les auteurs prouvent un analogue du théorème de Kahn, Kalai et Linial pour des mesures de
Boltzmann de la forme µ(d x) = 1Zβ e
−|x |β d x , c’est-à-dire maxi IGi (A) ≥ log nn . La preuve repose essen-
tiellement sur des arguments géométriques.
Rappelons que l’inégalité de Talagrand implique celle de Kahn, Kalai et Linial. L’extension de
l’inégalité de Talagrand sur l’espace gaussien - et plus généralement sur des mesures log-concaves,
bien que non publiée, était connu depuis longtemps par les spécialistes. Un obstacle à l’application
82
CHAPITRE 4. INTRODUCTION GÉNÉRALE DANS LE CADRE DISCRET
de cette inégalité aux influences géométriques est que Eµ(∂i f )2 ne converge pas vers la i-ème in-
fluence géométrique d’un ensemble lorsque f approche la fonction caractéristique 1A. Dans [CE-L],
les auteurs modifient donc l’inégalité de Talagrand de façon à n’exprimer que des normes L1 de dé-
rivées. L’inégalité qui en découle permet de retrouver l’analogue du théorème KKL pour les mesures
µ(d x) = 1Zβ e
−|x |β d x , mais seulement pour β ≥ 2.
Notons également qu’un travail indépendant de Barthe et Huou [B-H] sur le problème isopéri-
métrique sous l’élargissement uniforme permet de retrouver le théorème K-K-L de Keller, Mossel et
Sen sous une forme plus intrinsèque.
Dans [K-M-S2], les auteurs lient cette notion d’influence géométrique à celle de noise stabi-
lity/sensitivity en utilisant une version quantitative du critère B-K-S due à Keller et Kindler sur le
cube et un argument utilisant le théorème de la limite centrale. Le résultat qui en découle est une
version quantitative analogue sur l’espace gaussien. Dans nos travaux, nous donnons une preuve dont
le schéma est directement inspiré de celui de [CE-L] sur l’inégalité de Talagrand. Ce schéma permet
d’étendre les résultats de [K-M-S2] à des produits de mesures log-concaves satisfaisant le critère de
courbure C D(κ,∞) de Bakry–Emery, en plus de couvrir des espaces discrets plus généraux.
Noise stability/sensitivity
De manière duale au concept de noise stability, on définit celui de noise sensitivity gaussienne
par N S Gη (A) = Sη(A)− γ(A)2. Notons que celle définition n’est pas universelle. On peut également
définir la noise sensitivity par γ(A)−Sη(A), ce qui correspond en notation probabiliste à P(X ∈ A, Y /∈
A), pour (X , Y ) des variables gaussiennes η-corrélées. Nous conserverons la première définition.
Une suite d’ensembles (An ⊂ Rn)n≥0 est dite asymptotiquement sensible au bruit siN S Gη (An)→
0 quand n→∞. Comme pour les modèles discrets, la noise sensitivity se définit à l’aide du semi-
groupe d’Ornstein–Uhlenbeck par
N S Gη (A) = Varγ(Q t/21A),
pour η= e−t . De manière plus générale, pour des mesures log-concaves, on pose donc naturellement
la définition suivante :
Définition 4.8.1. Soit (Rn,µ) satisfaisant la condition C D(κ,∞). Alors on définit la noise sensitivity
d’une fonction f par
N S η( f ) = Varγ(Pt/2 f ),
où η= e−κt .
Notons que si H est un demi-espace tel que µ(A) = γ(H), le théorème de comparaison obtenu
dans le chapitre 2 implique donc que
N S η(A)≤N S Gη (H).
O’Donnell, Wimmer et K-K-L
Dans cette sous-section, nous donnons un apercu général de la preuve du théorème K-K-L gé-
néralisé par O’Donnel et Wimmer dans [O-W]. Soit (X , G) un graphe de Schreier. Notons {0 =
λ0,λ1, . . . ,λi , , . . .}, le spectre de −L (avec λ1 = λ le trou spectral), et fi les fonctions propres as-
sociées aux valeurs propres λi . On note également ρ la constante d’hypercontractivité du graphe et
on rappelle que ρ ≤ λ. De manière cruciale, les auteurs s’appuient sur une commutation entre le
semi-groupe Pt et les opérateurs de dérivation Ds. Leur hypothèse est que le groupe générateur S est
une réunion de classe de conjugaison. Alors, dans ce cas, on dispose du lemme suivant :
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Lemme 4.8.2. Supposons que S soit une réunion de classes de conjugaison. Alors pour tout s ∈ S,
DsPt = Pt Ds.
Démonstration. Nous allons prouver que les opérateurs K et I − Ds commutent, ce qui implique la
même chose pour L et Ds. Puisque (I − Ds) f (x) = f (x s), on a
K(I − Ds) f (x) = Es′[(I − Ds) f (x s′)] = Es′[ f (x s′s)] = Es′[ f (x ss−1s′s)].
Comme s′ 7→ s−1s′s est une injection sur S, et puisque S est un ensemble fini, c’est aussi une bijection.
Ainsi
Es′[ f (x ss
−1s′s)] = Et[ f (x st)] = K f (x s) = (I − Ds)(K f )(x).
Comme L et Ds commutent, c’est également le cas pour (Pt)t≥0 et Ds.
De plus, les auteurs supposent que les fonctions sont booléennes. Ce dernier point implique que
pour tout r ≥ 1, Is( f ) = ‖Ds f ‖rr . Ceci, combiné à l’hypercontractivité, entraîne le fait suivant
Is(Pt f ) = ‖DsPt f ‖22 = ‖Pt Ds f ‖22 ≤ ‖Ds f ‖21+e−ρt = Is( f )
2
1+e−2ρt .
On peut ainsi ainsi majorer
∑
s∈S Is(Pt f ) en termes de
∑
s∈S Is( f ) et du maximum des influences
(grâce au facteur 2(1 + e−2ρt)−1 > 1). Par décomposition spectrale selon l’opérateur L, on exprime
de plus la somme des influences comme∑
s∈S
Is( f ) = E ( f ) =
∑
i≥0
λi‖ fi‖22.
Appliquant cette égalité à Pt f , pour tout Λ≥ 0, on peut également minorer la somme des influences
de Pt f par (mini≤Λλie−tλi )
∑
0≤i≤Λ ‖ fi‖22.
En choisissant t = ln32
1
ρ et Λ=
2E ( f )
Varµ( f )
, mini≤Λλie−tλi = Λ3−
Λ
ρ ,
∑
0≤i≤Λ ‖ fi‖22 ≥ 12Varµ( f ), et ainsi∑
s∈S
Is(Pt f )≥ E ( f )3− Λρ .
Mais d’autre part, 21+e−2ρt = 4/3 donc l’hypercontractivité implique que∑
s∈S
Is(Pt f )≤
∑
s∈S
Is( f )
3/2 ≤ E ( f )max
s∈S
Æ
Is( f ).
En particulier, en combinant les deux bornes, on obtient maxs∈S
p
Is( f )≥ 3− Λρ . En remplaçant Λ par
son expression, cette inégalité implique qu’il existe une constante c > 0 telle que
max
s∈S Is( f )≥ cρ log

1
ρ

Varµ( f ).
Ce résultat est exprimé en termes de normalisation de graphes de Cayley. Il contient bien le théo-
rème K-K-L sur le cube biaisé. Il est intéressant et important de noter que l’inégalité de trou spectral
implique que maxs∈S Is( f )≥ cλVarµ( f ), ce qui signifie que la proposition améliore l’inégalité de trou
spectral si et seulement si le ratio ρnλn log

1
ρn

tend vers l’infini avec n.
Ce résultat n’est pas en soi surprenant : si l’hypercontractivité n’est pas assez forte, l’inégalité
n’améliore pas celle de Poincaré. Rappelons que de nombreux exemples concrets sont disponibles où
l’on connaît un ordre de grandeur de ces constantes. Par exemple, pour le groupe symétrique Sn,
O’Donnell et Wimmer montrent qu’une minoration plus forte que celle donnée par le trou spectral
ne peut pas être vrai. En effet, on a le lemme suivant :
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Lemme 4.8.3. Soit fn la fonction caractéristique d’un dérangement de Sn, c’est-à-dire une permutation
σ telle que pour tout i ∈ {1, . . . , n}, σ(i) 6= i. Alors ∀n≥ 1, Varµ( fn)≥ 1/9 et ∀τi j ∈ Tn, Iτi j ( fn)≤ 2n .
Démonstration. Par un principe d’exclusion/inclusion classique, le nombre total de dérangements est
égal à n!
∑n
k=0
(−1)k
k! . Ainsi P( fn = 1) =
∑n
k=0
(−1)k
k! ∈ (1/2,1/3), et donc infn∈N Varµ( fn)> 0. De plus,
toutes les transpositions ont mêmes influences. Or ( f (σ ◦ (12)) 6= f (σ)) si et seulement si σ(1) = 2
ou σ(2) = 1. Ceci arrive avec probabilité au plus 2/n, et ainsi pour toute transposition τi j ∈ Tn,
Iτi j ( f )≤ 2/n.
Une remarque concernant cet article, dont l’esprit de la preuve est similaire à l’article original
de Kahn, Kalai et Linial, est que les résultats sont énoncés pour des fonctions à valeurs dans {0, 1}.
Il est en effet crucial d’utiliser l’égalité pour tout r ≥ 1, Is( f ) = ‖Ds f ‖rr , faute de quoi la preuve
ne fonctionne plus. L’inégalité de Talagrand généralisée par Cordero-Erausquin et Ledoux permet
de s’affranchir de cette condition. Nous présentons le schéma de leur preuve dans la sous-section
suivante.
L’inégalité de Talagrand d’après Cordero-Erausquin et Ledoux
La preuve d’O-Donnell et Wimmer présentée utilise la décomposition de la forme de Dirichlet
le long de “directions” données par le générateur S du graphe de Schreier ou Cayley. L’inégalité
de Talagrand sous cette condition de décomposition s’adapte très bien à la condition que, en un
certain sens, les directions commutent avec l’opérateur de dérivations. Ceci peut être exprimé de
façon abstraite, qui s’applique immédiatement à des exemples concrets. c’est-à-dire, partant de la
décomposition suivante :
E ( f , f ) =
m∑
i=1
∫
Ω
Γi( f )
2 dµ, (4.11)
supposons que les opérateurs Γi commutent avec le semi-groupe au sens où il existe κ tel que i =
1, . . . , m
Γi(Pt f )≤ eκt Pt(Γi f ). (4.12)
Cette propriété, caractéristique du critère Γ2 ≥ κΓ dans le cadre continu, est néanmoins un peu
différente dans le cas discret. En effet, on demande seulement une commutation selon toutes les
directions et non une commutation globale. Dans les exemples de graphes de Schreier ou Cayley
que nous considérons, la commutation entre l’opérateur de Markov L et les dérivées Ds découlent de
l’hypothèse S = S−1 (comme vu plus haut).
Notons toutefois qu’à partir du laplacien discret (somme aux plus proches voisins), Kozma, Klar-
tag, Ralli et Tetali [K-K-R-T] donnent une définition du “carré du champ” et de ses itérés, et définissent
ainsi une notion de courbure minorée similaire à celle de Bakry-Emery. Cette définition implique de
manière analogue au cadre continu une commutation entre le semi-groupe et l’opérateur de dériva-
tion. On pourrait ainsi considérer des produits de tels espaces discrets pour établir une généralisation
de l’inégalité de Talagrand.
Pour les modèles continus, c’est le critère de Bakry-Emery qui permet cette commutation. Rappe-
lons que pour le semi-groupe d’Ornstein-Uhlenbeck sur Rn, ∂iQ t f = e−tQ t(∂i f ) c’est-à-dire (4.12)
avec κ= 1. Pour les mesures log-concaves dµ(x) = e−V (x)d x sur Rn, dès que V satisfait Hess(V )≥ c
avec c ∈ R+, pour toute fonction lisse f : Rn→ R et tout t ≥ 0,
|∇Pt f | ≤ e−c t Pt(|∇ f |). (4.13)
Si l’on prend un produit de telles mesures dµi(x) = e−Vi(x)d x , i = 1, . . . , m, tel que chaque Vi sa-
tisfasse Hess(Vi) ≥ ci avec ci ∈ R+, on obtient une décomposition du type (4.11) avec Γi = ∇i
et κ = min ci . Notons que l’on pourrait considérer de manière identique des produits de variétés
Riemanniennes à poids (Mi , gi , e−ψi dvol) tels que Ricgi +Hessψi ≥ ci .
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Pour l’inégalité de Talagrand, le point de départ est d’utiliser la décomposition de la variance le
long de la forme de Dirichlet, c’est-à-dire
Varµ( f ) = 2
∫ ∞
0
E (Pu f , Pu f )du = 2
∑
s∈S
∫ ∞
0
‖DsPu f ‖22du.
Notons que sur les modèles discrets, la commutation exacte DsPu ne permet pas de pouvoir intégrer
jusqu’à l’infini. Cependant l’inégalité de trou spectral avec constante λ a pour forme équivalente :
∀T > 0, Varµ( f )≤ 11− e−λT

‖ f ‖22 − ‖PT f ‖22

.
Ceci permet de se restreindre à un domaine fini d’intégration [0, T], car on a de même
‖ f ‖22 − ‖PT f ‖22 = 2
∫ T
0
∑
s∈S
‖DsPu f ‖22du.
L’utilisation de la propriété de commutation et ainsi que l’hypercontractivité du semi-groupe (Pt)t≥0
implique alors (cf [CE-L] pour les détails) que :
Varµ( f )≤ C
ρ|S|
∑
s∈S
Is( f )
1+ log(Is( f ))
.
Nous retrouvons bien la condition ρ log(1/ρ)>> λ pour que cette inégalité améliore celle de Poin-
caré. Notons que ces arguments par semi-groupe permettent de considérer des fonctions à valeurs
réelles, et ainsi la condition d’être booléenne n’est pas nécéssaire.
L’argument n’est pas exactement le même dans le cadre continu. Pour pouvoir exprimer l’inéga-
lité de Talagrand en termes d’influences géométriques, il faut une borne seulement en terme des
normes L1 des dérivées partielles ∂i f , ce qui est fait dans [CE-L]. Les auteurs prouvent ainsi l’inéga-
lité suivante, pour dµ(x) = 1Zβ e
−|x |β d x , avec β ≥ 2 :
Varµ( f )≤ C(ρ)
n∑
i=1
‖∂i f ‖1(1+ ‖∂i f ‖1)
(1+ log+(1/‖∂i f ‖1))1/2
et retrouvent les résultats de [K-M-S1] (mais seulement pour β ≥ 2).
Le critère de Benjami-Kalai-Schramm
Nous en venons à la présentation de l’extension du critère de Benjamini, Kalai et Schramm sur des
modèles plus généraux et de sa version quantitative. Peu après notre travail, un article de Forströmm
est paru recoupant certains de nos résultats, avec toutefois des versions quantitatives plus faibles
que les nôtres. Une condition commune qui ressort toutefois est que le critère fonctionne lorsque
les constantes d’hypercontractivité ρ et de trou spectral λ sont du même ordre. Dans [For], l’auteur
applique ses résultats à la notion “d’exclusion sensitivity”. En appendice, nous utilisons nos résultats
pour redémontrer un théorème dû à Broman, Garban et Steif [B-G-S].
Les outils de la preuve de [For] sont très proches de ceux d’O’Donnell et Wimmer. L’auteur reprend
l’équivalence remarquée par Benjamini, Kalai et Schramm :
Sρ( fn)→ 0⇐⇒∀Λn > 0,
∑
λi,n≤Λn
‖Ófn,i‖22→ 0,
où l’on écrit {0 = λ0,n,λ1,n, . . . ,λi,n, . . .}, le spectre de Ln (avec λ1,n = λn le trou spectral), et où fn,i
sont les fonctions propres associées à λ1,n. L’auteur borne les sommes à droite associant hypercon-
tractivité et inégalité d’Hölder sous la condition que ( fn)n≥0 est une suite de fonctions booléennes.
86
CHAPITRE 4. INTRODUCTION GÉNÉRALE DANS LE CADRE DISCRET
Une condition qui apparaît alors nécéssaire est que infn∈N ρnλn > 0. Comme rappelé dans le cas du
cube biaisé {0, 1}n, (pnδ0 + (1− pn)δ1)⊗n, le critère B-K-S n’a pas lieu même qualitativement.
Notre preuve s’appuie sur la décomposition de la variance le long du semi-groupe, déjà utilisée
dans [CE-L] :
Varµ(Pt f ) = 2
∫ ∞
t
E (Pu f , Pu f )du = 2
∑
s∈S
∫ ∞
t
‖DsPu f ‖22du.
Dans le cas de graphes de Schreier, la commutation exacte ne permet pas d’intégrer jusqu’à l’infini.
Cependant, l’inégalité de trou spectral implique l’inégalité suivante :
∀T > 0, Varµ( f )≤ 11− e−λT
∫ T
0
E (Pu f , Pu f )du.
Comme dans [CE-L], on utilise ensuite la condition de commutation (4.12). A la différence de l’in-
égalité de Talagrand, le résultat voulu ne fait intervenir que des normes L1. Rappelons que nous
devons majorer cette quantité par la somme des carrés des influences, c’est-à-dire de la somme des
carrés des normes L1 de Ds f . L’hypercontractivité ne permettant pas d’atteindre la norme L
1 (seule-
ment des normes Lq(t), 1 < q(t) ≤ 2), l’idée est couper l’intégrale en espace en deux bouts, l’un où
DsPu f ≤ M‖DsPu f ‖1 (ce qui fait apparaître les carrés des normes L1) et son complémentaire. Nous
utilisons l’hypercontractivité sur le sous-ensemble où DsPu f > M‖DsPu f ‖1 pour retrouver la variance
de f en utilisant de nouveau sa représentation le long du semi-groupe. Dans le cas de graphes de
Schreier (ou Cayley), le résultat obtenu est le suivant :
∀ f G → R, Varµ(Pt f )≤ 7
λ

1
|S|
∑
s∈S
Is( f )
2
c(1−eρt )
(Varµ f )
1−c(1−eρt ).
Cette estimation quantitative est plus précise que celle établie par Förstromm, et comme dans le
travail de Cordero-Erausquin et Ledoux, il n’y a plus besoin d’imposer de conditions particulières sur
f (le fait qu’elle soit dans L2 est déjà nécessaire pour définir sa stabilité au bruit). Notons que nous
retrouvons la condition infn∈N ρnλn > 0 pour ce que ce critère soit utilisable. C’est le cas des structures
produits (où le rapport est indépendant de n) et des tranches du cube d’ordre k s’il existe c > 0 tel
que cn ≤ k(1− c)n. En revanche, ce n’est pas le cas sur le groupe symétrique Sn. On peut à l’instar
des travaux de O’Donnell et Wimmer sur le théorème KKL, se demander si le critère de Benjamini,
Kalai et Schramm est satisfait. Par exemple, la suite des fonctions caractéristiques de dérangements
fn satisfait :
1
n
∑
1≤i> j≤n
I2τi j ( fn)≤
4
n
.
On peut se demander si néanmoins, la suite ( fn)n≥0 est une suite stable au bruit.
Un autre avantage est la souplesse de la preuve permet de l’appliquer aux mêmes modèles que
[CE-L], et donc en particulier également à un cadre continu. Pour des produits de mesures log-
concaves (par rapport à la gaussienne) à densités régulières (c’est-à-dire tels que (R,µ) satisfasse
C D(1,∞)), le résultat obtenu, exprimé sur les ensembles en termes d’influences géométriques,
prend la forme suivante :
Sη(An)≤ 4
Æ
1−η2
 n∑
i=1
IGi (An)2
cη
µ(An)
2−2cη.
Ce résultat est non trivial. En effet, prenons un exemple issu de [K-M-S1]. Considérons l’espace
gaussien (Rn,γ). Alors, d’après [K-M-S1] (Proposition 4.3), pour tout i ∈ {1, . . . , n}, si l’on note
An = (−∞, an]n où an est tel que γ((−∞, an])n = 1/2, on a :
IGi (An)≈ (log n)
1/2
n
.
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Ainsi, alors que γ(An)2 = 1/4,
∑n
i=1 I
G
i (An)
2 ≈ (log n)n . On en tire queSη(An)≤ 4

log n
n
cη
, c’est-à-dire
que la suite d’ensembles (An)n≥0 est sensible au bruit.
Une autre remarque, issue de [CE-L], est l’implication d’une majoration non triviale de la variance
du semi-groupe de la chaleur sur les sphères euclidiennes Sn.
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Chapitre 5
Critère BKS pour la noise stability
[Ce chapitre est une adaptation de l’article [Bou], à paraître dans Combinatorics, Probability and
Computing.]
Keller and Kindler recently established a quantitative version of the famous Benjamini –Kalai–
Schramm Theorem on noise sensitivity of Boolean functions. The result was extended to the continuous
Gaussian setting by Keller, Mossel and Sen by means of a Central Limit Theorem argument. In this work,
we present a direct approach of these results, both in discrete and continuous settings. The proof relies
on semigroup decompositions together with a suitable cut-off argument allowing for the efficient use of
the classical hypercontractivity tool behind these results. It extends to further models of interest such as
families of log-concave measures and Cayley and Schreier graphs.
5.1 Introduction
The notion of influences of variables on Boolean functions has been extensively studied over the
last twenty years, with applications in various areas such as combinatorics, statistical physics and
theoretical computer science, in particular cryptography and computational lower bounds (see e.g.
the survey [K-S]). Similarly, the noise sensitivity of a Boolean function is a measure of how its values
are likely to change under a slightly perturbed input. Noise sensitivity became an important concept
which is useful in many fields such as for instance percolation, from which it was originally defined in
[B-K-S]. For an overview of the topic, see e.g. the survey [G-S], in which the noise sensitivity concept
and the results of [B-K-S] are used in several percolation models.
Noise sensitivity and influences are closely related. In this work, we will be concerned with recent
connections between influences and asymptotic noise sensitivity. To start with, let us recall these two
important concepts on the discrete cube {−1,1}n. Rather than noise sensitivity, we describe the dual
notion of noise stability. Throughout this paper, denote by ν the product measure (pδ−1+(1−p)δ1)⊗n
on {−1,1}n where p ∈ (0, 1).
Let A⊂ {−1,1}n. For x = (x1, . . . , xn) ∈ {−1, 1}n and i = 1, . . . , n, let τi x ∈ {−1,1}n be the vector
obtained from x by changing x i in −x i and leaving the other coordinates unchanged. The influence
of the i-th coordinate on the set A is by definition
Ii(A) = 2ν

x ∈ {−1, 1}n; x ∈ A, τi x /∈ A
	
.
Similarly, the influence of the i-th coordinate on a function f : {−1, 1}n→ R is given by
Ii( f ) = ‖ f (x)− f (τi x)‖L1(ν),
so that Ii(A) = Ii(1A).
Turning to noise stability, let η ∈ (0, 1) and let X = (X1, . . . , Xn) be distributed according to ν on{−1, 1}n. Let Xη = (Xη1 , . . . , Xηn ) be a (1− η)-correlated copy of X , that is Xηj = X j with probability
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1 − η and Xηj = X ′j with probability η where X ′ is an independent copy of X . For a function f :{−1, 1}n→ R, following the notations of [K-M-S2], define its noise stability as
VAR( f ,η) = Eν[ f (X ) f (Xη)]−Eν[ f (X )]2.
Similarly, for a subset B ⊂ {−1,1}n, define its noise stability by VAR(B,η) := VAR(1B,η). A se-
quence of functions/sets ( fn`)n` , (Bn`)n` over {−1, 1}n` , ` ∈ N, where n`↗∞, is said (asymptotically)
noise sensitive if its noise stability tends to 0 as ` tends to∞, that is
lim
`→∞VAR( fn` ,η) = 0
or
lim
`→∞VAR(Bn` ,η) = 0
for each η ∈ (0,1).
A first connection between noise sensitivity and influences have been established by Benjamini,
Kalai and Schramm in the paper [B-K-S] in the context of percolation theory. They gave a criterion
for a sequence a sets to be noise sensitive in terms of the sum of square of the influences. More
precisely, one of the main results of [B-K-S] is the following.
Theorem 5.1.1. Let B` ⊂ {−1,1}n` , ` ∈ N. If
lim
`→∞
n∑`
i=1
Ii(B`)
2 = 0, (5.1)
then (B`)`∈N is asymptotically noise sensitive.
This theorem was obtained first for the uniform measure (p = 12). Recently, Keller and Kindler
[K-K] established a quantitative version of this result, including the case of biased measure, assu-
ming the bias p does not depend on n. The proof of this quantitative bound goes by Fourier–Walsh
expansion together with hypercontractive bounds to control the tails of chaos in the expansion (hy-
percontractivity is actually also at the root of the asymptotic Theorem 5.1.1). The result is stated
below as (5.2) (in a slightly more general form), but before we present the analogous continuous
version which has a similar form.
Indeed, the quantitative version of [K-K] has been extended to the continuous Gaussian setting by
Keller, Mossel and Sen [K-M-S2]. To describe the result, we need to introduce the corresponding defi-
nitions. Let dµ(x) = e−|x |2/2 d x(2pi)n/2 be the canonical Gaussian measure on R
n. For W, W ′ independent
with distribution µ, and η > 0, set
Wη =
Æ
1−η2 W +ηW ′.
For f : Rn→ R, providing that ‖ f (W )‖L2(µ) <∞, define the Gaussian noise stability of f as
VARG ( f ,η) = Eµ[ f (W ) f (Wη)]−Eµ[ f (W )]2.
Similarly, for a (Borel measurable) subset A⊂ Rn, set
VARG (A,η) = VARG (1A,η).
In order to discuss the analogue of Theorem 5.1.1 in the Gaussian case, it is necessary to define
the influence of the i-th coordinate on a subset A⊂ Rn. To this aim, the authors of [K-M-S2] introduce
the notion of geometric influence defined by
IGi (A) = Ex[µ+(Axi )].
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In the latter expression, Axi ⊂ R is the restriction of A along the fibre of x = (x1, . . . , xn) ∈ Rn, that is
Axi = {y ∈ R, (x1, . . . , x i−1, y, x i+1, . . . , xn) ∈ A}
and µ+ denotes the lower Minkowski content, that is for any Borel measurable set D ⊂ R,
µ+(D) = lim inf
r→0
µ(D + [−r, r])−µ(D)
r
(where µ here is the standard Gaussian distribution onR). We refer to [K-M-S1], [K-M-S2] for further
developments on geometric influences and their applications.
In both the cube and Gaussian settings, the quantitative noise sensitivity bounds of [K-K] and
[K-M-S2] may be then expressed in the following form : for any bounded (by 1) function f and any
η ∈ (0, 1),
VAR( f ,η)≤ C1
 n∑
i=1
Ii( f )
2
C2η
(5.2)
for the discrete cube and
VARG ( f ,η)≤ C1
 n∑
i=1
‖∂i f ‖21
C2η2
(5.3)
for the Gaussian space, where C1, C2 are some positive numerical constants. The results in [K-K]
and [K-M-S2] actually extend under a control in L2(µ). Indeed, the proof of the Gaussian result
in [K-M-S2] relies on the result of the discrete cube in [K-K] together with an appropriate Central
Limit Theorem argument. A close inspection of the arguments from [K-K] actually reveals that the
Fourier–Walsh decomposition approach may be adapted to a Fourier–Hermite decomposition in the
Gaussian case so to yield the same conclusion. Therefore, the boundedness of the functions can be
weakened into a control in L2.
The Fourier decomposition approach is however somewhat limited to the examples of the discrete
cube and the Gauss space due to the suitable commutation between the semigroup and the orthogo-
nal basis of the Fourier decomposition (see [Maz]). In this paper, we develop a new, simpler, proof of
these quantitative relationships (5.2) and (5.3) which moreover applies to more general examples.
One main ingredient will be once again hypercontractivity as in all previous works [B-K-S], [K-K],
[K-M-S2]. The starting point of the proof follows closely the work of [CE-L] which reproves Tala-
grand’s inequality of [Tal1] for more general models. The framework of [CE-L] applies in a rather
general context where hypercontractivity holds together with specific commutation properties. It co-
vers product of (strictly) log-concave probability measures and also discrete examples, including the
biased discrete cube or more general Schreier or Cayley graphs.
In this framework, we will establish quantitative relationships between noise stability and in-
fluences strengthening therefore the results of [B-K-S], [K-K] and [K-M-S2], under furthermore wea-
ker assumptions. The proposed simpler and more efficient proof relies on semigroup decompositions
and cut-off arguments. The following is a sample illustration of the results of this work (in the conti-
nuous setting). More complete statements will be presented in the process of the paper.
Theorem 5.1.2. Let (Rn,µ⊗n) with µ on R on the line of the form dµ(x) = e−vd x where v′′ ≥ c
uniformly for some c > 0. Then, for any t ≥ 0, and any smooth f : Rn → R in L2(µ⊗n), there exists
C > 0 depending only on c such that
Varµ(Pt f )≤ C
 n∑
i=1
‖∂i f ‖21
 1−e−c t
2 ‖ f ‖1+e−c t2 .
Here (Pt)t≥0 is the underlying semigroup with invariant measure µ. It will be one of the pur-
poses of the next section to link the quantity Varµ(Pt f ) to noise stability. In particular, for the
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Gaussian measure, we will see that VARG ( f ,η) = Varµ(Pt/2 f ) with e−t =
p
1−η2 so that Theo-
rem 5.1.2 covers (5.3). With a common scheme of proof, an analogous statement will be established
for discrete models covering in particular the discrete cube (5.2) endowed with any biased measure
(pδ−1 + (1− p)δ1)⊗n.
The note is organised as follows. In Section 5.2, we describe a convenient framework in order
to describe the tools required to the proof of our results. The general setting contains two main
illustrations, probability measures on finite state spaces that are invariant for some Markov kernel
and continuous product probability measures on Rn where each measure is of the form dµ(x) =
e−V (x)d x for V a smooth potential. In Section 5.3, we establish the announced result on (Rn, dµ(x) =⊗m
i=1 e
−Vi(x)d x) when the potentials Vi are convex, which contains Theorem 5.1.2. Section 5.4 is
devoted to the discrete case in the setting of product spaces. We then focus on non-product examples
in Section 5.5, including the symmetric group and the sphere. Finally we conclude with an application
in percolation theory of our quantitative result.
5.2 Tools
In this section, we describe some of the functional tools which will be used in the proof of the main
results of this work. They cover Poincaré and logarithmic Sobolev inequalities, and the equivalent
hypercontractivity property of the underlying semigroups.
Consider therefore the preceding setting of a probability space (Ω,A ,µ) equipped with a se-
migroup (Pt)t≥0 with generator L and Dirichlet form E , invariant and symmetric with respect to
µ.
Say that the couple (L,µ) satisfies a spectral gap, or Poincaré, inequality whenever there exists
λ > 0 such that
λVarµ( f )≤ E ( f , f ) (5.4)
for every function f on the Dirichlet domain. The spectral gap constant is the largest λ such that
(5.4) holds. It is equivalent to the fact (see [CE-L]) that for every mean-zero functions f in L2(µ),
and every t > 0,
‖Pt f ‖2 ≤ e−λt‖ f ‖2.
It is then not hard to check (see [CE-L]), that the spectral gap inequality with constant λ is equivalent
to the fact that for every centred function f (i.e.
∫
Ω
f dµ= 0),
∀t > 0, Varµ( f )≤ 11− e−λt
 ‖ f ‖22 − ‖Pt f ‖22 . (5.5)
Similary, say that (L,µ) satisfies a logarithmic Sobolev inequality whenever there exists ρ > 0
such that
ρ Entµ( f
2)≤ 2E ( f , f ) (5.6)
for every function f on the Dirichlet domain. The logarithmic Sobolev constant is the largest ρ > 0
such that (5.6) holds. Since the work of Gross [Grs] (cf. [Bak1], [Aal], [B-G-L1]...), it is known that
the logarithmic Sobolev inequality is equivalent to the hypercontractivity of the semigroup (Pt)t≥0
(see [Nel]) in the sense that for all f ∈ Lp(µ) and all t > 0, 1< p < q <∞with p ≥ 1+(q−1)e−2ρt ,
‖Pt f ‖q ≤ ‖ f ‖p. (5.7)
It is classical that λ≥ ρ. It is also a main feature of these inequalities that they are stable by product,
so that the spectral gap and logarithmic Sobolev constants of a product space are the minimum of the
spectral gap and logarithmic Sobolev constants of each factor in the product. As standard examples,
λ = ρ = 1 for the standard Gaussian measure on Rn and similarly for the uniform measure on the
discrete cube. For the further purposes, let us emphasize also that if dµ(x) = e−V (x)d x on Rn is such
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that the Hessian of the potential V satisfies Hess(V ) ≥ c > 0 (uniformly, as symmetric matrices),
then λ≥ ρ ≥ c.
In each class of examples of the above subsections, a key property is the decomposition of the
Dirichlet form along “directions”. We will be interested into situations in which these directions
commute in an appropriate sense with derivation. This may be expressed in the following abstract
formulation, that immediately applies to the various examples of interest. Namely, assume that there
is a decomposition of the Dirichlet form E along “directions” i for some operators Γi such that for
any suitable f on Ω,
E ( f , f ) =
m∑
i=1
∫
Ω
Γi( f )
2 dµ, (5.8)
where the operators Γi are commuting with the semigroup in a sense that there exists a real constant
κ such that for every i = 1, . . . , m
Γi(Pt f )≤ eκt Pt(Γi f ). (5.9)
To illustrate this property, consider the example of the Ornstein-Uhlenbeck semigroup on Rn for
which ∂i Pt f = e−t Pt(∂i f ) yielding therefore (5.8) with κ = 1. In the framework of a log-concave
measure dµ(x) = e−V (x)d x , it is known (see e.g [Bak1], [B-G-L1]) that whenever the Hessian of the
potential V satisfies Hess(V )≥ c where c ∈ R, for every smooth f : Rn→ R and every t ≥ 0,
|∇Pt f | ≤ e−c t Pt(|∇ f |). (5.10)
Therefore, a product of log-concave measures dµi(x) = e−Vi(x)d x , i = 1, . . . , m, for which each
potential Vi satisfies Hess(Vi) ≥ ci with ci ∈ R, is another instance of the decomposition (5.8) with
Γi = ∇i and κ = min ci . In the discrete product setting, we may take Γi = Li . On the cube, the
relations Di T
p
t f = T
p
t Di f then ensure the suitable commutation with κ= 0.
Such general decompositions have been emphasized in [CE-L] in connections with the study of
influences. They are similarly useful here, and together with hypercontractivity will be at the root of
the main conclusions. Further concrete examples of interest are presented in Section 5 below.
5.3 The Gaussian and log-concave settings
The section will be devoted to the proof of Theorem 5.1.2, actually in a more general formulation.
It is worthwhile mentioning that the content of our statements are invariant under translation of the
functions by a constant. Therefore, in the remaining of the paper, it will be implicitly assumed that
all functions are centred. We furthermore introduce a convenient notation, for a function f on the
respective continuous or discrete state spaces, and r ∈ [1, 2],
Sr( f ) =
m∑
i=1
‖∇i f ‖2r
Consider a probability measure µ on Rn = Rn1 × · · · ×Rnm of the form dµ(x) =⊗mi=1 e−Vi(x)d x
with Hess(Vi)≥ c > 0 for every i = 1, . . . , m. Recall that in this setting λ≥ ρ ≥ c.
Theorem 5.3.1. Let µ as above and let f : Rn → R be C1-smooth and in L2(µ). Then, for every
r ∈ [1, 2] and every t ≥ 0,
Varµ(Pt f )≤max

4,
4
c

e−c tSr( f )α(t)‖ f ‖2−2α(t)2
where
α(t) =
r(1− e−ρt)
2(1+ (1− r)e−ρt) .
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To compare with the results of [K-M-S2] in the Gaussian case (corresponding therefore to m = n,
n1 = · · · = nm = 1, and Vi quadratic) for which λ = ρ = c = 1, Theorem 5.3.1 indicates that for all
f : Rn→ R and every t ≥ 0,
Varµ(Pt f )≤ 4e−t
 n∑
i=1
‖∂i f ‖2L1(µ)
 (1−e−t )
2 ‖ f ‖2 (1+e
−t )
2
2 .
It may always be assumed thatS1( f )≤ ‖ f ‖22 otherwise the above inequality is empty. As 2(1−e−t)≥
1 − e−2t , it thus yields the inequality of [K-M-S2] with C1 = 4 and C2 = 14 . Moreover, we have an
exponential decay in t, something already given by the spectral gap inequality. In fact our results are
of interest for t in a range that does not exceed the inverse of the spectral gap constant. For larger
t, Theorem 5.3.1 does not improve upon Poincaré inequality.
It may be observed furthermore that for r = 2, α(t) is constantly equal to 1 (in this particular
case we recover the spectral gap inequality with weaker constants).
Proof of Theorem 5.3.1. We make the assumption that f is such that, for some fixed r ∈ [1,2],
Sr( f ) =
m∑
i=1
‖∇i f ‖2r ≤ ‖ f ‖22,
otherwise there is nothing to prove.
We start with the decomposition of the variance along the semi group, that is
Varµ(Pt f ) = 2
∫ ∞
t
m∑
i=1
∫
Rn
|∇i Ps f |2dµ ds.
The main step of the proof consists in the following cut-off argument. Namely, for i = 1, . . . , m and
M > 0, ∫
Rn
|∇i Ps f |2dµ=
∫
{|∇i Ps f |≤M‖∇i f ‖r}
|∇i Ps f |2dµ+
∫
{|∇i Ps f |>M‖∇i f ‖r}
|∇i Ps f |2dµ. (5.11)
The first integral is bounded from above as∫
{|∇i Ps f |≤M‖∇i f ‖r}
|∇i Ps f |2dµ ≤ (M‖∇i f ‖r)2−r
∫
Rn
|∇i Ps f |r dµ
≤ (M‖∇i f ‖r)2−r e−rcs
∫
Rn
(Ps|∇i f |)r dµ
where we used the commutation property (5.10) which ensures that |∇i Ps f | ≤ e−csPs(|∇i f |). Since
Ps is a contraction in L
r(µ), and since r ≥ 1, it follows that∫
{|∇i Ps f |dµ≤M‖∇i f ‖r}
|∇i Ps f |2 ≤ e−csM2−r‖∇i f ‖2r .
After integrating in time and summing over i = 1, . . . , m, we reach a first bound
m∑
i=1
∫ ∞
t
∫
{|∇i Ps f |≤M‖∇i f ‖r}
|∇i Ps f |2dµ ds ≤ 1c e
−c t M2−rSr( f ). (5.12)
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We now focus on bounding from above
m∑
i=1
∫
{|∇i Ps f |>M‖∇i f ‖r}
|∇i Ps f |2dµ.
To this task, for every i = 1, . . . , m, Hölder’s inequality applied to |∇i Ps f |2 and 1{|∇i Ps f |>M‖∇i f ‖r}
yields ∫
{|∇i Ps f |>M‖∇i f ‖r}
|∇i Ps f |2dµ≤ µ
|∇i Ps f |> M‖∇i f ‖r	 1q ‖∇i Ps f ‖22p
for every p, q ≥ 1 such that 1p + 1q = 1. Yet, using (5.10) once more,
‖∇i Ps f ‖22p ≤ e−cs
Ps/2(|∇i Ps/2 f |)22p.
Now, the hypercontractive property (5.7) ensures that for p = p(s) with 2p(s)− 1 = eρs,Ps/2(|∇i Ps/2 f |)22p ≤ ‖∇i Ps/2 f ‖22.
Putting the two inequalities together, we infer that∫
{|∇i Ps f |>M‖∇i f ‖r}
|∇i Ps f |2dµ≤ e−csµ
|∇i Ps f |> M‖∇i f ‖r	 1q(s) ‖∇i Ps/2 f ‖22 (5.13)
with
q(s) =
p(s)
p(s)− 1 =
eρs + 1
eρs − 1.
By Markov’s inequality, we further obtain, using again the commutation (5.10) and the contraction
property, that
µ
|∇i Ps f |> M‖∇i f ‖r	≤ 1M r‖∇i f ‖rr
∫
Rn
|∇i Ps f |r dµ≤ e
−rcs
M r
. (5.14)
The above bounds (5.13) and (5.14) therefore imply∫ ∞
t
∫
{|∇i Ps f |>M‖∇i f ‖r}
|∇i Ps f |2dµ ds ≤
∫ ∞
t

e−cs
M
 r
q(s)
e−cs‖∇i Ps/2 f ‖22 ds.
We then notice that the function
s 7→ 1
q(s)
= tanh(ρs/2)
is increasing. Hence, for every M ≥ 1,∫ ∞
t

e−cs
M
 r
q(s)
e−cs‖∇i Ps/2 f ‖22 ds ≤ e−c t

e−c t
M
 r
q(t)
∫ ∞
t
‖∇i Ps/2 f ‖22 ds
≤ e−c t
M
r
q(t)
∫ ∞
0
‖∇i Ps/2 f ‖22ds.
Summing over i = 1, . . . , m,
m∑
i=1
∫ ∞
t
∫
{|∇i Ps f |>M‖∇i f ‖r}
|∇i Ps f |2dµ ds ≤ e
−c t
M
r
q(t)
m∑
i=1
∫ ∞
0
‖∇i Ps/2 f ‖22ds.
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Using again the decomposition of the variance along the semigroup,
m∑
i=1
∫ ∞
0
‖∇i Ps/2 f ‖22ds = Varµ( f ) = ‖ f ‖22
(recall that f is centred) so that
m∑
i=1
∫ ∞
t
∫
{|∇i Ps f |>M‖∇i f ‖r}
|∇i Ps f |2dµ ds ≤ e
−c t
M
r
q(t)
‖ f ‖22. (5.15)
By the decomposition (5.11), the two bounds (5.12) and (5.15) therefore yield
Varµ(Pt f )≤max

2,
2
c

e−c t

Sr( f )M2−r + 1
M
r
q(t)
‖ f ‖22

.
Here, we recall that M ≥ 1. Given the assumption ‖ f ‖22 ≥ Sr( f ), we can choose M such that
Sr( f )M2−r = 1
M
r
q(t)
‖ f ‖22.
We therefore get
M2−r+
r
q(t) =
‖ f ‖22
Sr( f ) ,
so that, finally
Varµ(Pt f )≤max

4,
4
c

e−c t
 n∑
i=1
‖∇i f ‖2r
 r
r+(2−r)q(t)
‖ f ‖2
(2−r)q(t)
r+(2−r)q(t)
2 .
Replacing q(t) by its explicit form, we conclude to the announced claim. Theorem 5.3.1 is established.
5.4 The case of Boolean cube and other discrete product spaces
This section develops the corresponding analysis on the cube and discrete product models.
To deal with the Boolean cube {−1, 1}n, consider the discrete product structure consisting of a
product space Ω = Ω1 × · · ·× = Ωn with product probability measure µ = µ1 ⊗ · · · ⊗µn, each factor
(Ωi ,µi) being endowed with the Markov operator Li f =
∫
Ωi
f dµi − f . We recall that the Dirichlet
form E admits the decomposition
E ( f , f ) =
n∑
i=1
∫
Ωi
Li( f )
2dµi ,
and that the equality Varµ f = E ( f , f ) implies that the spectral gap constant is equal to 1. The
underlying (product) semigroup (Pt)t≥0 will be assumed to be hypercontractive with constant ρ
(equivalently, each (Li ,µi) is hypercontractive with constant ρ). In this context, we denote
Sr( f ) =
m∑
i=1
‖Li f ‖2r .
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Theorem 5.4.1. In the preceding setting, let f : Ω→ R, such that f ∈ L2(µ). Then, if r ∈ [1, 2] and
t ≥ 0,
Varµ(Pt f )≤ 7
 n∑
i=1
‖Li f ‖2r
α(t)
‖ f ‖2−2α(t)2
where
α(t) =
r(1− e−ρt)
2(1+ (1− r)e−ρt) .
Theorem 5.4.1 contains the result of [K-K] for the discrete cube Ω = {−1, 1}n with µ = νp =
(pδ−1 + qδ1)⊗n. To make the connection, notice that we can assume that
Sr( f ) =
n∑
i=1
‖Li f ‖2r ≤ ‖ f ‖22,
otherwise there is nothing to prove. With the previous notations, it is easily seen that for every
i ∈ {1, . . . , n},
‖Li f ‖rr = (pqr + prq)‖Di f ‖rr .
Thereby, we get
Varνp(Pt f )≤ 7(pqr + prq)
2
r α(t)
 n∑
i=1
‖Di f ‖2r
α(t)
‖ f ‖2−2α(t)2 .
In the case r = 1, we point out that the right-hand side is
7 (2pq)1−e−ρt
 n∑
i=1
‖Di f ‖21
 1
2 (1−e−ρt )
‖ f ‖(1+e−ρt )2 ,
so that, since 4pq ≤ 1
Varνp(Pt f ) ≤ 7 (4pq)
1
2 (1−e−ρt )

pq
n∑
i=1
‖Di f ‖21
 1
2 (1−e−ρt )
‖ f ‖(1+e−ρt )2
≤ 7

pq
n∑
i=1
Ii( f )
2
 1
2 (1−e−ρt )
‖ f ‖(1+e−ρt )2 .
Recall that Varνp(Pt f ) = VAR( f ,η) for η= 1− e−2t . On the other hand, it is known (see [CE-L]) the
logarithmic Sobolev constant is equal to
ρ =
2(p− q)
log p− log q (= 1 if p = q).
Since for each p ∈ (0, 1), ρ ≤ 1 using that ηρ/2≤ 1− (1−η)ρ/2 = 1− e−ρt ,
pq
n∑
i=1
Ii( f )
2
 1
2 (1−e−ρt )
‖ f ‖(1+e−ρt )2 ≤

pq
n∑
i=1
Ii( f )
2
ρη/4
‖ f ‖2−ρη/22 ,
which amounts to the main result of [K-K] as emphasized in the introduction. In the uniform case
(i.e p = q), we have ρ = 1 and we get
VAR( f ,η)≤ 7 ·

1
4
n∑
i=1
Ii( f )
2
 1
4η
‖ f ‖2− 12η2 .
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The above result is similar to Theorem 4 of [K-K] with weaker assumptions on f . In the biased case,
the constants are somewhat weaker for small p or q.
It is worth to point out that the quantitative relationship of Theorem 5.4.1 yields empty results
when log p is of order log n. In this range indeed, the theorem does not hold even qualitatively (see
[K-K]).
Proof of Theorem 5.4.1. The scheme of proof is completely similar to the one developed in the conti-
nuous setting for Theorem 5.3.1. We nevertheless introduce a further trick, replacing the decompo-
sition of the variance along the semigroup by its restriction to a finite domain of integration in time
[0, T] for some T ≥ 0 in the form of the identity
‖ f ‖22 − ‖PT f ‖22 = −
∫ T
0
d
ds
‖Ps f ‖22 ds = 2
∫ T
0
E (Ps f , Ps f )ds = 2
∫ T
0
n∑
i=1
∫
Ω
|Li Ps f |2dµ ds.
Hence, by (5.5),
Varµ(Pt f )≤ 21− e−T
∫ t+T
t
n∑
i=1
∫
Ω
|Li Ps f |2dµ ds.
For each i = 1, . . . , n, we again cut the integral into two parts with M ≥ 1. The same commutation
and contraction argument yield∫
{|Li Ps f |≤M‖Li f ‖r}
|Li Ps f |2dµ≤ (M‖Li f ‖r)2−r
∫
Ω
|Li Ps f |r dµ≤ M2−r‖Li f ‖2r .
Therefore
Varµ(Pt f )≤ 2T1− e−T

Sr( f )M2−r + 1T
∫ t+T
t
n∑
i=1
∫
{|Li Ps f |>M‖Li f ‖r}
|Li Ps f |2dµ ds

.
Above the truncation level, for each i = 1, . . . , n, the same argument based on the Hölder and
hypercontractivity inequalities yields∫
{|Li Ps f |>M‖Li f ‖r}
|Li Ps f |2dµ ≤ µ
|Li Ps f |> M‖Li f ‖r	 1q ‖Li Ps f ‖22p
≤ ‖Li Ps/2 f ‖22µ
|Li Ps f |> M‖Li f ‖r	 1q(s)
≤ 1
M
r
q(s)
‖Li Ps/2 f ‖22,
with q(s) = e
ρs+1
eρs−1 . Therefore,∫ t+T
t
n∑
i=1
∫
{|Li Ps f |>M‖Li f ‖r}
|Li Ps f |2dµ ds ≤ 1
M
r
q(t)
n∑
i=1
∫ t+T
t
‖Li Ps/2 f ‖22 ds.
Since
n∑
i=1
∫ t+T
t
‖Li Ps/2 f ‖22 ds ≤
n∑
i=1
∫ ∞
0
‖Li Ps/2 f ‖22 ds = ‖ f ‖22,
we thus get that
Varµ(Pt f )≤ 2max(1, T )1− e−T

M2−rSr( f ) + ‖ f ‖22 1
M
r
q(t)

.
The theorem then follows as in the conclusion of the proof of Theorem 5.3.1, using moreover the
fact that
inf
T>0
4max(1, T )
1− e−T =
4
1− e−1 ≤ 7.
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5.5 Results on Schreier and Cayley graphs and further examples
This section briefly discusses further examples of interest, basically non-product models, for
which the preceding approach may be developed similarly. The basic ingredients for such extension
are the decomposition of the variance into directional derivatives and hypercontractivity.
A non-product space example for which there is a decomposition (5.8) with commutation (5.9)
as well as hypercontractivity (5.7) and spectral gap (5.4) in the continuous case is given by the
spheres Sn−1 ⊂ Rn (n≥ 2) equipped with the normalized measure µ.
Consider for i, j ∈ {1, . . . , n}, Di, j = x j∂i − x i∂ j . The Dirichlet form associated with the spherical
Laplacian
∆=
1
2
n∑
i, j=1
D2i, j
takes the form
E ( f , f ) =
∫
Sn−1
f (−∆ f )dµ= 1
2
n∑
i, j=1
∫
Sn−1
(Di, j f )
2dµ.
Since we clearly have ∆Di, j = Di, j∆, (5.9) holds with κ = 0. Consider again heat semigroup
(Pt f )t≥0 = (et∆ f )t≥0 generated by the Laplacian ∆. It is known (see e.g. [Bak1]) that the spec-
tral gap constant and the logarithmic Sobolev constant are both equal to n−1. Our results can then
be stated as follows.
Theorem 5.5.1. Let f : Sn−1 → R, where n ≥ 2 be C1-smooth and in L2(µ). Then, for any t ≥ 0,
r ∈ [1, 2],
Varµ(Pt f )≤ 7
 n∑
i, j=1
‖Di, j f ‖2r
α(t)
‖ f ‖2−2α(t)2 ,
where
α(t) =
r(1− e−(n−1)t)
2(1+ (1− r)e−(n−1)t) .
Proof. The proof follows the scheme of the one of Theorem 5.3.1, with however the twist emphasized
in the discrete framework of Section 4, i.e. restricting to a finite domain of integration in time [0, T]
for some T ≥ 0 using (5.5) and replacing the logarithmic Sobolev constant by its value n− 1. Then,
we just notice that for every λ≥ 1
inf
T>0
4 max(1, T )
1− e−λT =
4
1− e−λ ≤ 7.
Recall that the Poincaré inequality implies that Varµ(Pt f ) ≤ e−(n−1)tVarµ( f ). Since the logarith-
mic Sobolev constant and the spectral gap constant are equal in this case, Theorem 5.5.1 provides
some non-trivial bound on Varµ(Pt f ) in specific ranges of t (for example when t is of order
1
n).
Among discrete examples, the recent work of [O-W] investigates the examples of general Schreier
or Cayley graphs. In the context of Subsection 2.3, recall that the Dirichlet form E takes the form
E ( f , f ) = 1
2|S|
∑
x∈Ω
∑
s∈S
[ f (x s)− f (x)]2µ(x) = 1
2|S|
∑
s∈S
‖Ds f ‖2L2(Ω).
It is shown in [O-W] that the commutation (5.9) holds with κ= 0 (see also [CE-L]). Denote as usual
by (Pt)t≥0 the underlying semigroup attached to this Dirichlet form, and let λ be the spectral gap
constant and ρ the logarithmic Sobolev constant. Noticing that there is a positive constant C such
that infT>0
max(1,T )
1−e−λT ≤ Cλ , we get the following theorem from the general scheme of proof developed
in Section 4.
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Theorem 5.5.2. Let Ω be a Schreier or Cayley graph and f : Ω→ R. Then, for any t ≥ 0,
Varµ(Pt f )≤ C
λ

1
2|S|
∑
s∈S
‖Ds f ‖2r
α(t)
‖ f ‖2−2α(t)2 ,
for some numerical constant C > 0 where
α(t) =
r(1− e−ρt)
2(1+ (1− r)e−ρt) .
Explicit examples with known respective spectral gap and logarithmic Sobolev constants are
given in [O-W]. Among them, the above theorem for product graphs such as (Z/mZ)n are particular
cases of Theorem 5.4.1. But it also covers two non product models of graphs, namely the symmetric
group and the slices of the Boolean cube.
In the case of the symmetric group Sn, recall that its Cayley graph structure with the genera-
ting set given by the subgroup of the transpositions Tn. The spectral gap is equal to 2n−1 , and the
logarithmic Sobolev constant is greater than an log n for some a > 0 (see [D-SC]). It is then of interest
to understand the content of Theorem 5.5.2. The issue is that, when t is of order of the inverse of
spectral gap constant, i.e. of order n, the exponent 1− e−at/n log n goes to 0 as n tends to infinity so
that it yields an empty bound for Varµ(Pt f ). For larger t, the decay of Varµ(Pt f ) is ensured by the
spectral gap inequality since it implies Varµ(Pt f ) ≤ e−2t/(n−1)Varµ( f ). Hence, Theorem 5.5.2 does
not improve upon the spectral gap inequality. As for the results of [O-W], [CE-L], this is due to the
smallness of the logarithmic Sobolev constant in this model.
Let us turn to the slices of the cube. For n ≥ 1, 1 ≤ k < n, the slices (of order k) of the Boolean
cube are defined by
 [n]
k

= {x ∈ {0, 1}n,∑ni=1 x i = k}. The symmetric group is acting on  [n]k 
by xσ = (xσ(i))1≤i≤n, so that it has a Schreier graph structure. The generators are given by the
transpositions τi j , 1 ≤ i < j ≤ n, with xτi j being obtained from x by switching i and j. Then, it
is known that the spectral gap constant is λ = 1n , and the logarithmic Sobolev constant ρ satisfy
ρ−1 ∼ n log n2k(n−k) (see [L-Y]). In particular when kn is bounded away from 0 and 1, both constants
are of the same order. Theorem 5.5.2 (again with r = 1) implies that
Varµ(Pt f )≤ Cn

1
n(n− 1)
∑
i< j
(Iτi j f )
2
(1−e−tρ)/2
‖ f ‖1+e−tρ2
where Iτi j f is the influence of the transposition τi j on f . Consider then the noise operator S
s
η f =
Varµ(P(n−1)t/2 f ) with e−t = η (see [F-K-M-W]). With this normalizing, both the spectral gap and lo-
garithmic Sobolev constants are of order 1. Then, Theorem 5.5.2 implies that whenever kn is bounded
away from 0 and 1, there exists some positive constants C1, c such that
Ssη f ≤ C1

1
n
∑
i< j
(Iτi j f )
2
cη
‖ f ‖2−2cη2 . (5.16)
Therefore, the original [B-K-S] criterion holds over slices of the Boolean cube, that is, if the sum
of the square of the influences of a sequence of functions fn` tends to 0, then fn` is noise sensitive.
It is worth to point out that variant of this result over the slices has been recently established in
[For]. Such result is applied in connection with another notion of sensitivity, the exclusion sensitivity
defined and studied by Broman, Garban and Steif.
5.6 Comments on exclusion sensitivity
This section is devoted to the link made in [For] between the Benjamini–Kalai–Schramm criterion
for the noise stability on the slices of the Boolean cube and the notion of exclusion sensitivity for
functions defined on the Boolean cube. To start with, we recall the definition of exclusion sensitivity.
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Let a sequence ( fn)n≥0 of Boolean functions (i.e. mapping to {0,1}) defined on the Boolean cubes
{0,1}n. For x ∈ {0,1}n, set |x |= x1+· · ·+ xn. For each n≥ 1, pick X (n)0 ∼ µn, where µn is the uniform
measure on {0, 1}n ; and let X (n) be a random walk on the slice   [n]|X (n)0 |. The sequence ( fn)n≥0 is said
to be (asymptotically) exclusion sensitive if
lim
n→∞XSα( fn) = Cov( fn(X
(n)
0 ), fn(X
(n)
αn )) = 0
for any α > 0. In [B-G-S], the authors have linked exclusion sensitivity with influences. More preci-
sely, the content of the results of [B-G-S] is similar to the Benjamini–Kalai–Schramm criterion.
Theorem 5.6.1. Let ( fn)n≥0 : {0,1}n→ {0, 1} be a sequence of Boolean function such that ∑ni=1 I2i fn
goes to 0. Then the sequence ( fn)n≥0 is exclusion sensitive.
Using the scheme of proof of [For], we are aiming to show that our quantitative relationship over
the slices (5.16) implies another proof of this theorem. We refer the reader to [For], and we only
sketch the main arguments.
Let a sequence ( fn)n≥0 : {0,1}n → {0, 1} and denote "n =∑ni=1 I2i fn. Fix α > 0. In order to be
consistent with our definition of noise stability on the slices, we will show that
lim
n→∞Cov( fn(X
(n)
0 ), fn(X
(n)
α(n−1))) = 0
whenever limn→∞ "n = 0. This obviously does not change the content of Theorem 5.6.1.
The following lemma is the main ingredient linking exclusion sensitivity with noise stability over
the slices.
Lemma 5.6.2. For any n≥ 0, fn : {0,1}n→ {0, 1}, and t ≥ 0,
Cov( fn(X
(n)
0 ), fn(X
(n)
t )) = 2
−n
n∑
k=0

k
n
§
E

f (X (n)0 ) f (X
(n)
t )| |X (n)0 |= k

−E

f (X (n)0 )| |X (n)0 |= k
2ª
+ Var(E[ f (w)||w|= |X (n)0 |]).
Since as shown in [For], if "n → 0, limn→∞ Var(E[ f (w)||w| = |X (n)0 |]) = 0, it is enough to show
that the first sum goes to 0 whenever "n → 0. Yet, for t = α(n − 1), if µn,k designs the uniform
measure on the slices of order k,
E

f (X (n)0 ) f (X
(n)
α(n−1))| |X (n)0 |= k

−E

f (X (n)0 )| |X (n)0 |= k
2
= Covµn,k( f , Pα(n−1) f ) = Varµn,k(Pα(n−1)2 f ).
With the notations of Section 5.5, this corresponds to Sske−α f . That is, the first sum in the expression
of lemma 5.6.2 is the expectation of the noise stability of f over the slices of order k when k is
distributed according to the binomial law B(n, 1/2). If d ∈ (0, 1/2), by Chernoff’s bound we can find
some numerical (positive) constant c1 such that
bdnc∑
k=0
P(|X (n)0 |= k) =
n∑
k=d(1−d)ne
P(|X (n)0 |= k) = 2−n
bdnc∑
k=0

k
n

≤ e−c1n.
It is therefore enough to bound the noise stability of f over the slices of order k ∈ (dn, (1− d)n) for
some d < 1/2. To this task, in view of (5.16), for any n≥ 1 and any given Boolean function fn over
the Boolean cube {0,1}n, we need to bound 1n
∑
1≤i< j≤n I kτi j ( fn)
2, bdnc < k < d(1− d)ne, in term of
"n.
Define Iτi j f on the cube to be P( f (x
(i j) 6= f (x)). It is clear that for any 1 ≤ i < j ≤ n, Iτi j f ≤
Ii( f ) + I j( f ). Therefore, using the inequality (a + b)2 ≤ 2(a2 + b2),
1
n
∑
1≤i< j≤n
(Iτi j fn)
2 ≤ 4
n∑
i=1
I2i fn = 4"n.
101
CHAPITRE 5. CRITÈRE BKS POUR LA NOISE STABILITY
Besides, Iτi j f is related to the influences I
k
τi j
f on the slices of order k, k ∈ {0, . . . , n}, by the law of
total probability
Iτi j f = P( f (x
(i j)) 6= f (x)) = 1
2n
n∑
k=0

k
n

P( f (x (i j)) 6= f (x)| |x |= k) = 1
2n
n∑
k=0

k
n

I kτi j f .
This implies - we confer to [For] for the details - that for all k ∈ {1, . . . , n} but a fraction of probability
at most "1/3n with respect to the binomial law,
1
n
∑
1≤i< j≤n
I kτi j ( fn)
2 ≤ O("1/3n ). (5.17)
Denote A"n the subset of [n] where (5.17) is satisfied, and A"n,d = A"n ∩{bdnc, . . . , d(1−d)ne}. For all
k ∈ A"n,d , there exists by (5.16) some positive constants C1, c such that Sske−α f ≤ C1"ce−αn . Therefore
2−n
n∑
k=0

k
n

Sske−α f ≤ 2−n
∑
k/∈A"n ,d

k
n

Sske−α + C1"
ce−α
n ≤ 2e−c1n + "1/3n + C1"ce−αn .
If "n→ 0 as n→∞, this implies that limn→∞Cov( fn(X (n)0 ), fn(X (n)α(n−1))) = 0. That is, the sequence
( fn)n≥0 is exclusion sensitive, which is exactly the content of Theorem 5.6.1 of [B-G-S].
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Chapitre 6
Some comments on Juntas
6.1 Introduction
This chapter is devoted to present some analogous statements of the Juntas theorem of Friedgut.
Recently, a particular attention was given in both continuous and discrete cases. To name a few,
[Sa-Tu] and [Beal] generalized this work in a discrete setting respectively to Cartesian product of
Graphs and discrete tori. We also point out the work of Austin [Aus] and Keller, Mossel and Sen
[K-M-S1] respectively for the continuous torus and a certain class of Boltzmann measures. In this
chapter, our purpose is twofold. We begin by showing how to obtain these generalizations for the
quantitative relationship of the preceding chapter (up to constants) via a generalization of Austin’s
arguments. Then, we present a new result (to the best of our knowledge) in the continuous case and
more precisely for products of log-concave measures.
Before starting, we recall some basic definitions. Let a Boolean function f : {−1,1}n 7→ {−1,1}
on the discrete cube endowed with the uniform probability and denote the total influence
∑
i Ii( f )
by I( f ).
Definition 6.1.1. A Boolean function f : {−1, 1}n 7→ {−1, 1} is called a k-junta if it depends only on k
coordinates.
A junta function will be a function that depends on only a fixed number, i.e independent of n, of
coordinates. Recall that ν is the uniform measure on {−1,1}n.
Definition 6.1.2. A (", k)-junta is a boolean function f such that there exists a k-junta function g with
‖ f − g‖L1(ν) ≤ ".
If f is a junta, it is an immediate consequence that I( f ) = O(1). Friedgut [Fri] has proved a kind
of converse statement of this fact, by the following theorem.
Theorem 6.1.3. Set f : {−1,1}n 7→ {−1,1}with total influence equal to I( f ). Then f is a O(", eO(I( f )/"))-
junta.
Such theorem has been partially extended to monotone graph properties on random graph
G(n, p). This can be view as a monotone function f : {−1, 1}(n2) 7→ {−1, 1}, endowed with the product
measure (pδ1 +(1− p)δ−1)⊗N , with N =
 n
2

. Non-product examples has also been investigated and
an analogous theorem has been proven for the slices of the cube independently by Wimmer [Wim]
and by Filmus [Fil].
In what follows, we are aiming to show that Austin’s argument combined with both Theorem
5.3.1 and 5.4.1 is actually enough to obtain most of the existing results. On top of that, the consi-
deration of general L2 functions allows us to remove the condition for the function to be Boolean
valued. Clearly, the other sticking point of our proof is its simplicity. The idea is as simple as the proof.
Indeed, a function with small total influence is such that a large number of its coordinates have ei-
ther no or few influences. This remark strongly suggests that the function must remain close to its
103
CHAPITRE 6. SOME COMMENTS ON JUNTAS
average over such coordinates and therefore should be essentially determined by a small number of
them.
The next section is devoted to proof of the main result of this chapter. In the second to last section,
we note that the orthonormal construction of Filmus in the case of the slices of the Boolean cube
allows to conclude similarly to a Juntas theorem. In the last section, we discuss the case of product
of log-concave measures.
6.2 Schreier and Cayley graphs setting
In what follows let (G, V ) be a Schreier or Cayley graph with uniform probability measure µ.
Denote as usual λ the spectral gap constant and ρ the hypercontractive constant. Let f : G→ R. Set
for {s1, . . . , sk} ⊂ S, T = S\{s1, . . . , sk}, C the set generated by (s j) j∈T and
ΠT f (x) =
∑
s∈C
f (x s)µ(s),
the function obtained from f by averaging over C . Clearly, ΠT f depends only on s1, . . . , sk, i.e.∑
s∈T Is(ΠT f ) = 0. The main idea is to show that when the total influence does not depend on n, f
is close to the k-junta ΠT f , where s1, . . . sk are coordinates of “large” influences.
6.2.1 The case of product structures.
When the Cayley graph is a product graph V n, the generating set S is given by
si = (0, . . . , 0, 1, 0, . . . , 0), i ∈ [n],
where 1 is a the i-th place. Moreover, recall that the influences are defined by Ii f = ‖Li f ‖1, where
Li f = f (·+ ei)− f . In this context, one have the following junta theorem.
Theorem 6.2.1. Let V n be a Cayley or Schreier graph product with Sobolev logarithmic constant ρ. Let
f : V n 7→ {−1,1} and set I( f ) =∑ni=1 Ii( f ). Then f is a O(", exp(O( I( f )| log("ρ)|ρ"2 )))-junta.
The proof of the theorem relies essentially of the following lemma, due to Austin [Aus] in the
continuous case Ω = [0,1]. To state this, we need to use some notations. Let {s j1 , . . . , s jk} to be a
subset of the canonical basis (that will correspond the coordinates of “large influence”). We identify
s ji with ji . Denote T = {t1, . . . , tn−k} so that [n] is the disjoint union of { j1, . . . , jk} and {t1, . . . , tn−k}.
Define then f0 = f , and for all 1 ≤ i ≤ n − k, fi = ΠS\{t i} fi−1, that is integrate successively with
respect to the coordinates of T . Then the sequence ( fi)1≤i≤n−k is a reverse martingale.
Lemma 6.2.2. Suppose that f : V n→ R with for each i ∈ {1, . . . , n}, ‖Li f ‖∞ ≤ 1. Denote by I( f ) to
total influence of f . If η > 0 and t > 0 are fixed, then
‖Pt f −ΠT Pt f ‖22 ≤ 7I( f )ρ2 η
1−e−2ρt
2 ,
where T is such that ∀i ∈ { j1, . . . , jk}, Ii f = ‖Li f ‖1 ≥ η.
Proof of lemma 6.2.2. By the fact that (Pt f )i is a reverse martingale,
‖Pt f −ΠT Pt f ‖2L2(V n) =
∑
i∈T
‖(Pt f )i−1 −ΠS\{ ji}(Pt f )i−1‖2L2(V n) =
∑
i∈T
‖(Pt f )i−1 − (Pt f )i‖2L2(V n).
But, for each i, by Theorem 5.4.1 with r = 1 and by the spectral gap inequality,
‖(Pt f )i−1 − (Pt f )i‖2L2(V n) ≤ 7λ‖Li f ‖
2α(t)
1 ‖ f ‖2−2α(t)2 ≤ 7λ2 ‖Li f ‖
2α(t)
1 ‖Li f ‖2−2α(t)2 ,
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where we recall that α(t) = 1−e−2ρt2 . Therefore,
‖Pt f −ΠT Pt f ‖2L2(V n) =
∑
i∈T
‖(Pt f )i−1 − (Pt f )i‖2L2(V n) ≤ 7λ2
∑
i∈T
‖Li f ‖2α(t)1 ‖Li f ‖2−2α(t)2 .
Applying Hölder inequality with exponents

1
α(t) ,
1
1−α(t)

yields
∑
i∈T
‖Li f ‖2α(t)1 ‖Li f ‖2−2α(t)2 ≤
∑
i∈T
‖Li f ‖21
α(t)∑
i∈T
‖Li f ‖22
1−α(t)
.
Using the fact that by assumption ‖Li f ‖22 ≤ ‖Li f ‖1‖Li f ‖∞ ≤ ‖Li f ‖1 and∑
i∈T
‖ Li f ‖21 ≤ η×
∑
i∈T
‖Li f ‖1,
we also get ∑
i∈T
‖Li f ‖21
α(t)∑
i∈T
‖Li f ‖22
1−α(t)
≤ ηα(t)∑
i∈T
‖Li f ‖1 ≤ ηα(t) I( f ).
Hence ‖Pt f −ΠT Pt f ‖2L2(V n) ≤ 7I( f )λ2 ηα(t). Since ρ ≤ λ, the lemma is proven.
To conclude to amount to Theorem 6.2.1, we now use the following lemma, that is due to Bakry
[Bak1] in continuous setting.
Lemma 6.2.3. ∀ f : V n→ R, ∀t ≥ 0, ‖ f − Pt f ‖2L2(µ) ≤ tE ( f , f ).
Proof. Recall that −L is a (semi) positive operator on L2(V n). Let {0,λ1 = λ,λ2, . . .} to be its spec-
trum. Hence E ( f , f ) = 〈 f ,−L f 〉L2(µ) =∑k≥1λk‖ f =k‖22 and ‖ f −Pt f ‖2L2(µ) =∑k≥1(1−e−tλk)‖ f =k‖22.
The lemma follows then from the inequality 1− e−x ≤ x valid for all x > 0.
Since ΠT is a projection, one also have ‖ΠT f −ΠT Pt f ‖2 ≤ tE ( f , f ). Besides,
E ( f , f ) =
n∑
i=1
‖Li f ‖22 ≤
n∑
i=1
‖Li f ‖1‖Li f ‖∞ ≤ I( f ).
It follows from the triangle inequality that for all t ≥ 0,
‖ f −ΠT f ‖2 ≤ (p2t +p7ρ−1η 1−e
−2ρt
4 )I( f ).
Recall that ΠT f depends only on k coordinates, and since for each i ∈ {1, . . . , k}, Isi f ≥ η, one have
k ≤ I( f )η−1. Choose now t = "24I( f ) , andη such thatρ−1η 1−e
−2ρt
4 I( f ) = "6 . Thenη= exp(−O( I( f )| log("ρ)|ρ"2 ))
and ‖ f − ΠT f ‖2 ≤ ". Therefore, every f satisfying the assumption max1≤i≤n ‖Li f ‖∞ ≤ 1 is a
O(", exp(O( I( f )| log("ρ)|
ρ"2
)))-junta.
In this statement, the important point is that if I( f ) do not depend on n, f stays close to a function
that depends on a fixed number, namely a junta. The estimate is however weaker (due to the extra
log" term) than the ones following from the previous works, but in this form the functions can be
real-valued.
To emphasis its interest, Theorem 6.2.1 contains numerous of known results. The simplest case
is Ω = ({0, 1}, νp). Then recall that he hypercontractive constant is ρ = 2 p−(1−p)log p−log(1−p) . If p is inde-
pendent of N , the following result holds (the case p = 1/2 is the original Friedgut’s junta theorem
for Boolean functions) :
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Corollary 6.2.4. Let f : ({0,1}n,νnp) 7→ {0,1} with ‖∂ f ‖1 = I( f ) and p independent of n. Then there
exists g : ({0, 1}n,νnp) 7→ {0,1} such that g is a eO(
I( f ) log(")
" )-junta and ‖ f − g‖1 ≤ ".
Proof. Indeed, according to our previous results ‖ f − ES f ‖2 ≤ ". Setting g = sgn(ES f )+12 , we then
have
P( f 6= g)≤ ‖ f − ES f ‖22 ≤ "2,
and g depends on coordinates of S, with |S|= eO( I( f )| log(")|"2 ). Substituting "2 by " yields the result.
Another interesting instance is given by the discrete tori (Z/mZ)n for m ≥ 2 as in [Beal]. Let
(ei)1≤i≤n be the canonical base of (Z/mZ)n. Recall that we have then λ =
1−cos( 2pim )
n and ρ ∼ λ (i.e.
of the same order). Then, the following corollary holds.
Corollary 6.2.5. Let m≥ 2. Let f : (Z/mZ)n→ {0,1} with total influence I( f ) defined as
I( f ) =
1
mn
n∑
i=1
∑
x∈(Z/mZ)n
| f (x ⊕ ei)− f (x)|.
Then there exists a function g depending on at most exp

O

I( f )m4 log(m2/")
"

coordinates such that
‖ f − g‖L1((Z/mZ)n) = 1mn
∑
x∈(Z/mZ)n
| f (x)− g(x)| ≤ ".
This is a weak form of Theorem 5 of [Beal], and similar up to the logarithmic factor to the result
obtained in [Sa-Tu], but with a somewhat simpler proof.
More generally, Theorem 6.2.1 is a particular case of the recent work of Sachdeva and Tulsiani
[Sa-Tu]. Namely, if G is a graph, and Gk is its k−th power, then any boolean function with total
influence I( f ) on V (Gk) is a O(", exp(O( I( f )ρ)" ))-junta.
The proof of [Sa-Tu] relies on an appropriate control on the entropy in the spirit of a work of
Rossignol [Ros]. It is mentioned that the results can be extend for more general Markov chains K
that the one attached with the standard random walk to the nearest neighbour.
We notice that the proof of lemma 6.2.2 heavily relies on the Cartesian product structure. Indeed,
in the non product setting, the reverse martingale argument fails. For a general graph, the lack
of structure impends to bound efficiently ‖ f − ΠT f ‖L1(G). In the next section, we make use of a
construction by Filmus [Fil] to obtain a similar conclusion over the slices of the Boolean cube with
this scheme of proof.
6.3 Case of the slice of the cube.
Recent results of Wimmer and Filmus however have extended this Junta conclusion to the slices
of the hypercube. T he symmetric group Sn and the slices of Boolean cube defined by
 [n]
k

:= {x ∈
{0,1}n, ∑ni=1 x i = k} are relevant non products examples of Cayley or Schreier graphs. Recall that
previous results of harmonic analysis over Boolean cube have been extended such as the KKL theo-
rem [O-W] and Talagrand’s inequality [CE-L]. In the case of the symmetric group, the two above
results are not improving upon the Poincaré inequality and we have seen that the quantitative B-K-S
relationship also yields empty conclusion. The reason for it is that the hypercontractive constant, of
order 1/(n log n), is too small with respect to the spectral gap of order 1/n.
For the Junta-Theorem, in [Wim], it is pointed out that it is false for the symmetric group, but the
author is able to deduce a junta-theorem for the slice of the hypercube
 [n]
k

when k/n is bounded
away from 0 and 1. In this context the total influence is defined by
Inf( f ) =
1
n
∑
1≤i< j≤n
Infi j( f )
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and similarly, the total influence up to k coordinates is Inf(k)( f ) = 1k
∑
1≤i< j≤k Infi j( f ). Note that for
Boolean values functions the Dirichlet form is related to the influences by
E ( f , f ) = 1
n(n− 1)
∑
i< j
Infi j( f ) =
1
n− 1Inf( f ).
A counterexample for the symmetric group is given by the following lemma.
Lemma 6.3.1. Let f : Sn → {0, 1} defined by f (σ) = 1 if and only if σ is a derangement, that is for
each i ∈ {1, . . . , n}, σ(i) 6= i. Then Inf( f ) = O(1) and any function g : Sn→ {0,1} depending only on
n/12 coordinates is such that Pµ( f 6= g)≥ 1/4, where µ is the uniform measure on Sn.
Proof. Recall that for each transposition (i j), Infi j( f )≤ 2/n. Thus, the total influence is independent
of n. But, as shown in [Wim], any function g : Sn→ {0, 1} depending only on the last n/12 coordi-
nates is such that Pµ( f 6= g)≥ 1/4.
Recently, Filmus [Fil] gave of proof of the Friedgut–Wimmer theorem for slices of the hypercube.
The purpose of the following is to recall Filmus’s main arguments and to show that the preceding
scheme of proof can be applied.
Without loss of generality, we can choose η such that Infi j f ≤ ηwhenever i, j /∈ S where S = {n−
m+1, · · · , n}, which means in the above notations that the set C is the set Tn−m of all transpositions
of the all integers less or equal than n−m. ΠT f (x) = 1(n−m)!
∑
σ∈Sn−m f (x
σ) is therefore the function
obtained from f by averaging over all permutations of [n − m] and depends only on the last m
coordinates.
A main result of [Fil] is to build in
 [n]
k

an orthogonal basis of multilinear polynomials ((χB)B∈Bn)
where Bn are subsets of {1, . . . , n} called “top sets”. Then, it is proven that each of the function f
can be decomposed into on
f =
∑
B∈Bn
fˆ (B)cBχB,
where as usual fˆ (B) = 〈 f ,χB〉L2(([n]k )). Moreover, we have that
f −ΠT f =
∑
B∈Bn B∩[n−m] 6=;
fˆ (B)cBχB,
and so
‖ f −ΠT f ‖22 =
∑
B∈Bn, B∩[n−m] 6=;
fˆ (B)2cB.
A key property of this basis is that as in the case of the Boolean cube, each χB is an eigenvector of the
operator L and so of the semigroup (Pt)t≥0. The corresponding eigenvalues are equal to 2|B|(n+1−|B|)n(n−1) .
If we define Ht = P(n−1)t
2
, then
Ht f =
∑
B∈Bn
exp

− t |B|(n+ 1− |B|)
n

fˆ (B)cBχB,
and
‖Ht f −ΠT Ht f ‖22 =
∑
B∈Bn, B∩[n−m] 6=;
exp

− t |B|(n+ 1− |B|)
n

fˆ (B)2cB.
Another important result of [Fil] is to express the total influences in terms of the orthogonal basis
χB, similarly as in the case of the Boolean cube. More precisely, the following lemma holds.
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Lemma 6.3.2.
∀1≤ k ≤ n, Inf(k)( f ) = ∑
B∈Bn
|B ∩ [k]|(k + 1− |B ∩ [k]|)
k
fˆ (B)2cB.
In particular,
Inf( f ) =
∑
B∈Bn
|B|(n+ 1− |B|)
n
fˆ (B)2cB.
We now show how it suffices to conclude to a Junta theorem. First, we can write
Inf(k)(Ht f ) =
∑
B∈Bn
exp

− t |B|(n+ 1− |B|)
n
 |B ∩ [k]|(k + 1− |B ∩ [k]|)
k
fˆ (B)2cB.
Since for each k ≥ 1 and |B ∩ [k]|> 0 one have 1≤ |B∩[k]|(k+1−|B∩[k]|)k ,
‖Ht f −ΠT Ht f ‖22 =
∑
B∈Bn,B∩[n−m] 6=;
exp

− t |B|(n+ 1− |B|)
n

fˆ (B)2cB ≤ Inf(n−m)(Ht f ).
Recall that the hypercontractive inequality expresses that Infi j(Ht f )≤ (Infi j( f ))α(t) with α(t) =
1
1+e−ρt , with ρ the hypercontractive constant of (Ht)t≥0. The Lee–Yau result [L-Y] implies that if k/n
is bounded away from 0 and 1, ρ = O(1). It yields
‖Ht f −ΠT Ht f ‖22 ≤ 1n−m
∑
1≤i< j≤n−m
(Infi j( f ))
α(t).
By assumption, for each 1≤ i < j ≤ n−m, Infi j( f )≤ η. Thus
‖Ht f −ΠT Ht f ‖22 ≤ η
α(t)−1
n−m
∑
1≤i< j≤n−m
Infi j( f )≤ nn−mη
α(t)−1Inf( f ).
Recall that Lemma 6.2.3 ensures that
‖ f −Ht f ‖2L2(µ) ≤ (n− 1)t2 E ( f , f ) =
t
2
Inf( f ).
Since ΠT is a projection, the preceding arguments yield this time,
‖ f −ΠT f ‖22 ≤ (t + nn−mη
α(t)−1)Inf( f ).
Taking t = "2Inf( f ) , there exists a constant c such that η
α(t)−1 ≤ ηc". Finally we use the following
lemma of [Fil] (see also [Wim]) :
Lemma 6.3.3. For every function on the slice f , every τ > 0, there exists a set S of cardinality at most
O( Inf( f )τ ) such that for every i, j /∈ S, Infi j f < τ.
It implies that one can take m = O( Inf( f )τ ) and it yields the Junta conclusion for slices of the
hypercube :
Theorem 6.3.4. Let f : (
 [n]
k

,µ) 7→ {0,1} with Inf( f ) = O(1). Then there exists g :  [n]k  7→ {0,1}
such that g is a eO(
| log(")|
" )-junta and ‖ f − g‖L1(µ) ≤ ".
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6.4 The continuous case.
The preceding easily extends to the continuous setting, namely products of log-concave measures.
For sake of simplicity, consider only product spaces (Rn,µ⊗n) with dµ(x) = e−vd x , v′′ ≥ c > 0 for
n ≥ 1. Then, starting from Theorem 5.3.1, one can reach with the same scheme of proof (keeping
the same notations), the following inequality
‖Pt f −ΠT Pt f ‖22 ≤ 4c max(1, c) e
−c t
∑
i∈T
‖∂i f ‖21
(1−e−c t )/2∑
i∈T
‖∂i f ‖22
(1+e−c t )/2
.
By the preceding arguments, the next junta theorem holds.
Theorem 6.4.1. Let f : Rn → [−1, 1] with ∑ni=1 ‖∂i f ‖L1(µ⊗n) = I( f ). There exists a function g such
that g depends of at most exp

O

I( f )| log("c)|
c"3/2

coordinates and ‖ f − g‖L1(µ⊗n) ≤ ".
It is of interest to understand the content of this result in connection with geometric influences.
Say that a set A is increasing if whenever x = (x1, . . . , xn) ∈ A, y = (y1, . . . , yn) ∈ A as soon as for
each i ∈ 1, . . . , n, x i ≤ yi or decreasing if whenever x = (x1, . . . , xn) ∈ A, y = (y1, . . . , yn) ∈ A when
for each i ∈ 1, . . . , n, x i ≥ yi . For monotone (either increasing or decreasing) sets, the total influence∑n
i=1 I
G
i (A) = I( f ) is the measure of the boundary under uniform enlargement (see [K-M-S1]).
Corollary 6.4.2. Take (Rn, µ⊗n) with dµ(x) = e−v(x)d x , v′′ ≥ c > 0, a log-concave measure on the
real line. For any monotone set A with
∑n
i=1 I
G
i (A) = I( f ), there exists a set B such that 1B is determined
by at most eO(
I( f )| log("c)|
c"3/2
)-coordinates and ‖1A− 1B‖1 ≤ ".
This corollary expresses that any monotone set whose boundary measure under uniform enlarge-
ment does not depend on the dimension essentially lies on a subspace of fixed dimension. We refer to
Theorem 3.13 of [K-M-S1] for similar results in that direction. We note that in [K-M-S1] the authors
are able to deal with family of Boltzmann measures µ⊗np (p ≥ 2) given by
dµp(x) =
1
Zρ
e−|x |p d x ,
where Zp is the normalizing constant. Since for p > 2, these measures are not strictly log-concave
measures, we are not able to prove an analogous result in this case.
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