previous system is limited to 1.94 ± 0.49 mm and 0.65° ± 0.20°, which is insufficient for deep brain stimulation (DBS) and stereoelectroencephalography (SEEG) . With the identification of a patient position and placing medical devices accurately, it is crucial to planning surgical path. Although the previous system was designed to have the merit of a minimally invasive approach, it only supports manual surgical planning by a surgeon. Previously, complex structures of the brain are mentally reconstructed by a surgeon. Also, surgical trajectories are planned on 2D slice images, while maximizing the surgical outcomes. It is the tedious and time consuming procedure to check whether trajectories contact an important organ/vessels or not. In order to address this problem, several research efforts on surgical path planning have been reported in the last decade, in particular for intracerebral hemorrhage (Seitel et al., 2011) , epilepsy, deep brain stimulation (Bériault et al., 2012) (Essert et al., 2012) (Liu et al., 2012) , hepatic surgery (Schumann et al., 2010) (Villard et al., 2003) , and stereo electrode encephalography (Momi et al., 2013) (Zelmann et al., 2015) . An important feature of these methods is that the optimal trajectories are obtained by minimizing the risk of passing through target region. Thus, we integrate an automatic surgical pathway-planning algorithm with the neuro surgical system to support the decision-making process regarding surgical trajectory. Since path algorithm typically takes account complicated anatomical geometry in 3D, calculation of the surgical path is usually computationally expensive. To reduce the computing time, acceleration procedures utilizing graphics processing unit and data preprocessing, enabling interactive selection of trajectories, have been considered (Rincon-Nigro et al., 2014) (Shamir et al., 2012) . Schumann et al. (2010) proposed a rapid optimization process based on segmentation masks, but this approach has been limited to the case of a point target.
In this paper, we present an enhanced markerless surgical robotic guidance system with a sufficient surgical accuracy and an automatic surgical planning algorithm. The proposed system covers the overall process of keyhole surgery, including automatic surgical planning and accurate robotic-assisted surgical treatment. An enhanced markerless robotic guidance system have an accuracy of 0.75 ± 0.38 mm and 0.85 ± 0.16°, which fulfills the surgical requirements (< 1 mm). After calibrating each component of the enhanced system, we calibrated the total system by compensating the residual transformation in the working volume of interest (the patient's head) for further accuracy enhancement. The path-planning algorithm is designed to satisfy various surgical constraints and demands. Our path-planning process is provided in the form of an operational software with a graphical user interface (GUI).
The rest of the paper is structured in four sections. The system configuration and calibration are described in Section 2. Section 3 describes the methods for the evaluation of the system by a phantom test. Section 4 introduces the criteria of the proposed algorithm and its calculation. The conclusion and a discussion of the proposed method are provided in Section 5.
System configuration and calibrations
The surgical planning is performed on a CT image CS. Hence, the trajectories should be interpreted for the robot CS to locate the guide device as result of the path planning. In this section, we briefly explain how a robotic arm assists surgical treatment. Then, we describe the configuration and calibration of the proposed system. The robotic-assisted minimally invasive surgery is performed by determining the position of the robot end-effector. Equation (1) shows the planning of the surgical pathway, i.e., guiding the point of the robot from the robot basement. Equation (2) shows inverse kinematic model for locating the robot end-effector:
where E B T is the forward kinematic model from the robot base CS to the end-effector CS, which is determined by the relationship between the robot joints; H E T is the rigid transformation representing the relationship between the robot end-effector CS to guide the device CS; T shows the robot end-effector, which locates the guide device to the surgical goal. Yoon, Shin, Cho, Youngjun Kim, Laehyun Kim, Lee and Noh, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.11, No.4 (2017) In the proposed system, the inverse kinematic model is expressed by several components: a six-degree of freedom (DoF) robotic arm, a needle-guidance device, a mobile cart, a control workstation, and a 3D surface scanner, as shown in Fig. 2 . The surgical pathway can be rewritten as follows:
T is the rigid transformation that represents the relative pose of the robot end-effector CS to the needle-guidance device CS. These are obtained by the hand-sensor calibration method. CT S T is the result of the weighted iterative closest-point algorithm, which maps points from the surface scanner CS to the CT image CS. P CT T is the surgical goal or the planned position of the needle-guidance device. The equations determine the relationships among the system components.
Surgical guidance is performed by locating the robot arm in the planned pathway. To interpret the planned pathway in the robot base CS, we utilize the surface scanner and the weighed iterative closest-point (ICP) method. The surface scanner is attached to the robot end-effector and scans the surface of the patient. Then, the weighted ICP method is used to register the CT image CS to the scanner CS. The relationship between the scanner and the robot end-effector CS is determined by hand-eye calibration. Hence, the trajectories in the CT image CS can be interpreted on the robot base CS by using the scanner, registration, and hand-eye calibration. We represent the path-planning results on the same robot CS, and it is possible to locate the guide device in the planning results. In the following section, we describe each component and its calibration method. Yoon, Shin, Cho, Youngjun Kim, Laehyun Kim, Lee and Noh, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.11, No.4 (2017) 
3D surface scanner data-acquisition method calibration
We utilize the 3D surface scanner ( Fig. 3 A) that consists of two cameras and a pattern projector. The 3D surface scan data is used to register the CT image CS to the robot CS by using the weighted ICP method. The specifications of the surface scanner are as follows. The resolution and frame rates of the camera increased from 640 × 480 pixels and 30 frames/s, respectively, (Pointgrey Co., Chameleon) to 1,920 × 1,080 pixels and 120 frames/s, respectively (Pointgrey Co., Flea3). The projector has a blue light source to prevent errors due to the transparency of the skin. The possible scanning area is 142 mm × 190 mm. It is targeted to the forehead and the ridge of the nose at a distance of 400 mm, and its weight is 440 g to attach onto the robot end-effector. The cameras are calibrated to determine the camera parameters by using a planar object (Fig. 3 B) and Zhang's method (Zhang, 2000) . To acquire the 3D point cloud, we use the phase-shift algorithm which is a method for measuring 3D shapes by using phase information. The projector projects the patterns with a certain amount of phase contrast, and then the cameras capture the change in the intensity of the pattern. According to the phase-shift algorithm from Mauvoisin et al. (1994) , the intensity of the images can be approximated as follows is the phase of the wavefront, and i α is the phase shift for the i th frame of the pattern. We used four-step algorithm with π /2 phase shifting proposed by David and Graeme (1993) , then the intensity of the image by a four-frame phase shift is expressed as
Then, the phase of each pixel is given as Yoon, Shin, Cho, Youngjun Kim, Laehyun Kim, Lee and Noh, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.11, No.4 (2017) However, the arctan function is continuous in the interval of 2 π  to 2 π ; thus, we perform an unwarping calibration (Zhang, 2002) . The 3D information can be calculated using phase with the height-conversion method (Takeda, 1983 ).
6-Degrees of freedom robot, needle-guidance device, and calibration between them
To attach the surface scanner and guide device, we used a smaller 6-DoF robot arm (DENSO Co., VP-6242M, dimensions: 160 × 381 × 565 mm 3 ) which accurate as the previously used robotic arm (dimensions: 200 × 680.6 × 735 mm 3 ). This increased mobility allows the proposed system to be used in common clinical settings. Moreover, the small needle-guidance device (dimension: 45 × 55 × 120 mm 3 ) is used to improve the dexterity of the robot motion and the accuracy of the tool-robot end-effector calibration. A shorter distance between the end-effector and device is used because the distance between the end-effector positions should be minimized to improve the calibration results (Tsai, 1989) . The transformation from the robot base CS to the needle-guidance device CS is represented as follows
where R E T is the transformation from the end-effector to a reference marker, and T R T is the transformation from the reference marker to the entry hole of the needle-guidance device. To determine the transformation from the robot base CS to the needle-guidance device CS, T B T , we assign the local coordinate system to the needle-guidance device by attaching the reference marker to an optical tracking system (NDI Co., Polaris Spectra). Then, we perform a process to determine the relationship between the end-effector CS and the guide device CS by calibrating R E T . This kind of calibration procedure is well known as hand-eye calibration or hand-sensor calibration (Tsai, 1989 ). The problem is described as follows 
Calibration between the robot end-effector and the 3D surface scanner
We perform hand-eye calibration to acquire the relative pose between the robot end-effector and the surface scanner S E T by using the method given in Section 3.2. This calibration can be accurately calculated by minimizing the distance between the center of the camera CS and the calibration board CS (Tsai, 1989) . To minimize this distance, we reduce the focal length of the 3D surface from 560 to 400 mm.
We extract and triangulate the 64 circular feature points ( Fig. 3 B) in both cameras. The 3D feature points are used to determine the pose data of the surface scanner by computing the transformation aligned by two sets of feature points. Yoon, Shin, Cho, Youngjun Kim, Laehyun Kim, Lee and Noh, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.11, No.4 (2017) 
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To register the surgical planning data on the 3D CT model and the point cloud data acquired from the 3D surface scanner, we must determine the transformation CT S T which maps the point cloud data in the 3D surface scanner CS to the patient model in the CT image CS. We refer to our previous work (Shin et al., 2015) for details about the weighted ICP method for face registration. For completeness, the weighted ICP method is as follows. 1) The ICP method calculates the rigid body motion to minimize the discrepancy from the source to the target. The common ICP method randomly selects N points from the source and determines the corresponding points to the target. 2) According to the common ICP algorithm, the weighted ICP method uses a similar procedure. However, the pairs of importance regions, which are the ridge of the nose and forehead, are weighted. 3) In order to register the pairs of points, the method minimizes the weighted least-squares problem.
Component analysis
The previously reported system by Shin et al. (2015) only analyzed the error of the total system. It is difficult to determine the causes of error and to improve the system accuracy. This is attributed to the fact that the accuracy of the previously proposed system is affected by combinations of errors of sub-systems such as scanning error, the accuracy of the robot arm, and hand-eye calibrations. To improve the surgical robotic guidance system compared with the previously proposed system, we perform the component analysis. As shown in Figure 4 ., the proposed system can be represented by the component itself (such as the 3D surface scanner and robot), the calibration and registration results (registration between CT scan and face scan data, end-effector to guide device calibration, and end-effector for 3D surface scanner calibration). The matrix for surgical guidance is followed by Equation (3), (4), (5). In this section, we address the method of evaluation for the errors of the components.
3D surface scanner analysis
To calculate the accuracy of the 3D surface scanner, we compared the synthetic model and the 3D scan data. To generate the real model. We used the 3D calibration object, which is verified by Korea Industry Technology Institute. We also scanned the 3D calibration object five times with each different position. In order to calculate the probing error, a distance between two spheres on the 3D calibration object is compared with the calculated distance from the synthetic model and calibrated distance from scanned data. This analysis was performed using area-based probing method following Verein Deutscher Ingenieure guidelines (Luhmann, 2000) . The average difference between distance measurements was 84 nm. Yoon, Shin, Cho, Youngjun Kim, Laehyun Kim, Lee and Noh, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.11, No.4 (2017) 3.2 6-Degree of freedom robot analysis
Analysis for registration between 3D face-scan data and CT model
The accuracy of the registration between the 3D CT model and the 3D surface scan data is analyzed by simply checking a metric, i.e., the sum of the distances from the 3D CT point to the corresponding point in the 3D surface scan data. We prepared a patient phantom with a flexible surface, resembling skin, and obtained 3D CT data from 1-mm-thick slices (Brilliance CT Big Bore, Philips) to check the registration error. In the phantom test, we first extracted the skin surface using marching cubes from the CT data. Next, we performed the surface scan with the phantom model, which has a flexible surface and registered the phantom and CT data. The average distance was 0.4824 mm when the iteration converged. The error of registration method contains surface scanning error and skin extraction error from CT scan.
Analysis for hand-sensor calibration between robot end-effector and guide device or surface scanner
Technically, the calibration methods between the robot end-effector and needle-guidance device or surface scanner are the same as hand-sensor calibration. The only difference is the method for determining the sensor position, such as the camera pose estimation for the surface scanner and the optical tracking result for the needle-guidance device. We set the sensor pose-prediction error as follows: We obtained the repeatability and the spatial resolution of the robot. First, we mounted the optical marker onto the robot end-effector to track the position of the end-effector. To obtain a spatial resolution of the robot arm, we planned 27 robot motions in evenly spaced positions, and we started tracking the optical marker (Fig. 5) . We obtained the difference between the planned position and the tracked position. The average difference error was 0.28 (±0.09) mm. In order to check the repeatability of the robot arm, we repeated the same process in a different position. To be specific, we performed repeatability tests from the home position to the planned position for 10 times per each position. We also compared the discrepancy among the tracked positions. Thus, the experiment allowed us to obtain the average error which was 0.24 (±0.09) mm. Although these results contain an optical tracker error (0.3 mm), we did not observe a significant error compared with the optical tracker error. Yoon, Shin, Cho, Youngjun Kim, Laehyun Kim, Lee and Noh, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.11, No.4 (2017) 
where O B T is the transformation from the robot base to the calibration object or optical tracker, S O T is the pose estimation or tracking data from the calibration object or optical tracker, and ρ is the sensor pose-prediction error (Tsai, 1989) . This transformation represents the difference of the transformations between the robot base CS and the calibration object CS. One transformation is from the robot base CS to the sensor CS via the end-effector, and the other is from the robot base CS to the sensor through the calibration object CS.
We employ the robot end-effector to guide the device calibration using 12 pairs of pose data. Its error is 0.5 mm and 0.23°. In the case of calibrating the robot end-effector to the surface scanner, we use eight pairs of pose data, and the error is 0.35 mm and 0.35°. The camera, which is a component of the surface scanner, has a calibration error of 0.074 pixel.
System calibration and compensation of the residual matrix
After initializing the system, we sample 15 vectors located in the working space (e.g., head). These vectors are used to check the residual transformation, which is represented as is consistent for all the sampled vectors, which means that the system has repeatability but contains little offset with respect to the perfect calibration. By compensating the residual transformation, this compensation allows the system to achieve near-perfect calibration inside the working space. The results of the component analysis are presented in Table 1 .
Surgical planning algorithm
The proposed surgical path-planning algorithm is developed to satisfy the surgical criteria. In this section, we briefly introduce the surgical rules, which were investigated in detail by E. Caroline et al. (2012) and R. Zelmann et al. (2015) . Then, the objective function that formulates the constraints is proposed.
Components
Type of measurement/estimation Result Yoon, Shin, Cho, Youngjun Kim, Laehyun Kim, Lee and Noh, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.11, No.4 (2017) 
Criteria for surgical planning
Ⅰ. Reach surgical target
The first constraint is to locate the electrode or catheter at the target points inside the target area. This constraint is a necessary condition Ⅱ. Maximize distance between needle path and obstacles A key idea of automatic surgical planning is to avoid obstacles such as brain vessels, sulci, and ventricles. To minimize the risk of passing through or cutting these structures, which can be dangerous, we maximize the distance between the surgical pathway and surgical obstacles. Ⅲ
. Maximize coverage of target volume To successfully remove hemorrhages or stimulate the target region, needles or electrodes are needed to cover the target volume as much as possible. As in Caroline et al. (2012) , we choose a trajectory axis as close as possible to the longest axis of the target region to maximize the coverage and achieve the optimal orientation of the insertion. Ⅳ. Minimize length of passage through brain
The length of the path of the needle through the less risky part of the brain must also be minimized. We assign different levels of risk to various tissues to calculate the total risk of the path.
Objective function and its minimization
The proposed path-planning algorithm consists of three steps: 1) automatically generating all of the candidate trajectories by using a projection from the target lesion to the skull surface ( Fig. 6 A) , 2) computing the scores for the candidate trajectories ( Figs. 6 B and C) , and 3) listing the trajectories in ascending order. At the beginning of the surgical planning, the developed in-house software is used to segment and reconstruct a (3D) vessel, ventricles, and skull models from the CT using the active contour method (Kim et al., 2014) . The possible entry points are generated by projection from the center of the target to the skull surface. The projection strategy was inspired by Baegert et al. (2007) , in which projections were calculated as an initial step to prevent structure penetration.
First step: generate possible entry/target points
In Baegert et al. (2007) , the projections from all the boundary voxels of the target to the points on the entry surface were performed; therefore, possible entry points were obtained, allowing the needle to reach the entire target without penetration (Fig. 2 c) . Because not only due to the surgical criteriaⅠ, but also the projection calculation process is demanded to reduce computation time. We only perform one projection from the center of the target to the head surface, to reject the points that are hidden by surgical obstacles, among the evenly sampled points on the head surface.
Note that most of the points not in the possible entry points are rejected with this single projection from the target center if the target volume is much smaller than that of the head. Trajectories from the remaining points that are not in the possible entry points will be effectively rejected while computing the scores of each trajectory in the second step. Yoon, Shin, Cho, Youngjun Kim, Laehyun Kim, Lee and Noh, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.11, No.4 (2017) is larger than 1, we reject the corresponding trajectory to fulfill the surgical criteria. Insertion at the surface of the skin should ideally be normal to the surface, and the path length should be short. We compute the corresponding risk scores 2 f and 3 f as
Second step: calculate the scores
where i θ is the angle between the i tr and the normal to the skull, th θ is the largest angle,  35 (Na, 2013) , i l is the path length of i tr , and th l is the path length restriction, 90 mm (Essert et al., 2012) .
To maximize the coverage of the target volume, the trajectory axis should be as close as possible to the dominant axis of the target (Essert et al., 2012) , and the distance from the target center and the i tr should be small. The corresponding risk scores 4 f and 5 f are defined as
where φ is the angle between the axis of i tr and the dominant axis of the target, i dc is the distance between i tr and the center point of the target, and max dc is half of the length of the target along its main axis to satisfy the surgical criteria Ⅲ
.
The total risk score for i tr is defined as the weighted sum of all risk scores
where m is the number of the types of obstacles of interest, 
Final step: list the scored trajectory
The trajectories are listed in ascending order of score. Possible trajectories colored according to scores. Yoon, Shin, Cho, Youngjun Kim, Laehyun Kim, Lee and Noh, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.11, No.4 (2017) 
Experiments and results
Experimental setup
The goal of the experiment was to evaluate the accuracy of the proposed surgical robotic guidance system. The experimental setup consisted of a phantom model and the proposed system (Fig. 7) . To evaluate the accuracy of surgical guidance, we produced a phantom model, which was segmented according to an anonymous medical image. Next, target lesion and surgical obstacle models were created by using a 3D printer. The phantom included anatomical constraints such as vessels, arteries, and ventricles. To assign the local coordinate system, we attached reference markers. The phantom model allowed us to identify local coordinates by attaching an optical marker, which was tracked by an optical tracking system. After preparing the phantom test, we installed the surgical robotic guidance system and the optical tracking system. The optical marker in the present study was the passive type, as in the previous study (Shin et al., 2015) .
Experimental methods
We first ran the surgical planning algorithm on the phantom model of the 3D CT scan. After computing the optimal path planning, the fourteen trajectories with the lowest risk score were stored. The automated path planning is described in Section 2. We then extracted the face skin from the phantom 3D CT data and acquired the point cloud data of the phantom face through the surface scanning. In addition, the weighted ICP method was performed to align the CT data with the point cloud data. Next, we calculated the transformation 
Finally, we compared stored paths containing the planned entry or target hole and the measured entry or exit hole to evaluate the system accuracy.
Results
To evaluate the accuracy of the proposed surgical planning system, we compared the planned path to the measured path. We selected the fourteen paths with the lowest risk scores. The average target orientation error ( rot ε ) and average translation error ( trs ε ) were calculated as Fig. 7 Markerless surgical robotic optimal guidance system (A. Configuration of the system and the phantom for the experiment; B. GUI for 3D segmentation, 3D reconstruction, optimal surgical planning, 3D surface scanner control, and robot arm control) Yoon, Shin, Cho, Youngjun Kim, Laehyun Kim, Lee and Noh, Journal of Advanced Mechanical Design, Systems, and Manufacturing, Vol.11, No.4 (2017) 
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In this paper, we described the proposed automatic surgical planning algorithm and markerless robotic assisted keyhole neurosurgery system. The proposed markerless system is built to support the whole process of neurosurgery from surgical planning to treatments. The system mainly consists of an automatic surgical planning software, a markerless system which contains a 6-Dof robotic arm, a surface scanner, and a guide device. In Shin et al. (2015) , we reported the frameless stereotactic system to locate the surgical device at the planned position. However, its accuracy (1.94 ± 0.49 mm and 0.65 ± 0.20°) is not sufficient to treat DBS and SEEG. This is due to the fact that the previous research only analyzed for the total system accuracy. Not only that, the previous research is limited due to the difficulty in improving the accuracy of the system. But now, the proposed system allows us to obtain enough accuracy (0.75 ± 0.38mm and 0.85 ± 0.16°) which satisfy the surgical requirements for DBS and SEEG (< 1mm). In detail, the proposed system consists of the component itself (such as the surface scanner and robot) and the several relationships (see Figure  2. ). As described in Section 3, in the system, component analysis and a compensating residual matrix are the key points of improvement. Through calibrating the each component and sub-system, we initialized the system. Then, we compensated the residual transformation because total error comes from the propagation of component errors. Even though the catheters or electrodes are accurately located, it is still important to support the decision making the process by implementing the automatic surgical planning algorithm. The automatic planning algorithm was proposed for supporting surgeon's decision on the surgical pathway. Our algorithm is designed to overcome various surgical constraints: avoiding the fetal organ and maximizing the coverage. We also simplified the projection problem; from point to surface pair instead of from surface to surface. This approach projects the trajectories only once from the center of the target to the head surface in order to reduce the calculation time. The resulting surgical paths are provided as the form of graphical user interface. Although our proposed system enhanced the markerless neurosurgical robotic system, there are several limitations. First, the deformation of soft tissue given by the insertion of the catheter is not considered. Thus, it is required to compensate the deformation of soft tissues. Second, the safety issue occurred. Although the proposed system has an ability to deal with emergency situations such as in the case of emergency stop that requires urgent detachment from the patients, our proposed system has the safety issue. To be specific, it is not satisfied with the healthcare regulation related with sterilization. Therefore, in the future study, the deformation of soft tissue and fluid in skull will be a handle for automatic planning in the surgical trajectories. To verify the feasibility of planned trajectories, in-vivo test is also required as one of the future works.
