Abstract-A consensus-control protocol is designed and implemented here on a three-robot system arranged on a horizontal platform, in which a camera system is used to track robot positions, and a personal computer broadcasts commands to the robots based on this protocol via a Bluetooth connection, where such commands are affected by time delays. The design involves some salient features of this protocol based on a graphbased approach, an input-output linearization scheme, and addressing uncertainties in the control problem. By implementing this design on experiments, we show that consensus of the robots can be successfully achieved, and their speed of reaching consensus can be systematically improved. Experimental results also strongly agree with those obtained from nonlinear simulations.
I. INTRODUCTION

C
ONTROL of multiple autonomous vehicles/agents offers many opportunities in civilian and military applications, such as in navigation systems, search and rescue operations, satellite alignment problems, and spacecraft formation missions [1] . Cooperation of these vehicles is critical and important for the global task they are designed for [2] , which inevitably requires information sharing among the vehicles [3] through various media, such as wireless communication network and GPS. One of the main challenges in such settings is the inherent latency/delay in exchange of data, which can be the root of many problems related to the functionality of the multivehicle system. Previous studies along these lines are found in path-planning [4] , decentralized control [5] , [6] , and robot coordination algorithms [3] , [7] . Moreover, control problems due to delays were recognized [8] - [10] , observed in experiments [11] , and discussed extensively [12] , [13] , with one main conclusion being that the latency/delay plays a significant role in the stability and performance of the outcome of the tasks being performed by the vehicles/agents. To achieve successful operation of the mission undertaken by multiple agents in the presence of communi-cation delays, care must be taken when designing controllers for the agents. Such controllers, also known as consensus protocols/algorithms, have been successfully addressed on various classes of problems, but mostly based on theoretical approaches and simulations, [8] - [10] , [12] , [13] . Yet, some studies have already shed light on this problem from an experimental perspective, based on both linear and nonlinear dynamic models, and some utilizing a Lyapunov-based control design framework [3] , [10] , [11] , [14] - [16] . Moreover, despite the fact that time delay systems have been extensively studied in the past six decades [17] , many stability and control problems in relation to network and graph properties of multiagent systems remain open (see the references in [18] and [19] ).
Recently, the authors uncovered new properties of a special class of Linear Time Invariant (LTI) network systems functioning under a particular consensus protocol with homogeneous delays. Specifically, we revealed that the consensus system stability and performance are linked to the arising network graph Laplacian eigenvalues [18] - [20] . As we demonstrate, under certain conditions, these new insights offer opportunities as this LTI consensus system is analogous to the robot consensuscontrol problem studied here, and hence, it can be adopted for controlling the robots under time delays through exploiting the arising graph structure toward achieving stability as well as reduced settling time. Availability of these design tools in connection with our desire to validate time-delayed consensus systems in an experimental setting motivates this brief.
The main contribution of this brief is on the demonstration of how the analytical tools from [18] - [22] along with I/O feedback linearization [23] can be used to establish an explicit link between graph Laplacian eigenvalues and control design toward achieving stability and reduced settling time in an experimental three-robot consensus system under a given inter-robot communication delay. This control-design procedure allows the corresponding graph Laplacian matrix to have both real and complex eigenvalues, and hence the consideration of heterogeneous agent couplings. Moreover, through the application of a pole-placement-like approach in this procedure [24] , we find that faster consensus reaching is possible with weaker agent couplings, while demanding less control effort and rendering almost no saturation in robots' actuators. Furthermore, it is reported that these controllers can be reliably designed by decoupling the robot dynamics on the plane of motion so long as the robots do not perform rapid orientation changes. The approach taken here leading to these results are based on frequency-domain techniques, which are more amenable to integration of graph Laplacian eigenvalues within the design process, compared with Lyapunov-based techniques. Nevertheless, under different settings, Lyapunov-based approaches can be preferable in designing/controlling consensus systems; the reader is referred to [15] , where effectiveness of controllers are experimented over an undirected graph and a digraph formation of vehicles.
Since the fundamental research question here is on the effects of delays and how the experiments can be designed by exploiting the network structure, the study of nonholonomic effects in robot kinematics and collision avoidance are left to future work, yet detailed technical remarks on these aspects are provided. In summary, to the best of our knowledge, the results presented here are novel, and successful demonstration of consensus control on the three-robot network system provides strong evidence for expanded research from a graph-based point of view, both experimentally and theoretically, including the consideration of larger scale networks, actuator saturation, and the design of agent couplings for achieving minimal settling time.
II. PRELIMINARIES
A. Linearized Kinematic Model of Differential Drive Robot Using I/O Feedback Linearization
Consider the differential drive e-puck robot on the x-y plane as shown in Fig. 1(a) , where V l and V r are, respectively, the velocity of the left and right wheels, and ω = dθ/dt is the angular velocity. Since one could control only two output variables at the same time in a coordination problem due to the nonholonomic nature of the robot, here we choose to focus on controlling x, y positions of the robots inspired from the above cited studies (see also [15] , [16] ).
Given the fact that each robot has a negligibly small time constant associated with its velocity dynamics, an appropriate kinematic model can be developed [5] , aṡ 
Based on the above setup, the system can be linearized using
can be designed in various ways [23] . For instance, if the objective is to drive the state vector Z to zero, one could pick R(t) = MZ (t) leading to the closed-loop systeṁ
, where M is a 2 × 2 Hurwitz matrix with constant entries.
B. Consensus Dynamics Affected by Homogeneous Delays
In many scenarios considered in the literature, control of mobile vehicles is affected by time delays [13] . Delays can arise due to various reasons, including sensing, information transmission, decision-making, computation times associated with control law calculations, and lags in actuators. Moreover, smaller/larger delays can be equally detrimental in faster/slower control problems.
In the presence of delay τ > 0, only θ(t − τ ) and Z (t − τ ) are available, and under this condition, the closed-loop system is governed byŻ
where linearization cannot be established since, in general, (θ(t)) (θ (t − τ )) −1 = I with I being the identity matrix. Recognizing these obstacles, let us first consider the case when either θ does not vary rapidly in time, i.e., ω is small, or τ is small enough that θ(t) ≈ θ(t − τ ) holds. In this case, one obtainsŻ
and the objective is to design M such that the robots will achieve a particular control mission. Once the design is completed, one needs to check whether or not the assumptions made above regarding θ measurements hold. The design of M is not trivial as this requires a thorough understanding of the infinitely many eigenvalues of (1) with respect to the delay parameter τ and the entries of M. In this brief, the selection of M stems from the following discussions. Consider the LTI consensus dynamics of multiple agents with homogeneous delays τ > 0
where x i (t) is the state of the i th agent, i = 1, . . . , n, constant coupling strengths α ik , i = k, between the agents are nonnegative, and agent i receives information from agent k only when α ik = 0. The dynamics (2) has been extensively studied from various perspectives (see [12] , [18] , [20] , [25] - [27] , and the references therein) and in vector form, it becomeṡ
where matrix A is known as the configuration matrix, which is diagonalizable in general. When τ = 0, the Laplacian of the weighted digraph L is L = −A, and the graph is assumed to be strongly connected, that is, there exists a directed path from an agent to any one of the agents. Moreover, A has a single zero eigenvalue λ 1 (A) = 0 [12] , [28] , [29] , and since α ik ≥ 0, the remaining eigenvalues λ 2 , . . . , λ n , which can be real and complex, lie in C − [28] . As confirmed in [18] , [21] , and [22] , λ 1 = 0, which is an eigenvalue of (3), does not influence the consensus stability in (3) for finite τ ≥ 0. In the sequel, we understand that consensus stability is achieved if and only if all the eigenvalues of (3) except λ 1 are stable.
What is special about the consensus dynamics in (3) is that it exhibits a number of interesting features in terms of stability and performance that are directly related to λ k (A) that we recently discovered [18] , [19] . Comparing (1) and (3), these features can be useful in designing controllers for the robot consensus problem.
1) Delay Margin of (3):
Consensus dynamics governed by (3) is stable for τ ∈ [0, τ * ), where τ * is known as the delay margin [30] . Delay margin of (3) can be analytically calculated by analyzing the stability of the corresponding characteristic equation f (s; τ, A) = det[sI − Ae −τ s ] = 0, where s ∈ C is the Laplace variable; I ∈ R n×n is the identity matrix; and due to the presence of transcendental terms, equation f = 0 has infinitely many s solutions, which are the eigenvalues of (3).
Notice that f can be divided into n − 1 scalar characteristic equations
where λ k (A) ∈ C represents the kth eigenvalue of the configuration matrix A [25] , [29] , and each λ k (A) in (4) corresponds to a delay margin τ * k of the subsystem k that can be calculated analytically. The delay margin of the overall system is then expressed as τ * = min k=2,...n τ * k , where the eigenvalue that is associated with τ * is called the responsible eigenvalue (RE) [18] , [20] - [22] . That is to say, τ * of (3) is determined by a particular nonzero eigenvalue of A, which indicates that one can design τ * by designing the finite number of λ k (A) even if the stability problem of (3) is infinite dimensional.
2) Rightmost Root Behavior of (3):
The rightmost (dominant) eigenvalues of (3) are determined from two sets of solutions of (4) on C with respect to τ for k = 2, . . . , n, [19 
for delay values in a certain range [0, τ * * k ), the root s k starting at λ k moves farther away from the imaginary axis as τ is increased, while also remaining the rightmost eigenvalue of the subsystem k, with respect to all s k,l . The critical delay τ * * k is the delay value at which s k reaches the farthest location from the imaginary axis called the turning point (red star in Fig. 2 ). On the other hand, if
then s k moves directly toward the imaginary axis and hence, a turning point does not exist. Furthermore, Qiao and Sipahi [19] show with numerical studies that even when there is some level of uncertainty in the delay τ , the above features of the consensus protocol may hold.
3) Agent Coupling Design Procedure to Achieve Fast Consensus:
The collection of all the turning points for fixed delays τ * * k form contours on the complex plane called the turning point contour map (TPCM) (Fig. 2) . Given τ =τ in (3), this map is used to design A as described next from [19] and [24] . 1) Pick complex conjugate eigenvalues s 2,3 on TPCM with the contour value τ * * 2,3 =τ , such that they correspond to the desired transient-time response features of the consensus system. 1 2) Place the remaining n − 3 number of eigenvalues s 4 , . . . , s n on the same contour with s 2,3 , while keeping s 2,3 as the rightmost eigenvalue. 3) Using the eigenvalues s k , k = 2, . . . , n as well as τ k =τ in (4), back calculate the unique locations of λ k (A) = s k e s kτ , k = 2, . . . , n, which are actually the eigenvalues of (3) for τ = 0. 4) Use these λ k and s 1 = λ 1 (A) = 0 in the GramSchmidt process [31] along with the eigenvector (1, . . . , 1) T of λ 1 , to generate an orthogonal matrix Q.
is in general a block diagonal matrix formed by the eigenvalues, λ k , k = 1, . . . , n. In step 2), one uses basic knowledge of pole placement along with TPCM. Control designer may also choose to set certain tolerance in the selection of s k and/or consider repetitive design to optimize dynamic response, similar to many control design procedures. Furthermore, it is remarked that arbitrary pole placement is impossible: an inherent limitation due to time delay. For example, givenτ = 0.357, the smallest real part achievable in the proposed rightmost-root design is −2.8 estimating the settling time as 4/2.8 ≈ 1.43 s.
Further remarks on and examples of this pole-placement-like procedure can be found in Section III and in [24] .
Another observation here is that A is an end result of the design procedure, and hence, it may have positive and negative entries. Moreover, it is impossible to guarantee some of the entries to be restricted to a certain range: a nondeterministic polynomial time (NP) hard problem [32] even when τ = 0. Nonetheless, the proposed design will render the desired rightmost root distribution in system (3). Finally, note that this system has infinitely many eigenvalues and the row sum of A should be zero as per the consensus nature of the problem. For these reasons, standard pole-placement techniques cannot be implemented; thus, the calculation of A is not trivial (see also [33] for the coupling design of (3) in discrete-time form with τ = 0).
Remark 1: The consensus protocol (2) requires homogeneous delays in all state measurements. In some settings, information from self-loops may not be delayed, leading to a system of the formŻ
In such cases, one can add delay τ in the self-loop to convert Z (t) into Z (t − τ ) to benefit from the graph-based approach presented here. An alternative from this viewpoint does not exist. The main reason for this is that decomposinġ
into an eigenvalue problem analogous to (4) is in general impossible as the eigenvalues of matrices B 0 and B 1 cannot follow a certain cardinality. That is, det[sI
). This challenging decomposition problem remains to be solved before it can be transitioned to practice.
III. EXPERIMENTS: CONSENSUS OF THE THREE-ROBOT SYSTEM UNDER COMMUNICATION DELAY We now present how one can implement the above described concepts on a three-robot experimental system and how the designed consensus protocols can be evaluated for effectiveness and validity.
A. Experimental Platform
The multiagent delayed network (MADnet) is an experimental platform we designed to study formation control scenarios. In this platform, a host computer (3-GHz clock speed, dual processor, and 3-GB RAM) receives position information of the three mobile robots [ Fig. 1(b) ] from a charge-coupled device camera (Logitech C910, resolution 0.90625 mm/pixel, max 24 frames/s) and with the help of image processing software ROBOREALM [34] , and using this information, it performs all the calculations related to control actions. These actions are then broadcast to the robots via Bluetooth connection from the host computer using a Bluetooth dongle. While this can be considered centralized control, in general decisionmaking calculated for each robot relies only on the particular network topology, which describes from what other robots each robot is permitted to receive information. In this sense, the system can also be converted into a decentralized setting. 2 We note that any two sample periods may not be precisely identical to each other due to the variations of CPU load on the host computer, yet the variations are negligibly small (0.045 ± 0.003 s). Also, when we start the ROBOREALM software, the experiment starts with a camera frame already available in the memory, which is used to execute control commands to the system, until the camera frames are refreshed after delay. This initialization must be accounted for in simulation studies.
Based on detailed identification, an inherent time delay τ inh ∈ [0.15, 0.195] s exists due to camera latency, image processing, decision-making, and Bluetooth communication.
Since the Bluetooth broadcast to the robots is done sequentially, the delays are in general not identical when communicating with different robots. To minimize the variability in delays in the control loop in order to take advantage of the special features of the consensus system in (3), we purposely incorporate additional delays in the host computer, by awaiting certain number of sampling periods to elapse, before releasing the commands to the robots. This choice also creates a more realistic setting where stabilization is not trivial with delays much larger than τ inh . Here, the delay in the control loop of simulations τ net is equivalent to τ p,xsp in the experiments, where p represents the number of extra sampling periods (xsp) added. After studying the options p = {0, 2, 5, 8, 11, 14, 17, 20}, we find that the delay difference between consecutive commands sent to two different robots on average is negligible (≈10-15 msec) for large values of p, and therefore, τ p,xsp between the host PC and each robot is assumed to be homogeneous in general.
B. 1-D Consensus Control of the Three Robots
The three robots are controlled only along the x-axis as shown in Fig. 3(a) , with their orientations kept at 0°. The consensus protocol presented in Section II-B is implemented on the MADnet platform, with various delays τ p,xsp . For each delay value, two experiments are performed. 1) Experiment 1: All coupling strengths are chosen to be identical [homogeneous case: α ik = α in (2)] for clarity in presenting the results with respect to a single variable. The heterogeneous case can be similarly adapted (see the Appendix). Here, the goal is to find the critical α * that makes the experimental system marginally stable (oscillatory), and then to compare this α * with the theoretical results [18] . For each delay, we run the experiments with different α values until we observe oscillatory regime in robot motions. This α value is then recorded and the test is repeated 10 times. Due to the uncertainty in the system, the experimentally obtained boundary for α values are within certain range, with upper/lower bounds listed in Table I corresponding to consensus instability/stability. As can be seen in Table I , with extra sampling periods added in the experiments, the variability in delay values for different robots becomes almost negligible and hence, better is the agreement between experimental and theoretical results.
2) Experiment 2: Set α ik = α in (3) such that the delay margin τ * is twice the loop delay τ * = 2τ p,xsp . This choice can be tuned as desired by the control designer. The goal is now to test the settling time in the experiments and compare them with the simulations obtained from the nonlinear model. Settling time is measured using the distance metric (d 2 AB + d 2 AC ) 1/2 based on the standard 2% criterion, which closely agrees with the simulations. For example, when τ = τ 14,xsp in the experiments with the corresponding delay τ = 0.78 in the simulations, settling time in the experiments averaged over five trials and simulations was 6.9 and 6.87 s, respectively. We also compare experimental and simulation results of the x-coordinates of the three robots, which also show strong agreement (Fig. 4) .
Remark 2: Notice here that a saturation of 128.74 mm/s has to be enforced on the velocity state in the simulations due to the physical limitations of the robots. Saturation may affect the results, yet both simulations and experiments show good agreement in Fig. 4 , demonstrating that the implementation is promising. 
C. 2-D Consensus Control of the Three Robots
We now adopt the I/O feedback linearization discussed in Section II-A, and implement the consensus protocol in Section II-B on the linearized model.
For formation-rendezvous, three robots are commanded to move on the x-y plane to form a triangular-shape formation as t → ∞ [ Fig. 3(b) ]. However, the (x, y) coordinates of the corners of this triangle are not known by the robots. The robots should therefore autonomously move to form the triangle by reaching position consensus with respect to each other, under the consensus protocol implemented.
Here we select the z-coordinates of each robot as shown in Fig. 3 , where the constant D = 135.94 mm determines the shape of the desired configuration of the robot formation, and is large enough to avoid collision of robots for practical purposes. In this setting, we seek to reach position consensus of the points Z A = Z B = Z C for t → ∞, under the kinematic model of the robots i = A, B, C given bẏ
Remark 3: Due to hardware limitations, the orientation measurement of each robot detected by the camera is subject to delay, which can be as large as τ inh . The upper bound of error in these measurements can be evaluated using the maximum angular velocity of a robot,
however, that this delay may not be present in a real-world application since the robot can be equipped with a device to measure orientations instantaneously.
Using now the feedback linearization technique, feedback controllers for the robots can be formulated 
From (2), the control law that achieves consensus in the above system can be selected as
whereṽ = A, B, C withṽ = i ,v = A, B, C withv =ṽ andv = i , = x, y, and φ = α when = x and φ = β otherwise, and the argument denotes the time delay effects with t − τ net . Notice that delay in orientation measurement, as per Remark 3, is the worst case as the angular velocities of the robots may not reach their peak values. Therefore, two scenarios are considered next.
1) Experimental Results With Control Design
Based on Maximum Uncertainty, θ = 54°: Using (6) and (7), the closed-loop dynamics is written aṡ
where
andÃ is given in the Appendix. Since (8) is in the same form as (3), we can use the features of (3) to design robots' coupling strengths. For this, we test the homogeneous case, 3 setting α ik = β ik = α. For instance, when α = α * = 1, the delay margin with θ = 0 or θ = 54°is found as 0.5236 or 0.2094 s. This implies that in the worst case scenario, more than 50% of the delay margin may be lost.
With the above understanding, we move forward with the selected α * value and test the effects of the delays τ net = {0.25, 0.52, 0.78, 1.05} for the equivalent delays τ net = τ p,xsp , p = {2, 8, 14, 20} in the experiments, each with three different coupling strength values α = {α * , 120%α * , 150%α * }. Simulations show that the system is stable for all the three α values. This is mainly because the angular velocities of the robots do not reach their maximum, thus not causing large uncertainties. Moreover, in the experiments, we find that the angular velocity is less than 10% of its maximum value most of the time, for selected α values, estimating a less than 2% error in the delay margin calculations. Thus, we conclude that it is feasible to ignore θ .
2) Experimental Results With Control Design Neglecting Uncertainty, θ ∼ = 0: Accordingly, we assume that τ inh = 0 in measuring θ for the sake of control design, yet this delay
needs to be considered in the simulations as it affects the experiments. In this case, the system can be decoupled into two linear consensus dynamics asŻ
, and square matrices with heterogeneous couplings A x and A y are defined in the Appendix. In the homogeneous problem, taking, for instance, α ik = β ik = α = 0.62, the results for the 2-D control problem are obtained as shown in Fig. 5 , where the following measurements are provided: the sum of the distances between the robots (shown as error) given by Fig. 3(b) ], trajectories on the x-y plane, velocity, and angular velocity ω of the robots (see also Table I for a comparison of marginal stability tests).
Given τ net = 0.78 s, we next redesign the robot couplings with the aim of reducing the settling time of consensus, following Section II-B3. Notice that we have a three-dimensional system, and hence, only two eigenvalues s 2,3 need to be selected given that s 1 = 0 must hold. Inspecting TPCM in Fig. 2 for the contour value τ * * 2,3 = τ net = 0.78, we find that we can at best place the rightmost roots s 2,3 at −1.27 ± 0i on the complex plane. With this selection, the design procedure described in Section II-B3 yields a new coupling strength α = 0.1578, and an approximated settling time of 4/| (s k )| = 3.15 s, with | (s k )| = 1.27 being the distance of the rightmost root s 2,3 to the imaginary axis. The simulation results based on this design are shown in Fig. 6 , where the settling time (from controller onset until 2% of the initial value of 400 mm is reached) is found to be 4.35 s, consistent with the experimental results as well as simulations with the same matrix A in the linear case only in (3). The discrepancy in settling time is due to the fact that the system has actually infinitely many eigenvalues s k,l , and the theoretical settling time calculation based on the rightmost root is only an approximation. If desired, the control designer can perform iterations to further improve the settling time using the guidelines described in Section II-B3.
Remark 4: Although the coupling strength α = 0.1578 designed for the system is about four times smaller than α = 0.62 of the original system, shorter settling time is achieved with the smaller value of α. This result can be construed counter-intuitively, as one may expect that weaker gains may cause larger settling times. It is, however, the eigenvalues of A and τ together in (3) that determine the system's infinitely many eigenvalues, which in turn determine the decay rate, but not necessarily the magnitude of the entries in A. With this knowledge, and the approach taken here, settling time can be systematically reduced for reaching consensus faster, while respecting the design limitations discussed in Section II-B3. Moreover, although not detailed here, given robots' initial conditions, this approach can be used to prevent saturation in the actuation effort when the error in the control loop is relatively larger at t → 0 + . As demonstrated in Fig. 6 , saturation almost never occurs in robots' velocities when the smaller coupling strength α = 0.1578 is used, while at the same time faster consensus is achieved compared with the case with much more pronounced actuation saturation, larger coupling strength α = 0.62, and larger settling time in Fig. 5 . An alternative consideration could be to utilize standard prefiltering techniques to smoothen sudden changes in control input at t → 0 + .
Remark 5:
In the experiments, collision avoidance was not considered, which must be addressed in future studies. Other future investigations should include how initial conditions and strategically designing the couplings α ik , β ik can help avoid collision, e.g., by sufficiently damping robot movements without sacrificing the speed of reaching consensus. Other areas of research include implementing the decentralized version of the proposed approach with a larger number of robots, performing optimal design of agent couplings to reduce settling time, and developing theoretical approaches that can account for zero self-loop delays, heterogenous delays, and structured controllers.
IV. CONCLUSION AND FUTURE RESEARCH
A three-robot consensus control platform is studied with inter-robot communication delays. The robots' positions and orientations are captured by an overhead camera, and a personal computer broadcasts commands to the robots via a Bluetooth connection. The authors' previously developed theoretical framework RE concept and rightmost-root analysis of a class of consensus protocols are combined with an inputoutput linearization scheme to design controllers for the robots. It is shown via nonlinear simulations and experiments that the robot system can be successfully controlled and the speed of robots' consensus reaching can be systematically improved.
APPENDIX
For heterogeneous couplingsÃ in (8), we haveÃ, as shown at the top of this page, where C = cos( θ ), S = sin( θ ), and
where • is the diagonal term equal to the negative sum of the other entries in each row which guarantees zero row sum, = x, y, and φ = α when = x otherwise φ = β.
