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Transmission Spectroscopy of Molecular Spin Ensembles in
the Dispersive Regime
Claudio Bonizzoni,* Alberto Ghirri, Shigeaki Nakazawa, Shinsuke Nishida,
Kazunobu Sato, Takeji Takui, and Marco Affronte
The readout in the dispersive regime is originally developed—and it is now
largely exploited—for non-demolitive measurement of super- and
semiconducting qubits. More recently it has been successfully applied to
probe collective spin excitations in ferro(i)magnetic bulk samples or
collections of paramagnetic spin centers embedded into microwave cavities.
The use of this readout technique within a semiclassical limit of excitation is
only marginally investigated although it holds for a wide class of problems,
including advanced magnetic resonance techniques. In this work, the
coupling between a coplanar microwave resonator and diphenyl-nitroxide
organic radical diluted in a fully deuterated benzophenone single crystal is
investigated. Two-tone transmission spectroscopy experiments demonstrate
the possibility to reconstruct the spectrum of the spin system with little loss
of sensitivity with respect to the resonant regime. Likewise, pulse sequences
of detuned microwave frequency allow the measurement of the spin-lattice
relaxation time (T1). The independent tunability of the probe and the drive
power enables one to adjust the signal-to-noise ratio of the spectroscopy.
These results suggest that electron spin dispersive spectroscopy can be used
as a complementary tool of electron spin resonance to investigate the
spin response.
1. Introduction
The problem of a two-level system (TLS) coupled to photons in a
cavity plays a central role in quantum science and technologies[1]
and it has been widely explored in resonance conditions and
deeply exploited for techniques such as magnetic resonance
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spectroscopy. Residual coupling effects,
with no direct exchange of energy between
the two systems, are visible when the en-
ergy of the TLS is detuned with respect to
the one of the cavity. While the details of
this interplay may depend on the strength
of the interaction and on the quantum or
classical nature of the systems involved, the
main effect consists in a shift in frequency
and phase of the cavity mode conditioned
by the state of the TLS. This interplay has
been successfully exploited in circuit quan-
tum electrodynamics (circuit QED) exper-
iments performed in the so-called disper-
sive regime. In the pure quantum regime
(i.e., a sole TLS interacting with a single
or few photons in a cavity) the problem is
described by the Jaynes–Cummings Hamil-
tonian, which can be naturally extended to
the case of an ensemble of TLS interacting
with the photon by the Tavis–Cummings
model. Within this framework, the disper-
sive limit is achieved when the frequencies
of the two systems (i.e., cavity and TLS) are
largely detuned with respect to their mutual
coupling rate. Over the last decades this regime has emerged as a
powerful resource for quantum technologies thanks to the possi-
bility for a cavitymode to interact with different quantum systems
in a non-demolitive way,[2–4] performing the so-called dispersive
readout. This was initially developed and applied to supercon-
ducting quantum bits[5] embedded into planar superconducting
microwave (MW) resonators.[6–11] The possibility to preserve the
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quantum features during the measurement brought the applica-
tion of this approach also in spectroscopic experiments, for exam-
ple, tomeasure the anharmonic energy levels of superconducting
qubits[12,13] or to perform gate reflectometry of an electron spin in
semiconductor quantum dots.[14–16] On the other way around, the
dispersive regime has been used also as part of the experimental
protocols for the detection of single or few microwave photons
through superconducting qubits.[17–21]
More recently, the dispersive regime has been also applied
for studying collective bosonic excitations, in particular collec-
tive spin modes coupled to microwave ones. Here the attention
is focused on long lifetime excitations of the ensemble. Along
this line, detection of single magnonic excitations was demon-
strated in low temperature dispersive experiments performed on
(ferri)magnetic yttrium iron garnet (YIG) spheres coupled to 3D
resonant cavities.[22] Paramagnetic spin ensembles of nitrogen
vacancy (NV) centers in diamond were also studied in the dis-
persive limit leading to an alternative measurement scheme for
the spin-lattice relaxation time T1, from room temperature
[23]
down to the Purcell-limited regime,[24] and for the spectral den-
sity of the NV centers.[25,26] Interestingly, the dispersive inter-
play is found to persist also in a semiclassical regime (i.e., large
collection of TLSs interacting with a large number of photons,
giving a classical regime of excitation for MW field) thus allow-
ing the observation and the exploitation of its effects at room
temperature.[23,27]
Molecular spins have recently emerged as promising sys-
tems for quantum technologies. Here the interest is given by
the relatively long memory time achievable over a wide tem-
perature range[28–30] which makes them suitable for encoding
quantum bits[31–33] and for quantum sensing.[34] The coherent
spin-photon coupling between the resonators and concentrated
ensembles of organic radicals (DPPH and PyBTM)[35–37] and
with transition-metal oxovanadyl (VOPc)[38,39] has been demon-
strated. Moreover, the coherent manipulation of molecular spin
ensembles through planar resonators with sequences of MW
pulses has been recently shown.[40] Nonresonant state readout
of single molecule magnet (Ni4) by a microstrip resonator was
proposed,[41] while a first study on a tetrathiafulvalenes organic
radical microcrystal in the dispersive regime has been reported
only recently.[42] Here we focus on diphenyl-nitroxide (DPNO) or-
ganic radical, whose interest is given by the possibility to func-
tionalize these molecules and realize multiple client qubits on
each of them.[43,44]
We report an extensive investigation on the dispersive regime
achieved between a 1.5% diluted crystal of DPNO molecular
spin ensemble and a superconducting coplanar microwave res-
onator at low temperature (2 K). We first briefly review the
theoretical models behind the dispersive readout and we use
them to demonstrate that the phenomenology observed in our
experiments corresponds to the one expected from a two-tone
continuous-wave (CW) microwave transmission spectroscopy in
the dispersive limit. We finally test our readout scheme in the
pulsed-wave (PW) regime, by measuring the spin-lattice relax-
ation of our samples. Our results suggest that an electron spin
dispersive spectroscopy can be a complementary tool with respect
to electron spin resonance (ESR) in the characterization of mag-
netic samples.
2. Description of the Dispersive Regime
We consider the interaction of an ensemble of N spins s cou-
pled to a photon mode (resonant frequency 𝜈0) within the Tavis–
Cummings model, whose Hamiltonian reads as[22,45–48]:





Here a†, a are the creation and annihilation operators of the pho-







is the collective annihilation operator for the spin ensemble,
which is defined starting from the raising operator of the sin-
gle spin (S+i ). 𝜈S = g𝜇BB0∕h, with g the Landé g-factor and 𝜇B
the Bohr magneton, is the Zeeman energy of the spin ensem-
ble, which can be tuned by the externally applied static magnetic
field B0. Ω = ΩS
√
Neff is the collective coupling rate of the en-
semble, which depends by the single spin-photon coupling rate
ΩS and by the effective number of spins coupled by the reso-
nant mode, Neff (this latter one being Neff ≤ N, depending on
the temperature-dependent spin polarization). Equation (1) de-
scribes the coherent exchange of a single photon between the res-
onator and a collective excitation of the ensemble.[35,36,45,46,49,50]
We just mention here that the Holstein–Primakoff[51] and the
rotating wave approximation have been used. These approxi-
mations hold as far as the number of excitations of the sys-
tem is much lower than the number of coupled spins (photon
number n ≪ N,Neff)
[45,49,52] and since the coupling rate between
the two systems is much smaller than their bare transition
energies.[45,50]
The dispersive limit of Equation (1) is defined by the condition|Δ| = |𝜈S − 𝜈0| ≫ Ω, and the Hamiltonian now takes the form:




where the dispersive shift 𝜒 is defined as:
𝜒 = Ω2∕Δ = Ω2SNeff∕Δ (3)
The last term of Equation (2), due to our large spin numbers,
can be neglected. One can also see that two dressed energies can
be defined as 𝜈0 = 𝜈0 − 𝜒 and 𝜈S = 𝜈S + 𝜒 for the resonator and
the spin ensemble, respectively. A shift of the resonator energy
is expected and, at the same time, the spin energy undergoes a
shift with opposite sign. Moreover, Equation (3) shows that the
the dispersive shift scales as the inverse of the detuning Δ and
that it can be positive or negative depending on the sign of Δ. It
also follows that, for fixed detuning and single spin coupling, the
only way to change the dispersive shift value relies on the capabil-
ity to change the effective number of spins Neff, that is, to induce
a change in the population difference between the energy levels
of the ensemble (so, in the magnetization of the ensemble).[42]
However, note that a similar expression for the first term of Equa-
tion (2) can be found alsowhen nonlinear terms are introduced in
the Hamiltonian by considering, for instance, multi-photon pro-
cesses, interactions between magnetic modes or the presence of
anharmonic energy levels of superconducting qubits. According
to the seminal work of Imamoglu,[53] in these cases the strength
of the shift 𝜒 is proportional toΩ2SNeff due to the fact that the spin
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Figure 1. a) Map of the transition frequency as a function of the static magnetic field for the strong (blue) and the weak (red) coupling regime between
spins and resonator. Black horizontal dotted line is the resonator frequency (𝜈0), while the dashed gray line is the spin (Zeeman) energy. The resonance
between the spins and the resonator occurs at Bres (vertical dashed line with label). The dispersive limit is achieved by the setting the magnetic field to
BS, corresponding to 𝜈S and to the detuning Δ = 𝜈S − 𝜈0 (blue vertical arrow). The dispersive shift observed when the drive is tuned to 𝜈S corresponds
to the green arrows. Note that here only the part of the map corresponding to Δ > 0 is shown, and that the plot is not in scale to better highlight the
shifts. 𝜒 > 0 is also assumed. b) Simulation showing the shift of the transmission and of the phase of the resonator expected when the drive is turned
on (green traces) with respect to the drive-off case (red traces). Here the we assume 𝜒 > 0,Δ > 0 so the resonator is blue-shifted.
ensemble responds collectively even in the limit of a single/few
excitation(s).[22,42,45,46]
The energy shift of the resonator can be detected in both trans-
mission and phase signals of the resonator (Figure 1). These can
be modeled according to the input/output formalism,[36] while
the following expression for the phase shift of the resonator, Δ𝜙,







in analogy to what is typically done for superconducting qubits.[6]
Here 𝜅 is the total decay rate of the resonator.
Equation (2) can be further extended to include the effect of
an additional drive tone acting on the spin ensemble (see Sec-
tion S1, Supporting Information). Here it is worth noting that
the number of spin excitations is found to linearly increase with
the MW drive power Pin,D, while the signal amplitude is expected
to scale linearly with the MW magnetic field B1 ∝
√
Pin,D. In
this framework, a critical photon number can be also defined as
nc = Δ2∕(4Ω2S)
[54,55] and it is found to depend on the single spin
coupling rate.
We now revisit the results above under a semiclassical ap-
proach, in which the electromagnetic field generated by the res-
onator is treated classically. This situation is realized when the
resonator is populated by a large number of photons. In addition,
we consider the case in which the spin ensemble is weakly cou-
pled to the MW photons, so no spin-photon hybridization (blue
lines in Figure 1a) occurs. Under these conditions the dispersion
of the resonator frequency takes places near the resonator fre-
quency (𝜈0 ≈ 𝜈S, red line of Figure 1a) as an effect of the real part
of the magnetic susceptibility.[56] Here the coupling between the
spin ensemble and the electromagnetic field in a cavity or a res-












Equation (5) describes the frequency of the resonator under
the effect of the coupling with spins. Again, Ω = ΩS
√
Neff is
the collective coupling rate, while 𝛾 is the ensemble decay rate,
which corresponds to the half width at half maximum of the
spin spectral density. The dispersive limit of Equation (5) only
needs the detuning to be much larger than the spin linewidth
(Δ > 𝛾 > Ω), that is, to use one of the tails of the energy disper-
sion (see Figure 1a). Hence, the dispersive limit is given by the














The terms of Equation (6) beyond the first order are expected to
give vanishing contributions due to the large values of Δ. This
way, at the first order the resonator is shifted by:
𝜈
′
0 − 𝜈0 = 𝜒 ∝ Ω
2 ∝ Ω2SNeff (7)
with respect to its bare energy, as for Equation (3). This shows
that also in the detuned weak coupling regime a shift of the
resonator frequency is expected as a counterpart of the disper-
sive regime.[23,55,59] Here we note that an expression similar to
Equation (6) can be derived also for the resonator decay rate (see
Section S1, Supporting Information). As for Equation (3), the
sign of the shift depends on the sign of the detuning, by the
single spin coupling rate and the effective number of spins. We
note, however, that the opposite shift of the spin energy (𝜈S, see
above) is not expected. In other words, due to the weak coupling
regime, it is not possible to probe the MW field of the resonator
through the spins. Finally, according to the Bloch equations, the
response of the spins is expected to be proportional to the ap-
plied MW magnetic field, as for the quantum regime.[56,60] This
suggests that also in the weakly coupled dispersive limit (defined
by Δ ≫ Ω), effects on the energy of the resonator are expected.
This situation corresponds to a transmission spectroscopy of
the spin ensemble which, differently from ESR spectroscopy,
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Figure 2. Sketch of the coplanar resonator used in the experiments. The
resonant strip (width w = 200 μm, length L = 8 mm) is the central rect-
angle, while additional ground planes are present on the two sides (side
gap s = 73 μm). Two tunable antennas (yellow) are used to couple the res-
onator to the feed lines. Green arrows shows the direction of the MW
signal. Red arrow shows the externally applied magnetic field. The spin
ensemble (orange) is placed in the middle of the resonant strip. If not
otherwise specified, the crystal samples will be placed on the resonator
and 𝜃 will be the angle between the c-axis and the direction of the static
magnetic field. Further details on the resonator are given in Section 5.
is performed with the cavity detuned from the energy of the
spins.
3. Experiments
We have performed a continuous-wave two-tone transmission
spectroscopy on a fully deturated benzophenone−d10 single-
crystal host containing a stable DPNO organic radical with 1.5%
concentration (see Section 5). The crystal is placed on a supercon-
ducting coplanar resonator to couple to the magnetic field com-
ponent B1 of the fundamental mode of the resonator (𝜈0 = 7.74
GHz, see Section 5), as in Figure 2. An external static magnetic
field B0 is applied along the longitudinal axis of the strip to tune
the spin energy far from the resonance, thus meeting the condi-
tion for the dispersive regime (|Δ| = |𝜈S − 𝜈0| ≫ Ω). The experi-
mental set-up used is shown in Figure 3. A MW tone (hereafter,
drive) generated by a MW source at 𝜈D is used to excite the spin
ensemble around its Zeeman frequency, while a vector network
analyzer (VNA) is used to generate a second MW tone (hereafter,
probe), to monitor the transmission peak and phase of the res-
onator and to detect its frequency shift (see Section 5 for details).
3.1. Dispersive Shift of the Resonant Frequency
We first consider the dispersive shift induced by the DPNO sam-
ple on the resonator and compare its features to the model dis-
cussed in Section 2. Since the spin-resonator detuning has to be
much larger than the coupling rate, we choose |Δ| = |𝜈S − 𝜈0| ≈
420MHz ≈ 53 Ω ≫ Ω as initial working condition (see Section
S3, Supporting Information). This gives 𝜈S ≈ 8.17 GHz corre-
sponding, for g≈ 2, to an externally applied static magnetic field
B0 = 0.2900 T. With these values the expected dispersive shift is
𝜒 = Ω2∕Δ ≈ 0.12 ± 0.1 MHz. We first look at the transmission
and at the phase of the resonant peak when the MW drive is ON
or OFF at 𝜈 = 8.17 GHz. A clear frequency shift of the resonant
frequency is visible in Figure 4 in both transmission and phase
when the drive is turned ON. A similar measurement at 0 T gives
no shifts, confirming that this effect is given by the interaction
with the spins.
3.2. Comparison between Resonant and Dispersive Spectroscopy
We perform a two-tone transmission spectroscopy in the disper-
sive limit by acquiring the transmission and phase signal of the
resonator for different drive frequencies at a fixed magnetic field
value and we compare it with the results obtained in a single-tone
resonant transmission spectroscopy.
Figure 5 shows the single-crystal transmission spectra mea-
sured as a function of the static magnetic field in a single-tone
transmission spectroscopy in the resonant regime (red traces) for
𝜃 = 90◦ (a) and 𝜃 = 0◦ (b). For 𝜃 = 90◦, a central strong peak is
visible along with two additional weaker ones on the two sides.
Conversely, for 𝜃 = 0◦ three main lines with equal intensity are
observed. Single-tone transmission spectroscopy shows that the
sample is in the weak spin-photon coupling regime for both crys-
tal orientations. High cooperativity regime can be achieved on
larger crystals (see Section 3, Supporting Information). Further
analysis of the single-tone resonant spectra and complementary
simulations reveal that the spectra arise from the contribution of
four different molecular orientations (see Section S2, Supporting
Information). Figure 5a,b show the transmission shift of the res-
onator measured within the two-tone transmission spectroscopy
in the dispersive regime (blue traces). To better compare the spec-
tra with their corresponding single-tone ones we rescale the axes
as follows. We first rescale the vertical axis of the dispersive spec-
trum and refer its baseline to zero to better fit with the single-
tone transmission scale. We then convert the horizontal drive
frequency scale to an equivalent magnetic field one in two steps:
we first calculate the magnetic field values corresponding to the
drive frequencywithB0,D = h𝜈D∕(g𝜇B) (which are around the cho-
sen BS and detuned from Bres) and we then scale-down these
values to the resonant frequency of the resonator according to
B0,𝜈0 = B0,D 𝜈0∕𝜈D. In this way we obtain an equivalent magnetic
field scale corresponding to the values probed by the drive fre-
quency. For both the crystal orientations, the spectroscopic fea-
tures found with two-tone measurements are consistent with the
ones found with the single-tone spectroscopy, suggesting that the
dispersive readout technique is effectively addressing the same
transitions of the sample. Moreover, a closer look to the disper-
sive spectra for 𝜃 = 90◦ reveals that the signal, in particular the
central one, results from the convolution of multiple signals.
This is more evident for 𝜃 = 0◦, where up to six peaks are clearly
visible with respect to the only three given by the single-tone
spectroscopy.
In Figure 5c,d we compare the dispersive shifts measured in
transmission (Δ|S21|, c) and phase (Δ𝜙, d) for both orientations
as a function of the drive frequency. We also add the results
obtained under similar conditions without the application of the
MW drive tone, in which no shifts are expected (gray dashed
lines). The change of the spectroscopic features with the ori-
entation of the sample is clearly visible, consistently with the
one observed in the CW single-tone resonant spectroscopy (see
Adv. Quantum Technol. 2021, 4, 2100039 2100039 (4 of 12) © 2021 The Authors. Advanced Quantum Technologies published by Wiley-VCH GmbH
www.advancedsciencenews.com www.advquantumtech.com
Figure 3. a) Scheme of the set-up for dispersive readout. The drive tone for the spin ensemble (𝜈D) is generated by a microwave source, while the probe
tone of the resonator (𝜈p) is generated by a vector network analyzer (VNA), which is also used for the acquisition of the transmission and the phase of
the resonator. The two tones are routed into the same MW input line with a power combiner. Additional amplification and attenuation stages are added
to change the powers of the drive and of the probe tone. The trigger signal from the MW source to the VNA (gray dashed arrow) is used only in the
pulsed-wave mode. b) Sketch of the pulse pattern used for the measurement of the energy relaxation (the horizontal axis and the pulse lengths are not
in scale). Further details on the resonator are given in Section 5.
Figure 4. Dispersive shift of a) transmission and b) phase of the resonator measured for the DPNO spin ensemble at 2 K, B0 = 0.2900 T, and for
𝜃 = 90◦ when the MW drive is turned ON (green trace) or kept OFF (red trace) at 𝜈S = 8.1705 GHz. Probe and drive powers are Pin,p = −29 dBm and
Pin,D = +18 dBm, respectively.
Figure S4, Supporting Information). The results show that,
under our experimental conditions, it is possible to use either
the phase and the transmission of the resonator to indirectly
measure the spin ensemble, according to what predicted by
Equations (7) and (4).
3.3. Dependence on Applied Microwave Power
Using two different MW tones allows us to investigate the effects
of the probe and the drive power separately.
3.3.1. Dependence on the Drive Tone Power
The dependence of the dispersive signal on the input drive power
is shown in Figure 6a,b. The intensity of the three peaks is found
to increase when the larger power is applied, as also reported
in refs. [27, 55]. As previously discussed, increasing the MW
magnetic field associated to the drive tone increases the compo-
nent of the magnetization in the precession plane with respect
to the quantization axis.[56] To verify this, we extract the ampli-
tude of peak #2 and we plot it as a function of the square root of
the magnitude of the drive power
√
Pin,D ∝ B1 (Figure 6b). Data
show a nice linear dependence, as corroborated also by the linear
fit (green dashed line). A similar dependence is also found for
peak #1 and #3 (see Figure S10, Supporting Information) thus
confirming the expected linearity with the MW magnetic field
strength.[56,60]
3.3.2. Dependence on the Probe Tone Power
While changing the drive power changes the intensity of themea-
sured shift, changing the probe power is not expected to change
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Figure 5. Top: Comparison between the dispersive shift of the transmission (blue) and the signal measured in a single-tone spectroscopy (red, see also
Figure S4, Supporting Information) for a) 𝜃 = 90◦ and b) 𝜃 = 0◦. For the dispersive data the vertical axis has been rescaled for better comparison and the
horizontal axis is an equivalent magnetic field scale covering the drive frequency range. The blue traces correspond to the dispersive shifts measured by
setting the static magnetic field to B0 = 0.2900 T. Bottom: Dispersive shifts of c) transmission and d) phase of the resonator measured for two different
orientations of the c-axis of the 1.5% DPNO crystal with respect to the static magnetic field at 2 K and Pin,p = −34 dBm. The static magnetic field was
set to B0 = 0.2900 T, giving 𝜈S ≈ 8.173 GHz and Δ ≈ 420 MHz. The signal measured with the MW drive turned off at the same temperature and probe
power (gray) is also reported.
the magnitude of the dispersive shift under our experimental
conditions. Figure 6c,d show the results for 𝜃 = 90◦. The power
of the probe tone can be changed over a range of up to ≈ 20 dB
without significant alteration of the signal amplitude. The probe
power can be as high as −30 dBm, a value at which the sample
would begin to show a saturation of the lines (see Section S3,
Supporting Information). As can be clearly seen in Figure 6d,
the signal-to-noise ratio (SNR) of each trace is progressively im-
proved with the increase of the probe power. This is due to the
larger power probing the resonator, which improves the SNR of
its transmission and the possibility to resolve the dispersive shift.
For large enough detuning with respect to the resonator decay
rate, the shape of the transmission of the resonator prevents the
probe power from reaching the sample, protecting it from satu-
ration and from possible cross-talks between the two MW tones.
Additional results are reported in Figures S11 and S12, Support-
ing Information).
The mean photon number associated to the probe and to drive
tone can be estimated (see Section S5, Supporting Information
for details). Under our experimental conditions a probe power
Pin,p = −35 dBm corresponds to np ≈ 109 average photons pop-
ulating the resonator, while a drive power Pin,D = +18 dBm corre-
sponds to nD ≈ 1010 photons reaching the spin ensemble. These
large photon numbers justify the use of a classical description
of the MW field of the resonator although, as discussed in Sec-
tion 2, the phenomenology observed in the shift of the resonant
frequency is perfectly equivalent to the one expected from the dis-
persive regime of the Tavis–Cummings Hamiltonian. Moreover,
we note that the effective number of spins in our DPNO samples
is Neff ≈ 1014 − 1016 which is much larger with respect to both
np, nD, providing that our samples are in the regime of low num-
ber of excitations.[49] In addition, we note that the critical photon
number under our experimental conditions is nc ≈ 1017 (see Sec-
tion S8, Supporting Information) that is much larger than both
np, nD, and Neff, thus neither the dependence of the dispersive
shift on the probe power or the appearance of nonlinear effects
is expected.[4,45,53]
3.4. Dependence on Static Magnetic Field
3.4.1. Oddity of the Dispersive Shift with Respect to the Detuning
In Figure 7a,b we check the reversal of the dispersive signal with
the sign inversion of the detuning (Equation (7)).We consider the
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Figure 6. Top: a) Dispersive shift of the transmission measured for the 1.5% DPNO crystal at B0 = 0.2900 T, 2 K, Pp,in = −34 dBm for 𝜃 = 90◦ and for
different drive powers (see legend). Labels help in recognizing the three peaks. b) Transmission values extracted from the maxima of peak #2 of (a) as a
function of the square root of the drive power. Dashed line is a linear fit. Bottom: c) Dispersive shifts of the transmission for DPNO crystal at 𝜃 = 90◦ as
a function of the drive frequency for different probe powers (see labels). The data are plotted with vertical off-set for clarity. The temperature, the static
magnetic and the drive power are indicated in the legend. d) Signal-to-noise ratio estimated from the signal corresponding to the main peak in (c) as a
function of the probe power (green points). The points for the 𝜃 = 0◦ orientation calculated for the peak at 8.103 GHz are added for comparison (see
Figure S12, Supporting Information).
shift of the transmission signal (a) and its phase (b) as a function
of drive frequency for Δ = 700 MHz (B0 = 0.3000 T, green traces
and axes) and for Δ = −700 MHz (B0 = 0.2498 T, red traces and
axes). The horizontal axis is shifted for immediate comparison.
The structures corresponding to Δ < 0 now appear as dips in the
baseline (negative shifts), confirming the reversal of the disper-
sive shift with respect to the Δ > 0 case.
3.4.2. Dependence of the Dispersive Signal on Detuning
According to Equation (3), the dispersive shift depends on the re-
ciprocal of the detuningΔ−1 = (𝜈S − 𝜈0)−1 ∝ (B0 − Bres)−1,Bres be-
ing the magnetic field at which the resonance with the resonator
occurs. This dependence was checked by measuring the disper-
sive shift given by the DPNO sample as a function of the drive fre-
quency for different static magnetic fields. The results are shown
in Figure 7c. The transmission shift (peak #2) is visible for all
the B0 values while its intensity decreases with the increase of
the detuning. Similar results are found also for the phase signal
(Figure 7d) and for 𝜃 = 0◦ (see Figure S13, Supporting Informa-
tion). Equation (4) was used to estimate the dispersive shift of
peak #2 from its phase shift and we plot it as a function of the in-
verse of the difference ΔB−1 = (B0 − Bres)−1 (with Bres = 0.2747
T, see Section S3, Supporting Information, ). Data of Figure 7 fit











which is based on Equation (3). This gives a collective coupling
rate Ω = 7.0 ± 0.5 MHz that is consistent with what expected for
this orientation (see above and Section S3, Supporting Informa-
tion).
3.5. Dispersive Readout in the Pulsed-Wave Regime
The dispersive spectroscopy can also work in the pulsed-wave
(PW) mode: a single MW drive pulse is used to excite the spins
detuned from the resonator, while a long probing pulse is used to
monitor the transmission and the phase of the resonator imme-
diately after the MW drive pulse is sent (Figure 3b). The details
on the PW protocols are given in Section 5.
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Figure 7. Top: Reversal of the shift of a) transmission and b) phase of the resonator for the 1.5% DPNO crystal at 𝜃 = 0◦ when the sign of the detuning is
changed. Red traces and axes correspond to B0 = 0.2498 T (Δ = −700MHz), while the green traces and axes correspond toΔ = +700MHz (B0 = 0.3000
T, as in Figure 5). The data are taken at 2 K and using Pin,p = −34 dBm and Pin,D = +18 dBm. In each plot, the upper and the lower horizontal scales are
plotted with the same step size for better comparison. The axes of each trace are plotted with the same color code. Bottom: c) Dispersive shift measured
in the transmission as a function of the drive frequency for the DPNO crystal at 2 K and 𝜃 = 90◦ for different applied B0. The powers are Pin,p = −34
dBm and Pin,D = +18 dBm. Black arrows with the label #2 help in following the main peak. d) Amplitude of the main peak extracted from the variation
of the phase of the resonator as a function of the static magnetic field. Green dashed line is a guide for eyes. e) Dispersive shift calculated from the
phase shift in (d) thanks to Equation (4) as a function of the inverse of the magnetic field difference B0 − Bres, with Bres the magnetic field at which the
resonance condition is met. Dashed line is a linear fit performed without considering the last point.
Figure 8. a) Transmission shift measured in the PW regime at 2 K (red) for the DPNO sample at 𝜃 = 90◦. Here Pin,p = −29 dBm and Pin,D = +18 dBm
and the probe frequency is again chosen as 𝜈p = 𝜈0 + 𝜒 . The length of the single MW drive pulse is 300 ns. Each frequency point in this plot results
from a unique single-shot acquisition with the VNA. The result of the CW two-tone spectroscopy for similar field, temperature and nominal MW power
is added for comparison. b) Map of the transmission of the resonator as a function of time and of the drive frequency after the application of a single
300 ns drive pulse for 𝜃 = 90◦, and at 2 K with Pin,p = −38 dBm and Pin,D = +18 dBm. Purple arrows with label help in identifying the dispersive signals.
c) Amplitude of the three peaks of (a) and (b) as a function of time. Black dashed line is a fit obtained with Equation (9).
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The results obtained for 𝜃 = 90◦ are shown in Figure 8a, along
with its corresponding CW data. Note that each point of the
trace results from a single-shot acquisition of the VNA. The dis-
persive signal shows that single driving pulses can address the
spin ensemble and induce a dispersive shift on the resonator,
similarly to the CW case. The comparison with the CW spec-
trum (green trace) shows that the position and the shape of the
signal is consistent with the CW results under similar experi-
mental conditions (in terms of temperature, applied magnetic
field, MW powers). The different signal amplitudes are due to
the different number of spins involved in the measurements. In
fact, while for the CW case this number is set by the volume of
the resonant mode (or by the residual volume of the MW field
which is coupling to the spins), in the PW regime this num-
ber depends on the fraction of the spins excited by the pulse
bandwidth.
3.5.1. Spin-Lattice Relaxation
Sending single MW pulses allows us to measure the spin-lattice
relaxation time T1. The sample is initially at the thermal equi-
librium with the environment. The drive pulse excites a fraction
of the spin population, moving the system from its equilibrium
and shifting the frequency of the resonator consequently. Then
the system relaxes back to thermal equilibrium according to its
relaxation rate[24–26,42]
Results obtained for 𝜃 = 90◦ are reported in Figure 8b. The
signal at t ≈ 0 shows three main peaks (purple and labels), con-
sistently with the one measured in CW mode for the same ori-
entation (see Figure 8a). The signal of each dispersive peak is
found to relax as expected from the recovery of the equilibrium
of the resonant frequency after the initial excitation of the spins.
Similar results are found measuring the phase of the resonator
(see Section S8, Supporting Information). From this two-tone
PW spectroscopy, the decay of the transmission of each of the
three maxima (#1, #2, #3) can be extracted and plotted as a func-








where t0 is the time at which the decay begins and x is the stretch
factor, the latter initially left as free parameter for check. The
best fit is found for T1 = 21 ± 1 ms and x = 0.9 ± 0.1 at 2 K for
Pin,D = +18 dBm, almost equal for all the three lines.We compare
our T1 with the values reported in [61], in which similar molec-
ular centers and host are investigated with conventional X-band
ESR. They report spin-lattice relaxation times between 6 and 10
ms on samples with concentrations (from 0.01 % to 0.2 %) lower
that ours and in the intermediate temperature regime (between
50 and 180 K). Since the spin-lattice relaxation time is expected
to increase with the decrease of the temperature and to decrease
for increasing concentrations, we can simply conclude that our
measured values are consistent with the bounds set by the data
reported in the literature. However, the lack of a systemic study
on the temperature dependence of the PW ESR spectra prevents
us from carring out more quantitative analyses and deeply un-
derstanding the relaxation mechanism.
4. Discussion and Conclusions
In this work, we investigated the transmission spectroscopy in
the dispersive limit of the coupling between a DPNO organic rad-
ical diluted in its nonmagnetic host crystal and a coplanar mi-
crowave resonator at low temperature. Our results complement
the recent reports on similar dispersive spectroscopy carried out
on different spin ensembles. For instance, YIG spheres coupled
to three dimensional cavities at room temperature[27] were found
to give similar dependence by the detuning and by the power
of the two MW tones. Likewise, the dispersive spectroscopy was
found to be very powerful in estimating the zero field splitting
parameters of NV-center spin ensembles[26] as well as in mea-
suring the spin-lattice relaxation time of NV centers[25,26] and of
organic radicals.[42] In our experiments, we have extended the dis-
persive readout to the semiclassical regime thus showing no need
to work strictly under highly cooperative regime. We have also
shown that the dispersive readout allows us to span over a finite
frequency range around the fundamental frequency of the res-
onator with sufficient spectral resolution for electronic and nu-
clear spin transitions. The possibility to independently tune the
microwave power of the two tones is an additional resource for
improving the SNR. Alternatively, once the set-up is known, the
noise can be tuned by adjusting the probe power when adding
a controlled amount of noise into the system might be needed
(e.g., for calibrations purposes).
To better assess these results, we estimate the sensitivity, S, of







HereNmin is theminimumnumber or detectable spins, SNR is
the signal-to-noise ratio (see above), while BW is the acquisition
bandwidth. We find S = 3.2 ⋅ 1012 spin ⋅Hz−1∕2 for the single-
tone (resonant) spectroscopy and S = 8 ⋅ 1012 spin ⋅Hz−1∕2 for
the two-tone dispersive one, respectively (see Section S9, Sup-
porting Information, for details). Our sensitivity for the resonant
case compares well with the ones reported in the literature for
planar microwave resonators with comparable dimensions (al-
though slightly larger resonant frequencies and different geome-
tries are considered).[63,64] The sensitivity value found for the dis-
persive spectroscopy is only slightly smaller with respect to the
corresponding resonant one (see Supporting Information for fur-
ther discussion). As a benefit, the SNR can be increased by in-
creasing the power of the probe tone without affecting the signal
amplitude (under our experimental conditions), which implies
that, in principle, the sensitivity in the dispersive limit might be
further increased.
Since the spin ensemble is driven without a resonant mode, it
is also interesting to compare our technique with on-chip single-
tone broadband MW spectroscopy.[65–68] In these latter experi-
ments a singleMW tone is injected into a coplanar or amicrostrip
transmission line (i.e., no resonant MW modes) and used as a
probe tone, to monitor the variation of the transmission induced
by the ensemble. Broadband transmission spectroscopy offers
large tunability of the frequency (several gigahertz), which can be
used to map the energy levels of the spin ensemble as a function
of the staticmagnetic field.[65,68] In our two-tone spectroscopy, the
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dispersive shift of the cavity scales as the inverse of the detuning
with respect to the probing cavity mode (Equation (3)), giving a
lower tunability for the drive frequency. However, the dispersive
shift depends also by the coupling rate providing that an optimal
working point can be found in the tradeoff between detuning and
magnetic coupling. Conversely, this cannot be done in broadband
spectroscopy, also resulting in typically smaller coupling values.
In addition, the background of broadband spectroscopy depends
on the losses of transmission line (which mainly give a sloped
baseline as a function of frequency) and on the presence of spuri-
ous resonances (e.g., box modes, magnetic impurities).[65–68] The
signal given by the sample is typically obtained after the normal-
ization of the transmission over a (carefully chosen) reference
baseline taken in non-zero field. Our dispersive spectroscopy less
suffers of such effects because of the following reasons: i) the
resonator is typically designed to be far enough in energy with
respect to box or spurious modes, ii) the smaller frequency range
used gives flatter backgrounds and, iii) the signal given by even-
tual magnetic impurities can be naturally suppressed by the 1∕Δ
dependence of Equation (3). As discussed in Section 3.3, the SNR
can be tuned by adjusting the probe power independently by the
drive tone (and not the set-up). Conversely, in the broadband
spectroscopy the upper limit for the signal-to-noise is set by the
control over the noise of the set-up (device and detection chain)
and by the signal from the sample. While the spin sensitivity in
the dispersive spectroscopy can be comparable to the one found
in the resonant regime, it is reasonable to expect that using a
broadband transmission line will give lower spin sensitivity.
We finally mention that the dispersive limit for positive detun-
ing (Δ > 0) implies the use of a larger drive frequency with re-
spect to the one of the resonator. This gives a slightly increase
of the energy separation of all the spectroscopic features whose
energy depends on the applied static magnetic field, somehow
resembling what is typically observed in high-frequency high-
magnetic-field ESR. While this effect is rather small for g-factors
≈ 2, it might be more evident working with samples with larger
g-factors andmagnetic anisotropy (see Section S4, Supporting In-
formation).
In conclusion, due to generality of the dispersive regime and
of the dispersive readout, our results suggest that performing an
electron dispersive spectroscopy can constitute a novel approach
for the investigation of magnetic samples, which can be a com-
plementary tool with respect to ESR spectroscopy.
5. Experimental Section
DPNO Samples: DPNO organic radical with 1.5% concentration in
a fully deuterated benzophenone-d10 crystalline host was used. Each
molecule had a single unpaired electron which experienced the hyperfine
interaction with a nitrogen atom (nuclear spin I = 1), resulting in a spin
S = 1∕2 with additional split in three transitions.[61,69,70] The samples had
a needle-like shape with the crystallographic c-axis corresponding to the
longest side of the needle. The crystals have small magnetic anisotropy,
while the hyperfine tensor results were close to a uniaxial one, with a strong
component along the molecular z-axis and two much smaller ones along
the x- and the y-axes, which were revealed to be approximately collinear
to the crystalline ones.[61,69,70] The ESR signal of DPNO organic radicals
from conventional CW X-band spectroscopy and from additional simula-
tions was checked, and a reasonable agreement was found with our mea-
sured single-tone CW spectra. Further details of our DPNO samples are
given in Section S2, Supporting Information.
Coplanar Resonator: The coplanar resonator shown in Figure 2, whose
characteristics are described in details in [35, 39], was used. Briefly, the res-
onant strip, the side ground planes and the back ground plane were made
of superconducting YBa2Cu3O7 (YBCO) films (thickness 330 nm) on sap-
phire substrate (thickness t = 430 μm). The length, L = 8 mm, the width,
w = 200 μm, and the gap between the resonant strip and the ground
planes, s = 73 μm, were chosen to give a fundamental resonant mode at
𝜈0 ≈ 7.74 GHz. The maximum of the MW component of the fundamental
mode was located in the middle of the resonant strip, where the sample
was placed (Figure 2). The resonator wasmounted into a copper shielding
box during the experiments, as in [35, 39]. Under our experimental condi-
tions the resonator had a quality factor between Q = 2000 and Q = 4000
at 2 K and 0 T, depending on the position of the tunable antennas. In this
work, all the input power (Pin,p for the probe and Pin,D for the drive) is es-
timated at the antenna. If not otherwise specified, the crystals were placed
in order to have their c-axis in the plane of the resonator and 𝜃 will be the
angle between the c-axis and the static magnetic field, as in Figure 2.
Microwave Set-Up for Dispersive Readout: The set-up used for the dis-
persive readout is shown in Figure 3a and it was similar to the ones pre-
viously reported in refs. [13, 27, 42]. The drive tone (frequency 𝜈D, power
PD) was generated by the MW source (AnaPico APSIN12G). A power am-
plifier (Mini-Circuits ZVE-3W-183+) with 35 dB gain can be added on the
drive line to increase the drive power. A Network Analyzer (Agilent PNA
5222A Network Analyzer, VNA for short) is used for the generation of
the resonator probe tone (frequency 𝜈p, power Pp) and the acquisition of
the transmission of the resonator. On the probe line additional attenua-
tors (Radiall R413.820.150 and R413.830.150 with 20 and 30 dB attenua-
tion, respectively) can be added at room temperature to change the probe
power. The probe and the drive signals were combined to the sameMW in-
put line with a power combiner/divider (Mini-Circuits ZN2PD2-14W-S+).
The signal coming from the resonator was first filtered with two band-
pass filters (Mini-Circuits VBF-7700+) to reject additional spurious mode
and the eventual residual power of the drive tone, amplified (Fairview Mi-
crowave SLNA-120-38-22-SMA voltage amplifier) and finally acquired by
the VNA. Additional DC Blocks (Mini-Circuits BLK-18-S+), an isolator (Ra-
ditek RADI-6.6-10.6-S3-1WR-5), and a power limiter (Pasternak PE8024),
not shown in Figure 3a, were added. The whole set-up is controlled with a
home-made Python software. If the MW source was turned off, the set-up
allows to perform the single-tone microwave transmission spectroscopy
in the resonant regime, as previously described in [39].
Typical power values used in this work were Pin,p = −34 : −29 dBm,
and Pin,D = 8 : 20 dBm. These larger values for the drive tone are needed
to overcome the filter effect given by the transmission lineshape of the res-
onator.
Protocol for the Continuous-Wave (CW) Dispersive Readout: The mag-
netic field was first adjusted to tune the Zeeman energy split 𝜈S to meet
the condition for the dispersive regime |Δ| = |𝜈S − 𝜈0| ≫ Ω and kept fixed
during the experiment. The MW source was then used in CW mode to
generate the drive tone for the spins (here, depending on the experiment
performed, the drive frequency can be set to the spin energy 𝜈S or scanned
step-by-step around it). At each frequency step of the drive, the VNA
acquired both the magnitude and the phase of the transmission of the
resonator. The VNA can be set to acquire the full transmission peak of the
resonator or to probe the resonant peak at a fixed probing frequency close
to 𝜈0 (in this latter case, if not otherwise specified, the conventional rule
of thumb which sets the probe frequency to 𝜈p = 𝜈0 + 𝜒 was adopted,[71]
in which the expected theoretical value according to Equation (3) was
used). At the end of each scan of the drive frequency, the resonator is
measured with no MW drive applied to obtain the reference transmission
and phase value for the calculation of the transmission and phase shift.
Protocol for Pulsed-Wave (PW) Dispersive Readout: The microwave
source is used in the PW mode to generate single MW drive pulses at
𝜈D and PD and with duration tD thanks to its internal modulator (mini-
mum pulse duration and pulse-step increase are 30 ns). Here the trigger
for the VNA acquisition is given directly by the MW source. The VNA can
work in two different ways. The first one is the standard frequency mode
used for the CW experiments, in which the acquisition is done in the fre-
quency domain by probing the resonator close to 𝜈0. The second one is the
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time-domain mode, in which the VNA acquires the signal as a function of
time at a fixed probing frequency. In both these modes the VNA needed
to be fast enough to follow the typical timescale of the spins dynamics.
This required the use of a relatively low number of points (≈ 500 − 1000)
for each trace and large enough bandwidths for the internal frequency
(IF ≥ 104) to increase the acquisition speed. The drawback was the de-
crease of the SNR and a loss in the trace resolution. Under the experimen-
tal conditions theminimum sweep time achievable was approximately few
tens of microseconds without loosing resolution. Despite the limitations
above, this configuration allowed to measure the energy relaxation of the
spins, which can be identified as the spin-lattice relaxation (T1).
[24–26,42]
The PW protocol used for measuring T1 is shown in Figure 3b. At the
end of each PW experiment the transmission and the phase of the res-
onator were acquired (in the frequency of in the time domain, depending
on the VNA settings) to obtain the reference values for the calculation of
the shifts.
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Supporting Information is available from the Wiley Online Library or from
the author.
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