Introduction
By the convergence of a double sequence we mean the convergence in Pringsheim's sense [47] . A double sequence x = {xjk)^^^Q is said to be convergent in the Pringsheim's sense or P-convergent if for every e > 0 there exists N ^ N such that I Xjk -^ \ < £ whenever j,k > N and we denote by P -hmx = t The number i is called the Pringsheim limit of x.
More exactly we say that a double sequence {xjk) converges to a finite number £ if Xjk tends to ^ as both j and k tend to oo independently of one another.
We denote the spax:e of P-convergent sequences by C2.
A double sequence 2; = (xjk) is said to be Cauchy sequence if for every e > 0 there exists N eN such that | Xpg -Xjk | < £ ioi al\p> j >M and q> k> N.
A double sequence x is bounded if there exists a positive number M such that I Xjk I < M for all j and k, i.e. if ||a^||(oo,2) = sup \Xjk\ <00 . j,k
We denote the set of all bounded double sequences by i^ .
Note that in contrast to the case for single sequences, a convergent double sequence need not be bounded but every convergent real (or complex) double sequence is Cauchy.
Let A = (ajT)j~=o be a doubly infinite matrix of real numbers for all m, re = 0,1, • • • . Forming the sums called the A-means of the double sequence x, yields a method of summability.
We say that a sequence x is >l-summable to the limit £ if the A-means exist for all m, 71 = 0,1, • • • in the sense of Pringsheim's convergence : A four dimensional matrix A is said to be bounded-regular or jR^-regular if it maps every bounded P-convergent sequence into a P-convergent sequence with the same P-hmit.
The following is a foiu: dimensional analogue of the well-known Silverman- Let P -Cn{x} be the least closed convex set that includes all points Xjk for j,k> n ; then the Pringsheim core of the double sequence x = (xjk) is the set
Note that the Pringsheim core of a real-valued bounded double sequence is the closed interval [P -lim inf rr, P -hm sup x].
In this regard, Patterson [45] proved the following : In the present chapter we define the MP-core of a double sequence by using the idea of almost convergence introduced and studied by Moricz and Rhoades
[40], and then proved an analogue of Theorem 6.1.2.
Almost Convergence and MR-Core
The notion of almost convergence for single sequences was introduced by A double sequence x -(3;jfc)^=o °f real numbers is said to be almost
that is, the average value of (rr^fc) taken over any rectangle {{j,k) : vn < j < m -\-p -1\ n<k <n + q -l} tends to L as both p and q tend to CO, and this convergence is uniform in m and n.
Note that a convergent single sequence is also almost convergent but for a double sequence this is not the case, that is, a convergent double sequence need not be almost convergent. However every bounded convergent double sequence is almost convergent and every almost convergent double sequence is bounded.
Using the idea of almost convergence, Lorentz [35] introduced and characterized strongly regular matrices.
We say that a four dimensional matrix A is strongly regular if every almost convergent double sequence x is A-smnmable to the same limit, and the A-means are also bounded.
If a double sequence x is almost convergent to L, then we write /2-lim x = L and /2 for the space of almost convergent double sequences.
In [40] , Moricz and Rhoades gave four dimensional analogue of strongly regular matrices as follows :
Theorem 6.2.1. Necessary and sufficient conditions for a matrix A = {aj^) to be strongly regular are that A is bounded-regular and satisfies the following two conditions : We quote here the following useful lemma : Lemma 6.2.2 (Patterson [45] ). If A is a real or complex-valued four dimensional matrix such that RH^, RH^, and oo,oo P-limsup J: |a7|=M hold, then for any bounded double sequence x we have P -limsup I Aa; I < M{P -limsup \x\) .
Main Result
We define the following : 
Hence Ax is P-convergent and P -MTCIAX = /a -lima; = £, and so A is strongly regular, i.e condition (6.3.1.2) holds.
Since every strongly regular matrix is also boimded-regular, by Lemma 6.2.2 there exists a bounded double sequence x such that hmsup | a; | = 1 and P -limsupyla; = C, where C is defined by RH5. Therefore we have 00,00 00,00 Since e is arbitrary we finally have
L{Ax) < L*{x).
This completes the proof of the theorem. Then x is almost convergent to 0 .
Strongly regular matrix
Define A = (ajk) by ^ , if m = n and j,k <m (even), ^ifc" ^ \ ^^^51^ ' '^irn = n, j ^k and j,k<m (odd), 0 , otherwise.
We can easily verify that A is strongly regular, that is, conditions Consider the matrix A -{a^) as defined in 6.4.3. This is bounded-regular but not strongly regular, and also 00,00 j,k=0,0
i.e condition (6.3.1.3) of Theorem 6.3.1 holds. Take the bounded double sequence X = (xjk) defined by Xjk = (-1)^+'= , which is almost convergent to zero, that is, L*(x) = 0 .
