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ABSTRAKT
Bakalářská práce Zpětnovazební učení pro řešení herních algoritmů je rozdělena do dvou
částí. V teoretické části jsou popsány a srovnávány základní metody zpětnovazebního
učení, přičemž zvláštní pozornost je věnována metodám aktivního učení – Q-učení a
hlubokému učení. Praktická část je zaměřena na aplikaci metody deep learning na hru
Had. Výsledky jsou prezentovány ve formě programu napsaného v programovacím jazyku
Python, který se skládá z herního prostředí vytvořeného v PyGame, modelu konvoluční
neuronové sítě zkonstruovaného v knihovně Keras a herního agenta. Výstupem programu
je několik typů datasetů ve formátu csv. Získaná data, obsahující hodnoty jednotlivých
parametrů jako počet epoch, přesnost, ztráta nebo výše odměny, mohou být následně
použita jako podklady pro další zpracování.
KLÍČOVÁ SLOVA
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PyGame, Keras, Python 3.5
ABSTRACT
The bachelor thesis Reinforcement learning for solving game algorithms is divided into
two distinct parts. The theoretical part describes and compares the fundamental methods
of reinforcement learning with special attention to the methods of active learning – Q-
learning and deep learning. In the practical part the deep q-learning technique is chosen
for testing and applied to the case of the Snake game. The results are presented in the
form of program written in Python programming language, which consists of the game
environment created in PyGame, the model of convolutional neural network designed
in Keras and agent playing the game. As an output of the program there are several
types of datasets in CSV format. The gained data containing the values of parameters
like number of epochs, accuracy, loss or the amount of the reward can later be used for
further processing.
KEYWORDS
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ÚVOD
Tato bakalářská práce se zaměří na využití umělé inteligence (Artificial Intel-
ligence, AI) v oblasti her. Jednou z hlavních výzev na tomto poli je vytvářet in-
teligentní agenty, kteří budou měnit své chování na základě interakcí s okolním
prostředím a postupem času se v hraní hry stávají zdatnějšími, stejně jako v adap-
taci na nové stavy, do nichž se dostanou. Techniky vyvinuté v oblasti her s umělou
inteligencí mohou být využity i v jiných sférách, jako je např. robotika (výše zmí-
něné schopnosti agentů jsou klíčové mj. při zavádění robotů do lidského prostředí),
optimalizace zdrojů nebo inteligentní asistenti. Umožňují také vytvářet nové metody
umělé inteligence, měřit jejich výkonnost apod. [1] Počítačové hry jsou typické vel-
kým stavovým a akčním prostorem a vyžadují od agentů rozmanité typy chování,
rychlou adaptaci na prostředí a také zapamatování minulých prožitých stavů.
Pozornost bude věnována jedné z odnoží AI, tzv. zpětnovazebnímu učení (Re-
inforcement Learning, RL). Právě hraní her je jedna z oblastí, kde je aplikace RL
nejvhodnější, protože prostředí, v němž se ústřední charakter – agent nachází, je
komplexní a nenabízí žádné nebo jen obtížně naprogramovatelné řešení. Určení nej-
výhodnější strategie je závislé na mnoha různých faktorech, z čehož vyplývá velké
množství stavů, do nichž se agent může během hry dostat. Pokrýt všechny tyto stavy
pevně danými pravidly, jak se má agent v různých situacích rozhodovat, se jeví jako
nemožné. RL řeší tento problém absencí potřeby manuálně nastavovaných pravidel,
agent se rozhoduje a učí samotným hraním hry.
Teoretická část práce bude rozdělena do tří částí: první kapitola 1.1 se bude věno-
vat nástinu historie RL a neuronových sítí. Následující část 1.2 popíše architekturu
hlubokých neuronových sítí. Třetí část 1.3 bude charakterizovat a vzájemně srov-
návat jednotlivé metody zpětnovazebního učení, jejich vlastnosti a využití. Zvláštní
pozornost bude věnována metodám Q-learning a deep q-learning. Aplikace metod
hlubokého učení (především využití konvolučních neuronových sítí) na zpětnova-
zební učení vedla ke vzniku hlubokého zpětnovazebního učení (Deep Reinforcement
Learning), které bude využito při řešení praktické části. V praktické části 2.1 tedy
budou teoretické předpoklady aplikovány na zvolenou hru a otestovány. Výstupem
praktické části a prezentací výsledků aplikovaného postupu bude funkční testovací
program, jehož zdrojový kód bude uveden v příloze.
Pro testování byla zvolena hra Had. Co se týče strategie, jako stěžejní se zde
jeví dvě dovednosti klíčové pro úspěšné hraní hry. Agent může v této hře upřednost-
nit buď rychlost (najít co nejvíce jídla – nejvyšší skóre) nebo spolehlivost (zůstat
naživu co nejdéle). [2] Správná kombinace obou přístupů by hypoteticky mohla
vést k vysoké spolehlivosti a současně dosahování vysokého skóre. K otestování této
domněnky bude využit algoritmus deep q-learning, který je založen na trénování
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konvolučních neuronových sítí pomocí Q-učení. Vliv na výkonnost neuronové sítě
může mít mimo jiné i velikost herního prostředí nebo nastavení hyperparametrů
neuronové sítě. Učení neuronové sítě pokračuje až do momentu, kdy se přesnost je-
jích odhadů nebude dále zlepšovat. Jde tedy o hledání určité rovnovážné kombinace
strategií, kdy agent-hráč dosáhne stavu, v němž nebude mít důvod svou strategii
nadále měnit. [3]
Chování agentů učících se pomocí zpětnovazebního učení však může být mnohdy
překvapivé a v rozporu s intuicí, někdy i subverzivní (konkrétním příkladem může
být špatné nastavení odměn ve hře CoastRunners, kde je cílem hry dokončit závod
člunů co nejrychleji a s co nejlepším umístěním, přičemž agent může navyšovat skóre
zasahováním terčů umístěných podél trasy. Při hře se však RL agent zaměřil na
projíždění terčů, aniž by se snažil dojet do cíle a ačkoliv přitom narážel do ostatních
člunů a několikrát začal hořet, dokázal načasovat svůj pohyb tak, že se mu paradoxně
dařilo dosahovat o 20 % vyššího skóre než soupeřům v cíli, jak je vidět ve videu 1. [4])
Nepředvídatelné chování bylo sledováno i při učení agenta v rámci této práce, kdy
např. agent i v pozdějších fázích opakovaně dokola objížděl těsně kolem jídla, aniž by
ho sebral, bylo pozorováno i chování, kdy agent systematicky prozkoumával prostředí
nejprve vodorovnými pohyby, po určité době přešel do kolmého směru a pokračoval
svislými pohyby, což by mohlo znamenat, že had jídlo ignoroval a upřednostnil
strategii přežití s jistotou nalezení jídla „cestou“ (připomínalo to způsob, který by
byl zvolen při řešení problému hrubou silou (brute-force search, exhaustive search),
a to i s jeho charakteristickou velkou časovou náročností) 1.
Obr. 1: Systematické procházení herního prostoru s jistotou projití každého políčka
1https://youtu.be/tlOIHko8ySg
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Jak vypadá ideální hráč Hada (ať už lidský nebo počítačový) lze vidět po pár desít-
kách sekund na následujícím odkazu: http://datagenetics.com/blog/april42013/s1.gif
2 [5].
Obr. 2: Vyvážení strategií přežití a zvyšování skóre
V souvislosti s uvedeným příkladem a výše zmíněným záměrem přenést získané
poznatky do reálného života vyvstává i otázka bezpečnosti systémů založených na
RL a potřeba zvnějšku sledovat chování agenta během učení a vytvářet nástroje pro
jeho kontrolu – viz např. Reinforcement Learning Control Center [6].
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1 TEORETICKÁ ČÁST STUDENTSKÉ PRÁCE
1.1 Zpětnovazební učení a neuronové sítě
Zpětnovazební učení (jeho princip ukazuje obrázek 1.1) je typem strojového učení
(machine learning), kdy se agent nacházející se v neznámém prostředí rozhoduje,
jaké akce zvolí, aby z nich maximalizoval svůj užitek. Pro usnadnění rozhodování je
mu v daný okamžik dáno k dispozici jen omezené množství informací, ostatní nebere
v úvahu. [7] Tím, že je agentovi při jeho rozhodování poskytnuta jen částečná zpětná
vazba, se RL odlišuje od učení s učitelem (supervised learning). V RL jsou pouze
dva zdroje zpětné vazby: odměna a trest (negativní odměna). Proces učení se pak
zjednodušuje na procházení agenta daným prostředím a najití nejvýhodnější cesty
do cíle, na níž agent nasbírá pokud možno maximální možnou kumulativní odměnu.
Obr. 1.1: Princip zpětnovazebního učení
Počátky zpětnovazebního učení sahají do konce 70. let 20. století, konkrétně do
roku 1979, kdy byl zahájen jeden z prvních projektů zaměřujících se na využití
neuronových prvků se schopností adaptace v rozvoji umělé inteligence. [8] Výcho-
zím bodem projektu byla tzv. heterostatická teorie adaptivních systémů A. Harryho
Klopfa. 1 Podle Klopfa by se k neuronům mělo přistupovat jako k „hédonistům“, en-
titám vyhledávajícím rozkoš a požitky. Depolarizace neuronu (excitace, posun hod-
noty membránového napětí směrem k méně negativním až pozitivním hodnotám)
1Na základě Klopfovy teorie zformulovali Richard Sutton a Andrew Barto myšlenku zpětno-
vazebního učení – ideu učícího se hédonistického systému, který má nějaký cíl a adaptuje svoje
chování tak, aby maximalizoval užitek z prostředí, v němž se nachází, ve snaze dosáhnout sta-
noveného cíle. Systém přitom nemá žádnou podporu zvnějšku, učí se bez učitele. Jediná odezva,
kterou dostává, jsou změny v okolním prostředí, které vyvolává svým jednáním. Musí tedy me-
todou experimentu zkoušet, které stavy jsou pro něj výhodné a které naopak jeho užitek snižují.
Jeho učení může být buď pasivní nebo aktivní. U pasivní formy má systém předurčenou strategii
a učí se pouze zjišťováním, jakou hodnotu mu přinesou stavy, do nichž se dostává. Naproti tomu
aktivní učení spočívá v samostatném rozhodování systému, jaké akce má zvolit a zjišťování, jaký
užitek mu přinesou.
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je přitom brána jako „rozkoš“ a hyperpolarizace (inhibice, proces opačný k depola-
rizaci, posun hodnoty membránového napětí do zápornějších až záporných hodnot)
jako „bolest“. V tomto pojetí je cílem neuronu maximalizovat depolarizaci na úkor
hyperpolarizace. V teorii H. Klopfa neurony využívají tzv. heterostatickou adaptaci;
při dostatečně vysoké depolarizaci se zvýší membránové napětí natolik, že vznikne
akční potenciál a neuron „vystřelí“. V takovém stavu si neuron všimne, zda se během
určitého (několikavteřinového) časového intervalu mění rozdíl mezi jeho excitacemi
a inhibicemi a podle toho pak reaguje v následných stavech, v nichž se ocitne. [9]
Charakteristickou vlastností neuronů byla jejich dovednost učit se – učení v tomto
smyslu znamená správné přenastavování vah w při konfrontaci s neznámou infor-
mací na základě informací neuronu již známých. V té době již existovalo několik
modelů neuronu. Jedním z nich byl adaptivní lineární neuron Adaline, který je zá-
roveň jednou z prvních, jednovrstvých umělých neuronových sítí. Vstupy – podněty
jsou u Adaline libovolná čísla v rozsahu 𝑥1,...,𝑥m, která jsou vynásobena vahou 𝑤i
a z jednotlivých součinů je vytvořen vážený součet jednotlivých částí (1.1):
𝑦 = w · x =
𝑚∑︁
𝑖=1
𝑤i · 𝑥i, (1.1)
kde m je počet vstupů, w váhový vektor a x vstupní vektor. Výstupem Adaline
mohou být dvě hodnoty. Pokud vážený součet nepřekročí práh 𝑤0, je výstup roven
0 (případně −1), jinak je roven 1. Když součet překročí danou hranici, neuron se
aktivuje. Nejpoužívanější aktivační funkcí je tzv. sigmoidální 1.2:
𝑓(𝑦) = 11 + 𝑒−𝑦 , (1.2)
kdy výstupem neuronu jsou hodnoty z intervalu [0, 1]. [10] Graf sigmoidální funkce je
na obrázku 1.2. K učení používal Adaline tzv. gradientní metodu. Tento jednoduchý
model neuronu byl v pozdějších letech nahrazen složitějšími modely, které místo
skokové funkce používají hladké funkce nabývající hodnot v rámci určitého intervalu.
Právě podmínka hladkosti funkce je klíčová v algoritmu nastavování vah během
učícího procesu. [8] Aktualizace vah probíhá dle vztahu 1.3:
𝑤 ← 𝑤 + 𝜂(𝑜− 𝑦)𝑥, (1.3)
kde 𝜂 je kladná konstanta určující rychlost učení, y je výstup modelu a o je poža-
dovaný výstup.
1.1.1 Markovův rozhodovací proces
V RL se agent snaží optimalizovat dlouhodobé zisky prostřednictvím pochopení
neznámého prostředí a rozhodnutí učiněných v jeho rámci. Na začátku učení jsou mu
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Obr. 1.2: Graf sigmoidální funkce
užitky a pravděpodobnosti vyplývající z jeho kroků v tomto prostředí neznámé. Pro-
cesem učení však postupně přestává být jeho rozhodování náhodné a dostává situaci
částečně pod svou kontrolu. Vzhledem k tomu, že úkoly RL jsou často formulovány
jako Markovovy rozhodovací problémy, je pro jejich řešení vhodné aplikovat tzv.
Markovův rozhodovací proces (Markov Decision Process, MDP), který umožňuje
matematicky popsat rozhodování v situacích, kdy má entita – agent situaci částečně
pod kontrolou a částečně je jeho rozhodování dílem náhody. Princip MDP je tedy
analogický s výše popsanou situací agenta. [11] 2
Pojmem stav je míněna jakákoliv informace, která je agentovi dostupná a kterou
je schopen prostřednictvím svých senzorů vnímat. Neznamená to ale, že by agent
byl informován o všech detailech okolního prostředí, případně o všem, co by mu
usnadnilo jeho rozhodování. Řada informací mu zůstává skryta, i když by mu přinesly
užitek. [8] Pokud agent zjistí informace o okolním prostředí, jeho primárním úkolem
je si tyto informace uložit a zapamatovat pro pozdější použití. MDP se v každém
časovém okamžiku nachází ve stavu s, který nabízí možné akce a, z nichž agent jednu
zvolí. Proces agenta ocení užitkem 𝑅𝑎(𝑠, 𝑠′) a jeho volbou se přesune do následujícího
časového okamžiku a stavu s’. Výběr tohoto konkrétního stavu s’ je tedy závislý na
vybrané akci a a na předchozím stavu s, které jsou závislé na všech minulých s
a a. Proces však drží v paměti jen minulý stav a akci a ne kompletní historii všech
2Učení agenta může nabývat dvou forem. Explorace spočívá v aktivním průzkumu okolního
terénu, kdy systém zatím nezná důsledky svých akcí a náhodně vybírá následnou akci s pravděpo-
dobností úměrnou částečné odměně. U exploatace už agent zná výsledky svých akcí a jen využívá
svých nabytých znalostí ke zvyšování užitku. [12] Pokud v minulosti vyzkoušel nějakou akci a ob-
držel za ni patřičnou odměnu, tak zopakování stejné akce v budoucnu bude znamenat i opakovanou
odměnu. Naproti tomu pokud bude agent riskovat a rozhodne se i pro jiné možnosti než doposud
vyzkoušené, může získat ještě vyšší odměnu. Optimální strategie spočívá v najití kompromisu mezi
oběma alternativami a je klíčová pro úspěšné učení. Nejjistější taktikou je tak vyzkoušení širokého
spektra akcí a současné upřednostňování těch, které vedou k nejvyšším odměnám.
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minulých stavů a akcí, má tzv. Markovovu vlastnost. MDP se skládá z pěti částí:
• množiny stavů 𝑆,
• množiny akcí 𝐴,
• pravidel určující odměnu agenta 𝑅,
• pravděpodobností přechodů do dalších stavů 𝑇 (𝑠, 𝑎, 𝑠′),
• diskontního faktoru 𝛾.
Každému stavu přísluší odměna a tzv. Bellmanův princip optimality (viz 1.3.5) lze
pro stav 𝑉 *(𝑠) formulovat jako získání odměny za výběr stavu 𝑠 a optimální akce 𝑎
podle vztahu 1.4:
𝑉 *(𝑠) = 𝑅(𝑠) + 𝛾𝑚𝑎𝑥a
∑︁
𝑠′
𝑇 (𝑠, 𝑎, 𝑠′)𝑉 *(𝑠′), (1.4)




𝑇 (𝑠, 𝑎, 𝑠′)𝑉 *(𝑠′), (1.5)
Výše uvedené však platí na teoretické úrovni. Problematické je, že MDP předpo-
kládá (ale zároveň to není podmínkou), že se množiny možných stavů a akcí nemění
v průběhu času (také R. Sutton a A. Barto se pro zjednodušení omezili na předpo-
klad konečných množin stavů a akcí [8]). Řada reálných problémů zpětnovazebního
učení však nemá tento charakter a nelze je modelovat a řešit jako konečné Marko-
vovy rozhodovací procesy, nelze na ně klást požadavky konvergence či optimality,
u některých dokonce ani nelze určit, kolik učení je potřeba pro to, aby agent do-
sáhl stanovené výkonnostní úrovně či vůbec definovat nejlepší výkon, kterého lze
dosáhnout. [13] Tento problém bude blíže popsán v kapitole věnující se metodám
zpětnovazebního učení. Další problém vyvstává při výběru vhodné metody, kterou
použijeme při řešení problému, protože na rozdíl od oblasti supervizovaného učení,
kde lze čerpat z mnoha studií provedených na téma jejich metodologie, RL tolik
vodítek v tomto smyslu neposkytuje.
1.2 Neuronové sítě pro hluboké zpětnovazební učení
1.2.1 Neuronové sítě a určování rysů
Zpětnovazební učení je součástí tzv. strojového učení fungujícího na principu
trénování modelu, kterému jsou poskytnuta data na učení. Vytrénovaný model má
pak při poskytnutí nových dat činit na jejich základě predikce a podle nich řídit
své chování. Model se v podstatě učí na základě svých předchozích znalostí a při
jeho vystavování novým podmínkám (datům) dokáže na jejich základě krok za kro-
kem zlepšovat své chování v daném prostředí. V každém kroku činí model odhady
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a dostává zpětnou vazbu o tom, jak (ne)přesné jeho predikce byly. Podle míry shody
odhadu a reálného výsledku pak model upraví své predikce tak, aby míru této shody
pokud možno maximalizoval v příštím kroku procesu učení. [14] Učení pak končí ve
chvíli, kdy se odhady modelu zpřesní natolik, že se již dále nezlepšují. Z výše uve-
deného vyplývá, že na vytrénování kvalitního modelu s přesnými odhady může být
zapotřebí velké množství iterací učícího procesu. Klíčová je dovednost výběru ma-
lého počtu nejdůležitějších rozpoznávacích znaků – features (atributů nebo vlastností
sdílených všemi jednotkami, na nichž má být predikce uskutečněna), které zajistí
rychlou a efektivní klasifikaci a současně omezení délky trvání učícího procesu. Tato
dovednost (feature engineering) je však v praxi velmi obtížně dosažitelná, kvůli roz-
manitým typům dat, s tím související nutností rozdílných přístupů k jejich klasifikaci
a zároveň snahou proces zautomatizovat a nalézt algoritmy, které budou schopny
klíčové znaky nalézt.
S feature engineering je spojeno feature learning – automatizované vyhledávání
rozpoznávacích znaků prostřednictvím algoritmů, s primárním cílem nalézt společné
vzory (patterns) a automaticky je extrahovat k procesu klasifikace či regrese. U hlu-
bokého učení (deep learning) se pro tento účel s úspěchem využívá konvolučních
vrstev, které jsou schopné vybírat kvalitní znaky v rámci jednotlivých vrstev a po-
sléze vytvářet jejich komplexní hierarchii. Poslední vrstva používá všechny vyge-
nerované znaky ke klasifikaci nebo regresi. [14] Znaky jsou předány klasifikátoru,
který je zkombinuje a následně činí odhady, jejichž přesnost závisí na množství na-
shromážděných znaků z co nejhlubších vrstev hierarchie. Generování znaků, které
obsahují komplexnější informace, lze dosáhnout transformací znaků v předchozích
hierarchických vrstvách.
1.2.2 Hluboké neuronové sítě (deep neural networks)
Pokusy o učení hlubokých neuronových sítí (především sítí s více než pěti skry-
tými vrstvami) a trénování schopnosti generalizace u vícevrstvých sítí nevedlo až
do nedávné doby k uspokojivým výsledkům. [15] Učení založené na tzv. gradient-
ním sestupu s náhodným počátkem (náhodnou inicializací, viz také 1.3.7) nevedlo
k nalezení optimálního řešení ani při dostatečném počtu iterací; nebylo v nich totiž
nalezeno globální maximum, ale pouze lokální a poté se algoritmus ukončil. [16] Lep-
ších výsledků bylo dosaženo, když byly jednotlivé vrstvy postupně předtrénovány
pomocí tzv. hlubokých autoenkodérů.
Předtrénování spočívalo v efektivním nastavení počátečních vah prostřednictvím
vytrénování všech vrstev neuronové sítě (počínaje první) jen na základě úpravy je-
jích vstupů (nahrazuje tedy náhodnou inicializaci). Pozitivní efekt měl také nárůst
výpočetních schopností počítačů (s až stovkami jader CPU či GPU) a využití al-
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goritmu zpětné propagace (backpropagation). [17] Přitom právě algoritmus zpětné
propagace, propagující chyby z výstupní vrstvy na vstupní, byl původně problema-
tický. Postupným přibližováním reálných výstupů k požadovaným se totiž zmenšoval
gradient chyby a ztrácela informace o tom, jak správně nastavovat váhy. Správné
uspořádání každé vrstvy závisí na vrstvě předchozí, paradoxně při backpropagation
nejsou informace o konfiguraci předchozích vrstev přímo dostupné. [18] Jak již bylo
zmíněno výše, důsledkem je uvíznutí algoritmu v lokálním minimu, aniž by bylo na-
lezeno globální. Řešením by bylo manuální nastavování vah, což je na druhou stranu
v rozporu s ideou hlubokého učení.
Při použití autoenkodéru lze využít jeho jednoduché struktury. Postup učení
neuronové sítě je následující: nejprve je pomocí algoritmu pro nesupervizované učení
trénována nižší vrstva a vytvořen počáteční soubor parametrů pro první vrstvu sítě.
Výstup první vrstvy pak představuje vstup pro vrstvu následující, která je opět
trénována prostřednictvím algoritmu pro nesupervizované učení. [15] Takto může být
vytrénován požadovaný počet vrstev. V případě autoenkodéru první vrstva vstupy
sítě kóduje a ta následující dekóduje tak, aby vznikla co nejmenší chyba. Pokud
chceme síť trénovat ve schopnosti generalizace, nastavíme nižší počet neuronů ve
vstupní vrstvě (pokud bychom tak neučinili, síť by pouze kopírovala informace ze
vstupu na výstup). [18]
1.3 Metody zpětnovazebního učení
Zpětnovazební učení zahrnuje řadu různých metod, které se vzájemně nevylučují,
lze vytvářet jejich kombinace (například metody temporální diference s Q-učením,
nelineární aproximací či metodami Monte Carlo atp.) a také implementovat jed-
notící řešení, které jejich výhody spojí do jediného algoritmu (jedním z pokusů je
např. algoritmus 𝑄(𝜎)). Tato kapitola bude analyzovat jednotlivé metody pasivního
i aktivního RL, pozornost bude věnována i jejich asynchronním variantám, které
využívají vícevláknové programování a pro zvýšení pravděpodobnosti jejich kon-
vergence, a zrychlení a stabilizaci učícího procesu nabízejí možnost implementace
experience replay, kdy se Q hodnoty aktualizují na základě náhodného vzorku mi-
nulých zkušeností; umožňují také fixaci sítě (target network), kdy je neuronová síť
ustálena po stanovený počet iterací (obvykle několik tisíc) v neměnném stavu, než
jsou aktualizovány její váhy.
V teoretické oblasti zaznamenala oblast zpětnovazebního učení pokroky v upřes-
nění odhadů, za jakých podmínek a jak rychle konkrétní algoritmy konvergují k do-
sažení optimální strategie. V praxi jsou však teoretické předpoklady málokdy napl-
něny. Kvůli rozmanitosti učících metod může být jejich klasifikace obtížná. Řešením
by mohla být jejich parametrizace, která jednak redukuje data a také je pomůže
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uspořádat a rozdělit, aby bylo možné z pokud možno minimálního množství dat ex-
trahovat co nejkvalitnější informace. Parametrizace tedy učící problémy rozliší a ty
pak budou charakteristické právě svou odlišností. Shivaram Kalyanakrishnan a Pe-
ter Stone navrhují učící proces, který je realizovatelný za relativně krátký časový
interval, čímž umožňuje rozsáhlé experimentování a porovnávání naučené strategie
s optimálním chováním. To je v souladu s hlavním cílem RL – vytvořit efektivní
učící algoritmus, který povede k maximalizaci užitků za minimálních omezení. Jako
prvořadé faktory při parametrizaci identifikují částečnou pozorovatelnost a funkční
aproximaci. [13] Hlavní důraz kladou na metody Sarsa(𝜆), Q-learning(𝜆) a Expected
Sarsa(𝜆) neboli ExpSarsa(𝜆) a ze zástupců metod přímého hledání strategie (policy
search methods) na metodu CMA-ES. Uvedené metody však nejsou jediné, které lze
využít při řešení problémů RL. Na následujících řádcích budou analyzovány a vzá-
jemně porovnány i další metody zpětnovazebního učení a budou popsány způsoby
jejich využití. Lze je rozčlenit do několika skupin:
• metoda hrubé síly (Brute Force),
• přímé hledání strategie (Direct Policy Search),
• metody Monte Carlo,
• metody dynamického programování,
• metody založené na temporální diferenci.
1.3.1 Temporální diference TD(0)
Metody založené na temporální diferenci (TD) kombinují ideje metod Monte
Carlo a dynamického programování. Co se týče jejich vzájemných podobností, me-
toda TD umožňuje, stejně jako Monte Carlo, učení z přímé zkušenosti a nevyžaduje
model dynamiky prostředí (u metod MC navíc řeší problém časové náročnosti při
vyhodnocování suboptimální strategie). Od metody dynamického programování pře-
vzala zásadu pravidelné aktualizace odhadů na základě již naučených odhadů, bez
čekání na konečný výsledek. [8] Díky tomu lze TD využít jako metodu pro odhad
i kontrolu. Hlavní výhodou je, že užitek jednotlivých stavů lze přímo upravovat
tak, aby byl v souladu s Bellmanovými rovnicemi. Algoritmus Q-učení představuje
off-policy implementaci TD jako kontrolní metody. Q-učení je reprezentantem učení
off-policy, neboť strategie generující chování agenta a cílová strategie, kterou se agent
naučí, se liší. [19]. Pro on-policy kontrolu je metoda TD použita u algoritmu Sarsa
1.6 1.7:
𝑄(𝑠, 𝑎)← 𝑄(𝑠, 𝑎) + 𝛼[𝑟 + 𝛾𝑄(𝑠′, 𝑎′)−𝑄(𝑠, 𝑎)], (1.6)
𝑎′ = 𝑎𝑟𝑔𝑚𝑎𝑥a{𝑄(𝑠′, 𝑎)}. (1.7)
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Sarsa bere v úvahu poslední stav-akci, příslušnou odměnu a následující stav-akci.
Následná akce 𝑎′ je zvolena vždy dle hodnoty současné 𝑄(𝑠, 𝑎) a na základě toho je
upravena daná strategie 1:
Algorithm 1 On-Policy Temporal Difference Control
1: 𝑄(𝑠, 𝑎) = arbitrary, 𝑄(𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙, 𝑎) = 0
2: for 𝑡 = 1...𝑁
3: 𝑠 = 𝑠𝑡𝑎𝑟𝑡_𝑠𝑡𝑎𝑡𝑒, 𝑎 = 𝑒𝑝𝑠𝑖𝑙𝑜𝑛_𝑔𝑟𝑒𝑒𝑑𝑦_𝑓𝑟𝑜𝑚(𝑄(𝑠))
4: while not game over:
5: 𝑠′, 𝑟 = 𝑑𝑜_𝑎𝑐𝑡𝑖𝑜𝑛(𝑎)
6: 𝑎′ = 𝑒𝑝𝑠𝑖𝑙𝑜𝑛_𝑔𝑟𝑒𝑒𝑑𝑦_𝑓𝑟𝑜𝑚(𝑄(𝑠′))
7: 𝑄(𝑠, 𝑎) = 𝑄(𝑠, 𝑎)+ 𝛼[𝑟 + 𝛾 𝑄(𝑠′, 𝑎′)−𝑄(𝑠, 𝑎)]
8: 𝑠 = 𝑠′, 𝑎 = 𝑎′
Výhody metody TD(0):
• na rozdíl od metody Monte Carlo, kde je nutné čekat, až skončí celá epizoda,
u TD se aktualizace hodnoty pro stav v čase 𝑡 provádí hned v následujícím
časovém okamžiku 𝑡 + 1,
• umožňuje agentovi učit se přímo během epizody, což je výhodné např. u dlou-
hotrvajících epizod,
• na rozdíl od metody Monte Carlo ji lze použít i pro úkoly neepizodického
charakteru.
1.3.2 Metoda hrubé síly
Metoda hrubé síly funguje na principu zjištění užitku pro všechny možné stra-
tegie a následném výběru strategie s maximálním užitkem. Počet možných strategií
však může být enormní (až nekonečný); navíc mezi výší užitků mohou být značné
rozdíly a aby bylo možné stanovit přesnou výši užitku pro každou strategii, je po-
třeba velké množství vzorků. Tyto nevýhody omezují využitelnost metody hrubé
síly pro řešení úkolů RL. Konkrétním příkladem využití metody v oblasti RL je
trénování herního agenta v sebeobraně proti nepříteli, kdy je generováno mnoho
protivníků a agent se učí, jak se jim ubránit. [20]
1.3.3 Přímé hledání strategie
Nevýhody metody hrubé síly by bylo možné eliminovat pomocí metody přímého
hledání strategie. Přímé hledání strategie se totiž zaměřuje jen na určitý úsek stra-
tegického prostoru a problém pak redukuje na tzv. stochastickou optimalizaci. Lze
využít dvou druhů stochastických optimalizačních metod: jednak metod bez využití
znalosti gradientu (zero-order methods), druhým typem jsou pak metody s využi-
tím znalosti gradientu. Reprezentantem metod přímého vyhledávání jsou heuristiky,
které se používají v případě, kdy je preferováno zkrácení doby řešení problému na
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úkor dosažení optimální strategie, případně když není znám způsob, jak najít opti-
mální strategii (např. metoda pokus-omyl či algoritmus Nelder-Mead). [21]
1.3.4 Monte Carlo
Mezi stochastické optimalizační metody, konkrétně mezi tzv. metaheuristiky,
patří i metody typu Monte Carlo. Stejně jako metoda hrubé síly implikují něko-
lik problémů, které znesnadňují jejich aplikaci na úkoly RL: jsou použitelné pouze
pro konečné Markovovy rozhodovací procesy v prostředích, u nichž lze odhady hod-
not všech stavů uchovávat v přímo v paměti počítače ve formě tabulky (tabular
case) nebo pole (array). [22] Dalším omezením metod Monte Carlo je jejich použi-
telnost jen na problémy epizodického charakteru a problematická může být i značná
časová náročnost při vyhodnocování suboptimální strategie. Na rozdíl od metod dy-
namického programování nepředpokládají úplnou znalost prostředí, vyžadují pouze
zkušenosti – vzorové posloupnosti akcí, stavů a odměn získaných pomocí online in-
terakce s prostředím. Je to výhodné z toho pohledu, že od agenta není vyžadována
řádná apriorní znalost fungování prostředí, a přesto může dosáhnout optimálního
chování. Agent se může učit i pomocí simulované zkušenosti; tento přístup nicméně
vyžaduje model, ale jednoduššího typu než u dynamického programování (kde musí
model generovat kompletní distribuce pravděpodobností všech možných tranzic –
přechodů do dalších stavů). [8] Úkolem agenta je tady odehrát určitý počet kol, na-
shromáždit odměny za všechny stavy, které agent vyzkoušel a určit jejich výběrový
průměr pro každý z těchto stavů dle vztahu 1.8. Tím získáme hodnotu výběrové
funkce:





Jsou tedy známy jen hodnoty stavů, které agent prošel, hodnoty ostatních stavů
jsou neznámé. Postup je následující:
1. Inicializace náhodné strategie
2. Pokud nekonverguje:
• zahrát jednu herní epizodu a spočítat zisky za každý stav – vyhodnotit
současnou strategii
• stejně jako u dynamického programování upravit strategii na základě sou-
časné hodnoty 𝑄(𝑠, 𝑎)
Metoda má tyto nevýhody:
• vyžaduje zahrání mnoha epizod, je nepoužitelná u úkolů neepizodického cha-
rakteru, případně agenta dovede do situace, kdy např. chodí v kruhu a epizoda
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by pokračovala donekonečna. Řešením jsou úpravy, které zamezí vzniku neko-
nečných smyček a epizodu v takovém případě ukončí, případně je za ni agent
oceněn velkou negativní odměnou a příště už ji nezvolí,
• řada možných stavů může zůstat neprozkoumána a agent tak nezjistí, zda
by jejich navštívení jeho kumulativní odměnu zvýšilo či snížilo. Řešením by
mohlo být začít každou novou epizodu z nového, náhodně zvoleného místa
a zvýšit tak míru explorace. Jinou možností by mohla být strategie výběru
akce 𝜖-greedy, kdy je ve většině případů zvolena akce s nejvyšší odhadova-
nou hodnotou („nejchamtivější akce“), ale existuje i malá pravděpodobnost
𝜖zvolení náhodné akce, a to nezávisle na předchozí zkušenosti. Tím by bylo
zajištěno, že při dostatečném počtu pokusů (epizod) bude vyzkoušena každá
akce a nalezeny ty optimální, [23]
• vyžaduje plnou kontrolu nad prostředím, což není vždy proveditelné.
TD(𝜆) Metoda TD(𝜆) představuje kombinaci metod Monte-Carlo a TD(0). Pokud
se parametr 𝜆 = 0, metoda je výše popsaná TD(0), pokud 𝜆 = 1, pak je TD(1)
ekvivalentní metodě Monte Carlo. [22]
1.3.5 Dynamické programování
Metoda dynamického programování používá pro výpočet užitku Bellmanovy rov-
nice. 3 Bellman navrhl opustit klasický přístup k řešení matematických problémů –
vypočítat zisk z každé jednotlivé uskutečnitelné strategie a následně vybrat ma-
ximální hodnotu – který považoval za nepraktický, zvláště v případě vícefázových
rozhodovacích procesů. Vyslovil hypotézu, že není nutné znát kompletní sekvenci
rozhodnutí, nýbrž stačí mít k dispozici obecný předpis k rozhodování (z hlediska
aktuálního stavu systému) použitelný v kterékoli fázi. Formuluje tzv. princip opti-
mality: „Optimální strategie má tu vlastnost, že ať jsou počáteční stav a rozhodnutí
jakákoli, další rozhodnutí musí vytvořit optimální strategii s ohledem na stav vyplý-
vající z počátečních rozhodnutí.“ [24] Dynamické programování je v praxi nevýhodné
tím, že vyžaduje při každé iteraci projít všechny stavy, což může znamenat problém,
vezmeme-li v úvahu exponenciální nárůst počtu stavů nebo nekonečný počet mož-
ných stavů. Další nevýhodou je, že vyžaduje znalost modelu dynamiky prostředí,
a to především s ohledem na pravděpodobnosti přechodu do dalších stavů. Agent
se v tomto případě navíc neučí ze zkušenosti. Na rozdíl od dynamického programo-
vání metody TD a Monte Carlo umožňují agentovi učit se ze zkušeností, nevyžadují
3Richard Bellman zavedl ve své práci The Theory of Dynamic Programming z roku 1954 ter-
minologii používanou i v teorii RL: termínem strategie označuje sekvenci rozhodnutí a strategii,
která je dle určitých předem stanovených kritérií nejvýhodnější, jako optimální strategii. [24]
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znalost modelu dynamiky prostředí a aktualizují funkční hodnoty jen pro stavy, ve
kterých se agent již nacházel.
1.3.6 Q-learning a deep learning
Následující podkapitoly se zaměří na metody aktivního učení. Q-učení je spo-
lečně s algoritmem Sarsa hlavním zástupcem metod založených na aktivním učení,
kdy si agent sám určuje svou strategii a při tom zkoumá okolní prostředí. Metoda Q-
learning na rozdíl od ostatních RL algoritmů, jejichž cílem je naučit agenta strategii
a RL algoritmů zaměřujících se na hodnotové funkce (value functions), propojuje
současný stav (rozhodování se, která akce bude mít pro agenta největší hodnotu
– udává tzv. value function) a akci, která bude následovat (strategii – udává tzv.
policy function), jinými slovy strategie agenta je určena tím, co má pro něj hodnotu,
a to posléze určí akci, kterou provede. Toto propojení se nazývá Q-function a jejím
výsledkem je částečná odměna za provedenou dvojici stav-akce (s, a), tedy jinými
slovy Q(s, a) udává, jakou odměnu obdrží agent nacházející se ve stavu s, pokud
zvolí akci a. [25] Výhodné je, že při porovnávání užitků z možných akcí Q-učení
nepotřebuje znát model prostředí. Q-učení je off-policy algoritmus, kdy nezáleží na
tom, jakou akci zvolíme v příštím kroku, cíl zůstává stejný. Zisk je určován jako
maximální q ze všech možných následných akcí, tzn. nezáleží na tom, jakou akci
agent zvolí v příštím kroku, protože vždy zvolí tu, která bude znamenat maximální
možnou. Prostřednictvím metod off-policy se lze učit různé strategie na základě
chování a odhadu, přičemž aktualizace je možná i na základě hypotetických odhadů
o doposud nevyzkoušených akcích (naproti tomu on-policy metody provádí aktua-
lizace výhradně na základě již vyzkoušených akcí a neumožňují separovat kontrolu
od explorace). Vzhledem k tomu, že strategie chování je obvykle soft, je v chování
agenta zajištěna určitá míra explorace 1.9:
𝑄(𝑠, 𝑎)← 𝑄(𝑠, 𝑎) + 𝛼[𝑟 + 𝛾𝑚𝑎𝑥a′𝑄(𝑠′, 𝑎′)−𝑄(𝑠, 𝑎)]. (1.9)
To ale platí jen pro nejjednodušší případ; v reálných, tedy složitějších situacích
se při predikci dalšího stavu bere v úvahu více možných stavů. Vyvstává ovšem
problém komplexnosti možných stavů-akcí. Kvůli jejich množství je nemožné v ro-
zumném čase propočítat všechny částečné odměny, které z nich vyplývají. Q-funkce
řeší tento problém omezením na prozkoumání všech možných stavů, které mohou
nastat v příštím kroku (na rozdíl od value function, která bere v úvahu všechny
možné kroky) a identifikaci té akce, která povede k nejlepšímu výsledku – největší
odměně. Strukturu agenta s Q-učením ukazuje obrázek 1.3 Vzhledem k tomu, že
mnoho stavů může být analogických, agent může uplatnit své znalosti nabyté před-
chozím rozhodováním.
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Algorithm 2 Pseudokód – Q-Learning
1: Initialize 𝑄(𝑠, 𝑎) arbitrarily
2: Repeat (for each episode):
3: Initialize 𝑠
4: Repeat (for each step of episode):
5: Choose 𝑎 from 𝑠 using policy derived from 𝑄
6: Take action 𝑎, observe 𝑟, 𝑠′
7: 𝑄(𝑠, 𝑎)← 𝑄(𝑠, 𝑎) + 𝛼 [𝑟 + 𝛾𝑚𝑎𝑥a′ 𝑄(𝑠′, 𝑎′)−𝑄(𝑠, 𝑎)]
8: 𝑠← 𝑠′
9: until 𝑠 is terminal
Pomocí deep learning lze kombinovat podobné stavy tak, že budou mít obdobné
Q-hodnoty. Pro to lze využít neuronové sítě, ale i ty je nutné naučit, jak uložené
poznatky využívat a odhadovat ocenění jednotlivých akcí. Pokud uložíme stávající
stav – obraz do konvoluční neuronové sítě (CNN) jako novou zkušenost (experience),
ta bude schopna, pokud v budoucnu uvidí stejný nebo podobný obraz, zvolit stejnou
akci jako při prvním setkání, tzn. bude schopna generalizace. [26] Podmínkou je, aby
síť měla uložen obraz společně s příslušnou akcí a oceněním, a zapamatovala si je
jako jednolitý celek, nikoli jako separované vědomosti. Síť si přitom nemusí pamato-
vat své začátečnické zážitky, po určité době ukládání se z doposud uložených zážitků
vytvoří reprezentativní náhodný výběr a aktualizují váhy, v nichž má síť informace
uloženy a vyberou ty, které maximalizují užitky (Q-hodnoty) ze všech akcí prove-
dených během doby ukládání těchto zážitků. [25] Informace se v neuronových sítích
nacházejí v jednotlivých vahách rozdělených po celé síti, nikoli na jednom místě
jako v případě klasického počítače. Neuronovou síť to přibližuje fungování lidského
mozku (a to i v tom smyslu, že pokud se s některými informacemi síť setká opa-
kovaně, propojení mezi neurony se posilují díky násobení dat prostřednictvím vah).
Algoritmus deep learning používá hluboké neuronové sítě pro nelineární aproximaci.
Pro zvýšení pravděpodobnosti konvergence metody se využívá experience replay a
váhy neuronové sítě jsou aktualizovány až po uplynutí stanoveného počtu iterací,
což vede ke stabilizaci tréninkových dat i celého učícího procesu.
1.3.7 Paralelizace zpětnovazebního učení
Algoritmus založený na využití asynchronní metody pro hluboké zpětnovazební
učení (přesněji jde o úpravu standardních RL algoritmů do jejich asynchronní vari-
anty) využívá pro optimalizaci regulátorů hluboké neuronové sítě asynchronní gra-
dientní sestup (tzv. algoritmus slézání kopce, hillclimbing). Výhodou algoritmu je
jeho jednoduchost; nepoužívá vyhledávací strom, stačí jen uložit hodnotu aktuálního
stavu. Gradientní sestup je typem algoritmu s iterativním vylepšováním, který je za-
ložen na předpokladu, že daný stav již sám o sobě poskytuje veškeré informace nutné
pro vyřešení úlohy. Vyjdeme tedy z této konfigurace a jejími postupnými úpravami
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Obr. 1.3: Agent s Q-učením
se snažíme dosáhnout lepšího výsledku – optimálního řešení. Algoritmus si pama-
tuje jen data o aktuálním stavu a sousedních stavech bezprostředně následujících.
Aktér-agent ve smyčce stoupá ke stále vyšším hodnotám (do kopce). Pokud je mu
nabídnuto více nejlepších stavů, náhodně zvolí jeden z nich. Nevýhodou daného pří-
stupu je, že nemusí vést k optimálnímu řešení i přes značný počet iterací. Není totiž
dosaženo globálního maxima, ale pouze lokálního, po jehož nalezení se algoritmus
ukončí. [16] Řešením je úprava algoritmu, která umožní jeho restart po nalezení
lokálního maxima a zahájení cesty z jiného místa (tzv. slézání kopce s náhodným
počátkem). Ukládá se pouze hodnota nejlepšího nalezeného řešení. Algoritmus je
ukončen ve chvíli, kdy se nejlepší řešení po určitý počet iterací nezmění, případně
uplyne předem stanovený počet iterací. Vzhledem ke složitosti úkolů RL a tedy
velkému množství lokálních maxim nelze očekávat rychlé nalezení řešení. Dalším
problémem je stav, kdy aktér-agent nestoupá nahoru, ale nachází se na rovině. V
tomto případě vrací algoritmus stále stejnou hodnotu, což vede ke zvolení náhodné
cesty prostředím. [27]
Tato implementace řeší problém nestability, kterou přinášela kombinace RL al-
goritmů a hlubokých neuronových sítí. Původní řešení limitovala RL na off-policy
učení. RL nesplňuje jeden ze základních požadavků učení neuronové sítě – nezávis-
lost vstupních dat. Řešení spočívá v podobě ukládání vstupů jako čtveřice (aktuální
stav, akce, stav po vykonání akce, odměna za akci) do vyrovnávací paměti (expe-
rience replay), z níž se pak náhodně vybere dávka dat (batch) případně jsou data
náhodně vzorkována z různých časových okamžiků a poté poskytnuta síti k učení.
[28] Tento postup je však nevýhodný z hlediska paměťových nároků a výpočetní ná-
ročnosti. Autoři proto navrhují místo ukládání vstupů do bufferu asynchronně řídit
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více agentů paralelně se učících ve více prostředích. Tím by byl vyřešen problém
korelace vstupů, protože agenti paralelně existující v jednotlivých prostředích by
v každém okamžiku získávali širokou škálu nových stavů; a byla by možná efektivní
aplikace on-policy (SARSA) i off-policy (Q-learning) algoritmů v kombinaci s hlu-
bokými neuronovými sítěmi. Z praktického hlediska by již pro implementaci nebyl
potřeba speciální hardware, stačila by běžná vícejádrová centrální procesorová jed-
notka (CPU). [29]
Při měření výkonnosti paralelních algoritmů je třeba použít jiná kritéria než
u sekvenčních algoritmů. Především musíme vzít do úvahy počet použitých proce-
sorů. V ideálním případě paralelní algoritmus povede k lineárnímu zrychlení učícího
procesu, tzn. stoupne-li počet procesorů n-krát, doba učení se n-krát zmenší a při
použití p procesorů je výsledku dosaženo p-krát rychleji. Dalším kritériem je pa-
ralelní čas – doba od zahájení výpočtu do okamžiku zakončení výpočtu posledním
procesorem (měří se inkrementací výpočetních a komunikačních kroků, tzn. záleží
na výpočetní a komunikační složitosti). Komunikační složitost a náklady lze snížit
použitím jednoho stroje s více současně prováděnými vlákny – samostatně provádě-
nými výpočetními toky – CPU (platí pro vícejádrové a víceprocesorové systémy),
vedlejším efektem by mohlo být zrychlení provádění vypočetních operací a lepší
efektivita programu (odpadá nutnost posílání parametrů mezi jednotlivými počítači
a parametrovým serverem, kde jsou uchovávány hodnoty jednotlivých parametrů).
U paralelně se učících agentů bylo pozorováno, že budou s velkou pravděpodobností
prozkoumávat různé části prostředí. Pro agenty v jednotlivých vláknech by tedy šlo
navrhnout strategii „na míru“. To by pomohlo snížit pravděpodobnost korelace při
paralelních aktualizacích parametrů. [30]
Jednokrokové Q-učení a jeho asynchronní varianta Asynchronní úprava al-
goritmu Deep Q-Learning spočívá v současném paralelním trénování v několika vlák-
nech s kopiemi herního prostředí, přičemž každému vláknu je přiřazena jiná explo-
rační strategie, což zlepšuje robustnost i výkonnost. [29] Výhodou tohoto přístupu
je z hardwarového pohledu možnost použití vícejádrového procesoru CPU namísto
grafického GPU a z programového hlediska zrychlení konvergence. Díky tomu, že
agenti operují ve vzájemně nezávislých prostředích, se učící proces stabilizuje. [31]
Dalším pozitivem je, že si samostatně se učící agent nemusí ukládat své minulé
zkušenosti, parametry 𝜃 užitkové funkce 𝑄(𝑠, 𝑎, 𝜃) jsou aktualizovány iterativně dle
vztahu 1.10. Pseudokód pro asynchronní jednokrokové učení je uveden na 3:
𝐿𝑖(𝜃𝑖) = 𝐸(𝑟 + 𝛾 max
𝑎′
𝑄(𝑠′, 𝑎′; 𝜃𝑖−1)−𝑄(𝑠, 𝑎; 𝜃𝑖))2. (1.10)
Pro srovnání on-policy asynchronní jednokroková SARSA aktualizuje parametry 𝜃
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dle vztahu 1.11:
𝐿𝑖(𝜃𝑖) = 𝐸(𝑟 + 𝛾𝑄(𝑠′, 𝑎′; 𝜃𝑖−1)−𝑄(𝑠, 𝑎; 𝜃𝑖))2. (1.11)
Algorithm 3 Asynchronous one-step Q-learning – pseudocode for each actor-learner
thread.
1: Assume global shared 𝜃, 𝜃−, and counter 𝑇 = 0.
2: Initialize thread step counter 𝑡← 0
3: Initialize target network weighs 𝜃− ← 𝜃
4: Initialize network gradients 𝑑𝜃 ← 0
5: Get initial state 𝑠
6: repeat
7: Take action 𝛼 with 𝜖-greedy policy based on 𝑄(𝑠, 𝑎; 𝜃)
8: Receive new state 𝑠′ and reward 𝑟
𝑓(𝑥) =
{︂
𝑟 for terminal s’
𝑟 + 𝛾𝑚𝑎𝑥a′ 𝑄(𝑠′, 𝑎′; 𝜃−) for non-terminal s’
9: Accumulate gradients wrt 𝜃 : 𝑑𝜃 ← 𝑑𝜃 + 𝛿(𝑦−𝑄(𝑠,𝑎;𝜃))
2
𝛿𝜃
10: 𝑠 = 𝑠′
11: 𝑇 ← 𝑇 + 1 and 𝑡← 𝑡 + 1
12: if 𝑇 mod 𝐼target == 0 then
13: Update the target network 𝜃− ← 𝜃
14: end if
15: if 𝑡 mod 𝐼AsyncUpdate == 0 or 𝑠 is terminal then
16: Perform asynchronous update of 𝜃 using 𝑑𝜃.
17: Clear gradients 𝑑𝜃 ← 0.
18: end if
19: until 𝑇 > 𝑇max
N-krokové Q-učení a jeho asynchronní varianta Na rozdíl od jednokrokového
Q-učení tato metoda aktualizuje parametry po n krocích učícího procesu 𝜃 dle vztahu
1.12:
𝑟𝑡 + 𝛾𝑟𝑡+1 + ... + 𝛾n−1𝑟𝑡+𝑛 + 𝑚𝑎𝑥a𝛾n𝑄(𝑠𝑡+𝑛+1, 𝑎; 𝜃𝑖). (1.12)
Algoritmus čeká 𝑡max časových okamžiků nebo až je dosažen konečný stav. Za tento
časový interval (počínaje poslední aktualizací parametrů až do 𝑡max nebo terminál-
ního stavu) agent obdrží odměnu. Algoritmus následně určí gradienty pro každý pár
stav-akce za minulých n-kroků a aplikuje je na jeden gradientní krok. [29] Pseudokód
pro asynchronní n-krokové učení viz 4:
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Algorithm 4 Asynchronous n-step Q-learning – pseudocode for each actor-learner
thread.
1: Assume global shared parameter vector 𝜃.
2: Assume global shared target parameter vector 𝜃−.
3: Assume global shared counter 𝑇 = 0.
4: Initialize thread step counter 𝑡← 1
5: Initialize target network parameters 𝜃− ← 𝜃
6: Initialize thread-specific parameters 𝜃′ = 𝜃
7: Initialize network gradients 𝑑𝜃 ← 0
8: repeat
9: Clear gradients 𝑑𝜃 ← 0
10: Synchronize thread-specific parameters 𝜃′ = 𝜃
11: 𝑡start = 𝑡
12: Get state 𝑠𝑡
13: repeat
14: Take action 𝑎𝑡 according to the 𝜖-greedy policy based on 𝑄(𝑠𝑡, 𝑎; 𝜃
′ )
15: Receive reward 𝑟𝑡 and new state 𝑠𝑡+1
16: 𝑡← 𝑡 + 1
17: 𝑇 ← 𝑇 + 1
18: until terminal 𝑠𝑡 or 𝑡− 𝑡start == 𝑡max
𝑅 =
{︂
0 𝑓𝑜𝑟 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙 𝑠𝑡
𝑚𝑎𝑥a𝑄(𝑠𝑡, 𝑎; 𝜃−) 𝑓𝑜𝑟 𝑛𝑜𝑛− 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙 𝑠𝑡
19: Accumulate gradients wrt 𝜃: 𝑑𝜃 ← 𝑑𝜃 + 𝜎(𝑦−𝑄(𝑠,𝑎;𝜃))
2
𝜎𝜃
20: 𝑠 = 𝑠′
21: 𝑇 ← 𝑇 + 1 and 𝑡← 𝑡 + 1
22: for 𝑖𝜖{𝑡− 1, ..., 𝑡start} do
23: 𝑅← 𝑟𝑖 + 𝛾 𝑅






26: Perform asynchronous update of 𝜃 using 𝑑𝜃
27: if 𝑇 mod 𝐼target == 0 then
28: 𝜃− ← 𝜃
29: end if
30: until 𝑇 > 𝑇max
Metoda Q(𝜎) – jednotící algoritmus Vícekroková metoda Q(𝜎) sjednocuje již
existující vícekrokové kontrolní metody založené na temporální diferenci a zavádí
nové vzorkovací kritérium 𝜎, které je aplikovatelné na učení on-policy i off-policy.
Kritérium algoritmu umožňuje, aby míra vzorkování byla v každém kroku souvisle
měněna (na jednom konci přitom stojí Sarsa umožňující plné vzorkování, na dru-
hém Expected Sarsa – čisté očekávání). Nastavení kritéria na hodnotu mezi těmito
dvěma extrémy (tzn. kombinace existujících algoritmů) vede k nejlepším výsledkům
a kombinaci lze dynamicky měnit tak, aby bylo dosaženo lepšího výkonu. [19]
1.3.8 SARSA
SARSA znamená sekvenci stav-akce-odměna-stav-akce (State-Action-Reward-State-
Action). Agent nacházející se ve stavu 𝑠, zvolí akci 𝑎 a obdrží odměnu 𝑟. Přesune
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se do stavu 𝑠′, zvolí akci 𝑎′ a obdrží za ni odměnu. Následně se vrátí a aktualizuje
hodnotu akce 𝑎, kterou zvolil ve stavu 𝑠. Aktualizace je tedy provedena až po další
akci dle vztahu 1.13:
𝑄(𝑠, 𝑎)← 𝑄(𝑠, 𝑎) + 𝛼(𝑟(𝑠) + 𝛾𝑄(𝑠′, 𝑎′)−𝑄(𝑠, 𝑎)). (1.13)
V Q-učení je první krok totožný, ale po obdržení odměny 1 agent zjišťuje, jaká
je maximální možná odměna za možné akce ve stavu 2, tu zvolí a následně tuto
hodnotu použije pro aktualizaci hodnoty při výběru akce 1 ve stavu 1. [32] Agent
vždy zvolí nejvýnosnější akci, která se ve stavu 2 nabízí. Pseudokód metody Sarsa
viz 5:
Algorithm 5 Sarsa – pseudocode
1: Initialize 𝑄(𝑠, 𝑎) arbitrarily
2: Repeat (for each episode):
3: Initialize 𝑠
4: Choose 𝑎 from 𝑠 using policy derived from 𝑄
5: Repeat (for each step of episode):
6: Take action 𝑎, observe 𝑟, 𝑠′
7: Choose 𝑎′ from 𝑠′ using policy derived from 𝑄
8: 𝑄(𝑠, 𝑎)← 𝑄(𝑠, 𝑎) + 𝛼 [𝑟 + 𝛾𝑄(𝑠′, 𝑎′)−𝑄(𝑠, 𝑎)]
9: 𝑠← 𝑠′; 𝑎← 𝑎′
10: until 𝑠 is terminal
Jde o On-Policy algoritmus pro učení prostřednictvím temporální diference. V
porovnání s Q-učením u metody SARSA maximální odměna za další stav není ne-
zbytně použita pro aktualizaci Q-hodnot, ale místo toho je nový stav a odměna
zvolena s využitím stejné strategie, která určila původní akci. [33]
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2 VÝSLEDKY STUDENTSKÉ PRÁCE
2.1 Testovací hra Had
2.1.1 Princip hry a herní prostředí
Zjednodušeně řečeno je cílem agenta pouhou interakcí s herním prostředím ma-
ximalizovat očekávanou odměnu v každém stavu, do něhož se dostane určením op-
timální strategie. K tomu je nejprve nutné obraz prostředí tak, jak ho vnímá člověk,
zpracovat do podoby, v níž mu počítačový agent bude schopen rozumět. [34] Každý
herní snímek představuje stav, k němuž náleží určitý počet akcí, lišící se pro každou
hru. V případě zvolené hry Had jde o čtyři možné akce – pohyb nahoru, doprava,
doleva a dolů. Agent se má přitom učit sám, bez vnějšího zasahování do paměti
s uloženými herními zážitky.
Automatizovanou hru Had lze implementovat mnoha různými způsoby. Kromě
algoritmů umělé inteligence (například uspořádané prohledávání (best first search)
na prohledávání stavového prostoru nebo algoritmus A* (A star) s hladovým princi-
pem pro nalezení optimální cesty) lze pro automatizaci hry použít i další algoritmy
(např. brute force), které se navzájem liší svou výkonností. [35] Hra Had nemá tak
složitý algoritmus, který by nešel naprogramovat jiným způsobem, než pomocí neu-
ronových sítí, navíc jsou známy i všechny kombinace vstupů a výstupů, které v ní
mohou nastat. Cílem vytvořeného programu však bylo naučit agenta hrát hru pou-
hým jejím sledováním, se zpětnou vazbou, na základě které se učí zlepšovat své kroky
při prozkoumávání okolního prostředí.
Herní prostředí tvoří plocha o rozměrech 200 x 200 pixelů. Cílem hry je, aby
had zůstal naživu co nejdéle a nasbíral co nejvíce jídla, tzn. aby byla jeho délka co
největší (agent může upřednostnit buď rychlost (najít co nejvíce jídla a dosáhnout
nejvyššího skóre) nebo spolehlivost (zůstat naživu co nejdéle)). Na počátku učení
se had o rozměrech 60x20 pixelů nachází na herní ploše (stav), na které je náhodně
umístěno jídlo (odměna) o rozměrech 20x20 pixelů. Jeho úkolem je nalézt odměnu
co nejrychleji (tedy zvolit akci, která k odměně povede co nejkratší cestou). Může se
přitom pohybovat pouze ortogonálně (doprava, doleva, nahoru a dolů), diagonální
pohyby nejsou povoleny. Pokud se mu to podaří, obdrží kladnou odměnu +4 bodů
a jeho délka vzroste o 20 pixelů. V tu chvíli je náhodně generováno nové jídlo a hra
pokračuje. Naopak v okamžiku, kdy had narazí do okrajů herní plochy, případně se
dotkne sám sebe, obdrží negativní odměnu −4 body, herní epizoda je ukončena, je
ukázáno výsledné skóre – ve výchozím stavu je však zobrazování skóre deaktivováno
(počet nalezených jídel, respektive délka, o kterou had vzrostl) a hra restartována.
Pravidla hry, která nastavují mantinely, v jejichž rámci může agent hrát, jsou shrnuta
29
v následujících bodech:
• had se může pohybovat jen v pravých úhlech,
• nemůže přeskočit do opačného směru (tzn. pohybuje-li se doprava, nemůže
doleva a naopak, při pohybu nahoru nemůže dolů a naopak),
• pohybuje se bez zastavení,
• zahyne, pokud se dotkne hranic herního prostředí,
• zahyne, pokud se dotkne sám sebe,
• pokud najde jídlo, jeho délka vzroste o 20 pixelů (jeho pohyb herním prostře-
dím se tak postupně stále více znesnadňuje),
• každý segment těla hada vždy následuje jeho první článek („hlavu“), který
udává směr a detekuje změny v prostředí,
• na herní ploše je v daný okamžik jedno jídlo, které se nachází na neměnné
pozici až do chvíle, než ho had nalezne; v tom okamžiku je náhodně generováno
umístění nového jídla a hra pokračuje.
Byla tedy zachována původní koncepce hry s neomezeným časovým limitem,
během kterého může had jídlo nasbírat. Herní plocha o rozměrech 𝑛 × 𝑛 je re-
prezentována plochou G = (V,E), kde 𝑉 je soubor vertexů 𝑣i, kdy každý vertex
koresponduje s jedním čtvercem herní plochy. Jedním z hlavních problémů herních
algoritmů RL je velikost stavového prostoru. Pokud bychom uvažovali herní plochu
o rozměru 𝑛 × 𝑛, každý čtverec může reprezentovat jeden ze čtyř stavů – obsahuje
jídlo, obsahuje hlavu hada, obsahuje tělo hada, je prázdný. Pak by byl stavový pro-
stor velký 𝑛8, což by u větších herních ploch prakticky znemožňovalo agentovo učení.
[33] Právě extrémně velký počet možných stavů znesnadňuje zdánlivě jednoduchou
hru pro efektivní aplikaci zpětnovazebního učení. Učící proces lze urychlit například
tím, že bude brána v úvahu ne absolutní, nýbrž pouze relativní pozici hada a jídla,
tzn. místo určování souřadnic od okrajů herní plochy se určuje posunutí z pozice, kde
by se had normálně nacházel. Každý stav v takto redukovaném stavovém prostoru
je pak indikován dle toho, zda se v levém, pravém nebo přímém směru pohybu hada
nachází okraj herní plochy a dále relativní pozicí jídla a konce těla hada s ohledem
na jeho hlavu. Tím se velikost stavového prostoru zmenší na 128, a učící proces se
tak značně usnadní.
2.1.2 Návrh a implementace programu
Nastavení pravidel odměny Následující odstavec bude věnován úvaze o správ-
ném nastavení odměn v implementované hře, které je u zpětnovazebního učení jed-
ním z klíčových problémů, protože jen tak bude agent motivován dosahovat co nej-
vyššího skóre. Nastavení odměn pro RL agenta může být (jak bylo zmíněno v úvodu)
záludné a je nutné správně vyvážit jednotlivé možné typy odměn. Testovaná hra je
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specifická tím, že jejím cílem je herní epizodu ukončit co nejpozději, protože ko-
nec pro agenta v tomto případě neznamená obdržení kladné odměny (jako v jiných
hrách). Stěžejním úkolem pro agenta je zůstat naživu, jinými slovy nenarazit do
okrajů herní plochy nebo sám do sebe. Logicky by tak měl být kladně odměněn za
každý herní krok, po němž zůstal naživu a negativně v opačném případě. Při tré-
nování se však ukázalo, že při takovém nastavení odměn by agent nebyl motivován
hledat jídlo, protože by kladnou odměnu získával již za pouhý pohyb prostředím. Na
druhé straně se agent může zaměřit na dosažení krátkodobých výher – tzn. nalezení
co největšího množství jídla v co nejkratším časovém horizontu (možnost použití
časového limitu pro nalezení jídla však není v této hře využita). Zvyšování skóre je
přitom hlavní cíl hry, takže odměna za nalezení jídla musí být dostatečně vysoká,
aby byl agent motivován jídlo hledat. Agent přitom může zpočátku obtížně iden-
tifikovat odměnu spojenou s nalezením jídla, nejprve totiž jídlo nachází náhodně
a musí si získání odměny vůbec uvědomit. Existuje také riziko, že u agenta převáží
touha po minimalizaci rizika spojená s nárazem do zdi nebo do sebe sama a bude
se pohybovat dokola v nekonečné smyčce, která mu zajistí jistotu přežití. Je tedy
nutné ho přimět k systematickému průzkumu prostředí. To je řešeno prostřednictvím
strategie epsilon-greedy, která je přiblížena v následující podkapitole.
Ve hře jsou stanoveny tři druhy odměn: kladnou odměnu +4 agent obdrží při
nalezení jídla, zápornou −4 při nárazu do okrajů herní plochy či do sebe sama.
Třetí typ odměny je definován v proměnné odmena_jinak a byl původně nastaven
na nulovou hodnotu. Jde o odměnu za pohyb prostředím, kdy nenastane žádný
z předchozích stavů (tzn. had nenajde jídlo, nenarazí do okrajů herního prostředí ani
do sebe sama). Původní nastavení proměnné odmena_jinak na nulu bylo upraveno
na hodnotu −0,001, protože původně se had i při delších dobách tréninku pohyboval
prostředím spíše náhodně a nestaral se o to, jak dlouho mu trvá nalezení odměny.
Agent Princip činnosti agenta je implementován v třídě Agent. Agent při svém
učení uplatňuje strategii epsilon-greedy, kdy vyšší hodnota epsilon znamená vyšší








#p r i n t ( pohyb )
else:
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#p r i n t ( pohyb )
Pohyb je detekován prostřednictvím numpy pole, které je na začátku vyplněno nu-
lami. Zpočátku jsou akce agenta náhodné (náhodný výběr z listu [0=nahoru, 1=do-
prava, 2=doleva, 3=dolu]), než zjistí, jaký je cíl hry a prozkoumá možné stavy.
V opačném případě zvolí akci, které je přiřazena maximální Q-hodnota. Hodnota
epsilon je obvykle nastavována jako kladná konstanta v rozmezí od nuly do jedné
(v tomto případě bude počáteční hodnota epsilon nastavena na 0,9999). Čím vyšší je
její hodnota, tím pravděpodobněji agent zvolí v daném stavu náhodnou akci a upřed-
nostní exploraci na úkor exploatace. Protože se dá očekávat, že v průběhu tréninku
bude agent nabývat stále více vědomostí o okolním prostředí, hodnota explorace se
bude snižovat a agent se zaměří spíše na zužitkování svých znalostí – exploataci.
Aby vytvořený program fungoval v souladu s tímto předpokladem, bude hodnota
epsilon snižována ve funkci trenovani() z počáteční hodnoty 0,9999 o 0,001 každé
tréninkové kolo až na případnou minimální hodnotu 0.0001, která pak již zůstane po
zbytek tréninku konstantní. Tímto způsobem bude řešen problém vyvážení explorace
a exploatace. Epsilon-greedy strategie je tedy implementována následujícím způso-
bem: pokud je hodnota epsilon větší než náhodná hodnota, bude vybrána náhodná
akce z možných akcí v daném stavu. V opačném případě bude ze všech možných
akcí zvolena akce, která přinese agentovi maximální užitek. Diskontní faktor 𝛾 je
nastaven na 0,8; při nastavení parametru na hodnotu blízkou nule se bude agent
snažit dosáhnout spíše okamžité odměny. Na druhé straně při nastavení na hodnotu
blízkou jedné se zaměří na dosažení budoucí odměny.
Trénování konvoluční neuronové sítě Pro trénování neuronové sítě byla zvo-
lena metoda hlubokého zpětnovazebního učení (Deep Reinforcement Learning), která
je založena na následujícím přístupu: do sítě jsou dodávány herní obrázky a síť ná-
sledně na výstupu předloží čtyři Q-hodnoty, jednu pro každou možnou akci. Takto
jsou v rámci jednoho dopředného průchodu získány všechny Q-hodnoty pro daný
stav. [36] K trénování hry byla použita DQN – vícevrstvá konvoluční neuronová síť
(CNN) trénovaná pomocí Q-učení. Po vyzkoušení různých architektur byla zvolena
nestandardní architektura neuronové sítě, v níž chybí poolingové vrstvy, a to z toho
důvodu, že tyto vrstvy slouží k podvzorkování a okolní pixely seskupují do jedné
hodnoty; v případě zvolené testovací hry by to však bylo kontraproduktivní, protože
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zachování informací o přesné pozici hada a jídla v prostoru je klíčové. Důsledek vy-
puštění poolingových vrstev je diskutabilní; na jednu stranu může neúměrně zvýšit
dobu trénování vlivem zvýšení dimenzionality dat, na opačné straně se toto zjed-
nodušení architektury nemusí ve výsledku vůbec projevit ztrátou přesnosti odhadů
sítě a naopak může mít pozitivní efekt snížení výpočetní náročnosti. Jako řešení je
navrhováno vrstvy max pooling nahradit další konvoluční vrstvou s vyšší hodnotou
parametru stride. [37] Toto alternativní řešení je aplikováno v použité architektuře
neuronové sítě. Zvolená architektura ukazovala při trénování dobré výsledky, jak lze
vidět z grafu vývoje parametru Loss při evaluaci modelu pomocí metody evaluate
2.1.
Obr. 2.1: Hodnoty parametru Loss při trénování sítě
Dále byla využita opatření pro redukci rizika přeučení sítě a naopak zvýšení její
schopnosti generalizace. U zpětnovazebního učení spočívá riziko především v pře-
učení agenta u raných vzorků získaných z prostředí (kdy jeho znalosti o okolním
prostředí nebyly ještě komplexní), které by mohly znesnadnit učení v pozdějších
fázích. [38] Toto riziko bude omezeno zavedením regulátoru dropout, jehož výchozí
hodnota bude nastavena na 0,15 (tzn. zahození 15 % tréninkových dat), což by mělo
zároveň vést i ke zrychlení tréninkového procesu a bude tím zajištěno, že síť se v poz-
dějších fázích učení nebude spoléhat na nejstarší vzorky a data poskytnutá k učení
budou aktuální. Jako vstupy do neuronové sítě jsou použity dva po sobě následující
obrázky ze hry, redukované na velikost 70× 70 pixelů a transformované do hodnot
šedotónové stupnice. Počet vstupních obrázků může být jedním z parametrů s vel-
kým vlivem na výkonnost sítě; více obrázků na jednu stranu znamená, že síť má
k dispozici více informací, ale zároveň také více parametrů, pomocí kterých může
modelovat problém. To vede k různým nepředvídatelným situacím, které znemožňují
predikovat chování modelu; např. had upřednostní cíl zůstat naživu a sbírání jídla
je pro něj druhořadé, tedy ve snaze neuvíznout a nenarazit sám do sebe se snaží co
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nejvíce rozprostřít na herní ploše, jak je vidět na obrázku 2.2:
Obr. 2.2: Had volí cestu přežití na úkor sběru jídla [39]
Po ukončení tréninku se do složky se hrou uloží model sítě, který lze následně
načíst pomocí metody load_model se jménem souboru ve formě textového řetězce.
V programu je implementována také možnost načíst model z příkazového řádku,
a to zadáním nepovinného parametru -l (load) s následným uvedením názvu souboru
opět ve formě textového řetězce. Tento parametr lze kombinovat např. s parametrem
-trenink, a pokračovat tak v trénování načteného modelu.
Model architektury neuronové sítě na obrázku 2.3 byl získán prostřednictvím modulu
knihovny Keras keras.utils.vis_utils [40]:
2.1.3 Popis programu
Program byl vytvořen ve vývojovém prostředí PyCharm Community Edition
(verze 2016.3) – interpreter Python 3.5 (TensorFlow Backend) [41], v operačním




Tréninkový mód lze spustit z příkazového řádku zadáním příkazů: ’cd had’ a ’py-
thon3 had.py -m "Trenink", mód hraní pak pomocí příkazů: ’cd had’ a ’python3
had.py -m "Hra". Proces trénování je vidět ze zpráv, které se zobrazují v jeho prů-
běhu – viz obrázek 2.4.
Program sestává ze souborů had.py, neuronova_sit.py a souborů, které se uklá-
dají do složky se hrou v průběhu tréninku – modelu architektury neuronové sítě a je-
jích vah, screenshotu hry a datasetů s uloženými hodnotami. Při testování různých
architektur neuronové sítě nabízí Keras také možnost využít načíst váhy sítě z HDF
souboru prostřednictvím metody model.load_weights(filepath, by_name=False), stačí
jen parametr by_name nastavit na hodnotu True; pak se váhy sítě načtou pouze u
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Obr. 2.3: Struktura použité konvoluční neuronové sítě
Obr. 2.4: Průběh tréninku při spuštění z příkazového řádku
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vrstev, které mají oba modely společné. Zdrojový kód souboru neuronova_sit.py ve
formě UML diagramu je na obrázku 2.5 [42].
Obr. 2.5: Zdrojový kód souboru neuronova_sit.py ve formě UML diagramu
GUI hry bylo naprogramováno pomocí PyGame. Z metod popsaných v teoretické
části byla zvolena metoda hlubokého učení s vícevrstvou konvoluční neuronovou
sítí. Jako vstupní obrázky byly použity screenshoty ze hry, které byly upraveny do
vhodné formy [43] – předzpracovány ve funkci zaznamenej_stavy(). Forma předzpra-
covaného obrázku je na obrázku 2.6. Byly vyzkoušeny dva různé možné způsoby, jak
screenshoty zpracovat – prostřednictvím knihovny PIL (Python Imaging Library),
druhá možnost využívá knihovnu scikit-image. Princip fungování lze vidět na násle-
dující ukázce:
obrazek1 = skimage.color.rgb2gray(obrazek1)
obrazek1 = skimage.transform.resize(obrazek1, (70, 70))
obrazek1 = skimage.exposure.rescale_intensity(obrazek1, out_range=(0, 255))
obrazek1 = obrazek1/255.0
stav_trenink = np.stack((obrazek1, obrazek1 , obrazek1 , obrazek1), axis=2)
stav_trenink = stav_trenink.reshape(1, stav_trenink.shape[0],
stav_trenink.shape[1], stav_trenink.shape[2])
Nejprve je zachycený barevný obrázek herní plochy převeden do hodnot šedotónové
stupnice, následně jsou jeho rozměry nastaveny na 70x70 a upraveny hodnoty jeho
intenzity. Vydělením hodnotou 255.0 může být použitý rozsah (0, 255) vyjádřen
rozsahem 0.0-1.0, kde 0.0 znamená 0 a 1.0 vyjadřuje 255. Pomocí metody stack jsou
seskupeny čtyři herní obrázky (pro lepší zachycení rychlosti hada) a pomocí metody
reshape přizpůsobeny pro neuronovou síť.
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Obr. 2.6: Předzpracování herního screenshotu pro vstup do neuronové sítě
Model neuronové sítě Třída SitA implementuje model konvoluční neuronové
sítě použitý pro trénování hry. Po vyzkoušení různých architektur byla zvolena ná-
sledující struktura CNN: první konvoluční vrstva obsahuje 32 konvolučních filtrů
(množství filtrů konvoluční vrstvy udává tzv. hloubku sítě), s velikostí jádra 8𝑥8,
parametrem stride=4 a usměrňovací aktivační funkcí ReLU (ta přináší výhodu menší
výpočetní náročnosti v porovnání se sigmoidální aktivační funkcí i tanh – hyperbo-
lický tangens). Provádí konvoluci filtrů a pixelů vstupních screenshotů. Trénování
neuronové sítě by mělo být zrychleno zavedením vrstvy batch normalization, která
provádí normalizaci dat v tzv. minibatch, namísto jednorázové normalizace na za-
čátku trénování, která umožňuje využít vyšší rychlosti učení. Batch normalization
by měla vést i ke zvýšení přesnosti odhadů neuronové sítě; učení sítě bude pokra-
čovat až do momentu, kdy se přesnost jejích odhadů již nebude zlepšovat. Vrstva
Batch Normalization též umožňuje vrstvě učit se s větší nezávislostí na ostatních
vrstvách. Hlavním důvodem její aplikace je ale omezení rizika přeučení (a to díky
jejímu regularizačnímu efektu, který se dále znásobí, pokud tuto vrstvu použijeme
společně s vrstvou Dropout; v některých případech je účinek Batch Normalization
jako regularizátoru tak silný, že dokonce eliminuje potřebu vrstvy Dropout [44]).
Následuje konvoluční vrstva s 64 filtry, velikostí jádra 4𝑥4 a parametrem stride=2;
jako aktivační funkce je opět použita ReLU. Následná konvoluční vrstva má také 64
konvolučních filtrů, velikost jádra je v tomto případě 2𝑥2, parametr stride=2 a akti-
vační funkce ReLU. Vrstvy Dense potřebují pro svou funkci klasifikátorů vektorové
objekty – konverzi výstupu konvoluční části sítě do 1D vektoru zajišťuje vrstva Flat-
ten prostřednictvím tzv. zplošťování (flattening). Úkolem vrstvy Dropout je zlepšit
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generalizaci zamezením silné korelace při aktivaci neuronů, které jsou eliminovány –
vyřazeny vynulováním aktivace pro daný neuron. Zároveň tím zabraňuje přetréno-
vání (to hrozí při stálém nárůstu trénovací množiny, kdy se schopnost generalizace
zhoršuje a síť se místo toho zaměří na specifickou oblast danou charakterem tréno-
vacích dat). [45] Hodnota dropout byla nastavena na 15 %. Poslední skrytá vrstva
je plně propojená, skládající se z 512 usměrňovacích jednotek (rectifier units). Vý-
stupní vrstva je plně propojená s jedním výstupem (neuronem) pro každou možnou
akci. Výstupem sítě je hodnotová funkce odhadující výši budoucích odměn při pro-
vedení akce v daném stavu. Aktivační funkce v poslední vrstvě je lineární (v Kerasu
to znamená aktivační funkci u dané vrstvy nespecifikovat a tedy žádnou nepoužít)
𝑎(𝑥) = 𝑥, protože síť musí na výstupu dávat velké hodnoty proměnlivého znaku.
[46] ReLu ani hyperbolický tangens v tomto případě nelze využít, protože mají ne-
lineární charakter a zvyšují nelinearitu sítě. Bez přítomnosti aktivační funkce se
z vrstvy v podstatě stává lineární klasifikátor. Dodejme, že konvoluční vrstvy jsou
zde využity pro detekci objektů na vloženém vstupním screenshotu, plně propojené
vrstvy pak slouží k extrakci rysů a určení nejlepší akce.
Na hru Had lze aplikovat výše zmíněný Markovův rozhodovací proces, kdy si
agent musí pamatovat pouze informaci o posledním stavu ve formě stav, akce, od-
měna a následující stav. Stavy jsou v programu reprezentovány dvěma po sobě jdou-
cími snímky ze hry, což je podobný přístup použitý při aplikaci zpětnovazebního
učení na hry Atari 2600. [47] Jedním z hlavních problémů, které je nutné při hraní
her zohlednit, je prodleva mezi provedenou akcí a výslednou odměnou a korelace po
sobě jdoucích akcí. [39] Tento problém lze řešit více způsoby a v této práci jsou pou-
žity dva z nich – tzv. minibatch trénink a experience replay. Druhá zmíněná technika
bude použita pro vytvoření herní paměti, pomocí níž byla trénována neuronová síť,
kdy je každý zážitek průběžně ukládán jako tuple (stav, akce, odměna, následující
stav, ukončení). Z obsahu této paměti jsou pak pro trénink vybírány malé dávky dat
– minibatche, takže síť trénuje na širokém spektru zážitků, nejen na těch nedávných.
Strategie se postupem času mění, a lze předpokládat, že herní obrázky z úvodních
fází učení budou mít odlišnou distribuci akcí pro daný stav než ty pozdější. Síť fun-
guje na principu odhadu hodnot pro následující stav a pro trénink využívá zážitky
získané jak prostřednictvím původní, tak nedávné strategie.
Průběh tréninku Trénování agenta lze zahájit buď od začátku (příkazem py-
thon3 had.py -m "Trenink") nebo načíst předtrénovaný model model.h5, který se
uloží do herní složky vždy po skončení tréninku (jeho obsah lze zobrazit např. po-
mocí aplikace ViTables). Ve výchozím stavu se na herní ploše neobjevuje informace
o výši skóre, nicméně zaznamenávání a zobrazování skóre je v programu imple-
mentováno ve funkci skore1. Výsledek trénování sítě je prezentován ve formě videa
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uloženého ve složce s programem, kde je vidět vytrénovaný agent hrající hru. Nej-
vyšší dosahované skóre v rámci jednotlivých epizod nepřesahuje 19 bodů. Pro další
zlepšení výsledků by bylo potřeba síti poskytnout větší množství tréninků, aby byla
schopna maximalizovat budoucí očekávanou odměnu a agentovi udílet správné po-
kyny pro rozhodování. Byly vyzkoušeny různé způsoby realizace tréninku sítě, jeden
z nich ukazuje následující ukázka:
# minibatch , na kterem bude p r o b i h a t t r e n i n k
minibatch = random.sample(zkusenosti_list , batch_size)
# pro t r enovan i j e z l i s t u z k u s e n o s t i vybran
# vzorek o v e l i k o s t i b a t ch_s i z e
stav_t, akce_t, odmena_t, stav_t1, ukonceni = zip(∗minibatch)





targets[range(batch_size), akce_t] = odmena_t + diskontni_faktor ∗
np.max(Q_vzorek , axis=1) ∗ np.invert(ukonceni)
model.train_on_batch(stav_t, targets) #trenovan i modelu
Přímým výstupem programu jsou také datasety (ve formátu csv) rozdělené na
tréninková a testovací (validační data tvoří 10 % posledních získaných vzorků –
jsou nastavena argumentem validation.split ve funkci model.fit). Na základě dat
získaných z datasetů lze vytvářet grafy závislostí jednotlivých parametrů. Prezentace
výsledků praktické části předkládané bakalářské práce je uvedena v přílohách ve
formě zdrojových kódů ke hře (soubory had.py a neuronova_sit.py).
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3 ZÁVĚR
Bakalářská práce popsala teoretické základy zpětnovazebního učení a následně
se zaměřila na popis a porovnání jeho jednotlivých metod, se zvláštním důrazem
na metody aktivního učení. V praktické části se zabývala aplikací jedné z metod
zpětnovazebního učení – hlubokého zpětnovazebního učení – na hru Had. Výsledky
praktické části jsou prezentovány ve formě programu, který sestává ze tří částí:
herního prostředí vytvořeného v PyGame, herního agenta a vícevrstvé konvoluční
neuronové sítě zkonstruované v knihovně Keras. Jedním z výstupů programu jsou
datasety, přičemž data v nich obsažená lze využít jako podklad pro další zpracování
a také pochopení, jak program funguje „uvnitř“ – vývoj sledovaných parametrů při
jejich různém nastavení.
Hlavním výstupem práce je program upravený do podoby, která umožňuje testo-
vací hru Had automatizovat, kdy s využitím umělé inteligence program vyhodnocuje
informace ze hry a agentovi uděluje pokyny, jaké akce zvolit, aby maximalizoval svůj
užitek ze hry. Bylo ukázáno, že agent učící se prostřednictvím hluboké neuronové
sítě, která jako vstupy používá obrazové pixely, byl schopen, při poskytnutí do-
statečně dlouhého tréninku, ovládnout pravidla hry a využít je ve svůj prospěch.
Chování agenta a volba jeho strategií však mohou být faktory mnohdy nepředvída-
telné i v relativně jednoduché hře jako Had. V současnosti zůstává nadále nutností
manuální ladění hyperparametrů a jejich opakované testování, stejně jako sledování
dalších faktorů, které mohou mít dopad na učící proces (např. velikost herní plo-
chy apod.). Pochopit, proč se agent chová určitým způsobem a odhadnout, jak se
bude rozhodovat v různých stavech, zůstává výzvou, podobně jako vytvoření uni-
verzálního algoritmu zpětnovazebního učení, který by byl aplikovatelný na všechna
prostředí. V neposlední řadě zůstává jedním z úkolů i navržení algoritmů, které za-
jistí bezpečnost systémů využívajících umělou inteligenci, aby byly schopny jasně
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
AI artificial intelligence – umělá inteligence
CNN convolutional neural network – konvoluční neuronová síť
CPU central processing unit – centrální procesorová jednotka
DQN deep q-network – hluboká q-síť
GPU graphic processing unit – grafický procesor
MDP Markov decision process – Markovův rozhodovací proces
RL reinforcement learning – zpětnovazební učení
TD temporal difference – temporální diference
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SEZNAM PŘÍLOH
A Obsah přiloženého CD 48
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A OBSAH PŘILOŽENÉHO CD
• elektronická verze bakalářské práce,
• 185967.zip – zdrojové kódy vytvořeného programu, společně se všemi výstupy
programu – datasety ve formátu csv, uloženým modelem neuronové sítě a
souborem s vizualizací architektury neuronové sítě.
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