Introduction
The purpose of this paper is to describe a procedure for computing the maximum likelihood estimates (MLE) of the parameters of the distribution of the sum of three independent exponentially distributed random variables. Although the case of equal parameters yields an Erlang distribution, for which the MLE are known, the more general case has received little attention in the statistical literature. Two possible reasons for this omission occur to the writer. Firstly, since the corresponding MLE equations are not amenable to analytical solution, one needs to employ numerical analytic techniques to solve thenm. Conceptually, the presence of multiple maxima makes this an onerous approach. Secondly, since the distribution has three parameters, the principle of parsimony encourages one to use alternative two parameter distributions whenever a fit of equal or almost equal quality can be obtained. These distributions include the gammaa, lognormal and Weibull. Chol and Wette [1] describe a procedure for computing the gamma MLE. Thoman, Bain and Antle [13] describe a procedure for computing the Weibull MLE. Although both procedures rely on the ,, Newton-Raphson iterative method no unusual problems arise. For the lognormal distribution the KLE relate directly to the MLE for the corresponding normal distribution. Johnson and Kotz [9) discuss issues related to the ,&LE for these distributions, including bias removal.
Given the attractions of alternative distributions, a relatively strong justification for pursuing the research presented here seems in order.
Recent developments in the field of discrete event simulation provide this justification. In [5,6] Fishman points out that in the simulation of -2-queueing systems one could use the exit of the system from the empty and idle state to demarcate the sample path of a stochastic process of interest into independent segments each of which obeys the same probability law. The arcs and nodes of the feasible region in Figure 1 play a special role here. In particular, arcs AB, BC and AC correspond to hypotheses I, 2 and 3 in Table I and nodes B, A and C correspond to the Erlang tiypotheses 4, 5 and 6. In addition to examining these special cases
In the process of maximization of L, one can use the likelihood ratio test to evaluate the effect of assuming that one of these special cases represents the underlying structure of f in (1). This issue is discussed shortly. ESTIMA was modified to terminate the search once a maximum has been found.
The ARC and NODE subroutines enable one to check the arcs AB, BC and AC and the nodes A, B and C for solutions that might give improvement.
Also HYP123 and ERLANG use the results of ARC and NODE, respectively, to test the hypotheses in Table 1 .
Computation of Covariance Matrix
The estimation of the covariance matrix under Ho, H 1 , H 2 and H uses 
I.ikelihood Ratio Test
Since parsimony c.learly has advantages in modeling, one wants to test the hypotheses in Table 1 Table 2 shows critical values of R. corresponding to tests of selected -15-
Bias Considerations
In small and moderate size samples a, b and c are biased. In particular, experience has shown that a overestimates a and c underestimates c. Since c does most to affect the shape of the tail of the distribution we especially want to consider ways of reducing bias for this quantity. One approach to bias reduction uses the jaokknife
The elementary form of the jackknife method removes bias to order l/n. Suppose c is computed using n observations and c( 1 ) and c"(2 are computed using the first m = n/2 observations and the last in = n/2 observations respectively. Then one can easily show that
is free from bias to order 1/n. Notice that the computation of c requires 3 passes through the estimation procedure.
More powerful jackknife methods of bias reduction are available [11].
Our reluctance to incorporate any one of them into the estimation procedure is a consequence of the additional cost they imply. However, a user of the estimation procedure in the Appendix can easily write a bias reduction program to use in conjunction with ESTIMA. Table 1 . X denotes the floating point data array, N denotes the sample size and NUM denotes the resolution OELTA = X/(3*NUN) for conducting the grid search. 
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