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The human ability to recognize objects in complex scenes has driven research in
the computer vision field over couple of decades. This thesis focuses on the ob-
ject recognition task in images. That is, given the image, we want the computer
system to be able to predict the class of the object that appears in the image. A re-
cent successful attempt to bridge semantic understanding of the image perceived
by humans and by computers uses attribute-based models. Attributes are se-
mantic properties of the objects shared across different categories, which humans
and computers can decide on. To explore the attribute-based models we take a
statistical machine learning approach, and address two key learning challenges
in view of object recognition task: learning augmented attributes as mid-level
discriminative feature representation, and learning with attributes as privileged
information. Our main contributions are parametric and non-parametric mod-
els and algorithms to solve these frameworks. In the parametric approach, we
explore an autoencoder model combined with the large margin nearest neighbor
principle for mid-level feature learning, and linear support vector machines for
learning with privileged information. In the non-parametric approach, we propose
a supervised Indian Buffet Process for automatic augmentation of semantic at-
tributes, and explore the Gaussian Processes classification framework for learning
with privileged information. A thorough experimental analysis shows the effec-
tiveness of the proposed models in both parametric and non-parametric views.
Keywords Attributes, Object Classification, Mid-level Feature Representa-
tion, Learning using Privileged Information, Autoencoder, Large Margin Nearest
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The starting point of computer vision research dates back to the 1960s with its
utopian ideas of developing automated vision systems that can see and understand
a complex environment the way humans do. However, it is only recently that
progress in the field made it possible to build useful computer vision systems that
many people value. The various applications – automatic face detection that is a
built-in function in all camera devices, counting pedestrians on the city streets,
anomaly detection in video surveillance records, human action recognition and
activity forecasting, self-driving cars, etc. – made computer vision a closer reality.
Tremendous progress in the field is driven by several factors: the availability of a
large amount of data such as Internet images and users’ collection of photographs,
constantly growing computational resources and statistical learning models that
introduce data-driven approach to computer vision problems. Despite the fact
that computer vision is at the frontiers of research in our time, there are many
difficult problems which remain unsolved, and object recognition is among the
oldest. What appears a trivial task for humans, such as recognizing a bird in
an image, remains challenging for a computer system to perform. This huge gap
between the performance of the human visual system and computer vision is well
captured in the following comic illustration:
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Recent progress in computer vision has been made when introducing human se-
mantics into the object recognition task via attribute-based modeling approach.
Attributes are the semantic properties of objects like natural, has stripes and
round-shaped. A computer program can learn attributes from image examples
and then communicate about objects and their properties in the same way as hu-
mans. Attribute-based models open a whole new perspective on computer vision
research with their natural applications to object recognition, object description
and object comparison, among others. Attribute-based classification follows the
idea of recognizing the objects based on their attribute properties and not vi-
sual appearance alone, as it is done in the traditional object recognition systems.
Hence, it becomes possible for a computer vision system to recognize not only
the object class that it has seen before, but also those classes it has not seen, an
impossible task before.
1.1 Thesis Contribution
This thesis aims to address research challenges for attribute-based models in com-
puter vision in the context of object classification task. Specifically, we introduce
the models and algorithms for solving the following learning frameworks:
• Learning mid-level discriminative feature representation of images.
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In recent years there has been much interest in this topic in the computer
vision community. Mid-level feature representations go beyond low level vi-
sion feature descriptors and capture high-level semantic information about
the object categories. We introduce the task of learning augmented at-
tribute representation as a method for learning mid-level discriminative
feature representation of images. It combines semantic and discriminative
attributes into mid-level image representation, which can be used directly to
perform object classification task. The main contributions of this part are
parametric (Chapter 3) and non-parametric learning models (Chapter 4)
for learning augmented attribute representations with application to object
recognition task in images.
• Learning with privileged information for object recognition in images.
Machine learning techniques have become prevalent for learning from image
data. In the standard classification learning setting, we are given image-
label data pairs, and the goal of learning is to infer a latent function that
maps images to their labels. This function also called classifier will then be
used to predict a label for any new test image. We can use low level visual
features or attribute-based image representation for this task, as long as it is
available at training and prediction time for evaluating the classifier. Learn-
ing with privileged information goes beyond this setting, and allows us to
utilize more information during training than what will be available at test
time. In this framework, we want to learn the image-label classifier, but
in addition to image data we can use informative object representations
such as attributes during training time. Additional information is called
privileged as it is only given during training and is not available at test
time. The main question is how to learn the image-label classifier that ben-
efits from privileged information and shows better performance. The main
contributions of this part are parametric (Chapter 5) and non-parametric
learning models (Chapter 6) with privileged information for solving the
object recognition task in images.
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1.2 Thesis Structure
The rest of this thesis is organized into six chapters. The main content of each
chapter is summarized below.
Chapter 2 Background. In this chapter, we cover general background knowl-
edge needed for our later modeling and algorithm development. We start with
defining what is an attribute of the object and how to build an attribute learning
model. Specifically, we overview main principles for building the attribute vocab-
ulary explored in the literature, and introduce two key learning models that are
frequently used in practice. The first model uses the maximum margin principle
and the second model uses the large margin nearest neighbor principle for learn-
ing a classifier model. These two principles play a key role in the subsequent ap-
proaches for the parametric view on learning augmented attribute representations
in Chapter 3 and on learning with privileged information in Chapter 5. Then, we
consider motivation for attribute-based approach using applications of attribute-
based models that have been successfully applied to solve computer vision tasks,
such as zero shot learning, describing usual and unusual appearance of objects
in images, attribute-based image search, relative comparison of objects based on
their attribute strength, etc. Next, we examine the background knowledge on vi-
sual feature representations extracted from image content. This includes a short
overview of the SIFT descriptor as well as the bag-of-words histogram, Fisher
vectors and deep convolutional neural network representations. We conclude the
background chapter with general principles of parametric versus non-parametric
learning systems. The latter plays a key role in the non-parametric view on
learning augmented attribute representations in Chapter 4 and on learning with
privileged information in Chapter 6.
Part I: Mid-level Discriminative Feature Learning with Attributes:
Parametric and Non-parametric Views. The augmented attribute repre-
sentation that combines semantic attributes and discriminative features learned
from the data forms the so-called mid-level feature representation of images. We
dedicate two chapters for learning mid-level feature representations, which cover
parametric and non-parametric views.
Chapter 3 Augmented Attributes: Parametric View. In this chapter,
we first consider the weak points of using semantic attributes alone as image rep-
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resentation for object recognition task. Despite the fact that semantic attribute
representation is learned using large corpora of labeled images, it does not guar-
antee a perfect prediction in practice. The reliability of attribute predictors can
be further improved with discriminative non-semantic attributes when pursuing
directly the goal of attribute-based object classification. We propose a parametric
model to augment the semantic attributes with a discriminative attributes part,
such that the inferred augmented attribute representation can be directly used
for nearest neighbor classification.
Chapter 4 Augmented Attributes: Non-parametric View. In this chap-
ter, we solve the problem of learning discriminative attribute-based represen-
tation from the probabilistic modeling perspective. We take advantage of the
non-parametric approach, and allow the augmented representation to grow with
the data without pre-specifying the dimensionality of the attribute space as re-
quired in the parametric model. Moreover, we formalize the property of learning
the discriminative representation in the form of a preference model that follows
the folks wisdom principle: one prefers to stay close to its friends (samples from
the same class) and far away from its enemies (samples from a different class).
Part II: Attributes in Learning with Privileged Information: Paramet-
ric and Non-parametric Views. In the second part of this thesis we envision
the attributes as a source of rich and informative feature representation that can
be used in addition to image data to train a better object recognition model than
one would train from image data alone. We dedicate two chapters for solving this
problem, which cover parametric and non-parametric views.
Chapter 5 Learning with Privileged Information: Parametric View. In
this chapter, we study the case where we are given additional information about
the training data such as attribute representation, which will not be available at
test time. This situation with an asymmetric distribution of information between
training and test time is called learning using privileged information (LUPI). We
introduce the maximum margin approach to make use of this privileged source
of information, when incorporating the margin information to be shared between
image data and privileged features. Alternatively, this information can be viewed
as an estimation of easy and hard data samples, which supervises the learning
process of the classifier. Apart from attributes we consider textual description,
object localization and human annotation of easy-hard scores as possible sources
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of privileged information for image data.
Chapter 6 Learning with Privileged Information: Non-parametric View.
In this chapter, we solve the problem of learning with privileged information from
the probabilistic non-parametric modeling perspective. In the probabilistic inter-
pretation, the privileged information is used as a measure of certainty about the
training samples and influences the likelihood model. A training example that
is easy to classify based on its privileged representation causes a higher value of
the likelihood term, which means we trust the training example and try to fit it
well. Examples that are hard to classify result in decrease of the likelihood term,
so we consider the training example less reliable and do not require the learning
model to fit its label perfectly.
Chapter 7 Conclusions and Future Directions. In this chapter, we sum-
marize the main results of this thesis and discuss attractive future directions for
further exploration and exploitation of these results. Also, we address new per-
spectives on the attribute-based modeling in the world of 3D objects, where the
attributes are learned using data-driven approach from the 3D data.
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2.1 Attributes
In their simplest form, attributes are the semantic properties of objects, for ex-
ample, is brown, has tail, which are shared across different objects categories, i.e.
squirrel has tail as well as zebra and tiger, shoes are brown as well as dining table
and chairs, and that a human and computer can decide on, i.e. a human can
name objects and their attributes and a computer program can learn which ob-
jects have which attributes from the training examples. For the first time Ferrari
& Zisserman (2008); Kumar et al. (2008) addressed the question whether it is
possible to develop a computer program that can learn the attributes of different
objects based on image examples.
From 2009, attribute-based models have been successfully used to solve many
computer vision tasks. Farhadi et al. (2009) showed that computer programs
can describe the objects in images by their attributes, including usual and un-
usual details in their appearance. Lampert et al. (2009) proposed to recognize
objects in the images by their attribute descriptions, which enables recognition
of previously unseen classes (zero-shot learning). A further development of the
attribute-based models enabled relative comparisons of different objects by their
attributes strength (Parikh & Grauman, 2011b), for example, distinguishing the
celebrities smiling more than others based on their images. Kumar et al. (2008);
Kovashka et al. (2012) proposed to enhance the human-machine communication
via attributes; for example, if we search for images of black shoes that are more
formal than sandals, we use binary and relative attributes to describe what prop-
erties we are looking for. Branson et al. (2010) explored fine-grained recognition
of different bird species using attributes in the interactive 20 questions game.
Patterson & Hays (2012) showed how to enable an automatic high-level descrip-
tion of scenes via scene attributes. The list of attribute-based models has grown
rapidly over the last five years, and in this chapter we will detail a few of them.
First, we provide an overview of different ways to define the attributes, and
then discuss how to learn the attributes using the data-driven approach. Finally,
we describe various computer vision applications that become possible when uti-
lizing the attribute-based models.
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2.1.1 Defining the attributes
Attributes that are defined by humans inherit the property of interpretability.
Therefore, they are also often called semantic attributes (Ferrari & Zisserman,
2008). One of the central questions in the attribute-based approach is how to
define an attribute vocabulary. Several ways have been proposed in the literature
to address this problem: (i) the vocabulary can be defined by experts, for example,
field guides with animal species descriptions, (ii) the vocabulary can be defined
by trusted amateurs, for example, colleagues and friends who provide common
knowledge and unbiased expertise and (iii) the vocabulary can be automatically
extracted from the web, as proposed by Berg et al. (2010); Rohrbach et al. (2010);
Parikh & Grauman (2011a).
Depending on the application area and the available annotation, the attributes
can be defined (i) per object class (per-class attributes) and (ii) per object image
(per-image attributes). Per-class attributes occur when all objects in the class
have a common attribute description, i.e. all images of the zebra class inherit its
attributes: striped, black, white, not a carnivore. Per-image attributes capture
only the attributes that are visible in the given image. For example, if a squirrel
is hiding inside the tree and its tail is invisible in the image, then the attribute
has tail is absent in the per-image attribute description.
2.1.2 Learning the Attributes: Data Driven Approach
The main principle of the statistical learning approach for attributes is to find
the decision boundary between objects that share the attribute property (positive
samples) and objects that do not (negative samples). Assume we want to learn the
attribute a, for example, has spots, and we are given a set of N training images
{x1, . . . , xN} ⊂ X together with their class label annotation, {y1, . . . , yN} ⊂
{+1,−1}, where +1 means the correspondent image has the object with attribute
a, and −1 otherwise. In the context of computer vision, we consider the examples
from X as image representations, and their features being extracted from the
image content. For now, we do not make any specific assumption about the
feature representation and keep a general notation of the d-dimensional feature
vectors extracted from the visual information, X = Rd. The binary classification
task is to learn a prediction function f : X → Y , such that for a new given image
x̄ we are able to predict whether the object in this image has the attribute a or
not using f(x̄).
Currently, the two most popular learning principles are: learning the represen-
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of the boundary, and the second term stands for a loss term of making mistakes
on the training data. For simplicity of the notations, we omit the offset of the
decision hyperplane from the origin (also known as bias term b), assuming it is
implicitly included in the weight vector w, and all data points are augmented with
a unit element. The maximum margin objective, also known as support vector
machines (SVM), trains a classifier f(x) = ￿w, xi￿ that is able to generalize to
unseen data points. Hence, for a new given image of the object x̄ we are able to
predict whether this object has the attribute a or not using f(x̄): if f(x̄) ≥ 0,
then object x̄ has the attribute a, otherwise it does not.












0, 1− (d2M(xi, xk)− d2M(xi, xj))
￿
, (2.2)
where dM is the Mahalanobis distance metric between samples xi and xj param-
eterized by the matrix M of a linear transformation such that:
d2M(xi, xj) = ￿M(xi − xj)￿2. (2.3)
Here, samples xi, xj are considered neighbors, i ∼ j, if yi = yj and non-neighbors,
i ￿∼ j, if yi ￿= yj. The large margin nearest neighbor objective learns a metric
space M with the goal that the neighbors always belong to the same class, while
examples from different classes are separated by a large margin. Hence, it is
most suitable for the nearest neighbor retrieval. In the M space, we can use a
k-nearest neighbor (k-NN) classifier to predict whether a new object x̄ has the
attribute a or not based on its k neighbors, where k is the parameter of our
choice (typically 1 or 3). First, we find its k nearest neighbors in the M space
by the distance from x̄ to all training examples using d2M(x̄, xi) as the distance
function for i = 1, . . . , N . Then, we predict whether x̄ has the attribute a or not
depending on the majority of its k neighbors: if the majority has this attribute,
then the object x̄ has the attribute a, otherwise it does not.
In the following sections we describe a variety of computer vision applications
that take attribute-based approach to solve the underlying tasks. Refer first to
our visualization in Figure 2.2.
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2.1.3 Attributes for Zero Shot Learning
Zero shot learning as described in (Lampert et al., 2009; Palatucci et al., 2009)
refers to a situation where we want to recognize unseen object classes, i.e. ob-
ject classes with no training images available. In this setting, a direct object
recognition model cannot be trained, and so far the only proposed solution is
the attribute-based recognition. The main idea is to recognize objects by their
attribute description. For example, if attribute description says, this is an image
of an animal that is black and white, has stripes, and is not a carnivore, this
matches the description of a zebra. Even if there was no training example of
zebra, knowing the attributes of the image and attributes of the object classes is
enough to fit the image to the best class description.
Defining the attributes Together with the zero shot scenario, the authors
introduced the first dataset with the attribute annotation called Animals with
Attributes(AwA) dataset1. It has images of animals from 50 classes together with
85 binary attributes of Osherson et al. (1991) that describe each animal class.
Thus, in this case, the attributes are defined per animal class, and the class-
attribute description is represented in the form of 50 × 85 binary matrix (refer
here to Figure 2.3).
How does it work? From the class-attribute matrix, we can clearly see how
the attributes are shared among all classes; for example, class leopard has spots
and so do classes giraffe and dalmatian. This implies that attributes are not class-
specific properties; hence, they can transfer knowledge between object classes: we
can learn the attribute swims from the available training images of dolphin, seal
and blue whale and predict that new images with humpback whale also have this
attribute (with certain confidence). To sum up, we can learn visual attributes
from the classes that have training examples, and predict the attributes on the
unseen classes to perform zero shot learning.
Set-up During training, we are given annotated images of 40 animal classes and
their class-attribute binary matrix (Figure 2.3). During testing, we have unla-
beled images of the remaining 10 classes: chimpanzee, giant panda, hippopotamus,
humpback whale, leopard, pig, raccoon, rat, seal and the class-attribute binary
matrix. The task is to annotate the test images with class labels.
1http://attributes.kyb.tuebingen.mpg.de/
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Figure 2.3: Class-attribute binary matrix from the Animals with Attributes
(AwA) dataset. This dataset has images of animals from 50 classes (vertical
axis) with 85 binary attributes that describe each animal class (horizontal axis).
White color encodes 1 (the class has this attribute), and black color encodes 0
(the class does not have this attribute).
Learning model 85 attributes a1, a2, . . . , a85 are learned based on the anno-
tated data from 40 classes. Each model is trained to classify between the images
of those animal classes that have the attribute against images of classes which do
not. In principle, SVM or any supervised learning method can be used to learn
the attributes. Specifically, we are interested in exploring probabilistic classifiers
that output the probability of the attribute being present in the image. To pro-
duce probabilistic outputs for the SVM model, a commonly used technique is to
apply Platt scaling (Platt, 2000) that applies a logistic transformation to map the
classifier scores into the [0, 1] interval. Alternatively, we can learn probabilistic
classifiers directly, for example, by the logistic regression model.
Logistic regression seeks class probability distribution parameterized by a vec-
2.1. ATTRIBUTES 15
tor w in the form of logistic sigmoid:
P (y|x, w) = 1
1 + exp(−y￿w, x￿) . (2.4)
Given N training samples, logistic regression training maximizes the conditional
data likelihood p(y1, . . . , yN |x1, . . . , xN , w) with respect to the parameter w (or





log(1 + exp(−yi￿w, xi￿)). (2.5)
The ￿2-regularized logistic regression model produces maximum a posteriori pa-
rameter estimate of w by incorporating the Gaussian prior with zero mean and
unit covariance matrix p(w) = N (w|0, I). The multivariate Gaussian distribution
N (w|µ,Σ) is defined over a d-dimensional vector w as follows:




(w − µ)TΣ−1(w − µ)},
where the d-dimensional vector µ is called the mean, the d×d-dimensional matrix
Σ is called the covariance, and |Σ| denotes the determinant of Σ. The negative
log-form of the Gaussian prior with zero mean and unit covariance matrix is:
−log p(w) = ￿w￿2 + const, (2.6)
where ￿w￿ is the ￿2-norm of the parameter vector w. Finally, the regularized






log(1 + exp(−yi￿w, xi￿)), (2.7)
where C is the regularization trade-off parameter that we choose based on the
cross validation model selection procedure.
Once we have learned the 85 classifiers, given an image x, we can compute the
probabilistic scores for each attribute to be present: p(a1|x), . . . , p(a85|x). Here,
p(ai|x) denotes p(ai = 1|x). Also, we can compute the joint probability of all
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To predict a class label for a test image x̄, Lampert et al. (2009) proposed the
direct attribute prediction model (DAP) that uses attribute representation as
an intermediate layer between image data and labels. After some simplifying
assumptions on the prior distributions over attributes and over class labels, we




p(ayi |x̄), and the classifier f(x̄) = argmaxy∈Yp(y|x̄). (2.9)
Essentially, the label posterior p(y|x̄) computes the probability of the class y
under its class-attribute description p(ayi |x̄) across 85 attributes i = 1, . . . , 85.
Here, p(ayi |x̄) = p(ai|x̄) if animal class y has attribute ai, and p(a
y
i |x̄) = 1−p(ai|x̄)
if animal class y does not have it. For example, for a class seal we would compute
the probability of the object x̄ being gray, being able to swim and being not furry
as p(agray|x̄), p(aswims|x̄), 1− p(afurry|x̄). After computing the probabilities with
respect to the class-attribute description of seal we multiply all of them to obtain
a score for seal to be the class label of x̄. Once we compute the scores for all the
possible class labels, we take maximum to define the class of x̄.
Remarks The performance of this model achieves 40.5% of object recognition
accuracy over 10 unseen classes. Admittedly, these results directly rely on the
quality of the attribute predictors, which requires much annotated training data
(in this case, 40 animal classes, around 25000 images, have been used for learning
the attributes). Recently, Jayaraman & Grauman (2014) showed that the zero-
shot recognition results can be improved to 48.7% by taking into account the
reliability of the attribute predictions during learning.
Being defined for the zero-shot scenario, the DAP model cannot benefit from
the situation where we are given a few training samples of the test classes. In
Chapter 3 and Chapter 4, we address this situation and propose several solutions
to improve the attribute-based models and their recognition performance.
Another way of improving zero-shot learning scenario is to look for alternative
sources of knowledge transfer rather than semantic attributes. Yu et al. (2013)
proposed to design automatically discriminative category-level attributes that
are not interpretable but aim directly at good object classification performance.
Mensink et al. (2014) proposed to use co-occurrences of visual concepts in images
that are easy to obtain from web-search hit counts. The classifier for the unseen
class is then a weighted combination of related classes, where the co-occurrences
statistics defines the weight.
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2.1.4 Attributes for Comparing the Objects
Attributes like live in water and carnivore are naturally defined as binary at-
tributes, because they are either present or not. Some attributes like white, black
and stripes can also be defined for comparison of different objects with respect to
how much of the attribute property the objects have. For example, a polar bear
is whiter than a zebra, a panther is blacker than a dalmatian. The attributes
that can predict a relative strength of the property in object images are called
relative attributes and were introduced by Parikh & Grauman (2011b).
Defining the relative attributes The expression of the relative attribute
strength can be of two types: less than, more than and similar amount, denoted as
≺, ￿ and ∼ correspondingly. The attribute relation is defined for object classes.
For example, in the case of the attribute natural we have highway ≺ coast ∼
mountain ∼ forest, which means the category highway is less natural than coast,
and the categories coast, mountain and forest are all similarly natural. Another
type of object classes are celebrities; for example, Alex Rodriguez, Hugh Laurie,
Scarlett Johansson. Their images are compared with different face properties,
such as how much they are smiling and how young they look.
How does it work? Given the annotated training data that states how two
object categories relate to each other with respect to an attribute, a ranking
function r(x) is learned to capture the relative attribute strength in images of
these categories. At test time, the learned ranking function predicts the relative
strength of the attribute in new images.
Learning model Learning the ranking function r(x) = ￿w, x￿ parameterized
by the weight vector w, is similar to learning the SVM classifier with adjusted class
information to encode the pairwise relationship between classes. The optimization
task is formulated to capture orderings between pairs of samples with respect to












s.t. ￿w, xi￿ − ￿w, xj￿ ≥ 1− ξij for all images with yi ￿ yj (2.10b)
|￿w, xi￿ − ￿w, xj￿| ≤ γij for all images with yi ∼ yj (2.10c)
ξij ≥ 0 and γij ≥ 0. (2.10d)
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For a new image x̄, the rank model r(x̄) predicts the relative attribute score of
this image, which can be compared across images.
Remarks This model was the first to allow object comparison in relative terms.
To quantify the effectiveness of such comparison, a user study was performed:
image description using binary attributes was compared against image description
with the relative attributes. This user study supported the claim that relative
descriptions are more precise than the binary ones and placed a basement for a
new type of human-computer communication using relative attributes.
2.1.5 Attributes for Intelligent Image Search
For a specific task like querying a large collection of face images or a shopping
website, there is a strong need for intuitiveness of the search engine. Attributes
suit well this need because they are interpretable and the attribute vocabulary
can be defined as appropriate for the task. For example, when the user looks for
black shoes, or a young woman with glasses, the binary attributes are capable
of capturing this query (Kumar et al., 2008). To make the search results more
specific, for example, in order to find shoes that are more formal than shoes on
display, the relative attributes serve the purpose Kovashka et al. (2012). Refer
here to Figure 2.4.
Figure 2.4: Whittle search allows a user to give the relative attribute feedback
during querying, e.g. more formal than these, shinier than these (top). Such
feedback refines the search results that are displayed to user for further interaction
(bottom). This illustration is from the original work by Kovashka et al. (2012).
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Defining the attributes The domain specific attribute vocabulary needs to be
defined with respect to the properties of interest for image search. For example,
for shoe shopping the suitable attribute vocabulary would be: shiny, formal, heel
height, sporty, open, etc. Compared with previous work, where we trained relative
attributes based on the category-level comparisons, here, we have one category
shoes and the attributes strength is compared on the image level (shoes in image
A are more formal than in image B).
How does it work? First, all relative attributes are learned in the form of
ranking functions based on annotated data of image-level comparisons (shoes in
image A have more of the attribute property than shoes in image B). The learning
objective remains the same as in (2.10), which allows incorporating supervision
via pairwise comparisons in images directly. Second, all relative attributes are
evaluated on the pool of image data that will be used for human-computer inter-
action. At test time, the user observes the Top-k best matching images according
to the query, and gives feedback in the form of relative attributes as illustrated
in Figure 2.4 (top row). Each feedback imposes an additional constraint in the
multi-dimensional attribute space: find all shoes xi in the image pool that are
more formal than the shoes xfeedback. The images are re-ranked based on how well
their attributes satisfy all imposed constraints. The Top-k images that satisfy all
(or almost all) user requests are displayed as most relevant for further interaction.
Learning model Relevance of the images is determined in the multi-dimensional
space of relative attributes, and user feedback is seen as a constraint in this space.
For example, the constraint shoes that are more formal than these determines a
half space of all images with respect to the attribute formal that are ranked
higher than the selected image. When we get two or more feedbacks from the
user, the intersection of all subspaces gives us the images that satisfy all the
constraints and are most relevant for search results. Images that satisfy all but
one constraint are less relevant and so on. The approach is called whittle, since
it allows users to “whittle away” irrelevant information via intuitive statements
about their attribute preferences.
Remarks Combination of binary and relative attributes for image queries is
also possible (Sadovnik et al., 2013), as well as queries with multiple attributes
at the same time (Rastegari et al., 2013). Another interesting line of research is
related to personalization of the image search queries, where domain adaptation
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can be effectively used to adapt the classifier to user preferences (Kovashka &
Grauman, 2013), or learning user behavior in image search (Parikh & Grauman,
2013).
2.1.6 Attributes for Describing an Unusual Appearance
Attributes can be used to create automatically textual descriptions of images
(Farhadi et al., 2009; Kulkarni et al., 2011). After all attribute classifiers have
been trained, we can evaluate their values in the images and create automatic
image captions. Most of the time, we would like to report either most prominent
or most interesting attributes in the caption. In the first case, we can report top-k
highest scores among the attribute predictions, where k is the parameter of our
choice (typically less than 10). In the second case, we have to define what could
be interesting to report, and this is indirectly related to the unusual appearance
of the objects in images. Since people like to take pictures of something unusual
in their surroundings, it makes sense to detect and describe this in the image
caption. Discovering the notion of unusualness is a difficult task in computer
vision, the main focus of which is to recognize the objects and not the unexpected
aspects of the known objects. Farhadi et al. (2009); Saleh et al. (2013) showed
that semantic attributes can be suitable to perform this task automatically.
How does it work? Semantic attributes are designed to capture object prop-
erties and serve as a measurement of what is “usual” in the object appearance.
The ground truth annotation specifies which attributes are typical for each class.
If the typical object attribute is absent or the object has atypical attributes, it
is naturally treated as having “unusual” appearance. For example, let us look at
the attributes of object parts that are visible, such as has tail, has leg, etc. Macro
photo of the bird typically covers only the upper body part, and the attribute
description would alert us that this is a photo of the bird with no tail visible.
Another example is a chair with dalmatian textile; its description will indicate
unusual attribute has spots for the object chair (refer to Figure 2.2).
Learning model In order to learn the semantic attributes, a logistic regression
model or a linear SVM model can be trained for each attribute; the latter was
shown to perform slightly better. The automatic description that reports unusual
attributes in the image was evaluated manually and showed encouraging results.
More recent work in this direction by Saleh et al. (2013) models the abnormality
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in images by relating unusualness to a surprise score of the objects in images
based on their attribute description.
Remarks Farhadi et al. (2009) consider attributes of two types: semantic and
discriminative. Semantic attributes describe the 2D/3D properties of the ob-
jects (is 3D boxy, is cylindrical), visible parts (has head, has leg, has wheel, has
wing), material types (has wood, is furry, has glass, is shiny). The discrimi-
native attributes do not necessarily have semantic meaning, but they serve as
discriminative features for object recognition. This is important because seman-
tic attributes are limited by the vocabulary size and are not always sufficient for
differentiating between all object categories. For example, instances of both cats
and dogs can share all semantic attributes in our vocabulary. In addition to 64
semantic attributes, the authors propose to learn 1000 discriminative attributes
that correspond to certain splits in the visual feature space, and support class
discrimination. The easiest principle is learning to distinguish between randomly
chosen groups of classes: cars versus zebra, chairs and dolphins versus airplanes,
for example. These splits capture class discrimination based on visual appear-
ance or visual features of object classes and do not necessarily enforce semantic
discrimination. The question of learning semantic and non-semantic attributes
for better class discrimination addresses the need to learn class-discriminative
visual elements called mid-level features (Boureau et al., 2010; Sharmanska et al.,
2012; Rastegari et al., 2012; Singh et al., 2012; Quadrianto et al., 2013; Mittelman
et al., 2013).
2.1.7 Attributes for Fine-grained Recognition and Scene
Understanding
Bird classification with the 20 questions game Attributes have also been
successfully applied also to the fine-grained classification setting, where the task
is to distinguish finely between bird species, or car and motorcycle models, or
architectural styles, to name a few. Branson et al. (2010) adopted the 20 ques-
tions game for interactive learning of bird species. In this game, the computer
algorithm tries to guess the type of bird in the given image while asking the user
about its attributes. The questions are mostly about the distinctive color and
patterns of the body parts; for example, Is the belly white?, Is the breast red?
The main principle of this game is to choose the next question such that it max-
imally reduces the uncertainty about bird species based on the image-attribute
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description. Uncertainty is measured with respect to the expected information
gain of knowing the answer about the attribute, and is computed in each round
of the game for each attribute. The most informative attribute is chosen for the
next question and the game goes on.
Attributes for scene understanding Attributes have also been explored for
scene understanding, mainly for the purpose of learning high-level representations
of scenes, automatic image captioning and semantic image search. Patterson &
Hays (2012) proposed a large scale dataset to discover, annotate and recognize
scene attributes. This dataset has around 700 categories covering indoor and
outdoor scenes, transport, natural and man-made scenes, scenes with water and
snow, for example. More than 100 attributes were selected during user studies
to discriminate between different scene categories. The experimental evaluations
confirm that these attributes serve as efficient low-dimensional features to capture
high-level context and semantics in scenes.
2.2 Image Representation
In this section, we will overview frequently used visual feature representations
x ∈ X that can be extracted from the image content. These features can capture
image properties on a global scale – for example, color histograms, shape contours,
or edge histograms computed from the whole image – or they can stay concen-
trated locally on specific locations in the image, such as mountain peaks and
building corners. The latter are often called keypoint features or interest points,
and are described by the appearance of the patches of pixels that surround the
interest point. Image descriptors have been originally introduced to match key-
point features for 3D reconstruction. As the field moved towards object category
recognition with more realistic and more complex object appearances, the need
for good quality image features that can generalize across object categories has
arisen and remained until now.
In this thesis, we cover three types of features that have been proven best
for object recognition challenge in the last 10 years of research. We start with
the scale invariant feature descriptor called SIFT (Lowe, 2004) and the bag-of-
words (BoW) representation of SIFT that is widely used in the community and
among the best performing in the PASCAL VOC challenges during 2008− 2012
(Everingham et al., 2014). Then, we proceed to the Fisher kernel representa-
tion that goes beyond count statistics of the bag-of-words features by using the
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system for describing the interest point region that ensures invariance to image
location, scale and rotation changes. In the next stage, we compute the SIFT
descriptor for each interest point region, which has the properties of being highly
distinctive and also (at least partially) invariant to the other variations such as
illumination and 3D viewpoint.
Figure 2.7: The SIFT descriptor is computed from the image patch around the
interest point. It captures the appearance of the interest point region and serves as
an example of the local image descriptor. The gradient orientation and magnitude
are computed in the image patch (left), and then accumulated over 4x4 subregions
into histograms with eight orientations (right) resulting in a 128-dimensional
feature vector.
Stage 2: Computing SIFT descriptor The SIFT descriptor characterizes
the appearance of the interest point by computing gradient information in the
interest point region. This step is performed on the image L closest in scale
to the interest point scale, so the image is first smoothed with the Gaussian
kernel and all computations are performed in a scale-invariant manner. At each
pixel location the gradient of the intensity value is computed (orientation and
magnitude) and its orientation is aligned with the interest point:
magnitude(x, y) =
￿
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2
orientation(x, y) = tan−1((L(x, y + 1)− L(x, y − 1)/((L(x+ 1, y)− L(x− 1, y)))
After this, each pixel in the interest point region is assigned to the histogram of 8
spatial orientations with respect to its gradient orientation. The score is weighted
by its gradient magnitude and by a Gaussian-weighted circular window around
the interest point (depicted with blue circle in Figure 2.7). The latter is the
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Figure 2.8: The bag-of-words histogram visualization for images of face, bike,
and violin (top row). The vocabulary of visual words is collected from all three
images (last row) and the histogram that counts words appearance is formed for
each image (middle row). Image credit: Fei Fei Li.
Gaussian weighting function that is applied to give less importance to gradients
farther away from the interest point center. In SIFT, one histogram is collected
per 4x4 pixel subregion, and in total 4x4 subregions are formed in the interest
point region. These 16 histograms with 8 bins each are concatenated to form the
128-dimensional SIFT descriptor. Refer to Figure 2.7 for illustration.
Using gradient information makes SIFT descriptor invariant to affine changes
in brightness (adding a constant value to the image intensities does not affect its
gradients). When normalized to unit length, it also enhances invariance to image
contrast (multiplying the image intensities by a constant will vanish). The limits
of the SIFT descriptor were tested empirically and showed reliable performance
up to a 50 degree change in viewpoint. In this thesis, we also use a fast version of
the SIFT features called Speeded Up Robust Features (SURF) (Bay et al., 2008),
which computes gradients and magnitudes in only two orientations (x and y) and
with some other modifications overcomes computational issues of SIFT features.
Stage 3: Forming the bag-of-words histogram of SIFT The bag-of-words
model forms the last stage of our feature extraction procedure and represents the
image as a collection of visual words formed from the interest point regions.
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It is inspired by the successful feature representation in the natural language
processing domain, where each document is characterized by its words frequency,
i.e. how often words appear in the document, and neglects the general text
structure. The BoW histogram of word frequencies is formed to represent the
document and has the important property of invariance to the order of words.
In computer vision, the bag-of-visual -words model was first introduced for
the task of image retrieval (Sivic & Zisserman, 2003) and object categorization
(Csurka et al., 2004) as a way to overcome the problems with occlusions (at least
partially) and intra-class variation. As in our case, the visual words correspond
to image patches around interest point regions, and the BoW histogram counts
how many times each word occurs in the given image. Refer to Figure 2.8 for
illustrative example.
In order to count visual words that could appear in the image, we first need
to create the vocabulary of possible words from the collection of images. In our
case, we build the vocabulary of interest point regions in the following steps:
1. for all images in the collection extract the SIFT features from the interest
points regions;
2. cluster all extracted SIFT features into k groups using k-means algorithm;
3. create the vocabulary of k visual words by taking the mean value of each
group as one word.
Finally, for a given image, we construct the bag-of-words histogram of SIFT
descriptors by counting how many times each word from the vocabulary appears
in the image:
1. extract the SIFT features from the interest points regions in the image;
2. assign each SIFT feature to the nearest of the k words in the vocabulary;
3. count how many times each word from the vocabulary appears in the image
and form the histogram of counts.
Refer to Figure 2.9 for illustration of how to learn the vocabulary of visual
words and to create the bag-of-words histogram.
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Figure 2.9: Illustration of learning the visual word vocabulary from the collec-
tion of images (top row) with k = 3 visual words. The bag-of-words histogram
is formed for a new given image (bottom row) over the words in vocabulary
C1, C2, C3. Image adapted from (Tomasik et al., 2009).
2.2.2 Fisher Vectors
This representation extends the bag-of-words model of images beyond counting
the frequencies of its word appearances. Fisher vectors explore the image repre-
sentation from the generative probabilistic modeling perspective and encode the
direction in which the parameters of the model should be moved to fit better the
data, measured by the Fisher score. First, a generative probabilistic model pa-
rameterized by an unknown vector θ is used to generate the image features, and
then, the Fisher score is computed as the natural gradient of the log-likelihood
of this model with respect to its parameters θ using the image collection. Let us
consider the image representation using Fisher vectors in more detail.
Following the description in (Perronnin & Dance, 2007; Perronnin et al., 2010;
Sánchez et al., 2013) we use a Gaussian mixture model as the probabilistic gener-
ative model for the local feature appearance. Then, the probability distribution
of the local descriptor xi (for example, a SIFT descriptor at interest point i) is
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πk = 1, and πk > 0 for all k, (2.14)
where πk, µk,Σk are the mixing weight, the mean and the covariance matrix
of the k-th Gaussian component. Here, θ encodes all parameters of the model:
θ = {πk, µk,Σk}Kk=1 for all K mixture components. To reduce the computational
cost, the covariance matrix Σk is assumed to be diagonal with σ2k variance vector





so that mixing weights automatically satisfy the non-negativity constraints and
￿K
k=1 πk = 1.
In order to compute the likelihood model, we utilize the i.i.d. assumption
over the set of local features, i.e. the local image features are independent and






L = log P (x|θ) =
N￿
i=1
log P (xi|θ). (2.17)
In the computer vision literature, the Gaussian mixture model is often referred
to as a universal (probabilistic) visual vocabulary if used as generative proba-
bilistic models for local descriptors (Winn et al., 2005; Sánchez et al., 2013). The
model parameters θ are learned using the expectation-maximization algorithm
that optimizes maximum likelihood criterion from the large pool of local image
features (of training images). The gradient of the log-likelihood with respect to
the parameter model has the following form:






















πk N (xi|µk, σk)￿K
l=1 πl N (xi|µl, σl)
. (2.18d)
γik is the soft-assignment of xi to Gaussian k, also known as “responsibility”,
which the Gaussian component k takes to explain the local feature xi (or posterior
probability once we have observed data xi with the prior probability encoded in
the mixture weight πk).
The Fisher vector representation takes one step further and corrects the gra-
dient of the log-likelihood to have the form of the natural gradient (Amari, 1998).
The fact that generative models generally lie on a non-linear Riemannian man-
ifold means that in our case the small delta-change in the parameter µk and
delta-change in the parameter σk have different effects. Hence, a different form
of the gradient has to be considered. The information about the natural gradient
of the log-likelihood is encoded in the Fisher score:
Gθ(x) = I
− 12
F ∇θ L(x) (2.19)
where IF is the Fisher information matrix, IF = Ex∼P (x|θ)[∇θL(x) ∇Tθ L(x)]. The
square root of the inverse of the Fisher information matrix, I−
1
2
F , is obtained using
Cholesky decomposition of the I−1F , which is positive semi-definite as inverse of
the positive semi-definite matrix IF . Another way to see the Fisher score is in
terms of explicit feature map representation of the Fisher kernel:
KF (x, y) = Gθ(x)TGθ(y), (2.20)
defined as the inner product of the directions of natural gradients over the param-
eter manifold, and introduced by Jaakkola & Haussler (1998) as a principled way
to use the power of probabilistic generative models in kernel methods. The ratio-
nale behind the Fisher kernel is that two similar objects induce similar natural
gradients in the parameters of the generative model, and the Fisher information
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metric IF corrects the similarity measurement due to the fact that generative
models generally lie on a non-linear Riemannian manifold.
The setting is complete once we discuss how to compute the Fisher informa-
tion matrix IF . For the Gaussian mixture model, the exact solution of IF cannot
be computed, and it is usually approximated by the identity matrix, or sample av-
erage IF ≈ 1N
￿N
i=1 ∇θ L(xi)∇Tθ L(xi). We use an analytical approximation of IF
described by Perronnin & Dance (2007), which relies on the following assumption
about responsibilities γik: the distribution of the assignment of xi to Gaussian k
is sharply peaked, meaning there is one Gaussian component k such that γik ≈ 1
and for all other components, γil ≈ 0, ∀l ￿= k. This approximation corrects the






respect to the mixing weights, the mean and the covariance of kth Gaussian, and



























The Fisher Vector representation is a concatenation of all natural gradients:
[Gαk ,Gµk ,Gσk ]Kk=1, and the dimension of this representation is (2d+ 1)K, where d
is the dimension of the local feature descriptor. Admittedly, this is a significantly
larger representation than using the bag-of-words histogram of local feature ap-
pearances, which is K in case of K visual words, but it encodes much richer
information about image content compared with the bag-of-words histogram,
and shows superior performance in object recognition task in the challenging
benchmark datasets. Recently, several approaches have been proposed to im-
prove learning with the Fisher vector representation to make it scalable to larger
datasets (Sánchez et al., 2013), and to learn a classifier with Fisher kernel at the
same time as a task-specific data representation inspired by deep-layered archi-
tecture (Sydorov et al., 2014).
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2.2.3 Deep Features
Despite years of research spent on improving feature representation of real-world
images, the need for better and richer representation has never diminished. His-
torically, the progress was driven by two factors: data availability and compu-
tational power. Among the best performing strategies to handle challenging
benchmark datasets was designing highly discriminative and robust image fea-
tures like SIFT and bag-of-words representation, the combination of multiple
features based on different aspects such as shape, color or texture, and learning
very high-dimensional features like Fisher vectors. At the same time, technolog-
ical progress has driven improvement in computational power and parallel GPU
resources. This allowed even more complex models to be considered, and convo-
lutional neural network took over the lead.
Instead of hand-engineered representations like SIFT and Fisher vectors, deep-
layered compositional architectures offer a framework to automate feature extrac-
tion procedure. In 2012, the deep convolutional neural networks (CNN) proposed
by Krizhevsky et al. (2012) achieved record results in the ImageNet Large Scale
Visual Recognition Challenge (ILSVRC) leaving all the other baselines far be-
hind. ILSVRC-2010 dataset covers 1000 categories with roughly 1000 images in
each category, which is a subset of the ImageNet large-scale dataset (with 22000
categories) used for benchmarking the baselines.
Results on ILSVRC Deep CNN (Krizhevsky et al., 2012) achieved 37.5%
and 17.0% as Top-1 and Top-5 error rate performance over 1000 classes. The
former state-of-the-art model by Sánchez & Perronnin (2011) achieved 45.7%
and 25.7% error rates accordingly. Top-i error rate performance computes how
many times the correct label was not among top-i most probable candidates.
Sánchez & Perronnin (2011) averaged the predictions of two classifiers trained on
Fisher Vectors from two types of densely-sampled SIFT features. And Krizhevsky
et al. (2012) used 8-layered convolutional neural networks architecture to extract
features and train a classifier in one unified framework.
The architecture The overall architecture proposed by Krizhevsky et al. (2012)
is depicted in Figure 2.10 and maps the input 224 × 224 image via the series of
8 layers to the probability output over 1000 classes. The first five layers of the
network are convolutional and the remaining three are fully connected layers with
a softmax classifier as a final layer. Each layer consists of:
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Figure 2.10: The AlexNet deep convolutional neural network (Krizhevsky et al.,
2012). This illustration is from the original work by Krizhevsky et al. (2012).
• a convolution of the previous layer output (in the first layer it is the input
image) with a set of learned filters,
• a non-linear transformation by passing the responses through a rectified
linear function f(x) = max(0, x) (classical sigmoid function could also be
used here f(x) = (1 + e−x)−1, however, the training time is shown to be
much worse in this case),
• a response-normalization procedure to correct the contrast across ‘adjacent’
filters (local contrast operation),
• max pooling over local neighborhoods to summarize the responses in each
filter map (with overlapping pooling scheme).
At the final layer, a softmax classifier is applied to learn the probabilistic classifier
for each of the 1000 classes:







There are around 60 million parameters of the network (filters in the convolutional
layers and weight matrices in the fully-connected layers) that are trained by back-
propagation of the derivative of the loss with respect to the parameters of the
network, and updating the parameters via stochastic gradient descent procedure.
Admittedly, training deep networks of this size requires a large amount of data
to avoid overfitting.
Visualization and interpretation of the network layers Zeiler & Fergus
(2014) addressed the question of visualizing and interpreting the layers of the
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deep networks. Their findings confirm the commonly accepted interpretation
of hierarchical structure of features: the first few layers capture high and low
frequency information, which correspond to low-level features (corners and edges
on the second layer, mesh patterns and texture on the third layer), whereas the
later layers learn more class-specific or “high-level” features (a visualization of the
forth layer often shows parts of objects like bird legs and dog faces, and the fifth
layer shows entire objects with pose variations).
DeCAF features Recently, an open-source implementation of the deep convo-
lutional activation features DeCAF was made publicly available1(Donahue et al.,
2014). In this thesis, we use the DeCAF feature representation extracted as the
output of the seventh layer of the architecture in Figure 2.10. The seventh layer
is right before fitting the signal to the last fully connected layer with soft-max
class predictors, and the output of this layer is a 4096-dimensional feature vector.
2.3 Parametric versus Non-parametric View
In a typical machine learning setting, as, for example, learning the attribute
classifier described in Section 2.1.2, we are given a set of N training data samples
{(x1, y1), (x2, y2) . . . , (xN , yN)}, xi ∈ X , yi ∈ Y . The samples in the training set
are assumed to be drawn i.i.d. from an underlying but unknown data distribution
p(x, y) over X × Y . The data distribution p(x, y) includes input variables x
and output variables y, and the learning task is to infer the prediction function
f : X → Y .
In the parametric approach, we define apriori the mathematical form of this
functional relationship, for example, linear, piecewise linear, polynomial, expo-
nential, logarithm, or a combination of them. Subsequently, the weights that
are also called model parameters are placed on the chosen form, and a prior
distribution (in the probabilistic approach) or a regularization term (in the non-
probabilistic approach) is defined over the parameters. For example, the linear
attribute classifier f(x) = ￿w, x￿ parameterized by the weight vector w has the
regularization term ￿w￿2 in the SVM learning objective, and the logistic regres-
sion classifier f(x) = 11+exp(−￿w,x￿) incorporates the Gaussian prior over the weight
parameter vector w. The learning task is then reduced to the optimization over
the parameters (in the non-probabilistic approach) or to the posterior estimation
1http://decaf.berkeleyvision.org/, http://caffe.berkeleyvision.org/
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(in the probabilistic approach). Given the parameter vector w, the future pre-
diction on a new data point x̄ is independent of the training data, f(x̄) = ￿w, x̄￿.
Hence, the parameters value capture everything about the training data that is
relevant for predicting the future data. This approach, however, may not always
be practical, as illustrated in Figure 2.11 (Data A and Data B), where the data
distribution cannot be defined in terms of a finite set of parameters.
Statistical models with a potentially infinite number of parameters are called
non-parametric. It is important to note that non-parametric property does not
refer to models that have no parameters, but to models with a number of pa-
rameters that is not fixed but changes with the amount of available data. As
illustrated in Figure 2.11, non-parametric models, the k-NN and the non-linear
SVM classifiers, can adapt to the non-linear structure of Data A and Data B,
whereas the linear SVM classifier failed. On the one hand, because of this prop-
erty the non-parametric models are more flexible than the parametric ones. On
the other hand, because the non-parametric models do not have an explicit para-
metric representation, to make predictions on new data points we need to have
access to the training data (for the k-NN classifier all training data points have
to be stored and for the non-linear SVM classifier the support vectors have to
be stored). As it will be shown in later chapters, in practice, the computational
complexity of inference for non-parametric methods will scale with the number
of training data points instead of the number of parameters. Refer to our Table
2.1 for examples of parametric and non-parametric models for classification and
feature learning tasks (when the output space is a discrete space).
Model Task Type
Linear SVM (Chapters 2, 5) classification parametric
Logistic Regression (Chapter 2) classification parametric
k-NN classification non-parametric
SVM with squared exponential kernel classification non-parametric
Autoencoder (Chapter 3) feature learning parametric
Indian Buffet Process (Chapter 4) feature learning non-parametric
Gaussian Processes(Chapter 6) classification non-parametric
Table 2.1: Examples of parametric and non-parametric models described in this













In this chapter, we propose a parametric learning method to infer a mid-level
feature representation that combines the advantage of semantic attribute repre-
sentations with the higher expressive power of non-semantic features. The idea
lies in augmenting an existing attribute-based representation with additional di-
mensions for which an autoencoder model is coupled with a large-margin princi-
ple. This construction allows a smooth transition between the zero-shot regime
with no training examples, the unsupervised regime with training examples but
without class labels and the supervised regime with training examples and with
class labels. The resulting optimization problem can be solved efficiently, because
several of the necessity steps have closed-form solutions. Through extensive ex-
periments we show that using the augmented representation is advantageous to
using the attribute representation alone for solving the object classification task.
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3.1 Introduction
In this chapter, we build on the attribute-based models for zero shot learning
as described by Lampert et al. (2009) and extend it transparently to the case
when few training examples are given (small shot), either with class annota-
tion (supervised), or without it (unsupervised). The underlying idea is to extend
the attribute representation with additional discriminative features, which are
not necessarily semantic by themselves, but that augment the semantic features
minimally in the sense that they offer additional representative power where nec-
essary, and only there.
Figure 3.1 illustrates this concept: assume we are given semantic representa-
tions (a1, . . . , an), n = 5 in this example, for three object classes zebra, white tiger
and elephant. As zebras and white tigers differ only in one entry in this represen-
tation, they will easily be confused when performing zero-shot classification with
an imperfect, image-based attribute predictor. The representation of elephants,
on the other hand, is clearly distinct from the other two classes, and classification
errors are unlikely for them. The objective of our work is to reduce the total
risk of misclassifications by learning an augmentation of the attributes with fea-
tures (b1, . . . , bm), which are learned automatically, even if this causes them not
to be semantic anymore (m = 2 in our example). Specifically, we obtain values
(b1, . . . , bm) for each image by enforcing a large-margin criterion: the distance be-
tween representations of any pair of images of different classes should differ by at
least a constant (here 3). As a result, different values are chosen for (b1, . . . , bm)
for the zebra images than for the white tiger image. For the elephant, the seman-
tic representation alone is already sufficient to enforce the distance criterion to
the other classes. Therefore, no specific values for (b1, . . . , bm) are enforced.
To implement the above intuition, we rely on two successful concepts for learn-
ing the image representation: the autoencoder framework (Hinton & Salakhutdi-
nov, 2006) and the large margin concept (Weinberger & Saul, 2009). The autoen-
coders follow a generative approach to learning an intermediate representation
by identifying features that allow reconstruction of the image representation with
only a small error. In the large margin nearest neighbor framework, we learn
a representation in a discriminative way by trying to reduce the nearest neigh-
bor classification on a training set in a robust way. In the rest of the chapter,
we formalize these concepts and formulate them as a joint optimization problem
over projection matrices. We show how to solve the optimization problem using
alternating optimization in which some parts have efficient closed form solutions.















































Figure 3.1: Proposed hybrid representation: a fixed semantic (a1, . . . , an) part
is augmented by a non-semantic (b1, . . . , bm) part, where the latter is learned by
enforcing a large margin separation criterion between classes. In this example we
use n = 5 and m = 2. See Section 3.1 for a detailed description.
We perform an experimental evaluation on the Animals with Attributes dataset,
which shows that the learned hybrid representations improve over the represen-
tation purely in terms of semantic attributes when additional training data is
available.
3.2 Learning to Augment Features
For the rest of this chapter we assume the following: we are given N images in
a d-dimensional feature representation, x1, . . . , xN , for example, a bag-of-visual-
words, from which we form a data matrix X = (x1, x2, .., xN) ∈ Rd×N . Each
xi ∈ X has a known attribute representation ai ∈ A, e.g. obtained from an
existing set of attribute classifiers, such as (Lampert et al., 2009, 2013) discussed
in Section 2.1.3. Our goal is to augment ai with a non-semantic bi ∈ B, forming
a hybrid representation [ai, bi] ∈ AB, where [·] denotes the concatenation of
vectors and AB = A × B. From the new, hybrid representation, we expect
better properties than from the semantic part alone with respect to a target task.
For simplicity, in this chapter we consider only a binary representation for the
semantic attribute space A = {0, 1}n, and binary or probabilistic representations
for the non-semantic space B = [0, 1]m, and we assume that the target task is
nearest-neighbor based object classification.
In learning the augmented representations, we consider two scenarios: unsu-
pervised and supervised. The unsupervised case is applicable whenever we have
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good reconstruction of the input sample has captured more of the contained
information than one that does not.
In our case, we are interested not in any ad-hoc latent representation, but we
want to augment the existing semantic attributes. We achieve this by making
the attribute vector ai, a fixed part of the latent representation for any xi, and
learning an encoding only for the second part, bi. In the decoding layer, we try to
reconstruct xi from the joint [ai, bi], which has the effect that the bi representation
only needs to encode the information that ai lacks; see Figure 3.2. Consequently,
we have found a simple way to factorize the information in xi into a semantic
part in A, and an additional, potentially non-semantic, part in B.
Encoding function. As described above, the encoder function, e, maps an
input x ∈ Rd to the latent space AB. As the first, semantic, component a ∈ A is
obtained from a separate method for attribute-prediction, we only parameterize
the second, non-semantic component as b = σe(WBx), where WB ∈ Rm×d contains
all parameters, and σe(z) = 11+exp(−z) is a sigmoid non-linearity which we apply
component-wise to ensure that the latent layer takes values in a range comparable
with the binary-valued a. Together, we write
e(x) = [a, b] = [a, σe(WBx)] (3.1)
Decoding function. The decoder function g : AB → Rd aims at reconstruct-
ing the image in its original input space X from the latent space AB. We assume
the following linear form:
g([a, b]) = U [a, b] (3.2)
parameterized by a matrix, U ∈ Rd×(n+m), which we decompose as U = [UA, UB]
with UA ∈ Rd×n, UB ∈ Rd×m. To simplify notation, we denote the result of first
encoding x then decoding it again by x̃. For the complete data X, we can write
this as
X̃ = UAA+ UBB (3.3)
where A ∈ AN , and B ∈ BN are the encoded representations of the data X.
Reconstruction loss. The reconstruction loss measures the loss incurred by
mapping the input data to the latent space and then reconstructing the input
from the latent space. As such, it can be used to judge the quality of a choice
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of parameters WB and U . We follow the usual choice for real-valued x ∈ Rd and




￿xi − x̃i￿2 = ￿X − X̃￿2Fro (3.4)
where ￿ · ￿Fro denotes Frobenius matrix norm.
3.2.2 Supervised Learning of a Feature Space Augmenta-
tion
If we have access to ground truth annotation during the learning phase, we can
improve the augmented representation by adding an additional loss term that
more directly reflects the object categorization task than the reconstruction loss.
Folk Wisdom Loss. This loss term is inspired by the intuitive principle “stay
close to your friends and stay away from your enemies”. We can incorporate
this loss for learning in the latent space AB, because in a supervised setup a
natural friendship (enemy) relation between samples is given by having the same
(different) class labels. The folk wisdom loss (Quadrianto & Lampert, 2011) then
directly reflects the idea that we would like to make few mistakes in nearest
neighbor classification.
The idea of preserving the friendship while projecting the data to the la-
tent space was earlier described by Weinberger & Saul (2009), where the authors
showed how to learn a linear transformation over the data such that k-nearest
neighbors belong to the same class, while examples from different classes are sepa-
rated by a large margin. In our work we rely on the large margin nearest neighbor
(LMNN) formulation that they propose. First, for each sample we identify a set
of friends and non-friends based on their class label. We use the notation i ∼ j
to indicate that xi and xj are friends, and the notation i ￿∼ k to indicate that xi










0, C + d2AB(xi, xj)− d2AB(xi, xk)
￿
, (3.5)
where dAB denotes the Euclidean distance in the AB space, i.e. d2AB(xi, xj) =
￿[ai, bi] − [aj, bj]￿2 = ￿ai − aj￿2 + ￿bi − bj￿2. The first term in (3.5) penalizes
large distances between objects of the same class. The second term penalizes
small distances between objects of different classes, i.e. each sample is enforced
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to be C-units further from its non-friends than from its friends, where C is an
application dependent parameter. We set it to be the median of the square
distance between classes in the A space, where each class is represented by the
mean over training samples that belong to this class.
3.2.3 Regularized Risk Functional
To avoid overfitting, especially in the regime when little data is available, we
introduce regularizers on all parameters:
Ω(WB) = ￿WB￿2Fro, Ω(UA) = ￿UA￿2Fro, Ω(UB) = ￿UB￿2Fro (3.6)
In combination, we obtain the following regularized risk functional for learning
the hybrid attribute representations:
L(WB, U) = LR(WB, U) + ηLFW (WB) + αΩ(UA) + βΩ(UB) + γΩ(WB) (3.7)
where we have made the dependence of the loss terms on the unknowns WB and
U explicit. The objective function expresses the properties we expect from the
latent representation: 1) it should be compact (automatic, because A and B are
low-dimensional), 2) it should retain as much information as possible from X
(enforced by LR), 3) it should have higher discriminative power than A alone
(enforced by the folk wisdom loss LFW ) and 4) it should generalize from X to
unseen data (enforced by the regularization). The trade-off variables η, α, β and
γ control the relative influence of the aspects 2)–4). Setting η = 0, we obtain
a formulation that allows unsupervised feature learning, because only the folk
wisdom loss requires knowledge of labels (through the definition of friends and
non-friends). Even though we do not enforce property 3) in this case, we can
still hope for better classification performance, because property 2) will cause
additional information to be present in the hybrid representation than in the
semantic representation alone.
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3.3 Optimization
Minimizing the expression (3.7) is a non-convex optimization problem. The re-
construction loss is non-convex with respect to the weight matrix WB due to the
nonlinear transformation in the encoder function (3.1). The folk wisdom loss
is non-convex with respect to the weight matrix WB when optimizing the non-
friends relation part, i.e. the second term in (3.5). One potential approach to
solve the optimization problem is to use alternating optimization with respect to
one weight matrix at a time while fixing the others.
The key observation is that when the weight matrices WB, UB in (3.7) are
fixed, we can obtain the closed form solution for updating the matrix UA by
solving a ridge regression problem. The closed form solution to:
min
UA∈Rd×n
￿UAA+ UBB −X￿2Fro + α￿UA￿2Fro (3.8)
for fixed X, and UB, A, B is:
UA = (X − UBB)AT (AAT + αIn)−1 (3.9)
where In is the identity matrix of size n, and αIn reflects the regularization on
the matrix UA. Essentially, UA aims to capture the information, which was lost
by decoding from the latent space B, i.e. X−UBB. By analogy, for fixed X, and
UA, A, B, we obtain the closed form solution for updating the matrix UB:
UB = (X − UAA)BT (BBT + βIm)−1 (3.10)
where Im is the identity matrix of size m and βIm regularizes the matrix UB.
For WB the non-linearity of encoding prevents a closed form expression. After
updating UA, UB several existing optimization solvers can be used for updating
the matrix WB. In our case, we use Broyden-Fletcher-Goldfarb-Shanno gradient




LR(WB) + γΩ(WB), (3.11)
and the gradient with respect to WB has the form:
∇WB = 2UTB (X̃ −X)⊙ B ⊙ (1− B)XT + 2γWB, (3.12)
where ⊙ denotes the Hadamard or the entrywise product of the matrices, 1 is
a matrix of ones and B ⊙ (1 − B) appears when computing the gradient of the
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Algorithm 1 Learning Feature Augmentation
Input Training set X with attribute representation A
Input Regularization constants α, β, γ
Input If supervised : training labels Y , regularization constant η
repeat
UA ← update from closed form solution (3.9)
UB ← update from closed form solution (3.10)
if supervised then
Randomly pick friend and non-friend pairs based on class label Y
WB ← argminWB LR(WB) + ηLFW (WB) + γΩ(WB)
else
WB ← argminWB LR(WB) + γΩ(WB)
end if
until convergence, or for a maximal number of iterations
Return WB, UA, UB
logistic sigmoid. In the supervised learning, in order to update WB, we solve:
argmin
WB
LR(WB) + ηLFW (WB) + γΩ(WB), (3.13)
and the gradient has an additional term from the folk wisdom loss LFW . The folk
wisdom loss (3.5) is computed based on the pairwise distance between samples,
such as d2AB(xi, xj) for friends i ∼ j and similar for non-friends i ￿∼ j. For clarity,
we only specify the gradient form for pairwise distance d2AB(xi, xj) between xi
and xj here:
2(bi − bj)⊙ bi ⊙ (1− bi)xTi + 2(bj − bi)⊙ bj ⊙ (1− bj)xTj , (3.14)
where bi, bj are the encoded representation of samples xi and xj in the B space,
1 is a vector of ones.
Note, we do not need to run full L-BFGS procedure at each pass to update
the matrix WB, few steps only. To speed up the training, we use 2 steps in our
experiments. While training the autoencoder, we expect UA to vary less strongly,
because A is fixed, whereas B is learned, so we can accelerate the optimization by
updating the matrix UA less frequently, e.g. at every t-th iteration. The proposed
training procedure is summarized in the Algorithm 1.
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3.4 Related Work
A characteristic aspect of our work is that we want to extend the set of se-
mantic attributes. Prior approaches were aimed at preserving the property that
all attributes have a semantic meaning. Therefore, they required additional hu-
man knowledge, obtained either by external field expertise (Lampert et al., 2009,
2013), the analysis of textual sources (Berg et al., 2010), or by interaction with
human users (Parikh & Grauman, 2011a). By adopting a hybrid model in which
semantic and non-semantic attributes occur together, there is no need for such
an additional source of human input.
Our approach of using an autoencoder to find a useful feature representation
follows the recent trend of learning feature representations in an unsupervised
way (Welling et al., 2005; Hinton & Salakhutdinov, 2006; Ranzato et al., 2007).
Splitting the feature representation of the autoencoder into heterogeneous groups
has been discussed by Gregor & LeCun (2010); Hinton et al. (2011), among
others. However, in our case factorization of the autoencoder is different due to
asymmetry of the semantic and non-semantic parts. The semantic part reflects
the human-interpretable attributes and is fixed, whereas the non-semantic part is
learned to overcome the shortcomings of the semantic attributes at the expense
of not being interpretable.
Learning a lower dimensional feature representation with an autoencoder
model is also related to the principal component analysis (PCA). PCA learns
an orthogonal projection of the data points onto a lower dimensional subspace,
such that the variance of the projected data is maximized. Alternatively, PCA
can be viewed as an autoencoder model with linear encoder and decoder, so that
the squared error reconstruction loss between a given sample and the sample re-
constructed by the autoencoder is minimal (Bishop, 2006). The non-linear version
of PCA is closely related to our autoencoder model with a non-linear decoder.
It learns, however, a representation without incorporating the information about
semantic attributes and without the folk wisdom principle.
To our knowledge, our work is the first that explores the idea of autoencoders
jointly with the large margin nearest neighbor principle (Weinberger & Saul,
2009). Other approaches to preserve class structure during feature learning exist,
however. For example, Salakhutdinov & Hinton (2007b) train a deep network
and afterwards use Neighborhood Component Analysis (NCA) to improve the
k-NN classification accuracy. NCA is also the basis of the work by Tang et al.
(2010) that aims at learning a feature representation which is suitable for the
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object categorization with a small training set. Its focus, however, does not lie on
leveraging existing attribute annotation, but to make optimal use of the available
training examples by constructing many virtual training sets.
Recently, there has been much interest in learning discriminative attributes
(Rastegari et al., 2012; Yu et al., 2013; Mittelman et al., 2013), also known as
mid-level features, which are both detectable and discriminative. In this way, one
could compensate for unreliable predictions from the semantic representation, and
aim directly for good classification performance. While attributes have received
much attention, most of the existing work studies either zero-shot learning with
no training examples (Lampert et al., 2009; Palatucci et al., 2009; Russakovsky
& Fei-Fei, 2010; Akata et al., 2013; Jayaraman & Grauman, 2014), or the more
classical case of many training examples, which allow training of discriminative
probabilistic or maximum-margin classifiers (Wang & Mori, 2010; Mahajan et al.,
2011; Patterson & Hays, 2012). Our interest lies in the case in-between, where
some, but few examples per class are available. It appears wasteful to use zero-
shot learning in this case, but it has also been observed previously that discrim-
inative techniques tend to fail in this regime (Fei-Fei et al., 2006; Wolf et al.,
2008), unless specific transfer learning techniques can be incorporated (Tommasi
et al., 2010; Rohrbach et al., 2010, 2011; Mensink et al., 2014).
3.5 Experiments
We use the Animals with Attributes (AwA) dataset (Lampert et al., 2009, 2013)
described in our Section 2.1.3. The dataset consists of 30475 images, and each
image has a category label attached to it which corresponds to the animal class.
There are 50 animal classes in this dataset. The dataset also contains semantic
information in the form of an 85-dimensional Osherson’s (Osherson et al., 1991)
attribute vector for each animal class. Following the studies of Lampert et al.
(2009, 2013), we use 24295 images from 40 classes to learn the semantic attribute
predictors. From the remaining 10 classes, we take 4680 images for training the
autoencoder model, and use the rest of the 1500 images, i.e. 150 from each class,
to test the performance of the model. We repeat the whole procedure of training
and test 5 times to get better statistics of the performance. In our experiments, we
use the representation by SURF descriptors (Bay et al., 2008) provided with the
dataset and referred to as original feature representation. We further normalize
the features to have zero mean and unit standard deviation for each dimension.
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Algorithms. We analyze two variants of our proposed method: in the first vari-
ant the hybrid representation is learned in an unsupervised way via the autoen-
coder architecture while minimizing only the reconstruction loss; in the second
variant the hybrid image representation is learned with additional supervision
via the folk wisdom principle. The supervision comes from friendship and non-
friendship relations based on class label. We define friends to be samples coming
from the same class and non-friends to be from different classes. To keep the
terms in balance we sample the pairs such that the cardinality of the non-friends
set has the same order as the friends set. We find that 3 friends and 3 non-
friends for each sample is a good balance between computational efficiency and
accuracy performance. Further, we stochastically change the pairs of friends and
non-friends as the optimization solver cycles through the steps.
Evaluation metric. We use k-nearest neighbor classification accuracy as the
evaluation metric with k = 3. We compare the classification performances of our
proposed unsupervised and supervised hybrid representations to baselines using
original bag-of-visual-words image representation and pure semantic attribute
representation (Lampert et al., 2009, 2013). The semantic attribute representa-
tion is the established method that is able to predict a class label without seeing
any examples of the class and thus shows significant advantage in the small shot
setting over bag-of-visual-words representation. However, the latter, in principle,
can benefit from the availability of more training data points.
Attribute predictors. For the semantic attribute baseline, we learn a predictor
for all of the 85 attributes based on samples and semantic information on the set
of 40 animal classes. We use an ￿2-regularized logistic regression model with the
2000-dimensional bag-of-visual-words image representations.
Model selection. We also perform a cross validation model selection approach
in choosing the regularization parameters for our unsupervised learning variant,
α, β and γ, and then for our supervised variant η given the trade-off parameters
of the unsupervised from the previous model selection.
Results. We demonstrate the performance in a small shot setting, when we
have 2, 4, 6, 8, 10, 20, 30 number of training samples per class. These are the only
samples used to train the autoencoder model and to assess k-nearest neighbor
performance. We randomly select the required number of training samples from
the available training samples per class, which in total is 4680 images. We are
interested in exploring how the latent attribute space AB benefits when aug-
menting the A with only few dimensions, and up to the case when we double the
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representation.
Looking at Figure 3.3 more closely for m = 10 dimensional space B, we can
see that our hybrid unsupervised model shows only minute improvements over
semantic attributes representation when augmenting with only few dimensions.
This is expected as the effect of few additional dimensions is overwhelmed by
a strong semantic prior, which is by itself already discriminative enough. In
comparison, at higher dimensions such as m = 50, the unsupervised variant
becomes clearly better than the semantic attribute representation alone. When
we double the size of the latent space, i.e. m = 85, we observe saturation in
improvements when using a small number of training samples, due to highly
redundant information in the encoded B space. As the number of samples grows,
the trend of increased recognition performance continues.
We also observe a more positive effect of incorporating the folk wisdom prin-
ciple into the learning of latent attribute space when more samples become avail-
able. The proposed hybrid supervised representation integrates the knowledge
about object classes by enforcing a large margin between images from different
classes. This can be seen also in the visualization of the AB representation for
one of the runs with m = 85 dimensional B space and N = 30 training samples
per class. Please, refer here to our Figure 3.4.
From the visualization, we observe certain structure in the representation
learned in the B space with respect to different classes. We credit this to the
influence of the large margin between images from different classes encoded in
the folk wisdom criterion, which forces certain attributes to be on/off across the
whole class (vertical stripes) supporting class discrimination.
The margin concept also helps to improve recognition performance at low
dimension of the B space. However, we note that in some cases the performance
of our supervised method only matches the unsupervised counterpart. Such cases
can be seen in Figure 3.3 at dimension m = 20, and at dimension m = 50. This
is caused by the sensitivity of the method to the model selection on the trade-off
variables between reconstruction loss and folk wisdom loss.
We also consider the case where we are given the ground truth semantic at-
tributes of the input images for training the autoencoder model. One could hope
that this leads to better results, as it eliminates the effect of noisy predictions at
training time. On the other hand, using the ground truth attributes prevents the
training stage from learning to compensate for such errors. The results of these
experiments for m = 10 and m = 85 dimensional space B are shown in Figure
3.5. Note, because the ground truth attributes are defined per class, the semantic
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We also provide more extensive experimental analysis of the impact of different
model components in Figure 3.6. As can be seen in our setting, augmenting the
semantic attributes with proposed hybrid unsupervised and supervised methods
is clearly better than learning a representation “from scratch” (baselines with
A = 0). We also illustrate the dominating role of the folk wisdom criterion over
the reconstruction criterion in the proposed hybrid supervised model. In this
case, the augmented attribute representations are learned using the folk wisdom
criterion while eliminating the reconstruction term in (3.7).
Comparison to related work. Earlier works on object categorization for the
Animals with Attributes dataset followed different experimental setups than the
one we use, so numeric results are not directly comparable with ours. The original
work of Lampert et al. (2009) reports classification accuracy of 40.5% in a zero-
shot setup with DAP model (direct attribute prediction). However, the work
makes use of multiple kernels with six different feature types, whereas we rely
only on a single feature type. Note that the “Attribute” baseline we report in
Figure 3.5 corresponds approximately to the DAP model. Ebert et al. (2010)
performed experiments on 1– and 10–nearest neighbor classification accuracy.
For the same SURF features that we use, the authors achieve 11.7% accuracy
for the ￿2-norm and 16.4% accuracy for the ￿1-norm, which is comparable with
the “Original Feature Representation” we report in Figure 3.3 and Figure 3.5.
Tang et al. (2010) learned feature representations in a one-shot setup. Using the
same combination of 6 different feature descriptors as Lampert et al. (2009), the
authors report 23.7% for linear representations, 27.2% for non-linear and 29.0%
for a combination of non-linear with semantic attribute features.
3.6 Summary and Discussion
In this chapter we introduced a method to augment a semantic attribute rep-
resentation by additional (non-semantic) mid-level features. The main idea is
to learn only the non-semantic part of the representation by an autoencoder in
combination with an (optional) maximum-margin loss term, while keeping the se-
mantic part fixed. The effect is that the additional feature dimensions overcome
the shortcomings of the semantic original ones, but do not copy their behavior.
We interpret the result as an orthogonal decomposition of the image features into
semantic and non-semantic information.
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Our experiments showed that the additional flexibility offered by the hybrid
features improves the nearest neighbor classification accuracy over the purely
semantic representation. In particular, they allow for a smooth transition between
the zero-shot case (no training images), the unsupervised case (training images
without labels) and the supervised case (training images including their labels).
There are several limitations of the setup we chose. A first aspect is that our
model requires regularization on the parameter matrices, and therefore the choice
of regularization parameters. We used standard cross validation for this, but if
the number of training examples is small – which is exactly the case of interest –
this step can become unreliable. Instead, it could be promising to decide on free
parameters using a Bayesian criterion that does not require splitting the available
data into parts. A second aspect is that our model is parametric: we fixed the
dimension of the augmented attribute representation a priori, and it does not
scale as the number of data points. In more realistic setup, one would hope to
have a model that can automatically decide on the dimension of the augmented
attribute space from the available data. This brings us to the non-parametric
aspect of learning the mid-level feature representations, which we address in the




In this chapter, we propose a probabilistic view on modeling discriminative non-
semantic latent variables from observed data. Our model allows simultaneous
inference of the number of binary latent variables and their values. The latent
variables preserve the neighborhood structure of the data in the sense that ob-
jects in the same class have similar latent values and objects in different classes
have dissimilar latent values. Inspired by the folk wisdom principle, we formulate
the supervised latent variable problem based on an intuitive principle of pulling
objects together if they are of the same type, and pushing them apart if they are
not. We then combine this principle with a flexible Indian Buffet Process prior
over (potentially) infinite latent variables. We show that the inferred supervised
latent variables can be directly used to perform a nearest neighbor search for the
purpose of classification or retrieval. We explore the application of augmenting
semantic attributes, and show how to couple effectively the structure of the se-
mantic space with continuously growing structure of the neighborhood preserving
infinite latent feature space.
This chapter is based on:
N. Quadrianto, V. Sharmanska, D.A. Knowles,
Z. Ghahramani:
The Supervised IBP: Neighbourhood Preserving
Infinite Latent Feature Models,
UAI 2013, Seattle, USA.
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4.1 Introduction
In statistical data analysis, latent variable models are used to represent compo-
nents or properties of data that have not been directly observed, or to represent
hidden causes that explain the observed data. In many cases, a natural repre-
sentation of an object would allow each object to admit multiple latent features.
This means for each data sample x we introduce a K-dimensional attribute vec-
tor z from a binary latent space, such as B, for example. Classical statistical
techniques require the number of latent features K to be fixed a priori. Lately,
non-parametric Bayesian models have emerged as an elegant approach to deal
with this issue by allowing the number of features to be inferred from data. One
class of these models utilizes the Indian Buffet Process (IBP) prior (Griffiths &
Ghahramani, 2005) to allow a potentially unbounded number of features. Almost
all IBP-based statistical models are geared towards unsupervised latent feature
learning, for example, as an exploratory tool for discovering compact hidden struc-
tures in observed data. However, in many practical settings we seek supervised
learning of latent variables that are semantically meaningful and encode super-
vised information in the form of class labels, attributes, friendship relatedness, for
example. We follow the same scenario as in our previous chapter and explore the
supervised information in terms of friends and non-friends relationship between
data points from the same/different classes. This can be directly used for nearest
neighbor search and also for classification if we know the class labels of friends
and non-friends samples.
Our supervised latent variable model enforces the folk wisdom principle, such
that latent variables z associated with objects of the same class possess similar
values, and latent variables associated with objects of different classes possess
dissimilar ones. For example, two sample images of zebra class would have similar
placement of 0s and 1s in their z representations, and samples of zebra and
white tiger would have the opposite. To achieve this, we define a neighborhood
likelihood function in Section 4.2 that views this criterion as preference relation.
When coupled with a flexible prior on infinite sparse binary matrices and a data
likelihood, we are able to characterize a probabilistic model for supervised infinite
latent variables problems. For the data likelihood, we explore two directions:
a standard linear Gaussian model, and our proposed linear probit dependent
model, detailed in Section 4.3. We discuss inference in Section 4.4 and predictive
distribution in Section 4.5. Finally, we present two synthetic data experiments
and the application of augmenting semantic attributes in Section 4.7.
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4.2 The Neighborhood Likelihood Model
We are given a set of N observed data samples {x1, . . . , xN} ⊂ X . As before, for
image objects, X are features extracted based on the content of the image. We
further assume that the supervised information is available in the form of triplets:
T = {(i, j, l) : i ∼ j, i ￿∼ l}, (4.1)
which contains indices of friends, i.e. samples i and j from the same category, and
indices of non-friends, i.e. samples i and l from different categories. In fact, this
type of supervision requires class label information only because we are interested
in nearest neighbor classification as our final goal, and not object comparison or
retrieval in general.
For each data point xi, we introduce a K-dimensional vector zi from a binary
latent space, where zki = 1 denotes that object i possesses feature k, and zki =
0 otherwise, and K is inferred from data. The collection of all latent binary
features zi, i = 1, . . . , N form a matrix Z. Targeting directly our goal of learning
neighborhood preserving latent space that is suitable for nearest neighbor search,
we require that zi is similar to zj to model i ∼ j, and zi is dissimilar to zl to
model i ￿∼ l. Now, we formalize the folk wisdom principle (Goldberger et al., 2004;
Weinberger & Saul, 2009; Quadrianto & Lampert, 2011) for supervised learning
of the latent variable representations as a preference relation.
When we observe that objects i and j are friends, while objects i and l are
non-friends, we say that object i prefers object j to object l, and use a notation
j ￿
i
l. Let T be a N ×N ×N preference tensor with entries {tijl}, where tijl = 1
whenever j ￿
i
l is observed. Let w be a K × 1 non-negative weight vector that
affects the probability of preference relations among object i, j and l. We assume
that preference relations are independent when conditioned on latent features Z
and weights w. Also, we assume that only the latent representation of objects i,
j and l influence the tendency of i preferring j to l. With the above assumptions,




Pr(tijl = 1|zi, zj, zl, w). (4.2)







wkI[zki = zkj ](1− I[zki = zkl ]), (4.3)
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where we make use of Iverson’s bracket notation: I[P ] = 1 for the condition P is




wkI[zki = zkj ](1− I[zki = zkl ]) +
￿
k
wk(1− I[zki = zkj ])I[zki = zkl ]. (4.4)
In (4.3), the term
￿
k wkI[zki = zkj ](1 − I[zki = zkl ]) collects the weights for all
features that object i and j have but object l does not have, i.e. zki = zkj = 1
and zkl = 0, and the weights for all features that object i and j do not have but
l has, i.e. zki = zkj = 0 and zkl = 1. Thus, the choice between two alternatives j
and l from point-of-view i depends on latent features that are shared between i
and j but not l. This type of preference model is inspired by the choice model of
Görür et al. (2006) and is based on a standard Restle’s choice model in psychology
(Restle, 1961).
We take a fully Bayesian approach by treating latent variables Z and w as
random variables, and computing the posterior distribution over them by invoking
Bayes’ theorem. We discuss the selection of prior probabilities on Z and w in
detail in the next section.
4.3 The Generative Process
We want to define a flexible prior on Z that allows simultaneous inference of the
number of features and all the entries in Z at the same time. Thus, we put the
Indian Buffet Process (IBP) prior (Griffiths & Ghahramani, 2005) on Z:
Z ∼ IBP(α), with parameter α ≥ 0. (4.5)
The IBP is a prior on binary matrices with a finite number of rows (N in our case)
and an unbounded number of columns, such that with probability one, a feature
matrix Z drawn from it will only have a finite number of non-zero entries. This
distribution is suitable for use as a prior in probabilistic models that represent
objects with potentially infinite number of features.
For the elements of w, we choose to put a Gamma distribution as a natural
prior for a non-negative weight vector:
wk





with γw ≥ 0, θw ≥ 0. (4.6)
The last required modeling part is to define the data likelihood. For this,
we explore two directions: first, we use a standard linear Gaussian model which
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(a) Linear Gaussian Model (b) Linear Probit Model
Figure 4.1: Graphical model for learning our supervised infinite latent variable
models based on preference relation. Left: Linear Gaussian model is used to
generate the observed data based on latent features. Right: Linear probit model
is used to generate latent features based on the observed data. The difference
between left and right figures is encoded in the direction of red arrows modeling
the dependency between data X and latent features Z. Shade indicates the
observed variables.
assumes data is generated via a linear superposition of latent features. Second,
we propose to make the latent features dependent on observed data via a linear
probit model. We discuss both models in the next two sections.
4.3.1 Z → X Linear Gaussian Feature Model
This data generating model was initially explored for the IBP in the unsupervised
context by Griffiths & Ghahramani (2005). In this model, for an d-dimensional
input space X = Rd, the data point xi ∈ Rd is generated as follows:
xi = V zi + σx￿, where ￿ ∼ N (￿|0, I). (4.7)
In the above, V is a real-valued d ×K matrix of weights, for which we define a
spherical Gaussian conjugate prior with a covariance matrix σ2vI: V ∼ N (0, σ2vI).
The generative process for our preference model with a linear Gaussian likelihood
is then:
Z ∼ IBP(α); V ∼ N (0, σ2vI); xi|zi, V ∼ N (V zi, σ2xI); (4.8a)
wk
i.i.d.∼ G(γw, θw); j ￿
i
l|Z,w ∼ Bernoulli(pijl), (4.8b)
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where pijl is preference probability defined in Equation (4.3). The hyperparameter
α influences the number of non-zero features in the matrix drawn from the IBP
distribution. The role of α will become clearer in the next section, where we
describe the stick breaking construction of the IBP.
We can subsequently compute the posterior distribution of the latent feature
matrix Z and the weights w using the conditional independence assumptions
depicted in Figure 4.1(a):
Pr(Z,w|X, T ) ∝
￿
Pr(T |Z,w) Pr(X|Z, V, σx) Pr(Z|α) Pr(V |σv) Pr(w|γw, θw)dV. (4.9)
From Figure 4.1(a), we can observe that the neighborhood model with linear
Gaussian data likelihood requires the latent features Z to explain the preference
relation in given triplets (arrows from zki , zkj and zkl to j ￿
i
l), and to generate
the observed data X (red arrows from zi to xi and similar for zj, zl). Modeling
observed data is a hard task by itself. Instead, in the next section, we propose
an IBP model that is conditioned on object covariate information X and let the
latent features Z model only the supervised preference relation.
4.3.2 X → Z Linear Probit Dependent Model
In order to define the dependent IBP model, we first formalize the original IBP
distribution. We overview its explicit construction called the stick breaking con-
struction of the IBP (Teh et al., 2007):




vj ∼ Beta(α, 1) and b0 = 1. (4.10b)
In this model, bk is the probability of the kth feature zki being activated, also
considered as a length of the stick. In the beginning the length is 1. As k increases,
the feature presence probabilities bk decrease exponentially fast to zero, and this
process can be seen as breaking the stick into two at each iteration k. Williamson
et al. (2010) observe that a Bernoulli random variable zki can be represented as:
zki = I[uki < Φ−1µ,σ2(bk)] (4.11a)
uki ∼ N (µ, σ2), (4.11b)
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where Φµ,σ2(·) := Φ(·|µ, σ2) is a Gaussian cumulative distribution function
(CDF). We propose a covariate dependent IBP model by linearly parameterizing
the cut off variable uki as follows:
zki = I[uki < Φ−1µ,σ2(bk)] (4.12a)
uki = −x￿i gk + ￿, ￿ ∼ N (0, 1). (4.12b)
Here, gk ∈ Rd is a vector of regression coefficients for each feature k, hence,
uki | xi, gk ∼ N (uki |− x￿i gk, 1). (4.13)
When Φµ,σ2 in (4.12a) is the Gaussian CDF of N (uki |− x￿i gk, 1) in (4.12b), then
we recover the standard IBP model (4.11). By varying the parameters (µ, σ2), we
enforce the latent feature presence probability to depend on the covariate data
xi. For simplicity, here, we focus on the standard Gaussian CDF, Φ0,1(·). From
(4.12) we compute the feature presence probability:
Pr(zki = 1|xi, gk, bk) = Pr(I[−x￿i gk + ￿ < Φ−10,1(bk)] = 1) =
Pr(￿ < x￿i gk + Φ−10,1(bk)) = Φ0,1(x￿i gk + Φ−10,1(bk)). (4.14)
The interpretation of the dependent model above is that the feature k is present
depending on probit regression model Φ0,1(x￿i gk+Φ−10,1(bk)), with decreasing biases
Φ
−1
0,1(bk), which will ensure that finitely many features are used only. Note the
similarity between the probit IBP model of the latent binary representation and
logistic encoding used in the autoencoder model in the previous chapter.
We use a spherical Gaussian prior with a covariance matrix σ2gI for the re-
gression coefficient matrix, [g1, g2, . . . , gK ] = G. With the above construction, the
generative process for our preference model with linear probit likelihood is:
vj ∼ Beta(α, 1); bk =
k￿
j=1
vj; G ∼ N (0, σ2gI); (4.15a)
zki | x, g, b ∼ Bernoulli( Φ0,1(x￿i gk + Φ−10,1(bk)) ); (4.15b)
wk
i.i.d.∼ G(γw, θw); j ￿
i
l| Z,w ∼ Bernoulli(pijl). (4.15c)
The joint posterior distribution of the latent feature matrix Z, the features pres-
ence probability b, the weights w and the regression coefficient matrix G using
the conditional independence assumptions depicted in Figure 4.1(b) is:
Pr(Z, b, w,G|X, T ) ∝
Pr(T |Z,w) Pr(Z|X,G, b) Pr(w|γw, θw) Pr(G|σg) Pr(b|α). (4.16)
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Feature presence probability Similarly to the IBP model, we show that
the feature presence probability in the linear probit dependent model Pr(zki =
1|xi, gk, bk) has a decreasing order with exponential rate. We use the Chernoff
bound of the Gaussian CDF to upper bound Pr(zki = 1|xi, gk, bk).








, x ≤ 0. (4.17)
Lemma 2 Given a covariate xi, the stick length bk, and the vector of regression
coefficients gk, that is bounded, the probability of the k-th feature being present
decreases exponentially fast Pr(zki = 1|gk, bk, xi) → 0 when k → ∞.
Proof We apply the Chernoff bound (4.17) to Pr(zki = 1|gk, bk, xi):
Φ0,1(x
￿









, x￿i gk + βk ≤ 0, (4.18)
where βk = Φ−10,1(bk) and βk → −∞ when k → ∞ due to exponential decrease
of the stick lengths bk in the stick breaking IBP. For the bounded covariate xi
and the bounded vector of regression coefficients gk, the condition x￿i gk + βk ≤ 0
holds because |x￿i gk| is bounded:
|x￿i gk| ≤ γ|βk|, 0 ≤ γ < 1, k → ∞. (4.19)
Therefore, −12(x
￿
i gk + βk)
2 ≤ −12(|βk| − |x
￿
i gk|)2 ≤ −12(|βk|(1 − γ))
2 and we can
simplify the bound,









Note that the lemma also recovers the standard IBP model when γ = 0, because
gk = 0 for all k according to (4.19).
4.4 Inference
In the inference phase, the goal is to compute the joint posterior over the latent
binary feature matrix Z, the non-negative weights w and the regression coefficient
matrix G (for the linear probit dependent model) as expressed in (4.9) and (4.16).
For our proposed model, exact inference is computationally intractable. Thus,
we employ a Markov Chain Monte Carlo (MCMC) method (Andrieu et al., 2003)
to explore the posterior distributions.
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4.4.1 Sampling for Linear Gaussian Model
Sampling of Z The sampler for the binary feature matrix Z consists of sam-
pling existing features, proposing new features with corresponding weights and
accepting or rejecting them based on the Metropolis-Hasting (M-H) criterion. We
sample each row zi one after another. For sampling existing features, we use:
Pr(zki = 1|X, T, w) ∝￿
m−i,k Pr (T |w,Z−i,k, zki = 1) Pr (X |Z−i,k, zki = 1, V ) Pr (V ) dV, (4.21)
where Z−i,k stands for column k in the latent feature matrix Z excluding row i,
and m−i,k is the number of non-zero entries in it.
For sampling new features, we simultaneously propose (Knew, Znew, wnew),
where number of new features Knew is sampled from the Poisson(α/N) prior,
wnew is the current weight vector for K existing features appended with i.i.d
weights from its Gamma prior for Knew features and Znew is the current feature
matrix Z augmented with Knew column vectors of ones. We evaluate whether
to accept the proposal (Knew, Znew, wnew) using a M-H acceptance ratio, which
reduces to the ratio of the likelihoods (Meeds et al., 2007):
Pr(T |wnew, Znew) Pr(X|Znew, V )
Pr(T |w,Z) Pr(X|Z, V ) > 1. (4.22)
Due to our Gaussian assumptions, the real-valued weight matrix V in (4.21) and
(4.22) can be marginalized analytically (Griffiths & Ghahramani, 2005).
Sampling of w For the weights that correspond to the non-zero features, we
have:
Pr(w|Z,X, T ) ∝
￿
Pr(T |Z,w)Pr(X|Z, V )Pr(V )Pr(w)dV. (4.23)
We use a slice sampling procedure of Neal (2003) and sample each of the non-
negative weights that correspond to the non-zero features and drop the weights
that correspond to zero features.
4.4.2 Sampling for Linear Probit Model
For this model, we adapt a slice sampling procedure with stick breaking repre-
sentation described by Teh et al. (2007).
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Sampling of b The form of the conditional distribution of b can be found in
(Teh et al., 2007). As suggested by the authors, we use the adaptive rejection
sampling procedure (Gilks & Wild, 1992) to draw samples from it, due to the
log-concavity of the distribution.
Sampling of Z Given the auxiliary slice variable, we will only update the
latent feature for each observation and each dimension where its feature presence
probability is below the slice. The required conditional distributions are:
Pr(zki = 1|xi, T, w, gk, bk) =
Φ0,1(x
￿
i gk + Φ
−1
0,1(bk))Pr(T |w,Z−i,k, zki = 1). (4.24)
Sampling of w Similar to the linear Gaussian case, we update the non-negative
weights that correspond to the non-zero features by using a slice sampling proce-
dure.
Sampling of G We sample each component gk of the regression coefficient
matrix [g1, g2, . . . , gK ] using elliptical slice sampling (Murray et al., 2010), an
efficient MCMC procedure for the training of tightly coupled latent variables
with a Gaussian prior.
4.5 Prediction on Test Data
4.5.1 Linear Gaussian Model
For a previously unseen test point x̄ ∈ Rd, the joint predictive distribution for
the latent variable z̄ and the preference relation variable t̄ is:
Pr(z̄, t̄|X, T, x̄) =
￿ ￿
Z
Pr(z̄, t̄|Z,w,X, x̄)Pr(Z,w|X, T )dw, (4.25)
where Pr(z̄, t̄|Z,w,X, x̄) = Pr(t̄|z̄, w)Pr(z̄|Z,X, x̄). This involves averaging over
the predictions made by each of the posterior samples of Z and w. The prefer-
ence relation variable t̄ is a binary variable representing whether the object x̄ is
preferred in some triplet (or not). Since we have trained the binary latent space
in a supervised manner, we could predict the label of the new test point based on
its neighbors and non-neighbors. For this, we perform a nearest neighbor classi-
fication of the inferred test latent variable z̄ with respect to the training latent
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variables Z. Therefore, we are interested only in the predictive distribution over




Pr(z̄|Z,X, x̄)Pr(Z|X), where (4.26a)
Pr(z̄|Z,X, x̄) ∝ Pr(x̄|z̄, Z,X)Pr(z̄|Z). (4.26b)
The explicit form of Pr(x̄|z̄, Z,X) can be found from the joint Gaussian distri-


















The conditional probability distribution has also a Gaussian form:
Pr(x̄|z̄, Z,X) ∼ N (µ̄, Σ̄) (4.28a)




Σ̄ = z̄z̄￿ − z̄(Z￿Z + σ2x/σ2vI)−1Z￿Zz̄￿. (4.28c)
The above predictive distribution Pr(x̄|z̄, Z,X) defines a distribution of the map-
ping from a latent space to the observed data space.
Fast approximation In cases where we are only interested in a maximum a
posteriori (MAP) estimate of the latent variables, it is desirable to avoid sampling
from the predictive distribution, and directly find an approximate MAP estimate
in a computationally efficient way. In our case, we use the predictive mean of
Pr(x̄|z̄, Z,X) in (4.28b) to approximate z̄ by solving a linear system of equations,
resulting in a continuous estimate of the binary vector z̄:
x̄ ≈ z̄(Z￿Z + σ2x/σ2vI)−1Z￿X, (4.29a)
thus, z̄ ≈ x̄X￿Z(Z￿XX￿Z)−1(Z￿Z + σ2x/σ2vI). (4.29b)
4.5.2 Linear Probit Dependent Model
Similar to the linear Gaussian model, but with explicit representation of the
regression coefficient matrix, the joint predictive distribution of the latent variable
z̄ and the preference variable t̄ for a new test point x̄ ∈ Rd is:
Pr(z̄, t̄|T, x̄) =
￿￿￿
Pr(z̄, t̄|G,w, b, x̄)
￿
Z
Pr(Z, b, w,G|X, T ) db dw dG, (4.30)
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with test likelihood given as follows:
Pr(z̄, t̄|G,w, b, x̄) = Pr(t̄|z̄, w)Pr(z̄|G, b, x̄). (4.31)
As earlier, we are only concerned with the predictive distribution over the latent
variable z̄ for the new input x̄, which is Pr(z̄|G, b, x̄). Based on our linear probit
model, this is Pr(z̄k = 1|G, bk, x̄) = Φ0,1(x̄￿gk + Φ−10,1(bk)).
4.6 Related work
Infinite Latent Feature Models We are interested in Indian Buffet Pro-
cess (IBP) based models that allow the number of latent features to be learned
from data. By defining appropriate data generating likelihood functions, the IBP
can be used in, among others, binary factor analysis (Griffiths & Ghahramani,
2005), choice behavior modeling (Görür et al., 2006), sparse factor and indepen-
dent component analysis (Knowles & Ghahramani, 2007), link prediction (Miller
et al., 2009) and invariant features (Austerweil & Griffiths, 2010; Zhai et al.,
2012). For a recent comprehensive review of the IBP models, refer to Griffiths &
Ghahramani (2011). Lately, there is also growing interest in learning correlated
non-parametric feature models (Doshi-Velez & Ghahramani, 2009; Miller et al.,
2008), or in the direction of supervised modeling, as for dimensionality reduction
(Rai & Daume III, 2009). We should underline that our scenario of dependence
on per object covariate xk is not covered by the dependent IBP of Williamson
et al. (2010). Their model defines a prior over multiple IBP matrices which (for
certain settings of the model) are marginally IBP: a similar statement for our
construction is meaningless since we only have one IBP matrix. However, our
model does have the property that Z is IBP distributed conditional on vector of
regression coefficients gk = 0 for all k.
Gershman et al. (2015) expressed a goal closely related to ours, that nearby
data is more likely to share latent features than distant data (as induced by dis-
tances between data in time or space, for example). However, encouraging sharing
features between nearby data does not provide sufficient margin of separation be-
tween features of distant data. Our goal is to discover a binary latent space
where meaningful notions of similarity and difference are preserved in terms of
metric distances. Recently, the supervised IBP model was also proposed for cross-
modal retrieval (Zhen et al., 2015), where, among others, the preference relation
is extended to satisfy the cross-modal constraints. Also, IBP based models get
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moderate attention in the computer vision community, for example, as a dictio-
nary learning framework (Feng et al., 2014) for learning discriminative mid-level
features with efficient inference procedure, and as a weakly supervised method
for learning objects, attributes and object-attribute relations in (Shi et al., 2014).
Binary hash coding Our augmented attribute representation can be viewed
as a binary hash code representation for efficient image search. Binary representa-
tions are very attractive for reducing storage requirements and accelerating search
and retrieval in large collections of high dimensional data. In recent years, there
has been much interest in designing compact binary hash codes such that vectors
that are similar in the original data space are mapped to similar binary strings
as measured by Hamming distance (Salakhutdinov & Hinton, 2007a). Hash code
is a short binary string that can act as an index to access directly elements in
a database. Several machine learning methods have been developed to learn a
compact hash code (Salakhutdinov & Hinton, 2007a; Torralba et al., 2008; Weiss
et al., 2009; Norouzi et al., 2012), and to learn hash codes with better discrimi-
nation power (Mu et al., 2010; Wang et al., 2012), for example.
4.7 Experiments
We start with a synthetic data experiment to explore the structure of the la-
tent space Z produced by the proposed models (Section 4.7.1-4.7.2). Then, we
continue with the application of augmented attribute representations in Section
4.7.3.
4.7.1 Visualization of the Binary Latent Space
Data We generate 150 synthetic data points with 10 categories from a mixture
of 2-D multivariate Gaussians with uniformly drawn standard deviations in the
range [0, 1]. The means are uniformly drawn in the range [−1, 1] per category.
The visualization of the generated data is provided in Figure 4.2(a).
Algorithms We compare the generated latent space of our supervised linear
Gaussian (Super Gaussian IBP) and supervised linear probit (Super Probit
IBP) models with the Indian buffet process (IBP), and the distance dependent
Indian buffet process with distance defined on X (Input dd-IBP)1, and on the
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wnA I[ani = anj ] (1− I[ani = anl ]) +
K￿
k=1
wk I[zki = zkj ] (1− I[zki = zkl ]) },
(4.32)
where the normalizing constant C ensures pijl + pilj = 1. The latent features are
inferred to enforce separation among categories and amend shortcomings that the
observed binary variables might have in preserving the neighborhood structure.
Results. The supervised models are trained to utilize the given binary fea-
tures, and to add additional binary latent representations only when it is needed
to support the discrimination between categories (see Figure 4.3). As an example,
in case of categories 1 and 2 that are indistinguishable under the first 5 binary
features, 4.3(a)-4.3(b) learn at least unit distance in the extended representation
for these categories, and improve the separation from the remaining categories.
Super Gaussian IBP (Figure 4.3(a)) discovers additional 3 binary latent vari-
ables where category 1 has ‘0∗∗’ and category 2 has ‘1∗∗’. While Super Probit
IBP (Figure 4.3(b)) discovers 5 more binary latent variables with ‘∗ ∗ 0 ∗ ∗’ and
‘∗ ∗ 1 ∗ ∗’ assigned to category 1 and 2, respectively.
4.7.3 Augmenting Semantic Attributes
We use the Animals with Attributes (AwA) dataset (Lampert et al., 2009, 2013)
described in our background Section 2.1.3 for this application. We follow closely
our previous synthetic data experiment and define 2 settings to demonstrate
the performance of the proposed models in the difficult scenario, when semantic
attribute representation alone is not good enough to discriminate the classes.
1. We use 27, 032 images from 45 classes to learn the semantic attribute predic-
tors. From the remaining 5 classes – dolphin, humpback whale, killer whale,
chimpanzee and gorilla – we randomly sample 150 images for training and
150 images for testing the algorithms (30/30 from each class).
2. We use 23, 266 images from 40 classes to learn the semantic attribute pre-
dictors. And from the remaining 10 classes – dolphin, humpback whale,
killer whale, seal, chimpanzee, gorilla, giraffe, leopard, bobcat and squirrel –
we randomly sample 300 images for training and 300 images for testing the
performance of the algorithms (30/30 from each class).
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In both cases, we repeat the procedure of train and test splits 5 times to get better
statistics of the performance. In this experiment, we use the representation by
color histograms of quantized RGB pixels with a codebook of size 128 provided
with the dataset and referred to as original feature representation.
Attribute predictors. We use the color histograms to represent images, and
we focus on augmenting color attributes. Specifically, we take the first 5 entries
in the Osherson’s attribute vector that correspond to black, white, blue, brown
and gray attributes. We again use the ￿2-regularized logistic regression model
to train the attribute predictors using the original feature representation of 128-
dimensional color histograms. The difficulty of our scenarios comes from the type
of animals used and their attribute representation. In the case of 5 classes, the first
3 classes are animals which live in water (humpback whale, dolphin, killer whale),
thus expected to have similar appearance, and the other 2 classes (chimpanzee
and gorilla) have the same attribute representation in terms of color. In the
case of 10 classes, the representation of different classes often differs in only one
bit, or they are even identical. So our goal is to extend these observed semantic
attributes with latent binary features that help the class separation, i.e. the
augmented representation is favorable for nearest neighbor classification.
Algorithms. We compare the performance of our supervised linear Gaussian
(Super Gaussian IBP) and supervised linear probit (Super Probit IBP) mod-
els with the Indian buffet process (IBP), and the distance dependent Indian buffet
process with distance defined on X (Input dd-IBP), and on the labels Y (Output
dd-IBP). During training, all these models learn to augment the true Osherson’s
attribute representation of the data points. Our proposed models utilize the
supervised information in terms of triplets of friends and non-friends, and the
remaining three models (IBP, Input dd-IBP, Output dd-IBP) do this in an un-
supervised way. At test time, we predict the attributes on the test set using
the attribute predictors and augment this representation with the latent features
learned using the baseline methods. The supervised information is given by a
set of triplets generated the same way as in the synthetic data experiment: for
each data point we define 29 friends (all remaining samples in this class) and 29
non-friends (randomly sampled from other classes). The costly MCMC procedure
is performed offline at the training phase. At test time, we simply perform a fast
approximation via matrix vector multiplication in the linear Gaussian model (Sec-
tion 4.5.1) or compute probit regression in the linear probit model (Section 4.5.2).
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NN Semantic IBP Input Output Super Super Reference
Attributes dd-IBP dd-IBP Gaussian IBP Probit IBP
5 classes
1 26.3± 2.2 30.3± 2.0 27.9± 6.3 29.7± 3.5 33.8± 1.6 42.8± 2.4 40.9± 4.7
3 29.5± 2.9 29.6± 3.6 31.0± 1.4 34.6± 2.3 41.9± 3.4 40.2± 3.4
15 31.5± 2.6 27.8± 2.8 28.1± 3.2 35.5± 1.0 44.5± 2.1 39.3± 3.7
30 29.5± 3.2 24.3± 3.0 23.6± 3.4 33.8± 0.7 45.9± 4.1 36.1± 2.8
10 classes
1 12.7± 2.5 17.1± 3.1 12.9± 2.6 15.9± 2.3 17.3± 1.2 25.0± 2.9 25.0± 2.2
3 17.9± 2.8 13.1± 2.4 15.3± 2.3 18.2± 1.2 25.1± 3.0 26.0± 1.7
15 16.4± 2.5 14.7± 2.3 15.1± 1.8 18.0± 1.5 26.6± 2.7 27.8± 2.8
30 17.7± 3.4 14.5± 1.9 14.0± 1.9 18.3± 1.4 27.5± 2.4 25.8± 1.4
Table 4.1: Application of augmenting semantic attributes. IBP: standard IBP al-
gorithm (Griffiths & Ghahramani, 2005); dd-IBP: distance dependent IBP (Ger-
shman et al., 2015), where Input: distance on X , and Output: distance on the
labels; Super Gaussian IBP: our proposed supervised IBP with linear Gaussian
feature model; Super Probit IBP: our proposed supervised IBP with linear pro-
bit dependent model; Reference: original 128 real-valued feature representation;
Semantic Attributes: semantic attribute representation alone. The numbers
are k-NN accuracy mean ± std over 5 repeats. The best result and those not
significantly worse than it (using one-sided paired t-test with 95% confidence) are
highlighted in boldface.
Evaluation metric. We use k-nearest neighbor classification accuracy as the
evaluation metric with k = 1, 3, 15, 30 (the latter corresponds to total number of
samples per class). We compare the classification performance using augmented
attribute representations, using semantic attribute representation alone and using
original feature representation (as a reference baseline). The k-NN performance
using semantic attribute representation does not depend on k, because we use the
true Osherson’s color attributes during training. Thus, nearest neighbor search
is equivalent to finding nearest class-attribute representation.
Results. The results of all the baselines are summarized in Table 4.1. We ob-
serve that our proposed models, Super Gaussian IBP and Super Probit IBP,
exceed the performance of IBP and dd-IBP in all cases. We further notice that
Super Probit IBP is far superior to Super Gaussian IBP. We credit this to the
fact that linear Gaussian models are less suitable for modeling real-valued im-
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5 classes 10 classes
Linear SVM 43.3± 4.0 29.0± 3.3
Super Probit IBP 45.9± 4.1 (30 NN) 27.5± 2.4 (30 NN)
Table 4.2: Accuracy comparison between linear SVM and k-NN performance of
our Super Probit IBP. According to one-sided paired t-test with 95% confidence,
the results are not significantly different for both cases, 5 classes and 10 classes.
5 animal categories 10 animal categories
last average last average
1 NN 42.8± 2.4 42.7± 3.2 25.0± 2.9 25.5± 3.9
3 NN 41.9± 3.4 44.0± 2.7 25.1± 3.0 27.1± 2.9
15 NN 44.5± 2.1 46.5± 2.3 26.6± 2.7 27.7± 2.3
30 NN 45.9± 4.1 46.5± 2.3 27.5± 2.4 27.2± 2.7
Table 4.3: Effect of Bayesian Averaging on Super Probit IBP. last: using a
sample from the last iteration; average: using samples from the last 50 itera-
tions. The numbers show accuracy performance (mean±std). boldface means
significantly better using one-sided paired t-test with 95% confidence.
age representations (Austerweil & Griffiths, 2010; Zhai et al., 2012). One of the
possible solutions could be to define a more complex likelihood function (Auster-
weil & Griffiths, 2010; Zhai et al., 2012). Instead, we focus on generating binary
features that depend on the observed images via probit regression. As a refer-
ence, we also provide k-NN performance in the original 128 real-valued features.
Original features will require storage of 8, 192 (128 ∗ 64) bits per image, while
our Super Probit IBP code with 80 inferred binary latent dimensions will only
consume approximately 80 bits per image and gives better results. Further, to
view our results from a wider perspective, we also run the standard SVM base-
line1 using original feature representation (multi-class classification setting) and
present the results in Table 4.2.
Bayesian averaging. We explore the advantage of the fully Bayesian approach,
which allows us to learn the distribution over latent variables during the MCMC
runs. In our experiments, we run MCMC until a fixed number of iterations, and
subsequently consider the latent features given by the last iteration as the outcome
of the model. Instead, we can exploit the performance of the full distribution by
1We use the LIBSVM library available at http://www.csie.ntu.edu.tw/~cjlin/libsvm/.
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averaging the nearest neighbor performances over MCMC runs. The results of
Bayesian averaging on Super Probit IBP are summarized in Table 4.3. We can see
that averaging has a positive effect on the performance of the model, however, it
comes with a price in storage requirement where now the MCMC outcomes have
to be maintained.
4.8 Summary and Discussion
In this chapter, we have presented the non-parametric probabilistic approach to
learning mid-level feature representation of discriminative attributes that aug-
ment the given semantic attributes. With our proposed models, we overcome
two limitations of the parametric approach described in the previous Chapter 3:
there is no cross validation model selection procedure when using Bayesian learn-
ing framework, and the dimension of the augmented attribute space B is inferred
automatically from the data. However, it comes at the price of slow inference
procedure: the sampling mechanism is very costly and does not scale to large
datasets. Recently, Feng et al. (2014) proposed an asymptotic analysis of the
IBP model that can reduce the inference procedure to an efficient MAP solution.
However, it is currently restricted to the Linear Gaussian model case, which is
disadvantageous compared with the Linear Probit Model based on our experi-
ence. Therefore, in future it will be beneficial to adapt the asymptotic analysis
of Feng et al. (2014) to the Linear Probit model, and to explore the application
of scalable IBP model for continuous streams of data.
To make continuous updates of the Linear Probit model parameters, we have
to compute efficiently the posterior distribution of regression coefficients gk form-
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where computation of the normalization constant (in the denominator) requires






Pr(zki |xi, gk, bk)Pr(gk)Pr(bk) dgk dbk. (4.34)
Replacing our sampling procedure for posterior computation of G, b with asymp-
totic analysis, or efficient approximate inference such as Expectation Propagation
(Minka, 2001), or recently proposed spectral methods for IBP (Tung & Smola,
2014) would be attractive future directions to explore.

Part II




For 2,000 years, we believed logic was the only instrument
for solving intellectual problems. Now, our analysis of ma-
chine learning is showing us that to address truly complex





In this chapter, we focus on semantic attributes as a source of additional in-
formation about image data. This information is privileged to image data as
it is not available at test time. We bring a learning framework called learning
using privileged information (LUPI) to the computer vision field to solve the ob-
ject recognition task in images. We want the computers to be able to learn more
efficiently at the expense of providing extra information during training time. Be-
sides semantic attributes, we look at bounding boxes and image tags annotations
as additional information about the image data alone. We explore two maximum-
margin LUPI techniques for binary and multiclass settings. We interpret these
methods as learning to identify easy and hard objects in the privileged space and
transferring this knowledge to train a better classifier in the original data space.
We provide a thorough analysis and comparison of information transfer from priv-
ileged to the original data spaces for both LUPI methods. Our experiments show
that incorporating privileged information can improve the classification accuracy.
Finally, we conduct user studies to understand which images are easy and which
are hard for human learning, and explore how this information is related to easy
and hard samples when training a classifier from images.
This chapter is based on:
V. Sharmanska, N. Quadrianto, C.H. Lampert:
Learning to Rank Using Privileged Information,
ICCV 2013, Sydney, Australia.
V. Sharmanska, N. Quadrianto, C.H. Lampert:
Learning to Transfer Privileged Information,
2014, under journal review.
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5.1 Introduction
The framework called learning using privileged information (LUPI) was formally
introduced by Vapnik & Vashist (2009), and it has not been recognized in the
computer vision community until very recently. The concept is inspired by human
experience of learning with a teacher, when during learning we have access to
training examples and to an additional source of explanation from the teacher.
For example, learning a new concept in mathematics is faster when the teacher
explains it to us rather than if we only get questions and right answers. After
the course, the students should be able to solve new tasks themselves and not
rely on the teacher’s expertise anymore. Training with a teacher can significantly
improve the learning process and ability to generalize for humans and machines
(Vapnik & Vashist, 2009).
As a general framework, LUPI has been successfully applied to a variety of
tasks: handwritten digit images with poetic descriptions as the privileged source
for a data clustering task (Feyereisl & Aickelin, 2012); head pose or gender as
privileged information for facial feature detection(Yang & Patras, 2013); facial
expression recognition from low resolution images with high resolution images as
the privileged source (Chen et al., 2013); metric learning (Fouad et al., 2013); our
ranking framework with attributes, bounding box annotation, textual description,
and rationales as privileged information (Sharmanska et al., 2013); counting with
back-propagation (Chen & Kämäräinen, 2014).
In the standard learning setting, we are given input–output training pairs
about the task we want to learn, for example, images and category labels for
object classification. In the LUPI setting, we have the input–output training pairs
plus additional information for each training pair that is only available during
training. There is no direct limitation on the form of privileged information, i.e.
it could be yet another feature representation, or a completely different modality
like text or human annotation in addition to image data, that is specific for each
training instance.
LUPI in its original formulation does not tell us what kind of privileged in-
formation is useful, and will lead to better performance, or how to measure the
quality of it. In this chapter, we examine the three different types of privileged
information in the context of object classification task: attributes that describe
semantic properties of an object, bounding boxes that specify the exact localiza-
tion of the target object in an image, and image tags that describe the context
of an image in textual form. Figure 5.1 illustrates these three modalities.
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analyze the core difference of the information transfer in the proposed methods,
and how this kind of knowledge about the learning problem can guide the train-
ing of an image-based predictor to a better solution. In Section 5.4, we report
on experiments in the three privileged information scenarios introduced earlier:
attributes, bounding boxes and image tags. We demonstrate how to avoid hand-
crafted methods designed for a specific type of additional information, and handle
all the situations in a unified framework. In Section 5.5 we show that our method
is naturally suitable for a multiclass classification setting with the one-versus-rest
strategy. Additionally, we conduct user studies to identify easy and hard sam-
ples in human learning of object categories. We then utilize this data as ground
truth information to analyze and compare with easy and hard samples learned
by the proposed LUPI methods in Section 5.6. We end with the discussion and
conclusions in Section 5.7.
5.2 Related work
In computer vision problems it is common to have access to multiple sources of
information. Sometimes all of them are visual, such as when images are repre-
sented by color features as well as by texture features. Sometimes, the modalities
are mixed, such as for images with text captions. If all modalities are present
both at training and at test time, it is rather straight-forward to combine them for
better prediction performance. This is studied, e.g., in the fields of multi-modal
or multi-view learning. Methods suggested here range from stacking, where one
simply concatenates the feature vectors of all data modalities, to complex adap-
tive methods for early or late data fusions (Snoek et al., 2005), including multiple
kernel learning (Vedaldi et al., 2009) and LP-β (Gehler & Nowozin, 2009).
Situations with an asymmetric distribution of information have also been ex-
plored. In weakly supervised learning, the annotation available at training time
is less detailed than the output one wants to predict. This situation occurs,
e.g., when trying to learn an image segmentation system using only per-image or
bounding box annotation (Kuettel et al., 2012). In multiple instance learning,
training labels are given not for individual examples, but collectively for groups of
examples (Maron & Ratan, 1998). The inverse situation also occurs: for example
in the PASCAL object recognition challenge, it has become a standard technique
to incorporate strong annotation in the form of bounding boxes or per-pixel seg-
mentations, even when the goal is object categorization (Everingham et al., 2010;
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Russakovsky et al., 2012). Similar to strong and weak supervision, situations
in which the data representations differ between training and testing phase can
be distinguished by whether one has less or more information available at train-
ing time than at test time. The first situation occurs, e.g., in tracking, where
temporal continuity can be used at test time that might not have been available
at training time (Kalal et al., 2009). Similarly, it has been shown that image
metadata (geolocation, capture time) (Chen & Grauman, 2011) and an auxiliary
feature modality (Khamis & Lampert, 2014) can provide additional information
at test time compared to only the image information available at training time.
The situation we are interested in occurs when at training time we have an
additional data representation compared to test time. Different settings of this
kind have appeared in the computer vision literature, but each was studied in
a separate way. For example, for clustering with multiple image modalities, it
has been proposed to use CCA to learn a shared representation that can be com-
puted from either of the representations (Blaschko & Lampert, 2008). Similarly
the shared representation is also used for cross-modal retrieval by Quadrianto &
Lampert (2011). Alternatively, one can use the training data to learn a mapping
from the image to the privileged modality and use this predictor to fill in the
values missing at test time (Christoudias et al., 2008). Donahue & Grauman
(2011) showed that annotator rationales can act as additional sources of informa-
tion during training, as long as the rationales can be expressed in the same data
representation as the original data (e.g. characteristic regions within the training
images).
We follow a different route than the above approaches. We are not looking
for task-specific solutions applicable to a specific form of privileged information.
Instead, we aim for a generic method that is applicable to any form of privileged
information that is given as additional representations of the training data. We
show in the following sections that such frameworks do indeed exist, and in Sec-
tion 5.4 we illustrate that the individual situations described above can naturally
be expressed in these frameworks.
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5.3 Learning using Privileged Information
In the following we formalize the LUPI setup for the task of supervised binary
classification. We describe a simple extension of LUPI for a multiclass setting
using the one-versus-rest procedure in Section 5.5. Similarly to the settings be-
fore, we are given a set of N training images, represented by feature vectors
X = {x1, . . . , xN} ⊂ X = Rd, their label annotation, Y = {y1, . . . , yN} ∈
Y = {+1,−1}, and in addition to this, we are given a set of feature vectors,
X∗ = {x∗1, . . . , x∗N} ⊂ X ∗ = Rd
∗ , where x∗i encodes the privileged information
we have about sample xi. We do not make any specific assumption about the
privileged data space X ∗, and keep general notations for the features extracted
from visual, verbal or semantic form of privileged information. We refer to X
and X ∗ as original and privileged data spaces, accordingly.
Our binary classification task is to learn a prediction function f : X → Y
from a space F of possible functions, e.g. all linear classifiers. The goal of LUPI
is to use the privileged data, X∗, to learn a better classifier in the original data
space f : X → Y , than one would learn without it. Since the privileged data is
only available during training time and comes from a different domain, X ∗, than
the original space X , it is not possible, e.g., to apply functions defined on X to
X ∗ or vice versa. In this chapter, we describe how to use the privileged data to
characterize the training samples in the original data space into easy and hard
cases. Knowing this will help us to direct the learning procedure towards better
generalization and to learn a function of higher prediction quality.
In the following, we will explain two maximum-margin methods for learning
with privileged information that fit to this interpretation. The first method was
proposed by Vapnik & Vashist (2009), and the second method is our alternative
model for solving LUPI.
5.3.1 Maximum Margin Model 1: SVM+
The first model for learning with privileged information, SVM+, (Vapnik &
Vashist, 2009; Pechyony & Vapnik, 2010) is based on a direct observation that
soft constraints in a soft-margin SVM could be turned into hard constraints that
resemble a hard-margin SVM if one had access to a so-called slack oracle. Stan-
dard soft-margin SVM classifier was previously described in our background Sec-
tion 2.1.2 for training the attribute models. For clarity of presentation, here we
include both the soft-margin and the hard-margin formulations of SVM:











subject to, for all i = 1, . . . , N,








subject to, for all i = 1, . . . , N,
yi[￿w, xi￿+ b] ≥ 1. (5.2b)
The soft-margin SVM classifier is fully characterized by its weight vector w
and bias parameter b. However, in the training phase, N slack variables ξi –
one for each training sample – also need to be estimated. When the number of
training examples increases, soft-margin SVM solutions are known to converge





to the optimal classifier (Vapnik, 1999). This is in sharp






one could wonder whether it is possible for the soft-margin SVM to have a faster
convergence rate, ideally at the same rate as the hard-margin SVM. If the answer
is positive, the improved soft-margin SVM would require fewer training examples






rate, we will only require 100 samples instead of 10, 000 to achieve the
same level of predictive performance.
It might not come as a surprise that if we knew the optimal slack values ξi in
the optimization problem (5.1), for example from an oracle, then the formulation
can be reduced to the Oracle SVM that resembles the hard-margin case (5.2)












subject to, for all i = 1, . . . , N,
yi[￿w, xi￿+ b] ≥ ri, (5.3b)
ri is known (ri = 1− ξi).
Instead of N +d+1 unknowns which include slack variables, we are now estimat-
ing only d + 1 unknowns which are the actual object of interest, our classifying
hyperplane. The interpretation of slack variables is to tell us which training ex-
amples are easy and which are hard. In the above Oracle SVM, we do not have
to infer those variables from the data as they are given by the oracle.
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The idea of the SVM+ method is to use the privileged information as a proxy to
the oracle. For this the slack variable is parameterized with unknown w∗ and b∗:
ξi = ￿w∗, x∗i ￿+ b∗, (5.4)












￿w∗, x∗i ￿+ b∗ (5.5a)
subject to, for all i = 1, . . . , N,
yi[￿w, xi￿+ b] ≥ 1− [￿w∗, x∗i ￿+ b∗] (5.5b)
and ￿w∗, x∗i ￿+ b∗ ≥ 0. (5.5c)
The above SVM+ parameterizes the slack variables with a finite hypothesis space
(a scalar and a weight vector with dimension d∗, for example), instead of allowing
them to grow with the number of examples N .
Numerical optimization The SVM+ optimization problem (5.5) is convex,
and can be solved in the dual representation using a standard quadratic pro-
gramming (QP) solver. For a medium size problem (thousands to hundreds of
thousands of samples), a general purpose QP solver might not suffice, and special
purpose algorithms have to be developed to solve the QP. Pechyony & Vapnik
(2011) derived suitable sequential minimal optimization (SMO) algorithms to
tackle the problem. However, for the problem size that we are experimenting
with (hundreds of samples), we find that using a general purpose QP provided
in the CVXOPT1 package is faster than the specialized SMO solver. Therefore, we
use the CVXOPT-based QP solver for our experiments (Section 5.4).
5.3.2 Maximum Margin Model 2: Margin Transfer
In this framework, we propose a different model called Margin Transfer that: 1)
can be solved by off-the-shelf SVM packages; and 2) explicitly enforces an easy-
hard interpretation for transferring information from the privileged to the original
data space. Our strategy is to check whether each example is easy-to-classify or
hard-to-classify based on the margin distance to the classifying hyperplane in the
privileged space. Subsequently, we transfer this knowledge to the original space.
We hypothesize that knowing a priori which examples are easy to classify and
1http://cvxopt.org
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Algorithm 2 Margin Transfer from X ∗ to X
Input original data X, privileged data X∗, labels Y , tolerance ￿ ≥ 0
f ∗ ← SVM (5.1) trained on (X∗, Y )
ρi = max {yif ∗(x∗i ), ￿} (per-sample margin)
f ← SVM (5.6) trained on (X, Y ) using ρi instead of unit margin.
Return f : X → R
which are hard during learning should improve the prediction performance in the
original data space. This consideration leads us to the Margin Transfer method,
summarized in Algorithm 2.
First, we train an ordinary SVM (5.1) on X∗. The resulting prediction func-
tion f ∗(x∗) = ￿w∗, x∗￿ is used to compute the margin distance from the training
samples to the classifying hyperplane in the privileged space1 ρi := yif ∗(x∗i ). We
omit the explicit computation of the bias term b in the Algorithm 2, assuming
it is implicitly added to the weight vector w, and all data points are augmented
with a unit element. Examples with large values of ρi are considered easy to clas-
sify, whereas small or even negative values of ρi indicate hard or even impossible
to classify samples. We then train a standard SVM on X, aiming for a data-
dependent margin ρi transferred from the privileged space rather than enforcing









subject to, for all i = 1, . . . , N
yi ￿w, xi￿ ≥ ρi − ξi and ξi ≥ 0. (5.6b)
One can see that examples with small and negative values of ρi have limited
influence on w compared to the standard SVM, because their slacks ξi can easily
compensate for the inequality constraint. We threshold the negative values of
margin at certain tolerance value ￿, ￿ ≥ 0. Our interpretation is that if it was
not possible to correctly classify a sample in the privileged space, it will also
be impossible to do so in the, presumably weaker, original space. Forcing the
optimization to solve a hopeless task would only lead to overfitting and reduced
prediction accuracy.
1Note that in the standard SVM formulation one would compute the values of slack variables
to know how far the sample is from the hyperplane. As slack variables appear only at the
training phase, we deliberately evaluate the prediction function on the same data it was trained
on to identify easy and hard samples at train time.
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Numeric Optimization Both learning steps in the Margin Transfer method
are convex optimization problems. Furthermore, in contrast to SVM+, we can
use standard SVM packages to solve them, including efficient methods working in
primal representation (Chapelle, 2007), and solvers based on stochastic gradient
descent (Shalev-Shwartz et al., 2007).
For the SVM with data-dependent margin (5.6), we do the following repa-
rameterization: we divide each constraint (5.6b) by the corresponding ρi, which
is possible after thresholding at the non-negative tolerance value. For our ex-
periments, we threshold at ￿ = 0.1, thereby preventing numeric instabilities and
increasing the computational efficiency of the method. Changing variables from
xi to x̂i = xiρi and from ξi to ξ̂i =
ξi
ρi









subject to, for all i = 1, . . . , N
yi ￿w, x̂i￿ ≥ 1− ξ̂i and ξ̂i ≥ 0. (5.7b)
This corresponds to standard SVM optimization with training examples x̂i, where
each slack variable has an individual weight Cρi in the objective. Many existing
SVM packages support such per-sample weights, in our experiments we use lib-
linear (Fan et al., 2008). Additionally we would like to position our model in
support of recent results that SVM+ classifiers can be reformulated as a special
form of example-weighted binary SVMs (Lapin et al., 2014).
5.3.3 How is Information being Transferred?
We elaborate on how SVM+ and Margin Transfer instantiate the easy-hard in-
terpretation and how they differ from each other.
Observation 1: Both methods, SVM+ and Margin Transfer, con-
centrate on learning easy samples and de-emphasizing the hard ones.
Though SVM+ and Margin Transfer aim at the same goal, the way this is achieved
is different in these two methods. Let us illustrate this by using the oracle analogy.
In the SVM+, the oracle gives us the value of the slack function oraclesvm+(xi) :=
￿w∗, x∗i ￿ + b∗ for example xi, and in the Margin Transfer, the oracle gives us the
margin distance to the classifying hyperplane oraclemargin transfer(xi) := yif ∗(x∗i ).
Suppose we only have two training samples, x1 and x2, and we ask the oracles
what they perceive about the two samples. Say, in case of SVM+, we get back the
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following answers: oraclesvm+(x1) = 10.0 and oraclesvm+(x2) = 0.0. This means
that the first sample is hard (its slack variable is high) and the second one is easy
(its slack variable is zero). When we encode this into the optimization problem
of SVM+, we can see that the constraint (5.5b) becomes y1[￿w, x1￿ + b] ≥ −9,
(effortless to satisfy compared to the unit margin in the standard SVM method)
for the first sample and y2[￿w, x2￿ + b] ≥ 1 (effortful to satisfy compared to the
standard SVM method) for the second one. So this means that the optimization
task would more or less ignore the constraint of the first sample (that is hard) and
concentrate on satisfying the constraint about the second sample (that is easy).
We repeat the questions to the Margin Transfer oracle and say the answers
are: oraclemargin transfer(x1) = −5 and oraclemargin transfer(x2) = 8. Interpreting
the oracle’s answers lead us to conclude that the first sample is hard (its margin
distance is zero or negative) and the second one is easy (its margin distance is
positive). When we encode this into the optimization problem of Margin Transfer,
the constraint (5.6b) becomes y1 ￿w, x1￿ ≥ ￿ − ξ1 (effortless to satisfy) for the
first sample and y2 ￿w, x2￿ ≥ 8 − ξ2 (effortful to satisfy) for the second one. As
before, the optimization task would ignore the constraints of the hard samples
and concentrate on learning the easy ones. This is despite the fact that the
SVM+ oracle returns high values for hard samples while the Margin Transfer
oracle returns low values for hard samples, and vice versa for easy ones.
Observation 2: Classification performance in the privileged space
matters for Margin Transfer but not for SVM+. At the core of SVM+
lies the idea of imitating the oracle by learning the non-negative linear regression
slack function defined in the privileged space. The information about labels does
not come into play when modeling the slack function, so in a sense, we never
validate the classification performance in the privileged space. In contrast, in
the Margin Transfer method, the performance in the privileged space explicitly
guides the training of the predictor in the original data space. Samples that are
easy and hard to classify in the privileged space directly define the margin for
the samples in the original data space.
In our Rank Transfer method (Sharmanska et al., 2013) we observe another
way to do information transfer considering pairs of samples. For any pair of
samples from different classes we estimate whether it is easy-to-separate or hard-
to-separate pair based on the rank margin between the samples in the privileged
space. We transfer this information into the ranking SVM objective and com-
pletely ignore pairs that got swapped. In this framework, we deal with pairs of
samples and therefore suffer from quadratic amount of constraints to be satisfied.
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5.4 Experiments
In our experimental setting we study three different types of privileged infor-
mation, showing that all of these can be handled in a unified framework, where
previously hand crafted methods were used. We consider semantic attributes,
bounding box annotation and textual description as sources of privileged infor-
mation if these are present at training time but not at test time. As we will see,
some modalities are more suitable for transferring the margin than others. We
will discuss this in the following subsections.
Methods. We analyze two methods of learning using privileged informa-
tion: our proposed Margin Transfer method and the SVM+ method (Pechyony
& Vapnik, 2011). We compare the results with the ordinary SVM method when
learning on the original space X directly. We also provide as a reference the per-
formance of SVM in the privileged space X ∗, as if we had access to the privileged
information during testing.
Evaluation metric. To evaluate the performance of the methods we use
accuracy, and we report mean and standard error across 20 repeats.
Model selection. For the LUPI methods, we perform a joint cross validation
model selection approach for choosing the regularization parameters in the orig-
inal and privileged spaces. In the SVM+ method these are C and γ (5.5a), and
in the Margin Transfer these are C’s in the two-stage procedure (5.1a), (5.6a).
For the methods that do not use privileged information there is only a regular-
ization parameter C to be cross validated. In the privileged space we select over
7 parameters {10−3, . . . , 103}. We use the same range in the original space if the
data is L2 normalized, and the range {100, . . . , 105} for L1 normalized data. In
our experiments we use 5x5 fold cross validation scheme for binary classification
and 5 fold cross validation for the multiclass setting. The best parameter (or pair
of parameters) found is used to retrain the complete training set. Based on our
experience, LUPI methods require very thorough model selection. To couple the
modalities of privileged and original data spaces properly, the grid search over
both parameter spaces has to be exploited.
5.4.1 Attributes as privileged information
We use the Animals with Attributes (AwA) dataset (Lampert et al., 2009, 2013)
and focus on the default 10 test classes: chimpanzee, giant panda, leopard, persian
cat, pig, hippopotamus, humpback whale, raccoon, rat, seal with 6180 images
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SVM Margin Transfer SVM+ Reference
image image+attributes image+attributes (SVM attributes)
1 Chimpanzee vs Giant panda 83.25± 0.53 83.40± 0.43 83.77± 0.48 85 .00 ± 0 .42
2 Chimpanzee vs Leopard 86.63± 0.35 86.71± 0.38 86.76± 0.35 92 .95 ± 0 .27
3 Chimpanzee vs Persian cat 83.91± 0.46 84.22± 0.41 83.93± 0.49 91 .42 ± 0 .31
4 Chimpanzee vs Pig 79.72± 0.35 80.70± 0.26 80.55± 0.27 86 .53 ± 0 .43
5 Chimpanzee vs Hippopotamus 81.05± 0.28 81.90± 0.27 81.78± 0.29 88 .12 ± 0 .29
6 Chimpanzee vs Humpback whale 94.45± 0.26 95.18± 0.21 94.75± 0.24 98 .32 ± 0 .16
7 Chimpanzee vs Raccoon 80.11± 0.50 81.17± 0.48 80.68± 0.45 85 .47 ± 0 .38
8 Chimpanzee vs Rat 80.15± 0.43 81.22± 0.43 81.21± 0.42 90 .03 ± 0 .48
9 Chimpanzee vs Seal 85.80± 0.26 85.43± 0.44 85.65± 0.31 91 .12 ± 0 .24
10 Giant panda vs Leopard 87.82± 0.32 87.32± 0.37 87.10± 0.35 92 .52 ± 0 .31
11 Giant panda vs Persian cat 87.66± 0.37 86.35± 0.30 87.10± 0.28 88 .92 ± 0 .40
12 Giant panda vs Pig 80.80± 0.44 79.92± 0.41 80.25± 0.39 84 .57 ± 0 .40
13 Giant panda vs Hippopotamus 85.36± 0.41 84.96± 0.51 84.32± 0.43 90 .36 ± 0 .34
14 Giant panda vs Humpback whale 94.30± 0.30 95.46± 0.25 95.36± 0.24 98 .36 ± 0 .15
15 Giant panda vs Raccoon 83.52± 0.44 83.17± 0.44 83.18± 0.44 84 .08 ± 0 .30
16 Giant panda vs Rat 81.76± 0.45 81.76± 0.38 81.96± 0.43 87 .60 ± 0 .27
17 Giant panda vs Seal 85.47± 0.41 85.58± 0.40 85.98± 0.31 89 .42 ± 0 .35
18 Leopard vs Persian cat 90.18± 0.23 89.87± 0.26 89.71± 0.28 93 .32 ± 0 .25
19 Leopard vs Pig 81.20± 0.42 81.75± 0.43 80.71± 0.22 91 .01 ± 0 .26
20 Leopard vs Hippopotamus 86.37± 0.33 86.10± 0.31 86.05± 0.26 91 .36 ± 0 .31
21 Leopard vs Humpback whale 95.26± 0.34 95.20± 0.36 95.77± 0.20 98 .60 ± 0 .10
22 Leopard vs Raccoon 77.40± 0.51 76.53± 0.76 77.46± 0.50 81 .36 ± 0 .35
23 Leopard vs Rat 81.82± 0.26 81.85± 0.40 81.33± 0.35 90 .55 ± 0 .23
24 Leopard vs Seal 87.28± 0.36 87.62± 0.36 87.67± 0.31 92 .36 ± 0 .31
25 Persian cat vs Pig 76.28± 0.61 76.33± 0.62 76.26± 0.58 78 .16 ± 0 .35
26 Persian cat vs Hippopotamus 84.85± 0.56 85.13± 0.46 84.27± 0.48 90 .62 ± 0 .35
27 Persian cat vs Humpback whale 91.81± 0.32 92.96± 0.26 92.66± 0.30 97 .87 ± 0 .16
28 Persian cat vs Raccoon 84.50± 0.44 84.33± 0.44 84.76± 0.42 85 .65 ± 0 .32
29 Persian cat vs Rat 65.32± 0.38 66.36± 0.51 65.87± 0.48 65 .51 ± 0 .71
30 Persian cat vs Seal 80.61± 0.38 79.77± 0.48 80.76± 0.57 86 .65 ± 0 .35
31 Pig vs Hippopotamus 71.26± 0.38 72.85± 0.42 71.70± 0.37 77 .77 ± 0 .61
32 Pig vs Humpback whale 91.31± 0.38 92.46± 0.32 91.95± 0.44 97 .41 ± 0 .14
33 Pig vs Raccoon 75.63± 0.51 75.71± 0.39 75.03± 0.28 82 28 ± 0 .36
34 Pig vs Rat 67.80± 0.44 68.12± 0.40 67.37± 0.59 74 .12 ± 0 .38
35 Pig vs Seal 76.10± 0.50 76.81± 0.38 75.83± 0.37 82 .11 ± 0 .24
36 Hippopotamus vs Humpback whale 86.67± 0.40 87.18± 0.38 86.38± 0.38 95 .02 ± 0 .25
37 Hippopotamus vs Raccoon 80.61± 0.61 81.88± 0.60 80.92± 0.52 87 .62 ± 0 .28
38 Hippopotamus vs Rat 77.83± 0.45 79.70± 0.41 78.25± 0.48 88 .41 ± 0 .37
39 Hippopotamus vs Seal 67.91± 0.60 68.62± 0.55 67.98± 0.49 73 .32 ± 0 .50
40 Humpback whale vs Raccoon 92.52± 0.22 93.26± 0.30 92.66± 0.30 97 21 ± 0 .19
41 Humpback whale vs Rat 89.22± 0.45 89.71± 0.33 89.27± 0.37 97 27 ± 0 .15
42 Humpback whale vs Seal 80.67± 0.37 82.17± 0.34 81.15± 0.33 89 .37 ± 0 .34
43 Raccoon vs Rat 73.75± 0.38 73.66± 0.43 73.22± 0.52 77 .92 ± 0 .36
44 Raccoon vs Seal 83.86± 0.42 84.53± 0.41 84.02± 0.45 87 .32 ± 0 .25
45 Rat vs Seal 74.03± 0.56 74.83± 0.52 73.93± 0.46 86 .46 ± 0 .23
Table 5.1: AwA dataset (attributes as privileged information). The numbers
shown are mean and standard error of accuracy over 20 runs. The best result is
highlighted in boldface, which in total is 9 for SVM, 27 for Margin Transfer, and
9 for SVM+. Blue highlighting indicates significant improvement of the methods
that utilize privileged information over the methods that do not. We used a
paired Wilcoxon test with 95% confidence level as a reference. Additionally, we
provide the SVM performance on X ∗ (last column).
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The red bars coincide mostly in pairs with giant panda or leopard versus other
animals. Full comparison of the accuracy of all methods is shown in Table 5.1.
We also notice that the gain of the Margin Transfer method is higher in the
regime when the problem is hard, i.e. when accuracy is below 90%. As a further
analysis, we also check the hypothetical performance of SVM in the privileged
space X ∗. The privileged information has consistently higher accuracy than SVM
in the original space X . In most cases, higher accuracy in the privileged space
than in the original space translates to a positive effect in Margin Transfer. We
credit this to the fact that Margin Transfer relies on the performance in the
privileged space in order to explore easiness and hardness of the samples. And
it is successful if the underlying assumption that the same examples are easy or
hard in both modalities is fulfilled, as it is in most of the cases here.
5.4.2 Bounding box as privileged information
Bounding box annotation is designed to capture the exact location of an object in
the image. It is usually represented as a box around the object. When performing
image-level object recognition, knowing the exact location of the object in the
training data is privileged information. We use a subset of the categories from
the ImageNet 2012 challenge (ILSVRC2012) for which bounding box annotation
is available1. We define two groups of interest: one with a variety of snakes,
and the other with balls in different sport activities. The ”snakes“ group has 17
classes: thunder snake, ringneck snake, hognose snake, green snake, king snake,
garter snake, water snake, vine snake, night snake, boa constrictor, rock python,
indian cobra, green mamba, sea snake, horned viper, diamondback, sidewinder,
and has 8254 images in total, on average 500 samples per class. We ignore a few
images where the bounding box region is too small, and use 8227 images for fur-
ther analysis. The ”balls“ group has 6 classes: soccer ball, croquet ball, golf ball,
ping-pong ball, rugby ball, tennis ball, and has 3259 images in total, on average
500 samples per class. Here, we also ignore images with uninformative bounding
box annotation and use 3165 images instead. We consider a one-versus-rest sce-
nario for each group separately. We use L2-normalized 4096-dimensional Fisher
vectors (Perronnin et al., 2010) described in our Section 2.2.2, that are extracted
from the whole images as well as from only the bounding box regions, and we
use the former as the original data representation and the latter as privileged in-
formation. We train one binary classifier for each class, 17 in the first group and
1http://www.image-net.org/challenges/LSVRC/2012/index
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SVM Margin Transfer SVM+ Reference
image image+bbox image+bbox (SVM bbox)
1 Thunder snake 65.76± 0.85 66.28± 0.86 65.43± 0.82 66 .51 ± 0 .85
2 Ringneck snake 67.28± 0.67 67.68± 0.62 68.40± 0.60 68 .45 ± 0 .48
3 Hognose snake 65.10± 0.69 65.28± 0.66 68.32± 0.43 65 .92 ± 0 .62
4 Green snake 73.42± 0.44 73.89± 0.38 73.40± 0.40 74 .46 ± 0 .36
5 King snake 76.31± 0.45 76.67± 0.41 78.51± 0.48 77 .56 ± 0 .46
6 Garter snake 72.92± 0.55 73.20± 0.47 76.70± 0.53 75 .35 ± 0 .52
7 Water snake 67.48± 0.55 67.75± 0.57 68.40± 0.42 65 .35 ± 0 .52
8 Vine snake 79.42± 0.33 79.26± 0.33 79.98± 0.29 80 .67 ± 0 .46
9 Night snake 57.42± 0.65 57.62± 0.70 58.07± 0.57 56 .51 ± 0 .53
10 Boa constrictor 72.85± 0.57 72.68± 0.53 75.34± 0.60 72 .62 ± 0 .49
11 Rock python 63.26± 0.59 63.29± 0.64 65.79± 0.44 63 .20 ± 0 .41
12 Indian cobra 64.29± 0.57 64.59± 0.59 64.51± 0.62 63 .29 ± 0 .69
13 Green mamba 72.56± 0.46 72.89± 0.49 73.14± 0.50 73 .60 ± 0 .51
14 Sea snake 80.29± 0.41 80.23± 0.38 80.82± 0.37 77 .67 ± 0 .36
15 Horned viper 69.75± 0.51 69.73± 0.48 71.43± 0.55 72 .53 ± 0 .42
16 Diamondback 75.39± 0.50 75.64± 0.43 77.21± 0.45 76 .01 ± 0 .51
17 Sidewinder 68.85± 0.42 68.53± 0.57 68.53± 0.59 69 .84 ± 0 .57
Table 5.2: ImageNet dataset, the ”snakes“ group (bounding box annotation as priv-
ileged information). The numbers shown are mean and standard error of accuracy
over 20 runs. The best result is highlighted in boldface. Blue highlighting in-
dicates significant improvement of the methods that utilize privileged information
over the methods that do not. We used a paired Wilcoxon test with 95% confidence
level as a reference. Additionally, we also provide the SVM performance on X ∗ (last
column).
6 in the second group. For training we balance the number of positive samples
(from the desired class) and negative samples formed from the remaining classes,
i.e. 16 and 5 for two groups accordingly. In the ”snakes“ group, we use 160 versus
160 images randomly drawn from the desired class and from the remaining 16
classes (10 from each). We used the same amount of samples for testing. In the
”balls“ group, we use 100 versus 100 images for training randomly drawn from
the desired class and from the remaining 5 classes (20 from each). To keep the
setting similar across datasets, we used twice as many samples for testing. To get
better statistics of the performance we repeat each train/test split 20 times.
Results. As we can see from Table 5.2 and Table 5.3, utilizing bounding box
annotation as privileged information for fine-grained classification is useful. In
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SVM Margin Transfer SVM+ Reference
image image+bbox image+bbox (SVM bbox)
1 Soccer ball 65.95± 0.66 65.95± 0.66 67.42± 0.67 69 .78 ± 0 .44
2 Croquet ball 73.31± 0.38 73.70± 0.39 73.80± 0.40 74 .76 ± 0 .39
3 Golf ball 76.46± 0.47 76.18± 0.52 75.95± 0.52 68 .53 ± 0 .46
4 Ping-pong ball 71.80± 0.54 71.71± 0.50 72.85± 0.44 71 .20 ± 0 .59
5 Rugby ball 76.08± 0.40 76.00± 0.43 82.90± 0.29 71 .07 ± 0 .57
6 Tennis ball 67.57± 0.48 67.65± 0.44 68.17± 0.45 65 .36 ± 0 .71
Table 5.3: ImageNet dataset, the ”balls“ group (bounding box annotation as privi-
leged information). The numbers shown are mean and standard error of accuracy
over 20 runs. The best result is highlighted in boldface. Blue highlighting in-
dicates significant improvement of the methods that utilize privileged information
over the methods that do not. We used a paired Wilcoxon test with 95% confidence
level as a reference. Additionally, we also provide the SVM performance on X ∗ (last
column).
both tables, the LUPI methods outperform the non-LUPI SVM baseline in all
but 1 case. In the group of snakes, SVM+ clearly outperforms SVM in 14 cases,
and Margin Transfer outperforms SVM in 12 cases out of 17. In this experiment,
the SVM+ method is able to exploit the privileged information much better than
the Margin Transfer method (in 13 out of 17 cases, and 1 tie in the case of
Sidewinder snake). In the group of balls, we observe very similar results with
clear advantage of the SVM+ method over all other methods. Margin Transfer
shows only a minor difference with respect to standard SVM.
Noticeably, the performance in the privileged space is not superior to the orig-
inal data space, sometimes it is even worse, especially in the ”balls“ group. Since
our Margin Transfer method relies directly on the performance in the privileged
space, its ability to exploit easy and hard samples is limited in this scenario. On
the other hand, modeling the slacks in the form of a regression model, as SVM+
does, works well. We suspect it is more suitable when the privileged and original
spaces are of the same modality, as in this case, where the privileged information
is obtained from a subset of the same image features that are used for the original
data representation.
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5.4.3 Textual description as privileged information
Textual description provides a complementary view to a visual representation of
an object. This can be used as privileged information in an object classification
task. We use two datasets to explore textual description as the source of privileged
information and we will describe them in turn. The first dataset is IsraelImages1
introduced by Bekkerman & Jeon (2007). The dataset has 11 classes, 1823 images
in total, with a textual description (up to 18 words) attached to each of the image.
The number of samples per class is relatively small, around 150 samples, and
varies from 96 to 191 samples. We merge the classes into three groups: nature
(birds, trees, flowers, desert), religion (Christianity, Islam, Judaism, symbols) and
urban (food, housing, personalities), and perform binary classification on the pairs
of groups. We use L2-normalized 4096-dimensional Fisher vectors (Perronnin
et al., 2010) extracted from the images as the original data representation and
bag-of-words representation of the text data as privileged information. We use
100 images per group for training and 200 per group for testing.
The second dataset is the Attribute Discovery dataset2 introduced by Berg
et al. (2010) for the purpose of automatic attribute discovery from the Web im-
ages and their textual descriptions. To avoid confusion with attribute descriptions
as privileged information, we will call this dataset Accessories as it contains ac-
cessory products taken from variety of e-commerce sources with the images and
their textual descriptions. The products are grouped into 4 broad shopping cat-
egories: bags, earrings, ties, and shoes. We randomly select 1800 samples from
this dataset for our experiments, 450 samples from each category. We generated 6
binary classification tasks for each pair of the 4 classes with 100 samples per class
for training and 200 per class for testing. This second dataset contains longer
text descriptions than the IsraelImages dataset, which allows us to use advanced
features in terms of word-vectors instead of simple word frequency features. We
extracted 200-dimensional word-vector representations using a neural network
skip-gram architecture (Mikolov et al., 2013)3. Then we constructed a codebook
of 100 word-vectors to convert this word representation into a fixed-length sen-
tence representation and apply L1 normalization. In the original data space, we
use L1-normalized bag-of-words histograms based on SURF descriptors with the





SVM Margin Transfer SVM+ Reference
image image+text image+text (SVM text)
1 Nature vs Religion 81.01± 0.49 81.15± 0.51 81.08± 0.50 84 .52 ± 0 .47
2 Religion vs Urban 65.55± 0.43 65.62± 0.50 65.52± 0.57 88 .12 ± 0 .44
3 Nature vs Urban 78.97± 0.42 78.73± 0.49 79.15± 0.53 83 .11 ± 0 .56
Table 5.4: Israeli dataset (textual description as privileged information). The
numbers shown are mean and standard error of the accuracy over 20 runs. As
reference we also provide the SVM performance on the X ∗ (last column).
SVM Margin Transfer SVM+ Reference
image image+text image+text (SVM text)
1 Earrings vs Bags 90.25± 0.27 90.48± 0.30 89.73± 0.32 97 .87 ± 0 .18
2 Earrings vs Shoes 92.65± 0.20 92.81± 0.13 92.46± 0.23 98 .58 ± 0 .16
3 Bags vs Ties 87.70± 0.44 88.08± 0.43 87.80± 0.45 98 .62 ± 0 .13
4 Bags vs Shoes 90.52± 0.24 90.28± 0.25 88.61± 0.40 96 .26 ± 0 .25
5 Ties vs Earrings 90.27± 0.28 90.11± 0.24 88.97± 0.25 99 .57 ± 0 .07
6 Ties vs Shoes 81.60± 0.61 81.53± 0.48 80.90± 0.51 98 .96 ± 0 .15
Table 5.5: Accessories dataset (textual description as privileged information).
The numbers shown are mean and standard error of the accuracy over 20 runs.
As reference we also provide the SVM performance on the X ∗ (last column).
Results. As we can see from Table 5.4 and Table 5.5, utilizing textual privi-
leged information as provided in the IsraelImages and Accessories datasets does
not help in our scenario. All methods, LUPI and non-LUPI, have near equal per-
formance, and there is no indication of privileged information being utilized in
both LUPI methods. This might seem contradictory to the high performance of
the reference baseline in the text domain, X ∗. However high accuracy in the priv-
ileged space does not necessarily mean that the privileged information is helpful.
For example, assume we used the labels themselves as the privileged modality:
classification would be trivial, but it would provide no additional information to
transfer. In the IsraelImages dataset, the textual descriptions of the images are
very sparse and contain many duplicates, and in the Accessories datasets the
texts are “too easy”. Therefore, the margin distance in the privileged space does
not capture the easiness and hardness of different samples, and mainly preserves
the class separation only. Nevertheless, the performance does not degrade.
100 CHAPTER 5. LUPI: PARAMETRIC VIEW
5.5 Multiclass classification
We also explore the benefits of utilizing the LUPI methods in the multiclass
setup with a one-versus-rest learning strategy. We train one binary classifier for
each class to distinguish samples of this class (positive label) from samples of
the remaining classes (negative label). For a test point, the label is assigned
based on the class with maximum prediction value over all binary classifiers.
For model selection, we use 5 fold cross validation and search over the range of
regularization parameters the same as before. In order to calibrate the prediction
scores from different classifiers we use one parameter value to train all the binary
classifiers, and cross validate the multiclass performance. The best parameter
(pair of parameters) is used to retrain all classifiers. We run the multiclass setting
on all the datasets described previously for the binary classification task. The
results are summarized in Table 5.6.
Dataset X ∗ SVM Margin Transfer SVM+ Reference
AwA (10 classes) attributes 45.41± 0.18 46.44± 0.27 42.07± 0.36 56 .18 ± 0 21
Snakes (17 classes) bbox 30.41± 0.18 31.61± 0.19 31.09± 0.24 31 .84 ± 0 .15
Sport Balls (6 classes) bbox 51.78± 0.26 51.65± 0.36 52.75± 0.35 49 .47 ± 0 29
Israeli (3 groups) text 60.16± 0.41 60.65± 0.46 60.14± 0.42 76 .37 ± 0 .43
Accessories (4 classes) text 76.45± 0.28 76.48± 0.26 72.68± 0.37 97 .00 ± 0 .16
Table 5.6: Multiclass performance. The numbers shown are mean and standard
error of accuracy over 20 runs. The best result is highlighted in boldface. Ad-
ditionally, as reference we also provide the performance on X ∗ (last column).
Results. As we can see from Table 5.6, utilizing privileged information is useful
in the studied multiclass setting. The LUPI methods outperform the non-LUPI
baseline (SVM) in all datasets. Overall the Margin Transfer is superior to SVM+
in all but one case (Sport Balls); it is more stable contrary to performance drop
of the SVM+ in the AwA and Accessories datasets; and it follows the tendency to
outperform SVM when performance in the privileged space (column Reference)
is better than in the original space (column SVM).
5.6. HUMAN ANNOTATION AS PRIVILEGED DATA 101
5.6 Human annotation as privileged data
For this experiment, we collect Mechanical Turk1 annotation of images to define
easy and hard samples for human learning. We analyze the advantages of having
this information in comparison to the LUPI methods. We managed to collect
reliable human annotation for 8 out of 10 classes in the AwA dataset: chim-
panzee, giant panda, leopard, persian cat, hippopotamus, raccoon, rat, seal. For
the remaining two classes, pig and humpback whale we could not obtain reliable
annotations. Many images of the class pig are related to food products rather
than the animal itself, which creates a clear bias in user judgments. Images in
the class humpback whale lack variability across samples, which makes it difficult
to distinguish between easy and hard ones. In our user study, the participant
is shown a set of images of one particular class and is asked to select the most
prominent (easiest) images first, then proceed to less obvious, and so on, until
the most difficult samples are left. We aggregate this ranking information across
overlapping sets of images to compute a global order of images per category. The
score is in the range from 1 (hardest) to 16 (easiest). We observe that most of
the time, the easiest instances are those with a clearly visible object of interest
in the center of the image, whereas the hardest are occluded objects, small sized,
or images that also show humans.
Evaluation. First, we analyze the advantage of transferring the information
from human annotation by looking into accuracy performance. In order to map
the easy-hard score into the margin distance ρi, we use linear scaling of the score
to the interval [0, 2], so values between 0 and 1 correspond to hard samples and
values greater than 1 correspond to easy samples. After this we proceed directly
to the second stage of the Margin Transfer method (5.6). We report the results
over 28 pairs of classes in Table 5.7 (last column).
Secondly, we study whether the easy-hard score according to human under-
standing correlates with easy and hard samples that we identify when learning in
the privileged space of attributes. We use the Kendall tau rank correlation analy-
sis and compute the correlation coefficient across 28 learning tasks. For each task,
we compute the correlation between the margin distance from the training sam-
ples to the classifying hyperplane in the privileged space of attributes, ￿w∗, x∗i ￿,
and the easy-hard scores obtained from the human annotation yi score(xi). Sim-
ilarly we evaluate the correlation between easy and hard samples in the original
1https://www.mturk.com/mturk/
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Figure 5.3: Human annotation as privileged information. Kendall tau rank cor-
relation analysis is used to explore the correlation between easy-hard samples
defined by human annotation and easy and hard samples that we identify when
learning in the privileged space (left). We analyze the correlation between easy
and hard samples in the privileged and original data spaces (center), and between
human annotation and samples in the original data space (right).
and privileged spaces that the Margin Transfer method relies on. For this, we
compute the correlation between the predicted values of the classifiers trained on
data X from the original space and on X∗ from the privileged space of attributes.
To complete this analysis we also look at correlation between user defined easy-
hard scores and easy and hard samples in the original space. For visualization,
we aggregate the results into a symmetric table, where each entry is the tau coef-
ficient computed for the corresponding pair of classes in the binary learning task,
refer to Figure 5.3.
Results. As we can see from Table 5.7, collecting good quality human annota-
tion can help to improve the classification performance, however it cannot solve
the problem of negative transfer from privileged space to the original space. In
some cases it clearly helps, such as classifying the categories giant panda and
leopard versus others, and in other cases it does not, as in the category chim-
panzee.
As we can see from Figure 5.3, overall the correlation between easy-hard sam-
ples in the privileged and the original data spaces (center) has higher signal than
between human annotation versus privileged data space (left) and versus original
data space (right). If we look closely at the case with giant panda (second column
across the tables), we observe that indeed the correlation between human anno-
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SVM Margin Transfer Margin Transfer
image image+attributes image+human annot.
1 Chimpanzee vs Giant panda 83.25± 0.53 83.40± 0.43 83.72± 0.58
2 Chimpanzee vs Leopard 86.63± 0.35 86.71± 0.38 86.43± 0.30
3 Chimpanzee vs Persian cat 83.91± 0.46 84.22± 0.41 83.93± 0.38
4 Chimpanzee vs Hippopotamus 81.05± 0.28 81.90± 0.27 80.88± 0.29
5 Chimpanzee vs Raccoon 80.11± 0.50 81.17± 0.48 80.76± 0.55
6 Chimpanzee vs Rat 80.15± 0.43 81.22± 0.43 79.91± 0.42
7 Chimpanzee vs Seal 85.80± 0.26 85.43± 0.44 85.60± 0.38
8 Giant panda vs Leopard 87.82± 0.32 87.32± 0.37 88.11± 0.36
9 Giant panda vs Persian cat 87.66± 0.37 86.35± 0.30 88.12± 0.28
10 Giant panda vs Hippopotamus 85.36± 0.41 84.96± 0.51 85.90± 0.45
11 Giant panda vs Raccoon 83.52± 0.44 83.17± 0.44 83.77± 0.52
12 Giant panda vs Rat 81.76± 0.45 81.76± 0.38 82.20± 0.44
13 Giant panda vs Seal 85.47± 0.41 85.58± 0.40 85.72± 0.37
14 Leopard vs Persian cat 90.18± 0.23 89.87± 0.26 89.76± 0.31
15 Leopard vs Hippopotamus 86.37± 0.33 86.10± 0.31 86.43± 0.35
16 Leopard vs Raccoon 77.40± 0.51 76.53± 0.76 78.21± 0.47
17 Leopard vs Rat 81.82± 0.26 81.85± 0.40 82.11± 0.33
18 Leopard vs Seal 87.28± 0.36 87.62± 0.36 87.56± 0.36
19 Persian cat vs Hippopotamus 84.85± 0.56 85.13± 0.46 85.30± 0.48
20 Persian cat vs Raccoon 84.50± 0.44 84.33± 0.44 84.42± 0.51
21 Persian cat vs Rat 65.32± 0.38 66.36± 0.51 65.05± 0.43
22 Persian cat vs Seal 80.61± 0.38 79.77± 0.48 79.80± 0.44
23 Hippopotamus vs Raccoon 80.61± 0.61 81.88± 0.60 81.20± 0.62
24 Hippopotamus vs Rat 77.83± 0.45 79.70± 0.41 78.07± 0.39
25 Hippopotamus vs Seal 67.91± 0.60 68.62± 0.55 66.96± 0.61
26 Raccoon vs Rat 73.75± 0.38 73.66± 0.43 73.60± 0.35
27 Raccoon vs Seal 83.86± 0.42 84.53± 0.41 84.06± 0.41
28 Rat vs Seal 74.03± 0.56 74.83± 0.52 74.31± 0.47
Table 5.7: Human annotation as privileged information. We incorporate human
perception of easiness and hardness into the margin distance and perform Margin
Transfer with easy-hard score annotation (last column). The numbers shown are
mean accuracy and standard error over 20 runs.
tation and ranking in the original data X (right) is more expressed than between
X∗ and X (center), which possibly explains the performance gain when using
human annotation as privileged information instead of attribute description. It
is not always the case for the leopard class, when for example, in classification
versus seal the correlation (X, X∗) is considerably stronger than (X, Human an-
notation), which also matches better performance gain when utilizing attributes
as privileged information. The class chimpanzee (first column across the tables)
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seems to be more suitable to explore the privileged information based on at-
tribute description (center) compared to human annotation (right). As we can
see, in other classes on the right plot, there is little signal in the correlation (X,
Human annotation), i.e. mostly blue color, which coincides with rather disad-
vantageous performance when doing Margin Transfer with human annotation as
privileged information in comparison to Margin Transfer with attributes as priv-
ileged information. Low correlation (striking blue color), like in pairs Rat versus
Persian cat, and Seal versus Hippopotamus, can be explained by low performance
of the classifiers on these pairs. Low performance in our case means a lot of
hard/misclassified samples that are on the wrong side of the classifier hyperplane
which influences the margin score. In principle, this situation is not suitable for
our ranking correlation analysis, because human defined easy hard sample scores
do not account for such misclassifications.
5.7 Summary and Discussion
In this chapter, we have introduced the setting of learning using privileged infor-
mation (LUPI) for an object classification task using images. Semantic attributes
can be seen as one form of privileged information that is given in addition to the
image data during training. We showed how LUPI can be applied to several
situations that previously were handled by hand-crafted separate methods. We
have studied two methods, the SVM+ and the Margin Transfer, that examine
the max margin framework for solving LUPI. In this framework, the slack value
or margin distance computed in the privileged space encodes how easy or difficult
the sample is, and guides learning of the classifier in the original space. In its
current form, when we use linear SVM+ and linear SVM classifiers in the Margin
Transfer, it is the parametric learning framework as considered in our Section 2.3.
In our next chapter we will show how to address LUPI in a non-parametric
framework. One obvious choice would be to kernelize the max margin models and
have a direct non-parametric non-probabilistic extension. However this extension
requires tuning the parameters of the kernels in the privileged and original space
in addition to our costly cross validation procedure on trade-off regularization
parameters C and γ (C and C for Margin Transfer). For example, if we consider
Gaussian kernel in X and Gaussian kernel in X ∗:
k(xi, xj) = exp{−λX￿xi − xj￿2}, k(x∗i , x∗j) = exp{−λX ∗￿x∗i − x∗j￿2}, (5.8)
parameterized by λX and λX ∗ correspondingly. If we have 5 values to cross
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validate for each parameter C, γ, λX , λX ∗ in the case of SVM+, and C, C, λX ,
λX ∗ in the case of Margin Transfer. Then using our grid search procedure, we
will have to check 625 values during cross validation model selection, compared
to 25 values in the linear case.
So we take one step further, and address LUPI in the non-parametric prob-
abilistic framework of Gaussian process classification, and allow the parameters
of the kernels to be learned from the data. Interestingly, we can still retain our
interpretation of easy and hard samples learned from the privileged space in this
framework. However, in the probabilistic formulation it will correspond to the
confidence level of the likelihood model when observing the easy sample, and
uncertainty when observing the hard one.
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6.1 Gaussian Process Classification with Privileged
Noise
First, we will review the standard GPC model by Rasmussen & Williams (2006)
with a particular emphasis on the noise-corrupted latent Gaussian process per-
spective. Then, we show how to incorporate privileged information as het-
eroscedastic noise in this latent process. The elegant aspect of this view is the
intuition as how the privileged noise is able to distinguish between easy and hard
samples and in turn to re-calibrate our uncertainty in the original space.
6.1.1 Gaussian process classifier with noisy latent process
Assume we are given a set of N training samples, represented by feature vectors
{x1, . . . , xN} ⊂ X = Rd and their label annotation {y1, . . . , yN} ∈ Y = {+1,−1}.
Furthermore, we assume that the class label yi of sample xi has been generated
as yi = sign(f̃(xi)), where f̃(·) is a noisy latent function. Induced by the label
generation process, we adopt the following form of label likelihood function for
f̃ = (f̃(x1), . . . , f̃(xN)):






I[ yif̃(xi) ≥ 0 ], (6.1)
where y is a label vector of all training samples, I[·] is the Iverson’s bracket
notation, and the noisy latent function at sample xi is given by:
f̃(xi) = f(xi) + ￿i (6.2)
with f(xi) being the noise-free latent function. The noise term ￿i is assumed to
be independent and normally distributed with zero mean and variance σ2:
￿i ∼ N (￿i|0, σ2). (6.3)
To make inference about f̃(xi), we need to specify a prior distribution over
this function. We proceed by imposing a Gaussian process prior (Rasmussen
& Williams, 2006) on the noise-free latent function f(xi). The Gaussian pro-
cess prior defines a distribution over the function’s space and can be seen as a
generalization of the multivariate Gaussian distribution. It is fully specified by a
mean function, in our case we take zero mean, and a covariance or kernel function
k(·, ·), that specifies prior properties of f(·), that is f(xi) ∼ GP(0, k(xi, ·)).
6.1. GPC WITH PRIVILEGED NOISE 109
A typical kernel function that stands for the non-linear smooth function is the
squared exponential kernel kf (xi, xj) = θ exp(− 12l ￿xi − xj￿
2
￿2
). In this kernel
function, the parameter θ controls the amplitude of function f(·) while l controls
the smoothness of f(·). Given the prior distribution and the likelihood, Bayes’
rule is used to compute the posterior of f̃(·):
Pr(f̃ |y, x1, . . . , xN) =
Pr(y|f̃ , x1, . . . , xN)Pr(f̃)
Pr(y|x1, . . . , xN)
. (6.4)
We can simplify the above noisy latent process view by integrating out the
noise term ￿i and writing down the individual likelihood at sample xi in term of
noise-free latent function f(·) as follows:
Pr(yi = 1|xi, f) =
￿
I[f̃(xi) ≥ 0]N (￿i|0, σ2)d￿i =
￿
I[￿i ≥ −f(xi)]N (￿i|0, σ2)d￿i
= Φ(0,σ2)(f(xi)), (6.5)
where Φ(µ,σ2)(·) is a Gaussian cumulative distribution function (CDF) with mean
µ and variance σ2. Typically the standard Gaussian CDF Φ(0,1)(·) is used in this
case, and the full likelihood model is as follows:







Coupled with a Gaussian process prior on the latent function f(·), this results in
the widely adopted noise-free latent Gaussian process view with probit likelihood.
The equivalence between a noise-free latent process with probit likelihood (6.6)
and a noisy latent process with step-function likelihood (6.1) is widely known
(Rasmussen & Williams, 2006). The Gaussian Process classification model is
formalized as follows:
Likelihood model : Pr(yi|xi, f̃) = I[ yif̃(xi) ≥ 0 ], xi ∈ Rd. (6.7a)
Assume : f̃(xi) = f(xi) + ￿i, (6.7b)
Privileged noise model : ￿i
i.i.d.∼ N (￿i|0, σ2), (6.7c)
GP prior model : f(xi) ∼ GP(0, kf (xi, ·)). (6.7d)
It is also widely accepted that the noisy latent function f̃ (or the noise-free latent
function f) is a nuisance function as we do not observe the value of this function
itself and its sole purpose is for a convenient formulation of the classification
model by Rasmussen & Williams (2006). However, in the next section, we will
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show that by using privileged information as the noise term, the latent function
f̃ plays a crucial role. The latent function with privileged noise adjusts the slope
transition in the Gaussian CDF to be faster or slower corresponding to more
certainty or more uncertainty about the samples in the original space.
6.1.2 Privileged information is in the Nuisance Function
In the learning using privileged information (LUPI) paradigm (Vapnik & Vashist,
2009), besides input data points {x1, . . . , xN} and associated outputs {y1, . . . , yN},
we are given additional information x∗i ∈ Rd
∗ about each training instance xi dur-
ing training. Our goal is to exploit how the additional data x∗ can influence our
choice of the latent function f̃(·). We achieve this naturally by treating the
privileged information as a heteroscedastic (input-dependent) noise in the latent
process. Our classification model with privileged noise called GPC+ is as follows:
Likelihood model : Pr(yi|xi, f̃) = I[ yif̃(xi) ≥ 0 ], xi ∈ Rd. (6.8a)
Assume : f̃(xi) = f(xi) + ￿i, (6.8b)
Privileged noise model : ￿i
i.i.d.∼ N (￿i|0, z(x∗i ) = exp(g(x∗i ))), x∗i ∈ Rd
∗
, (6.8c)
GP prior model : f(xi) ∼ GP(0, kf (xi, ·)), g(x∗i ) ∼ GP(0, kg(x∗i , ·)).
(6.8d)
In the above, the exp(·) function in the privileged noise model is needed to en-
sure positivity of the noise variance. The term kg(·, ·) is a positive-definite kernel
function that specifies the prior properties of the latent function g(·) evaluated in
the privileged space x∗. Crucially, the noise term ￿i is now heteroscedastic, that is
it has a different variance z(x∗i ) at each input point xi. This is in contrast to the
standard GPC approach described in the previous section, where the noise term
is assumed to be homoscedastic, ￿i ∼ N (￿i|0, z(x∗i ) = σ2). The input-dependent
noise term is very common in the regression tasks with continuous output values
yi ∈ R, resulting in the so-called heteroscedastic regression models, which have
been proven to be effective in numerous applications including econometric and
statistical finance. However, to our knowledge, there is no prior work on het-
eroscedastic classification models, and in the context of learning with privileged
information heteroscedastic classification is actually a very sensible idea.
Let us illustrate the effect of privileged information in the equivalent formu-
lation of the noise free latent process, when one integrates out the privileged
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Related work GPC+ constitutes the first Bayesian treatment of classifica-
tion using privileged information. The resulting privileged noise approach is re-
lated to input-modulated noise commonly done in the regression task, and several
Bayesian treatments of this heteroscedastic regression using Gaussian processes
have been proposed. Since the predictive density and marginal likelihood are no
longer analytically tractable, most works in heteroscedastic GPs deal with ap-
proximate inference. Techniques such as Markov Chain Monte Carlo (Goldberg
et al., 1998), maximum a posteriori (Quadrianto et al., 2009), and lately a vari-
ational Bayes method (Lázaro-Gredilla & Titsias, 2011) have been proposed. To
our knowledge, however, there is no prior work on heteroscedastic classification
using GPs and consequently this work develops the first approximate inference
based on expectation propagation for the heteroscedastic noise case in the context
of classification.
6.1.3 Posterior and Prediction on Test Data
We denote a vector of per-sample noise variances as g = (g(x∗1), . . . , g(x∗N)), a
matrix of training samples in the original space as X = (x1, . . . , xN), and a matrix
of training samples in the privileged space as X∗ = (x∗1, . . . , x∗N). Given the
likelihood Pr(y|X,X￿, f, g) =
￿N
n=1 Pr(yi|f, g, xi, x∗i ) with the individual terms
Pr(yi|f, g, xi, x∗i ) defined in (6.9c) and the Gaussian process priors on the predictor
functions, the posterior for f and g is as follows:
Pr(f, g| y,X,X￿) = Pr(y|X,X
￿, f, g) Pr(f) Pr(g)
Pr(y|X,X￿) , (6.10)
where Pr(y| X,X￿) can be maximized with respect to a set of hyper-parameter
values such as amplitude θ and smoothness l parameters of the squared exponen-
tial kernel functions (Rasmussen & Williams, 2006). For a previously unseen test
point x̄ ∈ Rd, the predictive distribution for its label ȳ is given as:
Pr(ȳ = 1| y,X,X￿) =
￿
I[ f̃(x̄) ≥ 0 ]Pr(f̄ |f)Pr(f, g|y,X,X￿)df dg df̄ , (6.11)
where, since we do not have the privileged information associated to x̄, we consider
the homoscedastic noise at test time. This is a reasonable approach as there is no
additional information for increasing or decreasing our confidence in the newly
observed data x̄. In (6.11), Pr(f̄ |f) is a Gaussian conditional distribution, that
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where KXX = {kf (xi, xj)}Ni,j=1, Kx̄X = {kf (x̄, xi)}Ni=1, and similarly for the re-
maining components. Then the Gaussian conditional distribution is as follows
(Quadrianto et al., 2010):
Pr(f̄ |f) = N (Kx̄X K−1XX f, Kx̄x̄ −Kx̄XK−1XXKXx̄). (6.13)
Finally, we predict the label for a test point via Bayesian decision theory: the
label being predicted is the one with the largest probability.
6.2 Expectation Propagation using Numerical Quadra-
ture
Unfortunately, as for most interesting Bayesian models, inference in the GPC+
model is very challenging. Already in the homoscedastic case, the predictive
density and marginal likelihood are not analytically tractable. In this chapter,
we therefore adapt the expectation propagation (EP) procedure by Minka (2001)
with numerical quadrature for approximate inference. Our choice is supported
by the fact that EP is the preferred method for approximate inference in GPCs,
in terms of accuracy and computational cost as shown by Nickisch & Rasmussen
(2008); Kuss & Rasmussen (2005).
6.2.1 Posterior approximation in EP
We approximate the posterior distribution defined in (6.10) as a product of two
multivariate Gaussians for f and g terms:
Pr(f, g| y,X,X￿) = Pr(y|X,X
￿, f, g) Pr(f) Pr(g)
Pr(y|X,X￿) (6.14a)
≈ N (f |mf ,Σf )N (g|mg,Σg), (6.14b)
where Pr(f) and Pr(g) are Gaussian process priors, the likelihood Pr(y|X,X∗, f, g)
is equal to
￿N
i=1 Pr(yi|xi, x∗i , f, g), with probit terms Pr(yi|xi, x∗i , f, g) defined in
(6.9c). The difference between the two probability distributions (true posterior
and its approximation) is measured by the Kullback–Leibler divergence, which for
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We cannot perform direct minimization of the KL divergence between the true
posterior in (6.14a) and its approximation in (6.14b), because this would require









Pr(y|X,X￿, f, g) Pr(f) Pr(g)df dg, (6.16)
which we want to avoid in the first place. Instead, the EP procedure offers an
iterative scheme to approximate each of the non-normal factors in the true poste-
rior with a normal distribution. Specifically, at each step of the EP procedure, we
approximate one of the probit factors in the likelihood term by an un-normalized
bi-variate Gaussian distribution of f and g, taking one factor at a time:
Pr(yi|xi, x∗i , f, g) = Φ(0,exp(g(x∗i )))(yif(xi)) = γ(fi, gi) (6.17a)
≈ γ(fi, gi) (6.17b)
= ziN (f(xi)|mf , vf )N (g(x∗i )|mg, vg) , (6.17c)
where the parameters with the upper-script are to be found by EP, and zi is
the scaling constant that will be detailed in the next section. The un-normalized
posterior approximation Q computed by EP procedure is obtained by replacing
each likelihood factor γ(fi, gi) by the approximate factor γ(fi, gi):




The normal distribution belongs to the exponential family of probability distribu-
tions and is closed under taking products and under divisions. It is hence possible
to show that Q is the product of two multi-variate normals (Seeger, 2006), where
the first normal approximates the posterior for f and the second normal the
posterior for g:
Q(f, g) = N (f |mf ,Σf )N (g|mg,Σg). (6.19)
Hence, during the EP procedure, the true posterior distribution Pr(f, g|X,X∗, y)
is approximated by the product of two multivariate Gaussians for f and g terms,
Pr(f, g|X,X∗, y) = Z−1Q(f, g), where Z−1 is the normalization constant that in
fact approximates the model evidence Pr(y|X,X∗) in (6.14a).
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6.2.2 The EP procedure
EP tries to fix the parameters of γ(fi, gi) so that it is similar to the exact fac-
tor Pr(yi|xi, x∗i , f, g) in regions of high posterior probability (Minka, 2001). The
complete EP algorithm involves the following steps until all γ(fi, gi) converge:
1. Select a particular factor γ(fi, gi) to be refined as:
γ(fi, gi) = ziN (f(xi)|mf , vf )N (g(x∗i )|mg, vg). (6.20)
Compute a cavity distribution Q−i(f, g) when dividing Q(f, g) by γ(fi, gi).
The ith cavity distribution contains the information about all but the ith
approximated likelihood term γ(fi, gi), that is:




2. Update the γ(fi, gi) with respect to the parameters zi,mf , vf ,mg, vg such
that the posterior approximation
Q(f, g) = [
N￿
i=1
γ(fi, gi)]Pr(f)Pr(g) = γ(fi, gi)Q−i(f, g) (6.22)
is close to the true yet intractable posterior




= γ(fi, gi)Q−i(f, g) (6.23b)
in the sense of extended KL divergence:
KL( γ(fi, gi)Q−i(f, g) ￿ γ(fi, gi)Q−i(f, g) ). (6.24)
We use the extended KL divergence that is applicable to un-normalized pos-
itive distributions, that is why we do not need to estimate the normalization
constant of Q−i(f, g). The positive constants zi are introduced to guaran-
tee that γ(fi, gi)Q−i(f, g) and γ(fi, gi)Q−i(f, g) have the same scaling for
i = 1, . . . , N .
3. The KL divergence in (6.24) can be minimized with respect to the param-
eters of the factor γ(fi, gi) as follows. Since Q and all the γ(fi, gi) belong
to the same family of the exponential distributions (Gaussians in our case),
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the optimum is obtained by finding the parameters of γ(fi, gi) that guar-
antee that the zeroth moment zi, the first and the second moments are the
same for γ(fi, gi)Q−i(f, g) and γ(fi, gi)Q−i(f, g) in (6.24). The easiest way
to match the first and the second moments (the expected sufficient statis-
tics) is by taking the derivatives of the log partition function at ith step
with respect to the parameters of γ(fi, gi) (Seeger, 2006). The log partition






(yif(xi))N (g(x∗i )|mg, vg)N (f(xi)|mf , vf )dg(x∗i )df(xi).
(6.25)
Unfortunately, the computation of logZi in closed form is intractable. We





vf + exp(g(x∗i ))
￿
N (g(x∗i )|mg, vg)dg(x∗i ), (6.26)
where we integrate out the f(xi) analytically. Thus, the EP algorithm
only requires five quadratures to update each γi: a first one to compute
logZi and four extras to compute its derivatives with respect to mf , vf , mg
and vg, and update the parameters mf , vf ,mg, vg when dividing by the old
value of Q. After convergence, Q can be used to approximate predictive
distributions and the normalization constant Z can be maximized to find
good values for the model’s hyper-parameters. In particular, it is possible to
compute the gradient of Z with respect to the parameters of the Gaussian
process priors for f and g (Seeger, 2006).
6.3 Experiments
Our intention here is to investigate the performance of the GP with the privileged
noise approach. To this aim, we considered three types of binary classification
tasks corresponding to different privileged information using Attribute Discovery
and Animals with Attributes datasets. We detail those experiments in turn in the
following sections.
Methods We compared the proposed GPC+ method with the kernelized (non-
parametric) SVM-based method SVM+ by Pechyony & Vapnik (2011) that we
described in our previous chapter. As a reference, we also fit standard GPC and
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SVM classifiers when learning on the original space Rd (GPC and SVM baselines).
For all four methods, we used a squared exponential kernel with amplitude pa-
rameter θ and smoothness parameter l. For simplicity, we set θ = 1.0 in all cases.
For GPC and GPC+, we estimate the hyper-parameters using the maximum
likelihood principle. There are two hyper-parameters in GPC, the smoothness
parameter l and the noise variance σ2, and also two in GPC+, the smoothness
parameters l of the kernel kf (·, ·) and of the kernel kg(·, ·). For SVM and SVM+,
we used cross validation to set the hyper-parameters. The SVM has two param-
eters, smoothness and regularization, and the SVM+ has four parameters, two
smoothness and two regularization terms. It turned out that a grid search via
cross validation was too expensive for searching the best parameters in SVM+.
We discretized the hyper-parameter search space over 625 (5×5×5×5) possible
combination values and use the performance on a separate validation set to guide
the search process. None of the other three methods used this separate validation
set, this means that we give a competitive advantage to SVM+ over the other
methods.
Evaluation metric To evaluate the performance of the methods we use clas-
sification accuracy on an independent test set. We perform 100 repeats of all the
experiments to get better statistics of the performance and report the mean and
the standard error.
6.3.1 Accessories Dataset
This dataset was used in our previous chapter to perform experiments with LUPI
methods in the parametric learning setting. It is originally called Attribute Dis-
covery dataset (Berg et al., 2010) and aggregates product data from a variety
of e-commerce sources that includes both images and associated textual descrip-
tions. The images and associated texts are grouped into 4 categories: bags,
earrings, ties, and shoes. We generate 6 binary classification tasks, one for each
pair of the 4 classes, with 200 samples for training, 200 samples for validation,
and the remaining samples for testing the predictive performance.
Deep neural networks on texts as privileged information We use images
as the original domain and texts as the privileged domain. As image represen-
tation, we extract SURF descriptors (Bay et al., 2008) and construct a code-
book of 100 visual words using the k-means clustering. As text representation,
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GPC GPC+ (Ours) SVM SVM+
image image+text image image+text
1 Bags vs Earrings 90.20± 0.12 90.49± 0.10 90.11± 0.13 90.10± 0.12
2 Bags vs Ties 89.64± 0.15 89.96± 0.14 90.55± 0.15 90.53± 0.13
3 Bags vs Shoes 90.34± 0.12 90.78± 0.10 90.68± 0.11 90.70± 0.13
4 Earrings vs Ties 89.15± 0.13 89.44± 0.13 88.84± 0.15 88.89± 0.15
5 Earrings vs Shoes 92.26± 0.10 92.66± 0.10 92.25± 0.12 92.37± 0.12
6 Ties vs Shoes 84.48± 0.16 84.46± 0.16 85.10± 0.20 84.89± 0.18
Average accuracy 89.34± 0.11 89.63± 0.11 89.59± 0.11 89.58± 0.11
Average ranking 3.0 1.8 2.7 2.5
Table 6.1: Accessories dataset (textual description as privileged information).
The numbers are mean and standard error of the accuracy over 100 runs. We
used images as the original domain and neural networks word-vector represen-
tation on texts as the privileged domain. The best method for each binary task
is highlighted in boldface. An average rank equal to one means that the corre-
sponding method has the highest accuracy on the 6 tasks (the lower the better).
we extract 200-dimensional continuous word-vector representation using a neural
network skip-gram architecture (Mikolov et al., 2013)1. To convert this word rep-
resentation to a fixed-length sentence representation, we construct a codebook of
100 word-vector using again k-means clustering. We note that a more elaborate
approach to transform words to sentence or document features has recently been
developed (Le & Mikolov, 2014), and we are planning to explore this in the fu-
ture. We perform PCA for dimensionality reduction in the original and privileged
domains and only keep the top 50 principal components. Finally, we standardize
the data to have zero mean and unit standard deviation across features.
Results The experimental results are summarized in Table 6.1. On average
over 6 tasks, the kernelized SVM baseline with hinge loss outperforms GPC with
probit likelihood. However, GPC+ significantly improves over GPC providing
the best results on average. This clearly shows that GPC+ is able to utilize the
neural network textual representation as privileged information. To summarize
our findings, when using text as privileged information, based on the results from
our previous and current chapters, we can see that GPC+ is the only method
that benefits from textual descriptions as provided in the Accessories dataset.
1https://code.google.com/p/word2vec/
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Similarly to the linear case on this dataset, SVM+ produced very similar results
to SVM baseline also when kernelized. We suspect this is due to that fact that
SVM has already shown strong performance on the original image space coupled
with the difficulties in finding the best values of four hyper-parameters.
6.3.2 Animals with Attributes (AwA) Dataset
We focused on the default 10 test classes for which the predicted attributes are
provided based on the probabilistic DAP model (Lampert et al., 2009, 2013). As
in our previous chapter, we generate 45 binary classification tasks, one for each
pair of the 10 classes, with 200 samples for training, 200 samples for validation,
and the remaining samples for testing the predictive performance.
Deep neural networks on images as privileged information Deep learn-
ing methods have gained increased attention within the machine learning and
computer vision communities over the recent years. This is due to their capabil-
ity in extracting informative features and delivering strong predictive performance
in many classification tasks. We are interested to explore the use of deep learn-
ing based features as privileged information so that their predictive power can
be used even if we do not have access to them at prediction time. We used the
standard SURF features with 2000 visual words as the original domain and used
the DeCAF features (Donahue et al., 2014) extracted from the activation of a
deep convolutional network trained in a fully supervised fashion as the privileged
domain. We again perform PCA for dimensionality reduction in the original
and privileged domains and keep the top 50 principal components, as well as
standardizing the data so that each feature has zero mean and unit standard
deviation.
Attributes as privileged information Following the experimental setting of
our previous chapter, we also use images as the original domain and attributes
as the privileged domain. Images are represented by 2000 visual words based
on SURF descriptors and attributes are in the form of 85-dimensional predicted
attributes based on probabilistic binary classifiers (Lampert et al., 2009, 2013).
We perform PCA and keep the top 50 principal components in the original do-
















(DeCAF as privileged) (Attributes as privileged)
Figure 6.3: Average rank (the lower the better) of the four methods and critical
distance for significant differences (Demšar, 2006) on the AwA dataset. An av-
erage rank equal to one means that particular method has the highest accuracy
on the 45 tasks. Whenever the average ranks differ by more than the critical
distance, there is statistical evidence (p-value < 10%) to support a difference in
the average ranks and thus in the performance. We also link two methods with a
solid line if they are not statistically different from each other (p-value > 10%).
In DeCAF, there is statistical evidence that GPC+ performs best among the four
methods considered, while in attributes, GPC+ still performs best but there is
not enough evidence to reject that GPC+ performs comparably to GPC.
Additionally we analyzed our experimental results using the multiple dataset
statistical comparison method described by Demšar (2006)1. The statistical tests
are summarized in Figure 6.3. When DeCAF is used as privileged information,
there is statistical evidence that GPC+ performs best among the four meth-
ods, while in semantic attributes as privileged information setting, GPC+ still
performs best but there is not enough evidence to reject that GPC+ performs
comparably to GPC. The full results with the accuracy of GPC, GPC+, SVM,
and SVM+ on each problem are summarized in Table 6.2 and Table 6.3.
In this experiment, we also illustrate the slope of the sigmoid likelihood for
one pair of classes Chimpanzee versus Giant panda in Figure 6.4. Similarly to
what we observed in the synthetic data experiment, the privileged information
modulates the slope of the sigmoid likelihood function differently for easy and
difficult examples. Easy examples gain slope and hence importance whereas dif-
ficult ones lose it because of uncertainty about their labels in the classification
framework.
1We are not able to use this method for our attribute discovery results in Table 6.1 as the
number of methods being compared (4) is almost equal to the number of tasks or datasets (6).
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GPC GPC+ (Ours) SVM SVM+
image image+text image image+text
1 Chimpanzee vs Giant panda 84.06± 0.15 84.13± 0.15 83.09± 0.15 83.77± 0.14
2 Chimpanzee vs Leopard 85.25± 0.13 85.30± 0.12 84.71± 0.15 84.89± 0.12
3 Chimpanzee vs Persian cat 83.36± 0.12 83.47± 0.11 82.65± 0.11 83.02± 0.11
4 Chimpanzee vs Pig 80.17± 0.23 80.51± 0.26 79.47± 0.27 79.95± 0.25
5 Chimpanzee vs Hippopotamus 81.00± 0.11 81.32± 0.11 80.42± 0.11 80.79± 0.11
6 Chimpanzee vs Humpback whale 94.27± 0.08 94.20± 0.08 93.77± 0.11 94.14± 0.10
7 Chimpanzee vs Raccoon 80.39± 0.13 80.34± 0.13 79.96± 0.14 80.13± 0.13
8 Chimpanzee vs Rat 80.05± 0.27 80.20± 0.26 78.46± 0.30 79.54± 0.27
9 Chimpanzee vs Seal 85.89± 0.12 85.98± 0.12 85.05± 0.12 85.65± 0.13
10 Giant panda vs Leopard 85.80± 0.12 85.73± 0.13 85.14± 0.15 85.40± 0.15
11 Giant panda vs Persian cat 87.03± 0.12 87.00± 0.12 85.73± 0.13 86.47± 0.13
12 Giant panda vs Pig 79.76± 0.23 79.82± 0.22 77.45± 0.29 79.14± 0.24
13 Giant panda vs Hippopotamus 84.52± 0.12 84.54± 0.13 83.10± 0.17 84.29± 0.14
14 Giant panda vs Humpback whale 94.99± 0.09 94.79± 0.09 94.26± 0.11 95.04± 0.09
15 Giant panda vs Raccoon 82.96± 0.13 82.95± 0.13 81.62± 0.18 82.45± 0.14
16 Giant panda vs Rat 82.90± 0.24 82.72± 0.23 79.93± 0.30 81.95± 0.25
17 Giant panda vs Seal 85.86± 0.13 85.98± 0.12 84.83± 0.17 85.77± 0.13
18 Leopard vs Persian cat 87.91± 0.11 88.22± 0.09 88.20± 0.08 88.17± 0.09
19 Leopard vs Pig 79.02± 0.24 78.87± 0.24 78.11± 0.24 78.20± 0.26
20 Leopard vs Hippopotamus 83.89± 0.14 84.10± 0.13 83.63± 0.13 83.72± 0.14
21 Leopard vs Humpback whale 95.14± 0.07 95.20± 0.07 95.04± 0.08 95.10± 0.07
22 Leopard vs Raccoon 73.56± 0.17 73.75± 0.16 73.06± 0.20 73.25± 0.19
23 Leopard vs Rat 82.37± 0.20 82.24± 0.21 81.21± 0.25 81.99± 0.23
24 Leopard vs Seal 86.73± 0.10 86.94± 0.10 86.66± 0.10 86.64± 0.10
25 Persian cat vs Pig 75.64± 0.24 76.04± 0.22 75.47± 0.24 75.46± 0.25
26 Persian cat vs Hippopotamus 84.97± 0.10 85.14± 0.10 84.47± 0.12 84.73± 0.11
27 Persian cat vs Humpback whale 92.33± 0.09 92.36± 0.09 92.48± 0.09 92.58± 0.10
28 Persian cat vs Raccoon 84.45± 0.11 84.64± 0.10 84.19± 0.10 84.28± 0.13
29 Persian cat vs Rat 65.03± 0.30 65.69± 0.30 65.16± 0.32 65.92± 0.32
30 Persian cat vs Seal 81.20± 0.14 81.41± 0.13 81.02± 0.14 81.14± 0.13
31 Pig vs Hippopotamus 72.42± 0.27 72.72± 0.27 72.24± 0.25 72.27± 0.27
32 Pig vs Humpback whale 91.62± 0.15 91.77± 0.16 91.48± 0.17 91.75± 0.16
33 Pig vs Raccoon 75.54± 0.24 75.76± 0.23 75.59± 0.25 75.65± 0.25
34 Pig vs Rat 69.99± 0.26 70.37± 0.26 69.22± 0.30 69.77± 0.28
35 Pig vs Seal 76.08± 0.24 76.62± 0.21 75.64± 0.23 76.20± 0.22
36 Hippopotamus vs Humpback whale 85.96± 0.12 86.19± 0.12 85.98± 0.12 85.98± 0.10
37 Hippopotamus vs Raccoon 80.68± 0.14 80.85± 0.13 80.38± 0.15 80.47± 0.13
38 Hippopotamus vs Rat 78.50± 0.27 78.17± 0.26 77.32± 0.26 77.55± 0.27
39 Hippopotamus vs Seal 69.31± 0.17 69.39± 0.18 68.47± 0.18 68.96± 0.19
40 Humpback whale vs Raccoon 92.07± 0.09 92.22± 0.08 92.38± 0.09 92.31± 0.09
41 Humpback whale vs Rat 89.01± 0.22 88.85± 0.22 88.61± 0.24 88.82± 0.24
42 Humpback whale vs Seal 81.42± 0.16 81.81± 0.16 81.41± 0.18 81.62± 0.16
43 Raccoon vs Rat 74.83± 0.27 74.77± 0.25 74.09± 0.24 74.26± 0.25
44 Raccoon vs Seal 84.93± 0.13 85.17± 0.13 84.56± 0.12 84.64± 0.12
45 Rat vs Seal 75.08± 0.28 75.36± 0.27 74.75± 0.28 74.83± 0.28
Average accuracy 82.40± 0.10 82.52± 0.10 81.79± 0.10 82.19± 0.10
Average ranking 2.09 1.40 3.71 2.80
Table 6.2: Accuracy performance on the AwA dataset over 100 repeats (mean and
standard error). We used SURF image features as the original data space and DeCAF
deep neural network image features as the privileged space. The best method for each
binary task is highlighted in boldface. An average rank equal to one means that the
corresponding method has the highest accuracy on the 45 tasks (the lower the better).
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GPC GPC+ (Ours) SVM SVM+
image image+text image image+text
1 Chimpanzee vs Giant panda 84.06± 0.15 84.14± 0.14 83.09± 0.15 83.35± 0.15
2 Chimpanzee vs Leopard 85.25± 0.13 85.27± 0.12 84.71± 0.15 84.81± 0.12
3 Chimpanzee vs Persian cat 83.36± 0.12 83.48± 0.11 82.65± 0.11 82.91± 0.10
4 Chimpanzee vs Pig 80.17± 0.23 80.49± 0.26 79.47± 0.27 79.65± 0.24
5 Chimpanzee vs Hippopotamus 81.00± 0.11 81.31± 0.11 80.42± 0.11 80.63± 0.11
6 Chimpanzee vs Humpback whale 94.27± 0.08 94.20± 0.08 93.77± 0.11 94.36± 0.08
7 Chimpanzee vs Raccoon 80.39± 0.13 80.33± 0.13 79.96± 0.14 79.86± 0.13
8 Chimpanzee vs Rat 80.05± 0.27 80.17± 0.26 78.46± 0.30 79.77± 0.28
9 Chimpanzee vs Seal 85.89± 0.12 85.96± 0.12 85.05± 0.12 85.42± 0.15
10 Giant panda vs Leopard 85.80± 0.12 85.78± 0.13 85.14± 0.15 85.17± 0.14
11 Giant panda vs Persian cat 87.03± 0.12 87.01± 0.12 85.73± 0.13 86.03± 0.12
12 Giant panda vs Pig 79.76± 0.23 79.81± 0.22 77.45± 0.29 78.58± 0.26
13 Giant panda vs Hippopotamus 84.52± 0.12 84.55± 0.13 83.10± 0.17 83.83± 0.17
14 Giant panda vs Humpback whale 94.99± 0.09 94.79± 0.09 94.26± 0.11 94.93± 0.08
15 Giant panda vs Raccoon 82.96± 0.13 82.97± 0.13 81.62± 0.18 81.93± 0.15
16 Giant panda vs Rat 82.90± 0.24 82.73± 0.23 79.93± 0.30 81.62± 0.25
17 Giant panda vs Seal 85.86± 0.13 86.00± 0.13 84.83± 0.17 85.17± 0.15
18 Leopard vs Persian cat 87.91± 0.11 88.18± 0.09 88.20± 0.08 87.86± 0.11
19 Leopard vs Pig 79.02± 0.24 78.88± 0.24 78.11± 0.24 77.96± 0.29
20 Leopard vs Hippopotamus 83.89± 0.14 84.12± 0.13 83.63± 0.13 83.58± 0.14
21 Leopard vs Humpback whale 95.14± 0.07 95.21± 0.07 95.04± 0.08 95.09± 0.07
22 Leopard vs Raccoon 73.56± 0.17 73.72± 0.17 73.06± 0.20 72.68± 0.19
23 Leopard vs Rat 82.37± 0.20 82.32± 0.21 81.21± 0.25 81.15± 0.24
24 Leopard vs Seal 86.73± 0.10 86.95± 0.10 86.66± 0.10 86.61± 0.10
25 Persian cat vs Pig 75.64± 0.24 75.98± 0.23 75.47± 0.24 75.31± 0.25
26 Persian cat vs Hippopotamus 84.97± 0.10 85.12± 0.10 84.47± 0.12 84.52± 0.11
27 Persian cat vs Humpback whale 92.33± 0.09 92.36± 0.09 92.48± 0.09 92.51± 0.09
28 Persian cat vs Raccoon 84.45± 0.11 84.67± 0.10 84.19± 0.10 84.21± 0.10
29 Persian cat vs Rat 65.03± 0.30 65.57± 0.29 65.16± 0.32 65.20± 0.28
30 Persian cat vs Seal 81.20± 0.14 81.39± 0.13 81.02± 0.14 80.74± 0.16
31 Pig vs Hippopotamus 72.42± 0.27 72.63± 0.26 72.24± 0.25 71.82± 0.26
32 Pig vs Humpback whale 91.62± 0.15 91.75± 0.16 91.48± 0.17 91.61± 0.15
33 Pig vs Raccoon 75.54± 0.24 75.75± 0.22 75.59± 0.25 75.08± 0.22
34 Pig vs Rat 69.99± 0.26 70.32± 0.26 69.22± 0.30 69.66± 0.29
35 Pig vs Seal 76.08± 0.24 76.58± 0.22 75.64± 0.23 75.96± 0.23
36 Hippopotamus vs Humpback whale 85.96± 0.12 86.17± 0.12 85.98± 0.12 85.54± 0.13
37 Hippopotamus vs Raccoon 80.68± 0.14 80.84± 0.13 80.38± 0.15 80.25± 0.16
38 Hippopotamus vs Rat 78.50± 0.27 78.20± 0.26 77.32± 0.26 77.66± 0.26
39 Hippopotamus vs Seal 69.31± 0.17 69.38± 0.18 68.47± 0.18 68.52± 0.19
40 Humpback whale vs Raccoon 92.07± 0.09 92.20± 0.08 92.38± 0.09 92.33± 0.08
41 Humpback whale vs Rat 89.01± 0.22 88.83± 0.22 88.61± 0.24 88.82± 0.22
42 Humpback whale vs Seal 81.42± 0.16 81.71± 0.16 81.41± 0.18 81.00± 0.18
43 Raccoon vs Rat 74.83± 0.27 74.78± 0.25 74.09± 0.24 73.87± 0.26
44 Raccoon vs Seal 84.93± 0.13 85.14± 0.12 84.56± 0.12 84.57± 0.13
45 Rat vs Seal 75.08± 0.28 75.35± 0.26 74.75± 0.28 74.85± 0.27
Average accuracy 82.40± 0.10 82.51± 0.10 81.79± 0.10 81.93± 0.10
Average ranking 1.98 1.40 3.44 3.18
Table 6.3: Accuracy performance on the AwA dataset over 100 repeats (mean and
standard error). We used SURF image features as the original data space and attributes
in form of DAP features as the privileged space. The best method for each binary task
is highlighted in boldface. An average rank equal to one means that the corresponding
method has the highest accuracy on the 45 tasks (the lower the better).
Chapter 7
Conclusions and Future Directions
In this chapter, we summarize the main contributions of this thesis and discuss
possible future directions for attribute-based models. In this thesis, we started
with semantic attributes as an interpretable binary image representation and
showed how to augment them with discriminative attributes that can be learned
directly from the image content. Then, we showed how to use attributes as priv-
ileged information to the image data during learning. We explained the main
principles of learning with privileged information, described our findings about
what kind of information is privileged for image based recognition, and the lesson
learned from our user studies on human learning versus machine learning from
images. Despite huge progress over the last five years, learning the attributes
from image data remains a challenging task. Among attractive future directions
for attribute-based models is learning attributes from 3D object models instead
of learning them from images. The 3D view on attributes opens a new principled
way of understanding and analyzing what makes an attribute of the objects: is
it difference in shape, in appearance, or the way we interact with the objects?
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7.1 Conclusions and Discussion
Attributes is an active area of research in computer vision that involves a variety
of tasks, such as describing objects in images, recognizing known and unknown
classes of objects, comparing images of objects based on their attributes, intelli-
gent image search, etc. In this thesis, we focused on the role of attributes in the
context of image based object recognition.
The first part of this thesis addressed the attributes in the context of mid-
level feature learning framework, where semantic attributes are combined with
discriminative attributes to form a desirable representation for object recogni-
tion tasks in images. The contributions of this part of the thesis are parametric
and non-parametric machine learning methods for data-driven augmentation of
attribute representations forming Chapter 3 and Chapter 4 of the thesis:
1. Augmented Attributes: Parametric View.
In this chapter, we introduced the parametric approach for augmenting
semantic attribute representation with non-semantic but discriminative at-
tributes that help to resolve the object recognition task in images. Our
approach combines (i) the unsupervised augmentation using autoencoder
model and (ii) the folk wisdom supervision using large margin nearest neigh-
bor principle.
2. Augmented Attributes: Non-parametric View.
In this chapter, we addressed the non-parametric probabilistic approach for
learning discriminative attribute representations. Our probabilistic model
combines (i) the neighborhood likelihood function with folk wisdom super-
vision as preference relation, (ii) the flexible Indian Buffet Process prior on
infinite sparse binary matrices, and (iii) the data likelihood in form of linear
Gaussian or linear probit model. This combination enables to couple effec-
tively the structure of the semantic space with the continuously growing
structure of the neighborhood preserving infinite latent feature space.
The augmented attribute representations form a suitable basement for address-
ing the next real-world challenges at the Internet scale. Among most attractive
future explorations in this direction are (i) unsupervised and weakly supervised
parametric models for attribute-based classification at large scale, (ii) learning
mid-level feature representation that combines attribute semantics with discrim-
inative features from the deep convolutional neural networks and (iii) scalable
non-parametric models for continuous streams of data.
7.1. CONCLUSIONS AND DISCUSSION 127
The second part of this thesis addresses the attributes in the context of new
learning framework called learning using privileged information (LUPI), where
attributes can be used as privileged information in addition to the image data
during training. The contributions of this part include parametric and non-
parametric machine learning methods for learning with privileged information,
forming Chapter 5 and Chapter 6 of the thesis:
1. Learning with Privileged Information: Parametric View.
In this chapter, we introduced the main principles of learning with privileged
information for object recognition task, and explored the maximum-margin
approach for solving LUPI. Our approach learned easy and hard objects in
the privileged space, and then transferred this knowledge to train a better
classifier in the original data space. In contrast to the standard SVM, where
all training samples have equal weights, we used the margin distance to the
separating hyperplane in the privileged space as the easy-hard score, and
then re-weighted the training samples in the original data space according
to this score.
2. Learning with Privileged Information: Non-parametric View.
In this chapter, we showed the non-parametric Bayesian approach to ad-
dress the framework of learning using privileged information. We placed
LUPI in the context of Gaussian process classification, where the privileged
information can be naturally treated as the noise term in the latent func-
tion of the Gaussian process classifier. In contrast to the standard Gaussian
Processes classification setting, where the latent function is just a nuisance,
in LUPI it becomes a natural measure of confidence about the training data
by modulating the slope of the sigmoid-shaped likelihood function.
The framework for learning with privileged information was established very
recently and, hence, raises a variety of questions to explore. For example: (i) what
is the criterion of useful privileged information for the task at hand? In other
words, how can we evaluate a priori the quality of the privileged information? (ii)
How can we use privileged information when there is no direct correspondence
between feature representation in original and privileged spaces? (iii) What is the
relation between LUPI and domain adaptation, transfer learning and co-training
frameworks studied in the computer vision literature before?
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part-based (DPB) template that captures parts, i.e. appearance of distinctive
object parts, their configurations, i.e. how the parts relate to each other, and
allows deformation of the parts configuration. For example, for modeling a chair,
parts could be seat, leg, arm, backrest and the configuration could be the angle
between adjacent parts. The advantages of using this approach are the following:
(i) it does not require manual annotation of the shape parts, which are automat-
ically discovered from the data collection; (ii) it is flexible to cover the intra-class
variation of the objects, as the number of templates is not fixed and can grow
as required forming the set of deformable part-based templates. Finally, the de-
formable part-based templates are fitted to data by finding the deformation of
parts configuration that best matches the 3D shapes of objects in the data col-
lection. It is formalized as optimizing an energy function measuring the fit of the
template T with parts pi ∈ P and their configurations (pi, pj ∈ E) to the shape







Esmooth(pi, pj, li, lj) (7.1)
The data term Edata(pi, li) is the cost of placing the template part pi at the
location li of the shape S that controls local similarity: it is small if local shape
features between points on the shape and corresponding points on the template
match. The smoothing term Esmooth(pi, pj, li, lj) is the deformation cost between
the parts pi, pj placed at the locations li, lj that controls configuration consistency:
it is small if the parts configuration (pi, pj) is aligned with the geometry of shape
S at the locations li, lj. Given a collection of 3D shapes, minimizing the energy
produces the set of templates that best capture variability in data.
This model will allow us to visualize the 3D attributes by highlighting the
discriminative parts and part configurations of the DPB templates that support
the presence of the attribute. Please, refer here to our illustrative Figure 7.2
(middle object) of the 3D template for attribute elegant. Parts that are common
to elegant chairs (in the collection) and discriminate them from non-elegant chairs
are highlighted with the blue mask.
There is always the possibility that certain goals are difficult to achieve, be-
cause of: (i) limited amount of data to learn reliably the attributes, (ii) unbal-
anced data when there are only few positive samples and many negatives, (iii)
lack of texture or color information in the 3D models that could bias certain at-
tributes, for example, an eye-catching building because of red colored doors, etc.
Alternatively, we could utilize a vast amount of image data (that is easy to collect
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