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The Computer simulations are commonly used to predict the response of complex 
systems in many branches of engineering and science. These computer simulations 
involve the theoretical foundation, numerical modeling and supporting experimental data, 
all of which contain their associated errors. Furthermore, real-world problems are 
generally complex in nature, in which each phenomenon is described by the respective 
constituent models representing different physics and/or scales. The interactions between 
such constituents are typically complex in nature, such that the outputs of a particular 
constituent may be the inputs for one or more constituents. Thus, the natural question 
then arises concerning the validity of these complex computer model predictions, 
especially in cases where these models are executed in support of high-consequence 
decision making. The overall accuracy and precision of the coupled system is then 
determined by the accuracy and precision of both the constituents and the coupling 
interface. Each constituent model has its own uncertainty and bias error. Furthermore, the 
coupling interface also brings in a similar spectrum of uncertainties and bias errors due to 
unavoidably inexact and incomplete data transfer between the constituents. This 
dissertation contributes to the established knowledge of partitioned analysis by 
investigating the numerical uncertainties, validation and uncertainty quantification of 
strongly coupled inexact and uncertain models. The importance of this study lies in the 
urgent need for gaining a better understanding of the simulations of coupled systems, 
such as those in multi-scale and multi-physics applications, and to identify the limitations 
due to uncertainty and bias errors in these models.  
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1. Introduction  
In many branches of science and engineering computer simulations have become 
integral to the design and analysis of complex systems. This is made feasible by the 
increasing computing power of advanced computer technologies and by the development 
of numerical methods and algorithms necessary for efficient computation. These 
simulation models however, can only provide an approximation of reality, and thus the 
validity of the model predictions, particularly those that support high-consequence 
decision making, must be evaluated. The accuracy and precision of model predictions are 
hindered by three fundamental factors: (i) the inexactness or incompleteness of the 
model, (ii) uncertainty in model parameters, and (iii) uncertainty in numerical 
calculations. 
The first factor is concerned with the inexactness or incompleteness of the physics of 
the model which arises from our lack of knowledge about a complex phenomenon or 
simplifying assumptions made to describe such phenomena. For example, assuming the 
material behavior to be linear in the numerical model when in fact it is nonlinear would 
result in inexact solutions. Uncertain model parameters, the second factor, are the 
variables known to the analyst, while neither their exact values nor distributions are 
known. The third factor, numerical uncertainties, includes the uncertainties in the 
numerical calculations such as round-off, truncation or discretization errors.  
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The first two forms of uncertainties can be addressed through various model 
validation procedures that aim to answer the following question: Are we solving the right 
equations? Validation procedures address the inherent disagreement between model 
prediction and reality and involve sensitivity analysis, model calibration and uncertainty 
quantification. The third form of uncertainty can be addressed through rigorous 
verification procedures that aim to answer the following question: Are we solving the 
equations right? Verification procedures address the mathematical inaccuracies in both 
the numerical code and the mathematical solution of equations.  
Simulation models, to be used in a predictive manner, must first undergo a rigorous 
verification, experiment-based validation and uncertainty quantification (V&V). The 
ultimate objective of V&V is to reduce the uncertainties and biases caused by these three 
factors, thus improving the predictive capability of the simulation model. 
2. Motivation of the Dissertation  
 Real-world problems are generally multi-physics and multi-scale in nature, in which 
each phenomenon is described by the respective constituent models representing different 
physics and/or scales. The interactions between such constituents are typically complex 
in nature, in which the outputs of a particular constituent may be the inputs for one or 
more constituents. The overall accuracy and precision of the coupled system is then 
determined by the accuracy and precision of both the constituents and the coupling 
interface. Each constituent model has its own uncertainty and bias error. Therefore, the 
coupling of the multiple models poses a challenge for V&V. Furthermore, the coupling 
 3 
interface also brings in a similar spectrum of uncertainties and bias errors due to 
unavoidably inexact and incomplete data transfer between the constituents.  
 In many fields, performing exhaustive experiments to fully characterize a system has 
become both costly and time consuming. The availability of precise and accurate 
simulation models can reduce reliance on experiments. Furthermore, simulation models 
can be used to study complex phenomena that may be infeasible to implement in a 
laboratory setting due to budgetary and safety concerns or difficult to reliably measure 
due to time related factors or environmental concerns. A credible numerical model can be 
used to augment our understanding of real world phenomena and expose critical areas 
that should be investigated further through experimentation. For simulations of coupled 
systems to substitute for experiments however, it is crucial to establish the credibility of 
constituent models as well as the applied coupling techniques. 
3. Contributions of the Dissertation 
This dissertation contributes to the established knowledge of partitioned analysis by 
investigating the numerical uncertainties, validation and uncertainty quantification of 
strongly coupled inexact and uncertain models. The importance of this study lies in the 
urgent need for gaining a better understanding of the simulations of coupled systems, 
such as those in multi-scale and multi-physics applications, and to identify the limitations 
due to uncertainty and bias errors in these models.  
Several methodologies are proposed in this dissertation to provide a comprehensive 
discussion on partitioned analysis. First, a novel optimization-based coupling technique 
for partitioned analysis is developed. This coupling procedure is based on the 
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minimization of an objective function consisting of coupling conditions. This novel 
coupling method eliminates the divergence problems that classical coupling problems 
generally face and is also compatible with parallel processing algorithms that allow the 
use of disjointed sets of processors. 
Next, a methodology to combine calibration and validation is introduced. This 
methodology is capable of quantifying the degrading effects of incompleteness (or 
inexactness) of modeled physics principles on the model predictions in comparison to the 
partial representation of reality provided by experimental data. The novelty of this work 
originates parameterization of the discrepancy model and the ability to simultaneously 
handle both the uncertainty in parameters and the bias error in the model form using an 
optimization-based procedure. By considering model bias, the methodology developed in 
this dissertation prevents compensations between parameters that may lead to 
convergence of the values to mathematically feasible, however, physically incorrect 
values during the parameter calibration. 
Then, a comprehensive technique to simultaneously integrate coupling and 
uncertainty inference quantification is developed. In a coupled system uncertainty and 
bias errors in constituent models propagate between constituents during coupling 
iterations leading to an accumulation of the biases on the coupled predictions. Herein, 
optimization concepts are applied to remedy this problem resulting from propagation of 
biases in strong coupling of constituent models. Coupling of uncertain and inexact 
constituent models is followed by validation of the coupled model against experiments, in 
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which the coupling is a nested loop inside the validation iterations. In this approach both 
separate-effect and integral-effect experiments are exploited in validation process. 
Furthermore, to effectively allocate available resources for improving predictive 
maturity of strongly coupled models, methodologies are proposed for prioritization of 
code development efforts. Code developers need guidance in the prioritization of code 
development efforts to efficiently dedicate available resources. In the availability of 
separate- and integral-effect experiments such guidance can be provided through a 
rigorous assessment of incompleteness and inexactness of constituent models across and 
within interfaces. Constituents and interfaces do not have the same contributions in the 
predictions of the coupled systems. Therefore, the methodology developed in this study 
correctly identifies the constituent model that most contributes to the inaccuracy and 
imprecision in the coupled numerical model. 
Additionally, methodologies are proposed for experiment prioritization techniques to 
optimally allocate the resources for conducting the experiments to improve the predictive 
capability of the coupled models. To predict the true performance under vastly different 
operational regimes, simulation models should go through rigorous validation and 
uncertainty inference procedures. For these procedures to be meaningful, the entire 
operational domain must be explored through a sufficiently large number of physical 
experiments. However, the cost and time-related demands of physical experiments may 
prohibit extensive experimental campaigns resulting in a bottleneck for V&V. Thus, it is 
desirable to select the most effective experiments in an effort to reach predictive maturity 
in simulation activities while simultaneously reducing the extent of the experimental 
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campaign. This study successfully develops an algorithm for greatest reduction in the 
variability of the biases in the coupled model considering both separate-effect and 
integral-effect experiments as well as their optimal settings. 
In existing studies, numerical uncertainties are treated in un-coupled manner. In this 
dissertation, numerical uncertainties are explicitly investigated in the simulation of 
coupled models. Numerical errors, such as round-off, truncation, and discretization 
errors, negatively affect the prediction results of the simulation models. By focusing on 
discretization errors, this study evaluated the effect of these errors on the prediction 
results of coupled systems by quantifying them in each of the constituents as well as their 
effects on the overall error in the coupled model. Through evaluation of these errors, this 
dissertation determined the effect of numerical uncertainties on the predictive capabilities 
of the numerical models and implement appropriate approaches to limit or reduce these 
errors. Furthermore, this study considers the computational cost of the discretization error 
on the coupled numerical models. 
The methodologies and techniques developed in this dissertation ultimately yield 
coupled models with improved predictive capability while considering the computational 
and experimental resources available to the analyst, thus contributing in a significant 
manner to the field of partitioned analysis as well as V&V.  
4. Organization of the Dissertation 
This dissertation is organized into eight chapters described in the following 
paragraphs.  
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Chapter two discusses a novel optimization-based coupling procedure to obtain the 
numerical solution to strongly-coupled systems. The proposed optimization-based 
coupling algorithm is compared against the block Gauss–Seidel iteration method. Here 
the accuracy of the coupled prediction as well as the convergence of the coupled 
parameters is studied on three case studies: a linear set of equations, a set of polynomials 
with random coefficients, and a linear dynamical system. The results of this study have 
been compiled in a manuscript that is published in ASCE Journal of Computing in Civil 
Engineering in 2012.  
Chapter three discusses a novel method for the calibration of the computer codes 
against experimental evidence using optimization algorithms. In this study, training of the 
discrepancy model is demonstrated using a generic polynomial function and the 
applicability of the approach is presented on nonlinear mass-spring-damper dynamical 
systems. This approach can be used to assess the credibility of a computational model by 
considering parameter, structural and experimental uncertainty. This study is published in 
ASCE Journal of Computing in Civil Engineering in 2013. 
Chapter four discusses the coupling of the inexact and uncertain models. This chapter 
is essentially tackling the problem of training the discrepancy model in the coupled 
systems in the presence of the integral- and separate-effect experiments. The proof-of-
concept application of the proposed approach is demonstrated on a benchmark example 
from structural dynamics. In this example two two-degree-of-freedom dynamical systems 
are coupled together to form a four-degree-of-freedom system. The findings of this study 
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are assembled in a technical paper that is published in ASCE Journal of Computing in 
Civil Engineering in 2012.  
Chapter five focuses on the prioritization of code development efforts among multiple 
constituents. The main objective of this research is to trace the model form error of the 
coupled system to its sources by quantifying the contribution of each constituent to the 
overall model form error of the coupled model. For this purpose a metric that guides the 
decision-making process is proposed which incorporates model form error, sensitivity, 
and development costs associated with the constituents. The findings of this study were 
submitted as a technical paper to the Journal of Structural Engineering and Mechanics, 
and are presently under review. 
Similar to the approach discussed in chapter five, chapter six proposes an 
optimization-based method for the determination of the most cost-effective experimental 
campaign for V&V of the coupling systems. The proposed method for the optimal design 
of experiments in the coupled models is applied to a linear portal frame to determine the 
optimal location of the sensors. The results of this study, in the form of a technical 
manuscript, are submitted for publication in the ASCE Journal of Computing in Civil 
Engineering and are presently under review. 
Chapter seven studies the effects of the numerical errors in strongly-coupled 
simulation models. This study is compiled as a technical manuscript for submission to 
ASCE Journal of Computing in Civil Engineering.  
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Finally, chapter eight summarizes the overarching findings and conclusions of the 
work presented herein including an overview of its assumptions and limitations and a 
discussion of future work which may stem from this dissertation. 
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CHAPTER TWO 




 In the traditional realm of modeling and simulation, codes are written to solve an 
isolated phenomenon for idealized input conditions, henceforth referred to as single-
solver models. Single-solver models reduce the problem to a single phenomenon (single 
physics and scale) while either approximating the effects of other relevant phenomena or 
discarding these effects altogether. Therefore, these single-solver models rely on strong 
and occasional unwarranted assumptions about the interactions between isolated 
phenomena. Incorporating the interactions between traditionally isolated phenomena in 
modeling and simulating them through coupling procedures can eliminate the need for 
such assumptions and yield an improved representation of reality (Lieber and Wolke 
2008). Moreover, the interactions between separately studied engineering and physics 
principles can be regarded as the initial step towards knowledge discovery.  
One possible approach for coupling multiple phenomena involves the development of 
new, dedicated codes integrating the relevant physics and engineering principles. This 
implementation, known as either the monolithic approach (Blom 1998; Hubner et al 
2004) or the direct method (Rugonyi and Bathe 2000), encompasses all the information 
desired about a system is available within a single code. Though the monolithic approach 
might be conveniently applicable in certain cases, it may easily render severe practical 
and technical difficulties as well as incur prohibitively high demands on resources (Storti 
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et al. 2009). Alternatively, it may be advantageous to employ the independently 
developed mature codes for each phenomena of interest in the analysis of the coupled 
system. This implementation is known as the partitioned approach (Rugonyi and Bathe 
2000-2001), in which the individual codes are viewed as isolated entities with data 
systematically transferred between these individual codes through coupling algorithms, 
typically resulting in an iterative procedure consisting of prediction, substitution and 
synchronization techniques (Felippa et al. 2001).  
The advantage of a partitioned approach stems from the flexibility of exploiting 
independent modeling strategies developed in non-matching domains as well as standard 
discretization schemes that are most suitable for a particular domain (Kassiotis et al. 
2011). For example, Joosten et al. (2009) coupled two domains and solved the first using 
a finite element method and the second using a finite volume technique. Such flexibility 
allows the use of mature codes and expertise from different fields while obtaining 
solutions for more complex, highly-coupled problems. Moreover, partitioned approaches 
have the potential to enable modular treatment of a complex problem and parallelization 
of simulations on disjointed sets of processors.  
The coupling of physical problems in non-overlapping domains has a variety of 
applications in engineering and science disciplines. In engineering, such coupling 
typically occurs when a structural system is one of the components; examples include 
fluid–structure interaction, thermal-structure interaction, control-structure interaction, 
seismic soil-structure interaction, and human-structure interaction (Felippa et al. 2001). 
Perhaps the most common engineering application of coupling is fluid–structure 
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interaction in which equations corresponding to fluid and structure are solved and 
coupled at the interface of two distinct domains of fluid and structure. Fluid–structure 
interaction problems have a wide range of applications, such as in aircraft design (Farhat 
1997; Rifai et al. 1999), wing flutter problems, flow-induced pipe vibrations and hydro-
mechanical and hydrodynamic devices (Bathe et al. 1999; Felippa et al. 2001) to name a 
few. As a result of the diversity of its applications, the problem of fluid–structure 
interaction has been studied extensively with a variety of coupling strategies (Causin et 
al. 2005; Degroote et al. 2008; Felippa et al. 2001; Joosten et al. 2009; Matthies  and 
Steindorf 2002; Matthies et al. 2006;Wang et al. 2004). 
Furthermore, coupling has been implemented in soil–pore fluid interaction, thermo-
mechanics and heat transfer, electricity and magnetism, micro-electro-mechanical 
devices, bio-mechanics (Dubini et al. 1995; Nobile and Veneziani 1999), 
acoustics/noise–structure interaction (Storti et al. 2009), air quality model systems 
(Lieber and Wolke 2008; Zhili and Jun 2009), aero-elasticity (Farhat and Lesoinne 2000; 
Piperno 1997) as well as multidisciplinary/ multi-physics (Park and Felippa 1983; Rifai et 
al. 1999), and multi-scale problems (Ibrahimbegovic and Markovic 2003, Niekamp et al. 
2009).  
Previously, the partitioned approach was treated through procedures that require an 
exchange of input and output parameters between multiple single solver models, see for 
instance Block-Jacobi or Block Gauss-Seidel procedures. In this manuscript however, for 
coupling multiple codes, we exploit the objective functions in the context of an 
optimization problem and thus, present an optimization based coupling method (OBC) 
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for partitioned analysis of strong coupled systems. Unlike traditional procedures, OBC 
eliminates the need for the exchange of input and output parameters between different 
codes and thus can reduce numerical rounding errors. Instead, OBC minimizes an 
objective function that includes the coupling conditions for each coupled phenomena. In 
this manuscript, we assess the coupling stability and accuracy of OBC in comparison to 
the Block Gauss-Siedel (BGS) method, a mature, and perhaps the most commonly 
accepted coupling technique. For the case study problems studied herein, the proposed 
OBC method is observed to be stable as it successfully converges even in cases where the 
solution diverges under the BGS method. However, as the total number of times the 
constituent codes need to be executed, the total time to solution is observed to be higher 
for OBC method in comparison to the BGS method. 
In the next section, we introduce some established coupling techniques and 
differentiate between weak and strong coupling schemes. First, the iterative process of 
BGS method is described and occasional shortcomings of this algorithm are discussed 
through numerical examples. The following section introduces the OBC algorithm and 
demonstrates that OBC can yield accurate and converged solution even in cases where 
BGS algorithm diverges. In the case study applications section, the comparison of OBC 
and BGS methods are completed through a series of numerical examples of increasing 
complexity: a linear set of equations, a polynomial with random coefficients and a linear 
dynamical system. In the discussion section, we investigate both the applicability of OBC 
to a nonlinear problem and the stability of OBC in comparison to the BGS method 
 14 
implemented with the Aitken relaxation. In the conclusion section, we provide an 
overview of the underlying premises and the limitations of the proposed methodology.  
2. Partitioned Coupling Techniques 
A hypothetical case with three individual single-solver codes, each capable of 
predicting a single phenomenon, is schematically presented in Figure 1. Solvers A, B and 
C all have N number of input (i) and M number of output (o) parameters. For this 
hypothetical case, the interactions between these three solvers assume two distinct forms. 
The first is the simplest case of coupling, the so called ‗weak coupling‘ (also known as 
semi-coupling, partial-coupling or loose-coupling). In weak coupling, the solver named 
as feeder generates output data that will be the input for the solver named consumer 
(Figure 2). Through one-step iteration, the output of the feeder is used as the input in the 
consumer. Also in weak coupling, the consumer output has no influence on the input data 
of the feeder solver. Weak coupling in the time domain may require partitioning devices 
at the synchronization time-steps (i.e. sub-cycling, midpoint correction). For data transfer 
in the spatial domain similarly, matching of the degrees-of-freedom between the 
interacting components must be resolved.  
 
Figure 1: Input/ Output Data outline for 3 Model 
 15 
 
Figure 2: Weakly Coupled Solvers 
Weak coupling, though straightforward, is limited in use since in many coupled 
systems the output of a consumer solver has direct influence on its feeder. This type of 
coupling is known as ‗strong coupling‘ (also known as full coupling, or tight coupling). A 
schematic representation of strong coupling for solvers A, B and C is given in Figure 3. 
As seen, Solvers A, B and C cannot be executed simultaneously and must operate in a 
sequential manner as the consumer solvers feed each other. As seen in Figure 3, the 
output of Solver A, oa is the input ib of Solver B, while output ob of Solver B is the input 
ia of Solver A. 
 
Figure 3: Strongly Coupled Solvers 
For strong coupling problems, the input parameters are distinguished as either 
dependent or independent input parameters. The dependent input parameters depend 
upon the output of a feeder solver, and thus must be substituted by the coupling 
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algorithm. Therefore, these dependent parameters are interface matching unknowns. For 
example, in Figure 3, an input such as ib3 is a dependent input parameter while 
parameters such as ia1 and ic2 are independent input parameters. Equations 1 transform 
the relationship between solvers A, B and C, schematically represented in Figure 3, into a 
mathematical formulation in terms of functions (FA, FB and FC) and input and output 
parameters. 
   
   
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1 2 3 1 2 3
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The central quandary in solving strong coupling problems is the search for the correct 
values for the dependent variables. Previous research has resulted in widely implemented 
procedures that rely on a sequence of input and output exchanges between single-solver 
models to obtain the correct values for the dependent input parameters. For instance, the 
Block-Jacobi coupling process is considered to be the most conceptually straightforward 
iterative approach for strong coupling of two or more codes (Matthies et al. 2006) (Figure 
4a). The Gauss-Siedel iterative approach however, converges faster than Block-Jacobi 
coupling since it uses information about the dependent parameters as soon as they 
become available (Figure 4b). Newton-like methods offer gradient based iterative 
coupling techniques relying on the Newton iterations completed on the Jacobians in the 
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coupled system of equations (Heil 2004; Matthies and Steindorf 2002-2003; Fernandez 
and Moubachir 2005) (Figure 4c).  
In the following sections we discuss the mature and widely accepted Block Gauss-
Seidel (BGS) strategy for strong coupling, followed by an introduction of our proposed 
optimization based coupling (OBC) approach (Figure 4d).  
 
Figure 4: Iteration based numerical methods for partitioned analysis 
2.1. Block Gauss–Seidel Strategy (BGS) 
The Block Gauss–Seidel (BGS) strategy, widely used for its conceptual simplicity, 
offers an intuitive method for coupling multiple codes. It is a distinctly effective iterative 
procedure, in which the input and output data is exchanged between the coupled codes 
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until the dependent parameters converge to their ‗correct‘ values. BGS strategy herein 
refers to a classical Gauss–Seidel procedure that applies an iterative method to solve a 
system of linear equations (Joosten 2009).  
The BGS algorithm for strong coupling of three aforementioned solvers is given in 
Figure 5. In the first step of the algorithm, all independent parameters and an initial 
‘estimate’ value for all dependent parameters are entered into the three solvers (Solvers 
A, B and C). For given dependent and independent input parameters, Solver A delivers an 
output that becomes a new input for the Solver B. Similarly, the procedure is repeated for 
Solver B and Solver C. After the completion of each iteration, and all solvers yielding 
updated values for the dependent parameters, the absolute differences between the 
dependent parameters of the current iteration and the previous iteration are compared 
against a threshold value. The procedure is repeated until the differences between two 
subsequent iterations reach a predetermined threshold value, which is defined as a 
compromise between the solution accuracy and time to solution. 
The BGS iterative procedure has been widely applied for strong-coupling problems in 
fluid–structure interaction (Joosten et al. 2009; Sternel et al. 2008; Storti et al. 2009). 
Several of these earlier applications however, have reported that BGS iteration may 
occasionally perform poorly for strong coupling problems, resulting in either divergence 
or slow-convergence (Yeckel et al. 2009, Menck 2002). Matthies et al. (2003, 2006) for 
instance, have reported that the convergence of the BGS coupling method relies heavily 
on the sequence in which the solvers feed each other. Determining the correct sequence 
of solvers which yields a converging solution may require trial and error experimentation 
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(Menck 2002). Alternatively, some relaxation methods such as Aitken relaxation may be 
implemented to avert divergence (Kuttler and Wall, 2008). Depending on the relaxation 
factor, however, these methods may increase the required number of BGS iterations. 
 
Figure 5: Algorithm for the BGS iteration strategy 
2.2. Optimization Based Coupling Strategy (OBC) 
In this section, we present the conceptual formulation and the algorithm development 
of a coupling procedure based on the construction of an objective function. The 
conceptual formulation of OBC resembles that of the gradient-based iterative coupling 
produces, such as Newton-like methods (see Figure 4c). Unlike gradient-based iterative 
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procedures, however, OBC aims to acquire the correct values of the decision variables 
through the minimization of an objective function (see Figure 4d).  
We can reconfigure the coupling of Solvers A, B and C in the form of an objective 
function as shown in Equation 2. 
Minimize Z= |ia3-ob2|+|ib3-oc1|+… Objective function   (2) 
 
Such that: 
   1 2 3 1 2 3, , , , , , , ,NA MAFA ia ia ia ia oa oa oa oa    
   1 2 3 1 2 3, , , , , , , ,           NB MBFB ib ib ib ib ob ob ob ob Constraints      (3) 
   1 2 3 1 2 3, , , , , , , ,   NC MCFC ic ic ic ic oc oc oc oc    
 In the BGS procedure discussed earlier, the dependent input parameters (such as ia3 
and ib3, in Figure 3) were substituted with the corresponding output parameters (such as 
ob2 and oc1, in Figure 3) in an iterative manner. In the formulation of OBC, the 
dependent input parameters are used to construct an objective function. As shown in 
Equation 2, the sum of the absolute differences between dependent input and output 
parameters (such as |ia3-ob2| and |ib3-oc1|, in Equation 2) conveniently defines an 
objective function to be minimized. Conversely, the three equilibrium conditions 
formulated for solvers A, B and C for the given input and output parameters (FA, FB and 
FC), can be treated as the constraints of the optimization problem (Equation 3). The 
objective function and constraints provided in Equations 2-3 are reconfigured in Figure 6, 
considering both dependent and independent parameters. In Figure 6, we refer to the 
dependent parameters of all solvers as decision variables. The goal herein is to seek for 
the ‗correct‘ values for the decision variables by minimizing the objective function, Z, 
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through an optimization procedure. As the objective function converges to a negligible 
threshold value, the desired ‗correct‘ values for the decision variables are obtained. The 
predefined value for the threshold can also be considered as a metric, defining the 
accuracy of coupling. Similarly, the deviations between the ‗correct‘ and the estimated 
values for the decision variables defines the accuracy of the solution.  
Of course, for the optimization based strong coupling procedure to be successful, a 
suitable optimization algorithm must be employed. The procedure based on minimization 
of an objective function is flexible however, in that any optimization algorithm can be 
selected and implemented with the choice of one method over the other being guided by 
the time to solution. Several non-gradient, stochastic algorithms, which are not in need of 
derivative or gradient information, can be used. For instance, evolutionary programming, 
genetic algorithms, evolution strategies, simulated annealing, swarm intelligence, particle 
swarm optimization (Tsoulos and Stavrakoudis 2010) and ant colony optimization are 
common non-gradient stochastic methods where solutions are obtained directly through 
global search algorithms (Plevris and Papadrakakis 2011).  
 
Figure 6: Objective function for optimization based coupling strategy 
 22 
3. Case Study Applications  
In this section, the performance of BGS and OBC algorithms for strong coupling of 
numerical codes are investigated through a series of numerical examples with increasing 
complexity. The selected examples are a linear set of equations, polynomials with 
random coefficients and a linear dynamical system. The selection of these rather simple 
examples is motivated by the need to assess and demonstrate the performance of OBC on 
controlled applications where the exact solutions or very accurate solutions are easily 
achievable. Although the capabilities of the OBC procedure are illustrated on the 
aforementioned strong coupling examples of no more than three distinct solvers, the OBC 
method is applicable in a multitude of engineering and science problems and can easily 
address the coupling of a larger number of solvers.  
3.1. Linear Set of Equations 
A system of linear equations, the simplest case study example illustrated herein, is 
selected as the proof-of-concept application for the specific purpose of comparing the 
stability (i.e. convergence) and accuracy of strong coupling solutions obtained by 
implementing the BGS and OBC algorithms. As shown in Equations 4-6, subsets A, B 
and C are linear functions that produce output values for a given set of inputs. For 
instance, for subset A, the parameter sets 
1 2 3 4( , , , )ia ia ia ia  and 1 2 3( , , )oa oa oa  are 
indicated as input and output data respectively. A similar representation of input and 
output parameters are given in Equations 5 and 6 for subsets B and C. Provided that the 
equations of these three subsets are consistent and independent, the system of linear 
equations of these three subsets provides an exact solution for any given input 
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parameters. Herein, each of these subsets is treated as a solver (Solvers A, B and C). We 
couple these three single-solvers by enforcing three additional equilibrium conditions, i.e. 
coupling equations (Equations 7). The problem therefore has 12 linear equations with 12 
unknown parameters, for which an exact solution is possible given that the solvers are 
consistent and independent. 
( , , ) ( , , ) Input Data ia  ib  ic                       Output Data oa  ob  oc                                       
         
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First, we deploy the BGS strategy to seek values of the decision variables. BGS is 
initiated with estimated values for the decision variables in which all dependent input 
values are taken as zero, and the solvers are executed in the following order: [A→B→C]. 
The objective function, the sum of absolute differences between the dependent 
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parameters of two consecutive iterations, provides a convenient measure of the existing 
error in the coupling procedure and thus success (or lack thereof) of the coupling. Figure 
7 illustrates this sum plotted against the number of iterations for the BGS algorithm, 
Figure 7 illustrates the case in which the BGS algorithm fails to converge, characterized 
by the total of the absolute differences between the two successive decision variable 
values. Though the sequence in which the solvers are executed may influence the 
convergence of the BGS method, in this particular application, the divergence was not 
averted by modifying the sequence of the solvers (see Figure 8).  
 
Figure 7: Divergence of the BGS method 
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Figure 8: The divergence in the case of different starting codes as well as different 
sequence of code runs 
We then solve this particular problem using OBC, in which we adapt a particle swarm 
optimization algorithm while minimizing the objective function (Tsoulos and 
Stavrakoudis 2010). In PSO, the whole population is called a swarm with each individual 
in the swarm known as a particle. In this study, a swarm size of 25 is used with the social 
acceleration coefficient of 1.3 and cognitive acceleration coefficient of 2.8 implemented. 
These coefficients control how far a particle will move in a single iteration of the 
optimization process (Eberhart and Shi 2001; Eberhart and Kennedy 1995). Figure 9 
shows the minimization of the objective function and thus convergence of the decision 
variables through steps of the optimization process. The algorithm is set to terminate 
when the threshold value of 10
-6
 is reached for the objective function. This threshold 
value is selected as a compromise between the solution accuracy and the computational 
demands. The final results for the OBC method, given in Table 1, demonstrate close 
agreement between the exact and OBC solutions. 
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Table 1: Comparison of the OBC estimation and exact solution for the decision 
variables 
 Objective function  
2 2 1 3 3 2 | |ia oc ib oa ic ob      =0.000000497 












Figure 9: Convergence of the OBC method 
 3.2. Polynomial with Random Coefficients 
Here, we extend the discussion to randomized polynomial functions. Three functions 
with randomly assigned coefficients and powers are considered as the solvers A, B and C, 
as shown in Equations 8-10. Rand indicates the uncorrelated random numbers between -2 
and 2 assigned independently for each coefficient and power. Equation 11 lists the three 
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Both the BGS and OBC coupling methods are deployed for ten random scenarios. 
Once again, we implement particle swarm optimization while minimizing the objective 
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function (Tsoulos and Stavrakoudis 2010). The convergence threshold for both BGS and 
OBC strategies are set at 10
-8
. The results for these cases are shown in Figures 10 and 11. 
If the randomly generated scenario is not mathematically admissible, then both BGS and 
OBC strategies fail in their search for the ‗correct‘ values for the dependent parameters. 
In such cases, the BGS strategy is observed to diverge and the OBC strategy is observed 
to yield a noticeably high value for the objective function compared to the predefined 
threshold. In all investigated circumstances in which the randomly generated scenario is 
mathematically admissible, the OBC strategy is observed to yield a stable, convergent 
solution while the BGS method is observed to occasionally yield divergent solutions. 
 
Figure 10: Convergence of the coupling problem in ten random polynomial 
functions using BGS 
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Figure 11: Convergence of the coupling problem in ten random polynomial 
functions using OBC 
 3.3. A Linear Dynamical System 
In this section, we illustrate a time-dependent coupling problem focusing on a 
dynamical, strong coupled mechanical system. We compare the performance of the BGS 
and OBC strategies in two distinct case studies with different parameter settings. In Case 
1, the solutions of the numerical example by the OBC strategy are presented to compare 
the accuracy of the solution at settings in which the BGS can provide a numerical 
solution. In Case 2, the coupling stability of the solution is demonstrated for the OBC 
strategy at settings where the BGS strategy fails to converge and cannot provide a 
solution. 
3.3.1. The Source Problem  
We use a one-dimensional linear dynamical system implemented from the study of 
Joosten et al. (2009), which consists of four lumped masses connected through springs 
and dampers. Domains  P  and  Q  with two degrees of freedom each are coupled by an 
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infinitely rigid link as schematically shown in Figure 12. Therefore, the interface between 
the two domains is this rigid link, which combines the masses 2
Pm  and 2
Qm . The stiffness 
constant of the springs are kept uniform within each domain with a spring constant of k
P
 
for Domain P and k
Q
 for Domain Q. Domain Q has two dampers each with a damping 
coefficient of c. The relationships between the input parameters of the two domains are 
expressed below: 
Pk k  , Q kk k         (12) 
1
Pm m , 2
2
P mm  , 1
Q




    (13) 
 
 
Figure 12: Dynamical coupling problem (Joosten et al. 2009, reproduced with 
permission) 





Qu  . The interaction between these two domains is defined 
through the force 
PF  exerted onto 2
Pm  by the mass 2
Qm . The dynamic equilibrium 
equations of Domain P are expressed as: 
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 1 1 1 2 1 0P P P P P P Pm u k u k u u          (14) 
 2 2 2 1P P P P P Pm k u Fu u          (15) 
The equilibrium equations of the system in the Domain Q is formulated when the force 
QF  is exerted onto 2
Qm  by 2
Pm : 
   1 1 1 2 1 1 2 1 0Q Q Q Q Q Q Q Q Q Qm u c c k u k u uu u u           (16) 
   2 2 2 1 2 1Q Q Q Q Q Q Q Qm u c u u k u u F          (17) 
Strong coupling between the two systems is represented by the compatibility of 
displacement and the equilibrium of forces where I  indicates the time interval of 
interest:  
2 2        
P Qu u t I           (18) 
0       P QF F t I               (19) 
The above-mentioned strong coupling problem can also be configured such that the 
two subsystems possess different time-steps. Accordingly, one of the subsystems can be 
set to sub-cycle and complete several time-steps when the other subsystem completes a 
single time-step. In this example, for the sake of simplicity, we configure both 
subsystems with the identical time-step t , considered 0.001 second. 
The Backward Euler time integration scheme is applied to evaluate Equations 14–19 
(Joosten et al. 2009). The solutions governing the displacement, velocity and acceleration 
of the coupled system are obtained. The equations of interest for time steps from  nt  to 
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       (21) 
where time step size is defined as 
1n nt t t   . Considering ( 1)
P
nF   as a known value, the 
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, 2 ( 1)
P
nu  , 1 ( 1) 
P
nu  , 2 ( 1) 
P
nu  , 1 ( 1)  
P
nu  and 2 ( 1)
P
nu   are unknowns and the resultant 
vector on the right side of the equation is calculated in the previous step. Similarly, 
considering 2 ( 1)
Q
nu   as a known value, the equations of Domain Q  are expressed in the 
following matrices: 
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Q
nu  , 2 ( 1) 
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nu  , 1 ( 1) 
Q
nu  and ( 1)
Q
nF   must be calculated in the presence 
of known values of the resultant vector from the previous step.  
In the following sections, we deploy both the BGS and OBC strategies to couple the 
two domains, P and Q, while considering the compatibility of displacements and the 
equilibrium of forces at the rigid link interface.  
3.3.2. Block Gauss-Siedel Strategy 
Figure 13 illustrates the configuration of the BGS algorithm with the interaction 
between two domains for a given time step tn through the dependent input and output 
values, i.e. decision variables. The strategy behind this BGS procedure is illustrated in 
Figure 14. The algorithm, showing the calculations, starts with an initial guess of input 
variable 2
Qu  in Domain Q . For the given input variable, the interface force QF   is 
calculated and applied in the opposite direction onto Domain P . Next, the interface 
displacement 2 
Pu  is calculated for Domain P  and the iterations continue until the output 
displacement of Domain P  converges to the input displacement in Domain Q  of the 
previous iteration step. When the solution is obtained for time step tn, the dependent 
parameters are saved to initiate the iterations of the BGS algorithm in the next step of 
tn+1.  
As seen in the BGS method, a number of iterations is completed at a given time step 
tn until convergence is reached prior to the algorithm moving to the subsequent time step. 
When the difference in the dependent parameters between two successive iterations falls 
below a predefined threshold, convergence is obtained. In this example, the threshold 
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determining convergence is set at 10
-4
. Decreasing the threshold thusly increases the 
number of iterations required for convergence as illustrated in Figure 15.  
 
Figure 13: Schematic representation of the BGS procedure for the dynamical 
coupling problem (Joosten et al. 2009, reproduced with permission) 
 




Figure 15: Number of iterations versus threshold value (BGS method) 
3.3.3. Optimization Based Coupling  
Figure 17 illustrates the implementation of OBC at step tn of the above-mentioned 
time-dependent coupling problem. Herein, we implement a gradient based optimization, 
Nelder-Mead Simplex Method through the fminsearch function provided in MATLAB 
(Lagarias et al. 1998). The optimization algorithm is employed to calculate the values of 
PF  and 2
Qu  when the objective function is minimized to reach a negligible threshold 
value, which is also set at 10
-4
 (same as the threshold value used for the BGS method). 
The dependence of required optimization sub-steps on this threshold value is illustrated in 
Figure 16. When the decision variables are optimized and the solution at time tn is 
obtained, the procedure is applied for the next time step tn+1. The implementation of the 
optimization based method with dynamic equations of the system is given in Figure 18. 
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Figure 16: Number of iterations versus threshold value (Optimization method) 
Figure 17: Schematic representation of the objective function of OBC for the 
dynamical coupling problem 
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Figure 18: Pseudo-code for OBC in the dynamical coupling problem 
Table 2 lists the parameters (m, c and k) used in the model problem. Joosten et al. 
(2009) indicate that the convergence of the modal problem using the BGS method is 
significantly influenced by the inputs 
m  and k . For the cases where m >1 and k >1, 
solutions with BGS have a diverging pattern. Therefore, the problem is investigated in 
Case 1, where m <1 , k <1 and Case 2, where m >1 , k >1. 
Table 2: The problem parameters 
Case 1 Case 2 
m 40  
c 0.05  
k 80  
mα 0.5  
kα 0.5  
80Pk   
1 40
Pm   
2 20
Pm   
m 40  
c 0.05  
k 80  
mα 2  
kα 2  
80Pk   
1 40
Pm   
2 20
Pm   
40Qk   
1 20
Qm   
2 10
Qm   
160Qk   
1 80
Qm   
2 40
Qm   
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Regarding Case 1, Figure 19 illustrates the resultant displacements for 20 seconds 
when BGS and OBC are employed for the solution. Note that the response predicted by 
the OBC strategy yields results comparable to the well-established BGS strategy. 
Regarding Case 2 however, only the optimization based method provides a solution as 
the diverging output values render the BGS solution unobtainable (Figure 20).  
 
Figure 19: Time history response of the coupled linear dynamical system using BGS 
and OBC for Case 1 
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Figure 20: Time history response of the coupled linear dynamical system using OBC 
for Case 2 
The total solution time of the coupling algorithm is also an important aspect to be 
considered. This total solution time is not only dependent on the number of iterations but 
also on the time to solution for each iteration. For the case study applications considered 
herein, OBC is observed to require a higher number of iterations and a lower time to 
solution for each iteration. OBC requires Figure 21 compares the solution time of the 
OBC and BGS algorithms on a PC with CPU clock: 2.4 GHz. 
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Figure 21: Comparing solution time of BGS and OBC 
4. Discussions 
4.1. Nonlinear Systems 
Here, the linear dynamical system, investigated in the previous section, is solved 
considering non-linear springs. The spring constant k  is defined as a function of the 
initial and deformed length of the spring. Thus, the stiffness can be written as: 
 ( , ) , *springF l l k l l l            (24) 
where l is the initial length of the (un-deformed) spring, 0 k  is the initial stiffness of the 
spring and l  is the difference between the length of the deformed and un-deformed 
spring. Therefore, the spring constants change in every time step. In this problem, we 
implemented the following model for the spring constants: 
0( , )  (1 )spring
l
F l l k l ln
l

          (25) 
0( , )  (1 )
k l l










(0, ) lim 1
l
k l l
k l ln k
l l 
 
   
  
       (27) 
In this problem, initial length of the springs are set at 1.2l  . The time history response is 
obtained using OBC shown in Figure 22. The OBC can be successfully applied for non-
linear systems as well as linear. 
 
Figure 22: Time history response of the coupled nonlinear dynamical system using 
OBC 
4.2. Line-search Techniques 
Line-search techniques are relaxation techniques which are introduced to stabilize or 
accelerate classical coupling algorithms such as block Gauss–Seidel and Newton 
methods. These line search techniques can be categorized as Full step, Under-relaxation, 
Aitken relaxation and Backtrack approaches (Minami and Yoshimura 2010). Almost all 
of these methods reduce or magnify the step size at each coupling step of the BGS 
method. For example, the Aitken relaxation method may be employed for convergence or 
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stabilization of BGS method, which adapt the relaxation factor in every iteration based on 
the previous iterations (Kuttler and Wall 2008; Degroote et al. 2010; Gallinger and 
Bletzinger 2010). Figure 23 represents the effect of the relaxation factor in stabilization 
of the BGS method. This example also represents the coupling of two codes where two 
parameters go back and forth between themselves. The horizontal axis represents the first 
parameter and vertical axis represents the second. The intersection point is the solution of 
the coupling problem. Case (a) is without the relaxation factor, which diverges, and case 
(b), by using the appropriate relaxation factor, is converged. 
Figure 23: Effect of relaxation factor of solving divergence problem in BGS 
5. Conclusions 
In science and engineering, many complex phenomena have been partitioned into 
smaller, manageable components. Therefore, knowledge has been developed in distinct 
sub-fields by establishing strong assumptions about interactions between phenomena or 
domains of interest and by ignoring interactions by excluding them from the coding 
efforts. As a result, codes and models are developed in separate fields to predict 
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phenomena of interests. A paradigm shift is on its way, in which the development of 
holistic models will consider multiple phenomena; all participating in the solution to the 
problem of interest. The ultimate goal with such a holistic approach lies not only in 
improved accuracy in modeling and simulation but also in improved optimization in 
engineering designs.  
Previously, emphasis has been placed upon coupling strategies, in which the input 
and output are exchanged in an iterative manner between multiple constituents. Our OBC 
approach to coupling, however, aims to minimize the objective function, which in turn 
supplies a convenient metric for determining the strength of coupling between solvers. 
The results are described in three proof-of-concept case studies with increasing 
complexity: linear set of equations, polynomials with random coefficients, and a linear 
dynamical system. Moreover, the OBC method is applied to both linear and nonlinear 
dynamical systems, thereby demonstrating its potential for a wide range of problems. The 
findings demonstrate the use of the optimization method as a robust and efficient model 
for strong coupling of multiple single-solver numerical codes. The optimization based 
strategy for strong coupling resolves the slow convergence or divergence problems 
encountered with the BGS iteration based coupling strategy. However, the computational 
demands of OBC have yet to be investigated for complex, real-life applications.  
In the BGS algorithm, the output of a single solver is substituted as an input to the 
solver that is next in the sequence, thus permitting evaluation of only one solver at a time. 
With our OBC strategy, however, all solvers can run simultaneously and autonomously. 
Therefore, as our OBC strategy is compatible with parallel processors that allow the use 
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of disjointed sets of processors. As a result, the computational efficiency of OBC 
increases as the number of coupled single-solver codes increase. 
The OBC strategy can be implemented using practically any optimization algorithm. 
In this study, we illustrate the use of a non-gradient optimization approach, Particle 
Swarm Optimization and a gradient based optimization approach, Nelder-Mead Simplex 
Method. Moreover, the OBC strategy for strong coupling can adapt many other, 
stochastic and global optimization procedures, such as evolutionary programming, 
genetic algorithms, evolution strategies, simulated annealing, swarm intelligence and ant 
colony optimization. 
In future studies, the applicability of OBC in the presence of uncertainty must be 
demonstrated, which is possible by implementing stochastic optimization techniques in 
the OBC coupling algorithm. Moreover, strong coupling of incomplete models due to 
missing or inaccurate physics representation with OBC techniques must be investigated.  
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CHAPTER THREE 
ERROR AND UNCERTAINTY ANALYSIS OF INEXACT AND IMPRECISE 
COMPUTER MODELS 
 
1. Introduction  
Computer-aided predictions support high-consequence decisions in many areas of 
engineering and science, including the development of public policy (Markow, 1984), the 
preparation of safety and security procedures (Johnson and McLean, 2008; Chow et al., 
2006) and the determination of legal liabilities (Rowland and Rowland, 1995). Given the 
impact of computer simulations on society, validation of computer model predictions is a 
topic of great importance and widespread interest. 
According to AIAA (1998), validation is defined as ―The process of determining the 
degree to which a model is an accurate representation of the real world from the 
perspective of the intended uses of the model.‖ The development of computer models that 
are validated against experimental evidence requires a theoretical foundation, numerical 
modeling, and experimental data, all of which come with their associated errors. Thus, 
despite of how sophisticated they might be, computer models only provide an 
approximation of real life phenomena (Christie et al., 2005). Code developers, analysts 
who use these codes and decision makers who rely on the results, all have a need to 
assess the level of confidence that can be placed on model predictions (Hemez et al., 
2010). 
The predictive capabilities of a model can be evaluated by comparing the computer 
model predictions to experimental data (Trucano et al., 2006). Invariably, during such 
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comparisons, disagreements are observed between model predictions and experiments. 
Assuming that experiments are conducted with rigor (i.e. without bias errors) and 
experimental uncertainty cannot be reduced further, these disagreements can be attributed 
to three distinct factors related to the computer model: (i) inaccuracy in the way 
mathematical equations are solved (numerical uncertainty), (ii) imprecision in the way 
model parameters are defined (parameter uncertainty), and (iii) inexactness and 
incompleteness in the way engineering principles are modeled, referred herein as model 
form error (structural uncertainty) (Draper, 1995). All practical problems present a 
mixture of these three factors; however determining the relative importance of each is not 
a trivial task, since a sharp interface does not always exist between these three factors. 
For example, the uncertainty associated with modeling a boundary condition depends on 
the selected representation of the boundary (structural uncertainty), and the input 
parameters entered to define the boundary condition (parameter uncertainty). Therefore, 
each of these three sources of uncertainty must be studied to quantify their degrading 
effects on the predictive capabilities of a computer model (Christie et al., 2005).  
The first factor requires verifying the accuracy of the numerical calculations of the 
computer model. For example, verifying inaccuracies due to improper spatial or temporal 
resolution for the solutions of systems of partial differential equations. Numerical 
uncertainty is of great importance since an exact computer model (third factor) with 
perfectly precise model parameters (second factor) would still yield incorrect solutions 
when the equations are solved incorrectly (Christie et al., 2005). Numerical uncertainty is 
typically addressed through code and solution verification activities focusing specifically 
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on the model output of interest (Hemez and Kamm, 2008). Such verification activities 
precede any comparisons or correlations of the model predictions with experimental data. 
Therefore, an investigation of this first factor, i.e. verifying that the model yields 
convergent solutions within the domain of interest, is considered a prerequisite to 
investigations of the second and third factors (Roy and Oberkampf, 2010).  
The second factor confronts imprecise model parameters, which are either due to 
natural variability, thusly resulting in irreducible uncertainty (aleatory); or due to lack of 
knowledge, thusly resulting in reducible uncertainty (epistemic) (Trucano et al., 2006). 
Imprecise model parameters have been frequently addressed in the published literature, in 
which agreement between computer models and experiments is improved through an 
iterative process known as parameter calibration or knob tuning. In parameter calibration, 
disagreements between model predictions and experiments are reduced by calibrating (or 
tuning) the uncertain parameters of the model. This, of course, requires an a priori 
definition for the desired level of agreement between the model and experiments and an a 
priori knowledge regarding the plausible values (or ranges) for the input parameters. 
Such calibration activities are completed either in a deterministic manner, typically using 
optimization based methods (Zhang et al., 2009; Ma and Abdulhai, 2001; Zakermoshfegh 
et al., 2008; Wang et al., 2008; Zhang et al., 2009) or in a stochastic manner, typically 
within the context of Bayesian Statistics (Campbell, 2006; Higdon et al., 2004; Higdon et 
al., 2008). Studies that improve model agreement with experiments solely based on 
parameter calibration rely on a fundamental, but unwarranted premise that the model 
form, i.e. the theoretical foundation, is exact.  
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This exact model form premise, which brings us to the third factor, is routinely 
violated through unavoidable assumptions, approximations and idealizations that must be 
established in common engineering problems due to our unavoidable lack of knowledge. 
One such example of a lack of knowledge is assuming a linear behavior for a system, 
while the dominant behavior is indeed nonlinear. Many such examples can be listed in 
practical engineering problems. Invariably, models are inexact and model form error 
exists due to the inaccuracy and incompleteness as to how engineering principles are 
modeled. Such ubiquitous inexactness results from various sources. For structural 
engineering problems for instance, these sources include but are not limited to, 
approximations of the geometry, assumptions of idealized constitutive behavior, and the 
implementation of idealized boundary and/or initial conditions. The degree to which 
established assumptions and modeling decisions are incorrect, determines the severity of 
the structural uncertainty (also known as model form error). Therefore, solely calibrating 
the input parameters of a model to better match the experiments without considering 
structural uncertainty may yield mathematically viable, but physically incorrect solutions. 
The danger is that errors could be compensating for each other, in which case the model 
parameters may be tuned to incorrect values that result in a model which seemingly 
reproduces the experimental data. As this third factor is more difficult to reconcile 
compared to parameter uncertainty, it has been frequently overlooked in the published 
literature (Trucano et al., 2004).  
In this article, we demonstrate a methodology in which the two aforementioned 
issues, imprecise model parameters (second factor) and inaccurate model form (third 
 55 
factor) are treated simultaneously. Although the code and solution verification activities 
(first factor) are beyond the scope of this discussion, for the case study applications 
discussed herein the governing equations have been verified a priori to yield convergent 
results across the domain of interest.  
Herein, we introduce a new term, ―discrepancy‖, which represents our best estimate 
of structural uncertainty (or model form error). Discrepancy, which accounts for the 
inherent inexactness of the computer model with respect to reality, is represented as a 
mathematical function independent from the computer model, and in our particular case 
is approximated with a polynomial. The discrepancy is defined by first choosing the 
proper polynomial order for the available experimental dataset. Next, the training of the 
polynomial coefficients is formulated as an optimization problem. Once properly trained, 
this independent discrepancy polynomial helps us to elucidate the incompleteness and 
inaccuracy of the model form. Therefore, the methodology proposed in this article has 
three distinct benefits: (i) it prevents parameter calibration from converging to incorrect 
values and thus aids in reducing parameter uncertainty; (ii) it supplies an independent 
estimate of structural uncertainty throughout the domain of applicability and thus 
supplies a quantitative metric for predictive capability of a computer model; and (iii) it 
suggests formalism in determining completion of not only model development and 
coding activities, but also experiment-based calibration and bias correction efforts. 
Widespread use of the methodology formalized herein can help the engineering and 
science community to increase the usefulness of computer models and to gain confidence 
in the computer model outputs. Here, confidence in prediction refers to evaluation of 
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prediction error in the settings where experimental data is not available considering all 
sources and quantification of uncertainties and lack-of-knowledge, (Hemez and Ben-
Haim 2004). Confidence can be established for instance by quantifying the inherent bias 
in model predictions away from tested settings (see Atamturktur et al. 2011), studied in 
this paper using the independent discrepancy polynomial. 
In this article, we first introduce the relevant terminology and present an overview of 
the mathematical framework for the proposed approach. Then we demonstrate the 
application of the methodology on a linear 2-DOF mass-spring-damper dynamical 
system. In this example, the modeler is assumed to be uninformed about the precise 
values of the spring constants and unaware of the inherent viscous damping in the 
system. Through the framework introduced herein, model incompleteness due to the 
absence of the dampers is inferred, and the precise values for the spring constants are 
determined. We extend the demonstration to nonlinear systems and apply the procedure 
to a 4-DOF mass-spring-damper dynamical system. In this example, the modeler is 
assumed to be uninformed about the precise value of spring constants and unaware of the 
nonlinearity inherent in the system. Here, the model incompleteness due to incorrectly 
assumed linear behavior is inferred, and simultaneously the precise values of the spring 
constants are estimated. In conclusion, we discuss the major findings, emphasize the 
limitations and propose future directions for this research.  
2. Mathematical Formulation 
The ultimate goal of this study is to simultaneously infer values for the imprecise 
input parameters and identify incompleteness and inaccuracy of the model form. This 
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goal is accomplished by exploiting the availability of the experimental information. In 
this section, we overview the terminology and introduce an approach to simultaneously 
calibrate model parameters and bias-correct model predictions. First, we introduce the 
fundamental equations behind our approach. Next, we demonstrate the degrading effects 
of model form error on the predictive abilities of a computer model using a simple proof-
of-concept example. Lastly, we explain the mathematical formulation of our 
methodology.  
2.1. Background 
The computer model simy  can be defined as a functional relation between input 
parameters and output responses as follows: 
( , )simy M x           (1) 
where ( , ) x  represent input parameters of the simulation model M and simy , the output 
response. The variable x  indicates a subset of the model input parameters that define the 
domain of applicability. Typically, these parameters are known to the analyst and can be 
controlled during experimental testing. Herein, we refer to x  as the control parameters. 
The variable   also indicates a subset of model input parameters; those that cannot be 
controlled during experimental testing. The variable   is referred to as the calibration 
parameters, which represents parameters that are inherently uncertain and exhibit 
significant influence on the outcome of interest. Therefore, variable   represents the 
parameters that are selected for parameter calibration. 
Based upon the equality initially proposed by Kennedy and O‘Hagan (2001), the 
 58 
following relations exist between truth and the experimental data,  obsy : 
 ( ) ( (              1, ,  ) )   obs i i iy x x x i n           (2) 
where )( ix  denotes the true response of the actual physical system, ( )ix  represents the 
experimental error, and n  represents the number of available experiments. In this study, 
the experimental error term is defined as a zero-mean Gaussian random variable, which 
of course is best justified by the central limit theorem. If we assume the experiments are 
conducted with rigor (i.e. without bias), the experimental error can be considered to be a 
summation of a large number of independent processes. According to the central limit 
theorem, these sources collectively converge to a normal distribution (Hogg and Craig, 
1978). 
In Equation (2), we envision having more than one control parameter that defines the 
domain of applicability, within which the code is executed to obtain predictions. We also 
envision having more than one output. Similarly, the experimental data obsy  can be 
univariate, multivariate or in a functional form. 
( ) ( , ) ( )simx y x x             (3) 
The true response of the actual physical system, ( )x  in Equation (2), is represented 
as the summation of (unavoidably) inexact computer simulation, simy  and the 
corresponding model form error ,  ( ) x  (Equation 3). Equation (3) is also consistent with 
the formulation adapted by Higdon et al. (2007) and Higdon et al. (2008). Note that in 
this configuration, model form error has the same units as the computer model output or 
as the experimental measurements. By substituting the ―truth‖ defined in Equation (3) 
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into Equation (2), we get:  
 ) ( , ) ( ) (              ,( ) 1,obs i sim i i iy x y x x x i n           (4) 
A simple interpretation of Equation (4) is that we can reproduce ―reality‖ by bias-
correcting the computer model, if we know the degree to which the model is incorrect, 
i.e. if model-form error is known throughout the domain of applicability. However, 
model form error is only known at settings at which experiments are conducted (of 
course, this statement disregards experimental uncertainty, which we will discuss 
separately).  
Our unavoidable lack of knowledge while building computer models is schematically 
represented in Figure 1 for a model with one control parameter (plotted on the x axis) and 
one output response (plotted on the y axis). In Figure 1, the mean model predictions are 
represented with dashed lines, while the truth function is represented with a solid line. 
Even though the model follows the general shape of the truth function, a level of 
disagreement between the computer model and truth exists. Here, squares represent mean 
values of the experiments, which are conducted at discrete settings across the domain 
defined by the parameter x . Only at these settings can we quantify the distance between 
our model predictions and the experiments, i.e. model form error (circles in Figure 1). At 
all other values of x , we need to estimate the level of this disagreement, herein referred to 
as discrepancy. Of course, how well the discrepancy model is trained and thus, how well 
the discrepancy model represents true model form error, depends heavily upon the quality 
and quantity of experiments.  
( ) (ˆ , ) ( )simx y x x            (5) 
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Therefore, for a given computer model, prior knowledge of the input parameter 
values and experimental data, Equation (5) presents our best estimate of truth ˆ( )x  in 
terms of model predictions ( , )simy x , and the discrepancy term, ( ) x . In Equation (5), 
note that model form error in Equation (4) (dash-dot line in Figure 1) is replaced with our 
best estimate of model form error, i.e. discrepancy bias ( ) x  (dotted line in Figure 1).  
 
Figure 1: "True" model form error and trained discrepancy model 
2.2. Discrepancy Model 
Discrepancy is estimated by constructing a model that closely fits the known values 
of model form error at discrete experimental settings. The best-fitted function can then be 
exercised to estimate discrepancy at untested settings. For this purpose, a functional 
model, also known as an interpolator, suitable for representing the discrepancy model 
must first be selected. This functional model will of course have additional coefficients 
that are initially unknown. These additional coefficients introduced by the selected model 
must also be trained with the available experimental data points. Therefore, Equation (5) 
takes the following form: 
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( ) ( , ) ( , )ˆ simx y x x             (6) 
where the symbol,    indicates the discrepancy model. Recall that   indicates model 
input parameters representing physical attributes of the phenomena of interest. In 
contrast,   indicates the non-physical coefficients of the discrepancy model that must be 
inferred from the experimental data. 
0
1







x x         (7) 
Though the discrepancy model can be represented in many forms, in this manuscript, 
a polynomial function of thp order as given in Equation (7) is selected. This polynomial 
function, which exhibits continuity and differentiability, is widely used in approximation 
theory. It must be noted, however, that the proposed approach for training the discrepancy 
model is versatile in that in place of the function given in Equation (7), any smoothly-
varying differentiable function can be implemented. In Equation (7), the variable x  
represents the control parameter x , originally introduced in Equation (1). 
2.3. Training the Discrepancy Model 
Herein, we aim to simultaneously reduce parameter uncertainty (the second factor) 
and correct for structural uncertainty (the third factor). We formulate the problem as one 
of optimization, in which the order of the discrepancy polynomial is chosen based on 
available experimental data. The current section discusses the formulation of the 
optimization, and the following sections will discuss details of implementation. For a 
given set of computer model predictions and discrepancy terms, the goal is to infer 
parameter values and discrepancy models that, when combined, reproduce the 
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experimental data. Therefore, with the optimization algorithm, we aim to minimize the 
difference between ˆ( )x  and  ( )obsy x , which is indeed the prediction errors of the model, 
representing the model incompleteness and inexactness. From Equation (6), the square of 
the errors can be calculated thusly:  
2 2
  ( , ) ( ( ) ( )) ( ( ) ( , ) ( ))
ˆ ,obs obs simf y x x y x y x x             (8) 
A minimization argument, as given in Equation (8), can be written as the sum of the 




( , ) ( ( ) ( , ) ( , ))
n
obs i sim i i
i
f y x y x x    

         (9) 
where n  indicates the number of available experiments as originally introduced in 
Equation (2). This configuration allows us to simultaneously incorporate parameter 
uncertainty and structural uncertainty (model form error) into training process. Note that 
Equation (9) considers the experimental error given that  obsy  is the summation of the 
truth and experimental error (recall Equation (2)). 
A clear advantage of casting this problem in an optimization framework is the 
versatility in implementing any optimization algorithm ranging from gradient-based 
mathematical algorithms to non-gradient probabilistic-based search algorithms (Plevris 
and Papadrakakis, 2011). Of course, for this approach to be successful, a suitable 
optimization algorithm must be employed. The choice of one method over another is 
guided by the computational requirements, solution time, and the desire to reduce the 
possibility of the solution converging to local minima. Therefore, the use of stochastic 
and global search based algorithms offers an advantage since the risks of converging to a 
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local minimum are reduced. Optimization algorithms that are applicable for the proposed 
methodology include, but are not limited to, simulated annealing (Kirkpatrick et al., 
1983; Van and Aarts, 1987), harmony search (Lee and Geem, 2004; Geem and Kim, 
2001), genetic algorithms (Goldberg, 1989), particle swarm optimization (He et al., 2004; 
Eberhart and Kennedy, 1995), and ant colony optimization (Dorigo et al., 1999). 
In this manuscript, we adapt the particle swarm optimization (PSO) algorithm initially 
proposed by Eberhart and Kennedy (1995). PSO is a probabilistic-based search algorithm 
inspired by the movement behavior of animals to find food sources (Tsoulos and 
Stavrakoudis, 2010). This method falls under the general category of swarm intelligence, 
which entails population-based optimization algorithms (Parsopoulos and Vrahatis, 
2007). PSO is a robust optimization technique well-suited for nonlinear, non-convex and 
discontinuous domains (Plevris and Papadrakakis, 2011). In PSO, the whole population is 
called a swarm with each individual in the swarm called a particle. In this study, a swarm 
size of 25, a social acceleration coefficient of 1.3 and cognitive acceleration coefficient of 
2.8 are used. These coefficients control the distance a particle will move in a single 
iteration of the optimization process (Eberhart and Shi, 2001). The threshold value for the 
objective function, which determines when the search is terminated, is taken as 0.001. 
3. Problem Description: 2-DOF System 
In this section, we demonstrate the methodology introduced earlier on a 2-DOF, one-
dimensional linear dynamic system. The output of interest is time-dependent, meaning 
that the control parameter, x , is time. The ―true‖ system consists of two lumped masses 
with springs and dampers as shown in Figure 2. Here, we investigate a scenario in which 
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the analyst is unaware of the presence of damping inherent in the system and is 
uninformed about the exact values for the stiffness constants (Figure 2b). Therefore, the 
calibration parameters,  , which have physical meaning are the two stiffness constants of 
the springs, 1k  and 2k , and the discrepancy model represents incompleteness of the 
model due to the missing dampers. 
 
Figure 2: 2-DOF dynamical system: (a) the true system with dampers, (b) 
incomplete model without dampers 
First, synthetic experimental data is generated from the ―true structure,‖ in which the 
dampers are included and correct parameter values for the spring stiffness constants are 
known (see Table 1). In this true structure, a virtual sensor has been connected to each 
mass to acquire the synthetic experimental data. The generated experimental data is in the 
form of the time-varying displacement response of each mass due to an initial 
displacement imposed on the first mass.  
The linear equilibrium equations of the true system are formulated as follows: 
   1 1 1 1 2 2 1 1 1 2 2 1 0      m c u c u u k u k u uu      (10) 
   2 2 2 2 1 2 2 1 0    m c u u k u uu       (11) 
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Table 1: Input Values and initial conditions of 2-DOF dynamical system 
Numerical values Initial conditions 
1 60m , 2 40m  
1 1c , 2 1c  
1 40k , 2 20k  
1 1u , 2 0u  
1 0u , 2 0u  
 
To solve Equations (10) and (11), an appropriate time integration scheme must be 
applied with proper time discretization (recall the discussion regarding numerical 
uncertainty in Introduction). In this study, the Backward Euler (BE) method of 
integration is implemented. The solution is obtained by evaluating the displacement, 
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where the time step size is defined as 1  n nt t t . The system equations assume the 
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  (14) 
In Equation (14), the time step size is defined as 0.01 t  seconds and the problem 
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is solved over the time span of 0.0 10.0t  seconds.  
The ―incomplete‖ computer model is obtained by removing the dampers in the 
system, as given in Figure 2(b). This is accomplished by setting the damping factors, 1c  
and 2c , given in Equation (14) to zero. Moreover, as the analyst is assumed to be 
uninformed about the correct values of the spring stiffness constants, the model 
predictions are obtained with ―candidate‖ values of the stiffness constants, 1k and 2 k ; 
therefore, for the problem investigated herein, we rewrite Equation (9) in the following 
form: 
2 2
1 1 1 2 2 2 1 2
1
 [( ( ) ( , , ) ( , )) ( ( ) ( , , ) ( , )) ]   

     
n
exp i sim i i exp i sim i i
i
f u t u t k k t u t u t k k t (15) 
where the subscript exp and sim indicate quantities obtained from experiments and the 
model, respectively. Equation (15) aims to calibrate the imprecisely known stiffness 
constants for the two springs, 1k and 2 k  and simultaneously define the discrepancy 
model, ( , ) t . Again, n  refers to the number of experimental data points available to 
explore the domain of applicability.  
0
1







t t          (16) 
In Equation (16), as the discrepancy is represented with a thp  order polynomial, there 
are a total of 2( 1)p  coefficients to represent the discrepancy model for each individual 
mass. Also, as there are two additional calibration parameters representing the stiffness of 
the springs, 1k and 2  k , a total of 2 2( 1) p  parameters must be inferred from the 
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experimental data. These parameters are sought by minimizing the objective function 
given in Equation (15).  
We implement the proposed method on the 2-DOF dynamical system given in Figure 
2 for three different scenarios of increasing complexity. We first begin with an exact 
model with uncertain parameters, but disregard the presence of experimental errors 
altogether, and subsequently consider experimental error. Lastly, we consider all three 
factors: the inexactness of the model, uncertainty in input parameters, and experimental 
errors.  
We envision that a modeler, uninformed about the precise value of an input 
parameter, would still have an opinion regarding the range within which the mean value 
for this parameter would fall. Therefore, in all three scenarios, initial starting values for 
1k and 2 k  are taken as random numbers within the ranges of 130 50 k  and 
215   25 k . Confinement of these initial starting values into tighter ranges may reduce 
the optimization time. For the discrepancy model, however, the initial starting values for 
the coefficients of the polynomial are taken as zero. The upper and lower bounds for the 
starting values for these coefficients are defined as +0.1 and -0.1.  
To train model form errors for this 2-DOF system, 5
th
 order polynomials are used and 
the number of available experimental data points is taken as 100n . Next the potential 
influence of the polynomial order on the calibrated values and the influence of the 
amount of experimental data points on the output are evaluated.  
3.1. Exact Model with Uncertain Parameters without Experimental Errors 
In this section, the model is assumed to be exact ( 0  ) and the experimental errors 
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are neglected ( 0 ). The problem is then reduced to ―knob tuning‖ of imprecise 
parameters to make the model match the experiments, an exercise reported numerous 
times in published literature. Therefore, the experimental data synthesized from the ―true‖ 
model is exploited to retrieve only values for the spring stiffness constants, 1 k and 2 k . The 
experimental data used for this purpose is a time-varying displacement response and is 
plotted in Figure 3.  
 
Figure 3: Time varying displacement response of the 2-DOF system (exact model 
without experimental error) 
Using the aforementioned procedure, the calibrated values of 1k and 2 k  are obtained. 
To ensure the calibration is not influenced by the starting values, the process is repeated 
20 times, each with different initial starting values for the spring constants. The mean and 
coefficient of variation (CoV) of the calibrated values are reported in the first row of 




 % of the true values, respectively. Moreover, we must also note that the 
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spread of the calibrated values for spring constants, 1k and 2 k , for 20 restarts of the 
procedure are significantly low, with a CoV of 0.023% and 0.017% respectively, 
demonstrating the robustness of the implemented procedure.  
As seen, when the model is exact and experimental information is available with 
certainty, our lack of knowledge regarding the precise values of input parameters can be 
successfully remedied through calibration activities. 
3.2. Exact Model with Uncertain Parameters and with Experimental Errors 
In this section, the scenario investigated previously is extended by incorporating the 
presence of experimental errors. Experimental errors are represented as Gaussian 
distributions with a mean of zero. The standard deviation of the experimental errors is 
defined in terms of the percentage of the mean absolute value of the time-varying 
displacements of the masses. The influence of various levels of experimental errors is 
investigated by gradually increasing the standard deviation of experiments from 1% to 
10% of the mean absolute value of displacements for a given time step (see for instance 
Figure 4 for synthesized experimental data with 10% experimental error). In each case, 
the calibration process is restarted 20 times with different initial values for the two 
calibration parameters, i.e. spring constants 1k and 2 k . Table 2 reports the mean and 
standard deviation of these 20 results for each of the calibrated spring stiffness 
parameters for varying levels of experimental error. Table 2 demonstrates that as 
experimental errors increase, the CoV of the calibrated spring constants and the deviation 
of the mean value of spring constants from true values increase. While such an increase is 
expected, it should also be noted that this deviation from the true values remains 
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significantly low compared to the experimental variability. For instance, for the worst 
case scenario, when the experimental uncertainty is 10%, the deviation is 0.12% of the 
true value for the first spring and 0.2% for the second.  
 
Figure 4: Time varying displacement response of the 2-DOF system (exact model 
with 10% experimental error) 














Stiffness of springs after calibration 
 
1( )mean k  1( ) k
†
  
2( )mean k  2( ) k  
‡
 
 0.0%* ( ) iu  40.00030 0.023% 20.00019 0.017% 
 1.0%* ( ) iu  40.00784 0.088% 19.99621 0.066% 
 2.5%* ( ) iu  40.00490 0.159% 19.99884 0.133% 
 5.0%* ( ) iu  39.97364 0.551% 20.01107 0.378% 
 10.0%* ( ) iu  40.04806 0.604% 19.95940 0.490% 
† 
Percentage calculated with respect to 
1( )mean k  
‡ 
Percentage calculated with respect to 
2( )mean k  
†† 
Standard deviation of experimental errors as a fraction of mean of absolute value of amplitudes 
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3.3. Inexact Model with Uncertain Parameters and Experimental Errors 
In this scenario, the imprecision of model parameters, experimental variability and 
the inexactness of the simulation model are confronted. Herein, the model developer is 
assumed to be uninformed about the precise values of the stiffness constants and unaware 
of the inherent damping in the system. Experimental data synthetically generated from 
the truth model is used to simultaneously retrieve the stiffness constants of the springs, 
and train the discrepancy model that represents the lack of damping in the system. The 
input data used for these true and inexact models is given in Table 3, and the time history 
displacement response of both the true and inexact model is shown in Figure 5. Herein, 
training the discrepancy model means the coefficients necessary to define the polynomial 
must be inferred from the experimental data.  
Table 3: Input Data 
Numerical values 
Parameters in the 
true model (with dampers) 
Parameters in the 
inexact model (without 
dampers) 
1 60m , 2 40m  
1 1.0c , 2 1.0c  
1 40k , 2 20k  
1 60m , 2 40m  
1 0.0c , 2 0.0c  




Figure 5: Time varying displacement response of the 2-DOF system: true response, 
experimental measurements and the incomplete model 
By deploying the optimization based procedure discussed previously, both the 
calibrated values for the spring stiffness constants and the coefficients for the discrepancy 
model are obtained. The optimization procedure is restarted 20 times, each with different 
starting points for the spring constants. The mean and standard deviation statistics are 
calculated and presented in Table 4. In the worst case scenario, where the experimental 
errors are 10% of the mean values, the difference between the calibrated and true values 
of 1k  and 2 k  are only 0.25% and 0.13% of the true values, respectively. In Table 4, note 
also that the standard deviations of the calibrated stiffness constant values remain less 
than 0.5% of the true values, regardless of the experimental uncertainty. Therefore, we 



















Stiffness of springs after calibration 
 
1( )mean k  1( ) k
†
  2( )mean k  2( ) k  
‡
 
 0.0%* ( ) iu  39.90148 0.281% 19.99123 0.081% 
 1.0%* ( ) iu  39.94202 0.221% 19.97352 0.170% 
 2.5%* ( ) iu  39.91167 0.286% 19.98348 0.140% 
 5.0%* ( ) iu  39.93488 0.310% 19.98552 0.144% 
 10.0%* ( ) iu  39.90859 0.450% 19.99077 0.135% 
† 
Percentage calculated with respect to 
1( )mean k  
‡ 
Percentage calculated with respect to 
2( )mean k  
†† 
Standard deviation of experimental errors as a fraction of mean of absolute value of amplitudes 
 
Aside from ensuring the convergence of calibration parameters to their true values, 
we must also ensure that the trained discrepancy model yields a realistic picture of model 
incompleteness. Figure 6 compares the discrepancy model trained using a 5
th
 order 
polynomial with the true model form error. Although the trained discrepancy models 
follow the general shapes of the true model form errors, a level of disagreement between 
the two lines exists. This disagreement demonstrates that the selected function for the 
discrepancy model is not flexible enough to properly represent the true model form error. 
Thus, a question naturally arises regarding the choice of the order of the polynomial for 
the discrepancy model, which will be investigated in the next section.  
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Figure 6: Discrepancy of the incomplete simulation model trained as a 5th order 
polynomial 
Table 4 lists the calibrated values for spring constants 1k and 2k , when the model 
incompleteness is proactively considered. If the model incompleteness is not considered, 
the calibration of input parameters would compensate for the model incompleteness and 
thus the solution converges to mathematically correct values, but physically incorrect 
solutions. Table 5 demonstrates this scheme, where the procedure completed to obtain 
Table 4 is repeated without considering the discrepancy term. In Table 5, the differences 
between the calibrated and calculated values of 1k  and 2k are 2.37% and 1.73% of the 
true values, respectively (note that these differences are 0.25% and 0.13% when 
discrepancy is considered). This tenfold increase in errors between the calibrated and true 




















Stiffness of springs after calibration 
 
1( )mean k  1( ) k
†
  
2( )mean k  2( ) k  
‡
 
 0.0%* ( ) iu  39.05243 0.043% 20.34070 0.032% 
 1.0%* ( ) iu  39.06325 0.168% 20.33542 0.138% 
 2.5%* ( ) iu  39.05693 0.226% 20.34112 0.170% 
 5.0%* ( ) iu  39.05821 0.433% 20.34594 0.308% 
 10.0%* ( ) iu  39.08772 0.984% 20.33063 0.676% 
† 
Percentage calculated with respect to 
1( )mean k  
‡ 
Percentage calculated with respect to 
2( )mean k  
†† 
Standard deviation of experimental errors as a fraction of mean of absolute value of amplitudes 
 
3.4. Selection of the Suitable Polynomial Order for Discrepancy Model 
In Figure 6, we observe the discrepancy model trained with a 5
th
 order polynomial is 
not a proper representation of the true model form error, which in our case represents the 
incompleteness of the model due to the lack of damping in the simulation model. The 2-
DOF example, investigated in the previous section, is a controlled example, where the 
model form error can be calculated and a suitable polynomial order can be selected. In 
reality however, the ―true model form error,‖ is unknown, making the selection of a 
suitable polynomial order difficult. Of course, keeping the polynomial order low reduces 
the number of non-physical coefficients to be estimated and thus reduces the 
computational demands. However, one must make sure a high enough polynomial order, 
and thus a flexible enough function, is used to capture the true model form error.  
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Figure 7: Influence of the polynomial order on trained discrepancy 
In Figure 7, we investigate the role of the selected polynomial order by increasing the 
polynomial order from zero to seven using four different sets of experiments. The vertical 
axis represents a deviation from truth, which corresponds to the area between the true 
model form error and the trained discrepancy model for the entire time domain. The 
horizontal axis is the order of polynomial that is used to represent the discrepancy term. 
We can observe in Figure 7 that numerically increasing the order of polynomials up to 
one less than the number of experiments ( 0 1  p n ), reduces the enclosed area 
between the two curves, and thus improves the fidelity of the trained discrepancy model 
to the true model from error. Beyond the (n-1)
th
 order, the discrepancy model starts to be 
excessively flexible and over-fits the available experimental data points and the deviation 
from truth increases. Therefore, a suitable polynomial order directly relies on the 
available experimental data. This expected observation leads us to an investigation of the 
effect of the number of available experimental data points in the next section.  
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3.5. Importance of Experimental Data Availability 
The number of available experimental data points has a direct influence upon the 
accuracy of the trained discrepancy model as well as calibrated values. Figure 8 plots the 
fidelity of the trained discrepancy model to the true model form error, as the number of 
available experimental data points increases from 5 to 50. Here, if too low of a 
polynomial order is used for the discrepancy model, additional experimental 
measurements do not result in a substantial improvement in fidelity. As the polynomial 
order is increased and the discrepancy model is allowed to be more flexible, additional 
experiments allow a better representation of the model form error.  
 
Figure 8: The influence of the number of experimental data points on the fidelity of 
the trained discrepancy model to the true model form error 
4. Problem Description: 4-DOF Nonlinear System 
In this section, we demonstrate our approach on the nonlinear 4-DOF dynamical 
system shown in Figure 9, where the nonlinearity manifests itself in the nonlinear 
stiffness constants. Similar to the 2-DOF example presented previously, experimental 
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data is synthesized as the displacement response collected with virtual sensors from each 
mass due to an initial boundary condition applied to the first mass. 
 
Figure 9: 4-DOF dynamical system 
 The relevant equilibrium equation of the dynamical system without external force is 
formulated in the matrix form as follows: 
1 1 1 2 2 1 1 2 2
2 2 2 2 3 3 2 2 2 3 3
3 3 3 3 4 4 3
4 4 4 4 4
0 0 0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
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(17) 
By implementing the Backward Euler (BE) method (Equations (12) and (13)) in 
Equation (17), the displacement, velocity and acceleration equations for the time steps 
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The non-linearity of the springs constants are defined as a function of initial length 
and the deformed length of the springs:  
( , ) ( , )*springF l l k l l l            (19) 
where l  represents the initial length of the un-deformed spring,  k  is the stiffness of the 
spring and l  is the difference between the length of the deformed and the un-deformed 
spring. Because the deformed length of the spring varies in time, the spring stiffness 
constant also changes in every time step. For the structure investigated herein, the 
following relationships are assumed to define the nonlinearity in the springs: 




F l l k l ln
l
       (20) 
0( , )  (1 )                                   ( 1 4)





k l l ln j
l l




(0, ) lim 1                       ( 1 4)
 
 





k l ln k j
l l
   (22) 
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where 0k  in the spring constant as 0 l . The true values for the input parameters and 
initial conditions are given in Table 6. The model developer is assumed to be unaware of 
the inherent nonlinearity in the springs and uninformed about the precise values for the 
spring constants. Therefore, the true model has nonlinear springs as given in Equations 
(20) through (22), while the inexact model has linear springs. The time dependent 
displacements of the four masses obtained by the true model and incomplete model are 
shown in Figure 10. As seen, the incomplete model cannot identically reproduce the true 
displacements since important information regarding the nonlinearity in the system is 
absent from the mathematical equation.  
Table 6: Input Values and initial conditions of 4-DOF dynamical system 
Numerical values Initial conditions 
1 80m , 2 70m , 3 60m , 4 50m  
1 1.0c , 2 1.0c , 3 1.0c , 4 1.0c  
1 45k , 2 40k , 3 35k , 4 30k  
1 1u , 2 0u , 3 0u , 4 0u  
1 0u , 2 0u , 3 0u , 4 0u  
* 2.0 l  
*
 Initial length of the all springs 
 









jexp i j sim i i
i j
f u t u t k t      (23) 
where j  is the index referring to the responses of j
th
 sensor. Time step size is defined as 
0.01 t  seconds and the problem is solved over the time span of 0.0 10.0 t seconds. 
 In this problem, a total of 100n  experimental data points are assumed to be 
available. To represent the discrepancy model, a 5
th
 order polynomial is implemented. In 
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the optimization procedure, the initial values of the    ( 1 4) jk j  are taken as random 
numbers within the range of 0.75 1.25    ( 1 4)   j j jk k k j . 
 
Figure 10: Time varying displacement response of the 4-DOF system in both linear 
and nonlinear cases 
4.1. Inexact Model with Uncertain Parameters and with Experimental Errors 
In this section, the inexactness of the model form due to the linearity assumption, the 
uncertainty in the four stiffness constants and the presence of experimental uncertainty is 
evaluated concurrently. Using the previously overviewed approach, the statistics of the 
calibrated values for the spring constants are obtained for 20 different restarts (Table 7). It 
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should be noted that effk  in Table 7 represents the effective spring constants in the inexact 
linear model, which compensates for the nonlinear behavior of the springs in their 
corresponding displacement range. The mean values of the calibrated spring values are in 
close agreement with the true values. In the worst case scenario, when the experimental 
uncertainty is 10%, the highest deviation is 0.04% of the true value for the first spring, 
0.17% for the second spring, 0.36% for the third spring and 0.29% for the fourth spring. 
Table 7 shows that an increase in experimental errors leads to an increase in the CoV of 
the calibrated values of the spring constants, the highest CoV being 0.734% of the true 
value for the third spring when the experimental uncertainty is highest. Moreover, Figure 
11 presents the satisfactory agreement between the true model form error and the trained 
discrepancy model throughout the time domain of interest.  
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Effective Stiffness of the spring in the 
Linear model after calibration 




















 0.0%* ( ) iu  45.00981 0.074% 40.01024 0.062% 34.82697 0.629% 29.93405 0.465% 
 1.0%* ( ) iu  45.02219 0.147% 40.01134 0.055% 34.89169 0.484% 29.94624 0.438% 
 2.5%* ( ) iu  45.00675 0.057% 40.03174 0.161% 34.95787 0.323% 29.87238 0.605% 
 5.0%* ( ) iu  45.00796 0.319% 40.03593 0.163% 34.94985 0.424% 29.89128 0.635% 
 10.0%* ( ) iu  44.98101 0.275% 40.06989 0.230% 34.87326 0.734% 29.91189 0.481% 
† 
Percentage calculated with respect to mean of k   
†† 
Standard deviation of experimental errors as a fraction of mean of absolute value of amplitudes 
 




Effective stiffness of the spring in the 
Linear model after calibration 
1( )mean k  1( ) k
 †
 
2( )mean k  2( ) k
 †
 
3( )mean k  3( ) k
 †
 
4( )mean k  4( ) k
 †
 
 1  45.47380 0.827% 40.29264 0.472% 34.82893 0.700% 31.45377 7.844% 
 1,2  45.12351 0.446% 40.23219 0.331% 34.88431 0.561% 30.03920 0.296% 
 1,2,3  45.11429 0.376% 40.06566 0.271% 34.92440 0.472% 29.85644 0.704% 
 1,2,3,4  45.02219 0.147% 40.01134 0.055% 34.89169 0.484% 29.94624 0.438% 
† 
Percentage calculated with respect to mean of  k   
 
4.2. Effects of Number of Sensors  
Here, the effects of the number of sensors on calibrated values of spring constants and 
inferred discrepancy model are evaluated. In the previous section, though the 
 85 
experimental data is assumed available from each mass through virtual sensors, such a 
rich experimental campaign may be unavailable in practical applications. Therefore, a 
question of interest is the success of the method when data is only available from a 
limited number of sensors. Table 8 shows the results of our investigations regarding the 
success of the parameter calibration and bias correction method discussed previously, 
when data from only a limited number of sensors are available. Results indicate that 
decreasing the number of sensors leads to a decrease in the accuracy of the inferred 
model parameters. For instance, when data from all four sensors are available, the first 
spring constant is calibrated with a deviation of 0.049%; when only one sensor is 
available this deviation increases to 1%. Similarly, as the number of sensors decreases, as 
expected, the CoV of the calibrated values for the spring constants increases to levels as 
high as 7.8% for the fourth spring constant when only one sensor is available.  
5. Conclusions 
In this paper, we present a thorough discussion on the integration of experimentation 
and computational modeling. We strongly believe a synergy between models and 
measurements is necessary for validating computer models used in answering vital 
questions and addressing issues of high importance for the scientific community. 
In this manuscript, we describe an approach for calibrating uncertain model 
parameters and for simultaneously bias-correction of the incompleteness of a 
computational model. The contribution of this paper stems from the parameterization of 
the discrepancy model and treatment of calibration of both physical simulation model 
parameters and non-physical discrepancy model coefficients in the context of an 
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optimization problem. Calibration and validation of models are often conducted within 
the Bayesian inference framework (e.g. Haukaas and Gardoni 2011; Chen and Wang 
2010; Kennedy et al. 2002). This Bayesian inference-based calibration is, however, 
computationally demanding due to the need to infer the posterior distributions of each 
parameter. In our approach, the calibration of simulation models is achieved through a 
purely optimization-based approach. Though optimization-based model calibration has 
been studied (e.g. Fu et al. 2010; Lim et al. 2012; Hood and Swayne, 2010), the 
simultaneous treatment of parametric and structural uncertainties within the optimization 
framework has yet to be reported. 
Because the inherent inexactness of the model is recognized and proactively 
scrutinized, the parameter calibration is prevented from converging to mathematically 
viable, but physically incorrect values. Therefore, the main contribution of this article is 
that it ensures the convergence to physically meaningful parameter values during 
parameter calibration. This was demonstrated in this study through a controlled case 
study on a mass-spring-damper system. In practical applications, however, when the true 
values of the parameters are unknown, it is recommended to reserve hold-out 
experiments to confirm the validity of the calibrated parameter values. 
Moreover, because model incompleteness is defined in a quantitative and objective 
manner, the model developer has a tool for assessing the accuracy of the computational 
model at different settings within the domain of applicability (for instance, for the 
examples discussed here at different time intervals). Such knowledge not only enables the 
model developer to focus on certain regions in the domain for further code developments, 
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but also enables the experimentalist to select suitable settings for additional experiments. 
Therefore, the methodology discussed herein can contribute to the efforts to develop 
resource allocation strategies in computer-aided engineering applications.  
One significant advantage of the conceptual framework discussed herein is its 
versatility to implement any optimizer. We recommend the use of a global search 
algorithm that can successfully avoid problems related to converging to a local minimum. 
Of course, the choice of one optimizer over another may depend upon many factors, such 
as available expertise and algorithms, for example. Given the method by which the 
problem is configured, the final value for the objective function is useful as an indicator 
of the success of the optimization algorithm for a given problem. Ideally, the final value 
should be less than a predefined threshold value.  
The available experimental data points are most likely to be determined by the 
availability of resources allocated to experimentation. As demonstrated in the paper, 
however, there is a dependency between the available experimental information and the 
maximum polynomial order that can be implemented to represent the discrepancy model. 
For those using this approach, we recommend investigating the convergence of the 
objective function as the polynomial order increases since the ideal polynomial order is 
application-specific. The polynomial order depends on, among many other factors, the 
model form error, the available experimental data, and the experimental uncertainty.  
In this paper, the training of a discrepancy model is demonstrated using a generic 
polynomial function. This concept is versatile in that many other forms of functions, 
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combinations of functions and other polynomial forms can be used, such as Legendre or 
Bessel polynomials and trigonometric functions, such as sine or cosine functions. 
We observe that the bounds defined for the initial starting points of the uncertain 
input parameters have an effect on the solution time, convergence rate and sometimes the 
accuracy of the procedure. Therefore, we recommend the model developers make use of 
expert opinion as much as possible to define the expected ranges for the initial starting 
values of the parameters. These ranges bound the initial starting values of the 
optimization, but the model developer may choose to unbound the optimization outcome; 
therefore, if the ranges for the starting values are defined incorrectly, the optimizer can 
fall outside these initial bounds to find a more optimum solution.  
In summary, this manuscript describes a method for considering parameter 
uncertainty, structural uncertainty and experimental uncertainty, which can be 
implemented to assess the credibility of a computational model using metrics established 
in the literature that qualitatively assess the predictive capability of a model (Jung, 2011; 
Bayarri et al., 2007; Sornette et al., 2007; Hemez et al., 2010). Therefore, the concepts 
introduced herein can elucidate to the engineering community the concept of 
uncertainties and biases in model predictions. With such an understanding and the use of 
established metrics, model developers can quantify the predictive abilities of simulation 
model to create scientifically defendable and quantitative statements about model 
accuracy. 
It must however be emphasized that the scope of this paper is limited to uncertainties 
encountered when validating a numerical model: parameter uncertainty, structural 
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uncertainty, and experimental uncertainty. The remaining source, numerical uncertainty, 
falls out of the scope of this paper as it is typically treated during the verification phase of 
model development. Incorporating verification into validation by considering numerical 
uncertainty simultaneously with parametric and structural uncertainty will improve our 
understanding of the coupled effects of these uncertainties and yield an improved 
estimate of inherent uncertainties in model predictions. 
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CHAPTER FOUR 
PARTITIONED ANALYSIS OF COUPLED NUMERICAL MODELS CONSIDERING 
IMPRECISE PARAMETERS AND INEXACT MODELS 
 
1. Introduction 
Multi-physics, multi-scale models are needed to simulate a wide range of real-world 
problems where independently developed constituents, each of which resolves vastly 
different scales and/or physics, are coupled (Ibrahimbegovic and Markovic 2003; Leiva 
and Blanco 2010; Ghosh et al. 2009) through an approach known as partitioned analysis 
(Park and Felippa 1983; Felippa et al. 2001). The interactions between these constituents 
are typically complex in nature during this process, where the outputs of a constituent 
become inputs for another. Each constituent inherently contains uncertainty in the 
numerical calculation and solution of mathematical equations (numerical uncertainty), 
imprecision in model parameters (parameter uncertainty) and bias due to incomplete 
physics principles (known as model form error or structural uncertainty) (Farajpour and 
Atamturktur 2011b). When these constituents are coupled, the uncertainties and biases 
propagate between different scales and/or physics. Furthermore, the coupling interface 
also brings a similar spectrum of uncertainties and biases due to the unavoidably inexact 
and incomplete nature of data transfer between constituents. Hence, the predictive 
capability of the coupled model becomes dependent upon the predictive abilities of each 
of the constituent models as well as the interfaces. 
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Figure 1: Degrading effects of model form error of constituent models on the 
convergence of the coupled system 
When not considered, the propagation of these uncertainties and discrepancy bias 
between constituents during the iterative coupling process can reach excessively high 
levels, jeopardizing the usefulness of coupled model predictions. Figure 1 demonstrates 
one such case in which excessively high constant and non-constant bias errors hinder 
convergence during the iterative coupling process. Therefore, coupling procedures for 
partitioned analysis must be conceived to inherently account for uncertainties and biases 
in the constituents through coupling iterations. This integrated approach to uncertainty 
inference remains a crucial and necessary step for today‘s complex coupled numerical 
models.  
The present study aims to develop an integrated strong coupling and uncertainty 
inference quantification framework that explicitly considers the propagation of 
uncertainty and bias inherent in model prediction between constituents during the 
iterative coupling process. In doing so, the authors investigate three possible 
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configurations through which such integration between partitioned analysis and model 
validation can be achieved: (i) coupling the constituents followed by uncertainty 
inference, (ii) inferring uncertainty followed by coupling of constituents and (iii) 
simultaneously coupling the constituents and inferring the uncertainty. The first approach, 
coupling the constituents followed by uncertainty inference, is deemed to be the most 
versatile as illustrated in a structural dynamic example, in which two imprecise and 
inexact two-degree-of-freedom dynamical systems (constituents) are coupled to obtain a 
larger dynamical system. 
The manuscript is outlined as follows. First, coupling of the exact models through an 
optimization-based approach is presented followed by a discussion on the process of 
identifying the systematic bias of each constituent by training polynomials as error 
models. Next three approaches for the uncertainty inference of inexact and uncertain 
coupled models are discussed and the advantages and disadvantages of each approach are 
described. Then the approach that poses the least amount of demands on experiments is 
demonstrated on a benchmark dynamical problem. Further investigation of the effect of 
the level of inexactness of each constituent on calibrated model parameters and identified 
systematic bias is also discussed. 
2. Strong Coupling Techniques in Partitioned Analysis 
Partitioned analysis, in which multiple constituent codes are coupled to obtain a 
holistic multi-scale and/or multi-physics model (Ibrahimbegovic and Markovic 2003, 
Niekamp et al. 2009), has a variety of engineering applications including but not limited 
to fluid-structure interaction (Joosten et al. 2009; Degroote et al. 2010), soil-structure 
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interaction (Zolghadr et al. 2009), acoustics/noise-structure interaction (Storti et al. 
2009). There are two main types of coupled codes: (1) weakly coupled codes (also known 
as semi-coupled, partially coupled or loosely coupled), in which the interaction of two 
codes consist of information transfer in one direction (Zhang and Hisada 2004; Wang et 
al. 2004); and (2) strongly coupled codes (known as fully coupled or tightly coupled), 
where the interaction of two codes occur through the exchange of code input/output in 
two directions (Matthies et al. 2006).  
Various methods of solving coupled interaction problems have been proposed; for 
example, Newton-like coupling methods (Matthies and Steindorf 2002-2003; Fernandez 
and Moubachir 2005) and Block-Jacobi and Block-Gauss-Seidel methods (Joosten et al. 
2009). Recently, a novel optimization based procedure has been developed for strong 
coupling of constituent models (Farajpour and Atamturktur 2011a). In this optimization 
based coupling procedure (OBC), constituents are coupled through an optimization 
algorithm by minimizing an objective function that satisfies the coupling conditions. 
Here, the dependent input parameters1 of all the constituents are used to construct an 
objective function. The objective function of the coupling process is defined as the sum 
of the absolute differences in the dependent parameters as shown in Equation (1). 
 †
1




Z A B C 

     
    
(1)
 
where i refers to dependent input/output parameter pairs, n is the number of such 
                                                 
1 Input parameters that are functions of the output of another constituent, which must be evaluated by the coupling 
algorithm. 
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dependent pairs,  is the input parameter,  is the output parameter and   and †  are 
coupling constituent codes  , , ,...A B C . In the optimization literature, objective functions 
for which optimal values are sought are known as decision variables. Here, the dependent 
input parameters of the codes are considered to be the decision variables of the objective 
function. The accuracy of the optimization solution can be controlled by a user-specified 
threshold value for the objective function, which also serves as the termination criteria for 
the optimization algorithm. In Farajpour and Atamturktur (2011a), OBC coupling method 
is shown to possess preferable convergence characteristics compared to a more 
conventional Block-Gauss-Seidel coupling procedure. 
Note that OBC is developed deterministically, assuming that the models are precise 
and exact, i.e. that parametric uncertainty and systematic bias in model predictions are 
neglected. In this manuscript, the authors aim to transform OBC into a procedure through 
which the strong coupling of constituent models and the uncertainty inference by 
exploiting experiments are evaluated together, allowing a proactive treatment and 
mitigation of parametric uncertainty and systematic bias inherent in the iterative coupling 
process.  
A suitable optimization algorithm with high efficiency, low computational time, and 
the ability to avoid local minima is crucial to ensure a successful OBC. Several 
optimization algorithms are reported in the literature ranging from gradient-based to non-
gradient probabilistic-based algorithms (Plevris and Papadrakakis, 2011). Stochastic and 
global search based algorithms offer an advantage over gradient-based approaches in 
which the risks of converging to a local minimum are reduced. Some of the well-tested 
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optimization algorithms applicable to our study include simulated annealing (Kirkpatrick 
et al., 1983), genetic algorithms (Goldberg, 1989), ant colony optimization (Dorigo et al., 
1999), harmony search (Lee and Geem, 2004; Geem et al., 2001) and particle swarm 
optimization (PSO) (He et al., 2004; Eberhart and Kennedy, 1995). 
In this research, we implement the PSO method, which is a robust optimization 
technique appropriate for nonlinear, non-convex and discontinuous problems (Plevris and 
Papadrakakis, 2011). In the PSO context, the whole population is known as the swarm 
and each individual of the swarm is referred to as the particle. In this algorithm, social 
acceleration coefficient and cognitive acceleration rates are defined to control the 
exploration and exploitation of the swarm and particles to accelerate the search process. 
Here, the size of the swarm, social acceleration coefficient and cognitive acceleration 
rates are specified to be 30, 1.3 and 2.8, respectively as recommended by Schutte and 
Groenwold (2005) and Carlisle and Dozier (2001). 
3. Inferring Uncertainty and Determining Model Form Error  
Two fundamental factors considered here as contributors to the predictiveness of a 
simulation model are the uncertainty in input parameters and inaccuracy due to 
incomplete physics. In published literature, the former is referred to as parametric 
uncertainty and the latter as model form error. A systematic approach to model calibration 
has been proposed by Kennedy and O‘Hagan (2001), in which the systematic bias due to 
model inexactness is explicitly considered. In this formulation, an empirically derived 
estimate of the initially unknown model form error must be used instead, which is 
referred to herein as discrepancy bias, . Accordingly, the best estimate of truth, ̂  is 
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given by: 
( ) ( , ) ( , )ˆ simx y x x            (2) 
in which simy  is the model prediction,  x  refers to control parameters (i.e., model input 
parameters that can be controlled during experimental testing), and   indicate calibration 
parameters (i.e., model input parameters that cannot be controlled during experimental 
testing). Generally, calibration parameters are determined based on their significance on 
the outputs (i.e. sensitivity) and our lack of knowledge of their precise values (i.e. 
uncertainty).  
The discrepancy in Equation (2) can be estimated by using a suitable function to fit 
the known values of the model form error at the discrete settings of the experiments. The 
function to represent discrepancy involves non-physical coefficients denoted by , which 
are initially unknown and must be empirically trained to fit the available experimental 
data. In this study, we use a polynomial function of thp  order to emulate the model form 
error (Equation 3). Due to their continuity and differentiability, polynomial functions are 
widely used in the approximation theory. As stated by the Weierstrass‘ approximation 
theorem, any real-valued continuous function are approximated on a closed and bounded 
interval by polynomials given in a generic form in Equation 3, to any desirable degree of 









x x   

          (3) 
Here, we identify two distinct objectives: (i) determining the discrepancy bias in the 
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model predictions, i.e. determining   in  ,x  , and (ii) reducing the uncertainty in the 
imprecise parameter values, i.e. determining   in ( , )simy x  . Thus, the objective function 





( , ) ( ) ( , ) ( , )   
m
v obs i sim i i
i
Z y x y x x    

         (4) 
where m  denotes the number of available experiments; and   and     denote the 
decision variables of the objective function. Note that here the calibration parameters   
are treated as part of decision variables of the optimization procedure. The 
aforementioned process for calibrating uncertain parameter values while simultaneously 
determining the discrepancy bias, discussed in great detail in Farajpour and Atamturktur 
(2011b), is developed for a single model, and thus is not configured to be applicable for 
coupled numerical models (neither weakly nor strongly coupled models). The goal of the 
authors here is to extend the applicability of this uncertainty inference approach beyond a 
single model. This will be done by considering the uncertainties and biases in 
constituents of the coupled model and coupling interface, and by mitigating these 
uncertainties and biases by exploiting the separate and integral effect experiments. 
4. Coupling Considering Uncertain Parameters and Inexact Models  
This section discusses the coupling and uncertainty inference of inexact and 
imprecise models against experimental data to achieve improved predictive capability in 
the coupled model predictions. Three distinct approaches in which the process can be 
configured are schematically shown in Figure 2. All three approaches are evaluated in a 
manner that can incorporate both separate effect experiments (for each constituent) and 
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integral effect experiments (for the coupled system). These three approaches will be 
discussed separately in the following sections.  
 
Figure 2: (a) First approach: coupling followed by UQ, (b) Second approach: UQ 
followed by coupling, (c) Third approach: simultaneously coupling and UQ 
4.1. First Approach: Coupling Followed by Uncertainty Inference 
In this approach, two (or more) uncertain and inexact codes are first coupled; and 
next the uncertainties and biases in the coupled system as well as each of the constituents 
are inferred by exploiting both integral and separate effect experiments. The fundamental 
concept of this approach is schematically shown in Figure 2(a) while a more detailed 
description of how experiments are integrated with simulations is illustrated in Figure 3. 
As shown in Figure 3, the model form errors of the constituents are not involved directly 
in the coupling process; i.e. the constituent outputs are not bias corrected prior to their 
transferal to another constituent as inputs. However, the constituent model form errors 
affect the calibration process and thus the calibrated parameter values of the constituent 
models. In the availability of both separate and integral effect experiments, the model 
form errors of the coupled model as well as constituent models are inferred during 
uncertainty inference. In this approach, the objective function of the coupling process is 
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according to Equation (1) and, the objective function of the validation process is defined 
as:  
( ) , ,... (, ( , , ) ,  ,  ) ( ) ( ,  .) .. Int Int A B A B Cv
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CZ Y x Y x x       
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       

      (7) 
Equation (6) accounts for the coupled model and integral effect experiments, and 
Equations (7) accounts for the contributions from constituent models and separate effect 
experiments. In Equations (5)-(7), Intn  represents the number of integral effect 
experiments, and An , Bn , Cn ,… represent the number of separate effect experiments in 




  and 
  refer to the observations, 
simulations and model form errors of (  ), which denotes the constituents A, B, C,… . 
 
Figure 3: First approach: coupling followed by uncertainty inference 
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4.2. Second Approach: Inferring Uncertainty Followed by Coupling  
As illustrated in Figure 2(b), in this approach each constituent first undergoes a 
rigorous uncertainty inference exploiting the availability of separate effect experiments. 
These constituents are then coupled as shown in Figure 4. For the uncertainty inference, 
objective functions can be defined in general form as shown in Equation (8) for each of 
the constituents. 




, ( ) ( ,( , ) , , ( ,) , ;  , , ,...)
n
obs i sim i i
i
Z Y x Y x x A B C       

           

    (8) 
where    is the dependent input parameters of the coupling process in the constituent 
( ). The objective function of the coupling process for this case is shown in Equation (9).  
 † †
1




Z A B C 
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            (9) 
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
     (10) 
where , , ,...A B C      represent the calibration values in the validated constituents. Given 
that the validation process is undertaken at the constituent level, separate effect 
experiments allow us to determine the individual model form errors of each of the 
constituents. Equations (8) represents objective function of each constituent based on 
separate effect experiments. This constituent model form error estimated empirically 
from separate effect experiments is then used to bias-correct the constituent outputs 
before they are transferred to another constituent as inputs. These constituents can then be 
coupled using Equation (9). Next, the obtained coupled model is further calibrated and 
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bias corrected against integral effect experiments using Equation (10). 
 
 
Figure 4: Second approach: inferring uncertainty followed by coupling 
4.3. Third Approach: Simultaneously Coupling and Inferring the Uncertainty  
As shown schematically in Figure 2(c) and in detail in Figure 5, in this approach the 
procedure of coupling and uncertainty inference occurs simultaneously. Coupling and 
uncertainty inference procedures that utilize optimization techniques, which are discussed 
previously, can also be adapted for this approach. The main difference lies in the 
formulation of the objective function, which can be defined as the sum of equations (8), 
(9) and (10) from the previous section: 
 , ,   , , , ,( ) ( )  ( ) + , ,( , ) ( , ) ...Int Int A A B B BA A BcZ Z Z Z Z                  (11) 
By minimizing the objective function 
IntZ  the coupling, parameter calibration and 
bias correction are can be achieved simultaneously. The first term,  cZ satisfies the 
conditions of coupling and the following terms, 
IntZ ,
AZ ,
BZ , … supplies the parameter 
calibration and bias correction. The coupling conditions provide values for the dependent 
inputs,   (which should not be confused with calibration parameters) while the training 
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of model form errors provide suitable values for the non-physical coefficients of the 
polynomial representing discrepancy bias, , i.e., our best estimate of model form error 
as defined in Equation (3) and calibration parameters,  . Herein coupling and 
uncertainty inference are accomplished solely through optimization while the other two 
methods of coupling could be just as conveniently carried out using non-optimization 
methods such as Block-Gauss-Seidel or Newton-like methods. Note that, in Equation 
(11), to assure equal participation from objective functions of coupling and uncertainty 
inference, each term must be normalized to a unitless value. Similarly, one could consider 
adding weighting coefficients to each of the terms in Equation (11) to reflect user 
preferences of relative importance of each constituent, coupled model and the coupling 
procedure.  
 
 Figure 5: Third approach: simultaneously coupling and inferring the uncertainty 
4.4 Discussions on the Three Coupling- Uncertainty Inference Approaches  
A major shortcoming of the second and third approaches is the need to estimate the 
systematic bias of constituent models for the entire range and combination of dependent 
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input parameters, which may require a substantial number of experimental data. Thus, 
these approaches may ineffective when a large number of separate effect experiments 
exploring possible ranges of dependent parameters are unavailable. The unavoidable 
scarcity of experiments would result in overly crude training of discrepancy bias for the 
constituents. To reiterate, we would be correcting an in correct model with an overly 
incorrect bias estimate, which may result in even less accurate predictions. This particular 
issue becomes critical in problems where dependent parameters do affect the states space 
of other constituents, such as time-dependent problems. The first approach (i.e. coupling 
followed by uncertainty inference) on the other hand, is applicable to time-dependent 
problems since separate effect experiments are not needed to infer the discrepancy bias of 
constituent models.  
In all approaches, if the integral effect experiments data are available then the 
presence of one or both of separate experimental data could be optional. However, 
availability of more data will obviously help to train the model form errors with better 
accuracy. 
5. Case Study: A Non-linear Dynamical System 
Figure 6 shows the flowchart for the Coupling-Uncertainty Inference process for the 
first approach described previously. Two threshold parameters, c  and v  with values of 
10e-3 and 10e-6 are defined for termination of the coupling and uncertainty inference 
loops, respectively. These values represent the maximum difference between best and 
worst function evaluations in one swarm of the optimization process and are selected by 
experience based on required accuracy and computational time. 
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The proposed integral coupling- uncertainty inference framework is demonstrated on 
a 4-DOF strongly coupled non-linear dynamical system implemented from Joosten et al. 
(2009) (Figure 7).  
 
Figure 6: Flowchart for first approach: coupling followed by uncertainty inference 
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The coupled spring-damper system consists of domains A  and B  connected by a 
rigid link. The stiffness constant of the springs are 
1
Ak  and 2  
Ak for domain A, and 1
Bk  and 
2




Bc .  
 
Figure 7: 4-DOF dynamical system (Joosten et al. 2009) 




Bu  and 2
Bu . 
The dynamic equations of the domain A are: 
1 1 1 1 2 2 1 0)(
A A A A A A Am u k u k u u           (12) 
2 2 2 2 1( )
A A A A A Am k u u Fu           (13) 
where 
AF  is the force carried from domain B to A. Similarly, the equations of the system 
in domain B are: 
1 1 1 1 2 2 1 1 1 2 2 1( )( ) 0
B B B B B B B B B B B Bm c u c u u k u k uu u           (14) 
2 2 2 2 1 2 2 1( ) ( )
B B B B B B B B Bm c u u k u uu F           (15) 
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where BF  is the carried force from domain A to B. The Backward Euler (BE) method is 
implemented for the time integration of the dynamic system of equations. The updated 
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       (17) 
where time step size is given by 1n nt t t   . Assuming  ( 1)
A
nF    is known, the system of 
equations for domain A  will be: 
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   (18) 
Similarly, for domain B , assuming  2 ( 1)
B
nu   is known, the system of equations is given 
by: 
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The non-linear relationship between the spring forces and the initial and deformed 
length of the spring can be defined as:  
 ( , ) , *springF l l k l l l            (20) 
where l  in the initial length of the un-deformed spring,  k  is the stiffness of the spring as 
a function of  l  and l  is the difference between the length of the deformed and the un-
deformed spring. Here, we assume the stiffness of the springs to exhibit the following 
relationship: 
0( , )  (1 )                                   
k l l





     (21) 
where 0k  in the spring constant as 0l  . The time-dependency of the deformed length 
of the spring must be considered in each time step of the matrix Equations (18) and (19). 
Each spring is assumed to have an un-deformed length of 1.2l  . 
In this study, the discrepancy of the system is originated from lack-of-knowledge of 
the model developer, who assumes the behavior of the springs to be linear and thus 
develops an inexact model. In reality, the springs behave nonlinearly as they are 
represented in the exact model. In Tables 1 and 2, the assumed true values of input 
parameters and initial conditions for all cases considered here are shown, respectively.  
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Assuming displacement sensors are attached to each of the masses, synthetic 
experimental data is generated using exact models for both separate and integral effect 
cases. It should be noted that to generate the separate effect experiments for one 
constituent, the input values of this constituent that depend on the output of the other 
constituents must be known. In the separate system, however, because these input values 
are unknown, we assign predefined values within their acceptable range. In this example, 
the input value of constituent A (force), and input value of constituent B (displacement) 
are assumed to be zero. Here the non-zero initial conditions of the masses provide desired 
responses for the constituent models to generate the separate effect experiments. The 
synthetic experimental data is generated as the sum of true response and experimental 
uncertainty; while the true response is obtained by using the true values of the calibration 
parameters in the exact model.  
Table 1: Input values for dynamical system 
Numerical values 
1 80
Am  , 2 40
Am   
01 80
Ak  , 02 75
Ak   
1 0.0
Ac  , 2 0.0
Ac   
1 70
Bm  , 2 30
Bm   
01 70
Bk  , 02 65
Bk   
1 0.05
Bc  , 2 0.05
Bc   
 
Table 2: Initial conditions of the dynamical system 
Initial conditions 
1 1
Au  , 2 0
Au   
1 0
Au  , 2 0
Au   
1 1
Bu   , 2 0
Bu   
1 0
Bu  , 1 0
Bu   
 
The analysis is conducted in the time range of 0.0 10.0 t   seconds with a step size 
of 0.1 t   seconds. Figures 8 and 9 show the exact and inexact displacement-history of 
constituents A and B, respectively. We observe that the effect of overlooking the 
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nonlinear behavior of the springs causes an inability for the inexact model to capture the 
true displacements. In Figure 10, the plots of displacement-history of the exact and 
inexact coupled models for the four masses obtained through the OBC technique are 
shown.  
 
Figure 8: Time varying displacement response of domain A in both exact model 
(nonlinear case) and inexact model (linear case) 
 
Figure 9: Time varying displacement response of domain B in both exact model 




Figure 10: Time varying displacement response of the coupled 4-DOF system in 
both exact model (nonlinear case) and inexact model (linear case) 
5.1. Calibration and Inferring Uncertainty of the Coupled Dynamical System  
In this section, the first proposed approach is applied to couple and validate two 
inexact dynamical systems discussed above. Here, by assuming the sensors collect 
displacement data every 0.2 second, we will have 51 generated experimental data points 
in the time domain. To account for the effect of experimental error that exists in practical 
applications, an experimental error of 1% and 10% of the averaged RMS magnitude of 
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displacement over the domain are considered. For discrepancy estimation, a polynomial 
function of 5
th
 order is chosen as implemented in Farajpour and Atamturktur 2011a. Here, 
the decision variables in the validation objective function are, k  values (stiffness of the 
all springs), model form error of the coupled systems IntΨ  (coefficients of 4 polynomial 
functions, one for each mass), and model form error of the separate effect experiments 
AΨ  and BΨ (coefficients of two polynomial functions for each constituent). A polynomial 
with the order of ,p  has   1p   coefficients, thus the total number of decision variables 
in the validation objective function is ( )*( 1)Int A BkN N N N p      , where kN  is the 
number of k  values, and IntN ,  AN , and BN  are the number of polynomials in the 
coupled system, domain A and domain B, respectively. In the 5th order case, the total 
number of decision variables for optimization is 52. 
Table 3 shows the exact values of initial stiffness constants for nonlinear springs ( 0k ), 
and the calibrated stiffness constant values for linear springs in the inexact model with 
experimental error of 1% and 10%. The quantified percentage of error between exact 
values and calibrated values are also provided in Table 3. Since in the inexact model the 
nonlinear behaviour of the actual springs is described by a linear model, the calibrated 
values represent the effective stiffness of the springs within their displacement range. 
Upon increasing the experimental error from 1% to 10% there is insignificant change in 
the percentage errors of the stiffness values for the two springs in domain A. However, 
for domain B, the percent error for the first spring stiffness slightly decreases (by 0.9) 
while the error for the second spring stiffness slightly increases (by 1.1) as the 
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experimental error is increased from 1% to 10%. For the results shown in rest of the 
paper, experimental error of 1% is considered. 
Figure 11 shows the predicted displacement history of the coupled system after the 
model is calibrated using the experiments. A comparison of the predicted discrepancy 
against the true model form error in the coupled 4-DOF system, domain A and domain B 
are shown in the Figures 12, 13,  and 14 respectively. The percentage error of the 
averaged point-wise difference between the true displacements and predicted 
displacements in the coupled system for domain A is 8.50% and for domain B is 9.38%.  
Table 3: Calibration results 






Exact values 80 75 70 65 
Experimental Error 
(1%) 
Calibrated values 79.116 76.890 71.816 69.631 
Percent Error 1.1% 2.5% 2.6% 7.1% 
Experimental Error 
(10%) 
Calibrated values 79.16 76.984 71.179 70.32 







Figure 11: Time varying displacement response of the coupled 4-DOF system after 





Figure 12: Comparison of predicted discrepancy and the true model form error in 





Figure 13: Comparison of predicted discrepancy and the true model form error in 
the domain A 
 
Figure 14: Comparison of predicted discrepancy and the true model form error in 
the domain B 
5.2. Effect of Constituent Inexactness on the Model Form Error of the Coupled 
System 
In this section, we investigate the effect of the inexactness of each constituent on the 
predictiveness of the coupled system considering three scenarios. The first scenario is 
investigated in the previous section where both domains are considered to be inexact. In 
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the second and third scenarios, one of the constituents is assumed to be inexact while the 
other one is assumed to be exact. Results from the calibration process of all three 
scenarios are shown in the Table 4. As observed in Table 4, even though one domain is 
exact, the estimated calibration parameters do not converge to their true values. This 
discrepancy is because the output of the other inexact domain which is fed into the exact 
domain affects its results. The average percentage errors in the exact model, however, are 
likely to be less than the case that both are inexact.  
Table 4: Calibration results 
 
 
In Table 5, the contribution of the three terms of the objective function (refer to 
Equations (5)-(7)) are shown. These three terms show the percentage contribution of each 
domain to the objective function ( vZ ). When one domain is exact, the total value of the 
objective function is reduced, which means the predictive ability of the coupled system 
increases. Moreover, participation of the exact domain in the objective function is also 
 Stiffness of the springs 
 







Exact values of 
initial 
stiffness 0( )k  


















A and B both 
inexact 
79.116 1.11% 76.89 2.52% 71.816 2.59% 69.631 7.12% 
A exact -  
B inexact 
79.646 0.44% 75.009 0.01% 70.063 0.09% 69.539 6.98% 
A inexact -  
B exact 
79.535 0.58% 77.003 2.67% 68.844 1.65% 63.084 2.95% 
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less than its inexact variant. In this particular example when both domains are inexact the 
contribution of domain B (62.76%) in objective function is higher than domain A 
(8.02%). This means that the training of domain A was more successful than domain B. 
Hence when domain B is exact its effect on the reduction of the objective function is 
more evident than the case in which domain A is exact (i.e. 0.87 reduces to 0.26). 
Table 5: Contribution of constituents to the objective function 
 
















A and B 
both inexact 
1.01 29.22% 8.02% 62.76% 
A exact - 
B inexact 
0.87 28.64% 3.84% 67.51% 
A inexact - 
B exact 
0.26 58.24% 26.65% 15.12% 
 
Table 6: Average of absolute value of displacement amplitudes 
 
Root Mean Square of the Predicted Discrepancy 
 
Coupled System Domain A Domain B 
 
   1 2
2
Int A Int ARMS u RMS u  
    1 2
2
Int B Int BRMS u RMS u  
    1 2
2
A A A ARMS u RMS u  
    1 2
2
B B B BRMS u RMS u  
 
A and B 
both inexact 
0.2570 0.2488 0.1658 0.0673 
A exact - 
B inexact 
0.1466 0.1477 0.0315 0.0670 
A inexact - 
B exact 
0.1242 0.1211 0.1672 0.0098 
 
In Table 6, the average of the root mean square (RMS) of the predicted model form 
error of the coupled system (integral effect), domain A and domain B (separate effects) 
are computed. As shown in the table, the RMS values for the case when one of the 
domains is exact is less than that when both the domains are inexact. While the results 
shown in Table 5 are based upon the difference in observations and validated simulations, 
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the results of Table 6 are based solely on the trained model form errors. Therefore, Table 
5 illustrates the sophistication with which we train our model form error, while Table 6 
illustrates the inexactness of each constituent. Thus, based on the results of Table 6, while 
it is clear that that accuracy of the domain A (0.1658) is less than domain B (0.0673), our 
training of this domain was more successful (recall results of Table 5). 
6. Conclusions 
In this integrated study for coupling and uncertainty quantification, the authors 
successfully designed a framework and demonstrated its application on a controlled case 
study application, where the true response is known to the authors. Three possible 
configurations for coupling and uncertainty inference of inexact models are formulated, 
the advantages and disadvantages of which are discussed. While the coupling and 
uncertainty inference of the constituent models are achieved solely through deterministic 
optimization procedures, the experimental variability is taken into account.  
Determining which constituent of a coupled model requires the most improvement is 
valuable information for code developers. Thus, we are particularly interested in 
determining and quantifying the contribution of the model form error of each constituent 
to the overall coupled system. Quantification of model inexactness of constituent models 
through a trained error model (which in our case is a 5
th
 order polynomial) as presented in 
Table 6 naturally leads to prioritization of code development efforts. However, code 
prioritization must also take into consideration the influence of the inexactness of a 
constituent model on the coupled model‘s inexactness, which remains to be studied in the 
future.  
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In this paper, to solve the uncertainty inference of the coupled system, we defined an 
objective function as a sum of three terms representing the contributions from the 
coupled model and the two constituent models. These terms represent the contribution of 
each domain in the objective function, and furthermore quantify the accuracy of the 
training of the model form errors. 
One limitation of the proposed method is high computational demands, especially for 
complex problems with many calibration and dependent parameters. Moreover, 
increasing the degree of polynomial order adapted to train the discrepancy bias while 
might be necessary to increase the accuracy of the inference, can significantly decrease 
the computational efficiency. Another difficulty of this approach is implementing it for 
problems with outputs that are discontinuous or have low correlation lengths because a 
prohibitively high order of polynomial would be needed.  
The selected case study application, despite its simplicity enabled the authors to have 
a controlled example with known true response values. However, to further confirm of 
the validity and feasibility of this approach, in future study, the authors will apply the first 
coupling-uncertainty inference approach to real-life problems.  
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PRIORITIZATION OF CODE DEVELOPMENT EFFORTS IN PARTITIONED 
ANALYSIS OF COUPLED SYSTEMS 
 
1. Introduction 
Coupling enables numerical simulations to interact and affect each other‘s input and 
output through an interface (Matthies and Steindorf 2002; Matthies et al. 2006) 
eliminating the need for strong and occasionally unwarranted assumptions about residual 
effects between the boundaries of multiple phenomena (Lieber and Wolke 2008), 
resulting in more dependable representations of reality (Heil 2004, Döscher et al. 2002). 
In partitioned analysis, independently developed constituent models are combined to 
form a holistic, coupled model to predict the response of a complex system (Lieber and 
Wolke 2008), where the inputs and outputs are exchanged between constituents. If the 
constituent models perfectly
2
 represent the underlying engineering or physics principles, 
the response of such a coupled system would be perfectly
 
accurate, provided that errors 
are not introduced at interfaces between constituents. However, due to the unavoidable 
incompleteness of simulation models, a level of disagreement inevitably exists between 
constituent model predictions and true responses—henceforth referred to as model form 
error (MFE) (Draper 1995; Kennedy and O‘Hagan 2001). The MFE of the constituent 
models propagate through the interfaces during coupling iterations and ultimately result 
in MFE in the coupled model (Bunya et al. 2010; Dietrich et al. 2010). It should be 
                                                 
2
 One caveat for this statement is the numerical uncertainties and errors, which are the focus of model 
verification activities and left out of the scope of this manuscript. 
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intuitive that improving the predictive ability of these constituent models would improve 
the predictiveness of the coupled model, and that improving the MFE of each constituent 
model would affect the MFE of the coupled model differently. Finite resources therefore 
limit code development efforts to only the most critical constituent models, necessitating 
prioritization of constituents. As a result, code developers are left with a natural 
quandary: which constituent model must the code developer focus on improving to most 
effectively reduce the MFE of the coupled model? In this manuscript, the authors intend 
to answer precisely this question.  
Clearly, answering this question requires an evaluation of the predictive abilities of 
the constituent models using separate effect experiments (Kumar and Ghoniem 2012a, 
2012b) (see Figure 1). Selecting a constituent model for code development based solely 
on MFE may guide code developers to dedicate resources to a constituent with the 
highest norm of MFE, which may be one that exercises little influence on the coupled 
model output. A thorough treatment of the problem also requires investigating the 
sensitivity of the coupled model MFEs to the MFEs of constituent models (Kumar and 
Ghoniem 2012a, 2012b). This treatment requires an evaluation of the predictive abilities 
of coupled models using integral effect experiments (Döscher et al. 2002, Li et al. 2012).  
Earlier studies conducted to solve the problem of prioritization of code development 
efforts were based on the principles of the well-known Phenomena Identification and 
Ranking Table (PIRT). Alvin and Reese (2000) for instance, implemented PIRT for 
complex mechanical systems considering separable physics and fully-coupled effects to 
rank the physical phenomena according to their importance. Their proposed approach 
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implements protocols, such as peer review, error estimation, and uncertainty 
quantification, where the validation of the constituents and coupled system is conducted 
in separate steps. Although valuable in compiling expert opinion, Alvin and Reese 
(2000)‘s approach suffers from being qualitative and dependent upon the subjective 
opinion of the expert. Similarly, founded on the PIRT concept, Hegenderfer and 
Atamturktur (2012) proposed a quantitative code prioritization metric for partitioned 
analysis. Constituent models are ranked according to their priority for further 
improvement using three criteria: current knowledge level (uncertainty), importance 
(sensitivity), and error analysis (initial error). Although Hegenderfer and Atamturktur 
(2012)‘s quantitative approach is welcome, their study has focused strictly on integral 
effect experiments, without consideration for separate effect experiments (Figure 1). 
Furthermore, neither of these two studies considered the cost of further code development 
in their ranking schemes; another key factor in resource allocation.  
In this manuscript, the goal is to develop a code prioritization algorithm and its 
corresponding metric, in which resources regarding code development efforts are 
dedicated to constituent models to most efficiently improve the predictive capability of 
the coupled model. The proposed algorithm can incorporate both separate-effect and 
integral-effect experiments to infer not only uncertain input parameters but also 
discrepancy bias of the constituent models as well as the coupled model (see Figure 1). 
Uncertainty inference and coupling of constitutive models are achieved simultaneously 
using an optimization based approach previously introduced in Farajpour and 
Atamturktur (2012c). Moreover, a sensitivity analysis is conducted to determine the 
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relative importance of the incompleteness and inexactness of each constituent model on 
the MFE of the coupled model. Furthermore, a cost assessment is completed by 
evaluating the time and effort requirements of incorporating the missing physics and/or 
engineering principles to the constituent models. Based on the uncertainty inference, 
sensitivity analysis and cost assessment, a quantitative and objective metric is defined to 
rank each constituent according to their potential to yield the most improvement in 
coupled model predictions.  
The manuscript is organized as follows. First, a mathematical formulation of the 
proposed code prioritization methodology is discussed considering (i) model form error, 
(ii) sensitivity, and (iii) development cost of each constituent in the partitioned analysis. 
Then, the applicability of the proposed methodology along with its associated metric is 
demonstrated through a proof-of-concept study on a portal frame. The manuscript 
concludes with a summary of main findings, shortcomings of the proposed methodology 
and suggestions for future studies. 
2. Mathematical Formulation and Background 
Figure 1 represents the schematic diagram of the propagation of MFEs between the 
two constituents, A and B of a strongly coupled system. In this figure, 
obs
Ay  and 
obs
By  
represent separate-effect experiments that are acquired by conducting isolated 
experiments on the constituents, while 
 
obs
Inty  represents integral-effect experiments that 
are acquired by conducting experiments on the coupled system. Correspondingly, 
A   
and B  represent the MFE of each constituent model, and Coupled  represents the MFE 
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of the coupled model. A functional relationship exists between the MFE of the coupled 
model and the MFEs of the constituents as given in Equation (1). This functional 
relationship is unknown, but can be evaluated numerically. 
( , )Coupled A Bf             (24) 
Inferring the MFEs in the constituents and coupled system is the first necessary step 
in estimating the effect of constituent MFE on the coupled system MFE. Estimating this 
effect will help identify the critical constituents that require improvement. Let‘s consider 
two simulation models, A and B, in which the output response of the constituent models, 
AM  and BM , can be defined as functions of input parameters as follows: 




is the output response; and x ,  , and z  are the input parameters of the 
constituent models, .M  The constituent models could be either closed form 
representations in the form of explicit mathematical equations or numerical evaluations 
of input/output relationships. The x  variables indicate a subset of input parameters that 
are known to the analyst and can be controlled during experimental testing. These x  
variables, referred to as the control parameters, define the domain of applicability. In 
contrast, the   variables indicate a subset of input parameters that cannot be controlled 
during experimental testing. The   variables, known as the calibration parameters, 
represent uncertain parameters that exhibit significant influence on the simulation results 
and are selected for parameter calibration. The z  variables represent all other input 
parameters that are neither control nor calibration parameters.  
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Figure 1: Schematic diagram of the coupled models 
In coupled systems, constituents have common input/output parameters, in which the 
solution of one constituent model is dependent upon the other. To discriminate these 
common parameters from the rest, the input parameters of the coupled models can be 
divided into (i) dependent and (ii) independent parameters. Dependent parameters rely on 
the output of other constituents and thus, must be updated in each iteration, while 
independent parameters remain constant during coupling iterations. Equation (2) can 
therefore be rewritten as follows: 
 [ || ] ( , , , ;  , )  ,dep indep dep indepsim dep indep M x xY Y Bz AY z          (26) 
In Equation (3), superscripts ‗dep‘ and ‗indep‘ stand for dependent and independent 
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parameters in input/output of the constituent models, respectively. Assuming that 
simulation models are exact, coupling of the constituents can be achieved by solving the 
following system of equations: 
, [ || ] 0
, || ] 0
[ || ] 0
[
( , , , )
( , , , ) [
|| ] 0
dep indep dep indep
A A A
dep indep dep in
dep indep
A A A A A
dep indep











z z Y Y















   


   
  (27) 
In Equation (4), the first two equalities represent exact constituent models, while the 
last two equalities represent the coupling conditions. Several methods have been 
proposed to solve for the coupling conditions (Matthies et al. 2006); for instance, 
Newton-like coupling methods (Matthies and Steindorf 2002-2003; Fernandez and 
Moubachir 2005), Block-Jacobi and Block-Gauss-Seidel methods (Joosten et al. 2009), 
and optimization-based coupling (OBC) method (Farajpour and Atamturktur 2011a). The 
OBC method overcomes the divergence problems that classical coupling techniques may 
face. Furthermore, the simultaneous execution of constituent models makes OBC suitable 
for parallel computing (Farajpour and Atamturktur 2011a). Therefore, the OBC is 
preferable for this work.  
In OBC, coupling is achieved by minimizing an objective function that satisfies the 
coupling conditions, where the dependent input parameters of the 





ep epx z x z  are considered as optimization variables. In most 
optimization techniques, initial estimates are made for optimization variables, which are 
then updated while minimizing the objective function. In Equation (6), it is clear that with 
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these initial estimates, 0 0 0 0( ) , ( ) , ( ) , ( )
dep dep de
A A B B
p depx z x z , coupling conditions are not 
necessarily satisfied.  
0 0 0[( ) || ( ) ]
dep BA
A B B
dep depY x z R  ;   0 0 0[( ) || ( ) ]
dep AB
B A A
dep depY x z R       (28) 
Here, 0
BAR  and 0
ABR  represent the residual vectors of the coupling equations for initial 
estimates of the dependent parameters. In a successfully coupled system, these residual 
vectors would ideally be zero
3
. Thus, the objective function of the optimization-based 
coupling technique can be defined as the sum of the Euclidean norm of the residual 
vectors as follows:  
[ || ] [ || ]AB BA dep depc A B B
dep dep dep dep
B A AZ R R Y x z Y x z           (29) 
By minimizing the objective function in Equation (6), the dependent input parameters 





ep epx z x z  can be evaluated. If the simulation models are exact, 
the solution of Equation (6) represents the response of the coupled system. However, in 
reality, a level of inexactness exists in the constitutive models. Therefore, the true 
response of the physical system must be represented as the summation of inexact 
simulation models, 
simY and their corresponding MFEs ,  ( ) x as indicated in Equation (7) 
(Higdon et al. 2007; 2008). 
 ( ) ( , , ) ( , );   ,simx Y x z x A B                   (30) 
In Equation (7), indicates the non-physical coefficients of the discrepancy model; 
and   represents the best estimate of truth. Thus, the system of equations for coupling 
                                                 
3
 In reality, residual errors would never be zero but converge to a value below the predefined defined 
threshold. 
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(31) 
 By solving Equation (8), we calculate the MFE of each constituent, which in turn 
yields a quantitative estimate of the inexactness of constituent models and simultaneously 
satisfy the coupling conditions. However, solving this system of equations is not a trivial 
task as discussed in detail in Farajpour and Atamturktur (2012c), in which, three possible 
configurations of integrating partitioned analysis with model validation are identified: (i) 
coupling the constituent models followed by validation against experiments, (ii) 
validating the constituent models followed by coupling of constituents and (iii) 
simultaneously coupling and validating the constituent models. The first approach, being 
the most versatile of the three, is recommended in comparison to the second and third 
approaches which require a prohibitively large number of experiments which might not 
be feasible in practical applications (Farajpour and Atamturktur 2012c). Using this first 
approach, the MFE of the constituent models and coupled model can be trained, and the 
best estimate of truth for the coupled system, Coupled , can be obtained as follows: 
,( , ) ( , , ,, ) ( ,, )indep indep indep indepCouple A A B Bd A B Coupled A B Coupled A B Coupledx x M x xz z x x      
(32) 
where CoupledM  is the inexact coupled model, a function of both the calibration 
parameters, ,  A B   and independent input parameters of the constituents, 
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,  ,  ,  indep indep indep indepA BA Bzx xz . Recall that Coupled is the MFE of the coupled system, which is 
related to the MFE of the constituents as stated earlier in Equation (1).  
While any suitable emulator can be used to approximate the MFE of the constituents 
and coupled system, in the present discussion polynomial functions are preferred due to 
their continuity and differentiability (Atkinson and Han, 2009; Mastroianni and 
Milovanovic, 2008). Herein, a two variable polynomial function as shown in Equation 
(10) is used as an emulator for a model predicting in a two-dimensional domain (defined 
by two control parameters). Note that this equation yields a three-dimensional surface. 
11 12 1( 1)
21 22 2( 1) 2
1 2 1 1
( 1)1 ( 1)2 ( 1)( 1) 2
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In this emulator, 
1x and 2x  represent control parameters, while   represents non-
physical coefficients, that should be evaluated to properly fit the available experimental 
data. Here, p and q are the orders of the polynomial emulator in 
1x and 2x directions, 
respectively. Note that when predicting in a higher dimensional domain with multiple 
control parameters (i.e. 
1 2 3, , ,...x x x ), polynomial functions with higher number of 
variables must be implemented (Chan et al. 2001). To avoid over fitting, it is 
recommended that the maximum polynomial order in each dimension (for instance, p and 
q) is limited to one less than the number of available experiments in the corresponding 
dimension. Selection of the polynomial orders for a given number of available 
experiments is discussed in detail in Farajpour and Atamturktur (2012b).  
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Herein, we identify two distinct objectives, henceforth collectively referred to as 
model calibration:  
(i) Training the MFEs for each constituent model and the coupled model by determining 
  in Equation (10) and,  
(ii) Reducing the uncertainty in the imprecise parameter values by inferring   in 
Equation (10).  
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In Equation (11), 
*r and   ( , , )s Int A B   are the number of the experiments in the 
control parameter dimensions 
1x and 2x , respectively; and   and    indicate the decision 
variables of the objective function. By minimizing ( , )uqZ   , we can simultaneously infer 
MFEs and imprecise parameter values (Farajpour and Atamturktur 2012b). By combining 
Equations (6) and (11), we can simultaneously couple the constituent models and 
calibrate these models against experimental measurements (Farajpour and Atamturktur 
2012c).  
3. Attributes of Code Prioritization 
Utilizing the methodology discussed in the previous section, the present manuscript 
proposes a decision making framework and its associated metric to prioritize constituent 
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models for allocating resources for further code development. First, MFEs of both 
constituent and coupled models are inferred by exploiting separate and integral-effect 
experiments. Next, sensitivity of the coupled model predictions to each constituent model 
prediction is investigated. Finally, constituents are ranked according to their (i) need for 
improvement, (ii) effect on the coupled model predictions and (iii) demands on resources. 
Therefore, three factors are considered: (i) relative constituent model MFE, (ii) sensitivity 
of coupled model MFE to the constituent model MFE, and (iii) cost of improving each 
constituent model predictive capability.  
3.1. Relative MFE of Constituent Models 
We define the relative MFE of a constituent model, 
Rlt
 , as the ratio of the singular 
values of the MFE,  to the singular values of the model response within the entire 
domain of applicability as follows: 
 
( ( , ))
(







   

   





 is a unitless value representing the relative inexactness of a constituent model 
and S represents the first singular value of the model form error arrays obtained through 
singular value decomposition. Singular value decomposition compresses the important 
information within a dataset into a few singular values. The use of singular values in 
Equation (12) is suitable for compressing the MFEs of multiple outputs of a simulation 
model.  
In an ideal case, constituent models would perfectly represent the reality (i.e, 
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( , ) 0x   ) and 
Rlt
 would be zero. Higher values of 
Rlt
 indicate greater model form 
error with respect to the constituent model predictions. Without losing generality, the 
relative MFE of each constituent is normalized as follows: 










    
   
 
(36) 
This normalized index is a value between zero and one, where zero represents a 
higher predictive capability and one represents a lower predictive capability of the 
constituent model. Of course, a constituent with a higher relative MFE would have a 
higher priority compared to a constituent with a lower relative MFE. 
3.2. Sensitivity of Constituent Model MFE 
A constituent with negligible sensitivity would have a small influence on the MFE of 
the coupled system in that dedicating resources for development of this constituent may 
be ineffective. Therefore, the relative effect of the MFEs of the constituent models on the 
MFEs of the coupled model must be considered during code prioritization. Such effects 
can be deciphered through a sensitivity analysis, which can be studied through a 
statistical concept known as coefficient of determination or R-squared, 2R (Casella and 
Berger 2002; Janke and Tinsley 2005). The 2R value determines the proportion of the 
variance of one variable that is predictable from the other variable (Dvore and Berk 
2012). The 
2R  values for MFE of constituents A and B can be calculated considering the 
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(37) 
where n is the number of design of experiments that are used in sensitivity analyses. The 
coefficient of determination, 2R  assumes a value between zero and one. 2R should be 
computed considering all possible values of MFEs, which in our case is the potential 
reduction in constituent model MFEs that can be achieved by modeling the missing 
physics and/or engineering principles. Therefore, the constituent MFEs are varied 
between 0% and 100% through a 4-level full-factorial design. Note that as constituent 
models are dependent on each other, varying MFE of one constituent model with the full-
factorial design causes variation in the MFE of the other constituents and of the coupled 
model. Such variations can be quantified
4
 through the use of separate and integral-effect 
experiments. This process is repeated for all constituents to obtain the data for the 4-level 
full factorial design. A constituent with larger values of coefficient of determination, 
obtained via Equation (14), influences the MFE of the coupled system more than that 
with smaller values, and thus has a higher priority in code improvement activities.  
3.3. Cost analysis 
In code development, the widespread use of cost estimation in budgeting and project 
planning has resulted in the development of several estimation techniques (Zia et al. 
2011; Magazinius et al. 2012; Jørgensen and Shepperd 2007; Leung and Fan 2002). A 
common approach used in cost estimation, particularly in software engineering, involves 
                                                 
4
 The model form errors at the untested settings are estimated by a functional form fitted to the model form 
error at the tested settings.  
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the determination of the effort (usually in person-months), the duration of the project (in 
time), and the cost (in dollars or other currency) (Leung and Fan 2002, Zia et al. 2011). 
Effort is typically approximated by number of lines in the source code, delivered sets of 
instructions, function points and required experience levels (Zia et al. 2011). Limited 
information about these factors in early phases of the project (Malik and Boehm 2011) 
and the effect of human and organizational factors (Magazinius et al. 2012; Zia et al. 
2011) make cost estimation challenging (Lederer and Prasad, 1991).  
In this study, the amount of effort that should be dedicated for implementing missing 
physics or engineering principles in the constituents is used as a criterion for estimating 
the required cost per constituent. Note that constituents may share some of the physics or 
engineering principles reducing demand on resources. In Table 1, the required effort for 
development of the ‗Physics N’ in the constituent U is represented by HUN with the unit of 
person-months. Considering the missing physics and/or engineering principles that will 
be addressed through code development, the development cost can be calculated for each 
constituent using Equation (15): 
 ;   ,H BWC A      
      
(38)
  
where AC  and BC  are development cost and AH  and BH  are overall person-months 
required for improvement of constituents A and B respectively, and W is the wage per 
month of the experts. Based on these values, a cost index for each constituent can be 
defined as follows: 








      





NCI represents normalized cost index, which is a positive value less than or equal 
to one. A lower cost index leads to a higher priority for the constituent model as a lower 
amount of resources are sufficient to achieve improvement. The overall goal of the code 
prioritization then entails achieving the most improvement in the predictive capability of 
the coupled system with a minimum cost. 
 Table 1: Person-months estimation in the constituents 
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4. Code Prioritization Metric and Algorithm 
Combining the three previously presented parameters, a Code Prioritization Metrics 














    
  
   
(40) 
where
NCPM  represents the normalized code prioritization metric for each constituent. 
CPM ranges between 0 CPM   . Higher relative MFE and sensitivity of the 
constituents and lower cost index increases the value of the CPM. A higher CPM value in 
turn reflects a higher priority constituent model. 
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The algorithm for ranking the constituents of the coupled model is shown in Figure 2. 
Here, three components of the CPM, (i) inferring the constituent MFEs, (ii) computing 
the sensitivity of constituent MFEs and (iii) estimating the cost of constituent model 
improvement, proceed in a parallel manner. Figure 3 shows a detailed flowchart of the 
algorithm that can be executed sequentially. In this flowchart, 
c  and uq  represent the 
threshold values for termination of the coupling and validation processes, respectively. In 




Figure 2: Code prioritization procedure 
 147 
 
Figure 3: Flowchart for the calculation of code prioritization metric 
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5. Case Study Application 
The proposed resource allocation methodology is demonstrated on a portal frame 
used as a benchmark in many earlier studies (Figure 4) (Vadde et al. 1991; Allen and 
Mistree 1993; Sobieszczanski-Sobieski et al. 1985). Experimental data used for 
uncertainty inference are synthesized using the so-called exact model. By removing the 
shear deformation capabilities from the exact model, an inexact numerical model is 
obtained. The inexact model for the portal frame (also known as parent system or coupled 
system) is decomposed into three constituents (also known as subsystem or substructure) 
(Vadde et al. 1991), and the outputs of the each constituent model are transferred to 
adjacent constituents through the coupling procedure. Dependent parameters that are 
exchanged between the constituent models include the displacements and internal forces 
calculated for the end nodes in each member (Figure 4).  
5.1. Exact Model 
The portal frame consists of two vertical steel members that are fixed at the base and 
a beam member that is rigidly connected to the vertical members. The vertical members 
have uniform square tube cross- sections with outer dimensions of 10.0×10.0 cm and 1.0 
cm wall thickness, and the beam is constructed of aluminum with the same cross section 
as the vertical members. Material properties and geometrical data for the model frame 
used to generate the synthetic experimental data are given in Table 2. A lateral force is 
applied to the frame below the force levels that would cause structural members to yield 
under bending and/or shear stresses. Therefore, the material nonlinearity is expected to be 
negligible.  
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The nodal coordinates of the members measured from the member end is treated as 
one of the control parameters (as indicated by the arrows in Figure 5). For constituent 2, 
the rotation imposed on the right end of the beam is treated as a control parameter, while 
the applied force is treated as a control parameter for constituents 1 and 3, and for the 
coupled system. 
Here, the authors used the Timoshenko beam theory (Hartmann and Katz 2007) to 
consider the axial, shear, and flexural deformations of frame elements. The output of the 
finite element (FE) models of the entire portal frame and each of the constituents are used 
as synthetic integral-effect and separate-effect experiments, respectively. 








Material Steel Aluminum Steel 
Length of the member (cm) 300.0 300.0 360.0 
Thickness of the tube  (cm) 1.0 1.0 1.0 
Outer dimensions of the tube 
(cm) 
10.0 10.0 10.0 
Area moment of inertia (cm
4
) 492 492 492 
















Poisson’s ratio 0.303 0.334 0.303 




Figure 4: Constituents of the portal frame in partitioned analysis   
5.2. Synthetic Experimental Data 
In synthesizing the integral-effect and separate-effect experiments, three gauges are 
assumed to be mounted on each vertical member measuring horizontal displacements, 
and two gauges are assumed for the horizontal beam measuring vertical displacements, as 
shown in Figure 5. The control parameters of the vertical members are the imposed 
lateral forces at the top of the members, while the control parameters of the horizontal 
members are the rotation at the right end of the beam.  
In synthesizing the integral-effect experiments for the coupled model, the portal 
frame is subjected to two different levels of lateral static loads (50 , 100kN  kN ). 
Deformations of the unloaded portal frame are assumed to be zero. In synthesizing the 
separate-effect experiments for the constituent models, the three members of the frame 
are analyzed separately, where the base of the vertical members are fixed (constituents 1 
and 3 in Figure 5), and the aluminum beam is fixed at the left end and pinned at the right 
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end (constituent 2 in Figure 5). The separate effect experimental data is obtained by 
evaluating displacements for two levels of lateral force ( 50 , 100kN  kN ) for the vertical 
members, and for two levels of rotations at the pinned support ( 0.02 , 0.04Rad  Rad ) for 
the beam member. For all members, deformations of the unloaded members are assumed 
to be zero. In all cases, a 2% experimental error is considered as the zero-mean Gaussian 
random variable.  
The synthetic experimental data will be used later on to establish the MFEs of the 
constituents and coupled system and also to conduct sensitivity analyses of the 
constituents. 
 
Figure 5: Location of the gauges in the in the portal frame and constituents used to 
acquire integral-effect and separate-effect experimental data  
5.3. Inexact and Imprecise Computer Model 
A finite element model is developed according to the Euler-Bernoulli beam theory 
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(Hartmann and Katz 2007) to analyze the constituents and the coupled system. This 
model is inexact as shear deformations are missing in the formulation of the stiffness 
matrix. This missing mechanics principle, the source of inexactness of the model, causes 
MFE in model predictions. Moreover, uncertainties in material properties introduce 
imprecision to the model output and cause further deviation between the model 
predictions and synthetic experimental data. In this proof-of-concept application, Young‘s 
modulus of the three members is considered uncertain and thus, treated as calibration 
parameters. 
The inexact constituents (vertical and horizontal members) are coupled together to 
obtain the response of the coupled system (portal frame) with the horizontal point load 
applied at the connection of constituents 1 and 2, shown in Figure 5. In the analysis of the 
coupled model, the lateral load is applied to constituent 1, and the resulting deformation 
of constituent 1 is imposed on constituent 2. Next, the difference between the reaction 
force of constituent 2 for the imposed deformations (shown in Figure 4 by dx, dy and 
theta) and the internal forces of constituents 1 and 3 are computed for the imposed forces 
(shown in Figure 4 by M, N, V). This process is repeated until this difference falls below 
the selected threshold value, 10
-7
. Hence, in the coupled frame, the internal forces and 
node deformations at the interfaces between all three constituents converge below the 
threshold value. 
The MFEs of the constituents and coupled system are trained using a polynomial 
function with two control parameters (nodal coordinates and applied force/deformation) 
as shown in Equation (12). There is one polynomial function for each of the constituents 
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and three polynomial functions for the coupled system; thus a total of six functions must 
be trained. Note that with two control parameters, the trained MFE is a surface function.  
A 3
rd
 order polynomial is trained in the dimension of the first control parameter (i.e. 
the coordinate of the nodes), while a 2
nd
 order polynomial is trained for the second 
control parameter (i.e. imposed forces or rotations). The order of the first control 
parameter is selected to be one less than the number of experiments i.e., number of nodes 
with known displacements (3 sensor locations and 1 boundary conditions thus, 4 nodes 
for each member) and the order of the second control parameter is selected to be one less 
than number of force/ rotation levels imposed on the structure (3 levels by considering 
the unloaded/undeformed conditions). Thus, recalling Equation (12), when 3p   
and 2q  , the number of non-physical coefficients of the trained MFE 
is (3( 1) ( 1) 1) (2 1) 12p q        for each member. Since the total number of functions 
is 6, the total number of non-physical coefficients for this case study is 12 6 72  . Thus, 
considering three additional calibration parameters, i.e. Young‘s modulus of the members, 
the total number of decision variables in the objective function for the uncertainty 
quantification process is 75. 
Herein, to solve the uncertainty quantification problem, a gradient-based optimization 
is used (Nelder-Mead Simplex Method) through the fminsearch function available in 
MATLAB (Lagarias et al. 1998). As the desired value of the objective function is known 
in advance (ideally it should be zero), the local minima is not a concern. Through 
optimization, the values of calibration parameters and of the nonphysical coefficients of 
the polynomial functions that represent the trained MFEs are simultaneously inferred. 
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The initial values of the calibration parameters (i.e. Young‘s modulus of the materials) are 
randomly selected within the range of 25%  of the exact values provided in Table 2, and 
the initial values of the nonphysical coefficients are considered as zero. The threshold 
value of the uncertainty quantification process is set at 10
-7
.  
5.4. Prioritization of the Constituents 







, respectively. The trained surfaces for the MFEs of the 
coupled frame and of each constituent are provided in Figure 6. Because model 
incompleteness originates from the lack of consideration for shear deformations, without 
imposed force or deformation, the MFEs are equal to zero; naturally, increasing the 
imposed forces and deformations increases the absolute MFE.  
The normalized relative MFEs of the constituents calculated according to Equation 
(12) are given in Table 3, the results of which show that the relative error of the second 
constituent, (i.e. aluminum beam) is higher than that of the steel columns. Table 3 also 
shows the coefficient of determination for the three constituents calculated via the 
sensitivity analyses. Here, the MFE of the coupled system is more sensitive to variation 
of the MFE of constituent 1 than those of constituents 2 and 3. In this case study, we 
assume that the development costs of all three constituents are equal leading to cost 
indices that are equal to one. Accordingly, the values of the CPM for three constituents 
are calculated according to Equation (17) (Table 3). CPM metric assigns higher priority 
for constituent 2 compared to constituents 1 and 3 for allocating resources for future code 
development efforts. 
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Figure 6: Trained MFE of the coupled system and constituents 
Table 3: Code Prioritization Metric (CPM) 
Description (unit) Constituent 1 Constituent 2 Constituent 3 
Model Form Error Index (
NMI ) 0.854 1.000 0.593 
Sensitivity Index (
2R ) 0.439 0.436 0.125 
Cost Index (
NCI ) 1.000 1.000 1.000 
Code Prioritization Metric (CPM ) 0.375 0.436 0.074 
 
6. Effect of the Geometric Dimensions on Prioritizing of the Constituents 
Any parameter that influences the MFE of the constituents or coupled system can 
alter the value of the CPM and consequently, alter the prioritization order. This section 
demonstrates the effect of the geometric dimensions of the portal frame on the 
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prioritization order. The values of the CPM for all three constituents are calculated based 
on various lengths of the members in the portal frame (recall Figure 7). In Figures 9a-c, 
the x and y axes represent the relative values of the member lengths, where dark region 
signifies higher priority of the corresponding constituent for development activity. For 
instance, in Figure 7a, by reducing the length of the member (1), the priority of that 
member for development activity increases (the same observation can be made for 
member (3) in Figure 7c). Simultaneously, increasing the lengths of members (1) and (3) 
increases the priority of constituent (2) (Figure 7b).  
Recalling that the sources of MFE in this case study is shear deformation, a reduction 
in the length of a member enhances the incompleteness of its constituent model (Blodgett 
1966). As seen, the proposed CPM metric successfully targets the constituents with a 
reduced length for development activity. The results of Figure 7 are combined in Figure 
8, in which the constituent to be improved is determined by the relative length of the 
members. Three guiding steps are provided in Figures 8a, 8b, and 8c for the development 
efforts. Figure 9 is a summary of Figures 8a, 8b, and 8c, representing the order of all 
three constituents for code development.  
If code development is to be conducted on more than one constituent and new 
experimental data will be gathered, the ranking of the constituents should ideally be 
repeated in each step of development activity. This repetition is useful in incorporating 
the most updated constituents in the ranking process. Thus, Figure 8 only represents the 




(a) CPM in constituent 1 (b) CPM in constituent 2          (c) CPM in constituent 3 
Figure 7: Value of the CPM versus relative length of the members  
(a) First priority    (b) Second priority  (c) Third priority 
















Figure 9: Order of the code development as a function member length ratio 
7. Conclusion 
In this paper, the authors propose an approach to prioritize code development efforts in 
partitioned analysis of complex systems. The resource allocation metric proposed here 
incorporates three major components related to the constituent model: (i) the ratio of the 
MFE over the simulation response for each constituent in the coupled system, (ii) the 
sensitivity of the MFE of the coupled system to the MFE of the constituents, and (iii) the 
development cost of each constituent. This metric is successfully applied to a proof-of-
concept example of a steel-aluminum portal frame, with optimization techniques used to 
determine a solution for the simultaneous coupling and uncertainty quantification 
problem. Analysis of the frame is achieved through coupling of the three substructures, 
and the CPM is used to rank the three constituents.  
As both relative MFE and sensitivity index (Equations (13) and (14)) are dependent 
upon the value of the input parameters, the value of CPM would change for different 








constituents in the portal frame studied herein, the code development priority of 
constituents will vary based on their input parameters. Similarly, the CPM value is 
dependent upon the selected response of the coupled system. Thus, prioritization of the 
constituents as suggested here is plausible only for a set of specific input and output 
parameters, changing these parameters may change the priority of the constituents.  
 In this study, the MFEs of the constituents are trained using polynomial surfaces 
exploiting the simulated experimental data synthesized at various settings of the two 
control parameters. The continuous surfaces representing MFEs trained by fitting the 
tested settings are used to predict model incompleteness at untested settings. In this case 
study, the number of non-physical coefficients for all the trained functions is 72. If the 
order of the polynomial in both control parameters is increased by one, the number of 
non-physical coefficients will be (4 1) (3 1) 6 120     ; for an additional increase by 
one, this number will increase to (5 1) (4 1) 6 180     . Increasing the number of control 
parameters will also increase the number of independent variables in the polynomials, 
which will increase the number of non-physical coefficients. Therefore, one of the 
challenges of the proposed approach entails the computational cost for calculating MFEs 
in the constituents and in the coupled system, especially problematic when conducting 
sensitivity analyses. As a large number of nonphysical coefficients in the MFEs 
significantly impacts the number of decision variables in the optimization problem, 
limiting the number of nonphysical coefficients can reduce the computational cost of the 
procedure. Therefore, for higher dimensional problems with MFEs of low correlation 
length, functional forms that can be represented with fewer parameters must be preferred.  
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In experiment-based validation, code development efforts and experimental 
campaigns are often ongoing processes in which feedback from the previous experiments 
and code development activities are used for future development. In such cases, to 
increase the efficiency of the proposed constituent ranking process, the new experimental 
data and most recent version of codes should be used to obtain the most updated results. 
The authors did not consider the relative importance of the three major components of 
the defined metric, i.e. error, sensitivity and cost. For instance, in that MFE and 
sensitivity have an equal effect in the defined metric, a consideration of weighting factors 
for these parameters may be required in future studies.  
This study addresses the efficient allocation of resources for code development. 
Equally important is the efficient allocation of resources for experimentation. Therefore, 
subsequent research must involve designing optimal experiments considering both 
separate and integral effects to improve the predictive capabilities of the coupled system.  
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OPTIMAL DESIGN OF EXPERIMENTS FOR CALIBRATION AND BIAS-




The term partitioning refers to separation of a complex system into computationally 
interacting constituents (Felippa 1999) based primarily on the physical nature of the 
partitions. These constituents, which are modeled individually, are coupled with each 
other through iterative coupling operations to predict the behavior of a system more 
complex than the individual constituents themselves (Lieber and Wolke 2008; Farajpour 
and Atamturktur 2012a). The ability to exploit mature, existing codes to solve complex, 
system-level problems is the main advantage of partitioned analysis, and perhaps the 
primary motivation behind the widespread use of partitioning techniques (Felippa et al. 
2001; Reichler and Kim 2008; Liu et al. 2010).  
The partitioned approach however, requires a careful treatment of uncertainties and 
biases unavoidably present in the constituent model predictions. Lack of knowledge 
regarding the precise values of input parameters results in prediction uncertainty, while 
unavoidable simplifications and assumptions in the model development result in 
prediction bias (Draper 1995; Kennedy and O‘Hagan 2001). These uncertainties and 
biases propagate between the constituent models during coupling iterations and 
ultimately degrade the coupled model predictions. These uncertainties and biases can be 
addressed by model calibration and bias-correction (henceforth referred to as calibration) 
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which involves rigorous and systematic comparisons between model predictions and 
experimental measurements. The process of model calibration results in empirically 
trained physics-based models.  
Partitioned analysis presents an interesting problem for model calibration with 
possibilities to evaluate not only each of the constituent models but also the coupled 
model (Figure 1). Hence, the design of calibration experiments in partitioned analysis 
involves the selection of the ―domains‖ for experiments. Herein, the term domain is used 
to imply the domains of applicability, which refers to the range of settings, within which 
the constituent and coupled models are executed to obtain predictions. Naturally these 
domains of applicability must be explored experimentally. In this exploration, separate-
effect experiments and integral-effect experiments can be conducted to validate the 
domains of the constituent and coupled models, respectively (Figure 1). Selection of a 
domain however, necessitates knowledge of the best possible outcome of interest from a 
particular domain, which in turn necessitates determining the optimum experimental 
setting for each of the domains. Outcome of interest can be defined using various design 
criteria, for instance improvement in fidelity to data, or reduction in variability of model 
predictions. Therefore, in partitioned analysis, optimal selection of experiments requires 
one to evaluate the optimality of each domain simultaneously considering the optimal 
settings within the domain.  
Furthermore, in this selection process, while the integral-effect experiments might be 
more informative, it is plausible to think separate-effect experiments to be less expensive. 
Hence, given finite resources, the information gained from conducting an experiment 
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within a domain as well as the associated budgetary aspects must factor into the design of 
experiments.  
 
Figure 1: Integral-Effect Experiment vs. Separate-Effect Experiments 
In the published literature, one popular approach of designing experiments is the 
sequential design, in which the future experiments are selected successively based on 
available experiments (Wald 1945). In sequential design, new experiments benefit from 
the information of earlier experiments, which increases the optimality of the design. In 
this paper, a sequential strategy is proposed for designing optimal experiments for 
partitioned analysis of coupled models. The design criterion implemented herein for the 
selection of future experiments minimizes the variance in the discrepancy bias, i.e., an 
independent error model inferred to represent the systematic difference between 
predictions and experiments (Farajpour and Atamturktur 2012b). The proposed method, 
referred to as maximum variation reduction (MVR), therefore minimizes the variability 
of model predictions. This reduction in prediction variability in turn increases the 
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confidence associated with model predictions. Since the purpose of partitioned analysis is 
to obtain accurate predictions for a coupled system, the focus herein is placed on 
minimizing the variance of discrepancy bias in the coupled model. The proposed 
approach first approximates the discrepancy bias for individual constituent models (also 
known as single-solver models) and next determines the optimal design of experiments 
within each domain. Finally, taking into account the cost of individual experiments and 
expected reduction in variation of discrepancy bias, the MVR method selects an optimal 
domain, as well as its accompanying setting, to provide the most cost effective design.  
The present paper is outlined as follows. First, a background review is provided on 
the role of computer experiments and their ability to aid in design of physical 
experiments. The review encompasses the experimental design for both single models 
and coupled simulation models. Then, the concept of identifying the systematic bias of 
constituent models is discussed, followed by a description of the MVR method, focusing 
on the selection of optimal settings for constituent models (i.e. single solver models). The 
MVR method is then extended to the coupled systems by selecting the optimal domain 
(separate-effect experiments versus integral-effect experiments) along with the optimal 
settings within the selected domain. Next, the application of the MVR method is 
demonstrated on a case study of a coupled portal frame problem by analyzing the 
coupling effects between the individual structural members. Finally, the main findings of 




Historically, the word ―experiment‖ referred only to physical experiments; however, 
with recent development in advanced computational software, the definition has 
expanded to include computer experiments (Sacks et al. 1989b). Most design methods are 
applicable to both physical and computer experiments, however.  
2.1. Design of experiments in a single domain  
Design of experiments within a single domain (separate-effect experiments as shown 
in Figure 1) is a traditional experimental design problem that has been given significant 
attention in the published literature (Fedorov 1972; Pukelsheim 2006). Experimental 
design methods that focus on a single domain can be categorized into three major groups: 
(i) exploration methods (Box and Behnken 1960; McKay et al. 1979; Owen 1992; Plasun 
1999; Simpson 2001), (ii) exploitation methods (Chaloner and Verdinelli 1995; Sasena et 
al. 2002; Kleijnen and Beers 2004; Terejanu et al. 2012; Williams et al. 2011), and (iii) 
hybrid techniques (Song and Keane 2005; Johnson et al. 2012; Atamturktur et al. 2013b).  
Exploration methods aim to effectively explore the entire domain of applicability 
with a limited number of experiments. Many space sampling techniques are available for 
this purpose, such as: factorial design (Plasun 1999), full grid (Plasun 1999), central 
composite (Box and Wilson 1951), Box-Behnken design (Box and Behnken 1960), Latin 
hypercube (McKay et al. 1979), and orthogonal array (Owen 1992). In exploration 
methods, the availability of existing experiments is typically not exploited while selecting 
the proposed experiment(s). In exploitation techniques on the other hand, the existing 
experimental data influences the selection of new locations for conducting experiments, 
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which is accomplished through a predefined design criterion. Examples of design 
criterion include Kullback-Leibler divergence (Huan and Marzouk 2013), integrated and 
maximum mean square error (Sacks et al. 1989a), maximum entropy (Shewry and Wynn 
1987), and expected improvement criteria (Williams et al. 2011).  
2.2. Design of experiments in the coupled simulation models 
In the available studies, techniques for design of experiments for partitioned models 
are based on three different philosophies: (i) solely focusing on integral-effect 
experiments, (ii) solely focusing on separate-effect experiments and (iii) considering both 
integral-effect and separate-effect experiments. 
In the available studies on the design of integral-effect experiments, exploration 
design of experiments, such as the grid design approach (Zorita et al. 2003) and factorial 
approach (Malandrino et al 2009), are used. Zhou et al. (2012) implemented the Box-
Behnken exploration design approach to design the integral-effect experiments for a 
coupled combustion space and aluminum bath in aluminum melting furnaces. Lian and 
Liou (2005) adapted an improved hypercube exploration technique to design computer 
experiments for a coupled computational-fluid-dynamics model in order to train a 
surrogate model for an optimization problem (Lian and Liou 2005). However, these 
studies only emphasize the use of integral-effect experiments without considering the 
possibility of conducting separate-effect experiments in the experimental design process 
(Hsu et al. 2006; Lenton et al 2006; Lahmer 2011).  
Zhang et al. (2007) conducted a study on the design of separate-effect experiments 
(without considering integral-effect experiments). The objective of their study was to 
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improve the predictability of the coupled climate model by direct comparison of 
constituent models with a number of separate-effect experiments. Their study highlighted 
the importance of separate effect experiments in the calibration of constituents for 
obtaining a dependable response from the coupled system. Baumler et al. (2007) 
demonstrated the use of separate-effect experimental data on improving the predictions of 
a coupled system. More specifically, the predictions and optimization of full scale 
coupled chemistry models are refined using experiments carried out on a micro-scale to 
predict kinetic mechanisms and accurate parameters for the coupled model.  
Both separate-effect and integral-effect experiments were considered in a study 
carried out by Coutu et al. (2009; 2011). The objective of their study was to optimize the 
design of a coupled structural model of a laminar wing prototype through separate-effect 
and integral-effect experiments. The experimental settings were based on real time 
measurements of the actuator force-displacement characteristics and wing profile 
modifications for validation of the coupled model.  
3. Uncertainty inference and discrepancy bias of single-solver simulation models  
 The fundamental concept behind the proposed experimental design method relies on 
an independent evaluation of a model‘s discrepancy bias. Herein, discrepancy bias is 
defined closely following the description provided in Higdon et al. (2007) (also see 
Kennedy and O‘Hagain 2001, Draper 1995 and Atamturktur et al. 2011), as the 
fundamental inability of a model to reproduce reality. In this study, discrepancy bias is 
represented through a purely mathematical function trained exploiting the available 
experimental data. Of course, this training must be completed for each response of 
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interest for each constituent model as well as the coupled model. Closely following the 
author‘s earlier discussions (Farajpour and Atamturktur 2012b, c), this section overviews 
the derivation of discrepancy bias in the context of an optimization problem.  
Let‘s assume that true response of a physical system is  ( )x . Inevitably a level of 
systematic disagreement (i.e. bias) exists between this true response and computer 
simulations, which henceforth will be referred to as model form error (also known as 
structural uncertainty or model error). Therefore, the true (but unknown) response of the 
physical system can be represented by the predictions of an inexact computer simulation, 
sy corrected by its corresponding model form error ( )x : 
( ) ( , , ) ( )sx y x t x             (41) 
Here, ( , , ) x t   represent the vectors of input parameters of the computer simulation. 
The variable x  indicates the control parameters, a subset of model input parameters. 
Control parameters are those that are known to the analyst and are controlled during 
experiments. The variable t  indicates true values of the calibration parameters. 
Calibration parameters exhibit significant influence on the response of interest and their 
true values are unknown to the analyst. The variable   represents all other input 
parameters that are neither control nor calibration parameters. The values of   are either 
known, or these variables exhibit negligible influence on the response of interest, 
therefore they can be removed from the equation. Equation (1) represents relationship 
between the inexact simulation model and true response of the physical system. The true 
response of the physical system   is related to the experimental data
 oy  as follows 
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(Kennedy and O‘Hagan 2001): 
 ) ( ) ( )  (oy x x x            (42) 
where )(x  denotes the experimental error. The experimental error term can be assumed 
as a zero-mean Gaussian random variable justified by the central limit theorem (Jaynes 
2003; Higdon et al. 2007; Atamturktur et al. 2012). It should be noted that the bounds of 
the experimental error can be estimated, however obtaining exact values for every 
individual experiment is impossible (Harvill 1991). 
Equation (1) implies that if the true values of the calibration parameters t  and model 
form error ( )x  are known throughout the domain of applicability, bias-corrected and 
calibrated model predictions can reproduce ―reality.‖ However, true values of the 
calibration parameters are unknown, and model form error can only be estimated at 
settings where experiments are available. Thus, Equation (1) should be rewritten in the 
following form: 
ˆˆ ˆ( ) ( , ) ( , )sx y x x             (43) 
where ̂  is the best estimate of truth, ̂  represents the best estimate of calibration 
parameters, and   is an empirically derived estimate of model form error, which herein 
is referred to as discrepancy bias. 
In this study, discrepancy bias in model predictions is approximated using polynomial 
functions. According to the Weierstrass‘ approximation theorem, any real-valued 
continuous function on a bounded interval can be accurately approximated to any desired 
degree by increasing the order of the polynomial (Atkinson and Han, 2009; Mastroianni 
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and Milovanovic, 2008). This property along with continuity and differentiability of the 
polynomial functions make them appropriate candidates for training the discrepancy 
biases.  
In Equation (3), ̂  represents the best estimate of non-physical coefficients of the 
polynomial functions that represent discrepancy bias. These coefficients are unknown to 
the analyst and must also be inferred from available experimental data. The discrepancy 
bias must, of course, have the right model flexibility; if too simple a model is used for   
then the bias-corrected model may not be able to fit the experiments. On the contrary, if 
the discrepancy is too complex, then it may fit to the noise (widely known as over-
fitting). The reader is invited to see Farajpour and Atamturktur (2012b) for further 
discussion. 
Herein, available experiments are exploited for simultaneous calibration of imprecise 
model parameters and bias-correction of model predictions (Farajpour and Atamturktur 
2012b). Calibration parameters (  values) and non-physical coefficients of the 
discrepancy bias (  values) are inferred simultaneously to reduce compensating errors 
between parameter uncertainty and model bias. For this purpose, an objective function, 
which minimizes the sum of the square of the Euclidean distance between experiments 





( ( ) ( ( , ) ( ,) )), ,
n
o o i s i i
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f y y x y x x    

        (44) 
In this equation, n  indicates the number of calibration experiments. Through 
minimization of this objective function as shown in Equation (5) below, the calibrated 
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Through the minimization process, ̂  and ̂  values that yield the best agreement 
between the model predictions and experiments are obtained. The accuracy of the trained 
discrepancy model (̂ values) and preciseness of model parameters (̂  values) determine 
the ability of the calibrated model to represent ‗truth‘ at untested settings (as computed 
using Equation (3)).  
According to Equation (5), ̂  and ̂  values are dependent upon the number of 
calibration experiments n , experimental data  ( )o iy x , simulation model ( , )s iy x  , and 
selected functional form for the discrepancy bias. For a given simulation model and 
functional form, the success in inference of the ̂  and ̂  values depends on (among other 
factors) the settings of the experiments ( ix values). This is because the amount of 
information a numerical model can gain from experiments can vary significantly 
throughout the domain of applicability. Therefore, it becomes necessary to optimally 
select the settings of physical experiments to maximize the information gain (Bernaerts et 
al. 2000; Jiang and Mahadevan 2006; Huan and Marzouk 2013; Atamturktur et al. 
2013a). 
4. Optimal selection of physical experiments in a single constituent 
Utilizing the discrepancy bias model discussed in the previous section, herein we 
present an approach to optimally select the settings of calibration experiments within a 
single domain. In the following section, this approach will be extended to select not only 
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the domain but also settings within a domain for partitioned models.  
4.1. Mathematical equations and design criterion 
The amount of information gained from an experiment can be measured using various 
criteria (Cover and Thomas 2006), such as Fisher Information (Fisher 1935), entropy 
(Shannon 1948; Hsiang and Reilly 1971), Kullback-Leibler divergence (Kullback and 
Leibler 1951; Chaloner and Verdinelli 1995; Long et al. 2013), or mutual information 
(Ertin et al. 2003). According to information theory, information gained from an 
experiment is equivalent to the reduction in prediction variability achieved through 
conditioning the model to that experiment (DeGroot 1962; Pukelsheim 2006; 
Pistikopoulos et al. 2010). In this study, the main source of variability in the system 
response is due to the lack of knowledge regarding the exact response values for the 
candidate experiments (if they were indeed conducted). Herein, candidate experiment 
refers to future experiments, which can be conducted at different possible settings within 
the  domain of applicability (defined by control parameters). The variability of the system 
response with respect to variation of the response of the experiment can then be defined 
as follows: 
ˆ( , , , , , )
( , , , , , ) ;  1,..., ,  1,...,
( )
o o c c k
o o c c jk
c c j
x x y x y







  (46) 
where ox and cx represent the control parameters associated with available experiments 
and candidate experiments, respectively; oy represents the observations associated with 
the available experiments, and cy  represents the probable response of the candidate 
experiment, which is unknown prior to conducting the experiment. In Equation (6), p and 
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q are the number of control parameters and predictions, respectively. This equation 
represents the sensitivity of the system response to variability in the response of the 
candidate experiments, making it a function of 
cx . In this study, the sensitivity matrix 
S is a function of the best estimate of truth ( ̂ ) with respect to variability in the candidate 
experiments‘ probable response as shown in the following equation: 
( , , , , , ) { ( , , , , , ) }o o c c o o c c jkS x x y x y S x x y x y       (47)  
In general, sensitivity analysis is the study of the variation in the output of a 
mathematical model with respect to various sources of uncertainty in its input values 
(Saltelli et al. 2008, 2010). Fisher (1935) linked the concept of sensitivity to information 
content of the experiments, such that the amount of information supplied by an 
experiment can be quantified by the changes in Fisher information matrix defined as 
(Kirkegaard 1991; Banks et al. 2007; Childers 2009):   
( , , , , , ) ( , , , , , ) ( , , , , , ) ( , , , ) ( , , , )T To o c c o o c c o o c c o o o oI x x y x y S x x y x y S x x x x y S x x y S x x y      (48) 
where 
TS S represents the Fisher information matrix, and I  is the information content of 
the candidate experiment. Based on information theory, the region in the domain of the 
control parameters where the model predictions are more sensitive to model input values 
is associated with high information content (Banks et al. 2007; Childers 2009). Therefore, 
from a sensitivity perspective, the optimal setting at which to conduct an experiment is 
the point at which the sensitivity of the model output to the variability in the model input 
is maximum. 
In this study, we use domain knowledge (i.e., best estimate of the model predictions) 
 179 
to estimate the ―probable response‖ of the candidate experiments. We evaluate the model 
predictions over the control parameter domain considering the hypothetical scenarios 
where candidate experiments are conducted and then these probable responses are 
experimentally obtained. This evaluation provides insight into the sensitivity of the model 
at different settings within the domain to the lack of knowledge regarding the response 
measurements of experiments that are yet to be conducted. Here, the standard deviation 
of the output can be used as an appropriate metric to represent the sensitivity of the 
prediction responses provided that uncertainties in input values (i.e., lack of knowledge 
on the response of the candidate experiments) are constant throughout the domain of 
applicability (Hamby 1994; Saltelli et al. 2008, 2010). Thus, the location of the maximum 
standard deviation reflects the highest sensitivity within the domain of applicability. In 
this study, the maximum standard deviation of the trained discrepancies in the domain of 
applicability is computed to determine the optimal settings for candidate experiments.  
This study focuses on reducing the variation in discrepancy bias in the selection of 
settings for the optimal experiment. Here, the maximum variation reduction (MVR) 
criterion, as defined in Equation (9), is used.  
( ) ( ( , ));        [ ] argmax( ( ))Optimal
x
MVR x STD x x MVR x      (49) 
This criterion is based on the standard deviation of a family of trained discrepancies, 
obtained with available experiments (at tested settings) as well as the candidate 
experiments‘ probable responses (at every untested setting within the domain).  
4.2. Design steps 
Figure 2 schematically presents calibrated and bias-corrected model predictions for a 
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one dimensional domain of applicability (plotted in the horizontal axis) and single output 
response (plotted in the vertical axis). The MVR method for designing experiments is a 
fully sequential approach that requires an initial set of physical experiments to obtain the 
probable values of the candidate experiments. Here, we will assume that the unknown 
response values of the candidate experiments have a random normal distribution centered 
on the best estimate of truth (recall Equation (3)). This distribution represents the likely 
values for experimental measurements if the experiments were indeed conducted. 
Candidate experiments are distributed uniformly along the horizontal axis, giving equal 
probability to conducting experiments at all settings within the domain. The gray area in 
Figure 2 therefore represents the region containing all possible settings with all probable 
responses of the candidate experiments. The probable responses of the candidate 
experiments within the domain of applicability are sampled and one sample at a time is 
used to train discrepancy biases and calibrate imprecise model parameters.  
 
Figure 2: Defining possible locations for candidate experiments 
Both existing experiments and each of the sampled responses of the candidate 
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experiments are used to train discrepancy biases (and best estimates of truth) as shown in 
Figure 3. In this figure, we supposed that four physical experiments were available prior 
to the initial experiment design campaign. The design is to be carried out to obtain the 5
th
 
experiment. This figure also shows the standard deviation of trained discrepancy biases 
(recall Equation (5)). Setting within the domain of applicability that corresponds to the 
maximum variability of the discrepancy biases is identified as the setting for the optimal 
experiment.  
The optimal setting for the 5
th
 experiment determined according to the MVR approach 
is shown in Figure 3. This process can be repeated one experiment at a time for 
subsequent experiments until the maximum variation of the discrepancy bias falls below 
the predefined threshold value, or the budgetary limits are reached. Figure 4 shows the 
design of the 6
th
 experiment based on five earlier experiments.  
Figure 5 shows the reduction of variability in the trained discrepancy bias within the 
entire domain of the control parameter that is achieved by conducting the experiment in 
the optimal setting indicated in Figure 3. In Figure 5, the dark gray region shows a 
reduction in variance over a region of the control parameter domain (between the x values 
of 0 to 2.8, and 3.3 to 3.6) and reflects the amount of information gain. On the other hand, 
the light gray region shows an increase in variance and corresponds to the region where 
information is lost demonstrating that conducting new experiments can indeed result in 
information lost at certain regions within the domain. In Figure 5, overall the information 
gain outweighs the information lost. Figure 6 demonstrates that the location of the 
optimal experiment is independent from the assumed variability in probable responses of 
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the potential future experiments (i.e. our lack of knowledge regarding the response values 
that are not yet measured). 
 










Figure 5: Reduction of standard deviation throughout the domain after conducting 
the fifth experiment 
 
Figure 6: Standard deviation of the discrepancy bias with respect to variation of the 
probable response of the candidate experiment  
5. Design of experiments in the coupled models 
In this section, the MVR approach previously discussed for design of experiments for 
a single constituent is extended for the design of experiments for coupled systems. 
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Design of experiments in the coupled system requires training the discrepancy biases of 
not only the constituents but also the coupled system based on existing experiments 
available in every domain as well as candidate experiments with probable responses that 
can be obtained in constituent model or coupled system domains. This process involves 
coupling and uncertainty-inference of the constituent models, which herein is completed 
using an optimization-based technique explained in Farajpour and Atamturktur (2012c). 
According to this approach, uncertain and inexact simulation models are first coupled, 
then the uncertainties and biases in each of the constituents and the coupled system are 
quantified using both separate-effect and integral-effect experiments. For further details, 
the reader is referred to Farajpour and Atamturktur (2012c).  
The best estimate of truth, which is obtained utilizing available experiments, is used 
to obtain the probable response values for candidate experiments. Herein, candidate 
experiments can be selected in each of the constituents and coupled system. The 
discrepancy biases of the constituent models and coupled system are then inferred to 
obtain the variability of the trained discrepancy biases for given candidate experiments. 
The point of maximum variability (which herein corresponds to maximum standard 
deviation) represents the optimal settings for conducting experiments in the selected 
constituent or coupled model. This process is repeated to obtain the optimal setting for 
the new experiments in each domain. 
Standard deviation of the discrepancy bias in the coupled system is represented 
by
Int . The objective herein is then to reduce the average value of the standard deviation 
of the discrepancy bias over the entire domain, Int . The optimal domain is the one 
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which includes an experiment that achieves the maximum one step reduction in the mean 
standard deviation of the coupled system predictions (provided that cost of conducting 
experiments in these domains are identical).  
To select the optimal domain of the new experiment, the mean value of the standard 
deviation of discrepancy bias in the coupled system should be calculated using candidate 
experiments in each constituent as well as the coupled system (i.e., 
/ / /,  ,  ..., Int A Int B Int Coupled   ). Here, if the initial mean value of the standard deviation 
of the coupled system is denoted by 
o
Int , then    /* ; , ,...,oInt Int A B Coupled  
 
represents the reduction in the variability or information gain.  
Although integral-effect experiments typically result in a higher reduction in 
variability compared to separate effect experiments, the cost of such experiments is 
usually greater than that of separate-effect experiments. Therefore, incorporating the cost 
of experiments in the design of experiments is critical, as one can conduct a larger 
number of separate-effect experiments than integral-effect experiments. To incorporate 
the effects of cost, the estimated reduction in mean standard deviation of discrepancy 
biases are normalized by the cost of experiments as shown in Equation (10).  
 
/
/ ;   , ,...,
o
Int IntNorm








       (50) 
Here, C  represents the cost, and /
Norm
Int  represents normalized reduction in the 
standard deviation of the discrepancy bias in the coupled system per unit cost or 
information gain per unit cost. This metric then guides the selection of the new 
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experiment‘s optimal domain (i.e., coupled domain versus each of the constituents). The 
flowchart of the proposed experiment design strategy is summarized in Figure 7.  
 
Figure 7: Flowchart of design of experiment in the coupled systems  
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6. Case study application 
In this section, the proposed experiment design strategy is demonstrated on a 
benchmark problem (Sobieszczanski-Sobieski et al. 1985; Vadde et al. 1991; Allen and 
Mistree 1993). The portal frame shown in Figure 8 represents a structure-to-structure 
coupling problem that includes three constituent members, where the displacements and 
internal forces of constituents are transferred between adjacent constituents through an 
iterative coupling procedure (Atamturktur and Farajpour 2012). For calibration of the 
constituent and coupled models, synthetic experimental data are generated in the form of 
displacement responses using exact models that include the effects of shear deformations. 
The model developer is assumed to neglect shear deformations and be unaware of precise 
values of the calibration parameters, resulting in bias and uncertainty in model 
predictions.  
The distance of the member nodes from the member end is treated as the control 
parameter (as shown by the arrows in Figure 9). Therefore, the goal of experimental 
design is to find optimal locations of the sensors on the portal frame or each of the 
separate members. 
6.1. Synthesizing experimental data  
The portal frame is constructed from two vertical columns that are fixed to a solid 
base and a horizontal beam that is rigidly connected to the columns. All members have 
uniform “I-shape” steel cross sections as shown in Figure 8. An external lateral load is 
applied to the connection of members 1 and 2, and the cross section of the members is 
oriented in such a way that bending of the members occurs about their strong axis (w-w 
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axis in Figure 8). The applied forces are assumed to be in the elastic range and the steel 
sections are assumed not to yield under bending or shear stresses. Geometric data and 
material properties of the model frame are provided in Table 1.  
Table 1: Input data of the portal frame 
Description (unit) Substructure 1 Substructure 2 Substructure 3 
Material Steel Steel Steel 
Length of the member (cm) 280.0 300.0 320.0 
Area moment of inertia (cm
4
) 450 450 450 














Poisson’s ratio 0.303 0.303 0.303 
 
To generate the hypothetical “truth” values the Timoshenko beam theory (Hartmann 
and Katz 2007), which considers axial, shear, and flexural deformations, is used in 
constructing the finite element (FE) model of the portal frame in MATLAB®. The shear 
correction factor of the I-cross sections, required in Timoshenko beam theory, is 








   
  
     
 (51) 
Here, K is the shear correction factor, A is the cross sectional area, wQ  is the first moment 
of area, and b is the width of the member. The displacement predictions of the integral-
effect and separate-effect experiments are synthesized by executing the FE model of the 
portal frame and each of the constituents. The resulting displacement predictions of the 
selected nodes in the exact models are considered as experimental data taken from 
hypothetical displacement gauges as shown in Figure 9. The optimal locations for 
successive gauges will then be defined through the MVR method. 
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To generate the integral-effect experimental data for the coupled model, the frame is 
subjected to a lateral static load of 50kN (Figure 9). To obtain separate-effect 
experimental data as shown in Figure 9, the bases of the columns are fixed and the top 
ends set free. In the case of the beam, the left end is fixed and the right end is pinned. To 
generate separate-effect experimental data, the columns are subjected to10kN  lateral 
forces and the beam is subjected to a 0.04 rad  rotation at the pinned support. It should 
be noted that the input parameter of constituents 1 and 3 (columns) are forces, while the 
input parameter for constituent 2 (beam) is deformation. The constituent models, 
including the columns and beam, are analyzed separately. In synthesizing experimental 
displacement data, 1% zero-mean Gaussian random noise is added to the hypothetical 
“truth” values. The response of the portal frame under the applied forces and 
deformations is shown in Figure 10. The experimental data that are obtained from the true 
response will be used to train the discrepancy of the constituents and coupled system. 
 
Figure 8: Coupled portal frame  
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Figure 9: Separate-effect and integral-effect experiments  
 
Figure 10: True response of the portal frame and constituents 
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6.2. Developing the coupled simulation model 
In this study, numerical models are developed by formulating the stiffness matrices 
using Euler-Bernoulli beam theory (Hartmann and Katz 2007). Based on this theory, 
shear deformations are not considered, making the model unavoidably imperfect which, 
along with uncertainties in Young‘s Moduli, introduces deviation between predictions and 
synthetic experimental data. In this study, Young‘s moduli of the frame members are 
considered to be calibration parameters. 
The constituents are analyzed by imposing the defined forces and boundary 
conditions. The model form errors for the portal frame and constituents, which are the 
differences between the results of the truth models and the inexact models with precise 
calibration values, are shown in Figure 11. It should be noted that in real-life application, 
it is unrealistic to assume knowledge of the model form error to be available. However, in 
the case study discussed herein, we make use of the available synthesized experiments 
throughout the entirety of the domain to calculate the model form error for the sole 
purpose of comparison. As shown, the average values of the model form errors in the 




Figure 11: Model form errors in the portal frame and constituents 
To approximate the model form errors, discrepancy models in the form of polynomial 
functions are trained for each of the constituents as well as three polynomial functions for 
the coupled system (see Figure 11). To ensure uniqueness of the solution, the maximum 
order of the polynomial functions is limited to one less than the number of experiments 
for each member (Farajpour and Atamturktur 2012b).  
Through optimization, the discrepancy biases in the constituents and coupled system 
are trained, and the values of the calibration parameters are defined. The optimization 
problem is solved using the Nelder-Mead Simplex Method incorporated in the fminsearch 
function available in MATLAB® (Lagarias et al. 1998). The initial values of the 
calibration parameters are taken as random numbers within 25%  of their exact values 
provided in Table 1, and the initial values of the non-physical coefficients are assumed to 




6.3.Optimal sensor locations in the portal frame 
The available gauges are selected at the ends of members as shown in Figure 12 
(Locations 1-12). Here, it is assumed that the cost of experiments for the coupled system 
is 4 units, and the cost of experiments for the constituents is 1 unit, which accounts for 
the increased cost of conducting integral-effect experiments. The process of optimal 
design is repeated 8 times to obtain the optimal location of the sensors. 
The optimal location of the new sensors and their sequence are shown in Figure 12 
(Locations 13-20). The results show that member 3 (column with larger length) receives 
higher priority for conducting new experiments in both separate-effect and integral-effect 
experiments compared to member 1 (column with shorter length). While shear 
deformations are expected to be dominant in a shorter column, the obtained results can be 
explained by the fact that the distance between experiments is greater in the longer 
column, meaning that there is less knowledge of the response along the height of the 
longer column, which leads to more variability in the predictions. Hence, the longer 




Figure 12: Prioritization of experiments in the portal frame and constituents 
The cumulative cost of experiments versus the number of experiments is shown in 
Figure 13. The cost for experiments 1-12 corresponds to the existing experiments and 
experiments 13-20 are corresponds to designed experiments. It can be seen that variation 
of the slope in the graph represents the change in cost due to conducting experiments 
between the constituent domains and the coupled domain. To improve the predictive 
ability of the coupled model, the design algorithm selects the appropriate experimental 
domain in which to conduct the new experiment based on the most efficient reduction in 




Figure 13: Cost of experiments versus number of experiments 
The objective of conducting experiments for bias-correction of simulation models is 
to reduce the difference between the trained discrepancy bias and the model form error. 
As the true values of model form error cannot be known, the focus then becomes 
reducing the variability in the trained discrepancy bias. This focus is meaningful as the 
variance of discrepancy bias is closely associated with the variance of the bias-corrected 
predictions. In Figure 14, reduction of variance in the bias-corrected response is shown. 
This figure can be used as a termination criterion for the sequential design of 
experiments, where the experimental campaign completes once the desired reduction in 
variability is achieved. 
The average difference between the trained discrepancy bias and model form error for 
the entire domain of control parameters is shown in Figure 15. In this figure, conducting 
experiment 17, which belongs to the separate-effect experiment on the beam, has an 
insignificant effect on reduction of the error. This is due to the fact that experiment 17 is 
conducted in the middle of the beam where the value of the model form error is zero (see 
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Figure 11). Thus, the experiment 17 is not helpful in obtaining the actual trend of the 
model form error in the first attempt. However, existence of this experiment is helpful in 
locating subsequent experiments 18 and 19, which give a better approximation of the 
model form error and leads to reduction in the error.  
 
Figure 14: Mean value of standard deviation versus number of experiments 
 
Figure 15: Reducing error by increasing number of experiments 
 The percentage of the reduction of error and variability for designed experiments are 
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shown in Figure 16. Both curves for error and variability show similar trends in the 
amount of the reduction, which confirms that reducing the variability in discrepancy is a 
viable substitute for reduction of the error. Furthermore, in both cases the amount of 
reduction for earlier experiments is much more than later experiments (i.e., experiments 
13-16 yield a 66% reduction in error and 85%  reduction in variability; experiments 17-
20 yield an 18% reduction in error and 11%  reduction in variability). This also confirms 
the significance of earlier experiments and the need for termination criteria and the well-
known concept of diminishing returns.  
 
Figure 16: Mean value of standard deviation versus number of experiments 
Tradeoff between the total experimental cost and the reduction of the variability is 
shown in Figure 17 for the selected optimal experiments. The objectives are to reach 
minimum variability with minimum cost. However, practical limitations prohibit the 
ability to reach both of these objectives simultaneously. Therefore, the decision maker 
needs to choose between reducing variability (i.e., increased accuracy) of the predictions 
and higher cost of conducting experiments. The method proposed herein can equip the 
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decision makers with information that will guide this selection. 
 
Figure 17: Tradeoff between variability and experimental cost 
7. Conclusion 
This study addresses the optimal selection of integral- or separate-effect experiments 
for uncertainty quantification of the coupled models. Since reducing the variability in the 
bias corrected response of the simulation models increases confidence in model 
predictions, this variability reduction is implemented as a metric to determine the optimal 
settings for the future experiments. Herein, a criterion based on maximum reduction of 
the variability in the discrepancy biases is defined, and used to determine the optimal 
setting of the experiments in a single domain. This approach is then extended to the 
coupled simulation models.  
The optimal domain for conducting experiments is selected taking the potential cost 
differences in conducting experiments in integral- or separate-effect domains into 
account. When practical limitations make conducting experiments in one of the 
constituents/coupled system domain infeasible, the cost of experiments for that domain 
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can be considered infinite to force the algorithm to avoid selecting experiments in that 
domain.  
In this study, the cost of experiments in the constituents is assumed to be constant for 
the entirety of a domain. However, conducting experiments might have different costs, 
for instance conducting experiments at extreme high temperatures can be expected to be 
more costly than those conducted in the room temperature. The variability in 
experimental cost throughout the domain can be straightforwardly incorporated into the 
proposed approach. 
One of the challenges faced in this study is the computational cost of training the 
discrepancy biases for each of the domains (separate and integral-effect domains). This 
training procedure needs to be repeated for all probable responses of the candidate 
experiments at various settings that are distributed along the entire range of the control 
parameters; therefore, the proposed approach requires large amounts of computations. 
This issue can be problematic for the coupled systems where analysis of the constituents 
is demanding. Number of constituents in the coupled systems, number of control 
parameters (dimensions of the problem), and number of non-physical coefficients that are 
used for training the discrepancy biases (that is a function of the selected emulator) all 
have an impact on the computational cost of the design algorithm. Therefore, by carefully 
determining these factors, as well as choosing an appropriate emulator for training the 
discrepancy biases, the computational cost of the procedure can be reduced. Since the 
proposed design of experiment approach is based on the trained discrepancy bias, it 
should be noted that the functional form of the emulator may influence the optimal 
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settings of the designed experiments as well as the sequence of design.  
This approach is based on a sequential design of experiments; however, if a batch 
sequential design of experiments is required, the proposed approach would still be 
equally applicable by repeating the procedure multiple times as needed. However, this is 
beyond the scope of this paper but should be addressed in future studies.  
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Development of physics-based simulation models involves expressing the underlying 
physics principles in terms of mathematical equations. Generally speaking, these 
governing mathematical equations are solved using numerical methods that are 
implemented in computer codes. The use of numerical methods invariably introduces 
numerical errors stemming from three main sources: round-off, truncation, and 
discretization in numerical calculations. To ensure the accuracy of the model predictions, 
it is essential to understand, quantify, and when necessary, reduce these numerical errors 
and their effects (Freitas, 2002).  
The round-off errors are manifested by the numerical precision provided by the 
computer (Kaw and Kalu, 2010). The effect of round-off errors on the numerical 
solutions varies by the selected numerical precision in the code. The effect of these errors 
can be determined by evaluating the sensitivity of the solutions to the level of precision 
defined by the number of digits used after the decimal point. Considering the limits on 
hardware capabilities and numerical precision of the computers, the only remaining 
option to reduce the round-off error is by reducing the number of calculations performed. 
Generally, in most physical problems, the magnitude of the round-off errors tends to be 
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an order of magnitude less than truncation and discretization errors (Eça and Hoekstra 
2007; Septier 2012).  
Truncation-errors on the other hand are mainly caused by approximation of the 
governing equations represented by a functional series (e.g. Taylor series), in which the 
higher order terms are ignored (Kaw and Kalu, 2010). While these higher order terms are 
neglected for simplification, their absence reduces the accuracy of the overall solutions, 
and in some cases may have a detrimental effect on the model predictions. To determine 
the effect of truncation errors, the solution to the governing equations, which is defined in 
the form of a mathematical series, must be evaluated with increasing orders, and the 
effect of the newly added terms on the accuracy of the results must be determined. 
The discretization errors are due to spatial and temporal approximations of 
continuous domains such as those implemented in finite grid or time step problems; thus, 
the solutions to the continuum problem are approximately obtained over the discretized 
domain. In grid-based methods, such as finite element and finite difference, the 
continuum is defined using elements of finite size, and the accuracy of the numerical 
solutions depends on the size of the element chosen (Bathe, 1996). The solution of the 
discretized system should converge to the exact solution of the continuous system when 
the size of the element goes to zero, which is referred to as consistency condition (Dow, 
1999; Le et al. 2010). Of course, consistency and convergence conditions also apply to 
time discretization in transient and dynamic problems. The discretization error is more 
easily controlled by the code developer by adjusting the mesh size and time step with 
consideration to computational requirements. Due to similar effects of truncation and 
 212 
discretization errors on model output, some researchers use these two terms 
interchangeably or extend the classification of the truncation error to cover the 
discretization error (Golub and Omega 1992; Cruz 2005). Truncation and discretization 
errors are sometimes placed under an umbrella term known as approximation error 
(Kaliakin 2001). Although this manuscript focuses primarily on the effects of the 
discretization errors, due to their similarity, the same concepts can be applied to 
truncation errors. 
A schematic diagram of the changes in all three types of the numerical errors based 
on the mesh size is shown Figure 1. The figure represents that decreasing the mesh size 
(by using finer mesh) causes an increase in the required computations. Considering that 
each computational calculation would introduce some amount of round-off error into the 
equations, the total amount of round-off errors would also increase. In contrast, by 
decreasing the mesh size, truncation error as well as discretization errors would decrease. 
In other words, by reducing the mesh size, the effect of the neglected terms of the 
expanded functions, and thus truncation error, would reduce. Therefore, for fine meshes 
the significance of the round-off errors becomes higher. For coarse meshes however, the 
significance of the truncation and discretization errors becomes higher. Thus, by 
increasing the mesh size, the total error including all three sources would initially 
decrease to reach an optimum location, and then it would start to increase (Tu et al. 2007; 





Figure 1: Schematic diagram of the variation of the Round-off, Truncation and 
Discretization error with mesh size 
Although there exists established research on the effects of numerical uncertainty on 
single solver models (Roache, 1994, 1997; Hemez, 2009; Eça and Hoekstra 2009; 
McGrattan and Toman, 2011), research on the effect of numerical errors in the coupled 
model predictions is very limited. Bejarano and Jin (2008) emphasized the importance of 
appropriate selection of the mesh size in a coupled model and demonstrated that a coarse 
mesh grid for one constituent of the coupled model can raise additional numerical error in 
the coupled model. Astorino and Grandmont (2010) performed an error analysis on a 
fully discretized linear coupled problem using a finite element approximation and 
determined the minimum time discretization error in the constituent models for the 
coupling scheme to yield sufficiently accurate predictions. Rangavajhala et al. (2011) 
proposed methods to estimate the discretization error in the predictions of coupled 
multidisciplinary simulation models. Specifically, the authors studied discretization error 
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in the coupled system due to mesh mismatch between the constituent models. Arnst et al. 
(2012) investigated the effect of uncertainties in the information exchanged between the 
constituent domains on the predictions of the coupled model. The authors show that 
truncation errors on the solution of the constituents propagate to other constituents as 
well as to the coupled model.  
This paper focuses on the effects of discretization errors on the predictions of strongly 
coupled simulation models by evaluating the magnitude of these errors both, at the 
constituent and coupled system level. This paper is outlined as follows: section one 
provides a background review on numerical errors in the numerical models. Section two 
describes the calculations of the discretization error in the single solver models, and 
section three expands this discussion to the coupled models. Section four discusses the 
error analysis carried out on a benchmark coupled dynamical system. Here, the model 
predictions obtained with increasing time-steps are compared to more accurate solutions 
that are obtained using a very fine mesh size. This section also discusses the tradeoff 
between numerical accuracy and computational demands. The final section of this 
manuscript, section five, provides a summary of the main findings, shortcomings and 
suggestions for future studies. 
2. Quantifying Discretization Errors: 
Let‘s denote the response of a discretized simulation model by dy , and the response 
of the continuous model (analytical model) by cy . Then, the discretization error E , 
which is the difference between the continuous and discretized model, can be written in 
the following equation:  
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( ) ( ) ( )c dy z y z E z          (52) 
In this equation, z  represent the vectors of input parameters in the simulation models. 
Here, discretization error can have negative or positive values, and its value can be 
affected by the shape function that is used for approximation of the responses between 
mesh nodes.  
3. Quantifying Discretization in the Coupled Models: 
A schematic diagram of the discretization error in the coupled simulation models is 
shown in Figure 2. In this figure, discretized simulation models AdY  and 
B
dY are coupled 
to provide the holistic response of the system. Herein, 
AE , 
BE and 
IntE  represent the 
discretization errors of the constituents A and  B and the coupled model, respectively. 
c
AY and c
BY  represent the simulation results for the continuous constituents.  
 
Figure 2: Discretization error in the coupled models   
The mathematical formulation of the discretization error on the coupled simulation 
models can be summarized as follows: 
* * *( ) ( ) ( )   ;* { , ,  ...}c dy z y z E z A B         (53) 
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       (54) 
Equation (2) represents the discretization error in each of the constituents, and 
Equation (3) represents the discretization error in the coupled model. By substituting 
Equation (2) into Equation (3) as shown in Equation (4), we can prove that the 
discretization error of the coupled system is a function of the discretization error in each 
of the constituents, which is shown in Equation(5). 
( ) ( ) ( )( )
( ) ( ) ( ) ( )
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( , ,  ...)Int A BE f E E         (56) 
Explicitly obtaining Equation (5) for complex problems can be challenging or even 
impossible; however, this function can be numerically approximated. By approximating 
this function, one can define the effect of the discretization error of the constituents on 
the coupled system. Based on this effect, one can make decisions regarding the mesh 
refinement in the constituents while taking the computational demands into account. 
4. Case Study Problem: 
 In this section, the effects of the discretization errors on a coupled bench mark time 
dependent structural dynamics problem are studied (Joosten et al. 2009). The one-
dimensional dynamical system consists of two constituents, each including a pair of 
lumped masses connected through springs and dampers as shown in Figure 3. 
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Figure 3: Benchmark coupled system   
 Constituents P and Q, each including two degrees of freedom, are coupled by a rigid 
bar, which connects the masses 2
Pm  and 2
Qm . The stiffness constant of the springs in 
constituents P and Q are represented by 1 2,  
P Pk k and 1 2,  
Q Qk k , respectively. Constituent Q 
includes two dampers, each with a damping coefficient of c. The dynamic equations of 
the constituents P and Q, based on these parameters, are described in Farajpour and 
Atamturktur (2012a, b). The displacement responses of constituent P are shown by 1
Pu , 
2
Pu , and the displacement responses of constituent Q are 1
Qu , 2
Qu . The output parameter 
of constituent Q is the force 




Qm , and the output parameter 
of constituent P is displacement 2
Pu , which is applied to mass 2
Qm  by 2
Pm . This process 
should be repeated for each time step of the coupling procedure. This is a classical 
approach for solving coupling models that is known as the Block Gauss-Seidel method 
(Joosten et al. 2009). A schematic diagram of this process is shown in Figure 4a. In each 
time step this loop should be continued until the input and output parameters converge. 
The threshold value for this case has been considered to be 10
-8
. Decreasing this 
threshold will increase the number of iterations that are required for convergence. The 
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two constituents interact until compatibility of displacements and equilibrium of the 
forces are achieved.  
 
Figure 4: (a) Schematic representation of the coupled dynamical model and (b) sub-
cycling to accommodate the mismatch in time-steps between two constituents  
 To solve each of the constituents the Backward Euler integration scheme is 
implemented in the problem. For this purpose, the time-step of the constituents P and Q 
are considered to be 
Pt and Qt , respectively. If the two constituents have different 
time-steps, the constituent with the shorter time-step sub-cycles and completes several 
time-steps, while the other constituent completes only one time-step. Thus, the 
constituent models exchange inputs and outputs at the synchronization points as shown in 
Figure 4b. The numerical values of this coupled dynamical system are provided in Table 
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 The solutions of the problem for the initial conditions provide in Table 2 are shown in 
Figures 5 and 6. Figure 5 represents the response of the separate constituents, while 
Figure 6 represents the response of the coupled system. While analyzing the separate 
constituents, the input parameters are considered to be zero. In constituent P it is assumed 
that 0PF  , while in constituent Q, it is assumed that 2 0
Qu  . The initial displacements 
of the masses cause the dynamical response in the constituents. 
 The source of discretization error in this problem comes from discretized time-steps 
in each of the constituents. The difference between the solution of the discretized models 
and continuum models are shown in Figures 7 and 8 for different mesh sizes. These 
figures illustrate the compounding effects of the discretization error over time as well as 
the effect of increasing the time step size on the discretization errors. 
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Figure 5: Dynamical response of the constituents P and Q 
 
Figure 6: Dynamical response of the coupled model  
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Figure 7: Discretization error in the constituents  
 
Figure 8: Discretization error in the coupled model 
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 Figure 9 represents the number of iterations in the coupling process for each time 
step. As shown, the time step size in each constituent only minimally affects the required 
number of iterations. However, it should be noted that the total number of iterations for 
finer meshes are higher than coarser meshes. The total number of iterations is presented 
in Figure 10 for varying mesh sizes considering both constituents. As expected, reducing 
the mesh size in both constituents leads to increased number of the iterations and 
consequently higher computational requirements. 
 




   Figure 10: Computational requirement as a function of mesh size in the 
constituents 
 In each time step, the discretization error is transferred from one constituent to 
another. This process is repeated until the coupled system converges. For instance, the 
variation of the discretization error from constituent P to constituent Q at time=3 sec. is 
represented in Figure 11. The results show that discretization error presents an oscillatory 
behavior while propagating between the constituents during the coupling iterations. The 
discretization error that is propagated from one constituent to the other ultimately 
converges to a constant value after approximately nine iterations. Study of the results on 




Figure 11: Number of iterations in the coupling process within the time range 
 The relationship between discretization error of the constituents and coupled system 
for varying time step size in each of the constituents is shown in Figures 12 and 13. As 
the results depict, increasing the discretization error in the constituents causes a 
monotonic increase in the discretization error of the coupled model. However, the 
constituents P and Q have different impacts on the coupled system. This is due to the fact 
the constituents P and Q have different physical characteristics (i.e., one has damping and 
the other does not), and different input parameter values. This difference can be 
numerically quantified through a sensitivity analysis. The results of the sensitivity 
analysis on the discretization error of the constituents and coupled system are provided in 
Table 3. The results of the R
2
 values, which represent sensitivity of the constituents, 
confirm that discretization error of the constituent P has a greater effect on the coupled 
model (55.4% in P versus 44.6% in Q). Therefore, from a resource allocation standpoint, 
constituent P should have higher priority for mesh refinement.  
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   Figure 12: Discretization error in the coupled model as a function of error in the 
constituents 
 
   Figure 13: Discretization error in coupled model as a function of mesh size in the 
constituents 
 Table 3: Results of sensitivity analysis  
Description  Constituent P Constituent Q Coupled model 
Mean value of the discretization error 0.2121 0.1264 0.1605 
Sensitivity of the constituents ( 2R ×100) 55.3519% 44.6481% --- 
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5. Conclusions: 
This paper concentrates on the study of the effect of uncertainties in the coupled model 
by focusing on discretization error, an important aspect in the numerical simulations. In 
conclusion, the effects of discretization error for each of the constituents on the overall 
accuracy of the coupled model prediction are evaluated to determine the constituent that 
has the most influence on the accuracy of the solution. 
The discretization error discussed above is studied using a coupled benchmark 
dynamical system to investigate the effects of numerical uncertainty on the accuracy of 
the solutions. Here, the global system is comprised of two constituents, each of which is 
analyzed separately. The coupling of these constituents leads to the analysis of the global 
model. Through this procedure, not only the propagation of discretization error between 
the constituents can be monitored, but also the sensitivity of the coupled model 
predictions to the constituent models‘ discretization errors can be determined. 
Considering that discretization error is a function of the mesh size, and its value reduces 
by refining the mesh, the constituents that can be further refined are distinguished. 
Furthermore, the relation between computational cost and mesh size of the constituents is 
investigated. In future studies it would also be necessary to investigate the interactions of 
the three major forms of numerical uncertainties in the coupled simulation models, 
including round-off errors, truncation-errors, and discretization errors. 
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In chapter two, a novel optimization based coupling method is proposed to mitigate 
the divergence problems encountered in the classical methods such as block Gauss-
Seidel. In the proposed optimization-based coupling algorithm each individual 
constituent can concurrently run on disjointed sets of processors independently and 
therefore it is compatible with parallel processing. In chapter three, a methodology is 
proposed for quantifying the degrading effects of incompleteness and inaccuracy within 
the underlying physics as well as the uncertainty and inaccuracy of numerical simulation 
and experimental data on the computer model predictions. For this purpose, an 
optimization technique is proposed for calibration and validation of the simulation model 
that simultaneously infers the uncertainty in the parameters and trains the discrepancy 
bias in the model.  
In chapter four, a coupling approach is proposed for the inexact models considering 
uncertainties associated with the model parameters of the constituents and their 
propagation through the coupling interface. Through this approach the contribution of the 
discrepancy bias of each constituent in that of the coupled model can be determined. In 
chapter five a metric is defined for prioritization of the code development efforts in the 
coupled simulation models. The metric that is defined in this chapter can be used to rank 
the constituents for code development activities considering cost, model form error and 
sensitivity of the constituents.  
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Chapter six proposes an approach for the design of physical experiments in coupled 
models considering the cost effects. This exploitative approach uses the existing data 
from earlier experiment to design new experiments that mostly reduce the variability in 
the trained discrepancy biases in the coupled model. Finally, chapter seven focuses on the 
effect of numerical errors in the coupled models. By focusing on discretization error, this 
study determines the contribution of the discretization error of the constituents in the 
coupled model in which this contribution can be used for decisions regarding further 
mesh refinement studies.  
The studies carried out in this dissertation contribute knowledge of the experiment-
based validation and uncertainty quantification (V&V) of coupled simulation models of 
complex physical systems, and further advance the field of partitioned analysis by 
introducing a new coupling technique. Furthermore, the studies carried out also aid in 
decision making and in the resource allocation of code development, experimental 
campaigns and mesh refinements in the coupled complex problems. 
2. Future Direction 
In future studies, the performance of the optimization-based coupling algorithm on 
problems with large amounts of input and output data exchange between the constituents 
should be investigated and its performance against traditional coupling approaches 
compared. Furthermore, the applicability of the methodologies presented in this 
dissertation for uncertainty inference of the constituents and coupled models should be 
investigated by implementing real world experiments.  
In the proposed code prioritization approach, the relative importance of the three 
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major components (i.e. error, sensitivity and cost) of the defined metric are not 
considered where it need be determined how to incorporate the importance of each. For 
instance, model form error, sensitivity and cost all have an equal effect in the defined 
metric and thus an approach for considering the importance (weighting) factors for must 
be studied.  
The method for experiment design presented in this study for the coupled models 
is a fully sequential design where in each step only one design is obtained. A technique 
for batch sequential design in the coupled models is missing and should be studied in the 
future. Moreover, it is necessary to study the interactions of the three major forms of 
numerical uncertainties (i.e., round-off errors, truncation-errors, and discretization errors) 
in the presence of discrepancy bias in the coupled simulation models. 
 
