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Abstract
With the development of high-resolution  ray spectroscopy experiments, experimental data
on energy spectra and electric multipole transition strengths of light  hypernuclei have been
accumulated, and more data on those of medium-heavy and heavy hypernuclei are expected to
be obtained with next-generation facilities such as J-PARC. The measured energy spectra and
electric multipole transition strengths in low-lying energy states provide rich information on the
hyperon-nucleon interaction in nuclear medium and on the impurity eﬀect of a  particle on
nuclear structure. Since information on hyperon-nucleon and hyperon-hyperon interactions can
not be extracted from hyperon-nucleon and hyperon-hyperon scattering experiments, which are
diﬃcult to perform due to the short lifetime of hyperon and unavailability of hyperon beams,
studies of the structure of hypernuclei play a vital role in shedding light on baryon-baryon
interactions. Such information is also crucial in order to understand neutron stars, in which
hyperons may emerge in the inner part.
Many theoretical methods have been developed to study hypernuclei, such as cluster model,
shell model, ab-initio method, antisymmetrized molecular dynamics (AMD), and self-consistent
mean-ﬁeld models. Among them, the self-consistent mean-ﬁeld approach oﬀers a way to study
globally the structure of hypernuclei from light to heavy systems, providing an intuitive picture of
nuclear deformation. However, a pure mean-ﬁeld approximation is formulated in the body-ﬁxed
frame and violates the rotational symmetry, and thus does not yield (hyper)nuclear spectra. This
diﬃculty can be overcome by going beyond the mean-ﬁeld approximation introducing quantum-
number projection techniques. The quantum ﬂuctuations in nuclear shapes can also be taken
into account with the generator coordinate method (GCM).
In this thesis, we combine the state-of-the-art beyond relativistic mean-ﬁeld approach with the
ideas of traditional particle-rotor model, and propose a novel microscopic particle-rotor model for
hypernuclear low-lying states. In this model, hypernuclear states are constructed by coupling the
hyperon to low-lying states of the core nucleus. The novelity of the method is that the structure
of hypernuclei is constructed by taking into account the excitations of the core nucleus, for which
we employ the microscopic beyond-mean-ﬁeld approach, that is, the generator coordinate method
(GCM) with the particle number and angular momentum projections onto mean-ﬁeld states.
This novel method is applied to the low-energy spectra of 9Be,
13
C,
21
Ne and
31
Si. Our
results show that the low-lying excitation spectra with positive-parity states of the hypernuclei,
which are dominated by  hyperon in the s orbital coupled to the core states, are similar to
that of the corresponding core states. In particular, we ﬁnd that the conﬁgurations of the ﬁrst
1=2  and 3=2  states depend much on the properties of a core nucleus, in particular on the
sign of quadrupole deformation parameter. For example, the energy splitting between the 1=2 
and 3=2  states of 13C reﬂects the spin-orbital interaction of p- hyperon, while the situation is
diﬀerent in 31Si(oblate),
9
Be (prolate) and
21
Ne(prolate), where there are strong conﬁguration
mixings in their 1=2  and 3=2  states. We also discuss the impurity eﬀect in these hypernuclei.
It is shown that the electric quadrupole transition strength, B(E2), from the ﬁrst 2+ state
ii
to the ground states is reduced by adding a  particle in the positive-parity states, where the
reduction factor depend on the mass number of the hypernuclei. In order to check the interaction
dependence for 21Ne and
31
Si, the calculations are carried out based on two diﬀerent nucleon-
nucleon eﬀective interactions, PC-F1 and PC-PK1. A slightly larger impurity eﬀect is obtained
with the PC-PK1 force than with PC-F1 force.
In addition to these studies, we also perform a detailed analysis of the impact of each N
interaction term on hypernuclear low-energy states for 13C and
9
Be. It is shown that the
 hyperon binding energy decreases monotonically with increasing strengths of the high-order
interaction terms. Moreover, we ﬁnd that the tensor coupling term decreases the energy splitting
between the ﬁrst 1=2  and 3=2  states and increases the energy splitting between the ﬁrst 3=2+
and 5=2+ states in 13C and
9
Be.
Finally, we apply the microscopic particle-rotor model to  hypernuclei of Sm isotopes and
discuss the transition in the low-energy spectrum from vibrational to rotational characters. The
conﬁguration mixing becomes increasingly stronger for 1=2 1 and 3=2
 
1 states as the shape of
nuclear core varies from near-spherical to well-deformed prolate deformation.
Some results presented in this thesis have been published in the following publications:
1. Microscopic particle-rotor model for the low-lying spectrum of  hypernuclei
H. Mei, K. Hagino, J. M. Yao, and T. Motoba, Phys. Rev. C 90, 064302 (2014).
2. Microscopic study of low-lying spectra of  hypernuclei based on a beyond-mean-ﬁeld
approach with a covariant energy density functional
H. Mei, K. Hagino, J. M. Yao, and T. Motoba, Phys. Rev. C 91, 064305 (2015).
3. Triaxially deformed relativistic point-coupling model for  hypernuclei: A quantitative
analysis of the hyperon impurity eﬀect on nuclear collective properties
W. X. Xue, J. M. Yao, K. Hagino, Z. P. Li, H. Mei, and Y. Tanimura, Phys. Rev. C 91,
024327 (2015).
4. Low-energy hypernuclear spectra within a microscopic particle-rotor model with a relativis-
tic point-coupling hyperon-nucleon interaction
H. Mei, K. Hagino, J. M. Yao, and T. Motoba, Phys. Rev. C 93, 044307 (2016).
5. Generator coordinate method for hypernuclear spectroscopy with a covariant density func-
tional
H. Mei, K. Hagino, and J. M. Yao, Phys. Rev. C 93, 011301(R) (2016).
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Chapter 1
Introduction
1.1 Importance of hypernuclei
Atomic nuclei – the core of matters in our nature – are self-bound systems of two types of
baryons, namely, neutrons and protons. Both of them are called nucleons, made up of two types
of quarks, udd and uud, respectively. In principle, the strong interaction that binds nucleons
together inside a nucleus can be described by the theory of quantum chromodynamics (QCD)
[1]. However, the application of QCD to the low-energy structure and dynamics of atomic nuclei
is not straightforward at all because of its non-perturbation nature in the low-energy region,
even though there are many eﬀorts in recent years that have been devoted to overcome this
diﬃculty. Understanding the properties of atomic nuclei from a fundamental level has still been
a big challenge in nuclear physics.
Besides the neutrons and protons, there are other types of baryon called hyperons, which
contain at least one strange s quark. The typical hyperons are , (+;0; ), and (0; ) with
their constituent quark component of uds, (uus; uds; dds), and (uss; dss), respectively. Among
them,  particle is the lightest hyperon. An atomic nucleus with one or more nucleons replaced
by one (or more) hyperons is called a hypernucleus, which provides a unique laboratory suitable
not only for studying the hyperon inﬂuences on nuclear structure, but also for studying the
property of hadrons in nuclear environment.
The  particle inside a nucleus has no charge, no isospin, so it does not suﬀer from Pauli
blocking by the other nucleons and can go deeply inside the nucleus. These features allow us
to use a  hyperon as a sensitive probe to study the interior of the nucleus and deeply bound
nuclear states. Investigating a dynamical change of nuclear structure induced by the added 
hyperon is a particularly interesting problem in hypernuclear physics.
Another important issue in hypernuclear physics is to understand baryon-baryon interaction-
s. Since hyperon-nucleon and hyperon-hyperon scattering experiments are diﬃcult to perform,
because of the short lifetimes of hyperons (of the order of 10 10s, e.g.,  = 263ps for ), it is not
straightforward to extract the hyperon-nucleon and hyperon-hyperon interactions directly from
such scattering experiments. In this situation, investigations of hypernuclear observables, includ-
1
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ing hypernuclear spectra and transition strengths, provide an indirect way to explore information
on the hyperon-nucleon and hyperon-hyperon interactions.
1.2 Experimental studies on -hypernuclei
1.2.1 History of hypernuclear experiment
Since the serendipitous discovery of a  hypernucleus in an emulsion exposed to cosmic rays
in 1953 [2],  hypernclei have been studied for more than six decades. The history of the
experimental studies of hypernuclei may be classiﬁed into four stages. In the ﬁrst stage (starting
from 1953 to the middle of 1970’s, so called the emulsion era), the binding energies of the ground
states for light  hypernuclei were measured. It has been found that the  potential depth is
about 2/3 of that of nucleons [3].
In the second stage (starting from the early of 1970’s to the middle of 1980’s), excited states
of hypernuclei were studied by the (K ;  ) reaction, especially for p-shell hypernuclei. A very
important ﬁnding in these experiments is that the spin-orbit splitting of hyperon states is rather
small [4, 5].
In the third stage (starting from the middle of 1980’s), high-quality  spectra were measured
by the (+;K+) reaction and hypernuclear spectroscopy was established.
In the fourth stage (starting from 2000), the high-resolution -ray spectroscopy of hyper-
nuclei with Hyperball [6–11] and the ﬁrst (e; e0K+) experiment at Thomas Jeﬀerson National
Accelerator Facility (JLab) [12–15] were performed. These opened a new era of hypernuclear
physics.
In the past years, many groups, including CERN, GSI, MAMI, BNL, COSY, J-PARC,
JLab, KEK, et al., have been working on hypernuclear experiments and have made consider-
able progress.
1.2.2 Production reactions of hypernuclei
So far,  hypernuclei in a wide mass range from 3H up to
208
Pb have been produced as sum-
marized in Figure 1.1. A  hypernucleus can be produced by bombarding the nuclei of a target
material with a beam of particles (pion or kaon), where the nucleons inside the atomic nuclei
are converted into  hyperon. Recently,  hypernuclei can also be produced by electromagnetic
reactions. Three typical reactions, (K ;  ), (+;K+), and (e; e0K+), are shown schematically
in Fig.1.2 at the quark level.
In the (K ;  ) production reaction (used to produce -hypernuclei at CERN for the ﬁrst
time [17, 18]), whose elementary process is
K  + n!  +  ; (1.1)
an s quark in the kaon beam is exchanged with a d quark in a neutron resulting in the produc-
tion of a  hyperon. On the other hand, in the (+;K+) and the (e; e0K+) reactions, whose
2
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Fig. 1.1 A  hypernuclear chart taken from Ref. [16]. The experimentally identiﬁed  hyper-
nuclei and the experimental methods used to study them (reaction spectroscopies of (K ;  ),
(+;K+), and (e; e0K+),  spectroscopy, and the emulsion method, etc.) are shown.
elementary processes are
+ + n!  + K+ (1.2)
e  + p!  + e 0 + K+; (1.3)
respectively, an ss pair is created associatively, resulting in the production of both a  hyperon
and a kaon, and thus they are the associated production reaction.
Each reaction has its own advantages. The (K ;  ) production reaction is mostly used
because of ease of tracking of the reaction products. The (+;K+) reaction is best suited for
studying deeply bound states in medium and heavy hypernuclei [19, 20]. The (e; e0K+) reaction
can populate spin-ﬂip hypernuclear states with unnatural parity. Other production reactions,
such as (K ; 0), could complement our knowledge of hypernuclear spectroscopy.
The energy resolution of hypernuclear levels is very important for studying the ﬁne-structure
of hypernuclei. The (e; e0K+) hypernuclear reaction has the largest advantage in high energy
resolution, which is expected to be as good as a few 100keV [15, 22, 23] due to a lower energy
spread of primary electron beams than that for secondary meson beams in (K ;  ) and (+;K+)
reactions. In the (K ;  ) and (+;K+) reactions, the energy resolution of hypernuclear levels
are limited no better than 1.5MeV due to the inherently limited quality of these secondary
hadronic beams [22].
In the past decades, thanks to the development of the HyperBall, many high-resolution -ray
spectroscopy experiments have been carried out for  hypernuclei [6–11]. The experimental data
on energy spectra and electric multipole transition strengths have been accumulated, providing
3
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Fig. 1.2 A schematic presentation of three strangeness producing reactions used to study hyper-
nuclei. Taken from Ref. [21].
rich information on a hyperon-nucleon interaction in the nuclear medium as well as the impurity
eﬀect of the  particle on the structure of atomic nuclei [21, 24]. It is noteworthy that the next-
generation facility J-PARC has already been in operation [25], opening up a new opportunity
to perform high precision hypernuclear -ray spectroscopy studies. Today, many researchers are
attempting to achieve more accurate measurement for a variety of hypernuclei in complementary
ways, e.g., at J-PARC using hadron beams, GSI using heavy ion beams, MAMI and JLab using
electron beams. These experiments will shed light on low-lying states of hypernuclei, especially
those of medium and heavy hypernuclei.
1.3 Theoretical methods for hypernuclei
In order to analyze and interpret these experimental data, over the past decades, several diﬀerent
types of theoretical models have been developed. Based on realistic hyperon-nucleon and hyperon-
hyperon interactions, ab-initio calculations, which establish a direct link between experimental
observables and the underlying interactions, have been applied to p-shell single- hypernuclei,
7
Li,
9
Be and
13
C [26].
On the other hand, since the lifetime of a  hyperon in the nuclear medium ( 10 10s) is
much longer than the time scale of the strong interaction ( 10 23s), well developed nuclear
theory models with an eﬀective -nucleus interaction can be used to study the hypernuclear
system.
For instance, a shell model, in which nucleons move independently in an average ﬁeld (mean-
ﬁeld) and has achieved a great success in describing nuclear structure and magic numbers, has
been extended to p- and sd-shell hypernuclei [27–30].
A cluster model, in which a nucleus is divided into several clusters and nucleons are conﬁned
within each cluster, describes successfully an interesting character, that is, the clustering struc-
ture of nuclear systems. This model has been applied to study the structure of p- and sd-shell
4
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hypernuclei with three- and four- body calculations as well as double- hypernuclei (6He and
11
Be) with ﬁve-body calculations [31–37].
Anti-symmetrized molecular dynamics (AMD), which describes a nucleus with antisymmetrized
products of Gaussian wave packets of nucleons, has been developed to study the hypernuclear
structure up to pf -shell hypernuclei [38–41].
The self-consistent mean-ﬁeld approach, which has been a powerful tool for studying the
properties of normal nuclei, has also been extended to investigate the structure of hypernuclei
both on relativistic and non-relativistic frameworks [42–48].
1.4 Impurity eﬀects of  hyperon
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Fig. 1.3 The excitation energy and the E2 transition strength for low-lying states of 6Li and 7Li.
The excitation energies are taken from Refs. [6, 21], while the B(E2) strengths are taken from
Refs. [7, 21, 49].
One important and interesting question in hypernuclear physics is how an additional  par-
ticle aﬀects the properties of the nuclear system. Since a  particle is located deeply inside the
atomic nuclei, the presence of a hyperon as an impurity may signiﬁcantly change nuclear proper-
ties. In particular, the additional  hyperon introduces an attractive force between the  particle
and the nucleons, and may cause a shrinkage of the nuclei. This is the so-called “glue-like” eﬀect.
The cluster model has been used to study the structure change after including a  hyperon.
Motoba et al. were the ﬁrst to point out that the inter-cluster distance and the E2 transition
strengths are drastically reduced in the p-shell and sd-shell  hypernuclei (including 5He,
7
Li,
9
Be,
13
C,
21
Ne, etc.) compared to those of the core nuclei [31, 32, 50, 51]. AMD and mean-
ﬁeld calculations also show the shrinkage of the intercluster distance by adding a  particle
[42, 43, 38]. The theoretical prediction for such appreciable shrinkage of the nuclei after adding
a  particle has been clearly conﬁrmed in the experiment by measuring the B(E2) value in 7Li.
Notice that B(E2) value is sensitive to a size contraction as it is approximately proportional to
the fourth power of the nuclear size. The measured reduced transition probabilities are B(E2;7Li
5=2+ ! 3=2+) = 3:6  0:5+0:5 0:4e2 fm4 [21, 7] and B(E2;6Li 3+ ! 1+) = 9:3  2:1e2 fm4 [49], as
shown in Fig. 1.3, indicating that the size of 6Li in 7Li is smaller than that in the free space.
Due to the “glue-like” eﬀect, when a  particle is added to a very weakly bound nuclear
system, the resultant hypernuclei will become more stable against nucleon or cluster decay and
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it is expected that the neutron-drip line and proton-drip line are extended from those in ordinary
nuclei. 6He and
7
Be [52] are the typical examples for the change of the neutron and proton drip
line, respectively, in which 5He is unbound by 0.89 MeV above the + n breakup threshold and
6Be is located at 1.37 MeV above the  + p + p breakup threshold. Meanwhile, an interesting
phenomena concerning neutron halo has been observed in neutron-rich nuclei, in which the
neutron density distribution extends to large distance. Three-body and four-body cluster models
have been used to study such halo structure inﬂuenced by adding a  particle. It has been
found that the additional  hyperon stabilizes these unstable nuclei and the halo structure
disappear [53, 54]. The same conclusion is also made with non-relativistic and relativistic mean-
ﬁeld calculations [55, 56]. Moreover, the relativistic Hartree-Bogoliubov method found that
the spin-orbit potential plays an important role in stabilizing neutron-rich nuclei [56]. On the
experimental side, many neutron-rich hypernuclei have been or will be produced, such as 6H [57],
9
He and
12
Be at J-PARC,
10
Li at KEK.
The shape polarization eﬀect of  hyperon has been investigated with both non-relativistic
mean ﬁeld and relativistic mean ﬁeld calculations. It has been found that the addition of the
 particle in s-orbit changes the deformation of the core nucleus [42, 43] and makes the energy
surface somewhat softer along the quadrupole deformation degree of freedom [44]. The potential
energy surface of hypernuclei with  hyperon in s-orbit (p-orbit) have smaller (larger) deforma-
tion of energy minimum than that of the core nucleus. A dramatic change of the deformation
has been found in 28;30;32Si and 12C after adding a  particle with relativistic mean ﬁeld [43] and
AMD [58] calculations.
The investigation of the impurity eﬀect of  hyperon on nuclear collective excitation with
a ﬁve-dimensional collective Bohr Hamiltonian [46, 59] have shown that  hyperon in s-orbit
increases the excitation energy of the 2+1 state and decreases the B(E2; 2
+
1 ! 0+1 ) value of the
core nuclei inside 25Mg,
27
Mg and
31
Si hypernuclei.
1.5 Aims of this work
1.5.1 Successes and limitations of mean-ﬁeld approaches for hypernuclear
structure
Among the theoretical methods mentioned in Sec.1.3, the self-consistent mean-ﬁeld model is
the only microscopic method which can be globally applied from light to heavy hypernuclei.
Moreover, the mean-ﬁeld approach has an advantage in that it can automatically lead to the
optimized deformation of a nuclear system, which is one of the important features of atomic
nuclei. Many nuclei are deformed in their ground states and exhibit characteristic collective
excitation spectra, such as rotational band. In the mean-ﬁeld model, which is deﬁned in the
body-ﬁxed frame, the optimized deformation is yielded by minimizing the total energy of a
system through the mechanism of the spontaneous symmetry breaking in a self-consistent way.
The mean-ﬁeld model is suitable to study the change of nuclear shape induced by the addition of
a  hyperon. These kinds of studies have been performed in recent years and it has been found
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that the potential energy surface of a hypernucleus is generally softer against deformation than
that of the corresponding core nucleus [44].
On the other hand, pure mean-ﬁeld approximation does not yield a spectrum of nuclei due
to the broken symmetries. Furthermore, one can not directly connect mean-ﬁeld results to
spectroscopic observable, such as B(E2) values. To overcome the deﬁcient of mean-ﬁeld models,
one has to transform from the intrinsic frame to the laboratory frame. One way to restore the
broken symmetries is by introducing projection techniques. Such kind of development has been
carried out with the Skyrme density functional [60]. A further improvement has been made by
taking into account conﬁguration mixing with the generator coordinator method (GCM) based
on a relativistic point-coupling energy density functional (see Appendix F). Notice that the
shape ﬂuctuation eﬀect, which is not included in the pure mean-ﬁeld approximation, will be
more important in hypernuclei than in normal nuclei due to a softer energy surface. The GCM
approach oﬀers an intuitive way to study the hypernuclear shape ﬂuctuation as well as the nuclear
shape polarization due to the  hyperon, but the computational cost is quite expensive. Another
way to go beyond the pure mean-ﬁeld approximation is to rely on additional assumptions such
as the rigid rotor model, which however would not work for, e.g., nuclei with small deformation
or with shape coexistence.
1.5.2 Aims of this thesis
Given this situation, in this thesis, we will propose a novel microscopic particle-rotor model
(MPRM) for low-lying spectra of single- hypernuclei. In MPRM, the hypernuclear states are
constructed by coupling a hyperon to low-lying states of the nuclear core through a  hyperon
interacting with the nucleons inside the core nucleus. The novel feature of our method is that
we combine the motion of the  particle with the core nucleus states, which are described by the
state-of-the-art covariant density functional approach; that is, the generator coordinate method
(GCM) based on the relativistic mean-ﬁeld (RMF) approach supplemented with the particle
number and the angular momentum projections.
In contrast to the conventional particle-rotor-model, which usually describes the deformed
core nucleus with a rigid rotor, the low-lying states of the core nucleus are constructed micro-
scopically in MPRM. That is, we superpose many quadrupole deformed RMF+BCS states, after
both the particle-number and the angular-momentum projections are carried out. In this way,
the shape ﬂuctuation eﬀect is naturally taken into account in our approach.
Compared with the GCM approach for hypernuclei, the MPRM provides a more convenient
way to analyze the components of hypernuclear wave function and also it signiﬁcantly reduces
the computation costs.
The thesis is organized as follows. In Chapter 2, theoretical framework of the mean-ﬁeld
and the beyond-mean-ﬁeld methods are introduced based on relativistic point-coupling model by
taking 12C as an example. In Chapter 3, the N eﬀective interaction based on the relativistic
point-coupling model for single- hypernuclei is introduced. In Chapter 4, the microscopic
particle-rotor model (MPRM) for the low-lying states of single- hypernuclei is proposed. In
7
1.5 Aims of this work
Chapter 5, the microscopic particle-rotor model is applied to 13C,
9
Be,
21
Ne,
31
Si and Sm 
hypernuclei. Low-lying states of 13C and the impact of eachN interaction term on hypernuclear
low-lying states are also discussed in details. Finally the summary of this thesis and a brief
outlook for future investigations are given in Chapter 6.
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Chapter 2
Beyond relativistic mean-ﬁeld approach
for even-even nuclei
2.1 The relativistic mean-ﬁeld theory with point coupling inter-
action (RPC)
2.1.1 Introduction
Before we introduce the microscopic particle-rotor model for hypernuclei, we ﬁrst review the
beyond relativistic mean-ﬁeld approach for their even-even core nucleus. Atomic nuclei are
composed of protons and neutrons, which are the bound states of quarks and gluons. These
are treated as a quantum mechanical many-body sysyem of Fermions in low energies nuclear
theory. Since the nucleon-nucleon interaction derived from the QCD of quarks and gluons is
very complicated, one usually takes a phenomenological approach, which extracts the nucleon-
nucleon interaction from the nucleon-nucleon scattering data, and makes prediction for nuclei
using such interactions. Yet, the NN interaction derived in this way is strongly repulsive at short
distances and diﬃcult to handle. In order to remedy this, an eﬀective interaction (G-matrix) in
the nuclear medium has been derived with a Brueckner type calculation [61]. Since the Brueckner
theory has been possible only for nuclear matter so far [62], more phenomenological concept has
been developed. That is, the most successful method starts from an eﬀective density dependent
energy functional with the parameters ﬁtted to experimental data, which are understood as a
phenomenological parametrization of the G-matrix.
One such approach is the relativistic mean-ﬁeld (RMF) theory, which starts from relativistic
quantum ﬁeld theory, using a Lagrangian to describe point-like nucleons interaction through
the Finite-Range meson exchange (RMF-FR) [63, 64]. This model based upon a coupled ﬁeld
theory of Dirac nucleons and eﬀective meson ﬁelds treated at the mean-ﬁeld level, where den-
sity dependence is modeled by nonlinear meson self-couplings. This procedure is completely
phenomenological and the parameters are adjusted speciﬁcally for mean ﬁeld applications. This
relativistic model has been quite successful, providing a natural explanation of large spin-orbit
splitting needed for the understanding of magic numbers in ﬁnite nuclei, a new saturation mech-
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anism by the relativistic quenching of the attractive scalar ﬁeld, and pseudo-spin symmetry
[65, 66], etc. The relativistic mean-ﬁeld theory has achieved a great success in describing the
bulk properties of both ﬁnite nuclei and nuclear matter and in understanding the nucleonic shell
structure and magic numbers.
A zero-range version, i.e. point-coupling, of RMF (RMF-PC) has also been proposed [67–
72]. In this model, a nucleus is described as a system of Dirac nucleons that interact in a
relativistic covariant manner with point couplings. The interaction used in RMF-PC model are
composed of zero range and derivative terms, which is to account for the ﬁnite ranges of the
meson. This model can be viewed as an approach that lies in between the RMF-FR approach
and the non-relativistic Skyrme-Hartree-Fock (SHF) approach [73–75], which is also based upon
density-dependent contact interactions with extensions to gradient terms, kinetic terms, and the
spin-orbit interactions.
In the RMF-PC model, the energy functional is a simple functional of particle density and
its derivative, which makes RMF-PC model much easier to be implemented for numerical calcu-
lations compared to SHF. Throughout this thesis, we will base our discussions on the relativistic
point coupling model.
2.1.2 The lagrangian
The Lagrangian density of the relativistic point-coupling model is constructed as a power series
in (  O  ) and their derivatives, where O is either 1 or  ,  being the isospin vector,   2
f1; ; 5; 5; g is one of the 44 Dirac matrices and  is the Dirac ﬁeld of nucleon. In this
work, we use the following Lagrangian density introduced by Büervenich et al. in Refs. [76, 77]:
L =: Lfree +L4f +Lhot +Lder +Lem : (2.1)
Here the colons :: denote a normal ordering with respect to the vacuum state. In Eq.(2.1), Lfree
is the Lagrangian density for free nucleons given by
Lfree =  (i@
  m) : (2.2)
The Lagrangian density for four fermions coupling term, L4f , is given by
L4f =  1
2
S(   )(   )  1
2
V (   )(  
 )  1
2
TS(   )  (   )  1
2
TV (   )  (   ):
(2.3)
The derivative terms,Lder, which simulate in a simple way the ﬁnite range of the nucleon-nucleon
forces are
Lder =  1
2
S(@   )(@
   )  1
2
v(@   )(@
   )
  1
2
TS(@   )  (@   )  1
2
TV (@   )  (@   ): (2.4)
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The higher order interaction term, Lhot, which corresponds to the self-couplings of the scalar
and vector mesons, is written as:
Lhot =  1
3
S(   )
3   1
4
S(   )
4   1
4
V [(   )(  
 )]2: (2.5)
The electromagnetic ﬁeld, Lem, is also introduced to provide the electromagnetic interaction
between protons as
Lem =  e   1  3
2
 A   1
4
FF ; (2.6)
where e is the charge unit for protons and A is the electromagnetic ﬁeld. The isospin of neutron
and proton are associated with 3 = +1 and 3 =  1, respectively, so that Lem vanishes for
neutrons. The electromagnetic ﬁeld tensor reads F = @A   @A.
The total Lagrangian (2.1) contains eleven coupling constants S ; V ; TS ; TV , S ; S , V ,
S , V , TS and TV , where the subscripts S, V and T indicate scalar, vector and isovector ﬁelds,
respectively. Here, the symbol  stands for the four-fermion terms,  for the derivative couplings,
and  for the third-order term as well as  for the fourth-order terms.
2.1.3 Energy density functional
The Hamiltonian density H can be derived from the 00 component of the energy-momentum
tensor T ,
H = T00 =
@L
@ _ 
_ +
@L
@ _A
_A  L : (2.7)
Substituting the Lagrangian (2.1) to Eq.(2.7), one obtains the explicit expression for the Hamil-
tonian as
H^ =
Z
dr : [Hfree +H4f +Hhot +Hder +Hem] :; (2.8)
where
Hfree =  (i  @ +m) ; (2.9a)
H4f =
1
2
S(   )(   ) +
1
2
V (   )(  
 )
+
1
2
TS(   )  (   ) + 1
2
TV (   )  (   ); (2.9b)
Hder =
1
2
S(@   )(@
   ) +
1
2
v(@   )(@
   )
+
1
2
TS(@   )  (@   ) + 1
2
TV (@   )  (@   ); (2.9c)
Hhot =
1
3
S(   )
3 +
1
4
S(   )
4 +
1
4
V [(   )(  
 )]2; (2.9d)
Hem = eA  [(1  3)=2]   F 0@0A + 1
4
FF
 : (2.9e)
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No-sea approximation
The ﬁeld operator  (r) can be written in a second quantization form
 (r) =
X
k
 k(r)ak +
X
k
 k(r)a
y
k
(2.10a)
 (r) =
X
k
 k(r)a
y
k +
X
k
 k(r)ak (2.10b)
where ayk is the creation operator for a nucleon in state k and a
y
k
is the creation operator for
an antinucleon in antinucleon state k. In the mean-ﬁeld calculations, the so-called no-sea ap-
proximation is adopted, which means the levels in the Dirac-sea of anti-particles are assumed
to be all occupied and thus are not taken into account. Only the positive energy states are
considered explicitly in this approximation. With this approximation, the Dirac ﬁeld operator
 (r) is simpliﬁed as
 (r) =
X
k
 k(r)ak;  (r) =
X
k
 k(r)a
y
k (2.11)
where  k(r) (Dirac spinor) is the single-particle wave function with large and small components
 k(r) =
 
fk(r)
igk(r)
!
; (2.12)
and  (r) is deﬁned as  y(r)0.
With Eq.(2.11), the normal ordering of (   )2 in Eq.(2.8) is given as
: (   )2 := :
X
kk0
 k(r)a
y
k k0(r)ak0
X
ll0
 l(r)a
y
l l0(r)al0 :
=
X
kk0
 k(r) k0(r)
X
ll0
 l(r) l0(r) : a
y
kak0a
y
l al0 : : (2.13)
Hartree approximation
The nuclear many-body wave function at mean-ﬁeld level is a Slater determinant of single-particle
wave functions
ji =
AY
k=1
aykj0i; (2.14)
where j0i is the vacuum state. With the above wave function, we can calculate the energy
corresponding to the Hamiltonian in Eq. (2.8) with the Wick’s theorem. The expectation value
of H^ turns out to be the expectation values of two ﬁeld operators. Neglecting the Fock-term as
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done in the covariant density functional theory, namely, only the direct-term is kept as
hj : (   )2 : ji =
X
kk0
 k(r) k0(r)
X
ll0
 l(r
0) l0hj(aykak0)jihj(ayl al0)ji
=
X
kk0
 k(r) k0(r)
X
ll0
 l(r
0) l0(r0)kk0ll0
=
X
k
 k(r) k(r)
X
l
 l(r
0) l(r0) (2.15)
Similarly, we can derive expectation values of other terms in the Hamiltonian. The ﬁnal energy
functional is expressed in terms of the corresponding local densities and currents as
EDF[; j

i ; A] =
X
k
Z
dr[ yk(r)(  p+ m m) k(r)]
+
Z
dr

S
2
2S(r) +
S
3
3S(r) +
s
4
4S(r) +
S
2
S(r)r2S(r) + V
2
j(r)j
(r)
+
V
4
[j(r)j
(r)]2 +
V
2
j(r)r2j(r) + TS
2
2TS(r) +
TS
2
TS(r)r2TS(r)
+
TV
2
jTV (r)j

TV (r) +
TV
2
jTV (r)r2jTV (r) +
1
2

(p)
V (r)eA
0(r)

; (2.16)
where the local densities are given by
S(r) = hj  (r) (r)ji =
X
k
 k(r) k(r); (2.17a)
V (r) = hj  (r)0 (r)ji =
X
k
 k(r)0 k(r); (2.17b)
TS(r) = hj  (r) (r)ji =
X
k
 k(r) k(r); (2.17c)
and currents are given by
j(r) = hj  (r) (r)ji =
X
k
 k(r) k(r); (2.18a)
jTV(r) = hj  (r) (r)ji =
X
k
 k(r) k(r): (2.18b)
Here, the space-like component of the photon ﬁeld is neglected due to the Maxwellian magnetic
ﬁeld A having a small electromagnetic coupling [78].
2.1.4 Equation of motion for nucleons
For the ground state of an even-even nucleus, one has time-reversal symmetry. In this case, the
time-odd space-like components of the currents j vanish and only the zero-components exist.
The equation of motion for nucleons can be obtained by minimizing the energy functional in
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Eq.(2.16) with respect to the single-particle wave functions  k, that is

 yk

EDF[; j

i ; A]  "kh kj ki

= 0; (2.19)
which leads to the Dirac equation for nucleons,
f  p+ [m+ S(r)] + V (r)g k = "k k; (2.20)
where the scalar potential is given by S(r) = VS(r)+3 VTS(r) and the vector potential is given
by V (r) = V 0V (r) + 3  V 0TV (r) with
VS(r) = SS(r) + S
2
S(r) + S
3
S(r) + Sr2S(r); (2.21a)
V 0V (r) = V V (r) + V 
3
V (r) + Vr2V (r) + e
1  3
2
A0(r); (2.21b)
VTS(r) = TSTS(r) + TSr2TS(r); (2.21c)
V 0TV (r) = TV TV (r) + TVr2TV (r): (2.21d)
2.1.5 Pairing correlation
In addition to the self-consistent mean-ﬁeld potentials, pairing correlations, which is one of the
most important complements in nuclear shell structure, have to be included in order to describe
deformed nuclei as well as open-shell nuclei. For this purpose, the BCS (Bardeen-Coorper-
Schrieﬀer) approximation has been often used to treat the pairing correlation [79–82], except for
nuclei close to the neutron and proton drip-lines [83]. In this approximation, the ground-state
of nuclear system is approximated
jBCSi =
Y
k>0
(uk + vkc
y
kc
y
 k)j0i; (2.22)
where vk and uk =
q
1  v2k are the pairing amplitudes.
In this thesis, we employ a density-independent  force for the pairing interaction
V pair (r; r
0) = V(r   r0) (2.23)
with a smooth cutoﬀ factor fk [84] to simulate the eﬀects of ﬁnite range
fk =
1
1 + exp[(k   F  E )= ] ; (2.24)
where V is the pairing strength for protons or neutrons (Vp or Vn) and k (k = "k   m) is
the single-particle energy. The chemical potential F is determined by the constraint on average
particle number hjN^ ji = N , where N is the correct particle number of neutron or proton.
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Following Ref.[84], the cutoﬀ energy E is chosen from the condition
2
X
k>0
fk = N + 1:65N
2=3
 ; (2.25)
with  = E=10. The contribution of pairing interaction to the ground state energy is
expressed in terms of the pairing tensor 
Epair[; 
] =
X
=n;p
V
4
Z
dr (r) (r) (2.26)
where the pairing tensor (r) (the pair density) is given by
(r) =  2
X
k>0
fkukvkj k(r)j2: (2.27)
The occupation probabilities are determined by the gap equation as
v2k =
1
2
0@1  k   Fq
(k   F )2 + f2k2k
1A ; v2k + u2k = 1: (2.28)
Here, the single-particle gaps k are state dependent and are determined as
k =
Z
dr yk(r) (r) k(r); (2.29)
where  (r) is the local pair potential determined as
 (r) =
@Epair
@ (r)
=
1
2
V (r): (2.30)
The pairing strength parameters V have been adjusted by ﬁtting the average single-particle
pairing gap
<  >
P
k fkv
2
kkP
k fkv
2
k
(2.31)
to the experimental odd-even mass diﬀerences [84]. The pairing strength parameters and the
coupling constants appearing in the Lagrangian, Eq.(2.1), are ﬁtted to experiment data simultane-
ously. The values of these parameters are shown in Table 2.1 for two parameter sets, PC-PK1 [72]
and PC-F1 [68].
2.1.6 Center-of-mass correction
The mean-ﬁeld approximation violates the translational symmetry. In order to correct this, the
center-of-mass correction, which has been found very important in predictions for light nucle-
i [84] and exotic nuclei, should also be taken into account. In this thesis, we adopt the same
microscopic estimate as in Ref. [68], in which the center-of-mass correction is calculated through
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Table 2.1 Coupling constants for PC-F1 [68] and PC-PK1 [72] sets.
PC-F1 PC-PK1
S (MeV 2)  3:83577 10 4  3:96291 10 4
S (MeV 5) 7:68567 10 11 8:6653 10 11
S (MeV 8)  2:90443 10 17  3:80724 10 17
S (MeV 4)   4:1853 10 10  1:09108 10 10
V (MeV 2) 2:59333 10 4 2:6904 10 4
V (MeV 8)   3:879 10 18  3:64219 10 18
V (MeV 4)   1:1921 10 10  4:32619 10 10
TV (MeV 2) 3:4677 10 5 2:95018 10 5
TV (MeV 4)   4:2 10 11  4:11112 10 10
Vp (MeV fm3)   321   330
Vn (MeV fm3)   308   349:5
the expectation value of the kinetic energy for the center-of-mass motion with respect to the
mean-ﬁeld wave function as:
Ecm =  
X
=n;p
hP^ 2cmi
2mA
; (2.32)
where m and A are the mass and the particle number of neutron or proton, respectively, and
P^ cm =
PA
i p^i is the total momentum of the system.
2.1.7 Total energy of nuclear system
The total energy for the nuclear system includes the energy corresponding to the Lagrangian
(2.1) and the pairing energy (2.26) as well as the center-of-mass correction (2.32):
Etot = EDF[; j

i ; A] + Epair[; 
] + Ecm: (2.33)
The express of energy EDF after introducing the pairing correlation reads:
EDF[; j

i ; A] =
X
k
Z
drv2k[ 
y
k(r)(  p+ m m) k(r)]
+
Z
dr

S
2
2S(r) +
S
3
3S(r) +
s
4
4S(r) +
S
2
S(r)r2S(r) + V
2
j(r)j
(r)
+
V
4
[j(r)j
(r)]2 +
V
2
j(r)r2j(r) + TS
2
2TS(r) +
TS
2
TS(r)r2TS(r)
+
TV
2
jTV (r)j

TV (r) +
TV
2
jTV (r)r2jTV (r) +
1
2

(p)
V (r)eA
0(r)

; (2.34)
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Here, the local densities and currents are sumed up all occupied states in the Fermi sea with the
occupation factor v2k of each orbit determined in the BCS approximation with -pairing force:
isoscalar  scalar density : S(r) =
X
k>0
v2k
 k(r) k(r); (2.35a)
isoscalar  vector density : V (r) =
X
k>0
v2k
 k(r)0 k(r); (2.35b)
isovector  scalar density : TS(r) =
X
k>0
v2k
 k(r) k(r); (2.35c)
isovector  vector density : TV (r) =
X
k>0
v2k
 k(r)0 k(r); (2.35d)
isoscalar  vector current density : j(r) =
X
k>0
v2k
 k(r)
 k(r); (2.35e)
isovector  vector current density : jTV (r) =
X
k>0
v2k
 k(r)
 k(r): (2.35f)
2.1.8 Quadrupole deformation constrained calculation
RMF-PC calculations often lead to a deformed ground state with a ﬁnite value of quadrupole
operator. While the unrestricted RMF-PC calculation can only give the local minimum on the
energy surface, a constrained RMF-PC calculation can be performed in order to obtain the energy
surface as a function of quadrupole moments hq^20i and hq^22i. The quadrupole moments hq^20i
and hq^22i are related to the Hill-Wheeler [85] coordinates ; ( > 0) by the following relations:
hq^20i =
r
5
16
h2z2   x2   y2i = 3
4
AR20 cos  (2.36a)
hq^22i =
r
15
32
hx2   y2i = 3
4
AR20
1p
2
 sin ; (2.36b)
with R0 and A being the nuclear radius and the mass number, respectively. In this thesis, we take
R0 = 1:2A
1=3 (fm). The deformation parameters ;  are related to the quadrupole moments by
 =
4
3AR20
p
hq^20i2 + 2hq^22i2;  = tan 1
p
2
hq^22i
hq^20i

: (2.37a)
In this thesis, we adopt the quadratic constraint on the quadrupole moments by minimizing
the following energy with respect to single-particle wave function [81],
E0 = Etot +
X
=0;2
C2(hq^2i   q2)2; (2.38)
where C2 is a stiﬀness parameter and q2 is the quadrupole moment to be obtained.
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In this thesis, for simplicity, we assume axial symmetry and a constraint only on the axial
mass quadrupole moment hq^20i is used to generate a set of mean-ﬁeld states j()i with diﬀerent
intrinsic deformation  =
4
3AR20
hq^20i (hq^22i = 0).
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Fig. 2.1 (a):The energy curve of the mean-ﬁeld state for 12C as a function of the intrinsic
quadrupole deformation  generated with the PC-F1 force. (b), (c) and (d): The intrinsic
nuclear densities for  = 0:0,  =  0:3 and  = 2:4 on the y   z plane with x = 0:297 fm.
As an example, Fig. 2.1(a) shows the total energy of 12C as a function of deformation
parameter  from the calculation with the PC-F1 force [68]. In this calculation, the Dirac
spinor for each nucleon state is expanded on the basis of a three-dimensional harmonic oscillator
(3DHO) with Nsh = 10 major shells. The oscillator length parameters are chosen as bx =
by = bz =
p
~=m!0, where m is the nucleon mass and the oscillator frequency is taken to be
~!0 = 41A 1=3 (MeV).
In this calculation, the energy minimum is found at the spherical shape with deformation
parameter  = 0 and energy  89:26 MeV. The experimental data for the binding energy of the
ground state of 12C is 92.16 MeV. The energy curve increases dramatically with deformation .
The second minimum in the mean-ﬁeld energy curve appears around  = 2:4 and the correspond-
ing density distribution is shown in Fig. 2.1(d) with 3 linear structure. This 3 linear-chain
structure has also been found in Ref. [86]. For comparison, the density proﬁle of the state at
 = 0:0 and  =  0:3 are also shown in Fig. 2.1(b) and (c), respectively.
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2.2 Restoration of broken symmetries
2.2.1 Symmetry violations in the mean-ﬁeld approximation
The mean-ﬁeld approach has been the only microscopic approach that is able to describe all kinds
of nuclei throughout the nuclear chart, in particular heavy and open-shell nuclei. In fact, this
approach has been widely used for studying the structure properties of nuclei. One advantage of
this method is that nuclei are described in terms of a simple many-body wave function, e.g., a
single Slater determinant of quasi-particle wave functions or the corresponding density functional.
Many kinds of important correlations among nucleons can be taken into account in this framework
in a simple manner. This includes, e.g., the long range particle-hole correlations responsible for
static deformations and the particle-particle correlations that induce superﬂuidity. In the mean-
ﬁeld approximation, these correlations can be taken into account at the price of breaking several
symmetries of the underlying many-body Hamiltonian. Deformed mean-ﬁeld and a pairing ﬁeld
breaks the SO(3) rotational symmetry in the Euler space and U(1) symmetry in the gauge space,
respectively, in the mean ﬁeld wave function. While this is a good advantage of the mean-ﬁeld
theory, it results in the ground state wave function which is not an eigenstate of the angular
momentum (J2, Jz) and the particle number operators. These deﬁciencies may give rise to
some serious problems in the description of nuclear properties, including missing correlations
associated with the symmetry restoration, mixing of low-lying excited states into the ground
state, a diﬃculty in connection to the lab frame for spectroscopic observables, and an absence of
selection rules for transitions, etc. In order to compare properly with the experimental data, one
has to go beyond the mean-ﬁeld approximation. To this end, the projection method provides an
eﬀective tool to restore the spontaneously broken symmetries [81]. In this approach, a suitable
linear combinations of the superﬂuid or rotated deformed intrinsic states will recover the particle
or angular momentum quantum numbers of the nuclear wave function. Such procedures are
known as the Particle Number Projection (PNP) and Angular Momentum Projection (AMP)
methods, respectively.
2.2.2 Projection methods
Let us ﬁrst discuss a general structure of the projection methods. Suppose that the Hamiltonian
H^ of a nucleus has some symmetry S, the element of which is labeled by R^(
), 
 being the
group parameter of S. It means that H^ is invariant under the transformation of an arbitrary
group element R^(
) in S, that is,
[H^; R^(
)] = 0: (2.39)
If the wave function ji is an eigenstate of H^ with eigenvalue E, then all the wave function
generated as
j(
)i = R^(
)ji (2.40)
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are also eigenstates of H^ with the same energy E:
H^j(
)i = H^R^(
)ji = R^(
)H^ji = ER^(
)ji (2.41)
with non-zero overlap hj(
)i = hjR^(
)ji. Therefore, a set of such kind of wave functions
j(
)i can be used as a generator function and in general we have
j	i =
Z
d
f(
)j(
)i: (2.42)
The generating functions j(
)i span a subspace, so called the “collective subspace”. The basic
idea of projection methods is to diagonalize the Hamiltonian H^ in this collective subspace to
determine the function f(
) in Eq.(2.42).
Incidentally, this subspace is invariant under the transformation of the symmetry group S,
R^(
)j	i =
Z
d
0f( 
+ 
0)j(
0)i; (2.43)
which means that the projector P^ onto this subspace commutes with the symmetry operation
[P^ ; R^(
)] = 0 and thus we may ﬁnd simultaneous eigenstates of P^ H^P^ and R^(
). This implies
that there exists a function f(
) which minimizes the energy and makes j	i have the proper
symmetry. The function f(
) can be found by expanding in a complete set of eigenfunctions of
the symmetry operators expressed in the group parameters 
. If S is an Abelian group, then it
corresponds to a Fourier decomposition.
Particle number projection
Let us now discuss the particle number projection. We ﬁrst notice that the gauge group is
connected with the particle number violation. In this case, 
 = ', and R^(') = eiN^', where ' is
the gauge angle and N^ is the number operator. The function f(
) becomes
f(') =
X
n
1
2
e in'  gn (2.44)
and the wave function of the system is given by
jAi =
X
n
gnP^
Aji (2.45)
with the projection operator P^A deﬁned as
P^A =
1
2
Z 2
0
ei'(N^ A)d'; (2.46)
which projects onto the subspace with particle number A. The coeﬃcient gn is a normalization
constant and is zero for 2n 6= A.
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Angular momentum projection
We next discuss the angular momentum projection. In reality, a nucleus is rotational invariant
and the total Hamiltonian for it has SO(3) symmetry, characterized by the Euler angles 
 =
(; ;  ) as the group parameters. The rotation operator R^(
), according to the notation in the
Edmonds’s book [87], is given by,
R^(
) = eiI^zeiI^yei I^z : (2.47)
The weight function f(
) in Eq.(2.42) is expanded into a complete set of eigenfunctions of the
corresponding symmetry operators, i.e., the representation of the rotation group given by the
Wigner functions DIMK ,
f(
) =
2I + 1
82
X
IMK
gIMKD
I
MK(
): (2.48)
The Wigner functions DIMK is deﬁned as the matrix elements of the rotation operator R^(
) in
the IM -representation and is related with the Wigner small-d functions by:
DIMK(
) = hIM jR^(
)jIKi = eiMdIMK()ei K ; dIMK() = hIM jeiI^y jIKi: (2.49)
The three-dimensional angular momentum projection operator is then given by:
P^ IMK =
2I + 1
82
Z
d
DIMK(
)R^(
); (2.50)
which extracts from the intrinsic mean ﬁled state j(q)i, q  (; ) being the deformation
parameter, the component with an eigenvalue K and the component with an eigenvalue M of
the angular momentum. The volume element of the integration over the Euler angles is given by
d
 = d sin dd .
For an arbitrary deformed mean-ﬁeld wave function j(q)i, the projected state can be written
as a superposition of states with diﬀerent K quantum numbers
jIM (q)i =
X
K
gK
2I + 1
82
Z
d
DIMK(
)R^(
)j(q)i; (2.51)
with the coeﬃcient gK determined by the normalization.
In the case of axial symmetric approximation, for the ground state of even-even nuclei only
the K = 0 component can be picked up by P^ IMK from an intrinsic state (). In this case, the
integral of  and  are trivial, and only the integral over  has to be carried out numerically. In
the applications shown in this thesis, the Gauss-Legendre quadrature is used for the integration
over the Euler angle  and the number of mesh points in the interval [0; ] is chosen to be 14
for 12C. In the case of even number of particles, the integration interval for gauge angle ' can
be reduced to [0; ] due to the symmetries of the integrand. By using the Fomenko’s expression
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[88–90], the integrals of Eq. (2.46) can be written as
P^N =
1
L
LX
n=1
ei(N^ N)'n ; 'n =

L
n; (2.52)
where L is the point number of ' 2 [0; ] and L must be odd number in order to avoid numerical
instabilities which might arise at ' = =2. In this thesis, for 12C, the number of gauge angle '
in the interval [0; ] is chosen to be 7 both for protons and neutrons in the Fomenko’s expansion.
Figure 2.2 shows the projected energy curves, EI() =
hIM ()jH^jIM ()i
hIM ()jIM ()i , after angular
momentum and particle number projection procedures, as a function of the axial deformation
parameter  for 12C. The ﬁrst and second minima in the mean-ﬁeld energy curve found at  = 0:0
and  = 2:4, respectively, (see Fig.2.1(a) and the dotted line in Fig.2.2), are shifted to  =  0:3
and  = 2:7 in the projected energy curve for I = 0+. The lowest and the second lowest
minima of the projected energy curve with I = 0+ appear at the oblate side around  =  0:3
and the prolate side around  = 0:39 with a small barrier of about 0:44MeV, which indicates the
necessity of considering the shape ﬂuctuation eﬀect.
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Fig. 2.2 The projected energy curve for 12C as a function of the axial deformation parameter
. The mean-ﬁeld energy curve (the dotted line) is also shown for a comparison. The ﬁlled
squares indicate the three lowest GCM solutions for each I, which are plotted at their average
deformation  P jgIn()j2, where gIn() is the collective wave functions deﬁned by Eq. (2.60).
2.3 Generator coordinate method
For transitional nuclei, the energy surface changes very slowly with the deformation, which
means that there are many near-degenerate states. For some nuclei, the mean-ﬁeld energy
surface as a function of deformation shows two or more minima which are practically degenerate
in energy, e.g., the so-called shape coexistence phenomena. The generator coordinate method
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(GCM) constructs a linear superposition of many diﬀerent wave functions and is classiﬁed as a
part of beyond the mean-ﬁeld method. GCM is a simple and ﬂexible variational method and
can address a wide range of collective phenomena as well as provide both excitation spectra and
transition strengths to be compared with experimental data. The generator coordinate method
provides a way to understand the connection between phenomenological models and microscopic
descriptions for collective motions. This method has rapidly become a popular tool in nuclear
structure studies in recent years, for instance, GCM with Skyrme energy density functionals [91,
75], with the density-dependent Gogny force [92, 93], and with relativistic density functionals [94,
95]. In this work, the GCM is employed to perform conﬁguration mixing calculations of angular
momentum and particle number projected mean-ﬁeld wave functions. This framework is also
called multi-reference covariant density functional theory (MR-CDFT).
2.3.1 The Hill-Wheeler-Griﬃn equation
The generator coordinate method (GCM) is based on the assumption that the GCM state jni is
written as a superposition of the generating functions j(q)i, which are labeled by the parameter
q, that is,
jni =
X
q
Fn(q)j(q)i; (2.53)
where n labels the diﬀerent eigenstates of H^. The parameter q is referred to as a generator
coordinate.
In this work, the generating functions and the generator coordinate are projected mean ﬁeld
wave functions and the quadrupole moment q, respectively. Thus, the wave function of nuclear
states are constructed as a superposition of quantum-number projected mean ﬁeld states with
diﬀerent quadrupole deformation q,
jIMn i =
X
K;q
F IKn (q)P^
I
MK P^
N P^Z j(q)i: (2.54)
The weight function F IKn (q) is assumed to be a well behaved function of the variable q and is
determined by requiring that the enery expectation value
EIMn =
hIMn jH^jIMn i
hIMn jIMn i
; (2.55)
be stationary with respect to an arbitrary variation, i.e.,
EIMn
F IKn
= 0. This leads to the Hill-
Wheeler-Griﬃn equation [96]X
K0;q0
HIKK0(q; q0)  EnIN IKK0(q; q0)F IK0n (q0) = 0: (2.56)
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where the norm kernel N I(q; q0) and the Hamiltonian kernel HI(q; q0) are given by,
N IKK0(q; q0) =h(q)jP^ IKK0P^N P^Z j(q0)i; (2.57a)
HIKK0(q; q0) =h(q)jH^P^ IKK0P^N P^Z j(q0)i; (2.57b)
respectively. Substituting the particle number projector (2.46) and the angular momentum
projector (2.50) into Eq.(2.57), those kernels read
OIKK0(q; q0) =
2I + 1
82
Z
d
DIKK0(
)
Z 2
0
e iN'N
2
d'N
Z 2
0
e iZ'Z
2
d'Z
 h(q)jO^eiN^'N eiZ^'Z R^(
)j(q0)i; (2.58)
where O^ stands for 1 and H^ for the norm kernel and the Hamiltonian kernel, respectively. The
energy overlap h(q)jH^eiN^'N eiZ^'Z R^(
)j(q0)i in the Hamiltonian kernel is taken to be the
same functional form as in the nuclear mean-ﬁeld energy Eq.(2.34) but with replacements of
the densities and currents with mixed ones, that is, oﬀ-diagonal components of the density and
current matrices [97]:
~q;q
0
ij (
) =
h(q)jcyjcieiN^'N eiZ^'Z R^(
)j(q0)i
h(q)jeiN^'N eiZ^'Z R^(
)j(q0)i
: (2.59)
Notice that, since the projected mean-ﬁeld states do not form an orthogonal basis and the
weights F IKn () in Eq. (2.54) are not orthogonal functions, F IKn () cannot be taken as weights
of the state j(q)i in the state jIMn i. It is therefore convenient to construct a set of orthonormal
collective wave functions gIMn as [81]
gIKn (q) =
X
q0
N IKK01=2(q; q0)F IK0n (q0): (2.60)
Notice that the modulus square of gIKn (q) does not represent the probability to ﬁnd the state
with deformation q in the GCM state. However, in the case of the axial symmetric state, gIKn (q)
provides a good indication about the dominant conﬁgurations in the GCM state.
We apply the GCM calculation to 12C and show the low-lying spectrum in Fig. 2.3 (see
also Fig. 2.2), in comparison with the experiment data [98, 99]. One can see that the low-lying
spectrum is reproduced rather well with this GCM+RMF calculation, although the excitation
energies are systematically overestimated.
The distribution of the collective wave functions gIn() for the three lowest states with I =
0; 2; 4, and 6 are displayed in Fig. 2.4. The ground state of 12C is dominated by the spherical
conﬁguration. The collective wave functions and the energy spectrum indicate that there is a
coexistence of an anharmonic spherical vibrator and an oblate deformed band at low excitation
energies of 12C. Both structures are not pure and distorted by their strong mixing. The high-lying
0+3 ; 2
+
3 and 4
+
2 states seem to form a rotational band dominated by the 3-linear conﬁguration,
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in which the collective wave functions are much extended to a large deformation region. Similar
rotational band corresponding to a 4-linear conﬁguration has also been found in the high-lying
states of 16O [100].
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Fig. 2.3 The spectrum of 12C obtained with the GCM with the PC-F1 interaction. The excitation
energies are given in units of MeV. The experimental data are taken from Refs. [98, 99].
2.3.2 Transition density between GCM states
The reduced transition density from the initial state jIiMinii to the ﬁnal state jIfMfnf i can
be calculated with the wave function of GCM state [101, 102]. For axially deformed states, it is
given as follows (see Appendix B for the derivation):

nf IfniIi
;V (r) = I^
 1
i hnfIf jj^V (r)YjjniIii
= ( 1)Ii If I^
2
f
I^2i
X
;0
F
If
nf ()F
Ii
ni(
0)
X
K
hIf0KjIiKi

Z
dr^Y K(r^)h()j^V (r)P^ IiK0P^N P^Z j(0)i; (2.61a)

nf IfniIi
;S (r) = I^
 1
i hnfIf jj^S(r)YjjniIii
=( 1)Ii If I^
2
f
I^2i
X
;0
F
If
nf ()F
Ii
ni(
0)
X
K
hIf0KjIiKi

Z
dr^Y K(r^)h()j^S(r)P^ IiK0P^N P^Z j(0)i; (2.61b)
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Fig. 2.4 The collective wave functions gIn [cf. Eq.(2.60)] for the ﬁrst three states in 12C with
spin-parity of 0+; 2+; 4+ and 6+ as functions of deformation parameter .
where the notation I^ =
p
2I + 1 is introduced for simplicity. The vector and scalar density
operators are deﬁned as
^V (r) =
AcX
i=1
(r   ri); ^S(r) =
AcX
i=1
(r   ri)0N ; (2.62)
where Ac is the mass number of the nucleus.
Figures 2.5 (a), (b) and (c) show the vector (the solid lines) and scalar (the dashed lines)
transition densities 0 in the low-lying yrast states (n = 1) of
12C for the multipolarity  = 0; 2,
and 4, respectively. The vector 000 (r) is nothing but the total nucleon density for the 0
+
1 ground
state multiplied by a factor
p
4. It is shown that the transition density 0 decreases by one
order-of-magnitude as  increases from 0 to 2, and from 2 to 4. Besides, we also plot the
transition densities 22 (Fig. 2.5(d)) with  = 0; 2, and 4, 
24
 (Fig. 2.5(e)) with  = 2; 4, and 6,
and 26 (Fig. 2.5(f)) with  = 4; 6, and 8. Notice that the vector and scalar transition densities
are similar to one another.
2.3.3 Form factor in electron scattering
Using the transition densities presented in the previous section, the form factor F(q) for electron
scattering with an angular momentum transfer  and the momentum transfer q = jkf   kij is
given by the following relation [101],
F(q) =
p
4
Z
Z 1
0
drr2
nf IfniIi
;ch (r)j(qr); (2.63)
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Fig. 2.5 The vector transition density, nf IfniIi;V , given by Eq. (2.61a), and the scalar transition
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scalar transition densities.
where j(qr) is the spherical Bessel function. Here, the 
nf IfniIi
;ch (r) is the charge transition
density, which can be calculated from the convolution of the proton vector transition densities
with a Gaussian form factor for a ﬁnite proton size [61],

nf IfniIi
;ch (r) =

1
a
p

3 Z
dr0exp

 (r   r
0)2
a2


nf IfniIi
;Vp
(r0); (2.64)
with a =
p
3=2hr2i1=2p = 0:65 fm.
The calculated charge form factors for 12C are shown in Fig. 2.6 and are compared with the
experiment data. One can see that the form factors F(q) are in rather good agreement with the
data except for the underestimation of the elastic form factor after the ﬁrst minimum, as was
found also in the recent studies for 12C [106] and 24Mg [107] based on the Skyrme forces. This
may be because the spreading of the collective wave function in quadrupole deformation space
is somewhat overestimated in the calculations, decreasing the weights of the large-q components
of the transition density [106, 107].
The charge form factors for the interband transitions between the two bands with n = 1 and
n = 2 in 12C are shown in Figs. 2.6(d)-(f). The inelastic form factor F0(q) corresponding to the
transition from the 0+1 to the 0
+
2 states is signiﬁcantly underestimated in the high-q region beyond
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Fig. 2.6 The charge form factor for 12C for the transition from the ground state to (a) the ground
state, (b) the excited 2+1 state, and (c) the excited 4
+
1 state calculated with the GCM method
with the PC-F1 force. The ﬁgure also shows those for the transition between the two bands with
n = 1 and n = 2 (d)-(f). These are compared with the available data [103–105]. R on the top
panel is the root-mean-square charge radius of 12C.
the ﬁrst minimum. This is because the 0+2 state is the Hoyle state with dilute 3 structure, which
is beyond the model space of the present calculation.
2.3.4 Charge radius
In the GCM, the proton radius for the nI state can be calculated as
hr2pinI =
1
Z
X
;0
F In()F
I
n(
0)hnIjjer2jjnIi: (2.65)
Then the charge radius, which is a fundamental property of the atomic nucleus and can be
measured by electron scattering, reads
hr2chi1=2 =
q
hr2pinI + 0:64(fm2): (2.66)
The calculated charge radii of 12C are shown in Table 2.2. The charge radius of 12C for the
ground state by the present GCM calculation is 2.57 fm, which is larger than the empirical value
of 2.47 fm. This trend is consistent with the calculated charge form factor shown in Fig. 2.6(a).
The -cluster model calculation gives the charge radius of 0+1 state to be 2.54 fm [108]. For the
0+2 state, our calculated charge radii is 2.69 fm in comparison with other model calculations, such
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as 3.27 fm by the antisymmetrized molecular dynamics [109], 3.38 fm by the fermionic molecular
dynamics [108] and 3.83 fm by the alpha-condensation model [110].
Table 2.2 Charge radii of the ground and excited states of 12C. The experimental data is taken
from Ref. [111].
In Exp. (fm) GCM(PC-F1) In Exp. GCM(PC-F1)
0+1 2.47 2.57 0
+
2 2.69
2+1 2.65 2
+
2 2.71
4+1 2.71 4
+
2 3.49
2.3.5 Electric multipole transition strengths
The multipole transition matrix elements, which are related to the vector transition density
(2.61a), can be calculated directly in the laboratory frame as
M
nf IfniIi
 =
Z
drr+2
nf IfniIi
;V (r)
=
1p
2Ii + 1
X
;0
F
If
nf (
0)F Iini()hnfIf jjQ^jjniIii; (2.67)
where the multipole operator is given as Q^M =
P
i r

i YM (r^i).
The reduced transition matrix element hnfIf jjQ^jjniIii is related to the proton vector tran-
sition density as
hnfIf jjQ^jjniIii = I^i
Z
drr2
nf IfniIi
;V (r): (2.68)
The electric transition strength is then given by
B(E; Ii; ni ! If ; nf ) = jeMnf IfniIi;p j2: (2.69)
Table 2.3 shows the calculated transition strengths for 12C. One can see that the E2 transition
strengths of the low-energy states are reproduced rather well. The electric monopole transition
matrix element jM(E0 : 0+2 ! 0+1 )j = 4:12 efm2 is in good agreement with the results (4:5 0:2
efm2) of the recent conﬁguration mixing calculation based on a Skyrme force [106]. This value
should be compared with the experimental data jM(E0 : 0+2 ! 0+1 )j = 5:4(2) efm2 [112].
Table 2.3 The calculatedB(E2) and jM(E0)j for 12C with the GCM calculations. The experiment
data are taken from Refs. [112, 113].
Transitions Exp. GCM(PC-F1)
B(E2 : 2+1 ! 0+1 ) (e2 fm4) 7:6(4) 6:62
B(E2 : 4+1 ! 2+1 ) (e2 fm4) 14:60
B(E2 : 2+2 ! 0+2 ) (e2 fm4) 6:65
B(E2 : 2+1 ! 0+2 ) (e2 fm4) 2:6(4) 2:93
jM(E0 : 0+2 ! 0+1 )j (e fm2) 5:4(2) 4:12
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Chapter 3
N eﬀective interaction
3.1 Introduction
In order to extend the beyond mean-ﬁeld approach presented in the previous chapter to hypernu-
clei, we need a hyperon-nucleon interaction. The understanding of hyperon-nucleon interaction
may provide rich information on baryon-baryon interaction. Hypernuclei, consisting of one or
more hyperons bound within a nucleus, have been used as a natural laboratory to study hyperon-
nucleon and hyperon-hyperon interactions [114–120]. The  particle is weakly bound in nuclear
medium [121] and the empirical -nuclear spin-orbit coupling is quite weak compared to that of
a nucleon in the nucleus [121]. Many theoretical attempts have been done to understand this
small spin-orbit splitting in -hypernuclei [3, 122–125].
From the viewpoint of the quark model, N interactions are treated at quark level (udd,
uud, uds for proton, neutron and  hyperon, respectively.). Because the couplings of s-u and
s-d quarks are suppressed, the N interaction should be 2=3 of that in NN interactions [3].
In the meson exchange picture, Brockmann and Weise were the ﬁrst who derived the N
interaction by taking into account the 2 and 3 exchanges and their correlations [126]. They
constructed the N interaction in the isoscalar-scalar and isovector-vector channels with a re-
duction factor of about 1=3 of the corresponding NN interaction. Taking into account the
tensor coupling gives larger values of the meson couplings and consistent with SU(3). The tensor
coupling for  is much stronger than that for nucleon and has turned out to be important to
reproduce a small hyperon spin-orbit splitting in  hypernuclei [124].
As in the NN interaction, an eﬀective N interaction has been used in shell model, clus-
ter model, AMD and mean-ﬁeld theories to study the properties of  hypernuclei. These N
interactions include the eﬀective N interaction derived from G-matrix, density-dependent -
nuclear interaction derived from chiral SU(3) eﬀective ﬁeld theory [127, 128], and Skyrme-type
N interactions [129].
In this chapter, we will brieﬂy review the N eﬀective interactions for the relativistic point
coupling (RPC) energy density functional which we shall employ. Relativistic mean-ﬁeld models
generate the spin-orbit coupling by the coherent interplay of scalar and vector mean ﬁelds.
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3.2.1 From EDF to N eﬀective interaction
As in the case for NN interaction given by Eq.(2.1), in the relativistic point-coupling model, the
Lagrangian for N interaction is constructed as [130]:
L Nint =: L
N
4f +L
N
der +L
N
ten :; (3.1)
with
L N4f =  NS (  N N )(   )  NV (  N N )(   ); (3.2a)
L Nder =  NS (@  N N )(@   )  NV (@  N N )(@   ); (3.2b)
L Nten =  NT (   )(@  N N ): (3.2c)
The four-fermion point coupling term L N4f is the leading order of zero-range approximation to
the meson exchange interaction and is made up of the operator of scalar and vector densities.
The derivative terms L Nder simulate to some extent the ﬁnite-range character of N interaction
and these terms are expected to be more pronounced in light hypernuclei [131]. The vector-
meson-like tensor coupling term L Nten simulates the -! tensor coupling
f!
2m
(   )(@!).
According to the quark model, the ratio of N -! tensor-to-vector coupling constants, fN!=gN!, is
 0:09 [132], which may justify an omission of the tensor coupling terms for nucleons. In contrast,
the ratio of -! tensor-to-vector coupling constants, f!=g!, is given as  1 [132]. This makes
the tensor coupling terms signiﬁcantly important for  hypernuclei, especially to reproduce the
smallness of spin-orbit splittings in  single-particle spectra.
The energy functional for the N interaction in the mean-ﬁeld and no-sea approximations is
given by:
E
(N)
int [] =
Z
dr
h
NS S(r)

S(r) + 
N
V V (r)

V (r) + 
N
S S(r)

S(r)
+ NV V (r)

V (r) + 
N
T 

T (r)V (r)
i
: (3.3)
Here S , V and T are the scalar, the vector and the tensor densities deﬁned as:
S(r) =
AcX
i=1
 i(r) i(r); 

S(r) =
 (r) (r); (3.4a)
V (r) =
AcX
i=1
 yi (r) i(r); 

V (r) =  
y
(r) (r); (3.4b)
T (r) =r  (  (r)i (r)): (3.4c)
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Taking the second functional derivative of Eq. (3.3) with respect to the densities [81],
V^ N(r; ri) =
2E
(N)
int []
V (r)V (ri)
(3.5)
we obtain the following form for the N eﬀective interaction
V^ N = V^ NS + V^
N
V + V^
N
Ten ; (3.6)
where the scalar, vector and tensor types of coupling terms read
V^ NS (r; ri) =
N
S 
0
(r   ri)0N + NS 0
h  r2(r   ri) + (r   ri) !r2 + 2  r  (r   ri) !ri0N ;
(3.7a)
V^ NV (r; ri) =
N
V (r   ri) + NV
h  r2(r   ri) + (r   ri) !r2 + 2  r  (r   ri) !ri; (3.7b)
V^ NTen (r; ri) =i
N
T 
0

h  r(r   ri) + (r   ri) !ri : (3.7c)
Here,
 !r and   r are understood to act on the right- and left-hand sides of the  hyperon coordi-
nates, respectively. Vice versa, Eq. (3.3) can be obtained from the above eﬀective N interaction
(see Appendix C).
3.2.2 N interaction parameter sets
Four parameter sets have been determined for the N interaction, Eq.(3.1), by ﬁtting to the
experimental data of  binding energies of hypernuclei from light to heavy mass region [130]. We
list these parameter sets, PCY-S1, PCY-S2, PCY-S3 and PCY-S4, in Table 3.1. Notice that the
PCY-S2 and PCY-S4 do not include the tensor and the derivative terms, respectively. Notice
also that the PCY-S3 was obtained by excluding the spin-orbit splitting of the 1p state of  in
16
O from the ﬁtting, and the strength of the tensor coupling is considerably smaller than that
in PCY-S1.
Table 3.1 Four parameter sets of relativistic point-coupling N interaction proposed in Ref. [130].
PCY-S1 PCY-S2 PCY-S3 PCY-S4
NS (MeV
 2)  2:0305 10 4  4:2377 10 5  2:0197 10 4  1:8594 10 4
NV (MeV
 2) 1:6548 10 4 1:4268 10 5 1:6449 10 4 1:4981 10 4
NS (MeV
 4) 2:2929 10 9 1:2986 10 9 2:3514 10 9  1:9958 10 10
NV (MeV
 4)  2:3872 10 9  1:3850 10 9  2:4993 10 9 0
NT (MeV
 3)  1:0603 10 7 0  4:082 10 9  5:5322 10 8
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3.3 Mean-ﬁeld approach for  hypernuclei
We now show the results of mean-ﬁeld calculations for hypernuclei using the point coupling N
interaction given by Eq.(3.1). Adding the energy of the core nucleus (Eq.(2.33)) with a replace-
ment of the center-of-mass correction with Ecm =  
X
=n;p;
hP^ 2 i
2mA
to the energy (Eq.(3.3)) due
to the additional , one obtains the total energy of a  hypernucleus in RMF-PC model. The
Dirac equations for nucleons and  hyperon are solved on harmonic oscillator basis with 10 major
shells. In the following, we adopt the PC-F1 force for the NN interaction and the PCY-S1 force
for the N interaction.
Figure 3.1 shows the potential energy surfaces for 25Mg,
27
Mg,
21
Ne and
31
Si hypernuclei
as a function deformation parameter  so obtained, where the notations s and p correspond
to putting the  particle in the lowest positive parity state and the lowest negative parity state,
respectively. The energy minimum of 25Mg and
21
Ne with s and p are slightly shifted to a
smaller and larger deformation, respectively, compared with that of 24Mg and 20Ne. For 26Mg,
s hyperon lowers down the barrier at the spherical shape, and the energy minima at prolate side
and oblate side are signiﬁcantly shifted to smaller deformation region. Moreover, the  hyperon
in the p-orbit inverts the energy ordering of the oblate and prolate minima in 26Mg. For 30Si, a
signiﬁcant change of the deformation parameter  of energy minimum is found by adding a 
hyperon. The s particle shifts the energy minimum from oblate side to spherical shape, while
p particle shifts the energy minimum to a larger oblate deformation. Similar conclusions are
also found in other calculations [43, 45, 133]. One can see that the potential energy surface of
27
Mg and
31
Si with s particle is much softer against deformation than that of
26Mg and 30Si,
respectively. This can also be seen in the potential energy surfaces in the (; ) plane, as shown
in Fig. 3.2. This implies that the shape ﬂuctuation eﬀect is more important in  hypernuclei
than in normal nuclei.
The density distribution of protons and neutrons in 30Si and 31sSi corresponding to the min-
imum of energy surface are shown in Fig. 3.3. One can see a central depression in the proton
density distribution in 31sSi at  = 0:0, similar to that predicted in “bubble” nucleus, in which
the density in the center vanishes or signiﬁcantly lower than the saturation density, 34Si [102].
We mention that the mean-ﬁeld approach provides an intuitive picture for nuclear deformation
and it is suitable for discussion of the shape polarization eﬀect associated with an additional 
hyperon. However, this method does not yield a spectrum and connections between the mean-
ﬁeld results and spectroscopic observables are not straight forward. To this end, one has to
transform the mean-ﬁeld results to the laboratory frame and also take into account the shape
ﬂuctuation eﬀect. In the next chapter, we will propose a novel method to realize this.
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Fig. 3.1 The mean-ﬁeld potential energy surfaces for hypernuclei obtained as a function of de-
formations parameter . The PC-F1 for NN interaction and PCY-S1 force for N interaction
are used. The energy surfaces for hypernuclei are shifted by a constant amount as indicated in
each panel. s and p indicate putting the  particle in the lowest positive parity state and the
lowest negative parity state, respectively.
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Fig. 3.2 The potential energy surfaces in the (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27
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pSi (f). The energies are normalized to the global minimum. The contour lines
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Fig. 3.3 Proton and neutron density distributions at the mean-ﬁeld minimum for 30Si and 31sSi
(in fm 3). These are plotted in the y   z plane at x = 0:35 fm.
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Chapter 4
Microscopic particle-rotor model
We now propose the novel microscopic particle-rotor model based on the beyond mean-ﬁeld
approach. To this end, we ﬁrst consider the traditional particle-rotor model and extend it to the
microscopic version.
4.1 Particle-rotor model
4.1.1 Rigid rotor
In classical mechanics, it is know that the degrees of freedom of a rigid rotor are the three
Euler angles 
 = (; ;  ), which are used to deﬁne the orientation of the body-ﬁxed axes in the
laboratory frame. The classical kinetic energy of the rotating rigid rotor body, with the center
of mass ﬁxed at the center of coordinates, is
E =
3X
i=1
I2i
2Ji (4.1)
where Ii is the i-th body-ﬁxed angular momentum component and Ji is the moment of inertia
about the i-th axis, which is related to the angular momentum Ii and the angular frequency !i
as Ji = Ii
!i
.
The rigid rotor model regards a deformed nucleus as a compact entity. In quantum mechanics,
the nucleus has rotational symmetries, and the system can be deformed only in the intrinsic frame.
But in the laboratory frame, there is no way to distinguish one of these directions from another,
i.e., the angular moment I is conversed in the laboratory frame. Notice that a spherical nucleus
does not have rotational excitations and an axially symmetric deformed nucleus cannot rotate
around the axis of symmetry.
Corresponding to Eq.(4.1), the Hamiltonian for a rigid rotor can be expressed in terms of
three diﬀerent moments of inertia:
H^ =
3X
i=1
I^2i
2Ji : (4.2)
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We will assume that the rigid rotor has axial symmetry about the 3-axis, then moments of inertia
about 1-axis and 2-axis are the same J1 = J2 = J and the angular momentum I projected onto
the body-ﬁxed 3-axis I3 is conserved because a nucleus cannot rotate around the axis of symmetry.
Then the Hamiltonian for a rigid rotor is given by
H^ =
I^21 + I^
2
2
2J =
I^
2   I^23
2J : (4.3)
Since the energy of the nucleus does not depend on its orientation in space, the quantum state
for the nucleus can be label by the laboratory-ﬁxed operators I^
2
and I^z, which corresponds to
quantum numbers I andM , respectively, with the eigenvalues of ~2I(I+1) andM~, respectively.
For a nucleus with axially symmetric about the body-ﬁxed 3-axis, I^3 is also a good quantum
number corresponding to the quantum number K, which can be also used to label the rotational
states. The relation between the angular momentum I and its projections are shown in Fig. 4.1.
3
z
I
K
M
(laboratory fixed)
(body fixed)
axis of symmetry
Fig. 4.1 The relation among the total angular momentum I, its projection onto the laboratory
z axis Iz (M), and its projection onto the body-ﬁxed 3-axis I3 (K).
The energy of the axially symmetric deformed nucleus corresponding to the Hamiltonian Eq.
(4.3) can be written as:
E(I;K) =
~2[I(I + 1) K2]
2J : (4.4)
Notice that the quantum number K is zero for the ground state rotational band for even-even
nuclei and the total angular momentum I has to be even because of the requirement of the
symmetries for a rigid rotor. The normalized wave functions are therefore given by
IMK(
) =
r
2I + 1
82
DIMK(
); I = 0; 2; 4; :::; M =  I; :::;+I; K = 0 (4.5)
with eigenenergies of
E(I) =
~2I(I + 1)
2J : (4.6)
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4.1.2 Particle-rotor model
In order to describe a system with a valence particle with a deformed core nucleus, the particle-
rotor model was ﬁrstly proposed by Bohr and Mottelson[134]. This model describes the inter-
play between the valence particle and the collective rotational core. This model provides an
approximate description for many properties of the low-lying bands in odd mass nuclei, which is
composed of a valence nucleon and an even-even core. The particle-rotor model has been recently
used also to study the structure of odd-mass neutron-rich nuclei, for instance, 11Be [135, 136],
15;17;19C [137], and 31Ne [138]. In these calculations, the motion of a valence particle is coupled
to the rotational motion of a deformed core nucleus, which is usually described by the rigid rotor
model with Wigner D functions, and the Pauli principle between the valence nucleon and the
nucleons in the core nucleus is treated approximately.
The Hamiltonian for this system includes two parts, the intrinsic part Hintr describing the
valence particle and the rotor part Hcoll for the core nucleus[81]:
H^ = H^intr + H^coll: (4.7)
The intrinsic part includes the kinetic energy of the valence particle and the interaction between
the valence particle and the nucleons inside the core, that is,
H^intr = T^ +
X
i
V^ (r; ri): (4.8)
The collective part which describes the rotation of the core is given by
H^coll =
I^21
2J1 +
I^22
2J2 +
I^23
2J3 : (4.9)
The total angular momentum of the system J is given by
J = I + j; (4.10)
where I is the collective angular momentum of the core and j is the angular momentum of the
valence particle. The total wave function of the system can be written as
	JM (r) =
X
j;`;I
Rj`I(r)F
JM
j`I (r^;
); (4.11)
where
F JMj`I (r^;
) =[Yj`(r^)
 IMIK(
)](JM)
=
X
mMI
hjmIMI jJMiYj`m(r^)IMIK(
) (4.12)
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is the spin-angular wave function, constructed by coupling spin-angular wave functions of the
valence particle Yj`m to the rotational wave function IMIK(
) of the rigid rotor. For symmetric
rotor, IMIK(
) is given by Eq.(4.5).
4.2 Microscopic particle-rotor model
In a spirit very similar to the conventional particle-rotor model described in the previous section,
we here propose a novel microscopic particle-rotor model (MPRM) for a single- hypernucleus,
which consists of a  hyperon and an even-even core nucleus. In contrast to the conventional
particle-rotor model, the low-lying states of the nuclear core are constructed microscopically,
which are described by the beyond mean-ﬁeld approach (see Chapter 2); that is, the GCM
based on the RMF approach supplemented with the particle number and the angular momentum
projections. Moreover, the Pauli principle between the valence  hyperon and the nucleons in
the core nucleus is absent in -hypernuclei.
4.2.1 Wave functions
Fig. 4.2 A schematic picture of the microscopic particle-rotor model for  hypernucleus in the
laboratory frame, in which r denotes the coordinate of the  hyperon. In this approach, the
low-lying states of the nuclear core are described microscopically with the GCM method.
In the MPRM, the valence  hyperon couples to low-lying states of a nuclear core in the
laboratory frame, as illustrated in a schematic picture of Fig. 4.2. Then the wave function of the
whole  hypernucleus with the angular momentum J is constructed as
	JM (r; frig) =
X
n;j;`;I
Rj`nI(r)F
JM
j`nI(r^; frig); (4.13)
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with
F JMj`nI(r^; frig) =[Yj`(r^)
 nI(frig)](JM)
=
X
mMI
hjmIMI jJMiYj`m(r^)nIMI (frig) (4.14)
where r and ri are the coordinates of the  hyperon and the nucleons, respectively. Here,M is the
projection of the angular momentum J onto the z-axis in the laboratory frame. jnIi is the wave
functions of the low-lying states of the nuclear core, where I represent the angular momentum of
the core state and n = 1; 2; : : : distinguish diﬀerent core states with the same angular momentum
I. The core states jnIi are constructed with the quantum-number projected GCM approach,
which has been introduced in Chapter II (see Eq.(2.54)). Yj`m(r^) is the spin-angular wave
function for the  hyperon, which is described by the spinor spherical harmonics,
Yj`m(r^) =
X
mlms
hlml 1
2
msjjmiYlml(; ')ms ; (4.15)
where Ylml(; ') is the spherical harmonic and ms is the spin wave function (see Appendix D).
For convenience, hereafter we introduce a shorthanded notation k = fj`nIg to represent diﬀerent
channels. In Eq. (4.13), Rk(r) is the radial wave function for the -particle. In the relativistic
approach, it is given as a four-component Dirac spinor
Rk(r) =
 
fk(r)
igk(r)  r^
!
: (4.16)
The probability Pk of the channel k in the hypernuclear state 	JM is determined by the radial
wave function Rk(r)
Pk =
Z
r2dr jRk(r)j2 =
Z
r2dr
jfk(r)j2 + jgk(r)j2 :
The radial wave function is normalized as
X
k
Pk = 1.
We assume that the Hamiltonian H^ for the whole  hypernucleus is given as (see Eqs.(4.7)
and (4.8))
H^ = T^ + H^c +
AcX
i=1
V^ N(r; ri): (4.17)
Here T^ =  i  r + 0m is the relativistic kinetic energy of  hyperon, where m is the
mass of  particle, and  and 0 are the Dirac matrices. H^c is the many-body Hamiltonian for
the core nucleus, with which the core state jnIi satisﬁes H^cjnIi = EnI jnIi. The last term
in Eq. (4.17) represents the interaction term between the valence  particle and the nucleons in
the core nucleus, where Ac is the mass number of the core nucleus. The N interaction term is
chosen as the contact coupling forms as shown in Eq.(3.7).
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Substituting the wave function Eq.(4.13) to the total Dirac equation, H^j	JM i = EJ j	JM i,
leads to
n
  i  r + iNT 0
AcX
i=1
h  r(r   ri) + (r   ri) !ri + H^c+
0

m +
AcX
i=1
[NS (r   ri)0N + NS [
  r2(r   ri) + (r   ri) !r2 + 2  r  (r   ri) !r ]0N ]
	
+
AcX
i=1
[NV (r   ri) + NV [
  r2(r   ri) + (r   ri) !r2 + 2  r  (r   ri) !r ]
oX
k
Rk(r)F
JM
k (r^; frig)
= EJ
X
k
Rk(r)F
JM
k (r^; frig): (4.18)
For simplicity, we deﬁne
V^ (r) =
AcX
i=1
n
NV (r   ri) + NV [
  r2(r   ri) + (r   ri) !r2 + 2  r  (r   ri) !r ]
o
; (4.19)
S^(r) =
AcX
i=1
n
NS (r   ri)0N + NS [
  r2(r   ri) + (r   ri) !r2 + 2  r  (r   ri) !r ]0N
o
;
(4.20)
and
V^T (r) =
AcX
i=1
V^ NT (r; ri); with V^
N
T (r; ri)  NT
h  r(r   ri) + (r   ri) !ri: (4.21)
The equation (4.18) then becomesn
  i  r + iV^T   + 0[m + S^] + H^c + V^   EJ
oX
k
Rk(r)F
JM
k (r^; frig) = 0 (4.22)
with  =
 
0 
 0
!
, 0 =  =
 
I 0
0  I
!
and  =  =
 
0 
  0
!
.
Substituting Eq.(4.16) into the above equation, we obtain
X
k
 
m + S^ + V^   EJ + EnI   p+ iV^T  
  p  iV^T    m   S^ + V^   EJ + EnI
! 
fk(r)
igk(r)  r^
!
F JMk (r^; frig) = 0;
(4.23)
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from which we obtain two coupled equationsX
k
n
[m + S^ + V^   EJ +EnI ]fk(r) + [  p+ iV^T  ][igk(r)  r^]
o
F JMk (r^; frig) = 0
(4.24)X
k
n
[  p  iV^T  ]fk(r) + [ m   S^ + V^  EJ + EnI ][igk(r)  r^]
o
F JMk (r^; frig) = 0:
(4.25)
Notice that with the relation of (  r^)Yjlm =  Yj~lm; (  r^)Yj~lm =  Yjlm and ^Yjlm =
 Yjlm; ^Yj~lm = Yj~lm (see Appendix D), one has
(  p)[igk(r)  r^]F JMk =

d
dr
    1
r

gk(r)[Yj`(r^)
 nI(frig)](JM) (4.26)
(  p)fk(r)F JMk = i

d
dr
+
+ 1
r

fk(r)[Yj ~`(r^)
 nI(frig)](JM): (4.27)
In order to obtain the radial wave function Rk(r) given by Eq. (4.16) and the energy EJ for each
hypernuclear low-lying states, we multiply hF JMk j to the total equation, H^j	JM i = EJ j	JM i,
from the left and integrate it over r^ and frig. This leads to the following coupled-channels
equations,
d
dr
    1
r

gk(r) + (EnI   EJ)fk(r) +
X
k0
Ukk
0
T (r)gk0(r) +
X
k0
h
Ukk
0
V (r) + U
kk0
S (r)
i
fk0(r) = 0;
(4.28a)
d
dr
+
+ 1
r

fk(r)  (EnI   2m   EJ)gk(r) 
X
k0
Ukk
0
T (r)fk0(r) 
X
k0
h
Ukk
0
V (r)  Ukk
0
S (r)
i
gk0(r) = 0;
(4.28b)
where  is deﬁned as  = ( 1)j+`+1=2(j+1=2). In these coupled-channel equations, the coupling
potentials between diﬀerent channels are given by
Ukk
0
S (r) hF JMjlnI j
AcX
i=1
V^ NS (r; ri)jF JMj0l0n0I0i; (4.29a)
Ukk
0
V (r) hF JMjlnI j
AcX
i=1
V^ NV (r; ri)jF JMj0l0n0I0i; (4.29b)
Ukk
0
T (r) hF JMjlnI j
AcX
i=1
V^ NT (r; ri)  jF JMj0~l0n0I0i: (4.29c)
In order to solve the equations, the large fk(r) and small gk(r) components of the Dirac
spinors, Eq.(4.16), are expanded in terms of the radial function Rl(r) of a spherical harmonic
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oscillator, that is,
fk(r) =
f
(k)
maxX
=1
FkR
k
l(r); (4.30a)
gk(r) =
g
(k)
maxX
=1
GkR
k
~l
(r): (4.30b)
The orbital angular momenta l and ~l are determined by angular momenta j and the parity  as
l =j +
1
2
; ~l = j   1
2
for  = ( )j+1=2 (4.31a)
l =j   1
2
; ~l = j +
1
2
for  = ( )j 1=2: (4.31b)
The coupled-channels equations (4.28a), (4.28b) are then transformed into a real symmetric
matrix equation,
X
0;k0
 
Akk
0
0 + V
kk0
0 + S
kk0
0 B
kk0
0 + T
kk0
0
Bkk
0
0 + T
kk0
0 C
kk0
0 + V
kk0
0   Skk
0
0
! 
F k
0
0
Gk
0
0
!
= EJ
 
F k
Gk
!
: (4.32)
The dimension of the matrix is
X
k
f (k)max+ g
(k)
max, where k represents diﬀerent channels. With the
multipole expansion for the  function in the coordinate space
(r   ri) = (r   ri)
rri
X
;
Y(r^)Y

(r^i); (4.33)
the matrix elements in Eq. (4.32) are given by
Akk
0
0 =hRkl(r)jEnI jRk
0
0l0(r)ik;k0 (4.34a)
Bkk
0
0 =hRkl(r)j
d
dr
    1
r
jRk0
0~l0(r)ik;k0 (4.34b)
Ckk
0
0 =hRk~l(r)j(EnI   2m)jRk
0
0~l0(r)ik;k0 (4.34c)
V kk
0
0 =hRkl(r)jUkk
0
V (r)jRk
0
0l0(r)i
=( 1)j0+I+J
X

(
J I j
 j0 I 0
)
hj`jjYjjj0`0i
Z
r2dr%nIn
0I0
;V (r)

n
NV R
k
l(r)R
k0
0l0(r) + 
N
V

1
r2
d
dr
(r2
d
dr
)  (+ 1)
r2
 h
Rkl(r)R
k0
0l0(r)
io
(4.34d)
Skk
0
0 =hRkl(r)jUkk
0
S (r)jRk
0
0l0(r)i
=( 1)j0+I+J
X

(
J I j
 j0 I 0
)
hj`jjYjjj0`0i
Z
r2dr%nIn
0I0
;S (r)

n
NS R
k
l(r)R
k0
0l0(r) + 
N
S

1
r2
d
dr
(r2
d
dr
)  (+ 1)
r2
 h
Rkl(r)R
k0
0l0(r)
io
(4.34e)
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and
T kk
0
0 =hRkl(r)jUkk
0
T (r)jRk
0
0~l0(r)i
=  NT ( 1)j+I
0+J
X

(
J I j
 j0 I 0
)Z
r2dr%nIn
0I0
;V (r)

nhdRkl(r)
dr
+
+ 1
r
Rkl(r)
i
Rk
0
0~l0(r)hj ~`jjYjjj0 ~`0i
+
hdRk0
0~l0
(r)
dr
  
0   1
r
Rk
0
0~l0(r)
i
Rkl(r)hj`jjYjjj0`0i
o
: (4.35)
See Appendices E.1 and E.2 for the derivation of the matrix elements of the vector derivative
coupling term and the tensor coupling term of Eqs. (4.34d) and (4.35), respectively.
The reduced vector %nIn0I0;V (r) and scalar %
nIn0I0
;S (r) transition densities between the nuclear
state jn0I0i and the state jnIi of the core are deﬁned as
%nIn
0I0
;V (r) = hnIjj
AcX
i=1
(r   ri)
rir
Y(r^i)jjn0I 0i; (4.36a)
%nIn
0I0
;S (r) = hnIjj
AcX
i=1
0i
(r   ri)
rir
Y(r^i)jjn0I 0i; (4.36b)
which are related to the transition densities nIn0I0;V (r) and 
nIn0I0
;S (r) deﬁned in section (2.3.2) by
%nIn
0I0
;V (r) = I^i
nIn0I0
;V (r); %
nIn0I0
;S (r) = I^i
nIn0I0
;S (r): (4.37)
A simple approximation to MPRM is to restrict the -hyperon to a speciﬁc orbit (l; j) coupled
to a single core state (n; I), which means that k = fjlnIg has a deﬁnite value and so we call
it a single-channel calculation. In this case, the summation in Eq.(4.13) is absent, and the
coupled-channels equations Eqs. (4.28a) and (4.28b) become
d
dr
    1
r

gk(r) + U
kk
T (r)gk(r) + (EnI   EJ)fk(r) +
h
UkkV (r) + U
kk
S (r)
i
fk(r) = 0; (4.38)
d
dr
+
+ 1
r

fk(r)  UkkT (r)gk(r)  (EnI   2m   EJ)gk(r) 
h
UkkV (r)  UkkS (r)
i
gk(r) = 0:
(4.39)
In the single-channel calculation, only the diagonal couplings are present. The matrix equation
(4.32) then becomes
X
0
 
Akk0 + V
kk
0 + S
kk
0 B
kk
0 + T
kk
0
Bkk0 + T
kk
0 C
kk
0 + V
kk
0   Skk0
! 
F k0
Gk0
!
= EJ
 
F k
Gk
!
: (4.40)
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4.2.2 Electric quadrupole transition strengths between hypernuclear states
The electric quadrupole (E2) transition strength from an initial state jJii to a ﬁnal state jJf i in
 hypernuclei is given by
B(E2; Ji ! Jf ) = 1
2Ji + 1
hJf jjQ^2jjJii2 ; (4.41)
where Q^2 = e
X
i2p
r2i Y2(r^i) is the E2 operator. Notice that we use the bare charge in evaluating
the B(E2) strengths, that is, +e for protons and 0 for neutrons and a  particle, since our
microscopic calculations are in the full conﬁguration space. Substituting the wave function for
the hypernuclear states Eq.(4.13) to this equation, one ﬁnds the reduced matrix element to be
hJf jjQ^2jjJii =h
X
kf
Rkf (r)[Yjf lf (r^)
 nf If (frig)]Jf jjQ^2jj
X
ki
Rki(r)[Yjili(r^)
 niIi(frig)]Jii
=
X
ki;kf
Z
drr2Rykf (r)Rki(r)h[Yjf lf (r^)
 nf If (frig)]Jf jjQ^2jj[Yjili(r^)
 niIi(frig)]Jii:
With the relation of (see Eq. (7.1.8) in Ref. [87])
h0j01j2J 0jjT (k)jjj1j2Ji = ( 1)(j
0
1+j2+J+k)[(2J + 1)(2J 0 + 1)]1=2h0j01jjT (k)jjj1i
(
j01 J 0 j2
J j1 k
)
;
we have
h[Yjf lf (r^)
 nf If (frig)]Jf jjQ^2jj[Yjili(r^)
 niIi(frig)]Jii
= jf ji`f `i( 1)If+ji+Ji J^iJ^f
(
If Jf ji
Ji Ii 2
)
hnfIf jjQ^2jjniIii: (4.42)
Here, hnfIf jjQ^2jjniIii is the reduced E2 transition matrix element between the nuclear core states
jIf ; nf i and jIi; nii, which has been given by Eq. (2.68) with  = 2. Then the E2 transition
strengths in hypernucleus can be rewritten as
B(E2; Ji ! Jf ) = J^f 2

X
ki;kf
hRkf (r)jRki(r)ijf ji`f `i
(
If Jf ji
Ji Ii 2
)
hnfIf jjQ^2jjniIii

2
: (4.43)
4.2.3 Charge radius of hypernuclei
According to the deﬁnition of hypernuclear wave function (see Eqs.(4.13) and (4.14)),
	JM (r; frig) =
X
n;j;`;I
X
mMI
hjmIMI jJMiRjlnI(r)Yj`m(r^)nIMI (frig) (4.44)
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the proton radius of hypernuclei can be calculated as
hr2piJ =
X
n;j;`;I
X
mMI
hjmIMI jJMi2hRjlnI(r)Yj`m(r^)jRjlnI(r)Yj`m(r^)ihr2pinI ; (4.45)
where hr2pinI is the proton radius of nI state for the core nucleus given by Eq.(2.65). With the
relation of
X
m1m2
hj1m1j2m2jJMi2 = 1, we have
hr2piJ =
X
n;j;`;I
Pj`Inhr2pinI : (4.46)
Then the charge radius of hypernuclear state with angular momenta J reads
hr2chi1=2J =
q
hr2piJ + 0:64(fm2): (4.47)
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Low-lying spectrum of  hypernuclei
Let us now apply the microscopic particle-rotor model (MPRM) systematically to study the low-
lying spectra of single- hypernuclei from light to heavy mass region, which include 13C,
9
Be,
21
Ne,
31
Si and hypernuclei of Sm isotopes. To this end, we will ﬁrst outline the procedure of the
MPRM calculations.
5.1 Calculation procedure
The MPRM calculations are composed of the following four steps:
(i) Self-consistent deformation constrained RMF+BCS calculation for an even-
even core nucleus:
In this step, a set of deformed mean-ﬁeld states j'()i with diﬀerent quadrupole deformation
 is generated (see section(2.1.8)). The Dirac spinor for each nucleon state is expanded on
the harmonic oscillator (HO) basis with Nsh = 10 major shells for 8Be, 12C ,20Ne and 30Si,
and with Nsh = 12 for Sm isotopes. The oscillator length parameter in the HO is chosen as
bx = by = bz =
p
~=m!0, where m is the nucleon mass and the oscillator frequency is determined
as ~!0 = 41A
 1=3
c MeV. We adopt the non-linear point-coupling EDF with the PC-F1 set for
the eﬀective nucleon-nucleon interaction. In order to study the parameter set dependence, we
also use the PC-PK1 set for 20Ne and 30Si. A density independent  force supplemented with
an energy-dependent cutoﬀ is used in the pairing channel for the nucleons. Axial symmetry and
time-reversal invariance are imposed in the mean-ﬁeld calculations.
(ii) MR-CDFT calculation for low-lying states of the nuclear core:
The wave functions nI and the energy EnI for the core state In as well as the transition density
between the states jnIi and jn0I 0i are obtained in this step (see section (2.2) and (2.3)).
(ii-1) Angular momentum and particle number projections
The mean-ﬁeld wave functions j'()i are projected onto a state with the proton number Z and
neutron number N as well as the angular momentum I. For the 8Be and 12C nuclei, the number
of mesh points for Euler angle  is chosen to be 14 in the interval [0; ], and the number of
gauge angle ' for the particle number projection is chosen to be 7. For 20Ne and 30Si as well as
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Sm isotopes, we enlarge the mesh points and use 16 and 9 for the angular momentum and the
particle number projections, respectively.
(ii-2) GCM calculation
Conﬁguration mixing calculations with projected mean-ﬁeld states is performed in this step to
take into account the ﬂuctuation eﬀect of collective coordinates. By solving the HWG equation,
Eq.(2.56), we obtain the energy and wave function of the core state In. With the wave functions
of nuclear core states so obtained, the transition densities, which are used to determine the
coupling potentials in the coupled-channels equations, are calculated according to Eq.(2.61).
(iii) Coupled-channels calculation for low-lying states of  hypernuclei:
With the coupling potentials so obtained, the coupled-channels equations, Eq.(4.28), are solved by
expanding the radial part of the hypernuclear wave function Rj`nI(r) on the spherical harmonic
oscillator basis with 18 major shells. The cutoﬀ of the core states ncut and of the core angular
momentum Icut are chosen as ncut = 1 and Icut = 4 for 8Be, ncut = 2 and Icut = 4 for 12C,
ncut = 2 and Icut = 6 for 20Ne and 30Si, ncut = 3 and Icut = 8 for Sm isotopes. From the
solutions of the coupled-channels equations, we construct the spectrum of hypernucleus and
calculate the B(E2) transition strengths between the hypernuclear states.
(iv) Projected energy curves for hypernuclei:
The potential energy curve for hypernuclei can be also calculated with a similar procedure by
ignoring the conﬁguration mixing in the core states, that is, by using the projected MF states
rather than GCM states.
The inter-relation among each step is illustrated in Fig. 5.1.
step (i)
RMF+BCS
step (ii-1)
projection (fixed  )
step (ii-1)+step (ii-2)
projection+ GCM
single-channel
step (iii)
coupled-channels
single-channel
• PES
• Spectrum
• BE2step (iii)
coupled-channels
step (iii)
step (iv)
core nucleus core nucleus +  particle
Fig. 5.1 Calculation procedures for microscopic particle-rotor model.
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5.2 Illustrative calculations for 13C
In this section, we will take 13C as an example to give an illustrative calculation for MPRM.
The low-lying states of the nuclear core 12C and the transition densities between the core states
have been discussed in section 2.3. We couple the  hyperon to those core states to carry out
the MPRM calculations. To this end, we use the PCY-S4 parameter set for the N interaction.
5.2.1 Projected potential energy surface of 13C
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Fig. 5.2 The potential energy surfaces of hypernucleus 13C obtained with the single-channel
calculation (the dot-dashed lines) and the coupled-channel (c.c) calculation (the solid lines) with
spin-parity of (a) J = 1=2+, (b) J = 1=2  and (c) J = 3=2  as a function of intrinsic
deformation . For comparison, the energy surface for the nuclear core 12C with spin-parity of
I = 0+ (the dashed lines) is also shown. The energy surfaces for 13C hypernuclei are shifted by
a constant amount as indicated in each panel.
As the ﬁrst step (step (i) and (ii-1) in section (5.1)), we construct the wave function of the
nuclear core state as the projected mean-ﬁeld state with the intrinsic deformation  as follow:
jIMI ()i = P^ IMIK P^N P^Z j'()i; (5.1)
where P IMIK and P^
N (Z) are the angular momentum projector and the neutron (proton) number
projector, respectively. The mean-ﬁeld wave functions j'()i with the intrinsic deformation 
are determined by the deformation constrained RMF calculation. In order to draw the potential
energy surface of 13C as a function of , the wave function of  hypernuclei is then constructed
as:
j	JM ()i =
X
j;`;I
RjlI(r;)F
JM
jlI (r; fr^ig) (5.2)
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Fig. 5.3 The potential energy surfaces of hypernucleus 13C for J
 = 1=2+ with theN interaction
scaled by a factor f as shown in the ﬁgure.
with
F JMjlI (r; fr^ig) =
X
mMI
hjmIMI jJMiYj`m(r^)IMI (): (5.3)
With this wave function, we obtain similar couple-channel equations as Eq.(4.28). Using the
solutions of the coupled-channels equations, we can then compute the hypernuclear energy curve
as EJ() = h	JM ()jH^j	JM ()i.
Figure 5.2 shows the energy EJ() for the J = 1=2+, 1=2  and 3=2  states in 13C as
a function of the intrinsic deformation  of the core nucleus 12C. The potential energy curves
obtained by solving the single-channel equations with only taking into account the ground state
of the nuclear core 0+1 are also shown for comparison (the dot-dashed lines). One can see that
the energy surfaces obtained with the single-channel calculation are systematically higher than
that with the coupled-channel calculations due to the absence of conﬁguration mixing.
The hypernuclear energy curve with spin-parity of 1=2+ has an oblate minimum with  =
 0:25 (see the red curve in Fig.5.2(a)), which is signiﬁcantly smaller than that of 12C of 0+ with
 =  0:27, indicating a smaller collectivity in 13C. In order to illustrate this point in a more
transparent way, the potential energy curves for 1=2+ with a scaled N interaction, i.e., the
PCY-S4 force multiplied by a scaling factor f (V^ N in Eq.(3.6) ! f  V^ N) are shown in Fig.
5.3 with f =0.5 and 1.5. It is shown that the N coupling strength have an inﬂuence on the
deformation of the energy minimum, i.e., the larger N coupling strength yield the smaller value
of jj of the energy minimum and the higher barrier at the spherical shape, indicating the larger
shrinkage eﬀect.
For J = 1=2  and J = 3=2 , the deformation at the oblate minimum is the same value
for both the conﬁgurations, i.e., (1=2 ) = (3=2 ) =  0:30 (see Figs. 5.2(b) and 5.2(c)).
Moreover, both the energy curves have a higher barrier at the spherical shape compared with
that of the core nucleus for I = 0+, from which one may expect a weaker shape mixing between
the prolate and oblate conﬁgurations.
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The main component of the 1=2+ (1=2 ) hypernuclear state of 13C is the  particle in s1=2
(p1=2) orbit coupled to the ground state 0+1 of
12C. This indicates that a  particle in the s
(p) orbit decreases (increases) the collectivity of 12C, which is consistent with the ﬁndings in
Refs.[38, 46].
5.2.2 Single-channel calculations
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Fig. 5.4 Low-lying states for 13C obtained with the single-channel calculation by restricting the
 particle in the s1=2, p1=2 and p3=2 orbits are shown in the columns (c) and (d), (e) and (f),
respectively. For comparison, the low-energy excitation spectrum of 12C is are also plotted in
the columns (a) and (b).
We next discuss the spectrum of 13C. Before we investigate the hypernuclear spectrum from
the full coupled-channels calculations, let us ﬁrst investigate the results of single-channel cal-
culations. The columns (c) and (d) in Fig. 5.4 show the results for the  particle in the s1=2
orbit, while the columns (e) and (f) show those in the p1=2 and p3=2 orbits, respectively. Here,
the columns (c) and (d) correspond to the  particle in the s1=2 orbit coupled to the ground
band (the column (a)) and the ﬁrst excitation band (the column (b)) of the core nucleus 12C,
respectively. The spectrum of 12C shown in the columns (a) and (b) is same as the column (b)
in Fig. 2.3.
According to the angular momentum coupling algebra, a  hyperon with angular momentum
(l; j) coupled to the core state with angular momentum I+ results in several hypernuclear states
J with jI   jj  J  I + j. The parity of hypernuclear states are determined by the orbital
angular momentum l of  hyperon to be  = ( 1)`. When the  particle is restricted to the
s1=2 orbit or p1=2 orbit, doublet states with J = (I  1=2) are yielded, which are degenerate in
energy for I 6= 0, as shown in Figs. 5.4(c), (d) and (e). For instance, when the  in s1=2 and
p1=2 orbits are coupled to the nuclear core 2+1 state, the degenerate doublet states (3=2
+; 5=2+)
and (3=2 ; 5=2 ) are generated, respectively. The case of [p3=2 
 I+] is more complex. For
instance, the [p3=2 
 2+] conﬁguration yields multiplet states of 1=2 ; 3=2 ; 5=2  and 7=2 .
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Fig. 5.5 The large component of the radial wave function Rj`nI(r) for the [p3=2 
 2+](J) conﬁg-
urations as a function of r.
These multiplet states are ordered in energy according to the properties of the coupling potential
in Eq.(4.29), determined by the reduced transition densities nIn0I0;S (r) and 
nIn0I0
;V (r). In order to
understand this, we perform the single-channel calculation for the cutoﬀ of cut = 0 and cut = 2
in the multipole expansion in Eq. (4.33) for a  function in the N interaction. The results are
given in Table 5.1.
For the cutoﬀ of cut = 0, the 1=2 ; 3=2 ; 5=2  and 7=2  states are degenerate in energy at
 85:891 MeV and have same wave functions (see the black solid line in Fig. 5.5). Table 5.1 also
list the expectation value of (V^ NV + V^
N
S ) with respect to state 	JM
hV^ Nm iJ =hRk(r)F JMk (r^; frig)jV^ Nm jRk(r)F JMk (r^; frig)i
=
X

F 2k( 1)j+I+J
cutX
=0
(
J I j
 j I
)
hj`jjYjjj`i
Z
r2dr%nInI;m (r)

n
Nm R
k
l(r)R
k
l(r) + 
N
m
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1
r2
d
dr
(r2
d
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)  (+ 1)
r2
 h
Rkl(r)R
k
l(r)
io
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X

G2k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cutX
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J I j
 j I
)
hj ~`jjYjjj ~`i
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 h
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(r)Rk
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io

cutX
=0
hV^ Nm i (5.4)
with the index m representing either S or V. Notice that hV^ Nm i=0 for cut = 2 is diﬀerent from
hV^ Nm i=0 for cut = 0 because the wave function Rk(r) is diﬀerent due to a diﬀerent value of
cut (see the color lines in Fig. 5.5).
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Table 5.1 The total energy and the expectation value of (V^ NV + V^
N
S ) for the [p3=2 
 2+](J)
conﬁgurations.
cut = 0 cut = 2
J E hV^ NV + V^ NS i E hV^ NV + V^ NS i=0 hV^ NV + V^ NS i=2 hV^ NV + V^ NS i
1=2   85:891  14:248  85:014  13:682 1:231  12:451
3=2   85:891  14:248  85:891  14:248 0:000  14:248
5=2   85:891  14:248  86:577  14:556  0:949  15:505
7=2   85:891  14:248  85:630  14:103 0:365  13:738
The expectation value hV^ Nm iJ is mainly determined by the coeﬃcient
( 1)j+I+J
cutX
=0
hj`jjYjjj`i
(
J I j
 j I
)
 C0
cutX
=0
C1C2; (5.5)
where Cn with n = 0; 1; 2 are deﬁned as,
C0 ( 1)j+I+J  C0; (5.6a)
C1 hj`jjYjjj`i = ( 1)
j+1=2
p
4
j^2^
 
j  j
1=2 0  1=2
!
;even; (5.6b)
C2 
(
J I j
 j I
)
: (5.6c)
The values of each coeﬃcients Cn for the [p3=2 
 2+](J) conﬁgurations are list in Table 5.2.
For  = 0, the products of the coeﬃcients, C0C10C20, are the same for the multiplet states of
1=2 ; 3=2 ; 5=2  and 7=2 , which leads to the same expectation value of hV^ NV + V^ NS iJ =
 14:248 MeV (see Table 5.1).
For the cutoﬀ of cut = 2, these multiplets are split and ordered as 5=2 ; 3=2 ; 7=2 ; 1=2 
(see Table 5.1). The origin for the splitting of these multiplets is the nonzero  = 2 term in the
matrix elements and the order of J = 1=2 ; 3=2 ; 5=2 ; 7=2  is determined by the transition
density 222 (r) and the coeﬃcient C as well as the coupling parameters. One can see that the
value of the coeﬃcient C = C0C1C2 for  = 2 is the largest for J = 5=2 , and it decreases in
the order of J = 3=2 ; 7=2 , and 1=2 . Since the product of the other factors is negative, the
contribution of these factors results in the value of hV^ NV + V^ NS iJ for  = 2 increasing in the
order of J = 5=2 ; 3=2 ; 7=2 , and 1=2 , which is in the same order as the spectrum (see the
column (f) in Fig.5.4).
For the conﬁguration [p1=2
2+1 ], the generated doublet states 3=2  and 5=2  are degenerate
in energy at  85:55 MeV, since the coeﬃcient C = C0C1C2 is not zero only for  = 0, having
the same value of 1=
p
20 for both the two states (see Table 5.2).
53
5.2 Illustrative calculations for 13C
Table 5.2 The coeﬃcients deﬁned in Eq.(5.6) for the [lj 
 2+](J) conﬁgurations.
[lj 
 2+] J C0 C10 C20 C0C10C20 C12 C22 C0C12C22
[p3=2 
 2+] 1=2  1:00 1p 1p20
1p
20
  1p

p
14
20  
p
14=
20
[p3=2 
 2+] 3=2   1:00 1p   1p20
1p
20
  1p

0:00 0:00
[p3=2 
 2+] 5=2  1:00 1p 1p20
1p
20
  1p

 
p
14
28
p
14=
28
[p3=2 
 2+] 7=2   1:00 1p   1p20
1p
20
  1p

 
p
14
70  
p
14=
70
[p1=2 
 2+] 3=2  1:00 1p2
1p
10
1p
20
0:00 0:00 0:00
[p1=2 
 2+] 5=2   1:00 1p2  
1p
10
1p
20
0:00 0:00 0:00
5.2.3 Coupled-channels calculations
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Fig. 5.6 Excitation energies of positive parity and negative parity yrast states in 13C as a function
of the cutoﬀ of the core states n ((a) and (b)) and the cutoﬀ of the core angular momentum I
((c) and (d)) in the coupled-channels calculations.
We now show in this section the full coupled-channels calculations for 13C by mixing all single-
channel conﬁgurations. We ﬁrst check the convergence feature of the excitation energies with
respect to the number of basis. Figure 5.6 shows the low-lying states in 13C obtained by solving
the coupled-channels equations for diﬀerent values for the cutoﬀ of the core states ncut and the
cutoﬀ of the core angular momentum Icut. When the cutoﬀ of the core angular momentum is
Icut = 4, there is a large diﬀerence in the low-excitation energy between the calculations with
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ncut = 1 and ncut = 2 (see Figs. 5.6 (a) and (b)). However, there is no much change in the
low-excitation energy between ncut = 2 and ncut = 3. On the other hand, when the cutoﬀ of
core states is ncut = 2, the excitation energy of the ﬁrst 1=2  state and 3=2  state do not change
much for Icut = 2; 4; 6, while the excitation energies of the low-lying states 3=2+; 5=2+; 7=2+ and
5=2  converge after Icut  4. All these show that ncut = 2 and Icut = 4 is enough to yield a
good convergence for the low-lying excited states for 13C, although the excitation energy of 9=2
+
state has a small diﬀerence between Icut = 4 and Icut = 6. Form these consideration, we will use
the cut-oﬀs of Icut = 4 and ncut = 2 in the following calculations for 13C.
Low-lying spectrum
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Fig. 5.7 The low-energy excitation spectra of 12C ((b)-(c)) and 13C ((d)-(g)) obtained from the
full GCM calculation with PC-F1 and from the MPRM calculation with PCY-S4, respectively.
The columns (d) and (e) show the positive-parity states in 13C, while the columns (f) and (g)
show the negative-parity states. The experimental data shown in (a) and (h) are taken from
Ref. [139] and Refs. [21, 140, 141], respectively. The weight of dominant components for several
states are given in percent.
With these cut-oﬀ parameters, the calculated low-energy spectrum of 13C is shown in the
columns (d), (e), (f), and (g) in Fig. 5.7, in comparison with the experimental data [21, 140, 141].
In these calculations, the state of J is obtained by mixing all the conﬁgurations of [lj 

I]J
 with the coupled-channels method. One observes that the low-lying spectra for 13C are
reasonably well reproduced, although the excitation energies are slightly overestimated.
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Table 5.3 The probability PjlIn for the dominant components in the wave function for low-lying
states of 13C obtained by the MPRM calculation with PCY-S4 force. E is the energy of each
state obtained by solving the coupled-channels equations, while E(0)1ch is the unperturbed energy
obtained with the single-channel calculations. The energies are listed in units of MeV.
J E (l j)
 In PjlIn E(0)1ch J E (l j)
 In PjlIn E(0)1ch
1=2+1 0:00 s1=2 
 0+1 0:97 0:00 1=2 1 12:96 p1=2 
 0+1 0:89 13:22
p3=2 
 2+1 0:11 18:01
3=2+1 5:72 s1=2 
 2+1 0:97 5:69 3=2 1 12:71 p3=2 
 0+1 0:92 12:79
p1=2 
 2+1 0:05 17:48
5=2+1 5:78 s1=2 
 2+1 0:98 5:69 5=2 1 16:51 p3=2 
 2+1 0:79 16:45
p1=2 
 2+1 0:20 17:48
7=2+1 16:41 s1=2 
 4+1 0:97 16:25 7=2 1 17:48 p3=2 
 2+1 0:96 17:40
9=2+1 16:62 s1=2 
 4+1 0:99 16:25
1=2+2 9:70 s1=2 
 0+2 0:96 9:22 1=2 2 18:24 p1=2 
 0+1 0:45 13:22
p3=2 
 2+1 0:52 18:01
3=2+2 15:23 s1=2 
 2+2 0:96 14:84 3=2 2 16:40 p3=2 
 2+1 0:57 17:14
p1=2 
 2+1 0:42 17:48
5=2+2 15:36 s1=2 
 2+2 0:97 14:84 5=2 2 17:83 p1=2 
 2+1 0:76 17:48
p3=2 
 2+1 0:19 16:45
The 1=2+ states shown in the column (d) and the column(e) are obtained by mixing all 1=2+
states shown in Figs. 5.4 (c) and (d) and other conﬁgurations [lj 
 I]1=2+ (not shown). The
main component of the ﬁrst 1=2+ state is [s1=2 
 0+1 ]1=2
+ , but it also has other components,
such as [d5=2
 2+1 ]1=2
+ . See Table 5.3 for the probabilities of the dominant components in each
state.
The doublets (5=2+; 3=2+) and (9=2+; 7=2+) in the column (d) mainly consist of the con-
ﬁgurations of [s1=2 
 2+1 ] and [s1=2 
 4+1 ], respectively, (see Table 5.3). These doublets are
degenerate in the single-channel calculation, as already shown in Fig. 5.4. The energies of the
3=2+1 state and the 5=2
+
1 state are diﬀerent from each other by 58 keV due to the weak mixing
of other conﬁgurations. It has been pointed out that the splitting of the doublet states (5=2+1 ,
3=2+1 ) is dominated by the spin-spin N interaction [142], but no experimental data exist yet
that resolves the splitting between the 5=2+1 state and 3=2
+
1 state in
13
C. The energy diﬀerence
between 7=2+1 and 9=2
+
1 states is calculated to be 210 keV.
The levels in Fig.5.7 (e) are dominated by the conﬁguration of s1=2 coupled to the second
band (n = 2) in 12C and share similar features as those in the column (d). The splitting of the
doublet states (5=2+2 , 3=2
+
2 ) is calculated to be 127 keV.
The negative-parity states are shown in the columns (f) and (g) in Fig. 5.7. The ﬁrst 1=2  and
3=2  states are dominated by the conﬁguration of p1=2 and p3=2 coupled to 0+1 , respectively.
That is, the energy splitting between the 3=2  and 1=2  states reﬂects mainly the spin-orbit
splitting of  hyperon in the p3=2 and p1=2 states. The  rays from the decay of the 3=2 
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and 1=2  states to the ground state in 13C have been measured and the energy diﬀerence was
reported to be 152  54(stat)  36(syst) keV [140, 141]. In the single-channel calculation, the
energy diﬀerence between the pure conﬁgurations of [p3=2 
 0+1 ] and [p1=2 
 0+1 ] is 423 keV.
In the coupled-channel calculation, the energy splitting between the 3=2  and 1=2  states is
as small as 254 keV. The tensor N interaction is important to reproduce this small hyperon
spin-orbit splitting in  hypernuclei [124] and will be discussed in section 5.2.4 in detail.
For the second 1=2  and 3=2  states, one can see a strong conﬁguration mixing (see Table
5.3). The reason for this is that there are two states whose unperturbed energies in the single-
channel calculations, E(0)1ch, are close to each other as shown in Table 5.3 and are strongly coupled
in the coupled-channels equations by the oﬀ-diagonal components of the coupling potentials.
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Fig. 5.8 A comparison of low-lying spectra of 13C obtained with the MPRM, the multi-channel
algebraic scattering (MCAS) approach [142], the 3+ cluster model [143], and the experimental
data [21, 140, 141].
Figure 5.8 shows a comparison of our calculated low-energy excitation spectra of 13C with re-
sults of other approaches, that is, the multi-channel algebraic scattering (MCAS) approach [142],
and the 3+ cluster model [143], together with the experimental data [21]. The basic idea of
the MCAS approach for  hypernuclei is similar to our MPRM in a sense that the hypernuclear
states are constructed by the  pariticle coupled to the low-excitation states of a nuclear core.
In contrast to our full microscopic model, in which all the inputs are from multi-reference CDFT
calculations, the MCAS approach adopts a phenomenological deformed Woods-Saxon potential.
It uses the experimental data for the energies of nuclear core states with an assumption of pure
collective rotational states. Notice that, the energy ordering of the ﬁrst 3=2+ and 5=2+ states
obtained with the MCAS approach and the cluster model are diﬀerent from our MPRM calcula-
tion. Except for this, the MPRM and the MCAS approaches give the same structure of spectrum
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and energy ordering of the low-lying states. The MPRM and the cluster model calculations give
similar results on the main component of each state, while such comparison is impossible between
MPRM and MCAS as the components are not shown explicitly in Ref. [142].
E2 transition strengths
We next discuss the E2 transition strengths between the low-lying positive-parity yrast states
for 13C. The low-lying positive parity yrast states of -hypernuclei are dominated by  hyperon
in s1=2 orbit coupled to the ground states band of nuclear core [s1=2 
 I1]J+ , then the relations
between the initial state and the ﬁnal state in hypernuclear transitions are approximately given
by jf = ji = 1=2, `f = `i = 0 and nf = ni = 1. In this approximation, assuming also
hRIf (r)jRIi(r)i  1, Eq. (4.43) can be rewritten as
B(E2; Ji ! Jf )  I^i2J^f 2
(
If Jf 1=2
Ji Ii 2
)2
1
I^i
2
hIf jjQ^2jjIii2 : (5.7)
(Notice that in the actual calculations shown below, we do not use this approximation but we
use Eq. (4.43) as it is.) It is convenient to introduce a new value cB(E2), which reﬂects the
B(E2) value of the core part in hypernuclei (see Eq.(5.7)),
cB(E2 : Ii ! If )  1
I^i
2
hIf jjQ^2jjIii2
 I^i 2J^f 2
(
If Jf 1=2
Ji Ii 2
) 2
B(E2 : Ji ! Jf )
 C B(E2 : Ji ! Jf ); (5.8)
where C = I^i
 2
J^f
 2
(
If Jf 1=2
Ji Ii 2
) 2
. In this way, the trivial factor due to the angular mo-
mentum coupling for s1=2 for the  particle can be removed and the impurity eﬀect of  particle
on the nuclear collectivity becomes more clearly. That is, the impurity eﬀect of  particle can
be discussed directly by comparing the B(E2) values for the core nucleus and the cB(E2) values
for the corresponding hypernucleus.
Table 5.4 shows the calculated E2 transition strengths for low-lying positive-parity states of
the 13C hypernucleus and those of the core nucleus
12C with three diﬀerent values of ncut for the
core states. Here,  is deﬁned as
  cB(E2;
13
C) B(E2; 12C)
B(E2; 12C)
: (5.9)
Even though the B(E2) value does not change much for ncut = 1 by adding a  particle, for
ncut = 2 and ncut = 3, the B(E2) value for 2+1 ! 0+1 in 12C is signiﬁcantly reduced by a factor of
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 11:48%. One can see that ncut = 2 yields a good convergence for the E2 transition strengths
for the low-lying positive parity states for 13C.
According to the deﬁnition of B(E2) value, it is approximately proportional to 2  r4p. In
our calculation, the proton radius rp (the average deformation ) is 2.44fm ( 0:27) for the 1=2+1
state in 13C and is 2.39fm ( 0:25) for the 0+1 state in 12C. One can see that the change in
deformation  is the dominant ingredient of the reduction of the E2 transition strength.
Table 5.4 The calculated E2 transition strengths (in units of e2 fm4) for low-lying positive parity
states of 12C and 13C. The cB(E2) value is deﬁned by Eq. (5.8). 4 is the change in the B(E2)
of the core nucleus deﬁned by Eq. (5.9). The experimental data for 12C shown in the parenthesis
is taken from Ref. [98].
12C 13C
ncut = 1 ncut = 2 ncut = 3
Ii ! If B(E2) Ji ! Jf C B(E2) cB(E2) (%) B(E2) cB(E2) (%) B(E2) cB(E2)
2+1 ! 0+1 6:62 3=2+1 ! 1=2+1 1 6:606 6:606  0:21 5:86 5:86  11:48 5:86 5:86
(7:6 0:4) 5=2+1 ! 1=2+1 1 6:617 6:617  0:05 5:86 5:86  11:48 5:86 5:86
4+1 ! 2+1 14:60 7=2+1 ! 3=2+1 10=9 12:96 14:40  1:34 11:68 12:98  11:10 11:64 12:93
7=2+1 ! 5=2+1 10 1:44 14:38  1:51 1:30 12:98  11:10 1:29 12:94
9=2+1 ! 5=2+1 1 14:41 14:41  1:30 12:99 12:99  11:03 12:98 12:98
5.2.4 Sensitivity of low-energy hypernuclear spectra to N interaction
The N parameters forces
There are four parameter sets of eﬀective N interaction for the relativistic point-coupling model
(see Table 3.1), which were adjusted at the mean-ﬁeld level to the  binding energy of several 
hypernuclei. In this subsection, we compare the  binding energy and low-lying state obtained
with these four N forces.
To begin with, Figs. 5.9(b)-(e) show the calculated low-energy spectra of 13C in comparison
with the experimental data. One can see that the main structures of the low-lying states are
similar to each other with the four parameter sets, but the energy splitting between the 1=2 
and 3=2  states, as well as that between the 5=2+ and 3=2+ states, are clearly diﬀerent. That
is, the splitting between the 1=2 1 and 3=2
 
1 states by PCY-S2 and PCY-S3 are signiﬁcantly
larger than that by PCY-S1 and PCY-S4, which are much closer to the experiment data. The
splitting between the 5=2+ and 3=2+ states with PCY-S1 force is much larger than that with
the other N parameter forces. It indicates that the ﬁne structure of the hypernuclear low-
lying states reﬂects the impact of the higher-order terms in the N interaction. Notice that a
good description is still achieved with the PCY-S2 force, in which the tensor term is absent, by
largely deviating from the expected relations of a naive quark model, that is, N = 23
NN etc.
[144]. We will further discuss the role of the higher order terms in N interaction in the next
subsections and will demonstrate that the tensor term plays an important role if the expected
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Fig. 5.9 The excitation energies for the ﬁrst and the second state for each spin-parity (J) of
13
C obtained with the MPRM with (b)PCY-S1, (c)PCY-S2, (d)PCY-S3 and (e)PCY-S4. The
column (a) shows the experimental data taken from Refs. [21, 140, 141]. The numbers with the
arrow indicate the B(E2) value for the 3=2+1 ! 1=2+1 and the 9=2+1 ! 5=2+1 transitions, given in
units of e2 fm4.
relation of N = 23
NN is maintained. The ﬁgure also shows that the quadrupole transition
strengths B(E2) between the low-lying states of 13C do not much vary with the four N eﬀective
interactions.
The calculated  binding energy of 13C, which is deﬁned as the energy diﬀerence between the
0+1 state of
12C and the 1=2+1 state of
13
C, is 15:72, 13:63, 15:42 and 13:22 MeV with the MPRM
with PCY-S1, PCY-S2, PCY-S3 and PCY-S4, respectively. Comparing with the empirical value,
Bexp: = 11:380:05 MeV [21], our MPRM calculations overestimate the  binding energy of 13C
due to the fact that all these four N forces were adjusted to  binding energy of hypernuclei
at the mean-ﬁeld level [130].
In order to reproduce the  binding energy with our model, we scale all the coupling strengths
in the parameters of the N interaction by 18%, 9%, 16% and 8% for PCY-S1, PCY-S2, PCY-S3
and PCY-S4, respectively. The calculated low-lying spectra obtained with the scaled interactions
are shown in Fig. 5.10. It is shown that the predicted low-energy excitation spectrum of 13C is
slightly compressed and the B(E2) values are somewhat increased. The energy splitting between
the 1=2 1 and 3=2
 
1 states is reduced from 303.7 keV (253.7 keV) to 161.5 keV(206.3 keV) after
scaling the coupling strengths for the PCY-S1 (PCY-S4) interaction, while it still remains large
by the scaled PCY-S2 and PCY-S3 forces. The conﬁguration mixing for the 1=2+1 , 3=2
+
1 , 5=2
+
1 ,
1=2 1 and 3=2
 
1 states becomes slightly reduced for all the scaled parameter sets due to the slightly
weaker N coupling strength.
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Fig. 5.10 Same as Fig. 5.9, but with scaled N interactions, in which the scaling factor is
determined for each parameter set to reproduce the empirical  binding energy of 13C.
N coupling strength
We next examine the eﬀect of the leading-order coupling terms and higher-order derivative cou-
pling terms on the  binding energy. First, we check the relation between the parameters NS
and NV in the N interaction which reproduces the  binding energy in
13
C. To this end,
we only include the leading-order coupling terms in the eﬀective N interaction, that is, only
V^ NS (r; ri) = 
N
S 
0
(r   ri)0N and V^ NV (r; ri) = NV (r   ri) are adopted in Eq. (3.7) by
setting NS = 
N
V = 
N
T = 0. Figure 5.11(a) shows a contour plot of the absolute value of the
diﬀerence between the calculated and the experimental hyperon binding energies jBth   Bexp j
as a function of NS and 
N
V . As illustrated in Fig. 5.11(a), all the parameter sets of (
N
S ,
NV ) located at the valley can reproduce the  binding energy and are linearly correlated. In
other words, the two strength parameters cannot be uniquely determined by ﬁtting only to B,
as expected.
Taking four sets of the parameters along the valley with Bth = B
exp
 in Fig. 5.11(a), we
calculate the energy of the low-excitation states of 3=2+, 3=2  and 1=2  in 13C, as shown in Fig.
5.11(b). The excitation energies of 3=2+ and 3=2  states depend on the choice of the parameters
weakly and the energy of 1=2  state slightly decreases with the decrease of the absolute value
of the coupling strengths NS . For all the sets of the parameters (
N
S ; 
N
V ) in the region of
concerned, the energy splitting between the ﬁrst 1=2  and 3=2  states is in a good agreement
with the experiment data.
Next, we ﬁx the coupling strengths for the leading order terms (NV ; 
N
S ) to be the same
values as those in the PCY-S2 force and study the  binding energy as a function of the coupling
strengths (NV , 
N
S ) of the derivative terms, as shown in Fig. 5.11(c). Since the tensor coupling
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Fig. 5.11 (a), (c) and (e): Contour plots for the absolute value of the diﬀerence between the
theoretical and the experimental hyperon binding energies of 13C hypernucleus as a function
of the coupling strength parameters (NV ,
N
S ), (
N
V , 
N
S ) and (
N
S , 
N
S ), respectively. In
(a), only V^ NS (r; ri) = 
N
S 
0
(r   ri)0N and V^ NV (r; ri) = NV (r   ri) are used for N
interaction. In (c), NV and 
N
S are ﬁxed to the same values as in PCY-S2. In (e), the value of
NV and 
N
V is determined for each (
N
S ; 
N
S ) so as to keep the ratios 
N
V =
N
S and 
N
V =
N
S
to be the same as those for PCY-S2. (b), (d) and (f): Low-energy levels in 13C calculated with
the strength parameters denoted by the dots in the panels (a), (c) and (e), respectively.
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is absent in PCY-S2, we can isolate the eﬀect of the derivative terms in this procedure. One
can see that a clear linear correlation between NV and 
N
S . Selecting three sets of (
N
V ; 
N
S )
along the valley in Fig. 5.11(c), we calculate the low-excitation energies of 13C and show them
in Fig. 5.11(d). It is found that the low-lying states are similar to each other with these three
sets, which is again a natural consequence of that the coupling strengths (NV ; 
N
S ) can not be
uniquely determined by the energies of hypernuclear low-lying states.
Figs. 5.11(a) and (c) illustrate that the vector coupling strengths NV and 
N
V are linearly
correlated with the corresponding scalar coupling strengths NS and 
N
S , respectively. Next, we
keep the ratios of NV =
N
S and 
N
V =
N
S to be the same as those in PCY-S2 force and calculate
the  binding energy as a function of NS and 
N
S , as shown in Fig. 5.11(e). One observes that
the parameters NS and 
N
S are also linearly correlated when these are ﬁtted to the  binding
energy in 13C (see Fig. 5.11(e)).
Notice that the vector and scalar transition densities have only a small diﬀerence from one
another in the low-lying states of 12C (see Fig.2.5). Assuming that the vector transition density
nIn
0I0
;V (r) and the scalar transition density 
nIn0I0
;S (r) have the same value, in the non-relativistic
approximation, the sum of leading order coupling strengths, NS + 
N
V , and the sum of the
derivative coupling strengths, NS + 
N
V , can be regarded as the depth of the central potential
U0 and the surface coupling strength D introduced in Ref. [131], respectively. It has been found
in Ref. [131] that the pairs of values (U0, D) that reproduce the empirical B are also correlated
linearly.
Taking three sets of the parameters along the valley with Bth = B
exp
 in Fig. 5.11(e), one
ﬁnds that those three sets yield almost the same excitation energies for the 3=2+1 , 5=2
+
1 , 1=2
+
2
and 1=2 1 states (with diﬀerences within around 0.13 MeV), while the diﬀerence is much larger
for the 3=2 1 and 5=2
 
1 states (around 0.45 MeV). A comparison between Figs. 5.11 (b), (d) and
(f) suggests that the excitation energies of the low-lying states are more sensitive to NS and
NV than to 
N
S and 
N
V .
Derivative coupling terms
The derivative coupling terms, which simulate to some extent the ﬁnite-range character of N
interaction, are expected to be more pronounced in light hypernuclei [131]. We next examine the
eﬀect of the derivative terms on the energy of low-lying states. To this end, we ﬁx the values of
NS , 
N
V , 
N
T and the ratio 
N
S =
N
V to be the same as the original values for each of the four
parameter sets, PCY-S1, PCY-S2, PCY-S3, and PCY-S4, and change the value of NS + 
N
V .
The  binding energy so obtained with the four N forces are shown in Fig. 5.12(a) as a function
of jNS + NV j =  (NS + NV ). The open circles denote the calculated B with the original
value of each parameter set. One observes that B decreases with increasing jNS + NV j and
approaches to the experimental value denoted by the thin solid line. For PCY-S1 force, the B
decreases from 21.28 MeV to 15.72 MeV, which is close to the experiment data, by including the
derivative interaction terms (that is, by varying jNS +NV j from 0 to the original value denoted
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Fig. 5.12 (a): The  binding energy in 13C as a function of jNS + NV j, while keeping the same
values of NS , 
N
V , 
N
T and 
N
V =
N
S as the original values for the PCY-S1, PCY-S2, PCY-S3,
and PCY-S4 parameter sets. B with the original value of NS and 
N
V is denoted by the open
circles for each parameter set. The experimental value is denoted by the thin solid line. (b): The
excitation energies of the low-lying states as a function of jNS +NV j for the PCY-S1 parameter
set. (c) and (d): The energy splitting between the 5=2+1 and 3=2
+
1 states and that between the
1=2 1 and 3=2
 
1 states, respectively, as a function of jNS + NV j.
by the open circle). For PCY-S2, PCY-S3, and PCY-S4 forces, the  binding energy are shifted
from 18.01, 23.29, and 21.27 MeV to 13.63, 15.42, and 13.22 MeV, respectively.
Figure 5.12(b) shows the excitation energies of the low-lying states as a function of the
derivative coupling strength jNS + NV j, where NS , NV , NT and NS =NV are kept to be
the same as those for PCY-S1. One can see that the excitation energies decrease with the increase
of jNS + NV j. Notice that the change of the 3=2+ and 5=2+ states are much smaller compared
to the change in the other states. Similar behaviors are also found for the PCY-S2, PCY-S3 and
PCY-S4 forces (not shown). The energy splittings of (3=2+1 , 5=2
+
1 ) and (1=2
 
1 , 3=2
 
1 ) states are
shown in Figs. 5.12(c) and (d), respectively, as a function of jNS + NV j. One observes that the
3=2+1 state is always slightly lower than the 5=2
+
1 state, which is by less than 150 keV except for
PCY-S1 in the range of jNS + NV j shown in the ﬁgure, although this may not be conclusive as
the spin-spin N interaction [142] is not included in these calculations.
For the doublet states of (1=2 ; 3=2 ), the 3=2  state is predicted to be lower than the 1=2 
state for all the forces except for the PCY-S1, with which the 3=2  state is higher than the 1=2 
state in the region of jNS + NV j < 17:56 fm5MeV. The energy splitting between the 1=2  and
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3=2  states reﬂects the spin-orbit splitting of the p hyperon in 13C (as discussed in section
5.2.3) and is mainly governed by the tensor coupling term, which will be discussed in the next
subsection.
Tensor coupling term
It has been point out by Noble that the tensor N interaction is important to reproduce a small
hyperon spin-orbit splitting in  hypernuclei [124]. In order to understand the eﬀect of tensor
coupling, we ﬁrst discuss the Dirac equation for  hyperon in the mean-ﬁeld approximation, that
is,
[  p+ (m + S) + V + T ] = " ; (5.10)
where S; V and T are the scalar potential, the vector potential and the tensor coupling potential,
respectively. The Dirac equation can be written as the Schrödinger equivalent equation for the
large component of the Dirac spinor  as
  1
2M

d2
dr2
  V
0 
2M
d
dr
  l(l + 1)
r2

+

V 0 
4M2
+
T
M


r
+
1
2M

T 2   T 0 + V
0 
2M
T

+ V+

f(r)
= "f(r); (5.11)
whereM =
1
2
(m+"+S V ), V = m+SV , V 0  =
dV 
dr
, T 0 =
dT
dr
, and  = ( 1)j+l+1=2(j+
1=2). Notice that the spin-orbit potential is given by
Vls =

V 0 
4M2
+
T
M


r
=

d(S   V )=dr
4M2
+
T
M


r
: (5.12)
That is, the spin-orbit splitting is originated from the contributions of the central spin-orbit term
d(S   V )=dr
4M2

r
and the tensor coupling term
T
M

r
.
For  hyperon, the contribution of the tensor coupling term almost cancels with the central
spin-orbit term, resulting in a small spin-orbit splitting in  hypernuclei. This can be seen from
the Nilsson diagram of the single-particle energy for  hyperon in hypernuclei with mean-ﬁeld
calculation. Figure 5.13 shows the single-particle energy for  hyperon in 13C. In order to draw
this, we have constructed the mean-ﬁeld potential by assuming that the  hyperon occupies the
lowest state. The results with and without the tensor potential are shown in Figs. 5.13 (a) and
5.13 (b), respectively. One can see that the tensor potential pushes up the energy of the 1s1=2
and 1p3=2 orbitals and pulls down the 1p1=2 orbital, resulting in a signiﬁcant reduction in the
spin-orbit splitting between the partner states 1p3=2 and 1p1=2 for the spherical shape.
Notice that the contribution of the tensor coupling for diﬀerent hyperons to the spin-orbit
term are diﬀerent in their magnitude and sign [125]. For instance, the contribution of the tensor
coupling term for  hyperon has the same sign as the central spin-orbit term and results in
an almost double enhancement of the spin-orbit term. On the other hand, for  hyperon, the
contribution of the tensor coupling term to the spin-orbit term has the same sign as that in 
hyperon but with larger magnitude.
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Fig. 5.13 (a) The single-particle energies of  hyperon in 13C as a function of deformation param-
eters  obtained with a relativistic mean-ﬁeld calculation with PC-F1 force for NN interaction
and PCY-S1 force for N interaction. These are obtained with the mean-ﬁeld potential which
is by putting the  particle in the lowest parity state. (b)The energy levels from the calculation
without the tensor potential.
We now examine the eﬀects of the tensor coupling term on -hypernuclear low-lying states
with MPRM. For this purpose, we adopt the PCY-S1 and PCY-S4 sets for N interaction and
change the strength NT for the tensor coupling term. Figure 5.14 shows the energy of low-lying
states for 13C as a function of jNT j =  NT , in which the energy for the original value of NT
for the PCY-S1 and PCY-S4 forces are indicated by the open circles. One can see that the eﬀect
of tensor coupling term on the low-lying state energies are signiﬁcant. The tensor coupling term
increases the energy of the 1=2+1 state resulting in that the  binding energy gradually decreases
from 17.71 MeV (14.12 MeV) for NT = 0 to 15.72 MeV (13.22 MeV) for the original value of
NT for the PCY-S1 (PCY-S4) force, which is indicated by the open circle in Fig. 5.15(a). This
is consistent with the previous mean-ﬁeld studies [46, 125, 144] that the tensor coupling term
makes the s hyperon less bound by increasing the energy of the s1=2 level (see also Fig. 5.13).
As a result, the  binding energy is reduced by 0.9 MeV for the PCY-S1 and 1.99 MeV for the
PCY-S4 after turning on the tensor coupling term.
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Fig. 5.14 The energy of the low-lying states of 13C as a function of the tensor coupling strength
jNT j(=  NT ) for the PCY-S1 and PCY-S4 forces. The open circles denote the original value
of NT for PCY-S1 and PCY-S4 forces.
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Fig. 5.15 Same as Fig. 5.12, but as a function of the tensor coupling strength jNT j(=  NT )
for the PCY-S1 and PCY-S4 forces.
At the same time, the tensor coupling term increases (decreases) the energy of the 3=2 
(1=2 ) state, which mainly consists of the p3=2 (p1=2) hyperon coupled to the ground state (0+)
of 12C. Because the change of these two states are smaller than that in 1=2+1 , the excitation energy
for both the 3=2  and 1=2  states decrease with increasing jNT j, as shown in Fig. 5.15(b).
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Moreover, the excitation energy of the 1=2  state changes more signiﬁcantly than the 3=2 
state, resulting in that the higher lying 1=2  state approaches the 3=2  state and even becomes
lower than the 3=2  state for large values of the tensor coupling strength. This clearly indicates
that the energy splitting bewteen the 1=2  and 3=2  states is sensitive to the tensor coupling
strength. The energy diﬀerence between the 1=2 1 and 3=2
 
1 states decreases from 2.28 MeV to
0.31 MeV, and from 1.25 MeV to 0.25 MeV for the PCY-S1 and PCY-S4 forces, respectively,
while turning on the tensor coupling term, as shown in Fig. 5.15(d).
For the 3=2+1 and 5=2
+
1 states, the energy changes are comparable with that in 1=2
+
1 (see Fig.
5.14), resulting in that the excitation energy of these two states change slowly with respect to
jNT j (see Fig. 5.15(b)). The energy gap between the 3=2+1 and 5=2+1 states increases with an
increasing value of jNT j, as shown in Fig. 5.15(c), and therefore the tensor coupling term does
not invert the energy ordering of the 3=2+1 and 5=2
+
1 states.
5.3 Application to 9Be
The 9Be is a typical light hypernucleus and has been measured with many reactions, such as
9Be(K ;  )9Be [8] and
9Be(+;K+)9Be [21]. Many theoretical methods, including the cluster
model and ab-initio method as well as AMD, have been applied to discuss the spectra of 9Be. In
this section, we investigate the 9Be hypernucleus with the MPRM.
5.3.1 Properties of the nuclear core 8Be
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Fig. 5.16 Same as Fig. 2.2, but for 8Be.
We ﬁrst discuss properties of the core nucleus, 8Be. Figure 5.16 displays the energy of mean-ﬁeld
states and the energy after projections onto good angular momentum for 8Be as a function of
the intrinsic quadrupole deformation . The 2 cluster structure can be seen for deformations
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Fig. 5.17 The spectrum of 8Be obtained with several methods, that is, the full GCM calculation,
the projected calculation based on one single-conﬁguration (= 1.2), the alpha cluster model [31],
and anti-symmetrized molecular dynamics (AMD) [145]. The PC-F1 interaction is used for the
GCM and the projected calculations. The excitation energies are given in units of MeV. The
solid arrows are the quadrupole transition strength B(E2) (e2 fm4). The experimental data are
taken from Refs. [146, 147].
larger than the minimum ( = 1:2) of mean-ﬁeld energy curve. After restoration of rotational
symmetry (I = 0), the energy minimum is found at  = 1:5. With the increase of angular
momentum I, the minimum on the energy curve becomes shallower and eventually disappears at
I = 6. It implies that the 6+ state in 8Be is unstable against the 2 ﬁssion, which is consistent
with the experimental data.
The results of the full GCM calculation for 8Be are shown in Fig. 5.17(b), which are compared
with those of the projected calculation based on one single conﬁguration (= 1.2) as shown in
Fig. 5.17(a). These energies are in a reasonable agreement with the experimental data shown
in Fig. 5.17(c) [146], although they are slightly smaller than the observed energies as well as
cluster model [31] and AMD [145] calculations (see Fig. 5.17 (d) and (e)). Notice that both the
2+ and 4+ states in 8Be are resonance states having large widths in the continuum spectrum. A
proper treatment of the scattering boundary condition, instead the harmonic oscillator expansion
which we employ, would be necessary to describe them in a consistent manner. For the GCM
calculation, we show the 8Be energy levels calculated by superposing mean-ﬁeld states within
the range of deformation parameters of  2 [ 0:9; 5:1], which better describes the 9Be, even
though we could reproduce the excitation energy of the 2+ state of 8Be by choosing diﬀerent
mesh points in the deformation parameter in the range of  2 [ 0:9; 4:2].
The calculated E2 transition strengths for 2+ ! 0+ and 4+ ! 2+ in 8Be are 25.0 e2fm4
and 47.3 e2fm4, respectively, which are slightly larger than the values 22.4 e2fm4 and 39.3 e2fm4
obtained with the cluster model calculation [31]. Both our method and the cluster model calcu-
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lations overestimate the recently measured B(E2 : 4+ ! 2+) value, 21  2:3 e2fm4 [147], by a
factor of about 2.
5.3.2 Projected potential energy surface of 9Be
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Fig. 5.18 Same as Fig. 5.2 but for 8Be and 9Be.
We next consider the structure of 9Be. Figure 5.18 shows the projected potential energy
surface of hypernucleus 9Be for J
 = 1=2+; 1=2  and 3=2  obtained with the single-channel
calculation (the dot-dashed lines) and the coupled-channel calculation (the solid lines) with the
PCY-S4 force for the N eﬀective interaction. The impurity eﬀect of  hyperon on the potential
energy curves in 9Be is similar to that in
13
C. That is, the potential energy surfaces with the
coupled-channel calculation are lower than that with the single-channel calculation due to the
eﬀect of conﬁguration mixing. The deformation parameter  for the potential energy minimum
is altered from 1.64 to 1.39 by adding a  particle in the positive-parity state, J = 1=2+. For
the negative parity states J = 1=2  and 3=2 , the energy curves have a prolate minimum with
 larger than that of 8Be. The shift in the deformation parameter is more signiﬁcant for 9Be
than for 13C due to the smaller mass number.
5.3.3 Low-lying spectrum of 9Be
Single-channel calculation
The low-lying spectra of 9Be obtained with the single-channel calculation, in which the  particle
is restricted to the s1=2; p1=2, and p3=2 orbitals, are shown in the columns (c), (d), and (e) in
Fig. 5.19, respectively. When the  hyperon in the s1=2 orbit couples to the core excitation
states of 2+1 and 4
+
1 , the degenerate (3=2
+; 5=2+) and (7=2+; 9=2+) doublet states are yielded in
9
Be, respectively. One ﬁnds that the excitation energies of these two doublet states are slightly
larger than those of the corresponding excited states of the core nucleus. This is due to the fact
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Fig. 5.19 Same as Fig. 5.7, but for 8Be and 9Be. The experimental data for
8Be shown in the
column (b) are taken from Ref. [146]. The experimental data for 9Be shown in the column (i) are
taken from Refs. [8, 21, 148]. The results of single-channel calculation for 9Be with the  particle
in the s1=2, p1=2 and p3=2 orbitals are plotted in the columns (c), (d), and (e), respectively. The
dashed lines shown in the column (f) represent the second states for each spin-parity J.
that the ground state gains more energy from the N interaction than the other excited states.
For the  particle in the p1=2 and p3=2 orbitals, one obtains the lowest negative parity 1=2  and
3=2  states in 9Be, with the 1=2
  state being higher than the 3=2  state by 87 keV.
In the column (e) in Fig. 5.19, the 1=2 1 , 7=2
 
1 , 3=2
 
2 , and 5=2
 
1 states around 10 MeV are
generated from the [p3=2 
 2+1 ] conﬁguration. One can see that the order of these states is
opposite to that in 13C (see Fig. 5.4 (f)). As we have discussed in section 5.2.2 for
13
C, the
order of these states is due to the reorientation eﬀect, that is, the diagonal component for the
quardupole term in the coupling potential in the coupled-channels equations. Diﬀerent ordering
of the [p3=2 
 2+1 ] multiple states in these two hypernuclei is due to the diﬀerent properties of
the core nuclei, i.e., 8Be and 12C. That is, 8Be is well-deformed with a much larger transition
density 022 (r), as shown in Fig. 5.20(a), than that in 12C, shown in Fig. 2.5(b). The transition
density 222 (r) in 8Be (see Fig. 5.20(b)) has an opposite sign to that in 12C (see Fig. 2.5(d)),
reﬂecting the fact that the sign of quadrupole moment is opposite (that is, prolate deformation
for 8Be and oblate deformation for 12C). This results in the ordering of the [p3=2
2+1 ] multiplet
states in 9Be which is opposite to that in
13
C. Notice that, because the 1=2
  state is lowered
down within the [p3=2 
 2+1 ] multiplets, the 1=2  state in Fig. 5.19(d) and the 1=2  state in
Fig. 5.19(e) are close to each other, inducing a large conﬁguration mixture in 1=2  state with
the coupled-channel calculation, as we discuss in the next sub-section.
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Fig. 5.20 The vector transition density, given by Eq.(2.61a), and the scalar transition density,
given by Eq.(2.61b), for 8Be.
In contrast to the [p3=2 
 2+1 ] multiplets, when the  particle in the p1=2 orbit couples to
the 2+1 state of the core nucleus, the quadrupole term does not contribute, and the degenerate
doublet states (3=2 ; 5=2 ) are obtained (see Fig. 5.19(d) and also Fig. 5.4 (e)).
Coupled-channel calculation
Fig. 5.21 A schematic picture taken from Ref. [31] for  particle occupying the s orbit(A), the
p-orbit parallel to the     deformation axis (B) and the p-orbit perpendicular to the    
deformation axis. Here x means the  cluster.
The low-energy spectra of 9Be obtained with the coupled-channels calculations are shown in
the columns (f), (g), and (h) in Fig. 5.19. They are compared with the available data [21, 148]
shown in the column (i) in Fig. 5.19. A good agreement with the experiment data is obtained
with our MPRM calculations. According to our calculations, the experimentally observed level
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Table 5.5 Same as Table 5.3, but for 9Be with PCY-S4 force.
J E (l j)
 In PjlIn E(0)1ch J E (l j)
 In PjlIn E(0)1ch
1=2+1 0:000 s1=2 
 0+1 0:957 0:000 1=2 1 5:902 p1=2 
 0+1 0:617 6:947
p3=2 
 2+1 0:363 8:284
3=2+1 2:828 s1=2 
 2+1 0:943 2:928 3=2 1 5:936 p3=2 
 0+1 0:616 6:860
p1=2 
 2+1 0:194 9:451
p3=2 
 2+1 0:170 9:375
5=2+1 2:930 s1=2 
 2+1 0:951 2:928 5=2 1 8:836 p3=2 
 2+1 0:214 10:041
7=2+1 9:362 s1=2 
 4+1 0:903 9:404 p1=2 
 2+1 0:658 9:451
9=2+1 9:609 s1=2 
 4+1 0:922 9:404 p3=2 
 4+1 0:103 14:299
1=2+2 9:376 s1=2 
 0+1 0:994 8:617 1=2 2 9:858 p1=2 
 0+1 0:427 6:947
p3=2 
 2+1 0:569 8:284
3=2+2 11:427 d3=2 
 0+1 0:958 10:647 3=2 2 9:633 p3=2 
 0+1 0:426 6:860
p1=2 
 2+1 0:255 9:451
p3=2 
 2+1 0:314 9:375
5=2+2 11:317 d5=2 
 0+1 0:920 10:617 5=2 2 11:091 p1=2 
 2+1 0:234 9:451
p3=2 
 2+1 0:761 10:041
at excitation energy of 5.80(13) MeV is actually a mixture of two negative-parity states with
J = 3=2  and 1=2 .
The low-lying states of 9Be can be categorized into three rotational bands according to the
calculated B(E2) values. Figure 5.21 shows the intrinsic structures of hypernuclear states for
these three rotational bands based on the cluster model [31]. The states shown in Fig. 5.19 (g)
correspond to  particle occupying the p-orbit parallel to the     deformation axis (see Fig.
5.21(B)). They do not have corresponding states in the ordinary nucleus due to the Pauli principle
of the valence neutron, so these rotational state are called “genuine hypernuclear” states [31]. The
states shown in Fig. 5.19(h) correspond to the  particle occupying the p-orbit perpendicular
to the     deformation axis, as shown in Fig. 5.21(C). The band for these states shares a
similar structure as the ground band of 9Be, except for the spin-orbit splitting, so we call it the
“9Be-analog band”. The ﬁrst positive-parity states for each spin J , that is the solid lines shown
in Fig. 5.19(f), are dominated by the  hyperon occupying the s-orbit, corresponding to Fig.
5.21(A). Since the structure of these states is similar as the ground band of the core nucleus 8Be,
we call the band for these states the “8Be-analog band”.
Table 5.5 lists the values of the probability of the dominant components for a few low-lying
states of 9Be. One obvious thing is that the states in the “
8Be-analog band” are almost pure with
the [s1=2 
 I+1 ] conﬁguration. On the other hand, appreciable conﬁguration mixings are found
for the negative-parity states. In the second positive parity states (J+2 ), except for the 1=2
+
2 state,
the d state is admixed appreciably. Also, there is a strong mixing between the [p1=2 
 0+] and
the [p3=2 
 2+] conﬁgurations with similar weights for the ﬁrst negative-parity state 1=2 1 . This
large conﬁguration mixing is because the reorientation eﬀect brings the [p3=2
2+] conﬁguration
close to the [p1=2 
 0+] conﬁguration in energy due to the prolate nature of the 2+ state of 8Be
(see the discussion in the previous subsection). After mixing single-channel conﬁgurations, the
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obtained 1=2 1 state is slightly lower than the 3=2
 
1 state by 34 keV. Our calculation reconﬁrms
an interesting prediction of the cluster model, that is, the strong coupling of a hyperon to the
collective rotation is realized when the  is in the p-orbit [31]. We also point out that the
values of Pj`I obtained in the present calculations are similar to those with the cluster model
calculations shown in Fig. 2 of Ref. [31].
In our calculation, the excitation energy of the 3=2+1 and 5=2
+
1 states of
9
Be is signiﬁcantly
larger than that of the 2+ state of 8Be, whereas the experimental data and the cluster model
calculations indicate that this energy shift is negligibly small [149]. This discrepancy between
the present calculation and the cluster model calculations might be due to the eﬀects of higher
members of the core excited states, which are not included in present calculations.
E2 transition strengths
Table 5.6 shows the calculated E2 transition strengths for low-lying states of 8Be and 9Be. One
can see that the E2 transition strengths in 9Be are not converged yet with the cut-oﬀ of core
states ncut = 1. The second excitation states of 0+, 2+ and 4+ have a large inﬂuence on the
B(E2) value with our model. However, with the present implementation of GCM, we have a
Table 5.6 Same as Table 5.4, but for 8Be and 9Be. The value in the parenthesis for
8Be is the
experimental data taken from Ref. [147]. The results of the cluster model are taken from Ref.[31].
8Be 9Be
ncut = 1 ncut = 2 Cluster model
Ii ! If B(E2) Ji ! Jf B(E2) cB(E2) (%) B(E2) cB(E2) (%) (%)
2+1 ! 0+1 24:99 3=2+1 ! 1=2+1 25:09 25:09 +0:40 17:94 17:94  28:21  49:55
5=2+1 ! 1=2+1 25:11 25:11 +0:48 17:91 17:91  28:33  49:55
4+1 ! 2+1 47:28 7=2+1 ! 3=2+1 40:82 45:36  4:06 22:19 24:66  47:84  65:65
(21 2:3) 7=2+1 ! 5=2+1 4:56 45:56  3:64 2:47 24:65  47:86  65:65
9=2+1 ! 5=2+1 45:24 45:24  4:31 24:46 24:46  48:27  65:65
limitation to construct the wave functions for the non-resonant core states (that is, the second
and the third 0+, 2+, and 4+ states), which extend up to large values of deformation parameter
.
In the experiment, the upper limit for the lifetime of 0.1 ps has been deduced for the ﬁrst
3=2+ and 5=2+ states of 9Be[148], which corresponds to the B(E2) value larger than 29.07 e
2fm4
[148, 8]. In our calculation, the E2 transition strength of 2+ ! 0+ for the core nucleus in
9
Be, that is cB(E2), is slightly increased for ncut = 1 and is signiﬁcantly reduced for ncut = 2,
although the calculations with ncut = 2 may not be reasonable. We mention that the reduction
in B(E2) value with the present model is much smaller than the results of the cluster model
calculations [31, 149].
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5.3.4 Dependence on N interaction
The spectra of 9Be by the four parameter sets of N interaction are shown in Fig. 5.22. As
one can see, the four parameter sets yield qualitatively similar low-lying spectra for 9Be. One
important quantity is the energy splitting between the positive-parity 5=2+1 and 3=2
+
1 levels,
which can be used to study the N spin-orbit splitting. The splitting between the 5=2+1 and the
3=2+1 states in
9
Be has been measured by high-resolution -ray experiments, which have reported
that the 5=2+1 state is lower than 3=2
+
1 state by 43 5keV [8]. In our calculation, the 5=2+1 state
is higher than the 3=2+1 state for all the four parameter sets. It has been pointed out that the
splitting of the doublet states (5=2+1 and 3=2
+
1 ) is dominated by the spin-spin coupling [142],
which is missing in the present calculations. The splitting between the positive parity doublet
states 5=2+1 and 3=2
+
1 in
9
Be are larger than that in
13
C due to the light mass number for
9
Be.
The energy ordering of the ﬁrst 1=2  and the ﬁrst 3=2  states depends on the parameter sets,
that is, the ﬁrst 1=2  state is lower than the ﬁrst 3=2  state with the PCY-S1 and PCY-S4 forces,
while the ﬁrst 1=2  state is higher than the ﬁrst 3=2  state with the PCY-S2 and PCY-S3 forces.
A small splitting between the 3=2 1 and 1=2
 
1 states is found in our calculation for
9
Be, although
it does not directly reﬂect the N spin-orbit splitting because of a strong mixing between the
[p1=2 
 0+] and the [p3=2 
 2+] conﬁgurations in the 1=2 1 state.
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Fig. 5.22 Same as Fig. 5.9, but for 9Be. The experimental data for
9
Be are taken from Refs. [8,
21, 148].
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Fig. 5.23 Same as Figs. 5.12 and 5.15 but for 9Be.
Figure 5.23 shows the impact of the higher-order derivative and the tensor terms on the
low-lying states of 9Be. The eﬀects of the derivative and the tensor terms on the spectrum of
9
Be are similar to those in
13
C shown in Figs. 5.12 and 5.15. Moreover, the energy ordering of
the 3=2+1 and 5=2
+
1 states in
9
Be cannot be reproduced by the present eﬀective N interaction.
In order to reproduce it, the four-fermion coupling terms (  N i N )(   i ) with  i =  and

5, which provides the spin-spin N interaction [150] (  N N )(   ), would have to be
taken into account. This term is not included in the present study, and it is an interesting future
work to study the inﬂuence on the energy ordering of the 3=2+1 and 5=2
+
1 states.
5.4 Application to 21Ne
We next consider hypernuclei in the sd-shell region. In particular, we intend to study the 21Ne
hypernucleus. In order to study the nucleon-nucleon interaction parameter set dependence, we
employ both the PC-F1 and PC-PK1 sets for 20Ne.
5.4.1 Properties of the nuclear core 20Ne
The mean-ﬁeld energy and the projected energy curves for 20Ne obtained with the PC-F1 and
PC-PK1 parameter sets are shown in Fig. 5.24(a) and Fig. 5.24(b), respectively. One can see that
the mean-ﬁeld energy curve for the PC-F1 force has a higher barrier at the spherical shape than
that for the PC-PK1 force. The energy minimum of the mean-ﬁeld energy curves are located at
deformation  = 0:53 for both PC-F1 and PC-PK1 sets, while two prolate minima appear in the
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projected energy curve for I = 0+. Both PC-F1 and PC-PK1 sets yield almost the same  for
the minima for I = 0+, that is  = 0:39 and  = 0:67.
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Fig. 5.24 Same as Fig. 2.1, but for 20Ne with PC-F1 and PC-PK1 parameter sets.
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Fig. 5.25 A comparison of the excitation energy of low-lying states of 20Ne obtained with several
methods. The results of the cluster model and the AMD are taken from Refs. [151] and [38],
respectively. The experimental data for 20Ne are taken from Ref. [139].
Figure 5.25 shows the calculated low-lying states of 20Ne, in comparison with the results
of +16O cluster model [151] and the AMD model [38]. One can see that all these models
reproduce the rotational character of the yrast states, although they overestimate the moment of
inertia. The experimental data of the second excited states of each angular momentum exhibits
vibrational feature,
E(4+2 )  E(0+2 )
E(2+2 )  E(0+2 )
= 2:08, which can only be described by exciting the 16O
cluster itself [151]. This character was not obtained in AMD model and is not reproduced in
our GCM calculation, either. Notice that, for simplicity, in the present calculations, we have
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assumed reﬂection symmetry for 20Ne, even though the 20Ne nucleus has prominent negative-
parity bands originated from the +16O structure. The inclusion of these negative parity states
in the coupled-channels calculations is thus beyond the scope of the present thesis.
5.4.2 Projected potential energy surface of 21Ne
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Fig. 5.26 (a) and (b): The potential energy surface EJ() for the J = 1=2+ (the solid line) and
1=2  (the dot-dashed line) states in 21Ne as a function of the deformation  obtained with the
PC-F1 force (Fig. 5.26 (a)) and the PC-PK1 force (Fig. 5.26 (b)) for the NN interaction. These
are obtained with the PCY-S4 force for the N interaction. In order to make a comparison
easy, each hypernuclear curve is shifted by a constant value so that the energy at the absolute
minimum coincides with that for 20Ne with I =0+. (c) and (d): The diﬀerence between the
energy curve of 21Ne and that of
20Ne for the PC-F1 and PC-PK1 forces, respectively.
Figure 5.26 shows the obtained energy curve EJ() for the PCY-S4 force for N interaction
for the J = 1=2+ and 1=2  states in 21Ne as a function of the deformation  of the core
nucleus. The left and the right panels show the result with the PC-F1 and PC-PK1 forces for
NN interaction, respectively. For PC-F1, the hypernuclear energy curve for spin-parity of 1=2+
and 1=2  has a prolate minimum with a smaller  compared to the 0+ state of 20Ne. On the other
hand, for PC-PK1, the value of  at the energy minimum decreases for the 1=2+ conﬁguration
while that for the 1=2  conﬁguration increases as compared to the deformation for 20Ne with
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0+. Notice that the energy surface for 1=2  has a higher barrier at the spherical shape than
the barrier for 20Ne for both the interactions. This indicates that 21Ne with 1=2
+ and 1=2  has
a smaller and a larger collectivity than that of 20Ne. The energy diﬀerences between the 1=2+
state in 21Ne and the ground state of
20Ne, as well as the 1=2  state in 21Ne and the ground
state of 20Ne, are shown in Figs. 5.26 (c) and 5.26 (d), respectively. Those energy curves are
qualitatively similar to each other, even though the PC-F1 and PC-PK1 forces predict somewhat
diﬀerent energy curves.
5.4.3 Low-lying spectrum of 21Ne
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Fig. 5.27 Same as Fig. 5.7, but for 20Ne and 21Ne. The experimental data for
20Ne are taken
from Ref. [139].
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Fig. 5.28 Same as Fig. 5.27, but with PC-PK1 instead of PC-F1 for the NN interaction.
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The  binding energy of 21Ne obtained by the MPRM calculation is 14.92 MeV and 15.10 MeV
for the PC-F1 and PC-PK1 force, respectively. Figure 5.27 and 5.28 show the low-lying states
of 21Ne with the PC-F1 and PC-PK1 forces, respectively. In order to investigate the channel-
coupling eﬀect on hypernuclear states, we also show the results obtained with the single-channel
calculations. One can see that the results of the coupled-channels calculations for the positive
parity states plotted in the columns (i) and (j) are close to the results of the single-channel
calculation shown in the columns (e) and (f) both in Figs. 5.27 and 5.28.
From the probability of the main components for each states, shown in Table 5.7, one can see
that these states are dominated by the conﬁguration of s1=2 coupled to the state I in the ﬁrst
(n = 1) and the second (n = 2) bands in 20Ne with the weight larger than 97% . Moreover, it is
seen that the spectrum of the positive-parity states in 21Ne is close to that of
20Ne with similar
excitation energies. This means that for the positive parity states the presence of an s orbit 
hyperon does not change signiﬁcantly the low-energy structure of the core nucleus 20Ne.
Table 5.7 Same as Table 5.3, but for the 21Ne hypernucleus with the PC-F1 and PC-PK1 forces
for NN interaction and the PCY-S4 force for N interaction.
PC-F1 PC-PK1
J (l j)
 In E PjlIn E(0)1ch E PjlIn E(0)1ch
1=2+1 s1=2 
 0+1 0:000 0:975 0:000 0.000 0.971 0.000
3=2+1 s1=2 
 2+1 1:198 0:980 1:173 1.444 0.980 1.407
5=2+1 s1=2 
 2+1 1:210 0:981 1:173 1.454 0.980 1.407
7=2+1 s1=2 
 4+1 3:157 0:980 3:123 3.437 0.980 3.394
9=2+1 s1=2 
 4+1 3:184 0:982 3:123 3.465 0.982 3.394
1=2+2 s1=2 
 0+2 5:447 0:985 5:169 5.243 0.981 4.924
3=2+2 s1=2 
 2+2 8:164 0:992 7:898 8.245 0.991 7.956
5=2+2 s1=2 
 2+2 8:172 0:992 7:898 8.260 0.992 7.956
1=2 1 p3=2 
 2+1 9:055 0:559 10:996 9.104 0.532 11.064
p1=2 
 0+1 0:416 11:541 0.442 11.357
3=2 1 p3=2 
 0+1 9:022 0:460 11:117 9.064 0.489 10.942
p3=2 
 2+1 0:263 12:258 0.247 12.297
p1=2 
 2+1 0:252 12:680 0.240 12.711
5=2 1 p1=2 
 2+1 10:474 0:455 12:680 10.578 0.459 12.711
p3=2 
 4+1 0:360 13:342 0.356 13.425
p3=2 
 2+1 0:159 13:149 0.160 13.167
7=2 1 p3=2 
 2+1 10:436 0:648 11:899 10.539 0.652 11.946
p1=2 
 4+1 0:192 14:647 0.191 14.711
p3=2 
 4+1 0:136 14:573 0.134 14.640
The columns (k) and (l) show the negative-parity states in 21Ne. Comparing the columns
(k,l) with the columns (g,h) for the single-channel calculations, one sees that the channel-coupling
eﬀect plays an important role in their excitation energies. Moreover, we note that the energy
diﬀerence between the ﬁrst 1=2  and 3=2  states is about 33keV and 40keV for the PC-F1 and
the PC-PK1, respectively. For the 1=2  state, there is a strong admixture of the conﬁgurations
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[p1=2 
 0+1 ] and [p3=2 
 2+1 ]. On the other hand, the 3=2  state is a strong admixture of the
conﬁgurations [p3=2 
 0+1 ], [p3=2 
 2+1 ] and [p1=2 
 2+1 ]. Similar to 9Be, the splitting of the
1=2  and 3=2  levels in 21Ne does not reﬂect the strength of the  spin-orbit splitting, which is
diﬀerent from the case in 13C. The underlying reason for this strong mixing in
21
Ne is similar
to what we have discussed in 9Be, i.e.,
20Ne is prolately deformed with a large transition density
022 (r), see Figs. 5.29 and 5.30. Notice also that the energy ordering of the [p3=2
2+1 ] multiplet
states is the same as that in 9Be and opposite to that in
13
C, reﬂecting the fact that the sign of
quadrupole moment is the same as 8Be and opposite to 12C.
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Fig. 5.29 The same as in Fig. 5.20, but for 20Ne.
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Fig. 5.30 Same as Fig. 5.29, but with PC-PK1 instead of PC-F1 for the NN interaction.
Figure 5.31 shows a comparison of the low-energy excitation spectra of 21Ne obtained with
the cluster model [151], the AMD [38], and the present MPRM calculations based on the PC-F1
and PC-PK1 interactions. The positive-parity band in the MPRM is closer to the result of the
cluster model as compared to the result of AMD, which has a slightly larger moment of inertia.
The negative-parity states are similar to the AMD results but with lower excitation energies,
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which might be due to the large channel-coupling eﬀect taken explicitly into account in the
present work, see Figs. 5.27 and 5.28 as well as Table 5.7.
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Fig. 5.31 A comparison of the low-energy excitation spectra of 21Ne obtained with the cluster
model [151], the AMD [38], and the present MPRM calculations with the PC-F1 and PC-PK1
forces.
E2 transition strengths
Table 5.8 lists the E2 transition strengths for the low-lying states of 21Ne with the PC-F1 and
PC-PK1 forces. For comparison, the table also shows the change in B(E2) from 20Ne to 21Ne
obtained with the cluster model [151], and the AMD [38]. The B(E2) value decreases by adding
a  hyperon in s-orbit in all of these calculations. However, the cluster model and the AMD
model predict larger reductions compared to the MPRM. The shrinkage eﬀect with the PC-PK1
force is more signiﬁcantly than that with the PC-F1 force.
Table 5.8 The calculated B(E2) values (in units of e2 fm4) for the low-lying states of 21Ne with
the PC-F1 and the PC-PK1 forces for NN interaction and the PCY-S4 force for N interaction.
The results for the change in the B(E2) value from 20Ne to 21Ne is compared with the results
with the cluster model [151] and the AMD [38] calculations.
20Ne 21 Ne
PC-F1 PC-PK1 PC-F1 PC-PK1 AMD Cluster
Ii ! If B(E2) B(E2) Ji ! Jf B(E2) cB(E2) (%) B(E2) cB(E2) (%) (%) (%)
2+1 ! 0+1 56.07 50.79 3=2+1 ! 1=2+1 52.67 52.67  6:06 45.68 45.68  10:07 11:8  23:9
5=2+1 ! 1=2+1 52.66 52.66  6:08 45.66 45.66  10:10 11:5
4+1 ! 2+1 76.23 73.22 7=2+1 ! 3=2+1 65.77 73.08  4:13 62.84 69.82  4:64  17:8  22:6
7=2+1 ! 5=2+1 7.31 73.08  4:13 6.98 69.83  4:64
9=2+1 ! 5=2+1 73.01 73.02  4:21 69.78 69.78  4:70  13:0
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Parameter set dependence for the N interaction
Figure 5.32 shows the low-lying spectrum of the 21Ne hypernucleus obtained with the four force
for N interaction and with the PC-F1 force for NN interaction. The four parameter sets give
similar spectrum and E2 transition strength to each other, except for the ﬁne structure of the
hypernuclear spectrum. The positive parity doublets are almost degenerate due to the large mass
number of 21Ne. The ﬁrst 1=2
  state is higher than the ﬁrst 3=2  state except for the PCY-S1
force due to the large tensor coupling strength in the PCY-S1 force.
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Fig. 5.32 Same as Fig. 5.9, but for 21Ne hypernucleus.
5.5 Application to 31Si
5.5.1 Properties of the nuclear core 30Si
We next discuss an oblately deformed hypernucleus 31Si in the sd-shell region. Figure 5.33 shows
the mean-ﬁeld and the projected energy curves for 30Si obtained with PC-F1 (the left panel) and
PC-PK1 (the right panel) forces. It is shown that the mean-ﬁeld energy with PC-F1 force has
a minimum at  =  0:22 with a soft energy curve around the spherical shape, while the energy
curve with PC-PK1 force has a prolate minimum around  = 0:07 (see the dotted lines). Even
though these two forces predict diﬀerent mean-ﬁeld energy curves, the projected energy curves
are quite similar. The projected energy curves for 0+ with the PC-F1 and PC-PK1 forces have
an oblate minimum at  =  0:33 and  =  0:29, respectively.
The results of the GCM calculation for the low-lying states of 30Si are shown in Fig. 5.34, in
comparison with the measured data. Both the PC-F1 and PC-PK1 forces describe successfully
the ground-state band and the yare band, except for the overestimation of the intraband B(E2)
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value and the underestimation of the interband B(E2) value, in addition to the underestimate
of the 2+1 energy.
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Fig. 5.33 Same as Fig. 2.1, but for 30Si with PC-F1 and PC-PK1 parameter sets.
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Fig. 5.34 Comparison between the (left) experimental data, (middle) by the PC-F1 force, and
(right) by the PC-PK1 force for the low-lying states in 30Si. The electric quadrupole (E2) tran-
sition strength is indicated with the value in units of e2fm4. The experimental data for 30Si are
taken from Ref. [139].
5.5.2 Projected potential energy surface of 31Si
Figures 5.35 (a) and (b) show the obtained energy EJ() for the J = 1=2+ and 1=2  states
of 31Si as a function of the deformation  with the PC-F1 and PC-PK1 forces, respectively.
Similarly to Fig. 5.26 for 20Ne and 21Ne, the energy surface of hypernucleus with 1=2
+ and
1=2  has a lower and higher barrier than that of core nucleus with 0+ at the spherical shape,
respectively. The deformation at the energy minimum for 30Si with 0+ is located at  =  0:35
( =  0:30), which is altered to  =  0:30 ( =  0:26) for 31Si with 1=2+ for the PC-F1
(PC-PK1) force, indicating a smaller collectivity in 31Si with J
 = 1=2+ than that in 30Si with
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I = 0+. On the other hand, for 1=2  conﬁguration, the deformation at the minimum becomes
 =  0:35 ( =  0:32) for PC-F1 (PC-PK1) force.
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Fig. 5.35 Same as Figs. 5.26 (a) and (b), but for 30Si and 31Si.
5.5.3 Low-lying states of 31Si
Figure 5.36 displays the low-lying excitation spectra of 31Si obtained with the PC-F1 and PC-PK1
forces for the NN interaction. As we have discussed, the four parameter sets of N interaction
yield a qualitatively similar spectra for 9Be,
13
C and
21
Ne, and we have adopted the PCY-S4
force for N interaction. The positive parity states shown in the column (a),(b) and (f),(g) are
almost the same as their core states. These states are dominated by the  hyperon in s-orbit
coupled to the core states I. For the negative parity states, shown in the column (c-e) and (h-j),
the energy ordering of the states is the same between the two NN interactions, although the gap
among these levels are diﬀerent. The yrast negative parity states, shown in the column (c) and
column (h), are dominated by  hyperon in p-orbit coupled to the ground band of the nuclear
core, see Table 5.9. On the other hand, there is a large mixture of the ﬁrst and the second 0+; 2+
states of the nuclear core for the 1=2 2 ; 1=2
 
3 states.
The ratio E(4+1 )=E(2
+
1 ) provides an idea on the nature of collective excitations. For a well
deformed rigid rotor, the ratio is 3.33, while it is 2 for a harmonic vibration of spherical nuclei.
For the 30Si nucleus, this ratio is 3.083 with PC-F1 force (see Fig. 5.34), which is consistent
with a rigid rotor. The ratio is changed to 2.829 for 31Si after adding a  particle (that is,
E(9=2+1 )=E(5=2
+
1 ) = 2:829, see Fig. 5.36). This indicates that the nature of collective excitation
is modiﬁed from a rigid rotor towards a spherical harmonic oscillator. This trend is in fact
qualitatively consistent with the previous result based on the mean-ﬁeld approximation, which
has predicted that the deformation disappears in 30Si after adding a  particle (see Fig.3.1(d)).
However, the ratio E(9=2+1 )=E(5=2
+
1 ) for
31
Si is still close to 3, and the deformation remains
a ﬁnite value. That is, the present beyond-mean-ﬁeld calculation does not completely support
the previous mean-ﬁeld calculation, even though some signature of disappearance of deformation
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Fig. 5.36 The low-lying spectra of 31Si obtained with the microscopic particle-rotor model. The
PC-F1 and PC-PK1 forces are used for the NN interaction for the left and right panels, respec-
tively, together with the PCY-S4 interaction for the N interaction.
can still be seen in the spectrum. One of the main reasons for this diﬀerence is due to the shape
ﬂuctuation eﬀect. That is, the mean-ﬁeld energy surface is very ﬂat both for 30Si and 31 Si(red
line in Fig.3.1(d)), and the diﬀerence between the two energy surfaces becomes signiﬁcantly small
after the shape ﬂuctuation eﬀect is taken into account, even if the minimum appears at diﬀerent
deformations (notice that only the minimum matters in the mean-ﬁeld approximation). The
angular momentum projection also plays a role in making the diﬀerence between 30Si and 31 Si
much smaller than in the mean-ﬁeld approximation. All of these indicate that the beyond-mean-
ﬁeld eﬀects play an important role in discussing spectra of hypernuclei.
E2 transition strengths
Compared with the B(E2 : 2+1 ! 0+1 ) value in 30Si, the B(E2) transition strength from the
3=2+1 to 1=2
+
1 state in
31
 Si is decreased by 10:38% and 16:38% for the PC-F1 and PC-PK1 forces,
respectively, as shown in Table 5.10. The E2 transition strength for 4+1 ! 2+1 in 30Si is reduced
by a factor of  1% and  8% for the PC-F1 and PC-PK1 forces, respectively. The PC-PK1
force predicts larger changes in E2 transition strength than the PC-F1, that indicates that the
structure of 30Si is more inﬂuenced with PC-PK1 than with PC-F1 to an addition of a  particle.
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Table 5.9 The largest component in each positive parity state and the two largest components
in each negative parity state of 31Si hypernucleus obtained with the PC-F1 and PC-PK1 forces
for NN interaction and the PCY-S4 force for N interaction.
PC-F1 PC-PK1
J [(lj)
 In ] PjlIn [(lj)
 In ] PjlIn [(lj)
 In ] PjlIn [(lj)
 In ] PjlIn
1=2+1 [s1=2 
 0+1 ] 0:963 [s1=2 
 0+1 ] 0.972
3=2+1 [s1=2 
 2+1 ] 0:977 [s1=2 
 0+1 ] 0.973
5=2+1 [s1=2 
 2+1 ] 0:977 [s1=2 
 0+1 ] 0.970
7=2+1 [s1=2 
 4+1 ] 0:979 [s1=2 
 0+1 ] 0.978
1=2+2 [s1=2 
 0+2 ] 0:972 [s1=2 
 0+1 ] 0.981
3=2+2 [s1=2 
 2+2 ] 0:985 [s1=2 
 0+1 ] 0.977
5=2+2 [s1=2 
 2+2 ] 0:984 [s1=2 
 0+1 ] 0.975
7=2+2 [s1=2 
 4+2 ] 0:985 [s1=2 
 0+1 ] 0.985
1=2 1 [p1=2 
 0+1 ] 0:704 [p3=2 
 2+1 ] 0:273 [p1=2 
 0+1 ] 0:760 [p3=2 
 2+1 ] 0:230
3=2 1 [p3=2 
 0+1 ] 0:772 [p1=2 
 2+1 ] 0:115 [p3=2 
 0+1 ] 0:828 [p1=2 
 2+1 ] 0:089
5=2 1 [p3=2 
 2+1 ] 0:796 [p1=2 
 2+1 ] 0:170 [p3=2 
 2+1 ] 0:807 [p1=2 
 2+1 ] 0:128
7=2 1 [p3=2 
 2+1 ] 0:798 [p1=2 
 4+1 ] 0:108 [p3=2 
 2+1 ] 0:841 [p1=2 
 4+1 ] 0:077
1=2 2 [p3=2 
 2+2 ] 0:706 [p1=2 
 0+1 ] 0:104 [p3=2 
 2+1 ] 0:431 [p3=2 
 2+2 ] 0:435
3=2 2 [p3=2 
 2+1 ] 0:555 [p1=2 
 2+1 ] 0:407 [p3=2 
 2+1 ] 0:559 [p1=2 
 2+1 ] 0:365
5=2 2 [p1=2 
 2+1 ] 0:615 [p3=2 
 4+1 ] 0:206 [p1=2 
 2+1 ] 0:691 [p3=2 
 4+1 ] 0:147
7=2 2 [p3=2 
 2+2 ] 0:805 [p1=2 
 4+2 ] 0:097 [p3=2 
 2+2 ] 0:897 [p1=2 
 4+2 ] 0:038
1=2 3 [p3=2 
 2+1 ] 0:515 [p1=2 
 0+2 ] 0:279 [p1=2 
 0+2 ] 0:712 [p3=2 
 2+1 ] 0:143
3=2 3 [p3=2 
 2+2 ] 0:398 [p1=2 
 2+2 ] 0:279 [p3=2 
 2+2 ] 0:280 [p1=2 
 2+1 ] 0:276
5=2 3 [p1=2 
 2+2 ] 0:541 [p3=2 
 2+2 ] 0:235 [p3=2 
 2+2 ] 0:610 [p1=2 
 2+2 ] 0:281
7=2 3 [p3=2 
 4+1 ] 0:636 [p1=2 
 4+1 ] 0:333 [p3=2 
 4+1 ] 0:641 [p1=2 
 4+1 ] 0:335
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Table 5.10 Same as Table 5.8, but for 30Si and 31Si.
30Si 31Si
PC-F1 PC-PK1 PC-F1 PC-PK1
Ii ! If B(E2) B(E2) Ji ! Jf B(E2) cB(E2) (%) B(E2) cB(E2) (%)
2+1 ! 0+1 63.60 47.68 3=2+1 ! 1=2+1 57.00 57.00  10:38 39.87 39.87  16:38
5=2+1 ! 1=2+1 57.06 57.06  10:28 39.59 39.59  16:97
4+1 ! 2+1 103.59 83.42 7=2+1 ! 3=2+1 92.14 102.38   1:17 69.24 76.94  7:77
7=2+1 ! 5=2+1 10.22 102.24   1:30 7.60 76.02  8:87
9=2+1 ! 5=2+1 102.36 102.36   1:19 76.14 76.14  8:73
5.6 Application to Sm  hypernuclei
In the microscopic particle-rotor model, the core excited states are given by the full microscopic
beyond mean-ﬁeld calculations, where the collective motions of both rotations and vibrations,
as well as their couplings, are taken into account automatically with the angular momentum
projection and GCM. In this section, we apply the present method to study a transition in low-
lying spectrum from a vibrational to a rotational characters. To this end, we discuss how the
structure of Sm isotopes evolves after including a  hyperon, as the rapid transition from spherical
shape to well deformed shape in Sm isotopes around N = 90 has been studied extensively in the
past decades [152–155].
5.6.1 Properties of Sm isotopes
Figure 5.37 shows the mean-ﬁeld and the projected energies of Sm isotopes as functions of the
deformation parameter . The prolate minimum in the mean-ﬁeld energy curve gradually shifts
from  = 0:14 in 148Sm to a larger deformation  = 0:32 in 154Sm. It has been found that the
mean-ﬁeld potential energy surface displays a ﬂat minimum in Nd isotopes with N = 90, i.e.,
150Nd [156, 157]. For Sm isotopes with N = 90, i.e., 152Sm, this ﬂat prolate minimum does not
appear in the mean-ﬁeld energy curve but it exhibits only in the projected energy curve with
I = 0+. For projected energy curves, one can see that the deformation of the prolate minimum
increases with increasing neutron number.
Figure 5.38 shows the calculated ground-state band of Sm isotopes, in comparison with the
empirical data. The ground-state band in Sm isotopes are reasonably reproduced, although the
spectra are somewhat stretched. The levels scaled with a factor EScaledI+ = E
GCM
2+ =E
exp:
2+
are also
shown in Fig. 5.38, displayed by the blue lines.
The ratio of the excitation energies of 2+1 to that of 4
+
1 , R4=2  E(4+1 )=E(2+1 ), is one signiﬁcant
feature of shape transitions. For vibrational nuclei, which have a spherical ground-state shape
and exhibit small amplitude quadrupole oscillations about the spherical equilibrium shape, the
excitation energies of one-phonon state and two-phonon state are ~! and 2~!, respectively.
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Fig. 5.37 Same as Fig. 2.1, but for Sm isotopes.
0
1
2
3
4
5
0
1
2
3
4
5
 GCM
 Exp.
 Scaled GCM
8+
8+
8+
154Sm152Sm150Sm
6+
4+
6+
4+
2+
Ex
ci
ta
tio
n 
En
er
gy
(M
eV
)
0+ 0+
2+
148Sm
6+
4+
2+
0+
8+
6+
4+
2+
0+
Fig. 5.38 The yrast levels of Sm isotopes calculated with GCM (red lines) and the scaled levels
(blue lines) with a factor EScaledI+ = E
GCM
2+ =E
exp:
2+
, in comparison with the experiment data(black
lines) taken from Ref. [139].
89
5.6 Application to Sm  hypernuclei
2 4 6 8
0
2
4
6
8
10
12
148 150 152 154
1
2
3
4
5
6
7
8
9
10
148 150 152 154
1.6
2.0
2.4
2.8
3.2
 GCM 148Sm
 GCM 150Sm
 GCM 152Sm
 GCM 154Sm
 Rotor
 Vibrator
 
E(
I+ 1
)/E
(2
+ 1)
Angular momentum (I+)
(a) (c)
  GCM 
  Exp. 
 
B
(E
2:
2+ 1
0+ 1
)  
(1
03
 e
2 fm
4 )
Mass Number
 GCM
 Exp.
 
E(
4+ 1
/2
+ 1) 
 
Mass Number
(b)
Fig. 5.39 (a)The ratio of E(I+1 )=E(2
+
1 ) for the yrast states in Sm isotopes calculated with the
GCM. These are compared with those predicted by the spherical vibrator and a well-deformed
axial rotor. (b) Evolution of the ratio of E(4+1 )=E(2
+
1 ) as function of the mass number in Sm
isotopes. (c) Evolution of the B(E2 : 2+1 ! 0+1 ) values in e2fm4 as function of the mass number
in Sm isotopes. The experiment data are taken from Ref. [139].
2 4 6 8 10
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
2 4 6 8 10
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
2 4 6 8 10
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
2 4 6 8 10
-0.2
0.0
0.2
0.4
0.6
0.8
1.0r (fm)
 V(2
+
1 2
+
1)
 S(2
+
1 2
+
1)
 
 
II
'
(fm
-3
)
148Sm
(a)
PC-F1
 V(0
+
1 2
+
1)
 S(0
+
1 2
+
1)
(b)
r (fm)
 
 
150Sm
22
2
02
2
22
0
(c)
r (fm)
 
 
II
'
(fm
-3
)
152Sm
22
0
02
2
22
2
22
0
02
2
22
2
22
0
02
2
22
2(d)
r (fm)
 
 
154Sm
Fig. 5.40 The vector and the scalar transition densities in the low-lying states (n=1) of Sm
isotopes.
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Considering the residual interactions of phonons gives the R4=2 values between 2.2 and 2.4. For
148Sm, the calculated value of R4=2 is 1:98, while the experimental value is R4=2 = 2:15, both of
which are very close to a value expected for a characteristic spherical vibrator.
On the other hand, the dominant collective motion becomes the rotational one for rotational
nuclei, although the surface vibrations still exist as collective modes. For axially deformed even-
even nuclei, the excitation energies for rotational spectra reads EI =
~2I(I+1)
2J and one ﬁnd
R4=2 = 3:33. For 154Sm, the GCM results of R4=2 = 3:29 is in a good agreement with the
experimental data 3.25, and show a clear rotational character.
In Fig. 5.39(a), we compare the E(I+1 )=E(2
+
1 ) values calculated with GCM and those with
the analytic expressions for vibrator and rotor. This ﬁgure clearly indicates a transition between
spherical and axially deformed shapes as the mass number increases.
The calculated energy ratios of E(4+1 )=E(2
+
1 ) are compared with the experiment data, as
shown in Fig. 5.39(b). The tendency of GCM calculation is similar as the experimental data.
Figure 5.39(c) displays the calculated B(E2 : 2+1 ! 0+1 ) values as a function of the mass number
of Sm isotopes. It is shown that the overall tendency and the sudden rise in B(E2) values from
N = 88 to N = 90 observed in the available data are reproduced rather well in the GCM
calculations, although the GCM results predict a smoother evolutionary trend for this shift.
This sudden rise can be understood in terms of shape change, i.e., from predominantly spherical
shape to prolate shape, to which the electric quadrupole transition strength B(E2 : 2+1 ! 0+1 ) is
sensitive.
The vector and scalar transition densities 22 of Sm isotopes are shown in Fig. 5.40. The
transition densities 220 of Sm isotopes are almost similar to each other, while an obvious evolution
is found in the transition densities 222 and 022 . That is, the transition density 222 for 148Sm is
almost close to zero and gradually becomes more pronounced as the number of neutrons increases.
The transition density 022 changes its sigh from negative to positive after N  88 and the peak
of 022 curves becomes more and more prominent as the number of neutrons increases.
5.6.2 Projected potential energy surface of Sm  hypernuclei
Figure 5.41 shows the projected energy curves for Sm isotopes and the corresponding  hypern-
culei obtained with PCY-S4 for the N interaction together with PC-F1 for the NN interaction.
The polarization eﬀect of  in s orbit and p orbit on the properties of the core nuclei is much
smaller than that on 12C, 20Ne and 30Si due to the large mass number. Compared with the 1=2+
state, the eﬀect is large for the 1=2  state due to the strong channel coupling eﬀects. For 152Sm,
the extended energy minimum on the prolate side becomes ﬂatter after including a  particle in
s-orbit and the minimum is shiftted from  = 0:23 to  = 0:37 by adding a  particle in p-orbit.
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Fig. 5.41 Same as Fig. 5.26, but for Sm isotopes and corresponding -hypernuclei.
5.6.3 Low-lying spectrum of Sm  hypernuclei
Figure 5.42 shows the calculated low-energy spectra of Sm hyper-isotopes with the PC-F1 force
together with the PCY-S4 force. The low-lying positive-parity states J in Sm hyper-isotopes are
dominated by the single-conﬁguration of [s1=2
I+] with the weight around 99% (see Table 5.11)
and have similar excitation energies as that of the nuclear core state with I+. The positive-parity
states J+, except for 1=2+, are nearly two-fold degenerate. These characters are similar to the
hypernuclei in the lighter-mass region. The negative-parity yrast states, which are formed by the
 hyperon in the p-orbital coupled to the ground-state band of the nuclear core, are also nearly
two-fold degenerate and share a similar structure of the positive-parity ground band, even though
there are strong conﬁguration mixings in these states. Table 5.11 also lists the probabilities for
the dominant components in the negative party states. The second negative-parity states of each
angular momentum J in Fig. 5.42 are dominated by the conﬁguration of  particle in p-orbit
coupled to the ground band of the nuclear core. These levels, except for 1=2 2 , form two bands
having J = 2.
The evolution of the probability of the dominant components for the 1=2 1 state and 3=2
 
1
state in -hypernuclei for Sm isotopes are shown in Fig. 5.43. For 149Sm, the 1=2
 
1 state and
3=2 1 state are dominated by  hyperon in p1=2 and p3=2 coupled to the 0
+ state of 148Sm,
respectively. A weaker conﬁguration mixing in these two states of 149Sm is due to the near-
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spherical components in the 0+1 state and 2
+
1 state of
148Sm, which are  = 0:03 and  = 0:09,
respectively. The conﬁguration mixing becomes stronger as the mass number increases, e.g., the
mixing between 0+1 and 2
+
1 becomes almost half-to-half for
151
Sm. With increasing the mass
number, the probability for the [p
 2+1 ] conﬁguration increases leading to a large conﬁguration
mixture in 155Sm, for which the deformation of the 0
+
1 state and 2
+
1 state in the core nucleus is
 = 0:34 and  = 0:35, respectively.
Table 5.11 The probability for the dominant components in the ﬁrst and the second negative
states of each angular momentum J of Sm isotopes -hypernuclei.
J (lj)
 In 149Sm 151Sm 153Sm 155Sm J (lj)
 In 149Sm 151Sm 153Sm 155Sm
1=2+1 s1=2 
 0+1 0:997 0:994 0:988 0:982 1=2+2 s1=2 
 0+2 0:993 0:992 0:987 0:990
3=2+1 s1=2 
 2+1 0:996 0:993 0:988 0:982 3=2+2 s1=2 
 2+2 0:995 0:992 0:986 0:989
5=2+1 s1=2 
 2+1 0:996 0:993 0:988 0:982 5=2+2 s1=2 
 2+2 0:995 0:991 0:986 0:989
7=2+1 s1=2 
 4+1 0:996 0:993 0:987 0:982 7=2+2 s1=2 
 4+2 0:994 0:987 0:985 0:986
1=2 1 p1=2 
 0+1 0:859 0:484 0:348 0:322 1=2 2 p1=2 
 0+1 0:133 0:498 0:635 0:654
p3=2 
 2+1 0:136 0:503 0:627 0:639 p3=2 
 2+1 0:813 0:472 0:351 0:330
3=2 1 p3=2 
 0+1 0:876 0:545 0:395 0:363 3=2 2 p3=2 
 0+1 0:113 0:435 0:583 0:605
p1=2 
 2+1 0:054 0:204 0:271 0:281 p3=2 
 2+1 0:583 0:322 0:266 0:258
p3=2 
 2+1 0:064 0:238 0:309 0:318 p1=2 
 2+1 0:252 0:210 0:136 0:119
5=2 1 p3=2 
 4+1 0:154 0:377 0:462 0:504 5=2 2 p3=2 
 2+1 0:658 0:746 0:764 0:780
p1=2 
 2+1 0:573 0:453 0:385 0:346 p1=2 
 2+1 0:283 0:221 0:210 0:202
p3=2 
 2+1 0:262 0:156 0:127 0:112
7=2 1 p3=2 
 2+1 0:854 0:653 0:554 0:497 7=2 2 p3=2 
 2+1 0:124 0:336 0:428 0:472
p1=2 
 4+1 0:074 0:183 0:232 0:258 p3=2 
 4+1 0:368 0:350 0:294 0:272
p3=2 
 4+1 0:062 0:150 0:188 0:207 p1=2 
 4+1 0:302 0:307 0:266 0:237
The large conﬁguration mixing in the low-lying negative party states of 155Sm can be qualita-
tively understood in terms of a Nilsson model, in which the single-particle potential is deformed,
that is, V (r) = V0(r) 2R0 dV0(r)dr Y20(r^)+    for an axially symmetric deformation. Such poten-
tial violates the rotational symmetry and thus diﬀerent quantum numbers of l and j are coupled
to each other in single-particle wave functions. If one treats the deformed part of potential,
 2R0 dV0(r)dr Y20(r^), with the ﬁrst order perturbation theory, the wave function for the lowest
negative parity state is given by j i = C1j p3=2;m=1=2i + C2j p1=2;m=1=2i, where j p3=2;m=1=2i
and j p1=2;m=1=2i are single-particle wave functions in the spherical limit. The coeﬃcients C1
and C2 are determined by the following eigen-value equation 
hYp3=2;m=1=2jY20jYp3=2;m=1=2i hYp3=2;m=1=2jY20jYp1=2;m=1=2i
hYp1=2;m=1=2jY20jYp3=2;m=1=2i hYp1=2;m=1=2jY20jYp1=2;m=1=2i
! 
C1
C2
!
= 
 
C1
C2
!
:
(5.13)
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5.6 Application to Sm  hypernuclei
The solutions of this equation gives two eigenvectors
 p
2=3
 p1=3
!
and
 p
1=3p
2=3
!
, with the
eigen-values of
2p
20
and   1p
20
, respectively. For a positive value of , the former state
is lower in energy. For this state, the probability of each component reads 66.7% for the p3=2
component and 33.3% for the p1=2 component. A more consistent calculation with the self-
consistent deformed RMF method also yields 67% for the p3=2 component for 155Sm at  = 0.30.
Notice that this value is consistent with the components shown in Table 5.11 for 155Sm. For
instance, for the ﬁrst 1/2  state, the component of [p3=2
 2+1 ] is 63.9% while that of [p1=2
 0+1 ]
is 32.2%, being close to the expected values of 66.7% and 33.3%, respectively. For the ﬁrst 3=2 
state, the sum of [p3=2 
 0+1 ] and [p3=2 
 2+1 ] is 68.1% and the [p1=2 
 2+1 ] component has 28.1%,
which are again consistent with the expected values. This is the case also for the 5=2  and 7=2 
states.
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5.6 Application to Sm  hypernuclei
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Fig. 5.42 Low-energy excitation spectra of -hypernuclei for Sm isotopes.
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1 state(b)
as a function of mass number in -hypernuclei for Sm isotopes.
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Chapter 6
Summary and perspectives
In this thesis, we have proposed a novel method for a low-lying spectrum of single- hypernuclei
based on a covariant density functional theory. Since the pure mean-ﬁeld approximation does not
yield a spectrum due to the broken rotational symmetry, we have employed a beyond relativistic
mean-ﬁeld approach by carrying out the angular momentum and the particle number projections
as well as the conﬁguration mixing with the generator coordinate method. In this novel method,
the beyond-mean-ﬁeld approach is applied to low-lying states of the core nucleus and the wave
functions for hypernuclei is constructed by coupling the  hyperon to the low-lying states of the
core nucleus in the laboratory frame, and thus we call it the microscopic particle-rotor model. In
this model, the radial wave functions for a  particle are obtained by solving the corresponding
coupled-channel equations, in which the coupling potentials are provided in terms of the transi-
tion densities of the nuclear core states. We have employed the N eﬀective interaction which
are constructed based on the relativistic point-coupling model. We emphasize that this is the
ﬁrst calculation for the spectra of hypernuclei based on a density functional approach.
Taking 13C as an example, we have performed the detailed calculation of this new method
with the four sets of eﬀective N interaction. Our calculation has shown that the four parameter
sets yield qualitatively similar low-lying spectra, even though these parameter sets were optimized
to the  binding energies of the ground states. We have studied the structure of the low-energy
states and the corresponding components in the wave functions. The results obtained in this
work evidently show that the low-lying excited states with positive parity J+, except for 1=2+,
are nearly twofold degenerate and are dominated by a single-conﬁguration of [s1=2
 I+], which
is the  particle in s state couples to the nuclear core states, showing the weak coupling feature.
This character is also found in other hypernuclei which we studied in this thesis, that is, 9Be,
21
Ne,
31
Si,
149
Sm,
151
Sm,
153
Sm, and
155
Sm.
For the ﬁrst 3=2  and 1=2  states in 13C, the calculations showed that the conﬁguration
mixing in these states is rather small and thus the energy splitting between these states reﬂects
the spin-orbit splitting of  hyperon in the p-orbit. The energy splitting between the 3=2 1 and
1=2 1 states was found to be large for the PCY-S2 and PCY-S3 forces while it was calculated to
be 303.7 keV and 253.7 keV for the PCY-S1 and the PCY-S4 force, respectively, both of which
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are close to the empirical data of 1525436 keV. These results indicate that the ﬁne structure
of the hypernuclear spectra depends on the higher-order derivative and tensor N interaction
terms.
Subsequently, we have discussed the impact of the higher-order derivative and tensor N
interaction terms on hypernuclear low-energy levels for 13C. It was shown that both the second-
order derivative and the tensor coupling terms raise the energy of hypernuclear states and thus
reduce the  binding energy. With the increase of the tensor coupling strength, the excitation
energy of the 1=2  state has been found to decrease faster than that of the 3=2  states. As a
result, the energy diﬀerence between these states, E(1=2 ) E(3=2 ), decreases to a small value
and even changes its sign for large values of the tensor coupling term. Similar calculations for
9
Be have also been performed and the eﬀects of the derivative and the tensor terms turned out
to be similar to those in 13C.
We have applied our method also to another light hypernucleus 9Be. A reasonable agree-
ment with the experimental data of low-lying spectrum has been achieved. Our calculation well
reproduced the so-called 8Be analog band, the genuine hypernuclear band, and the 9Be analog
band, which had been predicted by the cluster model. Moreover, the probability of the dominant
components in our calculation was also found to be similar to the cluster model calculation. For
the ﬁrst 3=2  and 1=2  states in 9Be, a strong conﬁguration mixing between  hyperon in p1=2
and p3=2 orbitals has been found. This feature of strong mixing has also been found in 21Ne
and the underlying reason for this strong mixing has been investigated. We have found that the
conﬁguration mixing in the negative-parity states is sensitive to the properties of the core nuclei.
That is, a spherical or weakly deformed nuclear core gives a smaller mixing in the 3=2 1 and 1=2
 
1
hypernuclear states than well-deformed prolate nuclei.
We have also applied our method to sd shell hypernuclei 21Ne and 31Si, chosen as the
examples for a prolate and an oblate nucleus, respectively. In order to investigate the parameter
dependence for the nucleon-nucleon (NN) interaction force, we have adopted both the PC-F1 and
PC-PK1 parameter sets for the NN interaction and found that the structure of hypernuclear
spectra is not signiﬁcantly dependent on the NN interaction force. That is, the two parameter
sets lead to similar low-lying excitation spectra to each other for 21Ne and
31
Si. For
31
Si, a
weaker conﬁguration mixing is found in the 1=2 1 and 3=2
 
1 states due to the weakly oblate
deformation of 30Si, as compared to 21Ne.
We have applied the MPRM also to heavy hypernuclei, Sm hyper-isotopes, and studied the
evolution of nuclear structure after including a  hyperon. We have found that the positive
parity states share a similar structure as the ground band of the nuclear core, and exhibit a
vibrational band for 149Sm and a rotational band for
155
Sm. The conﬁguration mixings in the
1=2 1 and 3=2
 
1 states were also analyzed and we found that the mixture between the  hyperon
in p1=2 and p3=2 becomes stronger as the shape of the nuclear core changes from a nearly spherical
shape to a well-deformed prolate shape. For this kind of heavy nuclei, the impurity eﬀect of the
embedded  hyperon is very small and the projected energy curve for J = 1=2+ is almost the
same as that for the corresponding core for I = 0+.
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Concerning the electromagnetic transitions, we have found that for all the systems the B(E2)
value from the ﬁrst 2+ to the ground states in the core nuclei is reduced by adding a  particle in
the positive-parity states. The reduction factor is about 28:21% for 9Be with PC-F1, 11:48% for
13
C with PC-F1, 6:06%(10:07%) for
21
Ne with PC-F1(PC-PK1), 10:39%(16:38%) for
31
Si with
PC-F1(PC-PK1), and 0:1% for 155Sm with PC-F1. For
21
Ne and
31
Si, a slightly larger impurity
eﬀect was found with the PC-PK1 force as compared to the PC-F1 force.
In short, the major conclusions of this thesis are as follows,
• The microscopic particle-rotor model based on the concept of a hyperon coupled to nu-
clear core states, which are described by quantum-number projected generator coordinate
method calculations, is capable of describing hypernuclear low-lying states.
• The global features of the hypernuclear low-lying states are mainly determined by the
properties of nuclear core states, while the ﬁne structures of the hypernuclear states are
dependent on the properties of the N interaction. In other words, one can learn both the
properties of nuclear core states and the N interaction with the data of the hypernuclear
-ray spectroscopy.
The major ﬁndings of the study presented in this thesis are as follows,
• The low-lying positive-parity states of  hypernuclei are dominated by the  hyperon in
the s-orbit coupled to the core states and share similar structure with the core nucleus.
• There is a large conﬁguration mixing in negative-parity state for well-deformed hypernuclei,
while it is small for weak deformed hypernuclei. It indicates that in general the splitting
of the lowest 1=2  and 3=2  states of deformed hypernuclei cannot be interpreted as the
spin-orbit splitting for the p-orbit.
• Shape ﬂuctuation eﬀect is important for soft nuclei and should be taken into account while
discussing the shrinkage eﬀect induced by the  particle. As expected, the changes on the
nuclear structure properties induced by the hyperon is shown to decrease with increasing
the mass number of core nucleus. Therefore, the deformation remains almost the same for
heavy deformed nuclei such as 154Sm even after adding a  particle.
In this thesis, for simplicity, we have assumed the axial deformation for the core nucleus.
An obvious extension of our method is to take into account more complicated deformations of
the core nucleus. One is the triaxial deformation, even though such kind of calculation will be
much more computationally expensive. An interesting candidate for this is 25Mg, for which the
triaxial degree of freedom has been shown to be important in the core nucleus 24Mg. Another
extension is to include octupole deformation of the core nucleus. One candidate for this case
is 20Ne, which has a prominent negative-parity band originating from the reﬂection asymmetric
molecular +16O cluster structure. Moreover, a more careful treatment of high-lying collective
states in the core nucleus will also be an important issue. In particular, one way to improve
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the description for the nuclear core states is to carry out GCM by mixing the mean-ﬁeld states
cranked to diﬀerent frequencies [158]. These are all interesting future works.
One more interesting future problem is to apply our method to the production reaction of
hypernuclei. To this end, one would need to apply the present method consistently also to
ordinary odd-mass nuclei, for which a treatment of the Pauli principle would make it more
complicated as compared to hypernuclei studied in this thesis.
99
Appendix A
From ﬁnite-range to zero-range
eﬀective nuclear interactions
It is generally believed that the most important part of the two-body nuclear interaction can
be represented by a contact potential. The ﬁnite-range part can be simulated by a momentum
dependence, which can be shown by transforming the potential function V (r) of the relative
distance r = r1   r2 into momentum space
hpjV jp0i = 1
(2~)3
Z
e 
i
~ (p p0)rV (r)d3r (A.1)
For a delta-force, Eq. (A.1) is a constant and any p-dependence in Eq. (A.1) represents the eﬀect
of ﬁnite range of the interaction. To the second order in p, the simplest rotationally invariant
one is of the form
(2~)3hpjV jp0i = V0 + V1p02 + V1p2 + V2pp0; (A.2)
which in coordinate space corresponds to the momentum dependent operator
V (r) = V0(r) + V1[p^
2(r) + (r)p^2] + V2p^(r)p^: (A.3)
Finite-range eﬀective interaction can be expanded into a zero-range coupling term plus mo-
mentum dependent terms.
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Appendix B
Transition density between GCM states
The reduced transition density from the initial state jniIii to the ﬁnal state jnfIf i is deﬁned as

nf IfniIi
L (r) = I^
 1
i hnfIf jj^(r)YLjjniIii; (B.1)
which is related to the transition density with the Wigner-Eckart theorem as
hnfIf jj^(r)YLjjniIii = ( 1)
 2LI^f
hIiMiLM jIfMf ihnfIfMf j^(r)YLM jniIiMii; (B.2)
where jnIMi =
X
K;q
F IKn;q P^
I
MK P^
N P^Z jqi is the GCM wave function for the low-lying states. For
simplicity, we introduce the shorthand notation  to represent nIM and deﬁne
hnfIfMf j^(r)YLM jniIiMf i =
Z
dr^fi(r)YLM (r^); (B.3)
where
fi(r) = hnfIfMf j^(r)jniIiMii
=
X
Kf ;Ki
X
qf ;qi
F
IfKf
nf ;qf F
IiKi
ni;qi hqf jP^
If
KfMf
^(r)P^ IiyKiMiP^
N P^Z jqii
=
X
Kf ;Ki
X
qf ;qi
F
IfKf
nf ;qf F
IiKi
ni;qi
I^2i I^
2
f
(82)2ZZ
d
0d
DIfKfMf (
0)D
Ii
KiMi
(
)hqf jR^(
0)^(r)P^N P^ZR^y(
)jqii: (B.4)
Using R^(
) = R^(
00)R^(
0) , R^y(
) = R^y(
0)R^y(
00) and the properties of Wigner-D function
DIiKiMi(
) =
X
K
DIiKiK(
00)D
Ii
KMi
(
0) (B.5)
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fi(r) can be simpliﬁed as
fi(r) =
X
Kf ;Ki
X
qf ;qi
F
IfKf
nf ;qf F
IiKi
ni;qi
I^2f
82
Z
d
0DIfKfMf (
0)
X
K
DIiKMi(
0)R^y(
)IiKKiqf qi (r) (B.6)
with IiKKiqf qi (r)  hqf j^(r)P^ IiKKiP^N P^Z jqii. Expanding IiKKiqf qi (r) in terms of spherical harmonics,
we have
R^y(
0)IiKKiqf q (r) =
X
0
D0(

0)IiKKiqf qi;(r)Y0(r^): (B.7)
Assuming that Ii + If +  is integer, one hasZ
d
0DIfKfMf (

0)DIiKMi(

0)D0(

0) =
82
I^2i
hIfKfjIiKihIfMf 0jIiMii: (B.8)
Consider the orthogonality condition for spherical harmonics,
R
dr^YLM (r^)Y0(r^) = ( 1) MLM 0 ,
and the symmetry for the CG coeﬃcient
hIfMfL M jIiMii = ( 1)2L M+Ii If I^i
I^f
hIiMiLM jIfMf i: (B.9)
Then

nf IfniIi
L (r) = ( 1)Ii If
I^2f
I^2i
X
Kf ;Ki
X
qf ;qi
F
IfKf
nf ;qf F
IiKi
ni;qi
X
K
hIfKfLjIiKiIiKKiqf qi;L(r)
= ( 1)Ii If I^
2
f
I^2i
X
Kf ;Ki
X
qf ;qi
F
IfKf
nf ;qf F
IiKi
ni;qi
X
K
hIfKfLjIiKi
Z
dr^ IiKKiqf qi (r)Y

L(r^)
(B.10)
In the case of axial symmetry approximation with Kf = Ki = 0, the reduced transition density
is given by

nf IfniIi
L (r) = ( 1)Ii If
I^2f
I^2i
X
qf ;qi
F
If0
nf ;qfF
Ii0
ni;qi
X
K
hIf0LKjIiKi
Z
dr^ IiK0qf qi (r)Y

LK(r^)
= ( 1)Ii If I^
2
f
I^2i
X
qf ;qi
F
If0
nf ;qfF
Ii0
ni;qi
X
K
hIf0LKjIiKi
Z
dr^Y LK(r^)hqf j^(r)P^ IiK0P^N P^Z jqii
(B.11)
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Appendix C
From N eﬀective interaction to RPC
EDF
The energy functional for N interaction is given by the expectation value of the eﬀective
interaction V^ N at the Hartree level,
ENint =
AcX
i=1
Z
drdr0 y(r) 
y
i (r
0)V^ N(r; r0) (r) i(r0): (C.1)
The N interaction given by Eqs. (3.7a), (3.7b) and (3.7c) lead to the energy functional given
by Eq.(3.3) as follows.
Substituting the LO scalar eﬀective interaction term,
V^ NS (r; r
0) = NS 
0
(r   r0)0N (C.2)
to Eq.(C.1), one ﬁnds
ENS =
AcX
i=1
Z
drdr0 y(r) 
y
i (r
0)NS 
0
(r   r0)0N (r) i(r0)
= NS
AcX
i=1
Z
dr y(r)
0
 (r) 
y
i (r)
0
N i(r)
=
Z
drNS 

S(r)S(r); (C.3)
where S and S are the scalar densities deﬁned as
S(r) =
AcX
i=1
 i(r) i(r); 

S(r) =
 (r) (r); (C.4)
and the bar indicates the Dirac adjoint  =  y0.
103
A similar derivation holds also for the vector part of the N interaction. For the vector LO
term,
V^ NV (r; r
0) = NV (r   r0); (C.5)
we have
ENV =
AcX
i=1
Z
drdr0 y(r) 
y
i (r
0)NV (r   r0) (r) i(r0)
= NV
AcX
i=1
Z
dr y(r) (r) 
y
i (r) i(r)
=
Z
drNV 

V (r)V (r); (C.6)
where V and V are the vector densities deﬁned as
V (r) =
AcX
i=1
 yi (r) i(r); 

V (r) =  
y
(r) (r): (C.7)
The eﬀective interaction with the scalar derivative term,
V^ NDer (r; r
0) =NS 
0

h  r2(r   r0) + (r   r0) !r2 + 2  r  (r   r0) !ri0N ; (C.8)
leads to
ENS =
AcX
i=1
Z
drdr0 y(r) 
y
i (r
0)NS 
0

h  r2(r   r0) + (r   r0) !r2 + 2  r  (r   r0) !ri0N (r) i(r0)
= NS
AcX
i=1
Z
dr
n
[r2 y(r)0] (r) + [ y(r)0][r2 (r)] + 2[r y(r)0]  [r (r)]
o
[ yi (r)
0
N i(r)]
=
Z
drNS S(r)r2S(r): (C.9)
The vector derivative term
V^ NDer (r; r
0) = NV
h  r2(r   r0) + (r   r0) !r2 + 2  r  (r   r0) !ri; (C.10)
leads to
=) ENV =
AcX
i=1
Z
drdr0 y(r) 
y
i (r
0)NV
h  r2(r   r0) + (r   r0) !r2 + 2  r  (r   r0) !ri (r) i(r0)
= NV
AcX
i=1
Z
dr
n
[r2 y(r)] (r) + [ y(r)][r2 (r)] + 2[r y(r)]  [r (r)]
o
[ yi (r) i(r)]
=
Z
drNV V (r)r2V (r): (C.11)
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On the other hand, the tensor eﬀective interaction,
V^ NT (r; r
0) = iNT
h  r  (r   r0) + (r   r0) !r  i (C.12)
leads to
ENT =
AcX
i=1
Z
drdr0 y(r) 
y
i (r
0)iNT
h  r  (r   r0) + (r   r0) !r  i (r) i(r0)
= NT
AcX
i=1
Z
dr
n
[r y(r)0]  i (r) + [ y(r)0][r  i (r)]
o
[ yi (r) i(r)]
=
Z
drNT V (r)[r  (  (r)i (r))]
=
Z
drNT V (r)

T (r); (C.13)
where T is the tensor densities deﬁned as
T (r) =r  (  (r)i (r)): (C.14a)
Putting all these together, we ﬁnally obtain
E
(N)
int =
Z
dr
h
NS S(r)

S(r) + 
N
V V (r)

V (r) + 
N
S S(r)

S(r) + 
N
V V (r)

V (r)
+ NT 

T (r)V (r)
i
: (C.15)
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Appendix D
Spinor spherical harmonics
Spinor spherical harmonics are constructed from the spherical harmonics Ylml(; ') and the spin
wave functions ms (s =
1
2). In accordance with the coupling scheme of two angular momenta,
it is given
Yj`m(; ') =
X
mlms
hlml 1
2
msjjmiYlml(; ')ms ; (D.1)
where j is a half-integer and m =  j; j + 1; ::::; j   1; j.
The orthonormality condition for Yj`m(; ') isZ 
0
sin d
Z 2
0
d'Y yj0`0m0(; ')Yj`m(; ') = jj0mm0ll0 : (D.2)
The relation of the spin operator s = =2, the orbital angular momentum operator l and the
total angular momentum operator is j = l+ s.
The action of operators r and the angular momentum operators on the spinor spherical
harmonics has following relations. (In following equations, we use r^ = r=r.)
(a)
(s  r)Yj`m(; ') =   1
2
Yj ~`m(; ') (D.3)
(s  r)Yj ~`m(; ') =  
1
2
Yjlm(; ') (D.4)
where ~`= 2j   l.
(  r^)Yj`m(; ') =   Yj ~`m(; ') (D.5)
(  r^)Yj ~`m(; ') =   Yjlm(; ') (D.6)
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(b)
(s  l)Yj`m(; ') = 1
2
[j(j + 1)  l(l + 1)  3
4
]Yj`m(; ') (D.7)
1
2
(  l)Yj`m(; ') =   1 + 
2
Yj`m(; ') (D.8)
 =
(
j + 1=2 = l if l = j + 1=2
 (j + 1=2) =  (l + 1) if l = j   1=2 (D.9)
(  l+ 1)Yj`m(; ') =  Yj`m(; ') (D.10)
Introduce ^ =   l+ 1, which has following relation
^Yj`m(; ') =   Yj`m(; ') (D.11)
^Yj ~`m(; ') = Yj ~`m(; '): (D.12)
(c)
r(s  r)Yj`m(; ') =   1 + 
2
Yj~lm(; ') (D.13)
r(s  r)Yj~lm(; ') =  
1  
2
Yjlm(; ') (D.14)
(r  r)[f(r)Yj`m(; ')] = r d
dr
f(r)Yj`m(; ') (D.15)
(r  r)[f(r)Yj~lm(; ')] = r
d
dr
f(r)Yj ~`m(; ') (D.16)
  r = (  r^)( d
dr
+
1  ^
r
) (D.17)
(  r) [f(r)Yj`m(; ')] =   [ d
dr
+
1 + 
r
]f(r)Yj~lm(; ') (D.18)
(  r)
h
f(r)Yj~lm(; ')
i
=   [ d
dr
+
1  
r
]f(r)Yjlm(; ') (D.19)
With ( A)( B) = A B + i  (A B) and r  p = rpr =  ir ddr , Equation (D.17) can be
obtained as follows:
(  p) = 1
r2
(  r)(  r)(  p)
=
(  r)
r2
[(r  p) + i  (r  p)]
=
(  r^)
r
[( ir d
dr
) + i  l]
=
(  r^)
r
[( ir d
dr
)  i~+ i(  l+ ~)]
=(  r^)[ i d
dr
  i~
r
+
i^
r
] (D.20)
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Appendix E
A derivation of Eq.(4.34d) and
Eq.(4.35) for the matrix elements
E.1 Matrix elements of the vector derivative coupling term
With the N vector derivative eﬀective interaction V^D = NV
h  r2(r ri)+ (r ri) !r2+2  r 
(r   ri) !r
i
, and the deﬁnition of
F JMjlI (r^; frig) =
X
mIm
CJMImIjmYjlm(r^)ImI (frig); (E.1)
where Yjlm(r^) is the spinor spherical harmonics given by Eq. (D.1). The coupling matrix element
of the vector derivative term reads
hRkl(r)F JMjlI (r^; frig)jV^DjF JMj0l0I0(r^; frig)Rk
0
0l0(r)i
=NV
X
mIm
X
m0Im0
CJMImIjmC
JM
I0m0Ij0m0
X

Z
r2dr
Z
dr^hImI j
AcX
i=1
(r   ri)
rri
Y(r^i)jI0m0I i
 Y (r^)[Y j`m(r^)Yj0`0m0(r^)Rkl(r)Rk
0
0l0(r)]: (E.2)
Here, we notice
hImI j
AcX
i=1
(r   ri)
rri
Y(r^i)jI0m0I i = ( 1)
I mI
 
I  I 0
 mI  m0I
!
hI jj
AcX
i=1
(r   ri)
rri
Y(r^i)jjI0i
= ( 1)I mI
 
I  I 0
 mI  m0I
!
%II
0
;V (r): (E.3)
Since Y lm(; ) = ( 1)mYl m(; ) (see Eq.(5-1-11) of [159]) and a direct product of two
spherical harmonics of the same arguments can be expanded in series as (see Eq.(5-6-9) of [159]
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)
Yl1m1(; )Yl2m2(; ) =
X
LM
l^1 l^2p
4L^
CL0l10l20C
LM
l1m1l2m2YLM (; ); (E.4)
we have
Y j`m(r^)Yj0`0m0(r^)
=
X
mlms
X
m0lm0s
Cjm
lml
1
2
ms
Cj
0m0
l0m0l
1
2
m0s
msm0s( 1)ml
X
LM
l^l^0p
4L^
CL0l0l00C
LM
l mll0m0lYLM (r^): (E.5)
We then have
[Y j`m(r^)Yj0`0m0(r^)]
=
X
mlms
X
m0lm0s
X
LM
l^l^0p
4L^
Cjm
lml
1
2
ms
Cj
0m0
l0m0l
1
2
m0s
msm0s( 1)mlCL0l0l00CLMl mll0m0l

1
r2
d
dr

r2
d
dr

  L(L+ 1)
r2

YLM (r^):
(E.6)
The matrix element is then given by
hRkl(r)F JMjlI (r^; frig)jV^DjF JMj0l0I0(r^; frig)Rk
0
0l0(r)i
=NV
X
mIm
X
m0Im0
CJMImIjmC
JM
I0m0Ij0m0
X

Z
r2dr( 1)I mI
 
I  I 0
 mI  m0I
!
%II
0
;V (r)

X
mlms
X
m0lm0s
l^l^0p
4^
Cjm
lml
1
2
ms
Cj
0m0
l0m0l
1
2
m0s
msm0s( 1)mlC0l0l00Cl mll0m0l


1
r2
d
dr

r2
d
dr

  (+ 1)
r2

Rkl(r)R
k0
0l0(r); (E.7)
where we have used the orthogonalization of the spherical harmonics
Z
Y (r^)YLM (r^)dr^ =
;L;M .
According to the relation between the Wigner 3j symbols and the Clebsch-Gordan coeﬃcients,
Cj3m3j1m1j2m2 = ( 1)j1 j2+m3 j^3
 
j1 j2 j3
m1 m2  m3
!
, we have
X
mIm
X
m0Im0
X

X
mlms
X
m0lm0s
CJMImIjmC
JM
I0m0Ij0m0
Cjm
lml
1
2
ms
Cj
0m0
l0m0l
1
2
m0s
C
l mll0m0l( 1)
I mI
 
I  I 0
 mI  m0I
!
= ( 1)I0+j0+J+j+1=2j^0j^^
(
j l 1=2
l0 j0 
)(
I  I 0
j0 J j
)
: (E.8)
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Together with C0l0l00 = ( 1)^
 
l  l0
0 0 0
!
and
hYj`jjYjjYj0`0i = ( 1)l+1=2+j0+j^0j^
(
l j 1=2
j0 l0 
)
hYljjYjjYl0i
= ( 1)1=2+j0+ l^l^
0^p
4
j^0j^
(
j l 1=2
l0 j0 
) 
l  l0
0 0 0
!
(E.9)
(see Eq.(7.1.7) of [160]), then we have
hRkl(r)F JMjlI (r^; frig)jV^DjF JMj0l0I0(r^; frig)Rk
0
0l0(r)i
=NV ( 1)j
0+I+J
X

(
J I j
 j0 I 0
)
hj`jjYjjj0`0i

Z
r2dr%II
0
;V (r)

1
r2
d
dr

r2
d
dr

  (+ 1)
r2

[Rkl(r)R
k0
0l0(r)]: (E.10)
E.2 Matrix elements of the tensor coupling term
The matrix elements of the tensor coupling term is given by
T kk
0
0  hRkl(r)F JMjlI (r^; frig)jNT
AcX
i=1
h  r(r   ri) + (r   ri) !ri  jF JMj0~l0I0(r^; frig)Rk00~l0(r)i
= NT
X
m0Im0
X
mIm
CJMI0m0Ij0m0
CJMImIjm

X

Z
r2drdr^hImI j
AcX
i
(r   ri)
rri
Y(r^i)jI0m0I iY

(r^)r  [Rkl (r)Y jlm(r^)Rk
0
0~l0(r)Yj0~l0m0(r^)]:
(E.11)
With the relation of Eqs.(D.5,D.6), Eqs.(D.11,D.12) and Eqs.(D.18,D.19), we have
r  [Rkl (r)Y jlm(r^)Rk
0
0~l0(r)Yj0~l0m0(r^)]
=
h
  dR
k
l(r)
dr
  + 1
r
Rkl(r)
i
[Rk
0
0~l0(r)Y

j~lm
(r^)Yj0~l0m0(r^)]
 
hdRk0
0~l0
(r)
dr
  
0   1
r
Rk
0
0~l0(r)
i
[Rkl (r)Y

jlm(r^)Yj0l0m0(r^)]: (E.12)
With the Wigner-Eckart theorem, one obtains
Z
dr^Y jlm(r^)Y

(r^)Yj0l0m0(r^) = ( 1)+j m
 
j  j0
 m   m0
!
hjljjYjjj0l0i: (E.13)
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With the relation(
j1 j2 j3
j4 j5 j6
)
=
X
m1m2m3m4m6
(2j5 + 1)( 1)j1+j2 j3+j4+j5+j6 m1 m4 
j1 j2 j3
m1 m2  m3
! 
j4 j5 j3
m4 m5 m3
! 
j2 j4 j6
m2 m4  m6
! 
j5 j1 j6
m5 m1 m6
!
(E.14)
we have
X
m0Im0
X
mIm
X

CJMI0m0Ij0m0
CJMImIjm( 1)I mI
 
I  I 0
 mI  m0I
!
( 1)+j m
 
j  j0
 m   m0
!
= ( 1)I0+J+j
(
J I j
 j0 I 0
)
; (E.15)
from which
T kk
0
0 =  NT ( 1)j+I
0+J
X

(
J I j
 j0 I 0
)Z
r2dr%I
0I
;V (r)

nhdRkl(r)
dr
+
+ 1
r
Rkl(r)
i
Rk
0
0~l0(r)hj~ljjYjjj0~l0i
+
hdRk0
0~l0
(r)
dr
  
0   1
r
Rk
0
0~l0(r)
i
Rkl(r)hjljjYjjj0l0i
o
: (E.16)
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Appendix F
Generator coordinate method for
hypernuclear spectroscopy with a
covariant density functional
In this appendix, we apply the generator coordinate method (GCM) to describe low-lying states
of odd-mass  hypernuclei which consist of a  particle and an even-even nuclear core. In contrast
to the unpaired nucleon in ordinary odd-mass nuclei, the unpaired  hyperon in the hypernucleus
is free from the Pauli exclusion principle from the nucleons inside the nuclear core. Therefore, the
numerical calculation is much simpler than the GCM calculations for ordinary odd-mass nuclei,
which has recently been developed based on a Skyrme energy density functional [161].
F.1 Framework
The wave function of hypernuclear states are constructed as a superposition of quantum-number
projected hypernuclear reference states with diﬀerent quadrupole deformation ,
j	JMn i =
X

fJn()P^
J
MK P^
N P^Z j(N)n ()i; (F.1)
where the index n refers to a diﬀerent hyperon orbital state, and the index  labels the quantum
numbers of the state other than the angular momentum. For simplicity, we take the adiabatic
approximation and do not mix diﬀerent n in the total wave function, j	JMn i. The mean-ﬁeld
states j(N)n ()i are projected onto states with good quantum numbers with the operators P^N
(P^Z), and P^ JMK , which project out the component with good neutron (proton) numbers and the
angular momentum (see Eqs.(2.46) and (2.50)). The weight function fJn() in the GCM states
given by Eq. (F.1) is determined by the variational principle, which leads to the Hill-Wheeler-
Griﬃn (HWG) equation, (see Eq.(2.56))
In Eq. (F.1), the mean-ﬁeld states j(N)n ()i, serving as nonorthonormal basis, are generated
with deformation constrained relativistic mean-ﬁeld (RMF) calculations for  hypernuclei [43, 45,
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46]. Since the hyperon and the nucleons are not mixed, the mean-ﬁeld states can be decomposed
as
j(N)n ()i = jN ()i 
 j'n()i; (F.2)
where jN ()i and j'n()i are the mean-ﬁeld wave functions for the nuclear core and the hyperon,
respectively. With this wave function, the deformation parameter  is related to the mass
quadrupole moment of the whole hypernucleus AZ as
 =
4
3AR2
h(N)n ()jr2Y20j(N)n ()i; (F.3)
with R = 1:2  A1=3c fm, Ac = A   1 being the mass number of the core nucleus. In order to
reduce the computation burden, we restrict all the reference states to be axially deformed.
The total angular momentum J is a half-integer number and K is its projection on the z-axis
in the body-ﬁxed frame. We assume that all the nucleons ﬁll time-reversal states and thus do
not contribute to the total angular momentum along the symmetric axis. In this case, the K
quantum number is identical to 
, that is, the component of the angular momentum of the
hyperon along the z-axis, and thus can be adopted to characterize the wave function j'n()i.
From the mean-ﬁeld states with the hyperon in a 
 conﬁguration, the angular momentum J
takes the value of j
j; j
j+1;    . Notice that, in the angular momentum projection, the integrals
over the two Euler angles  and  can be performed analytically because of the axial symmetry.
F.2 Results and discussion
As an illustration of the method, we apply the GCM approach to 21Ne. We ﬁrst generate a set
of hypernuclear reference states j(N)n ()i, by putting the hyperon on the four lowest single-
particle states with 
 = 1=2+1 ; 1=2
 
1 ; 3=2
 
1 , and 1=2
 
2 . To this end, we perform the deformation
constrained RMF+BCS calculation using the PC-F1 force [68] for the nucleon-nucleon interaction
and the PCY-S2 force [130] for the nucleon- interaction. A density-independent  force is used
in the pairing channel for the nucleons, supplemented with an energy-dependent cutoﬀ [84].
The Dirac equations are solved by expanding the Dirac spinors with harmonic oscillator wave
functions with 10 oscillator shells. The number of Euler angle in the interval [0; ] and gauge
angle in the interval [0; 2] are chosen as 16 and 9 for the angular momentum and the particle
number projections, respectively.
F.2.1 Mean-ﬁeld calculation
Figure F.1(a) shows the mean-ﬁeld energies for the reference states so obtained as a function of
deformation parameter . One can see that the energies for the three negative-parity conﬁgura-
tions (that is, 
 = 1=2 1 ; 3=2
 
1 , and 1=2
 
2 ), corresponding to the hyperon occupying the three
“p-orbital" states, are close to each other at  = 0 due to a weak hyperon spin-orbit interaction,
and are well separated from the energy of the positive parity conﬁguration (
 = 1=2+1 ), which
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Fig. F.1 (a) The total energy curves for 21Ne obtained in the mean-ﬁeld approximation as
a function of quadrupole deformation . These are calculated by putting the  hyperon in
diﬀerent single-particle orbitals shown in the lower panel. For comparison, the energy curve for
the core nucleus 20Ne is also plotted. (b) The single-particle energies of the  hyperon in 21Ne
as a function of quadrupole deformation. These are labeled with the 
 number, that is the
projection of the angular momentum onto the z-axis in the body ﬁxed frame.
corresponds to the hyperon occupying the “s-orbital" state. The energy diﬀerence between the
positive- and the negative-parity energy conﬁgurations at  = 0 is about 10.4 MeV, which is
consistent with the 2=3 of the energy scale ~! = 41A 1=3 MeV for nucleons. This energy cor-
responds to the excitation energy of hyperon from the s-orbital to the p-orbital. Moreover, one
can also see that the energy minimum appears at   0:6 for K = 1=2 1 , which is larger than
the deformation of the energy minimum for the 1=2+1 conﬁguration ( = 0:49). This is consis-
tent with the ﬁndings in Refs. [38, 46] that the hyperon in the “p-orbital” tends to develop a
pronounced energy minima with a larger deformation.
Figure F.1(b) shows the Nilsson diagram for the hyperon in 21Ne. The single-particle level
with the 
 = 3=2 1 conﬁguration is approximately degenerate with the 

 = 1=2 1 and 1=2
 
2
conﬁgurations at the oblate and the prolate sides, respectively. This is a characteristic feature of
the Nilsson diagram without the spin-orbit interaction [81], and is responsible for the approximate
degeneracy of the corresponding total energy curves shown in Fig. F.1(a). We note that the
second 1=2  single-particle level becomes unbound on the oblate side with deformation parameter
of  <  0:3. In the following discussions, we therefore focus on the hypernuclear states generated
by the  hyperon occupying the 
 = 1=2+1 ; 1=2
 
1 , and 3=2
 
1 conﬁgurations.
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Fig. F.2 The projected energy curves for 21Ne obtained by putting the  hyperon on the three
lowest single-particle orbitals labeled by 
(= K). The corresponding mean-ﬁeld energy curves
are also shown for a comparison. The solutions of the GCM calculations are indicated by the
squares and the horizontal bars placed at the average deformation.
F.2.2 Quantum-number projections
The energy curves shown in Fig. F.1(a) are the results of the mean-ﬁeld approximation, in which
the reference states are not the eigen-states of the angular momentum and the nucleon numbers.
The projected energy curves, after the projection procedures, are obtained by taking the diagonal
element of the Hamiltonian and the norm kernels as EJn () = HJn(; )=N Jn (; ). Those energy
curves are plotted in Fig. F.2 as a function of . For the K = 1=2+1 conﬁguration shown in
Fig. F.2(a), the projected energy curves for J = 3=2+ and 5=2+ almost overlap with each other,
indicating a weak coupling of the  hyperon to the nuclear core. This is the case also for the
pairs of J = (7=2+; 9=2+) and J = (11=2+; 13=2+). It is seen that the prolate minimum in the
projected energy curves becomes more pronounced and thus the nuclear shape becomes more
stable as the angular momentum increases. Moreover, the energy minimum for the J = 1=2+
energy curve appears at deformation  = 0:62, that is somewhat larger than the deformation at
the minimum of the corresponding mean-ﬁeld curve,  = 0:49, due to the energy gain originated
from the angular momentum projection. On the other hand, if one compares it to the projected
energy curve for the 0+ conﬁguration of 20Ne, which has a minimum at  = 0:65, one ﬁnds that
the minimum is slightly shifted towards the spherical conﬁguration both on the oblate and the
prolate sides, similarly to the ﬁnding of the microscopic particle rotor model.
In contrast to the J = 1=2+ conﬁguration, the deformation at the energy minimum for the
J = 1=2  conﬁguration increases to  = 0:69 (see Fig. F.2(b)). Moreover, for this conﬁgura-
tion, the energy diﬀerence between the prolate and the oblate minima signiﬁcantly increases as
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Fig. F.3 The left panel: The low-lying excitation spectra of 20Ne (a) and 21Ne [(b)-(d)] construct-
ed with the GCM approach. The numbers with the arrows indicate the E2 transition strengths,
given in units of e2 fm4. The experimental data for 20Ne are taken from Ref. [162]. The right
panel: For comparison, the states of K = 1=2  band obtained with GCM calculation by mixing
the 
 = 1=2 1 and 

 = 1=2 2 conﬁgurations.
compared to the J = 1=2+ conﬁguration. For this reason, the collective wave function for the
J = 1=2  state is expected to be more localized on the prolate side than that of the J = 1=2+
state. As a consequence, the average deformation for the J = 1=2  state is close to the mini-
mum point of the energy curve while that for the J = 1=2+ conﬁguration is shifted towards the
oblate side due to a cancellation between the prolate and the oblate contributions (see the ﬁlled
squares in Fig. F.2(a) and F.2(b)).
The projected energy curves for the K = 3=2 1 conﬁguration are shown in Fig. F.2(c). These
are several MeV higher than those for the K = 1=2 1 conﬁguration. Besides, the energy curve
for the J = 3=2  is considerably diﬀerent from that for the J = 5=2  conﬁguration, and one
would not expect a (quasi-)degeneracy between these two states.
F.2.3 Low-lying spectrum of 21Ne
By mixing all the projected mean-ﬁeld states for each K conﬁguration, we construct the low-
lying states of 20Ne and 21Ne with the GCM method. The calculated spectra are shown in
Fig. F.3. One can see that the rotational character of the yrast states of 20Ne is well reproduced,
although the moment of inertia is somewhat overestimated due to the pairing collapse in the
reference states for  > 0:5. This problem is expected to be improved by introducing the
method of particle-number projection before variation while generating the reference states. The
 binding energy of 21Ne, deﬁned as the energy diﬀerence between the 0
+
1 state of
20Ne and
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the 1=2+1 state of
21
Ne, is calculated to be B = 14:11 MeV, which is slightly smaller than the
mean-ﬁeld result of 14.27 MeV.
According to a naive picture of a deformed rotor coupled to a hyperon moving in the deformed
potential, one may expect several rotational bands with angular momenta in the order of J =
j
j; j
j + 1;    built on top of each single-particle state of  hyperon with 
. This picture is
indeed realized for the K = 3=2  band shown in Fig. F.3 (d), but is somewhat distorted for the
K = 1=2+ (b) and 1=2  (c) bands due to a large decoupling factor originated from the Coriolis
interaction [81]. According to the particle-rotor model in the strong coupling limit, the energy
of the state with the angular momentum J in a K = 1=2 band reads [81],
EK=1=2(J) = +
1
2J

J(J + 1)  1
4
+ ( 1)J+1=2

J +
1
2

a

; (F.4)
where  is the energy of the valence particle, J is the moment of inertia, and a is the decoupling
factor. For an axially deformed even-even core nucleus, one may expect that the decoupling
factor a is close to 1 [163]. For a = 1, the ground state in the band has a spin J = 1=2 and the
doublets (3/2, 5/2), (7/2, 9/2),    are degenerate in energy. On the other hand, for a =  1, the
doublets (1/2, 3/2), (5/2, 7/2),    are degenerate. These features are approximately realized in
the K = 1=2+ and 1/2  bands shown in Figs. F.3 (b) and (c).
For the K = 1=2  band, the decoupling factor seems somewhat smaller than  1, and the
spin-parity of the bandhead state appears to be J = 3=2 . That is, due to the decoupling
factor, the energy ordering of the states in the K = 1=2  band is inverted by shifting up the
states with odd value of J + 1=2 and pulling down the states with even values of J + 1=2. As
a result, two rotational bands having J = 2 and with similar electric quadrupole transition
strengths are formed. A similar feature has also been found in the microscopic particle-rotor
model calculation, where the energy displacement between the two bands is, however, much
smaller. To be more speciﬁc, the energy diﬀerence between the 1=2  and 3=2  states is less
than 40 keV with the microscopic particle-rotor model, while it is 270 keV with the present GCM
calculation. We have conﬁrmed that this feature remains the same even if we mix the 
 = 1=2 1
and 1=2 2 conﬁgurations in the GCM calculations, as shown in Figure F.3(e) , which alters the
excitation energies only by 2%.
The K = 1=2+ band is mainly formed by the  hyperon in the “s-orbital" coupled to the
ground-state band of the nuclear core, 20Ne. For each core state, except for the ground state,
two states appear in this band due to the angular momentum coupling with j = 1=2, and two
rotational series are formed. The energy splitting in the double states is predicted to be small,
which is consistent with the decoupling factor of a  1. That is, the energy splitting is 41.5
keV, 71.2 keV and 53.8 keV, for the doublets (3=2+; 5=2+), (7=2+; 9=2+) and (11=2+; 13=2+),
respectively. The magnitude of these energy splittings is comparable to the empirical energy
splitting of 9Be, for which the energy of the 5=2
+ state is lower than the energy of the state 3=2+
by 43 keV [148].
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Fig. F.4 The distribution of collective wave functions of the positive-parity states in K = 1=2+
band of 21Ne as a function of deformation , in comparison with the collective wave functions
of some relevant states in 20Ne.
For the E2 transition strength for 3=2+ ! 1=2+ in 21Ne, we ﬁnd that it is smaller than
the E2 strength for 2+ ! 0+ in 20Ne by 13:37%. This implies that the  hyperon in the “s-
orbital” decreases the quadrupole collectivity of 20Ne, which is consistent with the ﬁndings in
recent theoretical studies [38, 46, 59]. We notice that this is consistent also with the distribution of
the collective wave functions, which are shifted towards the small deformation region as compared
to those of 20Ne, as shown in Fig. F.4.. On the other hand, the impurity eﬀect for the  hyperon
in the “p-orbital” is more diﬃcult to assess, because several conﬁgurations are admixtured in the
wave functions, as has been shown in the calcuation with the microscopic particle-rotor model.
F.3 Comparison with MPRM
The GCM approach presented in this appendix is complementary to the MPRM. The wave
functions for hypernuclear states are expressed in diﬀerent ways in these approaches. In the
MPRM, hypernuclear states are expanded in terms of the low-lying states of the core nucleus,
while they are generated from intrinsic states for the whole system in the present GCM approach.
Meanwhile, the non-adiabatic eﬀects of  particle is automatically taken into account in the
MPRM, while the  particle is restricted to a speciﬁc single-particle conﬁguration in the present
GCM approach, although this restriction may be easily removed.
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Another point is that the cut-oﬀ of the nuclear core states has to be introduced in MPRM,
while one does not need to worry about it in the GCM approach. From a physics point of view,
the MPRM provides a convenient way to analyze the components of hypernuclear wave function,
while the GCM approach oﬀers an intuitive way to study the hypernuclear shape ﬂuctuation as
well as the nuclear shape polarization due to the  hyperon. From a numerical point of view,
the GCM approach is numerically more expensive than the MPRM.
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Fig. F.5 A comparison of the low-lying excitation spectra of 21 Ne obtained with MPRM [(a)-(c)]
and GCM [(d)-(f)](see Appendix F) calculations, where K indicate the projection of the angular
momentum J on the z-axis in the body-ﬁxed frame. The numbers with the arrows indicate the
E2 transition strengths, given in units of e2 fm4.
We compare the spectra of 21Ne constructed with the MPRM and the GCM approach by
using PCY-S2 force in Figure F.5. The levels in Fig. F.5(a) are the yrast positive parity states
showing similar structure as GCM calculation shown in Fig. F.5(d). These states correspond
to the conﬁguration of s1=2 weakly coupled to the ground rotational band in 20Ne with the
decoupling factor  1.
Figure F.5(b) shows the yrast negative-parity band constructed with MPRM which share
similar structure as GCM calculation Fig. F.5(e) corresponding to K = 1=2 . This band is
dominated by the hyperon in the p state strongly coupled to the ground band in 20Ne. Fig. F.5(c)
shows the second negative-parity states for each J constructed with MPRM which share similar
structure as GCM calculation Fig. F.5(f) corresponding to K = 3=2 . The second 1=2 2 state
is not shown in Fig. F.5(c) because the E2 transition strength between 5=2 2 and 1=2
 
2 is 11.4
e2fm4, which is much smaller than other B(E2) values in this band.
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