Abstract. The eigenvalue problem for the Laplace operator in two dimensions is classical in mathematics and physics. Nevertheless, computational methods for estimating the eigenvalues are still of much current interest, particularly in applications to acoustic and electromagnetic waveguides. Although our primary interest is with the computational methods, there are a number of theoretical results on the behavior of the eigenvalues and eigenfunctions that are useful for understanding the methods and, in addition, are of interest in themselves. These results are discussed first and then the various computational methods that have been used to estimate the eigenvalues are reviewed with particular emphasis on methods that give error bounds. Some of the more powerful techniques available are illustrated by applying them to a model problem.
1. Introduction. The eigenvalue problem for the Laplace operator is (1.1) -/Xu= u inR Also known as the Helmholtz equation [56] , it arises from separating the time variable out of the wave equation, and so occurs in many applications. Equation (1.1) is to be considered on a bounded, two-dimensional region R having boundary C with (1. 2) u=0 onC
Equations (1.1), (1.2) may represent the vibration of a fixed membrane, with the eigenvalue k2, where k is proportional to a principal frequency of vibration, and the eigenfunction u represents .the shape of a mode of vibration. These are also the frequencies and modes of the simply supported plate of the same shape. Equations (1.1), (1.2) may also represent the propagation of a wave down a waveguide (either acoustical or electrical), with cross section R, where k is proportional to a cutofffrequency and u is called either an E-mode or TM-mode in an electrical waveguide [28] .
This paper divides naturally into two parts, although we do not formally designate them this way. In 2 through 11, we review theoretical results on the eigenvalues and eigenfunctions that have some application to numerical methods. Variational principles, inequalities, smoothness of the eigenfunctions, nodal lines, symmetry, transformations of the problem, and asymptotic formulas are discussed. We particularly note regions for which the problem has exact solutions in terms of elementary or special functions.
In 12 through 17, we review numerical methods for estimating the eigenvalues and eigenfunctions. Rayleigh-Ritz, finite elements, intermediate methods, finite differences, point matching, a posteriori-a priori inequalities, Galerkin, and other methods are discussed. We have especially included references to papers containing specific numerical results for particular regions.
In 18 , we observe that the more powerful of these numerical methods become much more effective when combined with conformal transformations. This is illus-*Received by the editors September 21, 1982 , and in revised form June 28, 1983 . This research was supported by the Naval Sea Systems Command, U.S. Department of the Navy, under contract N00024-81-C-5301. This paper was typeset at The Johns Hopkins University Applied Physics Laboratory, Laurel, MD, using Compugraphic Corporation phototypesetting equipment. Final copy was produced on September 30, trated by applying Rayleigh-Ritz, intermediate methods, finite differences, and a posteriori-a priori inequalities to the same nontrivial waveguide problem.
2. Variational formulation and consequences. Pockels [115] first showed that (1.1), (1.2) has a spectrum of infinitely many positive eigenvalues (2.1) with no finite accumulation point. The associated eigenfunctions u,/12, u3, can be normalized so they form a complete orthonormal set for Lz(R), i.e., One important consequence of the minimax principle is the Rayleigh-Ritz method for obtaining upper bounds for eigenvalues that will be discussed in 12. Another consequence of the minimax principle is domain monotonicity. Let R' be a region that properly contains the region R, (2.5) R C R'.
Let u, u 2, u, be the first n eigenfunctions for R and extend them as zero in R' R. They are then admissible functions in the minimax principle for R' and so (2.6) h,,' _< X, where X,,' is the nth eigenvalue of R '. The larger region has smaller eigenvalues.
3. Elementary solutions. We quote Rayleigh 128 who says, "The theory of the free vibrations of a membrane was first successfully considered by Poisson 116] (3.10) Tables of these roots are given in [66] . Sectors of an annulus can also be treated similarly. where A is the area of the region. This inequality was first conjectured by Rayleigh and proved independently by Faber [44] and Krahn [72] . It has been generalized to regions lying inside circular sectors in 111 ].
Barta's inequality [5] states that if is a positive, twice continuously differentiable function on R, (4.2) inf(--A0) _< X _< sup(). [71] and [23] .
Many additional inequalities can be found in the monograph of Pblya and Szeg6 [118] , the book of Bandle [4] Each eigenfunction un is infinitely differentiable (Coo) at the interior points of R [13] . At a straight segment of the boundary, u,, can be reflected as an odd function across the boundary. The resulting function satisfies (1.1) in a full neighborhood of that portion of the boundary and so is Coo across the boundary on straight segments.
Indeed, un can be reflected as a Coo function across any part of the boundary that is Coo.
At a corner of R formed by two straight lines meeting at an interior angle of 7r/m for m integer, the eigenfunction un can be reflected m times, resulting in a Coo function in a region locally bounded by a simple straight line through the point that was the corner. A final reflection shows that u, can be extended as a Coo function in the neighborhood of such corners. The same is true if the 7r/m angle is formed by the intersection of Coo arcs, which become a single C arc after m reflections.
For example, the eigenfunctions of the equilateral triangle may be extended by reflection as Coo functions to the entire plane. This fact, plus the necessary periodicity of such an extension, led Lam6 [83] to the discovery of the eigenfunctions and eigenvalues of the equilateral triangle. These are also given in the more accessible paper At a more general corner of R, the behavior of u, may not be as nice. If two C arcs meet at the corner with interior angle 7r/c and the origin of coordinates is placed on the corner so that the lines 0 0 and 0 7r/c are tangent to the bounding curves, then in [91 it Thus, X 10 is the first eigenvalue for the region ( For example, a trapezoid is symmetric about its midpoint, but generally has no other symmetry.
A third type of symmetry is the reflection symmetry of Hersch [59] . An example will show the idea. Let R be the L-shaped region that is the union of three unit squares: Thus, k is either an eigenvalue of the square, orfvanishes identically, in which case
This is the reflection symmetry relation. It can be used whenever a region is formed by reflecting a basic region two or more times about straight sides.
Use of symmetry classes is a valuable device in numerical calculations as it permits quadratures to be performed on basic regions, reduces multiplicities of eigenvalues, increases separation between successive eigenvalues, and specializes the form of trial functions used in Rayleigh-Ritz and other estimation procedures. Thus, the multiplicity of 5 is two, of 25 is three, of 65 5 13 is four, and so forth. In particular, there are eigenvalues of arbitrarily large multiplicity. Eigenvalues with high multiplicity will have large families of eigenfunctions, some combinations of which will have interesting nodal patterns.
This behavior is not typical, however, of general regions. It is shown in [133 ] , 134 that for "most" regions (a) the eigenvalues are all simple, (b) the nodal lines of the eigenfunctions do not cross, and (c) the critical points of the eigenfunctions are simple maxima or minima. Given any region, there will be arbitrarily small perturbations of it that will have these properties. Thus, multiple eigenvalues will become distinct and nodal crossings will pull apart. We may also consider regions R that are the images of the unit circle Izl _< under a conformal map (9.4). Then (1.1), (1.2) is equivalent to (9.5) on the circle with U 0 on its boundary. It will be shown in 18 that the result (9.5) greatly extends the applicability of many computational methods.
10. Separation of variables. We have seen in 3 that (1.1) can be solved by separating the variables in rectangular and polar coordinates. In [103] it is shown that the solution of (1.1) by separation of variables on a region R is equivalent to the solution of (9.5) on the rectangle by separation of variables in Cartesian coordinates, i.e., It is further shown that this can happen only when w is either (a) a quadratic polynomial of z, or (b) of the form ae + be -. These correspond to (a) parabolic coordinates, or (b) elliptic coordinates, the only coordinate systems in which (1.1) can be solved by separation of variables (rectangular and polar coordinates being special cases).
We consider elliptic coordinates first. The function Symmetry about the minor axis corresponds to symmetry in the solutions to (10.5) .
Modern papers on the eigenvalues of the ellipse are [73 and, particularly 132 ] , where X, for n 1, 25 is given graphically as a function of eccentricity e, mode shapes are shown, and approximations for XI and k are given as polynomials in e. A power series in e is also given for X in [67 ] .
The problems of annular regions between confocal ellipses and sectors of ellipses bounded by orthogonal confocal hyperbolas can also be reduced to solving pairs of Mathieu equations by separation of variables. A few eigenvalues of the slit ellipse are found in [43] . Of course, those eigenvalues corresponding to modes antisymmetric about the major axis are the same as those of the full ellipse.
We now consider parabolic coordinates. The function with a as the separation constant. These can be solved in terms of parabolic cylinder functions [2] , sometimes also called Weber functions. The effect of the slit is eliminated by symmetry considerations again. Eigenvalues of the symmetric parabolic region are given in [45] and [142] . The problem for any region bounded by four orthogonal parabolic arcs may be reduced in this way.
11. Inverse problem and asymptotics. In a now classical paper [68] , Kac asked the question, "Can one hear the shape of a drum?" This is a colorful way of posing the inverse problem: given all the eigenvalues X,, can the region R be determined? A number of geometrical and topological constants associated with R can certainly be determined. Kac conjectured the asymptotic relation for the spectral function where A is the area of R, L is the length of C, r is the number of holes in R, and the factor 1/6 on the last term is for regions without corners. The first term on the right is essentially Weyl's law (6.1), the second term comes from results of [113 ] , and the last term follows from work in [95] . The paper [127] 12. Rayleigh-Ritz and finite element methods. If there were an effective asymptotic formula of the form (11.4) , only a finite number of the lowest eigenvalues would need to be calculated for any given region. Most numerical techniques, in any event, are concerned mainly with the estimation of the lowest several eigenvalues.
The Rayleigh-Ritz method mentioned in 2 is one of the oldest effective approximation methods, giving upper bounds for the eigenvalues. If u is a linear combination of n trial functions 4,; as in (2.4) The Rayleigh-Ritz method has sometimes been used with finite elements as trial functions. These are functions that have localized support. Generally, the basis of trial functions is a system of translations of elementary hill-functions such as piecewise polynomials of low order, plus, perhaps, special elements designed to conform to curved boundaries. There are many varieties of finite elements and a large literature on them. In connection with eigenvalue problems in two dimensions, many of the results are purely theoretical (see, e.g., [3] , [18] , and the references therein). Although the literature does not contain many references to finite-element methods applied to the two-dimensional Laplacian, they are the basis of large software packages for doing structural analysis.
References in the literature that apply the finite-element method to two-dimensional problems are often from engineering applications and are of limited accuracy.
The finite-element method has been used in [98] for L-and H-shapes, in [20] for circular and square waveguides with quadruple ridges, in 126] for various crosses, in [65] for "bent" waveguides (L-shapes at angles other then 90), in [82] for rectangles with rounded corners, in [32 for shapes given by polar coordinates such as portions of spirals, and in [89] for limaons and cardioids. It is also used in the interesting paper [84] where mode shapes are followed as parameters are varied to change rectangles into ellipses via hyperellipses and into parabolas via superellipses.
13. Intermediate problems. The Rayleigh-Ritz method gives effective upper bounds on the eigenvalues. Complementary lower bounds are generally much more difficult to obtain. One method that gives lower bounds is the method of intermediate problems. Good general introductions to intermediate methods are [52] , [49] , and [140] . The idea of the intermediate method is to relate the given problem to a problem with known solution (the base problem) through an infinite system of constraints. When only a finite number of the constraints are applied, lower bounds for the desired solutions are obtained, and the resulting intermediate problem can be reduced to a finite-dimensional matrix calculation through either of the procedures known as special choice or truncation. The theory of intermediate problems is difficult, but its application to specific problems can be made straightforward.
In 125 ], the rhombical membrane was considered in the equivalent form (9.3) resuiting from an affine transformation. This is written as 14. Finite differences. An old and highly popular method is finite differences [48 ] . A brief historical survey is found in [74 with 41 references. In general, a grid or mesh is laid down on the plane, dividing it into small rectangles, squares, or triangles. At grid intersections or nodes, the Laplace operator A is approximated by a difference operator. For a square mesh of width h, AhU-AU--1-Uxxxx (x,y) + Uyyyy (x,y) 3v O(h4)
as may be seen from a Taylor series expansion. Thus, the five-point operator is locally second order in h. Higher order difference operators and difference operators for triangular meshes can be found in [74 ] , [76 ] , and [69 ] .
If the boundary C does not intersect the mesh exactly at nodes, the boundary values u 0 must be transferred to nearby mesh nodes or in some way interpolated. If the mesh can be arranged so that C always intersects the mesh at nodes, we say no boundary interpolation is required.
The difference scheme is a system of equations of the form (14.3) AhUh + XhU =0 inR U =0 outsideR where R is the set of mesh nodes in the interior of R. This is a matrix eigenvalue problem with the order of the matrix being the number of interior nodes.
If the region R has C boundary and the difference operator A is an O(hp) approximation to A over R except near the boundary where it need only be O(hp-2), then for each n and for h sufficiently small, there is a constant C. such that (14.4) Ikn )kh,
See [74] for the exact details of the required form of A and related estimates for the eigenfunctions.
If the region does not have C boundary, the situation is less favorable, even when no interpolation is required at the boundary. We have seen in 5 how the presence of corners influences the smoothness of the eigenfunctions. In the vicinity of a corner with interior angle 7r/(, the eigenfunction behaves like r', which affects the truncation error in the vicinity of the corner, and limits the rate of convergence of the discrete eigenvalues. If 7r/c is the largest interior angle, then 17 (14.5) IX, kh,, <_ C, max(hP, h2,) Thus, for regions with reentrant corners, the rate of convergence will be less than O(h2), e.g., for a reentrant right angle, as in an L-shaped membrane, convergence will be O(h4/3); and if the membrane has a slit, convergence will only be O(h), even though no interpolation is required at the boundary.
Such considerations are very important when using the method of Richardson ex- It is possible to obtain both lower and upper bounds for the eigenvalues from finite-difference methods. By inserting piecewise linear functions on the mesh squares constructed from the difference eigenfunctions into the minimax principle, upper bounds for the continuous eigenvalues are obtained in terms of the difference eigenvalues. Conversely, inserting averages over mesh squares of the continuous eigenfunctions into the minimax principle for the finite-difference equations gives upper bounds for the difference eigenvalues in terms of the continuous eigenvalues. These ideas are developed in the chronological sequence of papers 117 ], [46 ] , [47 ] , 137 ], [138] , [63] , and [75] .
The finite-difference method has been applied in [ 10 ], and 11 to ridge and lunar waveguides (see Fig. 6 ). In [77 ] , X for the slit square is approximated by finite differences, while 19 considers this region as well as the H-shape. anJ (x/-Xr)cos nO, n=0 which satisfies (1.1), is made to satisfy u, 0 at N points on the boundary C, giving a system of N homogeneous equations whose determinant must vanish for nontrivial solutions to exist. The roots , of this determinant are approximations for the eigenvalues, and the corresponding u, are approximations for the eigenfunctions. The method will work well or poorly according to the choice of the functions in the series. For C boundaries, most reasonable choices will work; but when corners are present, functions must be included that have the behavior indicated in 5 or the method will converge badly even for large values of N. For a systematic method of selecting functions for point matching with convergence estimates, see [42 and 121 ] .
We remark that requiring u, to be small in a least-squares sense on more than N boundary points may give a smoother approximation. See also 100 ].
The method has been used in [29] for the regular hexagon, in [30] for triangles and parallelograms, in 36 and 39 for Ls and half-Ls, in 124 for ridge guides, in [7] , [104] , and [141] for circular guides with off-center circular holes, in [7] for a "Pacman" shape and a rectangular guide with semicircular ridges ("Meinke" guide, Fig. 7 ), in 131 for limacons, and in 136] for epicycloids. Point matching has also been used on the equivalent problem (9.5) after a conformal mapping. This has been applied in [21 It is possible to obtain a posteriori error bounds on the approximations obtained by point matching. Let X, and u, be the approximations obtained by point-matching and satisfying (1.1). Let (15.2) e max lu, c Then in [50 ] , it was shown that there exists an eigenvalue k such that simultaneously giving a lower and upper boand on this Xi. (Which eigenvalue has been bounded requires some additional information.) An improved version of this bound is given in [102] . This method was used in [50] to obtain estimates on the first ten eigenvalues of the L that are so precise (6 to 8 decimal places) as to have essentially disposed of this problem.
This method has also been used in 100 for rhombi and in 39 for the H-shape.
16. The method of a posteriori-a priori inequalities. An estimate was also given for I (lg U,) dxdy. In [42 ] , it was observed that w can be estimated in terms of t, by an a priori inequality.
In [79] , the ideas of the preceding generalizations were combined to obtain the following result. Let h, and u, be approximations for an eigenvalue and eigenfunction. where c,c are explicit constants [122] . Putting (16.10) into (16.9) and using (16.8) gives the combined a posteriori-a priori inequality,
Now, the right-hand side of (1-6.11) is a ratio of quadratic forms in the function u,. The method was used in [79] for rhombi. We will return to the method of a posteriori-a priori inequalities in 18. I (Au. + Xu.)bidxdy=O i= 1,2," ,n R for some functions b (which usually coincide with the ). As in the method of point matching, this is a system of n homogeneous equations whose determinant must vanish for nontrivial solutions to exist. The roots of this determinant are approximations for the eigenvalues, and the corresponding u. approximate the eigenfunctions. Also, as with point matching, the success of the method is largely dependent on a good choice of the 0.
Galerkin methods have been used in 86 ], [24 ] , [25 for trapezoids and in 135 for circles with off-center holes. Galerkin methods applied to the equivalent problem (9.5), resulting from a conformal mapping, have been used in [61 for the circle with off-center holes, in [96] for Meinke, hexagonal, and lunar guides, in [97] for ridge and lunar guides, in [87] for the four-leaf lemniscate, the octagon, and a flattened circle, and in [88 and [90 of the point-matching and Galerkin methods applied to the equivalent problem (9.5) connected to the original problem by the conformal map (9.4). The problem (9.5) on a rectangle is in a particularly convenient form for using the method of intermediate problems, and is also convenient for Rayleigh-Ritz, for finite differences using square meshes to fit the boundary exactly, and also for the method of a posteriori-a priori inequalities. For some reason, no one has previously used any of these methods on the equivalent problem (9.5) obtained from a conformal map.
Let us do a simple but nontrivial problem by all of these methods. Consider the conformal map (18.1) tan which maps the square S: r/2, '/2 x r/2, r/2 in the z-plane onto the region R in the w-plane bounded by arcs of the unit circle and a pair of orthogonal circles (see A ' U X(I TPk T) U also has eigenvalues that are lower bounds for the eigenvalues of (18.8) . These bounds will increase to the true eigenvalues as both n and k are increased. (18.12) . Then n + k eigenvalues of (18.12) where A is the diagonal matrix of the first n eigenvalues of A as in (13.7), B is the k x k Gram matrix of the pj as in (13.8) , the k x k matrix C is given by (18.14) C;j S Tp, Tp dxdy R and the k n matrix E is given by (18.15) Es I U Tps dxdy R Equation (18.12) also has X,+ as an eigenvalue of infinite multiplicity.
For the present problem, the choice (18.16) p x/(cos x + cosh y) (cos x + cosh y) Uj was made, whereby all of the required integrals in B, C, and E are elementary. The matrix problem (18.13) was symmetrized and solved using the standard matrix packages LINPACK [38] and EISPACK [15] , [16] on an IBM sytem 3033. The results for the projection and truncation sizes (k,n) (10, 20) , (20, 60) , (40, 80) are shown in Table for the even-even symmetry class. We see that the average between the lower and upper bounds has less than 0.005% relative error for ,1. This method has also been used in [78 for lunar and eccentric annular waveguides. Equation (18.6 ) is also in a convenient form to use the finite-difference method [64] . Let h 7r/n be the width of a square mesh laid down on S so the boundary of S falls on mesh lines. Then we approximate (18.6) Table 2 . The corners of the original region R are formed by orthogonal circular arcs. Reflecting the eigenfunctions in the circular arcs shows that the eigenfunctions u are C at the corners. Thus, the eigenfunctions Un are also Coo functions at the corners of S.
Since there is no interpolationat the boundary, (14.8) will hold with/ 2, q 4. Thus, we may use the Richardson extrapolation formula (14.9). The extrapolated values for the eigenvalues are also given in Table 2 . We see good agreement with the bounds of Table 1 , particularly for the lower eigenvalues, although some of the higher extrapolated difference eigenvalues exceed the upper bounds.
Moler 101 has applied his method of point matching [50] , 100] to this prob- Some of the integrals in the matrices M and N were computed by using 32-point Gaussian quadrature. The smallest eigenvalue E2 of (18o25) is easily found by inverse iteration. The resulting lower and upper bounds are given in Table 3 . This method has also been used in [81 for the limaon and cardioid. Thus, we have seen that all of the methods, finite differences, a posteriori-a priori inequalities, intermediate problems using truncation, and Rayleigh-Ritz, give very satisfactory results on the equivalent problem resulting from the conformal mapping. The last three methods give bounds, and the last two methods used together give very good estimates. None of the methods is difficult to use in practice. Many conformal transformations are available (see, e.g., [70] ) that lead to regions of interest. The conformal mapping approach coupled with the above methods is a very useful technique, which should have many further applications.
