In this paper, the Iri-Imai algorithm for solving linear and convex quadratic programming is extended to solve some other smooth convex programming problems. The globally linear convergence rate of this extended algorithm is proved, under the condition that the objective and constraint functions satisfy a certain type of convexity (called the harmonic convexity in this paper). A characterization of this convexity condition is given. In Ref. 14, the same convexity condition is used to prove the convergence of a path-following algorithm.
Introduction
Since Karmarkar (Ref. 1) presented the first polynomial time interior point algorithm for linear programming, a large number of research papers have been devoted to the interior point method. The focus of the researches was first on developing theoretically and/or empirically more efficient interior point algorithms for linear programming. In this respect, mainly four classes of interior point algorithms have been developed. They are: the projective method (represented by the original Karmarkar's algorithm), the potential reduction method (e.g. Ye More recently, the interior point approach has been used to attack some combinatorial optimization problems (cf. Karmarkar (Ref. 11) and Mitchell (Ref. 12) ) mainly based on the projective and the potential reduction methods. Other researchers have extended the interior point method to solve some convex programming problems. For the references of the second approach, see Jarre (Ref. 13 To the best knowledge of the author, only the path-following method is so far successfully extended to solve convex programming problems.
Among many variants of the interior point method for linear programming, there is an interesting algorithm proposed by Iri and Imai (see Iri and Imai (Ref. 17) ). That algorithm does not fall into the four conventional classifications of the interior point algorithms mentioned above. As a matter of fact, the idea of the Iri-Imai algorithm is based on a multiplicative barrier function approach for nonlinear programming. In simple words, it views a linear programming problem (in the form that all constraints are inequalities) as a constrained nonlinear programming problem (supposing that the interior of the feasible region is nonempty); and constructs a multiplicative barrier function for points inside the interior of the feasible region as it is usual for constrained nonlinear programming. After having such a multiplicative barrier function, Iri and Imai proposed to apply the Newton method using line search to optimize the barrier function. The multiplicative barrier function in the linear programming case, however, resembles very well the potential function. In Iri and Imai (Ref. 17) , it was shown that this algorithm has a locally quadratic convergence rate. Numerical experiments presented in the same paper showed that this algorithm converges always globally, and it converges very fast indeed. A proof of the global convergence property was given in Zhang and Shi (Ref. 18) and Zhang (Ref. 19) . Based on this convergence proof, the polynomiality of the Iri-Imai algorithm follows by replacing the exact line search with some fixed step searches. However, the number of iterations estimated in Zhang gave an elegant proof which shows that the Iri-Imai algorithm actually has the same order of polynomial running time bound as the original Karmarkar algorithm for linear programming. Moreover, he showed in (Ref. 22 ) that the Iri-Imai algorithm can be extended to solve convex quadratic programming with the same polynomial running time bound. In this paper, using similar approaches as in Ref. 22 , the convergence result of the Iri-Imai algorithm applied to a larger class of smooth convex programming problems is presented. More precisely, under some smoothness and convexity assumptions we prove that the Iri-Imai algorithm has a globally linear convergence rate for convex programming. The main condition on the objective and constraint functions used to prove the convergence is called the harmonic convexity. The same condition was used in Mehrotra and Sun (Ref. 14) as well. A characterization of the harmonic convexity is given in this paper. This condition is easier to check and requires less continuity than the so called relative Lipschitz condition used in (Refs. 13, 15 and 16) . This paper is organized as follows. In Section 2, we introduce the Iri-Imai algorithm for convex programming. In Section 3, the convergence result is presented. We conclude the paper in Section 4.
The Iri-Imai Algorithm for Convex Programming
Consider the following convex programming problem
where g i is second order continuously differentiable, for i = 0, 1, ..., m, g 0 is convex and g i is concave for i = 1, 2, ..., m.
We will assume from now on that m ≥ 1. As we will see later, Iri and Imai's algorithm is an extension of Newton's method for constrained problems.
To simplify the analysis, we first make the following assumption on (P ).
Assumption 2.1
The optimum value of (P ) is known, for simplicity, to be zero.
We observe that this assumption is not essential (see Section 4) and can be dropped if the forthcoming algorithm is properly modified. Now we define harmonic convexity as follows. Note that two square ma-
Definition 2.1 A second order continuously differentiable convex function f is called harmonically convex on its convex domain X iff there exists a positive constant λ such that In convex analysis, a function is called uniformly convex if for any point in its domain the Hessian matrix exists and is positive definite, moreover, the largest and the smallest eigenvalues of the Hessian matrix are strictly bounded by some positive constants from both above and below respectively. The following lemma is readily seen.
Lemma 2.1 All linear functions, convex quadratic functions and uniformly convex functions are harmonically convex.
We will give a characterization of the harmonic convexity in the following lemma.
, where x and x form a partition of x, f 1 is a uniformly convex function and f 2 is a linear function. . It is easy to check that this condition is also sufficient for f to be harmonically convex.
Proof. Fix a point y ∈ R
2
Now we state two more assumptions on the problem (P ). Since the functions g i , i = 1, 2, ..., m, are all continuous, the Slater condition implies that the feasible region of (P ) has a nonempty interior. In fact, the Slater condition is sufficient to guarantee that the set formed by the optimal Lagrange multipliers is nonempty and compact (cf. Bertsekas (Ref. 24) and Rockafellar (Ref. 25) ).
Let the feasible set of (P ) be F := {x :
By Assumption 2.3 and due to the fact that g i (1 ≤ i ≤ m) is concave, we know that the set F is full dimensional and convex. We denote the nonempty interior of F by
F is an open and convex set.
In order to simplify the analysis, we further make the following assumption.
Assumption 2.4
The feasible set F of (P ) is bounded. Namely, there is a constant M such that x ≤ M for any x ∈ F . Now we define a multiplicative barrier function G for the problem (P ) as follows:
where l > 1 is some given positive integer.
We observe that the multiplicative barrier function G is well defined on the open and convex set 2
is positive in this case, we define
The function g is called the logarithmic barrier function. Notice that g is a quasi-convex function since G is convex.
The following lemma shows that by using the multiplicative barrier function G or the logarithmic barrier function g, we have essentially converted the constrained problem (P ) into an unconstrained problem. Step 0 Let k := 0.
Step 1 Solve the Newton equation
Go to Step 2.
Step 2 If G(x k+1 ) < , stop; otherwise, let k := k + 1 and go to Step 1.
Remark 2.1 The above described procedure requires an exact line search procedure (at Step 1). As we will see from the analysis presented in Section 3, the globally linear convergence holds even for some inexact search procedure. 
Analysis
In this section we will first introduce some relations between the first order and second order derivatives of G and g.
For a given x ∈ o F (x not optimal) we have
and
To simplify the notations we denote the scaled gradient and Hessian bỹ
Now let the Newton direction at the point x ∈
o F be ξ, i.e.,
and let
It follows from (4), (5) and (6) that
Concerning the Newton direction ξ we have the following lemma.
Proof. See Iri (Ref. 22).
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Let the optimal solution of (P ) be x * . It follows from Lemma 3.1 that
Since g 0 (x * ) = 0 and g i (x * ) ≥ 0 (i = 1, 2, ..., m), it follows from the convexity of g 0 and the concavity of g i (i = 1, 2, ..., m) that
Moreover, by the mean value theorem and the harmonic convexity of g 0 and −g i (i = 1, 2, ..., m), we obtain
and similarly We observe from (9) and (10) 
., m).
Moreover, from (11) and (12) we conclude that
for i = 1, 2, ..., m.
We have now
Using (13) and (14), the first term on the right hand side of the equation (16) can be estimated as
From (8), (15), (16) and (17) we obtain the following result.
Theorem 3.1 If the problem (P ) satisfies Assumptions 2.1, 2.2, 2.3, 2.4 and 2.5, then for a non-optimal point x it holds that h ≥ 1/(2λ + 2), where h is defined by (6).
Now we proceed to estimate how much the logarithmic barrier function can be decreased by searching along the Newton direction.
We note that a feasible steplength t (> 0) can be guaranteed if the following holds
for i = 1, 2, ..., m. In order to determine how large t can be without violating (18) we introduce the following notations: (4), (6) and (7) it follows that
By introducing
the equations (19) and (20) can be rewritten as
Solving the equations (24) and (25) in terms of a 01 and A 1 we obtain
Since a 01 and A 1 are real numbers, we conclude that
The following two lemmas follow immediately from (28).
Observe from (30) and (33), using Theorem 3.1 and Lemma 3.2, that u and v are strictly bounded from zero by some positive constants.
Furthermore, we have the following result
Proof. It is easy to see that if 0 < t < v then
and so
From (18) we know that the above inequality implies
Theorem 3.2 shows that in the Iri-Imai algorithm a certain search step along the Newton direction is allowed without violating the feasibility. This property is essential for our analysis. Now we will show that by properly choosing the steplength within the region given by the interval (0, v), at least some fixed amount of reduction in the logarithmic barrier function can be obtained.
Let an interior point x ∈
o F , and let 0 < t < v. By the mean value theorem, we have
wherex = x + µtξ, for some µ ∈ (0, 1).
Notice by the convexity of g 0 that
and by the harmonic convexity of −g i for i = 1, 2, ..., m, that
Thus we have
To further estimate the right hand side of (35), we note the following lemma.
First, let Proof. First it is easy to see that if 0 < t ≤ v then for i = 1, 2, ..., m,
Moreover, notice that | a 01 |≤ u and so
This implies that if 0 < t ≤ v then 1 + µta 01 ≥ 1/2. The lemma is proved. (23) and (35) we have
Furthermore, by (21), (22) and (27) we have 
Moreover, for any given p > 0, we will have g 0 (x
) steps, where g is the logarithmic barrier function and g 0 is the objective function.
Proof. For any x
, we see from Lemma 3.5 that if a step length t is taken to be t, then
This means that
This proves the first part of the theorem.
The second part of Theorem 3.3 follows immediately from the above inequality, equation (41) and the following inequality: 
Conclusions
Iri and Imai's algorithm seems to be a natural generalization of Newton's algorithm for constrained convex programming problems. Iri and Imai (Ref. 17) showed that under some non-degeneracy assumptions and if line-search is used, then the Iri-Imai algorithm actually has a locally quadratic convergence rate for linear programming. There is no reason to assume that such a locally fast convergence rate does not hold for some smooth convex programming problems. Certainly, to prove locally fast convergence, an exact line-search procedure and some continuity of the Hessian matrices should be required. It remains a topic for future research. F and attains plus infinity on the boundary of F . The path formed by the minimum points when the lower bound goes up to the true optimal value resembles the path studied in the path-following approach. Assumption 2.4 is not essential as well. We need only to assume that the set of optimal points is bounded. Because if the initial point is properly chosen, we may add some constraints using the information about the upper bound of the objective value. In this way, we may exclude some part of the feasible region where no optimal point will be contained and at the same time keep the new feasible region bounded.
In the existing literature, mainly only the path-following method in the interior point approach is generalized to solve convex programming (Refs. [13] [14] [15] [16] . In Refs. 13, 15 and 16, the so called Relative Lipschitz Condition on the objective and the constraint functions is required to prove the convergence. The Relative Lipschitz Condition is difficult to check and requires more continuity on the Hessian matrices.
