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Clickers, formerly known as instant response systems, have gradually become an integral
part of the classroom. Though several reviews on research into clicker-integrated in-
struction have been published within this decade, the controversy over whether clicker-
integrated instruction is effective to enhance students' learning gains has not been
settled because the early reviews mainly focus on students' perceptions toward and
acceptance of clicker-integrated instruction. Furthermore, so far there is no consistent and
clear framework to explain why the use of clickers is effective or ineffective to facilitate
academic learning outcomes. Based on the literature from the 1970s to the early 2010s, this
review article identiﬁes and summarizes the theoretical aspects accounting for possible
relations between clicker-integrated instruction and academic learning outcomes. The
theoretical aspects are subsequently evaluated and expanded in reference to primary
studies. The results suggest that the superior effect of clicker-integrated instruction,
compared to conventional lectures, stands on ﬁrm empirical ground. In addition, engaging
students in explaining and justifying their answers to clicker questions is highly recom-
mended because such an instructional strategy is associated with positive and strong effect
sizes on academic learning outcomes.
© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).Contents
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1. Introduction
Clickers, formerly known as Instant Response Systems (IRS), have gradually become an integral part of the classroom.
According to a survey by CNET News (Gilbert, 2005), in 2004 alone, schools and universities around theworld bought nearly a
million clickers. Moreover, it was estimated that 8 million clickers were sold annually by 2008. Based on these statistics, it
might be said that tens of thousands of courses worldwide are nowbeing conductedwith the addition of clickers. As indicated
by several reviews (e.g., Boscardin & Penuel, 2012; Caldwell, 2007; Fies & Marshall, 2006; MacArthur & Jones, 2008), the
instructional potential of clickers has grabbed substantial attention from researchers and educators in various disciplines.
By summarizing the information documented in the early reviews of clicker use (e.g., Boscardin & Penuel, 2012;
Caldwell, 2007; Fies & Marshall, 2006; MacArthur & Jones, 2008), it can be found that clickers are signal transmitters,
similar in size to television remotes, used to collect students' responses to teachers' questions in the classroom. Once the
teacher poses a question, generally a multiple-choice type inquiry, students can click the buttons on their remote-like
devices to specify answers to that question. Students' answers are then transmitted to a monitoring system typically
through infrared or radio frequency signals. By this means, every student in the classroom can, hopefully, express his/her
thoughts instantly without being scrutinized by peers. The monitoring system then automatically aggregates the answers
from the entire class with a histogram, offering the teacher a choice about whether or not the overall distribution of stu-
dents' answers should be publicly shown. Some systems likewise enable teachers to decide how publicly or how anony-
mously students' responses are collected and displayed by indicating which remotes have transmitted signals or by the
names registered for the remotes.
Regarding the widespread use of clickers in schools, not surprisingly, several researchers and educators have questioned its
cost andeffectiveness. For instance, Lasry (2008)quotedMarvinDavis, “asmengetolder, the toys getmore expensive,” to express
his concern on the beneﬁts of clickers that may be overstated by companies of educational technology and other researchers.
Lantz (2010) also pointed out the doubt of educators who hesitate to adopt clickers in their own classrooms: are clickers a
worthwhile, pedagogical tool or merely an amusing novelty? In order to judge whether clickers are worth the investment, the
following questions are raised: Can clickers be used to complement the existing practice in school, or even to facilitate new
instructional strategies that are difﬁcult, if not impossible, to achieve in a conventional classroom setting? These questions
should be carefully examined in reference to how students learn and what role this new technology plays in the learning
processes. Reviews on the empirical studies into clicker-integrated instruction are certainly helpful to answer these questions.
Several reviews on research into clicker-integrated instruction have been published within this decade (e.g., Caldwell,
2007; Fies & Marshall, 2006; Kay & LeSage, 2009; Lantz, 2010; MacArthur & Jones, 2008; Simpson & Oliver, 2007). How-
ever, the controversy over whether clicker-integrated instruction is effective to enhance students' learning gains has not been
settled because, as indicated by Fies and Marshall (2006) and Kay and LeSage (2009), little empirical work was done in the
early 2000's. Furthermore, the most frequently used data-collection method of empirical studies is self-reported measures
(Kay& LeSage, 2009). Themajor accomplishments of early reviews are the syntheses of why clickers might beworthy to try in
the classroom and what problems may occur while implementing clickers into schools (see Caldwell, 2007; Fies &Marshall,
2006; Kay& LeSage, 2009; Lantz, 2010; MacArthur& Jones, 2008; Simpson&Oliver, 2007, for reviews). Two solid conclusions
can be drawn from these syntheses: students usually hold positive attitudes toward the use of clickers, and clickers can boost
student attendance in higher education. However, a clear explanation of why the use of clickers is effective to facilitate ac-
ademic learning outcomes remains absent. Several authors of the early reviews (e.g., Boscardin & Penuel, 2012; Fies &
Marshall, 2006; Kay & LeSage, 2009) have called for more empirical studies, which should be conducted in a more
rigorous manner, to provide explanations for academic learning outcomes through explicit incorporation of a theoretical
framework as well as the features of clicker-integrated instruction.
As evidenced by the statistics reported in Section 4.1, a substantial amount of empirical studies have been published in
peer-reviewed journals in recent years. A synthesis for these empirical studies is thus needed to update the state of the ﬁeld.
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Moreover, theoretical aspects accounting for possible effects of clicker-integrated instruction on academic learning outcomes
are reviewed and identiﬁed from literature. These theoretical aspects are subsequently evaluated and expanded in reference
to the primary studies reviewed in this article. The main questions guided this review are:
 What are the theoretical aspects accounting for possible effects of clicker-integrated instruction on academic learning
outcomes?
 Have primary studies demonstrated that clicker-integrated instruction is generally superior to conventional lectures for
enhancing academic learning outcomes?
 Which theoretical argument is more aligned with the available empirical data?
 What can we learn from empirical studies to improve our practices with clickers in both teaching and research?2. Strategies and theoretical aspects of implementing clickers into the classroom
Before proceeding with the theoretical aspects to explain why using clickers is effective to facilitate academic learning
outcomes, the features of clicker-integrated instruction, especially, which are different from conventional lectures, should be
identiﬁed. As shown in Fig. 1, three typical forms of clicker-integrated instruction are summarized from previous literature
reviews (e.g., Caldwell, 2007; Fies & Marshall, 2006; Kay & LeSage, 2009; Lantz, 2010; MacArthur & Jones, 2008). It can be
found that the instruction is divided into several units, using clicker questions as the central component; within each unit, a
clicker question, usually presented in a form of multiple-choice, is posed to students after a brief lecture. The most basic way
to proceed with the instruction is to ask students to vote for possible answers individually, followed by a display of the voting
results. The instructor then provides students with explanations for correct and incorrect answers. A slight variation from the
basic form is to encourage students to discuss with their neighbors before submitting answers. The third form of clicker-
integrated instruction, primarily based on Mazur's peer instruction approach (Crouch & Mazur, 2001; Mazur, 1997), is
more sophisticated. Once the clicker question is posed, students are asked to vote on answers individually. The display of theFig. 1. Typical forms of clicker-integrated instruction.
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students are engaged in generating their own explanations to justify each choice. After that, students are given a chance to
revote on answers. The display, of the revote results, is shown subsequently. The instructor then explains why the answers are
correct or incorrect.
As mentioned earlier, so far there is no consistent and clear framework to explain why the use of clickers is effective to
facilitate learning outcomes. Nonetheless, several candidate theories can be derived from the research of educational tech-
nology and cognitive psychology. In the following sections, these candidates are discussed in conjunctionwith the features of
clicker-integrated instruction. The research designs corresponding to these candidates are described as well.
2.1. Novelty effect
The most straightforward explanation of how research papers produce positive results of clicker-integrated instruction is
the novelty effect. It assumes that students are often exited when a new technology is adopted in the classroom. The increased
attention by students thus results in increased effort or persistence in learning, which yields achievement gains. In this case,
the positive effect of that technology on learning outcomes is mainly due to its novelty. Learning gains thus tend to diminish
signiﬁcantly as students become more familiar with the technology (Bangert-Drowns, Kulik, & Kulik, 1985; Cheung & Slavin,
2013; Kulik & Kulik, 1991; Kulik, Kulik, & Bangert-Drowns, 1985). This argument is commonly used to counter the promotion
of new technology in academic research (e.g., Clark, 1983, 1994) because no pedagogical beneﬁt is substantially offered by the
adoption of the technology.
2.2. Unequal-item exposure effect
As warned by Anthis (2011), the positive results of clicker-integrated instruction may be merely caused by unequal
exposure to test items between experimental (i.e., clicker-integrated instruction) and control (i.e., conventional lectures)
groups. Some studies simply lump the questions posed in clicker-integrated instruction together as a post-test to determine
students' learning outcomes. However, the control group does not receive any of the questions during lectures. In other
words, the content of the post-test is relatively new to the control group. Under this circumstance, it is premature to claim
positive effects of clickers on reforming conventional lectures even if a higher mean score of the experimental group is
observed. Shapiro and Gordon (2012) also expressed a similar concern that the learning gains from clicker-integrated in-
struction may merely come about by prompting students to memorize speciﬁc test items during class. If this sort of unequal
exposure is at the root of the positive results observed in some clicker studies, the effect is not particularly interesting from a
theoretical point of view because it might be just as effective to give students lists of important topics to attend to in class and
during study.
2.3. Testing effect
Given that clicker-integrated instruction is inherently a series of test events, the testing effect is cited by previous studies to
explain the effectiveness of clicker-integrated instruction (e.g., Campbell & Mayer, 2009; Mayer et al., 2009; Shapiro &
Gordon, 2012). According to Roediger and Karpicke's reviews (2006a, 2006b) on testing-effect experiments, compared to
restudying learning material, taking a test of that material can have a greater positive effect on memory retention and or-
ganization. The act of taking tests induces students to retrieve information from their long-term memory. Retrieval may
increase the elaboration of a memory trace and multiply retrieval routes, thereby increasing the probability of successful
retrieval in the future (Dempster, 1996; Roediger III & Karpicke, 2006a, 2006b). Moreover, activation of a targeted concept in
memory may produce facilitative effects for its related concepts because the associative strength between these concepts in
memory is increased through retrieving one of them (Chan, 2010; Chan, McDermott, & Roediger III, 2006). The inference
drawn from such research design is unlikely to be threatened by unequal-item exposures since the initial tests are usually
blank, simply asking students to recall what they have read.
The testing effect has great implications for lecture-based instruction: test your students after you lectured them, or they
will forget what you said soon after, even when you have repeated the lecture several times. Clickers can facilitate in-class
tests with ease. However, the clicker questions posed in the classroom usually are of higher cognitive levels, instead of
free-recall. Furthermore, clicker questions are usually given at multiple time points, rather thanmassed together at the end of
the class. Does the testing effect remain under these circumstances? Other studies from a different research tradition are
reviewed to deal with these issues in the next section.
2.4. Adjunct-question effect
The adjunct-question effect is cited in some primary studies to account for the effectiveness of clicker-integrated instruction
(e.g., Campbell & Mayer, 2009; Mayer et al., 2009). Based on the comprehensive reviews by Hamilton (1985) and Rickards
(1979), adjunct questions refer to the questions inserted in a written passage that students are to study. Literally, the
design of adjunct-question experiments is pretty much alike that of testing-effect experiments; they both use test-events
without feedback to facilitate learning outcomes. Nonetheless, some variations between them can be identiﬁed. One of
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questions used in testing-effect experiments are placed together at the end of the material. In addition, a number of adjunct-
question experiments have used higher-order questions that go beyond just asking students to recognize, recall, or supply
some factual information given in reading material. According to the summary by Andre (1979), higher-order adjunct
questions require students to select a new example of a concept or principle employed in the material from among alter-
natives; to state a relationship between elements implied but not explicitly stated in the material; or to perform cognitive
tasks, which are more complex than the knowledge (remembering) level of the Bloom Taxonomy (Bloom, Engelhart, Furst,
Hill, & Krathwohl, 1956). The meta-analysis by Hamaker (1986) reveals that, compared to restudying learning material,
answering adjunct questions are generally more effective to promote students' learning gains.
Two explanations for the adjunct-question effect are identiﬁed from relevant literature (e.g., Frase, 1967; Hamaker, 1986;
Rickards, 1979). The ﬁrst one is backward processing, which is similar to the mechanism of retrieval-induced facilitation,
referring to the act of retrieving information thematically related to the adjunct question frommemory. Another explanation
is forward processing, referring to increased attention to the instructional material immediately following the adjunct
question. In terms of clicker-integrated instruction, these two explanations should not be seen inclusive of each other. In a
practical sense, the clicker questions posed in a lecture should be highly inter-related. Both a backward and a forward process
might thus be produced by the clicker questions. In summary, the features of adjunct-question experiments are more aligned
with clicker-integrated instruction than those of testing-effect experiments.
2.5. Feedback-intervention effect
In clicker-integrated instruction, students may perceive two kinds of information as feedback, regarding their perfor-
mance on clicker questions. As depicted in Fig. 1, the ﬁrst one is the display of voting results. The second one is teachers'
explanations for the answers to clicker questions. Feedback is important for cueing students how to improve their learning
performance (Bangert-Drowns, Kulik, Kulik, &; Morgan, 1991; Butler & Winne, 1995; Hattie & Timperley, 2007; Kluger &
DeNisi, 1996; Shute, 2008; Thurlings, Vermeulen, Bastiaens, & Stijnen, 2013). Based on a large meta-analysis of empirical
studies, Kluger and DeNisi (1996) polarize the attunement in locus of attention induced by feedback: at one end, are the
details of the focal task, whereas, at the other end are the threats to self. The effectiveness of feedback decreases as a student's
attention moves closer to the self and away from the task. Hattie and Timperley (2007) propose a more concrete model to
predict feedback effects. The model addresses feedback with reference to the process of learning across four levels, including:
(1) the task level, indicating how well tasks are understood or performed; (2) the process level, referring to the main process
needed to understand or perform tasks; (3) the self-regulation level, focusing on the ways in which students monitor, direct,
and regulate themselves toward learning goals; and (4) the self level, inducing personal evaluations about the self (Hattie &
Timperley, 2007). Effective feedback should direct students' attention to how to improve task performance (i.e., the task,
process, and self-regulation levels), rather than personal evaluations about the self.
A possible strength of clickers is to generate frequent performance-feedback-adjustment loops for every student in a single
lecture. If feedback is delayed or absent when a student struggles with learning material for a while, his/her attention may
shift form the focal task to the selfe self-doubting whether he/she is incapable of completing the task (Kluger& DeNisi, 1996;
Shute, 2008). The student may therefore feel too frustrated to keep learning. As shown in Fig. 1, clicker-integrated instruction
usually chunks the learningmaterial into smaller units; one or a few clicker questions follow each unit to engage students and
track their progress. Feedback, referring to either the display of voting results or teachers' explanations, is then offered.
Students may adapt feedback to evaluate and adjust the gap between their current status and the learning goal. The
performance-feedback-adjustment loop is difﬁcult to iteratively implement in the classroomwithout an efﬁcient and reliable
tool for data collection and calculation. Clickers are helpful at this point. Recent studies also have suggested that the
performance-feedback-adjustment loop can facilitate students' improvement in metacognitive awareness, which helps
students to interpret feedback at the self-regulation level (e.g., Azevedo & Aleven, 2013; Goldberg & Spain, 2014).
The privacy enabled by clickers might be helpful for preventing students' attention from beingmisdirected to the self level.
In a traditional classroom, the teacher usually asks students to exercise academic tasks in a public manner, such as performing
tasks at the podium or raising hands to express opinions. This instructional strategy is risky because it exposes students'
weakness to peers and thus may evoke their fears of failure. Students may then interpret feedback from the teacher and peers
as threats to the self if they feel their own performance is poor, wrong, or unpopular. Under such the circumstance, feedback
deﬂects students' attention away fromhow to improve task performance, and usually has a negative effect on learning (Hattie
& Timperley, 2007; Kluger & DeNisi, 1996; Shute, 2008). As reported in Hoekstra's observational study (2008), expressing
opinions through clickers is less anxiety provoking than traditional methods (e.g. raising hands or holding up a response card
that peers can see). Thus students may interpret feedback in positive ways that attain task, process, or self-regulation levels.
2.6. (Self-)explanation effect
Considering that some clicker-integrated instruction asks students to explain their reasoning on clicker questions to peers,
the research on the self-explanation effect may provide theoretical underpinnings for such an instructional strategy. The
possible causal relationship, between academic learning outcomes and the behavior of generating explanations for problem
solutions while learning, was initially investigated by Chi and her colleagues (Chi, Bassok, Lewis, Reimann,&Glaser,1989; Chi,
Y.-T. Chien et al. / Educational Research Review 17 (2016) 1e186De Leeuw, Chiu,& Lavancher, 1994; Chi& VanLehn,1991). It was found that prompting students to self-explain, while reading
prescribed step-by-step problem solutions, wasmore effective in facilitating conceptual learning than asking students to read
the problem solutions twice without prompts (Chi et al., 1994). Since then, a substantial amount of empirical evidence was
obtained to demonstrate that prompting student to explain solutions of worked examples to themselves had a positive effect
on their future problem-solving performance (e.g., Bielaczyc, Pirolli, & Brown, 1995; Renkl, Stark, Gruber, & Mandl, 1998;
Rittle-Johnson, 2006; Wong, Lawson, & Keeves, 2002). Neuman and Schwarz (1998) further investigated whether the self-
explanation effect could be applied to the context in which students were solving problems by themselves, rather merely
studying prescribed solutions from examples. The transferability of the self-explanation effect was demonstrated in Neuman
and Schwarz's study (1998). Moreover, it was found that explicitly prompting students to generate explanations, regarding
the difﬁculties they had encountered and the corresponding solution steps they had operated, was more effective than asking
students to just freely describe what thoughts passed in their heads while solving problems.
Encouraging students to explain their own reasoning on clicker questions can be seen as a prompt for self-explanations.
From the cognitive perspective, learning is seen as the process in which the student mentally manipulates his/her own
knowledge in conjunction with new information to create newer knowledge (Chi et al., 1989, 1994; Chi & VanLehn, 1991).
Engaging the student in self-explanting can facilitate him/her to retrieve, integrate, and modify his/her own knowledge with
new information in a minute and ongoing fashion. New declarative or procedural knowledge, which can subsequently be
used during problem solving, may thus be better constructed by the student (Chi et al., 1989, 1994; Chi & VanLehn, 1991).
The merits of self-explanting have become more recognized by contemporary educational researchers from the meta-
cognitive perspective. As widely observed in empirical studies (Bielaczyc et al., 1995; Chi et al., 1989; Chi & VanLehn, 1991;
Renkl, 1997; Wong et al., 2002), successful students generally tend to generate more task-related self-explanations while
solving problems, than poor students. Moreover, the content of self-explanations is partially related to how they are going to
monitor and regulate their goals, strategies, and performance. This implies that self-explaining may be a strategy for students
to maintain metacognitive awareness. By generating self-explanations, students are more likely to ﬁnd gaps in their
knowledge that are causing them trouble, and then invent as small a piece of knowledge as necessary for ﬁlling the gaps
(Bielaczyc et al., 1995; Chi& Bassok,1989; Renkl et al., 1998; VanLehn, Jones,& Chi, 1992;Wong et al., 2002). Recent studies in
educational technology have also indicated that self-explanation prompts can promote students' metacognitive processes, of
detecting and correcting errors, and thus facilitate students in acquiring a deeper understanding of learningmaterials (Aleven
& Koedinger, 2002; Atkinson, Renkl, &Merrill, 2003; Azevedo & Aleven, 2013; Chi& VanLehn, 2010; Goldberg& Spain, 2014;
Graesser, McNamara, & VanLehn, 2005; Mathan & Koedinger, 2005). The possible effects of asking students to explain their
reasoning on clicker questions, and its mechanism, should be also considered from social aspects. As shown in Fig. 1, students
are asked to explain their reasoning to peers, rather than merely to themselves. In such the setting, social interactions occur.
Students might use peers' actions and utterances as external information to monitor and regulate their cognition, motivation,
and behavior with reference to the group he/she is involved with (Azevedo & Aleven, 2013; J€arvel€a et al., 2015; Kirschner,
Kreijns, Phielix, & Fransen, 2015; Kreijns, Kirschner, & Vermeulen, 2013; Phielix, Prins, & Kirschner, 2010; Phielix, Prins,
Kirschner, Erkens, & Jaspers, 2011).
2.7. Summary
The theoretical aspects discussed above are summarized in Table 1. Moreover, the features of research design which are
critical to support each of the theoretical aspects are speciﬁed, including (1) whether instruction is conducted with a rela-
tively longer duration; (2) whether a new set of questions are used to construct post-tests; (3) whether the control group
receives in-class questions as does the experimental group; (4) whether feedback is given to students after they respond to in-
class questions; and (5) whether students are explicitly asked to elaborate and justify their answers (e.g., by peer discussion).
For each theoretical aspect, the relevant features are marked in the row of that theoretical aspect. The predictions of research
results are described as well. Acknowledging that many of the studies discussed above are not directly focused on clicker-
integrated instruction, these studies alone cannot fully inform on educational practice of clicker-integrated instruction.
Therefore, a meta-analytic review on primary research in clicker-integrated instruction is conducted to evaluate the
appropriateness of the aforementioned theoretical aspects. The meta-analysis is subsequently guided by the summary listed
in Table 1.
3. Method
3.1. Selection of studies
Several online databases were employed to search relevant studies written in English, including ERIC, JSTOR, PsycINFO,
PsyARTICLE, PubMed, SCI, and SSCI. Various keywords such as audience response system, classroom response system, wireless
response system, electronic voting system, group response system, personal response system, instant response system, interactive
voting system, student response system, clicker, etc. were used. In order to enhance the rigidity of data collection, the searchwas
limited to research papers published by peer-reviewed journals. The search was conducted at the end of 2013, and was not
limited to a particular date range. A total of 556 non-overlapping research papers were located. The large number of hits was
screened on the basis of their abstracts to decide whether the obtained articles should be included in the meta-analysis. Once
Table 1
Descriptions, features, and predictions of relevant theoretical aspects.
Theoretical
aspect
Description Key variable Prediction
Extending the
duration of
instruction
Using a new set
of questions as
a post-test
Administrating
in-class
questions to the
control group
Providing students
with feedback
Explicitly asking
students to
elaborate and
justify their
answers (e.g., peer
discussion)
Novelty effect The novelty of clickers appears to students. The
increased attention by students thus results in
increased effort or persistence in learning, which
yields achievement gains.
✓ The positive effect will dissipate
signiﬁcantly if the duration of
instruction is extended.
Unequal-item
exposure
effect
Students in the clicker group have more chances to
practice post-test items than those in the control
group. Repeated practice results in superior
performance.
✓ ✓ The positive effect will dissipate
signiﬁcantly if students'
chances to practice post-test
items are equalized.
Testing effect Answering a click question induces students to
retrieve information relevant to the concepts
learned before. Retrieval may increase the
elaboration of a memory trace and multiply
retrieval routes, thereby increasing the probability
of successful retrieval in the future. Activation of a
targeted concept in memory may also increase its
associative strength with related concepts. The
probability of successful retrieval of these concepts
in the future is thus increased.
✓ Students' learning
achievements will be improved
if a number of clicker questions
are given in the class.
Adjunct-
question
effect
Answering a click question induces students to
retrieve information thematically related to the
concepts learned before. It may also increase
students' attention to the instructional materials
immediately following the click question.
✓ Students' learning
achievements will be improved
if a number of clicker questions
are interspersed in the class.
Feedback-
intervention
effect
Feedback alters the locus of attention. It triggers
proper cognitive processes (e.g., to encode correct
information, which is relevant to instructional
materials).
✓ ✓ ✓ Students' learning
achievements will be improved
if feedback of clicker questions
is given.
(Self-)
Explanation
effect
Generating explanations while solving a problem
supports the localizing and ﬁlling of knowledge
gaps. It thus facilitates the integration of new
learned materials with existing knowledge.
✓ ✓ ✓ Students' learning
achievements will be improved
if they are engaged in
elaborating and justifying the
answers of clicker questions.
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Y.-T. Chien et al. / Educational Research Review 17 (2016) 1e188a search result lacked the abstract portion, or sufﬁcient information formaking a conﬁdential judgment, its full document was
retrieved and examined. Any article in this stage would be retained if it (1) used clickers for educational purposes, not for
making a clicking sound or training animals; (2) conducted empirical studies to examine the instructional effectiveness of
clicker-integrated instruction; (3) involved at least one conventional lecture as the control group; (4) reported on academic
learning outcomes; and (5) documented quantitative data of academic test scores.
The ancestry approach was also used to exhaustively search for the peer-reviewed research papers relevant to the present
analysis; additional articles were located by checking reference lists of early reviews (e.g., Boscardin& Penuel, 2012; Caldwell,
2007; Fies & Marshall, 2006; Kay & LeSage, 2009; Lantz, 2010; MacArthur & Jones, 2008; Nelson, Hartling, Campbell, &
Oswald, 2012). These articles were also ﬁltered by the inclusion criteria which were mentioned in the previous paragraph.
A research assistant was instructed to examine the search results independently. Any doubt in the inclusion of articles was
resolved by discussion. The inter-rater reliability was good, estimated by k ¼ 0.82. The full documents of the retained articles
were then carefully inspected. In this stage, the studies without specifying the basic statistics needed for computing effect
sizes, especially sample sizes, were excluded. In the end, 72 pair-wise comparisons, derived from 28 articles (marked with an
asterisk in References), were included in the meta-analysis.
3.2. Coding of study features
The design features of each pair-wise comparison, which may help to examine the instructional strategies and theoretical
underpinnings of clicker-integrated instruction, were identiﬁed. This job was done by two educational researchers inde-
pendently, consistently following the coding scheme shown in Table 2. There was a substantial agreement between the
researchers, estimated by k ¼ 0.76. Any doubt in coding results was resolved by discussion. Biographical information of the
selected studies was also listed, including the year of publication, sample sizes, instructional domains, and sample charac-
teristics (e.g., graduates, undergraduates, high-schools, etc.).
3.3. Calculation and analysis of effect sizes
Meta-analysis is a research method which combines and summarizes quantitative information from different studies.
Researchers thus are enabled to investigate, systematically, relationships between variables that otherwise would be un-
detectable or difﬁcult to verify in a single study. While different studies assess the same outcome (e.g., the academic learning
outcome targeted by this meta-analysis), they may measure it in a variety of ways (i.e., using different tests). Making the
quantitative data from different studies comparable is therefore an important task. A common practice in social sciences to
deal with this task over past decades is to calculate the Cohen's d coefﬁcient (Cohen, 1988) for each pair-wise comparison.
Cohen's d for any comparison is deﬁned as the difference between the means of two groups (e.g., experimental and control
groups) divided by the pooled standard deviation of the two groups (see Eq. (1)). A d coefﬁcient of 0.2 indicates that one-ﬁfth
standard deviation separates two means, whereas a d coefﬁcient of 0.5 represents half of a standard deviation unit. This
calculation provides researchers with a common language to express the possible relationship between variables in a uniform
scale. The magnitudes of possible relationships between different interventions and outcome measures are standardized,
with reference to the variability observed in each study. By using the standardized difference in means, commonly termed as
the standardized effect size, results of different primary studies can be combined, compared, and summarized in a systematic
way.
d ¼ X1  X2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
S21ðn11ÞþS22ðn21Þ
n1þn22
r (1)
where Xi, Si, and ni are the sample mean, standard deviation, and size of group i.
It should be noted that, in Eq. (1), pooling the two sample estimates of standard deviations is for obtaining a more accurate
estimate of their common value; due to the sampling issues, the sample estimates S1 and S2 are unlikely to be identical even ifTable 2
Coding scheme of study features.
Feature Description Code
Delayed testing Was the learning outcome assessed by a delayed post-test? Yes (Y); No (N)
Baseline control Were prior differences between groups (i.e., prior knowledge) were controlled by randomly assigning
subjects to groups, systematically assigning subjects to groups, or using pre-test scores as covariates?
Yes (Y); No (N)
One-shot Did the instruction sustain only one-lecture long (typically around 50 min) or less? Yes (Y); No (N)
Equivalent exposure Did the control group receive in-class questions as did the experimental group? Yes (Y); No (N)
Repeated questions Did the post-test simply repeat in-class questions? Yes (Y); No (N)
Peer discussion Was the experimental group allowed to discuss with peers while answering in-class questions? Yes (Y); No (N)
Display Were the voting results shown to subjects during instruction? Yes (Y); No (N)
Elaboration Were subjects provided with explanations of the correct/incorrect answers for in-class questions? Yes (Y); No (N)
Y.-T. Chien et al. / Educational Research Review 17 (2016) 1e18 9researchers assume that the underlying population standard deviations of the two groups are the same. However, Hedges and
colleagues (Hedges, 1981; Hedges & Olkin, 1985) have indicated that the population variance will be downwardly biased
when it is estimated by the pooled standard deviation. It turns out that the effect size will be overestimated especially when
sample sizes are small. Nevertheless, this bias can be approximately corrected through multiplication by a factor proposed by
Hedges (1981, 1982). So, the corrected effect size nowadays is usually called Hedges' g (Hedges & Olkin, 1985). The common
expression of this correction is shown in Eq. (2). Hedges' g provides a superior estimate of the standardized difference in
means with small samples. On the other hand, as the sample size increases, Hedges' g and Cohen's dwill converge to the same
value. In this sense, the magnitude of Hedges' g can be interpreted in Cohen's conventions (e.g., Cohen, 1988; Fritz, Morris, &
Richler, 2012; Kirk, 1996); g coefﬁcients of 0.2, 0.5, and 0.8 can be seen as small, medium, and large, respectively. The use of g,
rather than d, has been gradually recommended and adopted in recent years because educational researchers become more
aware of the fact that the sample sizes involved in educational research are usually small (e.g., Borenstein, Hedges, Higgins, &
Rothstein, 2009; de Boer, Donker, & van der Werf, 2014; Donker, de Boer, Kostons, Dignath van Ewijk, & van der Werf, 2014;
Fritz et al., 2012; Scammacca, Roberts, & Stuebing, 2014).
g ¼ 1 3
4 n1 þ n2ð Þ  9
 
d (2)The standardized effect sizes presented in this meta-analysis were calculated using Hedges' g. It was noted that several
pair-wise comparisons were inter-dependent because their samples totally or partially overlapped with each other. The
shifting unit of analysis approach (Cooper, 1982, 1998) was employed to retain the information from each pair-wise com-
parison as much as possible while preserving statistical independence. In this meta-analysis, all pair-wise comparisons were
sorted by the type of outcome measures, depending on whether a delayed post-test was used. Within this categorization,
moderator analyses were performed. For each moderator analysis, inter-dependent effect sizes were aggregated based upon
the particular moderator variable (such as baseline control, one-shot, equivalent exposure, and so forth, as speciﬁed in Table
2). Although this strategic compromise could not totally eliminate the problem of independence, it did minimize violations of
assumptions about the independence of effect sizes, whilst preserving as much of the data as possible (Cooper, 1998). While
combing inter-dependent effect sizes, Borenstein et al.'s (2009) approach was used to balance the weights of multiple effect
sizes that were obtained from one single study. For instance, when a study reported two inter-dependent comparisons, a
combined effect size was calculated based on the relative weights of these two comparisons. The combined effect size gave
moreweight to the comparisonwith a larger sample size than to another comparison in the same studywith a smaller sample
size. Moreover, the variance of this combined effect size was computed in a manner that took into account the proportion of
the repeated sample across comparisons.
After that the dependence issues were intentionally controlled, the random-effects model (Borenstein et al., 2009; Hedges
& Vevea, 1998; Raudenbush, 2009; Shadish & Haddock, 2009), rather than the ﬁxed-effect model, was used to calculate the
mean effect of each variable of interest. This decisionwas made due to the following reasons. First, the random-effects model
aimed to estimate the mean of a distribution of true effects, rather than a single true effect. It assumed that each study was
estimating an effect size for its unique population. Such an assumptionwas more practical than that of the ﬁxed-effect model
because there was no valid reason to believe that the subjects and interventions were exactly the same across the selected
studies. The results based on the random-effects model would thus be more generalizable. Second, compared to the ﬁxed-
effect model, the random-effects model could assign more balanced weights to studies because it considered both within-
and between-studies variances. Therefore, the weights of the studies with large samples would not be disproportionately
inﬂated, whereas the studies with small samples would not be totally ignored. The coded information and effect sizes of the
selected primary studies can be found in Table 3. The analysis was done primarily using the Comprehensive Meta-Analysis
software version 2.2.
4. Results
4.1. Main characteristics of selected studies
As shown in Table 4, it is very clear that the spreading speed of clickers is much faster than the production speed of
empirical studies; before 2008, few studies were done to empirically compare the instructional effectiveness of clicker-
integrated instruction with conventional lectures. Most of the pair-wise comparisons (93%) were reported after 2007.
Moreover, almost all of these comparisons (93%) used undergraduates or graduates as research samples. Approximately, half
of the comparisons (58%) were conducted in the ﬁelds of Science, Technology, Engineering, and Mathematics (STEM) edu-
cation. The homogeneity in sample selection and learning topics would be good, logically, for estimating effects sizes more
precisely and reliably.
4.2. General outcomes of clicker-integrated instruction
As shown in Table 4, sixteen (22%) of the comparisons did not use any technique (e.g., randomly or systematically assigning
subjects to groups, or using pre-test scores as covariates) to control subjects' prior differences in academic performance
Table 3
Coded information of selected studies.
Study ntotal npairwise graw SEraw Delayed
testing
Baseline
control
One-
shot
Equivalent
exposure
Repeated
questions
Peer
discussion
Display Elaboration
Agbatogun, 2012 67 67 1.73 0.29 N Y N N N Y Y Y
Bachman & Bachman, 2011 209 209 0.27 0.14 N N N N/A N N Y Y
192 0.68 0.15 N N N N/A N N Y Y
Bartsch & Murphy, 2011 52 52 0.57 0.28 N Y Y Y N N Y N
Butler, Pyzdrowksi, Walker, &
Yoho, 2010
406 276 0.19 0.12 N N N Y N N Y Y
348 0.06 0.11 N N N Y N N Y Y
406 0.29 0.10 N N N Y N N Y Y
Campbell & Mayer, 2009, Study 1 43 43 0.38 0.30 N Y Y N N N Y Y
43 0.32 0.30 N Y Y N N N Y Y
43 0.27 0.30 N Y Y N Y N Y Y
43 1.20 0.32 N Y Y N Y N Y Y
Campbell & Mayer, 2009, Study 2 38 38 0.03 0.31 N Y Y N N N Y Y
38 0.27 0.32 N Y Y N Y N Y Y
38 0.72 0.33 N Y Y N N N Y Y
38 0.07 0.31 N Y Y N Y N Y Y
Christopherson, 2011 40 40 0.25 0.31 N Y N Y N/A N Y Y
40 0.86 0.32 N Y N Y N/A N Y Y
40 0.54 0.31 N Y N Y N/A N Y Y
40 0.27 0.31 N Y N Y N/A N Y Y
40 1.15 0.33 N Y N Y N/A N Y Y
Deslauriers, Schelew, & Wieman,
2011
382 382 2.31 0.13 N Y N Y N Y Y Y
Doucet, Vrins, & Harvey, 2009 169 169 0.03 0.15 Y Y N N Y N Y Y
169 0.42 0.16 N Y N Y N/A N Y Y
Elashvili, Denehy, Dawson, &
Cunningham, 2008
76 76 0.42 0.23 Y Y Y N N N Y Y
76 0.33 0.23 N Y Y N N N Y Y
76 0.29 0.23 Y Y Y N N N Y Y
74 0.02 0.23 Y Y Y N N N Y Y
74 1.04 0.25 N Y Y N N N Y Y
74 0.14 0.23 Y Y Y N N N Y Y
FitzPatrick, Finn, & Campisi, 2011,
Study 2
151 151 0.43 0.17 N N N N/A N/A Y Y Y
FitzPatrick et al., 2011, Study 3 115 115 0.36 0.19 N N N N/A N/A Y Y Y
FitzPatrick et al., 2011, Study 4 59 59 0.85 0.27 N N N N/A N/A Y Y Y
59 1.19 0.28 N N N N/A N/A Y Y Y
Gebru, Phelps, & Wulfsberg, 2012 92 92 0.18 0.21 Y N N N/A N N Y Y
Gray & Steer, 2012 126 126 0.05 0.18 N Y N Y N Y Y Y
126 1.04 0.20 N Y N Y N Y Y Y
126 0.06 0.18 N Y N Y N Y Y Y
Knapp & Desrochers, 2009 41 36 0.07 0.33 Y Y Y Y N N Y Y
41 0.66 0.31 N Y Y Y N N Y Y
Lim, 2011 56 56 0.29 0.27 N Y Y Y N Y Y Y
56 0.24 0.27 Y Y Y Y N Y Y Y
Lin, Liu, & Chu, 2011 275 275 0.20 0.16 N Y N N/A N N Y Y
275 0.52 0.16 N Y N N/A N N Y Y
Liu, Gettig, & Fjortoft, 2010 179 179 0.00 0.15 Y Y Y Y N N Y Y
179 0.34 0.15 N Y Y Y N N Y Y
Martyn, 2007 92 92 0.17 0.21 N Y N N/A N/A N Y Y
Mayer et al., 2009 250 250 0.26 0.13 N Y N N Y N Y Y
246 0.18 0.13 N Y N Y N N Y Y
250 0.38 0.13 N Y N N Y N Y Y
246 0.45 0.13 N Y N Y N N Y Y
McCurry & Revell, 2011 64 64 0.80 0.26 N N N N/A N N Y Y
Miller, Ashar, & Getz, 2003 283 283 0.31 0.12 N Y Y Y N N Y Y
Patterson, Kilpatrick, &
Woebkenberg, 2010
70 70 0.14 0.24 N Y N Y N/A N Y Y
70 0.24 0.24 N Y N Y N/A N Y Y
70 0.45 0.24 N Y N Y N/A N Y Y
70 0.23 0.24 N Y N Y N/A N Y Y
Plant, 2007 36 36 0.21 0.32 N Y N N N N Y Y
14 0.05 0.51 Y Y N N N N Y Y
Pradhan, Sparano, & Ananth, 2005 17 17 0.61 0.48 Y Y N/A N/A N/A N Y Y
Radosevich, Salomon, Radosevich,
& Kahn, 2008
145 145 0.90 0.17 Y Y N N N/A N Y Y
145 0.40 0.17 N Y N N N/A N Y Y
Rubio, Bassignani, White, & Brant,
2008
22 19 1.77 0.53 Y Y Y N N N Y Y
22 0.88 0.43 N Y Y N N N Y Y
Shaffer & Collura, 2009 92 92 0.45 0.21 N N Y Y Y N Y Y
Tregonning, Doherty, Hornbuckle,
& Dickinson, 2012
126 103 0.44 0.20 Y N N N/A N N Y Y
126 0.56 0.18 N N N N/A N N Y Y
111 0.26 0.19 Y N N N/A N N Y Y
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Table 3 (continued )
Study ntotal npairwise graw SEraw Delayed
testing
Baseline
control
One-
shot
Equivalent
exposure
Repeated
questions
Peer
discussion
Display Elaboration
115 0.53 0.19 N N N N/A N N Y Y
Yourstone, Kraye, & Albaum,
2008, Instructor A
98 98 0.42 0.20 N Y N Y N N Y Y
98 0.39 0.20 N Y N Y N N Y Y
Yourstone et al., 2008, Instructor B 92 92 0.33 0.21 N Y N Y N N Y Y
92 0.55 0.21 N Y N Y N N Y Y
Note. N/A, not available.
Table 4
Descriptive statistics of study features.
Study features Yes (%) No (%) N/A (%) Total
Published after 2007 67 (93) 5 (7) 0 (0) 72
Using undergraduates/graduates as sample 67 (93) 5 (7) 0 (0) 72
Using STEM-related learning materials 42 (58) 30 (42) 0 (0) 72
Controlling for baseline 56 (78) 16 (22) 0 (0) 72
Administering delayed post-tests 15 (21) 57 (79) 0 (0) 72
One-shot intervention 25 (35) 46 (64) 1 (1) 72
Administering in-class questions to the control group 32 (44) 24 (33) 16 (22) 72
Repeating in-class questions as post-tests 8 (11) 46 (64) 18 (25) 72
Allowing subjects to discuss with peers 11 (15) 61 (85) 0 (0) 72
Displaying class results 72 (100) 0 (0) 0 (0) 72
Elaborating correct/incorrect answers 71 (99) 1 (1) 0 (0) 72
Note. N/A, not available.
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between the outcomes measured and the research defect. As shown in Table 5, a total of 30 combined effect sizes were
obtained from the comparisons using immediate post-tests, and 11 combined effect sizes were of delayed post-tests. On
immediate post-tests, the studies controlling for baseline produced a mean effect size favoring clicker-integrated instruction
(g ¼ 0.49, 95% CI [0.18, 0.80], z¼ 3.10, p < .01), which was approximately twice as large as that of the studies without baseline
control (g ¼ 0.24, 95% CI [0.08, 0.57], z ¼ 1.46, p ¼ .14). This trend also emerged from the comparisons using delayed post-
tests. Though themean effect size of baseline-controlled studies decayed, it remained signiﬁcant (g¼ 0.34, 95% CI [0.02, 0.66],
z ¼ 2.06, p ¼ .04). The mean effect size of the non-control studies was rather small and insigniﬁcant (g ¼ 0.13, 95% CI [0.15,
0.41], z ¼ 0.95, p ¼ .34), but this result was not informative because the sample size was too small (n ¼ 2). Considering such
the signiﬁcant relationship between the research defect and outcomes, the studies without baseline control were excluded
from the following analysis. Overall, the general outcomes accompanied with clicker-integrated instructionwere greater than
those of conventional lectures, regardless what speciﬁc instructional strategies were used in clicker-integrated instruction or
whether the outcomes were assessed by immediate or delayed post-tests. The mean effect sizes were statistically and
practically signiﬁcant.
Publication bias should be taken into account in any meta-analysis, given that studies with statistically signiﬁcant positive
results are more likely to get published by academic journals than those with negative or statistically non-signiﬁcant results.
Multiple methods were used to examinewhether themean effect size of the selected studies was signiﬁcantly overestimated.
The result of Egger's regression test (Egger, Smith, Schneider, & Minder, 1997) indicated that the asymmetry in the distri-
bution of effect sizes was not statistically signiﬁcant (t ¼ 0.16, p ¼ .88). Duval and Tweedie's trim-and-ﬁll method (2000) also
indicated that no studies, which had effect sizes smaller than the mean effect, was needed to add into the meta-analysis.
Furthermore, the overall analysis of this review yielded a classic fail-safe N of 966, meaning that to make the mean effect
size become insigniﬁcant, 966 studies with null results would be needed. Given that we were able to identify only 72 pair-
wise comparisons that looked at the relative learning gains between clicker-integrated instruction and conventional lectures,
it is unlikely that nearly 1000 studies were missing. Therefore, it is unlikely that the mean effects sizes were signiﬁcantly
overestimated.Table 5
Mean effect sizes by baseline control and delayed testing.
Baseline control Delayed testing
No Yes
n M SE 95% CI n M SE 95% CI
Lower Upper Lower Upper
No 8 0.24 0.17 0.08 0.57 2 0.13 0.14 0.15 0.41
Yes 22 0.49 0.16 0.18 0.80 9 0.34 0.16 0.02 0.66
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without any in-class questions. The other one was the lecture with in-class questions. Some researchers may consider the
comparison as uneven if the control group received no in-class questions, which we termed as unequal-exposure to test items
in Section 2.2. To deal with this issue, we compared the mean effect sizes obtained from the two types of control groups (i.e.,
lecturing with vs. without in-class questions). The results indicated that unequal-exposure to in-class questions between
groups was not a crucial factor to determine the outcomes of primary studies. Please refer to Section 4.4 for more details.
4.3. Relationship between instruction length and learning outcomes
As shown in Table 6, across the primary studies in this ﬁeld, the relative learning gains of clicker-integrated instruction did
not decrease with the extension of treatment duration. Rather, if clicker-integrated instruction was conducted under rela-
tively long durations, the mean effect size of relative learning gains increased from 0.33 (95% CI [0.05, 0.62], z ¼ 2.27, p ¼ .02)
to 0.57 (95% CI [0.12,1.01], z¼ 2.52, p¼ .01) on immediate post-tests. A similar trend also emerged from the results on delayed
post-tests, but it was not statistically signiﬁcant and the total sample sizewas too small (g¼ 0.35, 95% CI [0.36,1.06], z¼ 0.97,
p ¼ .33, n ¼ 3 for the studies lasting longer than one lecture; g ¼ 0.27, 95% CI [0.13, 0.66], z ¼ 1.33, p ¼ .18, n ¼ 5 for the one-
lecture studies). Moreover, as shown in Table 7, such a boost in learning gains was prominent when outcomes were assessed
immediately by a set of new questions, which was relevant to, but not identical to, in-class questions (g ¼ 0.75, 95% CI [0.20,
1.29], z ¼ 2.66, p < .01).
4.4. Relationship between question-answering activities and learning outcomes
As mentioned in Section 2.2, indeed, some comparative studies administrated in-class questions only to the experimental
group, simply repeated the questions as a post-test, and merely used students' mean scores on the post-test to argue the
usefulness of clickers. Although the contribution of this kind of studies to the theory and practice of clicker-integrated in-
struction would be rather limited, they certainly provided with the present meta-analysis an empirical baseline to infer
whether clicker-integrated instruction went beyond rote memorization of in-class questions. As shown in Table 8, on im-
mediate post-tests, clicker-integrated instruction yielded a greater learn gain than lectures. A medium effect size was ob-
tained when the control groups received lectures without in-class questions (g ¼ 0.55, 95% CI [0.23, 0.87], z ¼ 3.41, p < .001).
The effect size remained approximately the same (g¼ 0.49, 95% CI [0.04, 0.94], z¼ 2.13, p¼ .03) if the control groups received
in-class questions during lectures. Such results signaled that unequal-exposure to post-test itemsmight not be a crucial factor
to determine the outcomes of primary studies. Since the total sample size of delayed post-tests was rather small, we tended to
focus on the results of immediate post-tests.
Not surprisingly, if immediate post-tests simply repeated the clicker questions, clicker-integrated instruction produced
positive outcomes in the unequal-exposure condition. As shown in Table 9, the mean effect size was signiﬁcant (g¼ 0.28, 95%
CI [0.06, 0.50], z¼ 2.44, p¼ .02). However, therewere two ﬁndings, which deservemore attention.When the test items which
were exactly the same as in-class questions were removed from post-tests, the mean effect size was still signiﬁcant (g¼ 0.60,
95% CI [0.22, 0.98], z¼ 3.09, p < .01), and was twice as large as the effect size obtained from repeated post-tests. Furthermore,
the mean effect size almost remained the same evenwhen the control group received in-class questions as well (g¼ 0.56, 95%
CI [0.00,1.12], z¼ 1.95, p¼ .05). In other words, the enhancement of learning gains from clicker-integrated instructionwas not
likely a result of unequal exposure to the content of clicker questions between experimental and control groups. Nonetheless,
it should be noted that the aforementioned claims are valid only for the learning outcomes assessed by immediate post-tests;
the amount of studies using new questions to construct delayed post-tests is too little to make reliable inferences.
4.5. Relationship between peer discussion and learning outcomes
Another factor which signiﬁcantly correlated with the positive outcome of clicker-integrated instruction was asking
subjects to generate explanations and justiﬁcations for their own answers to clicker questions. As shown in Table 10, clicker-
integrated instruction in conjunctionwith peer discussion, which encouraged subjects to articulate their thought processes toTable 6
Mean effect sizes for baseline-controlled studies by one-shot and delayed testing.
One-shot Delayed testing
No Yes
n M SE 95% CI n M SE 95% CI
Lower Upper Lower Upper
Yes 9 0.33 0.15 0.05 0.62 5a 0.27 0.20 0.13 0.66
No 13 0.57 0.22 0.12 1.01 3a 0.35 0.36 0.36 1.06
Note. a The number of baseline-controlled studies using delayed post-tests decreases from 9 to 8 because the study of Pradhan et al. (2005) is excluded; they
did not specify the length or duration of their intervention.
Table 8
Mean effect sizes for baseline-controlled studies by equivalent exposure and delayed testing.
Equivalent exposure Delayed testing
No Yes
n M SE 95% CI n M SE 95% CI
Lower Upper Lower Upper
No 8a 0.55 0.16 0.23 0.87 5 0.52 0.27 0.02 1.05
Yes 13a 0.49 0.23 0.04 0.94 3 0.04 0.12 0.20 0.28
n/a 2a 0.11 0.26 0.41 0.63 1 0.64 0.50 0.34 1.62
Note. a The number of baseline-controlled studies using immediate post-tests increases from 22 to 23 because Mayer et al.'s study (2009) is split into 2 parts;
their study compared the clicker group with two different groups, including (1) the control group with paper-based in-class questions and (2) the control
group without in-class questions.
Table 7
Mean effect sizes for baseline-controlled studies using immediate post-tests by one-shot and repeated questions.
One-shot Repeated questions
No Yes
n M SE 95% CI n M SE 95% CI
Lower Upper Lower Upper
Yes 9a 0.34 0.15 0.05 0.62 2a 0.32 0.23 0.12 0.77
No 9a 0.75 0.28 0.20 1.29 1a 0.22 0.13 0.04 0.48
Note. a Studies of Christopherson (2011), Martyn (2007), Patterson et al. (2010), and Radosevich et al. (2008) are excluded from this analysis because they did
not specify the content of post-tests. Both of Campbell and Mayer's Study 1 and Study 2 (2009) and Mayer et al.'s study (2009) are split into 2 parts. Their
post-tests consisted of two sections; section one simply repeated the in-class clicker questions, whereas section two was a set of new questions. Therefore,
the amount of baseline-controlled studies using immediate post-tests decreases from 21 to 20 (22e4 þ 3 ¼ 21).
Table 9
Mean effect sizes for baseline-controlled studies using immediate post-tests by equivalent exposure and repeated questions.
Equivalent exposure Repeated questions
No Yes
n M SE 95% CI n M SE 95% CI
Lower Upper Lower Upper
No 7 0.60 0.19 0.22 0.98 3 0.28 0.11 0.06 0.50
Yes 10 0.56 0.29 0.00 1.12 1 0.18 0.13 0.07 0.43
Note. Studies of Christopherson (2011), Martyn (2007), Patterson et al. (2010), and Radosevich et al. (2008) are excluded from this analysis because they did
not specify the content of post-tests. Mayer et al.'s study (2009) is further split into 2 parts because their post-tests consisted of two sections; section one
simply repeated the in-class clicker questions, whereas section two was a set of new questions. Study 1 and 2 of Campbell and Mayer (2009) are split into 2
parts as well because they used the same design of post-test measures.
Table 10
Mean effect sizes for baseline-controlled studies using immediate post-tests by peer discussion and repeated questions.
Peer discussion Repeated questions
No Yes
n M SE 95% CI n M SE 95% CI
Lower Upper Lower Upper
No 13a 0.34 0.10 0.15 0.53 3a 0.25 0.11 0.02 0.47
Yes 4a 1.19 0.58 0.06 2.32 0a None None None None
Note. a The number of baseline-controlled studies using immediate post-tests decreases from 22 to 20 because the studies without specifying the content of
post-tests are excluded from this analysis.
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mean effect size was statistically signiﬁcant with a pretty large magnitude (g ¼ 1.19, 95% CI [0.06, 2.32], z ¼ 2.04, p ¼ .04).
Clicker-integrated instruction without peer discussion yielded a positive mean effect size as well, but the magnitude was
much smaller than those of peer discussion (g ¼ 0.34, 95% CI [0.15, 0.53], z ¼ 3.53, p < .001). It should be noted these results
were derived from the post-tests which did not repeat clicker questions. None of the studies of peer discussion duplicated in-
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with peers.
Acknowledging that the mean effect size of clicker-integrated instruction decreased dramatically if the studies involving
peer discussion were excluded, we wondered if the superior learning gains of clicker-integrated instruction, in comparison
with the conventional lectures with in-class questions, was primarily due to the generation of explanations or justiﬁcations.
The large effect sizes reported by the studies of peer discussion may bias the mean effect size which used conventional
lectures with in-class questions as the control group. This was probably the reason why the mean effect size, using con-
ventional lectures with in-class questions as the control group, was similar to themean effect size using conventional lectures
without in-class questions as the control group. However, as indicated by a follow-up analysis, even if the studies involving
peer discussionwere excluded, the mean effect size comparing to the lectures with in-class questions (g ¼ 0.33, 95% CI [0.04,
0.63], z¼ 2.21, p¼ .03) was as large as the effect size comparing to those without in-class questions (g ¼ 0.39, 95% CI [0.20,
0.57], z¼ 4.04, p< .001). The difference between these two effect sizes was negligibly small (gdiff ¼ 0.06), providing strong
evidence that the superiority of clicker-integrated instruction over conventional lectures did not resulted from unequal-
exposure to in-class questions.
5. Discussion
The meta-analysis results suggest that the superior effect of clicker-integrated instruction, compared to conventional
lectures, stands on ﬁrm empirical ground. As pointed out by Lantz (2010) and Lasry (2008), a major criticism to clicker
adoption is that clickers might be nothing but a mere novelty for students. Undoubtedly, the effectiveness of educational
technology will always suffer from the novelty effect because students often get excited when new technology is instituted
(Bangert-Drowns, Kulik, & Kulik, 1985; Cheung & Slavin, 2013; Kulik & Kulik, 1991; Kulik et al., 1985). In this case, it is more
realistic and practical to examinewhether the improvement in learning diminishes signiﬁcantly as students become more familiar
with clickers, rather than whether there exists a novelty effect across past studies. The meta-analysis results have demon-
strated that the superior outcomes of clicker-integrated instruction remained robust even if students had experienced clicker
usage for a relatively long duration. Therefore, the novelty effect should not be a primary concern regarding clicker adoption.
The meta-analysis results are also helpful to settle the clicker vs. method debate. A sharp schism, between clickers and
instructional methods, is emphasized in previous studies (e.g., Anthis, 2011; Campbell &Mayer, 2009; Christopherson, 2011;
Mayer et al., 2009; Shapiro & Gordon, 2012). It is argued that the effectiveness of clicker-integrated instruction is falsely
attributed to clickers. Rather, the true effect is due to the addition of question-answering activities (i.e., the method) that
primes testing and adjunct-question effects (Anthis, 2011; Campbell & Mayer, 2009; Christopherson, 2011; Mayer et al.,
2009). It is true that some comparative studies were confounded with question-answering activities because they did not
require the control group to respond to questions during class. However, the synthesis of previous studies still yielded a
signiﬁcant positive mean effect size when clicker-integrated instruction was compared with the lectures which also gave
students question-answering activities. The mean effect size even increased if learning outcomes were assessed by a set of
questions that were different from clicker questions. These results strongly suggest that the use of clickers indeed has some
advantages over conventional lectures. Both of testing and adjunct-question effects are inadequate to explain the superiority
of clicker-integrated instruction. Moreover, the effectiveness of clicker-integrated instruction appears to go beyond rote
memorization of in-class questions; it facilitates knowledge application.
Based on the meta-analysis results, the feedback-intervention effect seems to be more suitable than testing/adjunct-
question effects to account for the superiority of clicker-integrated instruction. It is noted that all selected studies did pro-
vide students with instant feedback after students responded to in-class questions. As documented in previous literature (e.g.,
Hattie & Timperley, 2007; Kluger & DeNisi, 1996; Shute, 2008), feedback on learning performance can be ineffective, or even
detrimental, if it threatens students' self-esteem. Compared with the feedback given in conventional lectures, the feedback
given in clicker-integrated instruction is less threatening to students' self-esteem because their performance is evaluated in a
private way. The feedback given in clicker-integrated instruction is thus more likely to direct students' attention to the focal
task and, consequently, improve learning. Previous reviews (e.g., Boscardin & Penuel, 2012; Caldwell, 2007; Fies &Marshall,
2006; Kay& LeSage, 2009) have also indicated that students highly appreciate the anonymity of clickers that enables them to
gather feedback without being publicly judged by others. It will be more fruitful for future studies if the research question is
reshaped as how a speciﬁc instructional method might be enhanced by the use of clickers, rather than questioning whether the
effectiveness of clicker-integrated instruction should be solely attributed to the instructional method or the clicker.
Some researchers may argue that students' awareness of their responses being collected by clickers signiﬁcantly con-
tributes to the superior outcomes of clicker-integrated instruction. All kinds of clicker responses, even null responses, are
recorded and tracked by the teacher. Students thus increase their attention and consequently, reinforce testing/adjunct-
question effects. However, there is a premise required to make this conjecture valid: students must feel that clicking no
answer or wrong answers is detrimental for the teacher's evaluation of their performance. Therefore, we tend to further this
conjecture as the grading-incentive issue. Most studies included in this review (89%) did not count students' clicker responses
as part of a ﬁnal grade, nor did they explicitly tell students that clicker responses would be graded. On the contrary, some
studies even explicitly told students that all responses were anonymous and would not be graded. The study of James (2006)
further indicates that students are more likely to mindlessly pick the most popular answers, rather than being cognitively
engaged in solving questions, when they are aware that their clicker responses are being graded. Therefore, we contend that
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consequently learning outcomes.
Implementing peer discussion of clicker questions is highly recommended because it is generally able to produce large
learning gains. Such a practice has been advocated as the standard model to use clickers in the science classroom (Beatty,
Gerace, Leonard, & Dufresne, 2006; Caldwell, 2007; Crouch & Mazur, 2001; Newbury & Heiner, 2012; Wieman et al.,
2009). However, it should be noted that peer discussion can be implemented totally without clickers. Therefore, this re-
view does not intend to conclude that clickers facilitate peer discussion. Rather, peer discussion, which primes students to
explain their reasoning, enhances the effectiveness of clicker-integrated instruction. The theory of scaffolding (Bruner, 1985;
Vygotsky, 1978) might be another candidate to explain the effectiveness of peer discussion, in addition to the self-explanation
effect. Through interacting with a more knowledgeable other, a student is enabled to achieve learning outcomes that are
beyond his/her independent efforts. The student then internalizes the learning outcomes as the support from the more
knowledgeable other is gradually withdrawn. However, the information available in the selected studies is too vague to
identify the core components of the scaffolding theory, such as the presence of a more knowledgeable other and how the
more knowledgeable other participates in students' learning. Future studies are needed to investigate how students interact
with peers within the context of clicker-integrated instruction. Research of this linewill also be helpful to understand how the
use of clickers may mediate the process and outcomes of peer discussion.
6. Conclusion
The results of meta-analysis suggest that clickers have pedagogical value beyond the novelty effect and simple memo-
rization of in-class questions. Compared with testing and adjunct-question effects, the feedback-intervention effect is a more
reasonable theoretical explanation for the superiority of clicker-integrated instruction. Moreover, engaging students in peer
discussion is found to be a very promising strategy to promote the effectiveness of clicker-integrated instruction.
Based on the results and discussion, we recommend educators and researchers view learning as a self-regulatory process
(Butler & Winne, 1995; Pintrich & Zusho, 2002; Zimmerman, 2001). Students proactively seek, produce, and interpret in-
formation as feedback on their learning performance. Feedback changes students' locus of attention and therefore their
cognition, motivation, and behavior during learning. Effective instruction should assist students in monitoring and regulating
themselves to close the gap between actual and desired performance (Butler & Winne, 1995; Pintrich & Zusho, 2002;
Zimmerman, 2001). Such a perspective of learning accommodates the instructional methods and theoretical phenomena
reviewed in this article. For instance, the question-answering activity is implemented to help students gauge their progress
and gather feedback at the micro level, and in a timely fashion. The implementation of question-answering activity also
primes testing and adjunct-question effects that enhance students' memory and direct their attention to instructional ma-
terial. Peer discussion enables students to share the monitoring and regulatory processes with classmates. It also primes self-
explanation effect that prompts students to detect and correct errors in their reasoning.
The perspective of learning as a self-regulatory process also helps educators and researchers to envision how clickers can
enhance instructional methods. The central issue is how to use clickers to craft and deliver information that students may ﬁnd
constructive to monitor and regulate cognition, motivation, and behavior during learning. As discussed previously, the
anonymous feature of clickers prevents students' weakness from being publicly exposed, while they are gathering infor-
mation to gauge their own learning. The teacher's feedback following the question is thus more likely to be adapted by
students to keep persistency in learning and improving performance. The real-time display of clicker voting results, which is
shown before the correct answer is highlighted by the teacher, is also a source of information for students to monitor their
performance with reference to peers. Our preliminary study (Chien, Lee, Li, & Chang, 2015) has demonstrated that displaying
the voting results can guide students' discussion processes and thus inﬂuence learning outcomes. However, the display of
clicker voting results may have both positive and negative impacts on students' self-regulatory processes. On the positive
side, the display of clicker voting results might be perceived as an “I am not the only one confused” comfort to students
(Hoekstra, 2008; Hoekstra &Mollborn, 2012). It helps eliminate the feeling of hopelessness and keep students in regulating
themselves to approach the learning goal. The display of clicker voting results may also fuse students to discuss onwhy some
answers are commonly chosen, and thus further engage students in evaluating and correcting each other's reasoning
(Hoekstra, 2008; Hoekstra&Mollborn, 2012). On the negative side, students may passively conform to the majority's opinion
represented in the clicker voting results, rather than actively examining the ﬂaws of their own reasoning (Nielsen, Hansen-
Nygård,& Stav, 2012; Perez et al., 2010). Further studies are needed to clarify what kind of voting results (e.g., univocal idea or
diverse ideas represented in the voting results) can facilitate, or even inhibit, productive self-regulation.
The use of clicker-like teaching strategies has practical and critical relevance to 21st century learning systems such as
Massive Open Online Courses (MOOCs). InMOOCs, students are asked towatch pre-shot video clips to learn course content by
themselves. Periodically prompting students to answer the questions related to the course content, while they are watching
the video clips, may prime students to keep, monitor and regulate their own learning. Since MOOCs are built on the online
platforms, it is easy to provide students with an anonymous mechanism to respond to questions and receive feedback. The
social media embedded in MOOCs is also capable of offering students an anonymous mechanism to participate in peer
discussion, either in synchronous or asynchronous forms.
It should be also noted that almost all of the selected studies used undergraduates or graduates as research samples.
Although such the homogeneity in subjects is logically good for estimating effect sizes more precisely, the generalizability of
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or elementary students are recommended to verify the generalizability of the ﬁndings. Furthermore, the conclusion made in
this review should be limited to the learning outcomes assessed by immediate post-tests because the amount of studies using
delayed post-tests is too little to make reliable inferences. Studies assessing learning gains, at various time points, are rec-
ommended to examine the stability of the positive learning outcomes of clicker-integrated instruction. Reporting on content
of in-class questions, post-tests, and teachers' feedback is highly recommended for future research practice. The proposed
information gathered will be helpful in gaining a deeper understanding of how to design appropriate clicker questions and
feedback to facilitate learning outcomes.
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