In this paper we apply the dynamic programming optimization to find an optimal strategy for assigning grapes to pressing tanks in one of the biggest Portuguese wineries. Up to now, the proposed solutions were obtained with the use of linear programming. Such approach though lacks of robustness and can lead to severe losses in case of sudden situation change. Therefore, we endow our model with stochasticity, what makes it less vulnerable for changes. The analysis is based on real data, showing that the proposed algorithm is very efficient and can be easily used to support decisions at the winery. Suggested solution could be applied as well to many other factories relying their production on outer supplies.
Introduction
In this paper we propose to apply dynamic programming optimization to find an optimal scheduling policy for a grape reception process, where our optimization criterion is based on maximizing the profit within fixed time horizon. The analysed problem bothers great magnitude of companies relying their production on outer supplies and it is very common since supply chains are growing larger and outsourcing is still very popular among general business strategies(see e.g. [5] ). Optimization problem becomes even more complex when deliveries differ among each other and company cannot control neither size of delivery nor its time. Adding to that irregularity in time of delivers, escalates the whole production process to a very complicated problem. Facing this issue requires creating new data methodology and we suggest to apply the dynamic programming optimization, which adopts decisions to the present situation hence it better suits to the considered problem than the static (in time) optimal strategy.
Our analysis is carried out on the grape reception process in one of the biggest Portuguese companies producing Vinho Verde wine. Before ending up at the shopping shelves, Vinho Verde has to go through a complex process from a grape to a bottle of wine. The first stage is harvest. Determining date of the harvest is performed either by empirical method or by identifying maturity of the fruit based on the concentration of sugars and total acidity. Harvesting can be done manually with the use of shears or mechanically. Transporting grapes from a vineyard to the winery has to adhere to certain regulations as well. Firstly, pressing them has to be done as quickly as possible, because the sweetness, acidity and alcohol level changes rapidly over time. Secondly, the grapes should be prevented from deteriorating by avoiding long time sunlight exposure and rain falling directly on them. A truck entering the winery has to be registered in the system and described by the variety of grapes that it transports, weight of the grapes and the arrival time. Then it queues and waits for its turn to be processed in one of the machines. When it is chosen, the truck throws the grapes into silo, where all pests get vanished and after cleaning the berries they go into pressing stage. In this paper we focus only on the stage of choosing the optimal truck to get loaded. Another production steps are: maceration (where a freshly pressed fruit juice called must is produced), alcoholic fermentation of the must, the malolactic fermentation (in which tart-tasting malic acid, naturally present in the grape must, is converted by the bacteria to softer-tasting lactic acid), the laboratory analysis and bottling ready to drink wine. Obviously, the most difficult optimization problem concerns distributing grape deliveries among pressing tanks in such a manner to obtain the highest possible income from wine produced out of them. The main difficulty is that in general, we cannot control the time of deliveries which arrive mostly from outside suppliers. Our specific problem is even more complicated, since considered winery receives four different types of grapes that have to be processed separately. The price of wine generated from each of them is different as well. Here, grape pressing is performed on six machines of two types. First type is adjusted to process fifty tones within four hours processing cycle and the second type can process twenty five tones within two hours. Company owns two machines of first, bigger type and four machines of second, smaller type.
Further we show that the tanks assignment process could be put into Markov Control Process framework hence we can apply seminal Bellman equation. This equation allows us to produce optimal strategy by splitting our problem to easier optimization subproblems that overlap each other. (see e.g. Cormen et al. [2, p. 359] ). So far only linear programming has been used; see [4, 6] . One can check that in this case linear approach is much less robust than our method. We also give an extensive numerical analysis which shows that constructed algorithm is very efficient.
The paper is organized as follows. In Section 2 we introduce the Markov Decision Processes and corresponding to considered problem Bellman equation. Then, in Section 3, we adapt Markov Decision Process to the winery problem. Section 4 deals with the model calibration according to the available data. Section 5 contains description of optimal algorithm and numerical analysis. Finally, Section 6 concludes this paper.
Markov Decision Process
To define the Markov Decision Process X t properly, we consider at the beginning the time horizon {0, . . . , T } within which optimization is performed. The state of the stochastic system X t to be controlled at time t is a function
of the previous in time state X t−1 of the system, a control Y t from a certain set of allowed controls defined by Γ(t, X t−1 ) and new information Z t = z that arrives at time t. We assume that Z t is a random variable independent of Z 1 , Z 2 , . . . , Z t−1 with a known to the controller probability distribution. In other words, based on the past information the controller chooses a control Y t . After the control Y t has been chosen a piece of new and random information Z t arrives. The new state of the system at time t is determined by the function f (called a transition function) of above mentioned arguments. Later we will usually denote X 0 = x 0 , X t−1 = x, Y t = y and Z t = z. During each iteration t the controller receives also a payoff g(t, X t , Y t ) generated from the current state. Our goal is to obtain, throughout the whole set of time intervals, the highest possible sum of payoffs g, which is called an optimal value function V * . Of course, the optimal value function V * is produced by an optimal strategy for the choice of controls
Note that the stochastic dynamical system X has the Markov property. Thus the process of assigning decisions at time t should depend only on the prior state X t−1 , not on the whole state history. Then we can construct the seminal Bellman equation as we show below.
Introducing
by linearity of conditional expected value and its tower property it then follows that:
This observation leads to the Bellman equation:
with the obvious boundary condition at the terminal time T :
From the above, it is possible to compute optimal value function V * (1, x 0 ) by backwards induction. The starting point is given by Equation (2), this equation returns V * (T, x), for all possible x and then using Equation (1) repeatedly, it is possible to obtain one by one V * (T −1, x), V * (T −2, x), . . . , V * (2, x), V * (1, x 0 ). Important to mention here is that every time only one component of the strategy is optimized, not the whole strategy at one time.
Model Adaptation
We now put the winery optimization problem into the Markov Decision Process framework described below. In other words we describe all model components based on real scenario. At the beginning recall that T is a chosen time horizon on which we will do our optimization.
State of the stochastic dynamical system. Each X t = (X 1 t , . . . , X K t ) (t = 0, . . . , T ) represents states of K pressing tanks at time t. To simplify notation assume at the beginning that K = 1. Then X t gives information about a single press. In this case X t is described by a five-element vector X t = (v t , l t , s t , C, T P ) containing variety v t , load l t of this variety and the information about processing start time s t of the press. Each of those elements depends on time t. Additionally, the press has capacity C and total processing time T P which are invariant over time. Later, we will use notation v t = v(X t ), l t = l(X t ) and s t = s(X t ) to underline the dependence of type, load and processing time on the state of the system. Note that s(X t ) = 0 means that a press does not operate at time t.
Set of controls Y . The main goal of this paper is constructing an optimal decision process, assigning certain truck to the press. In fact, control Y t is a truck that should be assigned to the analysed press at time t, that is it should be unloaded there. This truck is chosen from the allowable set of truck types, which correspond to available controls Γ(t, X t−1 ). Each truck y = (v, l, at) is represented by three variables such as variety v, load l and arrival time at. We denote by N the number of all possible truck types, that is (v, l) ∈ {(v 1 , l 1 ), . . . , (v N , l N )}, and v i and l i is the variety and load of ith type, respectively. Again to underline dependence of the truck on the ith type, we will write y = y i .
Set of new information Z. At each time t we can observe new trucks arriving to the factory. That in turn is represented by Z t . Each element Z t = (T R t 1 , . . . , T R t N ) is a vector consisting of N i.i.d. random variables with generic T R i (i = 1, . . . , N ). All T R i take the form of Bernoulli random variables multiplied by the vector consisting of carried variety and load, that is
We assume that each B i takes values in the set {0, 1} with the probability of success equal to p i , that is
The value B i = 1 denotes that at least one truck of certain ith type arrived at given time t. Otherwise, when B i = 0 and in consequence Z i = 0, there are no trucks of ith type arrived.
Transition function f . Recall that the state of the system at time t is given by
where f is a transition function. In the winery scenario with K = 1 press it is specified as follows:
v(X t ), l(X t ), s(X t ), C, T P = X t = f t, x, y, (z 1 , . . . , z N ) The function is constructed of a sum over N + 1 possible choices, referring to N different types of trucks plus one symbolic truck O, which meaning is that whenever chosen, we do not assign any truck to the analysed press. At first we have an indicator 1 {y=y i } which extracts components (v i , l i ) from the chosen control y and indicator 1 v(x)=v i or l(x)=0 and C−l(x)≥l i that checks if the variety of chosen truck meets variety inside the press or if the press is empty, under the assumption that load of chosen truck do not exceed the presses spare space. Only in such case we can assign truck y to the press. Next, we define all components of X t . Press takes variety v i if it's not equal 0. If we assign O truck to the filled press, the variety has to remain as it was, since we cannot change it until the end of pressing cycle. Otherwise it equals 0. Load is simply modified by adding load of chosen truck l i to the previous presses load l(x). If we have filled the press (l(x) + l i = C), which has not started processing grapes yet (s(x) = 0), then the processing start time s(X t ) takes value t. In the case when press started processing (s(x) = 0) and it did not finish until t (t − s(x) < T P ), we have to take the previous starting time s(X t ) = s(x). Otherwise we set it to 0. All the other constant over time factors stay the same. Payoff g. Our goal is to maximise total profit gained from the wine production. In our model every time the press starts a cycle, manufacture receives payoff defined as:
In the case when the number of presses is strictly larger than 1, that is K > 1, then we sum up the payoff functions over all machines and optimize our decisions basing on the sum of payoffs.
Model calibration
Data that were used in calibration of the model are given in the attached tables. Table 1 contains total daily weight (in kg) of deliveries per each variety, gathered from 21.08.2015 to 03.10.2015. Table  2 presents the history of trucks arrivals between 18.09.2015 and 26.09.2015. More precisely, Table 2 contains information about the weight (in kg) and time of delivery, unfortunately without the variety. We aggregated Table 2 to Table 3 On the basis of given data, we splited one day into T = 33 half-hour intervals from 8 : 30 to 00 : 30. Such split forces system to deal with more or less 4 trucks per interval. We remind that the maximal number of available machines is 6, therefore proposed split is very reasonable.
We will consider two types of states, X B and X S , representing big and small machine type, respectively. They are distinguished according to capacities and total processing times, namely (C = 50, T P = 8) for big type and (C = 25, T P = 4) for small type. Here we assume that:
-variety v is represented similarly for both types by the number from 1 to 4, defining straightaway price of the variety; -load l represented in tons would range maximally to 50 in X B and to 25 in X S ; -processing start time s, defined for both types in the same way, is represented by previously defined intervals t = 1, . . . , 33 ; -capacity C is also represented in tones. Recall that each truck is represented by its variety v, load l and arrival time at. On the basis of delivery weights histograms given in Figure 1 , we assume that loads l i range in {5, 10, 15, 20, 25} tons.
The set Γ of available decisions is described by the following decision tree. In the case of being blocked, filling the machine with any truck is impossible. Decision tree returns then symbolic truck O. If the machine is not working, decision tree asks next question about filing. In case of an empty machine, decision tree returns all possible truck types, otherwise it returns only trucks that have the same variety as filling and their load do not exceed machine spare space. Since the machines are of two types, Γ is defined twice as well, for X B and X S , respectively.
Note that four varieties of grapes and five loading levels give together N = 20 truck types. In Figure  2 we show the histograms of trucks arrivals over few days. To match this arrival distribution with our simulations, we choose the number M of arrivals per each interval to be uniformly distributed on [0, 10]. This range comes from the actual limits of deliveries amount per unit interval. After that, each truck is endowed with variety generated by the distribution provided in Figure 3 . That is, we take
where P v(Y )=v i and P l(Y )=l i (i = 1, 2, . . . , N = 20) are given in Figure 3 . The table given there should be read in the following way. We associate each ith type with a pair (k, j) where k denotes certain variety of grapes out of 4 possibilities and j describes certain truck load out of 5 possible ones. This gives the following distribution of additional randomness Z i :
Executed simulations (see Figure 4 ) show that we matched arrival times quite closely. We focus on the manufacture owing 6 machines of 2 different types, the optimization will be performed due to the sum of values V from each machine. This approach is partly coerced by the fact that one queue is common for all machines and every truck can be assigned to one machine only. Because of this limitation, the optimization is performed on permutations of possible to use trucks. Finding the solution requires at first knowing state X j t (j = 1, . . . , K) of the press and state of the truck queue, formed from all the trucks that have arrived up to time t and have not been used until t. Then, using the Bellman Equation (1), our algorithm produces table containing the value functions V * (t, x). For t = 0, 1, . . . , T − 1 it is done in the following way. Knowing the state of the system at time t + 1 (which is coded as a vector) and the value function V * (t + 1, x) at that moment, we generate the Bernoulli random variables Z i according to the prespecified success probability p i . We construct new queue. Then we calculate gains for all possible associations between available trucks and presses. We choose the maximizing configuration and find its value adding to V * (t + 1, x). For this choice we also generate next state of our system (by adding the chosen trucks to each press and by modifying appropriately the truck queue). At the terminal time T we use similar steps with one exception. We put 0 for the 'previous step' value function and our queue and presses are taken empty for superfluous state T + 1. We implemented above algorithm and compared its total profit with the total profit generated by manual decision undertaking method (which is used right now in the considered wine factory). It is done in R package with additional internal 'Shiny' package to build an appropriate interface and hence to simplify the manual choice and comparing manual and dynamical programming algorithms (see Figure  5 ). The program could be found under the link [8] . The numerical results are given for the truck arrivals described in Figure 4 . For each of these simulations, representing queue realisations, the scheduling is performed in two ways: using our algorithm and in the manual way.
Algorithm support
Manual Simulation No. Queue length Left in the queue Payoff Left in the queue Payoff  1  166  69  3 300  87  2 925  2  146  52  2 875  57  2 700  3  183  84  3 250  102  2 675  4  163  75  2 900  86  2 400  5  145  46  3 025  54  2 700   Table 4 . Scheduling results in 2 ways Table 4 summarizes all results. Note that dynamical programming algorithm performs better for each simulation, both in the number of used trucks and in the final payoff. Note also that our algorithm puts more focus on the highest priced variety which is also the most possible to occur.
Conclusion
This paper constructs optimal (with respect to gain) algorithm of assigning trucks to the pressing tanks in a certain wine factory. The solving algorithm is based on dynamic programming and Bellman equation, what add stochasticity to the model. Test on the real data showed that it generates higher payoff than manual assigning method. Besides it, since it can be done on daily basis with the use of computer, the algorithm can additionally reduce some costs such as labour work of tanks manager for example. The model although could be better calibrated if we had more presses and truck traffics. This algorithm could be useful for scheduling grape deliveries and in general for other problems of similar type, where one has to assign some task to one of the machines. The proposed method of identifying optimal policy seems to be new in an agricultural sector and can be successfully applied instead of linear programming (see [4, 6] ).
