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by Shalhav Zohar 
ABSTRACT 





cos Jin sin ( n , k  p o s i t i v e  i n t e g e r s  ) 
5s considered i n  d e t a i l .  The d i f f i c u l t i e s  i n  t h e i r  d i r e c t  eva lua t ion  a r e  
3naLyzed and overcome i n  a method capable of very  h i g h  p r e c i s i o n .  A 
de-t,aiied e r r o r  a n a l y s i s  yiel-ds a  r e l i a b l e  e r r o r  bound f o r  t h e  r e s u l i ; ~  
c>btcTn::d t h i s  ?;ray. 
The ~eihod has  been appl ied  i n  computjng a t a b l e  of  parameters allow- 
?n; Lhe eva lua t ion  of t h e  above i n t e g r a l s  Tor n=2,j, ..., 201; k=l,2,,..,200, 
i i t f i  a  r e l a t i v e  e r r o r  o f  2-'32(z Two types  of t e s t s  i n d i c a t e  
-he? the a c t u a l  e r r o r s  a r e  w e l l  below t h i s  upper bouna. 
A t  t h e  o the r  extreme, v e r y  simple coarse  e s t ima te s  of t h e  i n t e g r a l s  
a re  a l s o  obta ined  and t h e i r  e r r o r  bounds e s t a b l i s h e d .  
Th2 computed parameters a r e  a l s o  shown t o  be r e l a t e d  t o  t h e  (h igh  
o r d e r )  d e r i v a t i v e s  of band-limited func t ions  and t o  t h e  incomplete gamma 
func t ion .  
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1. Introduction 
The construction of quadrature formulae for the evaluation of $he 
Fourier coefficients of arbitrary functions leads to the following 
moments 
sn cos mz ds 
When high precision coefficients are required, precise moments have Lo 
be obtained for n ranging up to large values. But in this case (mre 
specifically: n >(2rre)m), serious difficulties beset their com~~utation, 
An interesting solution to the problem was suggested by W. Gautschi %9! 
who proposed to evaluate the related integrals 
2rr 
(1.3) sn(l - cos g) ds 
0 
(1.4) o 1 - sin 
via a recursive scheme. This approach, modified by some refinements, 
is the subject of this paper. In order to simplify the computaLZons, 
we shall compute the following multiples of the above integrals: 
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S~ sin m~ d~ = 
- 'n94m 
n+ 1 
~ " ( 1  - sin m2) d~ = 1 + -2nm 'n >4m 
All four integrals are computable by one simple recurrence 
and the relation 
(1.7) 
Furthermore, in addition to their role in (1.5, the Tnk parameters 
introduced here, allow the evaluation of integrals in which the upper 
n bound is an integral multiple of - rather than 2 r r .  This means that 2 
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in the formulation leading from the arbitrary function to the moments 
(1.1), (1.2), we do not have to work with ti single approximation valid 
for the full period but may, instead, use four different approximations 
getting a better fit. 
Most of this paper is devoted to the study of the related continuous 
T7 function Tn(x) (Tnk = ?,(k ?)) .  Our main goal in this study is to 
provide the foundation necessary for the computation of Tnk with a 
predictable high pracision. A table of rnk (n = 2,3, ..., 201; k = 1,2, ..., 
200) with a relative error bouqd of 2 - 3-32 is one outcome of this mder t ek ing ,  
Note that most of this precision can be carried over to the moments them- 
selves since the only seeming obstacle here is the exact computation of 
L 
powers of rr . As n is available to more than 10 decimal digits [ll], 
the construction of a nn table with precision compatible with that cf 
Tnk, is certainly no problen. 
We proceed now with a brief description of the layout of the paper, 
Section 2 is devoted to the derivation of the generalized version sf 
the integrals (1.5a), (1.5b). The function TIn( x) is introduced here, 
Section 3 establishes the recurrence relation satisfied by 'I1 (x) n 
and considers its application in computing 7 (x). We show that both In 
forward and backward recursions are necessary. The discussions here are 
preliminary, pending the establishment of various important properties sf 
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~ , ( x )  in section 4. Section 5 resumes the discussion of the computation 
of rn(x). The dividing line between forward and backward recursions is 
coasidered here in detail. 
Section 6tacklesproblems associated with the initiation of the 
bsckward recursion. It provides detailed design information to determine 
the first term of the backward recursion from a prescribed error bound. 
Section 7 considers the effect of truncation errors on the precision 
of the computed Tl,(x). An easily computable error bound is the main 
result here. 
Section 8 describes a specific implementation of the algorithm 
developed in the earlier sections. The result is the 'Q table already 
nk 
rn ntioned. A verification of the computed values is also considered 
here. 
Section 9 takes up various other applications of (x). It consists 
n 
of three parts. In part a,the main integration results established in 
section 2 are extended to integrals of type (1.3), (1.4). Our main 
eoceern here is in verifying the precision in this case. Part b shows 
"the relationship of 7 (x) to the derivatives of band-limited functions. 
n 
Part c considers the connection between Tl (x) and the incomplete gamma 
n 
function. 
Section 10 establishes a relationship between Ynk, Riemann's zeta 
function, and various other related functions. The availability of high 
precision tables of these functions makes it possible to exploit the 
established relationship in a test of certain computed 7 values. 
nk 
Results of these tests are presented. 
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A few top ics  whose analys is  had been defer red  i n  t h e  i n t e r e s t  o f  a 
smoother development of t h e  sub jec t ,  a re  discussed i n  sec t ion  11, t h e  
l a s t  one. I n  p a r t i c u l a r ,  t h e  f a i l u r e  of d i r e c t  computation of t h e  
i n t e g r a l s  i s  analyzed i n  d e t a i l .  
2 .  The In tegra t ion  Formulae 
Though t h e  i n t e g r a l s  we a r e  concerned with involve tr igonometric  
funct ions ,  it i s  simpler t o  d e a l  i n i t i a l l y  wi th  t h e  exponential  f ~ m e t i a n ,  
Our s t a r t i n g  po in t  i s  t h e  followirlg closed form in tegra t ion  formula [?I, 
-is We have here a  p a r t i a l  sum of t h e  e  s e r i e s .  Bearing t h i s  i n  mind we 
rephrase (2.2) using t h e  following nota t ion  
and g e t t i n g  
n  
(2.4) is - g n e  a 5 = i  n! ei5 C gr( - iS)  
r = O  
03 
( 2 - 5 )  = i n! e - C gr(-iS) n- 1 
r=w l 
Note t h e  modificat ion from a  f i n i t e  summation i n  (2 .4)  t o  an i n f i n i t e  one 
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i n  ( 2 . 5 ) .  The motivat ion prompting t h i s  s t e p  w i l l  be  d e a l t  with i n  
seet i  on 11. 
Using ( P . 5 )  we ob ta in  t h e  des i r ed  d e f i n i t e  i n t e g r a l  
tn(x) i s  a  complex valued func t ion  o f  t h e  r e a l  argument x. Our main 
concern i n  t h e  fol lowing s e c t i o n s  w i l l  involve t h e  c l o s e l y  r e l a t e d  r e a l  
func t ion  Tn(x)  which we proceed t o  in t roduce  now. 
Our f i r s t  s t e p  i s  t h e  segrega t ion  o f  t h e  sum i n  (2 .8)  i n t o  two 
sepa ra t e  sums a s  shotrn below 
Being guided by t h e  f i rst  term ins i f l e  t h e  b racke t s ,  we in t roduce  now 
m 
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Noting that (2.3)implies 




The formulation of r) (x) in (2.11) clearly shows it to be a real func t i on  
n 
of x. It also shows its relationship to the infinite series expansions 
of sin x and cos x. Thus, for n even, -ln(x) is obtained by striking 
n+2 
out the first [ - ] terms of the cos x series (sin x series for n cdd) 2 
and dividing the remainder by the last eliminated term. 
In some of the subsequent developments, a more explicit formulation 
of T (x) is required. This is obtained by substituting (2.3) in (2,Ll) 
n 
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WF have used here t h e  standard nota t ion  
Notr t h a t  t h i s  formulation s p e c i f i c a l l y  shows 7 (x )  t o  be an even function 
n  
of x ,  
The i n t e g r a l s  we have s e t  out  t o  evaluate can now be expressed i n  







(Z17) 5" s i n  aId5 = I m  [e i x  x 2 t n ( x ) 3  = nTnmL (x) s i n  x - xn,(x) cos x  
Eqns. (? .16),  (2.1.7) a r e  v a l i d  f o r  any r e a l  x.  However, we a r e  
par"; icularly i n t e r e s t e d  i n  those  cases i n  which one of  the  terms on t h e  
r i g h t  of (2 .16) ,  (2 .17)  vanishes. The p rec i s ion  of such i n t e g r a l s  w i l l  
. i i r ec t ly  depend on the  p rec i s ion  of 
~ l ~ ( x ) .  Note t h a t  f o r  arbj  t r a r y  x 
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t h i s  i s  no t  t h e  case  s i n c e  l o s s  of s i g n i f i c a n c e  due t o  "cancz l . la t ionn  
i s  ce r t a i r ,  t o  s e t  i n  f o r  some n ,  x va lues ,  no n:ztt,er how p r t c i  se  Ti (xi i s .  
n 
I n  view of t h e  a b o v e , t h e  computed i n t e g r a l s  w i l l  be  those  
i n  which x i s  constrained a s  fol lows 
( k  i n t e g e r )  
From (2 .16) ,  (2 .17)  i t  i s  obviolrs t h a t  under t hese  condi t ions  we ~ p r i l l  bi: 
dea l ing  wi th  
Hence, t h e  n o t a t i o n  
( k  i n t e g e r )  
( k  i n t e g e r )  
Applying t h e  c o n s t r a i n t  (2.17~1) t o  (2 .16) ,  (2.17) we o b t a i n  our  mai.n 
r e s u l t s  : 
" 'n-~- ,k  (k mod 11 I= 0) 
k  n 
a 
n+ 1 n 
n  ( k  TnlI (k mod = 1) 
(2.19) (k ;)n-l 5 cos a5d5 = 
- 
"n- 1, k (k mod 14 = 2) 
n 
- ( k  ) 1 ( h  mod 4 - j) 
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k rr 
- - 
n+ 1 a 2 rlT (L mod 11 -= 1) 
:1 n-l,L 
, n( p s ? C )  rl-l ;, sina:dE; = 
( k z )  n 
< V  - )  7 (k mod = 3 )  2 nk 
-n T 21-l,k (I: mod 4 = j) 
Note thzt (1 . ~ j b )  is a special case of (2.20) with 
The relation of (2.13) to (1.5a) will become clear later (section 5). 
With the establishm-?nt of (2.19), (2.20), we have transformed our 
problem to that of evaluatinr: the parameters. It turns out, however, 
nk 
to ke nore convenient to deal with the continuous function '7 (x). This 
n 
will occupy us in the following sections. 
3. Preliminary Considerations in Computing Tn(x) 
For low values of n, 1 (x) appears to be quite elementary. To see 
n 
this we recall that the infinite summation appearin{: in (2.11) is a direct 
result of the manipulation transformin:: (2,lr) into (2.5). For the present 
discussion we now manipulate (2.11) in the opposite direction getting 
the following finite summation formulation: 
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[q] COS x - C ~ ~ ~ ( ' 1  








Direct substitution yields 
V0(x) = 1 - cos x 
sin x 
Y1(x) = 1 - -- 
X 
(3.5) 6 T3(x) = 1 - - 6 sinx 2 + - ---- 
X X 
2 x 
Note that (3.1) specifies Vn(x) as an alternating series. This raises 
the specter of loss of significance due to "cancellation". As a matte-.. 
of fact, it will be shown in section 11 that direct application O T  ( 3 , : )  
does, indeed, lead to very severe "cancellation" for certain n, x 
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combinations. We conclude t h e r e f o r e  t h a t  (3 .1 )  has t o  be r e j e c t e d  a s  a  
general metnaa of computing T l  (x). n  
With d i r e c t  compntation r u l e d  o u t ,  we cons ider  now t h e  p o s s i b i l i t y  
of' eva lua t in -  71 ( x )  v i a  a recur rence  r e l a t i o n .  Such a  r e l a t i o n  i s  most 
n  
e a s i l y  obtained from (2.14) as  fol lows 
Lct 11s s u b s t i t u t e  now k = r - 1 
Denoting 
Hence t h e  simple recur rence  formula 
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We g e t  t h e  f i n a l  formulat ion 
(3.11)  Tn(x) = 1 -  c . ~ ( x ) T  n- r Jx) 
Eqns. (3 .11) ,  (3.10) a r t  t h e  b a s i s  f o r  most of  t h e  s ~ l k s ~ q l ~ c n t  aeldelop- 
ments . 
I n  examining t h e  s u i t a b i l i t y  of (3.11) t o  t h e  computation o f  a 
sequence of 'P (x) va lues ,  wi. a r e  assuming i n  t h i s  pre l iminary  di:;cllsr;ion 
n 
i n f i n i t e  p r e c i s j  rm arithrrietic and ::rra cc  n r l  r??d rn.ainLy w i t h  t h c  F_ f Ycct 
of  e r r o r  propagat ion.  
Assrune t h a t  i n  computing 7 ( x )  v i a  (3.11 ) ,  w e  h a v ~  no t  usc3 t b ~  
n 
exac t  ?l ( x )  bu t  r a t h e r  an approximation t o  j t ,  T '  ( x )  where 
n- 2 n-? 
(3.11a)  7 '  'n- 2 (x) - 7 n - 2 ( ~ )  = A 7 1 n - 2 ( ~ )  
It i s  obvious then  t h a t  A 7 ( x ) ,  t h e  r e s u l t i n g  e r r o r  i n  Bn(x ) ,  is p j v . ~  by  
n 
We conclude t h a t  t h e  s t a b i l i t y  of t h e  r e c u r s i o n  process  depends on e (x). 3 
Thus, as long a s  
e n ( x )  < 1 
f o r  a l l  n i n  t h e  sequence generated,  an e r r o r  i n j e c t e d  i n ,  say ,  Tn(x )  
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; ' r i l l  b ~ '  p r ~ f ; r ~ s s S ~ . ' c l y  fitten!l::t~C3 i n  n x (x), e t c .  TJnder t hese  
nt- 2 n-i lr 
cr:nii i t,.ions, tht-: desired sitqucnce could be r:encrst cd by 8 simple s t a b l e  
proccs:; sI.ar!-1:.ng :,,:it11 (('?.:'), (3 .3) )  
. ,  NI. o b s c r v t ,  ! 101~e~ i~_ . r ,  t h ~ t  f o r  n  > -$, e ( x )  i s  a  monotonically i nc reas ing  functi.on 
n 
of :I. This rxcana t ,ha t  ?or every x t - i ~ r : r , -  i s  a speci.fic n value:, r l l (x) ,  s,lch 
t i l t?  1, 
Tnv error introG1~1ced p a ~ i -  T, ( x )  ~$1.1 b~ prngres s ive ly  magnified j n  n 1 
s ~ ' r s n a i l  r.t I ,~rrn?,  e v ~ r i t , i a l l y  render ing  t h e  compI.ted values completely 
meaningless.  
The r c s c l u t i o n  o f  t h i s  d i f f i c ~ x l t y  i s  q u i t e  simple. Rewr i t ing  
(~.LL), (3.1~) t o  f ~ b t a i n  
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we observe t h a t  f o r  c ( x )  > 1, t h e  recur rence  (3.1-11) r ep re sen t s  a st.ikYL~. 
n 
process  i n  t h e  bac1:ward d i r e c t i o n ;  t h a t  i s ,  w e  can saPc.l;,r ::;eneratc- 
"n-2 ( x )  from 'I) (I :) ,  e t c .  This ,  of collrse,  irr,riedS ately poser, t h e  di.lctlu~iu n 
of t h e  rlnavailable i n i t i  a 1  value. 
The s o l u t i o n  i s  provided by a simpl-, arg~~m:nt, or: . i n a l l y  app l i ed  
by J.C.P. Mi l l e r  r31 t o  t h c  computatjon n f  Besscl func t ions .  The- r ~ c s ~ r l -  
i ng  i s  a s  fol lows:  I f  t h e  generated func t ion  i s  bLno~":~~ to D F  bol~ridcci, 
it does no t  r e a l l y  ~ n a t t e r  what e s t ima te  w e  adopt f o r  the i n i t i a l  ~ a l ~ .  
s t a r t i n g  t h e  rec l l r s ion ,  provided we s t a r t  with an j .nd~x n 
s u f f i c i e n t l y  removed from t h e  f i r s t  index of  i n t e r e s t .  3ince t h e  initial 
e r r o r  i s  f i n i t e ,  it w i l l  t ake  only a f i n i t e  nunher of cyc l e s  t o  rednce 
it below any permissi.ble e r r o r .  
To j u s t i f y  t h e  app l i ca t ion  of  t h i s  idea t o  ou r  ca se ,  we have t o  
show t h a t  W x )  i s  bounded. However, t h ?  d e s i ~ ; n  of  an e f f i c j  e n t  yuarai?tc>ed- 
n 
p r e c i s i o n  algori thm c a l l s  f o r  more than  t h a t .  I n  s h o r t ,  w e  have t o  know 
morn about t h e  func t ion  we wish t o  compute. 
It i s  wi th  t h i s  i n  mind t h a t  we t ake  up t h e  s tudy  of 7 (x) i n  t h c  
n 
next  s e c t i o n .  Most of' t h e  p r o p e r t i e s  der ived t h e r e  arc:. subsequent1.y 
appl ied  i n  t h e  des ign  of t h e  a lgor i thm generat ing T ( x ) .  
n 
4. P rope r t i e s  of  P n ( x )  
The p r o p e r t i e s  of  ( x )  proved i n  t h j  s s e c t j o n  may be di v ider l  i n t o  
n 
two groups. I n  t h e  f i r s t  group we e s t a b l i s h  t h e  range of TI ( x )  and its 
n 
asymptot ic  behavior  near  t h e  boundaries of  t h i s  range.  I n  t h e  second 
group we a r e  concerned with t h e  v a r i a t i o n  of Tn(x )  i n s i d e  i t s  range.  
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Our s t a r t i n g  po in t  i s an i n t e g r a l  d e f i n i t i o n  of 'II (x). S e t t i n g  a = x 
n 
i n  '2,15b) and applying (2.13), we get* 
(4,2) = 1x1 / ( 1  - 6)n  s i n  ( I x l 5 ) d ~  
0 
Consider now t h e  above i n t e g r a l  f o r  n, lxl>0. With 0 ,  t h e  
ic-legrali on over t h e  f i r s t  h a l f  cycle of s i n  1 xi 5 y i e l d s  a p o s i t i v e  number. The 
n 
second half' cycle y ie lds  a negative number. Ilowever s ince  (1-f) i s  a monotonically 
decreasicg f'unction, t h i s  negati.ve term i s  o f  smaller  magnitude than t h e  preceding 
positive term so  t h a t  t h e  n e t  cont r ibut ion  is  pos i t ive .  Continuing t h i s  way, we 
conclude t h a t  t h e  i n t e g r a l  i s  p o s i t i v e ,  t h a t  i s ,  
(4,3Q Tip) > 0 (n > 0: x # 0) 
Combining t h i s  with (3.9) yields 
g k 4 g  0 TIn (x) < 1 (x # 0, n > 1) 
FinaUy notin@: that (2,14) prescribes 
we get 
(4.19) o c qn(x) < 1 
(* ) Throughout this paper, 7 (x) is constrained to integral values of n. n 
Eqn, (4.1) provides a convenient extension of the definition of 7 (x) to 
n 
arbitrary n. 
( ~ 6  ) The proof of (4.18) presented here, is much shorter than the original 
author ' s  proof and i s  due to an anonymous reviewer, 
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In connection with the upper bound, note that ( 3 . 9 ) ,  (4.18) imply 
We therefore conclude that the bounds (4.18) are t h c  tightest PO-- asibl.e,  
If we relax the n constraint in (4.18), it is replaccd by 
as is apparent from the explicit expressions for TO(x), Tl(x) ( ( 3 . ~ ) " ~  (5-3)) 
The limit (4.18a) implies that the line y(x) = 1 is an asymptote 
of qn(x) for x-- (n fixed). Tn(x) also has an asymptote for n- (x fixed). 
To determine it, consider the explicit formulation of the recursion ( 3 , ~ h )  
This implies (with (4.18b)) 
(4.19b) lim Tn(x) = 0 
n- 
(x fixed) 
Returning now to (4.19a) and applying this limit to T )  (x), we see that 
n+ 2 
the function 
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i s  the  asymptote of  Tn(x)  f o r  n  - a, t h a t  i s ,  
( n  -+ a;; x  f i x e d )  
Notc f u r t h e r  t h a t  wi th  11 ( 0 )  =; 0, (4.19~) and the  con t inu i ty  of 7 ( x )  
n+2 n  
: ~ i r l d  
( x  -+O ; n  f i x e d )  
O ~ l r  next  concern i s  wi th  t h e  v a r i a t i o n  of  7 ( x )  i n s i d e  i t s  es tabl i shed 
n  
range. We s h a l l  prove t h a t  ( f o r  n  > 2 )  7 ( x )  5 s monotonic i n  both n n 
ant3 x. The proof employs the  de r iva t ive  of 'll (x )  which we evaluate  now. 
n 
S t a r t i n g  with (2.11) and noting t h a t  (2.3) 
we g e t  
dTln(x) a3 
= "(XI dx $ rr 
"n- 1 s=1 '(n-1)+2s (4 
With the  use of (2.12), t h i s  y ie lds  
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Note the symmetry 0:' the two parts of this formula with respect to x and 
(mn(x) 
n. Thus, corresponding to x dx associated with the continuous variablc 
X, we have 
n 
n x n - 1  associated w i t h  t h e  di.scret~ variabl- n .  
n- (n-1) 
The derivative formula tells us that if(in a given x,n region) 
qn(x) is monotonic with respect to n, it is also monotonic with TPSPCCI 
to x. 
We turn now to estabii-sh the monotonicity with respect to n or, 
equfvalently, the sign constancy of the Cunction 
(4.22) Fn(x) = Tn(x) - Tln+,(x). 
From (4.18a), (4.19e) 
(4.23) ~ ~ ( 0 )  = 0; &m Fn(x) = 0 (n > (3 )  
Since Fn(x) is continuous and not identically zero, it must have some extremun 
points xn; that is, 
Application of the derivative formula (4.21) yields 
This suggests the suitability of an inductive argument. ?Te start with 
2 (4.26) F,(x) = T,(x) - T3(x) = 7 (2 + cos x) - 3 - sin x 
X 
X 
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(4.27) -F,(x) > o (x  > TT) 
X 
2 
Tor  (0 c :c 5 n), t he  r e s u l t  i s  not so  obvious. However, s ince  -F 2 2 'x! i s  a 
co3LS ~ L I O ~ : :  well-behaved Cuncti on, t h e  question can be e a s i l y  resolved by a computer 
plot covering t h i s  r e s t r i c t e d  range. The r e s u l t  obtained t h i s  way i s  
T n  particular, F ( x  ) > 0 .  Successi.ve app l i ca t ion  of  (4.25) now y i e l d s  2 n 
I n  o ther  words, t h e  curve F,(x) which touches t h e  x a x i s  a t  t h e  po in t s  0, has 
a l l  ZLs other  extrema above t h e  x axis .  Hence 
o r ,  equivalently (proving n-monotonicitg), 
T h i s  and (4.21) noti y i e l d  t h e  x monatonicity 
Both these  monotonicity statements a r e  c l e a r l y  borne out  i n  F igs .  3, 4. 
Note t h a t  t h e  o r i g i n  i s  excluded from (4.31) ,  (4.32) only i n  t h e  i n t e r e s t  
o f  a s t ronger  s tatement.  Thus, with 7 ( 0 )  = 0 we can c e r t a i n l y  
n 
e x t m d  (4.31) 
Similarly, appl ica t ion  of (4.19e), shows t h a t  the  o r i g i n  de r iva t ive  i s  
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zero, thus y ie ld ing  
The monotonicity of 7 (x) w i l l  now be applied t o  const,rain 7 ( x )  t o  
n n 
x dependent t i g h t e r  bounds. We s t a r t  wi th  (4.19a) expressed i n  terns of 
A 
Vn(x) ( 4 . 1 9 4  
Applying now (4.31),  we g e t  
This y i e l d s  the  following two bounds ,. 
and hence f i n a l l y ,  
a A 
li,(x) n > 1 f o r  lower bound (4.39) 'n-2(x) 
< x c -  1 
l+iln(x) n > 3 f o r  upper bound l+Tn-, ( x 
x f o  
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A simpler upper bound obtained from (4.35) and 04.4) i s  
h 
I n  o ther  iuords, T] ( x ) ,  l i e s  below i t s  asymptote, T,(x). 
n 
We conclude t h i s  sec t ion with a summary of  t h e  main r e s u l t s  obtained: 
A 2 
X For n > 1, x 0, and with 7 ( x )  = , Tn(x) has n 
the  following proper t ies :  
( n  > 3 f o r  upper bound) 
4. Vn(x) i s  a monotonically increas ing function o f  x ( n  > 2)  
* 
5. I n ( x ) - T n ( x )  (x + 0 ;  n f ixed)  
7. 7 ( x )  i s  a monotonically decreasing funct ion o f  n 
n 
A 
8. Tn(x)  w Vn(x) ( n  -. a; x f ixed)  
These proper t ies  a re  u t i l i z e d  i n  the  design and performance ana lys i s  of t h e  
algorithm computing ?'l ( x ) .  Some add i t iona l  p roper t i e s  w i l l  be derived 
n 
La te r  on. 
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5. The Algorithm t o  Compute Vn(x) 
Having es tabl i shed t h e  basi.c p roper t i e s  of ( x )  we r e t u r n  now to 
n 
consider the  appl ica t ion  of recursi.on t o  i t s  evaluat ion.  
Our first sub jec t  i s  t h e  d.ividing l i n e  between forward and backward 
recurs ion .  We have already seen t h a t  t h i s  i s  characterized by 
Now, s ince  n  i s  an in tege r ,  (5 .1 )  has no so lu t ion  f o r  an a r b i t r a r y  x, 
Hence we proceed with caution replac ing (5.1)  by (5 .2)  
where a i s  not  constrained t o  be an in tege r .  The so lu t ion  i s  given by 
It i s  obvious then t h a t  n1(x) introduced i n  (3.13) s a t i s f i e s  
This means 
n  ( x )  5 QJ ( x )  < 1 + n ( x )  1 1 
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Xe pause here t o  der ive  some simple subseqoently needed i n e q u a l i t i e s  
concerning n (x). S t a r t i n n  with (5.2), (5 .4)  we g e t  1 
Similarly, 
Combining, we g e t  the  required r e s u l t  
(5.73 n (x )  -1 c x < nL(x)  + 1 1 
Let us consider now t h e  evaluat ion o f  a s p e c i f i c  I,(x) by e i t h e r  
forward o r  backward recurs ion  ( (3.11), (3.14) ) 
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Appli.cation of (5.6) shows that forward recursion is appli-cable far 
n n (x) while backward recursion is applicable for n -k 2 ' n (x) -+ I, 1 1 
that is, n 2 nl(x) -1. We see that there is an overlap and the conclusion 
for the evaluation of iln(x) is therefore as follows: 
For n 5 nl(x) - 2 use forward recursion only 
(5.8a) For n 1 n1(x) + 1 use backward recursion only 
For n = n (x) - 1, nl(x) use either 1 
Note that since 7 (x) is a monotonically decreasing function cf n 
n, this means that forward recursion should generate the high v-alues 
of ?l (x) while backward recursion should generate the low values. 
n 
Actually, with the properties of Tn(x) so far established, it is 
possible to make a stronger statement regarding the value of Tl (x) at 
II 
the transition between forward and backward recursions. Thus, we prove 
now that 
This is a direct result of combining (4.39) and (5.6) while recalling the 
A 
definition (4.19~) of Tln(x). Specifically, 
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The proper ty  j u s t  proved makes it poss ib le  t o  apply a  s l i g h t  modificat ion 
t o  the d i r e c t i v e  (5 .8a)  t h a t  would s e t  the  value $ as  t h e  d iv id ing l i n e  
between forward and backward recurs ions .  To accomplish t h a t  we t e n t a t i v e l y  
adopt t h e  following algorithm: 
1. Compute 7 ( x )  using forward recurs ion  up t o  n  5 nl(x) .  
n  
2 .  Let qm(x)  be the  l a s t  7 function computed i n  s t e p  1. If 
~ , ( x )  < f e rase  Tm(x) and go t o  s t e p  4 . 
3. Sct Imi2(x) as the  l a s t  7 funct ion  t o  be computed by backward 
recrlrsion. Go t o  s t e p  5.  
4. Set  Ym(x) a s  the  l a s t  TI funct ion  t o  be computed by backward 
recurs ion .  
5 .  I n i t i a t e  backward recurs ion .  
This algorithm, while cons i s t en t  with (5 .8a) ,  ensures t h a t  forward 
recurs ion  generates T; (x )  $ 3 while backward recurs ion  generates T/ ( x )  C $. 
n n  
Note t h a t  only one term has t o  be t e s t e d  i n  s t e p  2 whereas (5 .9 ) ,  
(5.10) i nd ica te  two questionable terms (Tn (x ) ,  _ l ( ~ ) ) .  This follows 
1- 1 
from the  f a c t  t h a t  n i s  stepped by two i n  every cycle of t h e  Tn(x)  
recursion.  
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Note f u r t h e r  t h a t ,  i n  view of  t h e  l i m i t  (h . lCa) ,  some of  t h e  TI (x) 
'il 
va lues  generated jn t h e  forward r ecu r s ion  w i l l  bc very c l o s e  t o  1 ana i f  
a need f o r  t h e  e n t i t y  [i - 7 ]  ( x ) ]  w i l l  a r i s e ,  l o s s  of rqgn i  Cicart  d l ; i i . :  
n 
w i l l  r ~ s u l t .  Onr could e a s i l y  p r o t e c t  a1;ainst t h i s  by modifying 
forward recurs ion  t o  gencra te  [1 - T ~ ( x ) ]  r a t h e r  than  T ( x ) .  ldil r x a n i n -  
n 
t h i s  i n  d e t a i l  now. 
Denote 
Applying t h e  recur rence  (3.11) we g e t  
The i n i t i a l  va lues  f o r  t h e  r ecu r s ion  a r e  obta ined  from (3.2), (3 .3 )  
(5.17) @(,(x) = cos X 
(5.18) s i n  x B1(x) = 7
Note t h a t  whi le  i n  gene ra l  ( (4 .18 ) ,  (5 .15 ) )  
(5.19) 0 < 8 ( x )  s 1, 
n 
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: i ~ c  valucs of Qn(x) &merated by the forward recursion satisfy 
(5i9a) @<en(x)5$ 
Thc si2nificance of (5.19a) is that conversion back to 3 (x)(using (5.15)) 
n 
;,~311la produce an 7 (x) having the same number of significant digits that 
n 
0 (x) has. We conclude that the advantage of generating 8 (x) in the 
n n 
forwcrd recursicn is that it suarantees essentially the same relative 
[>n.cr in both ?? (x) and 1 - Tn(x). 
n 
It should be poinkd out that there is an alternative approach to 
the problem, based on the recursion (3.9) 
that is, if we need a high precision [l - Tn(x)] when 7 (x) is close to 1, we 
n 
s h o u l d  get it from r] (x) as indicated, in (5.20) rather than use subtraction. 
n- 2 
We prefer the first approach based on the generation of 8 (x) for the simple 
n 
reason that when a transformation is called for, it is simpler in this case. 
With the adopt,ion of the on(x) forward recursion, the algorithm to 
compute ln(x), @,(x) now assumes the followi.ng final form: 
1. Compute On(x) using forward recursion up to n s nl(x). 
2.  Let 8 (x) be the last 8 function computed in step 1. If 
m 
8 (x) > +,erase 8 (x) and go to step 4. 
m m 
3. S-t ?I (x) as the last rl function to be computed by backward 
m 2  
recursion. Go to step 5. 
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4. Set qm(x)  as the last TI function to be computed by baclnvzrd 
recursion. 
5. Initiate backward recursion. 
Before leaving this subject, we consider a somewhat different 
formulation of the basic integrals (2.19)~ ( 2 . 2 0 ) ,  made possibl-e by the 
introduction of @,(x). Let us denote in analogy with (2.18) 
The equivalents of (5.15) (5.20) are now: 
Applying (5.21~) to a11 71n-1,k terms in (2.~9)~ (2.20), we get 
cos aSd,I 
0 
(k mod 11 = 01 
(k mod 11 = Lj 
(k mod it = 2 j 
(k mod 14 = 3 )  
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(k mod 4 = 0) 
(k mod 4 r: 1) 
(k mod 4 = 2) 
(k mod 4 = 3) 
Note that (1.5a) is a special case of (5.22) with 
a = integer = m ; k = 4m 
The more general integrals (2.16), (2.17) can also be rephrased, 
using 8 (x): 
n 
9,(x) (5 24) 5" cos af;dF = cos x + - sin x 
X 
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The Backward - ~ e c u r s i o n  
The bas ic  quest ions t h a t  w i l l  concern us i n  t h i s  s ec t ion  r e l a t e  t o  
t h e  i n i t i a l  value f o r  the  backward recurs ion .  A s  i n  t h e  prel iminary 
d iscuss ion i n  sec t ion  3, we a r e  s t i l l  assuminj; i n f i n i t e  p rec i s ion  computa- 
t i o n s .  If we s e t  out  t o  compute 7'l ( x )  f o r  
P 
t h e  recurs ion  should obviously s t a r t  with Tn+k(x)  where 
This r a i s e s  two r e l a t e d  quest ions:  
a .  What est imate should be adopted f o r  the  unavailable 1: ( x ) ?  
n+k 
b. With t h e  adopted es t imate ,  how la rge  should k be so  t h a t  t h e  
e f f e c t  of  t h e  est imation e r r o r  on ( x )  be neg l ig ib le?  
n 
Prec ise  answers t o  these  quest ions w i l l  be obtained here.  
We s t a r t  w i t h  t h e  e r r o r  propagation i n  the  backward recursion.  Let 
t h e  e r r o r  i n  Tmk(x) be denoted A?n+k(x). We have a l ready seen ( (3.12),(3.10)) 
t h a t  A7n+k-2 ( x ) ,  t h e  r e s u l t i n g  e r r o r  i n  qn+k-2 ( x )  s a t i s f i e s  
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Successive a p p l i c a t i o n  of  t h i s  equat ion y i e l d s  (wi th  t h e  n o t a t i o n  (2 .15 ) )  
Wr t u r n  our a t t e n t i o n  now t o  t h e  i n i t i a l  e r r o r  NnA k ( ~ ) .  Obviously, 
y e  could adopt t h e  e s t ima te  7 ( x )  = 0 and be s u r e  t h a t  (5 .9)  
n+ k 
A 
re can, however, do b e t t e r  t han  t h a t  i f  we adopt Tngk  ( x )  (4 .19c) ,  t h e  
asymptote of  7 ( x )  ( f o r  n m) a s  i t s  e s t ima te .  We have a l r eady  seen 
n+k 
n 
4 4  t h a t  t h e  asymptote Tn(x )  l i e s  above 7 ( x )  so  t h a t  t h e  e r r o r  i n  
n 
sdopting it as  an e s t ima te  i s  p o s i t i v e .  To determine i t s  bound, we 
rearrange (4 .35 ) ,  g e t t i n g  
~ u t  (4,40), 
'n+2 (x) < 77 ( x ) .  Hence (4 .19c) ,  n+ 2 
The c c n s t r a i n t  x # 0 i s  implied here  and i s  t o  be understood throughout 
this sec t ion  a s  t h e r e  i s  noth ing  t o  compute otherwise ('Q (0 )  = 0 ) .  
n 
(5.8) i s  d i r e c t l y  app l i cab le  t o  our  problem. Thus, i f  we adopt 
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7 ( x )  as  the  est imate f o r  ( x ) ,  (6.8)  t e l l s  us t h a t  
'ni k n+ k 
Subst i- tut ion i n  (6 .4)  now y ie lds  
Our goa l  however i s  t o  e s t a b l i s h  bounds f o r  t h e  r e l a t ive  e r r o r  
I h?l,(x)/?ln(x) 1 . This can be obtained from (6.10) us follows 
But (4.35) prescr ibes  
NOW, s ince  n  2 nl(x) - 1 (6 .1)~ 
( see  (5.9)) .  Hence 
J P L  Technical Memorandum 33-460 
Subs"c t u t i n g  j n  ( 6 . 1 1 ) ,  we f i n a l l y  ~ " t  t h e  b a s i c  r e s u l t  f o r  t h e  de te rmina t ion  
oi- "4. 
t s s i m L :  nor.1 t h ? t  WP wish t c )  choose k s o  a s  t o  guarantee 
A? (xj 
l*jl 'b 
,;rit.in; out  (6 .18)  expl i  c i t l y ,  sugges ts  one way of  accomplishing t h a t  
A computer sizbroutine implementing ( 6 . 2 ~ )  would mul t ip ly  and count t h e  
i n j i c a t e d  f a c t o r s  ( s t a r t i n g  from t h e  1 - e f t )  and t e s t  a f t e r  each m u l t i p l i -  
6b 
ca t ion  whetki-:r t h e  bound - i s  s t i l l  exceeded. 2 
A s impler  s o l u t i o n  can be based on t h e  f a c t  t h a t  i n  gene ra l  (2 .15)  





In a binary machine we express the realtive error bound Sb as a power of 2 
Hence 
k =  log 3 - 2  - 
The disadvantage of this method is that the k prescribed by (6.25) 
increases without bo~~nd when n + 3 + x . This is a direct result of the 
application of (6.21). 
To overcome this difficulty we proceed now to establish an 
x-independent upper bound for k. This constraint means that the bound 
will have to be computed only once for a computed array and thus we can 
afford a more involved computation here. 
Our first task along this line is the determination of a lower bound 
for the general expression (ml),. Starting with Stirling's formula 
(with the correction term) C41 
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Next we e s t a b l i s h  a lower bound for  0 
sm* 
Our s t a r t i n g  p o i n t  here  i s  t h e  
observa t ion  t h a t  [43 
Hence 
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The l a s t  inequa l i ty  follows from t h e  f a c t  t h a t  i n  our case r = k a 2 > 2 ,  
Subs t i tu t ing  i n  (6.30) we g e t  
- Qsm > > 1 
Theref ore  
Applying t h i s  t o  (6.18) and not ing  t h a t  i n  t h i s  case 
we g e t  
TO e l iminate  x from (6.36), we note t h a t  (6 .1) ,  (5.7) enforce 
Hence, f i n a l l y  
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Tile r e s u l t i n g  equat ion f o r  s i s  
The irnplcmcqtation o f  (6.b) i s  donc a s  fol lows:  As p a r t  o f  t h e  i n i t i a l i z a -  
t cn of the progran,  a t a b l e  o f  t h e  funct'ion [ ( l i  s )  Ln(1-t s )  - s ]  i s  computed 
ccd ~ t o r c d .  The determination o f  an acceptab le  s va lue  i s  accomplished by 
corrpariny: success ive  t a b l e  e n t r i e s  t o  - Y i l  Ln2. The p o s i t i o n  of t h e  f i r s t  
ni 2 
c n i r ; ~  exccedini~ t h i s  v s lue  i n d i c a t e s  t h e  s t o  be adopted, which i n  t u r n  
y ~ L d s  t h e  dcs i r ed  3.; (from ( 6 . 3 5 ) ) .  
A s  p r ev ious ly  ind jca t ed ,  t h j  s k va lue  serves  only  a s  an upper borxnd 
n *,ailis t wh? ch t h e  k vallue cornputed by t h c  d j  r e c t  formula ( 6 . 2 3 ) ,  i s  t o  be 
compared. Wcte however t h a t  (6.40) and (6.23)  a r e  t r u l y  complementary 
in th sense t h a t  t h e  reg ion  where (6.23)  breaks down ( t h e  v i c i n i t y  of  
x - n+3) i s  e s s e n t i a l l y  t h e  r eg ion  where (6.40) y i e l d s  i t s  b e s t  (most 
r e a l i s t i c )  k value  ( t h e  v i c i n i t y  of x = n+2).  ( s e e  (6.36) ,  (6 .37) ,  (6.38)). 
Having adopted a s p e c i f i c  i n i t i a l  va lue  f o r  t h e  backward r ecu r s ion ,  
<c 2onsidcr nnw b r i e f l y  t h e  d e t a i l s  of  t h e  convergence of  t h e  cornputed 
v y;(x) (= Vr(x) i m r ( x ) )  t o  t h e  t r u p  valu Vr(x) .  Note f i r s t  
t k a ?  the s i g n  o f  t h e  e r r o r  a l t e r n a t e s  (3 .12) .  As t h t  r ecu r s ion  i s  
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A 
1.aiinched wi th  ( x )  > ' i l n + h ( ~ ) ,  t h i s  means t h a t  tho  next compu!.ed . ~ a l i l ? ,  
n-+ % 
T 1  ( x ) ,  l i e s  below t h e  t r u e  value,  ( x )  l i e s  above t h e  true value 
n-r k- 2 %-t 1;-4 
and s o  on. I n  o t h e r  words, t h e  computed curve,  ql(x) ( v s . r )  osci1la;es 
r 
about t h e  monotonic ?I ( x )  w i t h  a  damped o s c i l l a t i o n  s t a r t i n g  w i t h  t h e  
r 
hi.ghest amplitude a t  r = n ik  and diminishink- t o  p rac t , i ca l ly  z t r o  ampi itud- 
( a s  guaranteed by t h e  choice of  k )  a t  r=n .  
Another important  a spec t  0-1' t h e  T,;(x) curve i s  t h a t  i t  lies belad 
h 
Tlr(x) throughout .  To see  t h i s ,  r e c a l l  t h a t  ( i n  t h e  backward r e c u r s i o n )  
Iq;(x) - ~ l , ( x ) l  = ( x ) (  decreases  wi th  decreas ing  r .  On t h e  o t h e r  r 
. 
hand, (6.7) shows [T ( x )  - vr (x ) ]  i nc reas ing  wi th  decreas ing  r. Since the 
r 
i n i t i a l  va lues  o f  t h e  two func t ions  ( f o r  r=n+k) a r e  i d e n t i c a l ,  o u r  c c n t e n ~ , i o c  
i s  proved. This r e s u l t  i s  u t i l i z e d  i n  s e c t i o n  7. 
7. The Ef fec t  of  F i n i t e  P rec i s ion  Ari thmetic  
So f a r  we have assumed i n f i n i t e  p r e c i s i o n  a r i t h m e t i c .  hie consider 
now t h e  guaranteed p r e c i s i ~ n  a t t a i n a b l e  with a  normalized f l o a t i n g  posrit 
number r e p r e s e n t a t i o n  employing a  f i n i t e  number of d i g i t s .  The -trea"cne?t 
here  i s  s i m i l a r  t o  t h a t  of t h e  previous s e c t i o n  though the  s i t u a t i o n  rs 
more complex. Whereas s e c t i o n  6 d e a l t  w i th  t h e  propagat ion of a sjng:e 
e r r o r  i n j e c t e d  i n  t h e  i n i t i a l  phase of t h e  backward r ecu r s ion ,  now we 
have t o  d e a l  w i t h  t h e  cumulative e f f e c t  o f  e r r o r s  i n j e c t e d  i n  eacn and 
every cyc l e  of t h e  r ecu r s ion .  
Note t h a t  we a r e  d e a l i n g  now wi th  both  backward and forward recar - '  a L O ~ S ,  
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Adopting t h e  a lgor i thm s t r u c t u r e  of  s e c t i o n  5,  we employ t h e  forward 
r ecu r s ion  t o  >generate 8 ( x )  r a t h e r  t han  ( x ) .  This means t h a t  t h e  
n  n 
f lme t iona l  forms o f '  t h e  two r ecu r s ions  d e a l t  wi th  a r e  q u i t e  s i m i l a r .  
(7.1) @ n ( x )  = ( x  l - 8 (x ) ]  n- 2 (en(.) 8 
Both equat jons a r e  cons t r a ined  t o  n  r eg ions  i n  which t h e  m u l t i p l i e r  
a fPee t ing  e r r o r  propagat ion i s  cons t ra ined  t o  t h e  ( 9 , ~ )  i n t e r v a l .  Also, 
uctil recllr:;ions s t a r t  w j t h  2r1 i n i t i e l  valut? c l o s e  t o  zero and succes s ive ly  
yrodi~cc. higher  and higher  va lues  approaching t h e  l i m i t  $-. As a  con- 
seq~lc-nce of t h i s ,  t h e  fo l lowing  d e r i v a t i o n s  f o r  t h e  two eases  a r e  q u i t e  
similar. We e x p l o i t  t h i s  f a c t ,  g iv ing  d e t a i l e d  d e r i v a t i o n s  on ly  i n  one 
case (ln(x)), k i n g  s a t i s f i e d  wi th  very  l i t t l e  more than  a  mere l i s t i n g  
o f  r h e  e s s e n t i a l  equat ions  of t h e  development i n  t h ?  o t h e r  ca se  ( 9  ( x ) ) .  
n  
I n  t r e a t i n g  t h e  b a c h a r d  r ecu r s ion ,  we adopt t h e  fo l lowing  conventions: 
The computed va lues  a r e  rlp(x) wi th  
A 
The i n i t i a l  va lue  s t a r t i n g  t h e  r ecu r s ion  i s  7 ( x )  a s  t h e  e s t ima te  f o r  
m 
I n  conformance wi th  our  g o a l  i n  t h i s  s e c t i o n ,  we adopt he re  a  
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s l i g h t l y  d i f f e r e n t  d e f i n i t i o n  o f  t h e  e r r o r  AT] jx) .  Let % ( x )  deno te  
r r 
the  values computed wi th  i n f i n i t e  preci.sion following the  p resc r j  pki cn of 
sec t ion  6. The d i ' f e r e n c e  between ( x )  and 7 (x)  i s  due only t o  t::e 
r r 
e r r o r  i n  t h e  inj . t j .a l  term of the  backward recurs ion .  Note, ho~iever ,  t h a t  
f o r  r 5 n, t h e  two may be assumed i d e n t i c a l .  bJhen we consider now the 
e f f e c t  o f  f i n i t e  p rec i s ion  ar i thmet ic ,  we f i n d  t h a t  t h e  computed values, 
71; ( x ) ,  d i f f e r  from Tr(x) .  This dif t 'erence defj.nes A 7  'x) i n  this 
r 
sec t ion  
Let the  component of A71 ( x )  due t o  an e r r o r  introduced i: ": (r) 
r S '  
( s  2 r )  be denoted Crs(x). Applying not? t h e  reasoning t h a t  Led t o  
(6.4), we g e t  
n 
A s  t h e  recurs ion  generat ing " (x) s t a r t s  wi th  ~ ~ ( x l ,  errcrs o ' tile 
P  
- 
type considered w i l l  be in jec ted  i n t o  mx),  ( x ) ,  . . . (x) 
m m- 2 I, 
Hence, the  t o t a l  e r r o r  i n  7 ( x ) ,  being t h e  sum of these  in jec ted  errors, 
P 
i s  bounded by 
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W E  no te  t h a t  c8ch cyc le  o f  t h e  r ecu r s ion  involves t h e  opc ra t ion  of  
s u b t r a c t i o n  from uni ty followed by m u l t i p l i c a t i o n .  Depending on t h e  
spe::ific computer used and i t s  a r i t h m e t i c  subrout ines ,  an upper bound 
E c a n  b.2 dr t frrnined f o r  t h e  r e l a t i v ~  e r r o r  generated i n  t h e s e  ope ra t ions ,  
t h a t  i s ,  wc know t h a t  t h e  i n j e c t e d  e r r o r s  i-n (7.5) s a t i s f y  
Th-rnfore,  t h e  t o t a l  e r r o r  i n  7 (x) s a t i s f i e s  
P  
and t h e  r e l a t i v e  e r r o r  i s  bounded by 
From t h e  d i scxss ion  a t  t h e  end of s ~ c t i o n  6, it i s  obvious t h a t  t h e  
A 
- 
clirv- 7 ( x )  v s .  r l i p s  beneath t h e  c~ir-di. T r (x ) .  Therefore 
r 
and hence (6.13) 
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Applying t h i s  t o  (7.7b) yields 
It can be shown t h a t  i n  most cases the  multiplier  of the sum i n  (7.8) 
may be reduced t o  1. However, the complicatj.ons inherent i n  such an 
analysis do not seem t o  be jus t i f ied  and we have adopted the higher but 
simpler bound of (7.8). 
Expressing (7.8)-in terms of f ac to r i a l s  yields 
W e  have here a p a r t i a l  sum o f  the sinh x o r  cosh x se r ies  and proceed now 
t o  modify it so as t o  get  a  p a r t i a l  sum of the ex ser ies  instead. Wc 
s t a r t  with the following ident i ty  
Now, the  lowest f a c t o r i a l  appearing i n  the (7.9) sum i s  (p2)! 2 [nl(x)+1I: 
(see (7.3)). But from (5.7), nl(x) + 1 > x. Hence the constraint  i n  
(7.10) i s  s a t i s f i ed  by a l l  the  summation terms of (7.9) which can therefore 
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be modified according to (7.10). The result is 
The partial sum of the ex series appearing in (7.11) may now be evaluated 
2 in terms of ~ ( x  I v ) ,  the (tabulated) integral of the x2 distribution [6] 
as follows: 
Applying this to (7.11) yields 
Note that the 8 functions are bounded by 1 and their difference will usually 
assume a value close to 4. The bound (7.13) is applicable to arbitrary 
p,x.  When we are interested only in the maximal bound, (7.13) can be 
further simplified. We observe that (7.8) shows the relative error bound 
to be a decreasing function of p and an increasing function'of x. This 
means that the maximal bound is associated with p = nl(x)-1. Furthermore. 
since (5.7) x < n1(x) + 1, it is safe to substitute this bound for x. 
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To obta in  t h e  maximal bound we the re fo re  make the  following substL"cut ions 
on t h e  r i g h t  of (7.13) 
P: ex I n  p a r t i c u l a r ,  we s u b s t i t u t e  f o r  -
X P 
(see  (6 .26)) .  The f i n a l  r e s u l t  i s  
max 
e(2nl+2 l2im2)-0(2n 1 1 2  129. 
We t u r n  now t o  t h e  case of en(x) .  The convention adopted here i s  
a s  follows : The computed values a r e  8 (x)  with 
P 
For even p, m=O and the  recurs ion  s t a r t s  wi th  8 ( x )  = cos ( x ) .  For 0 .  
s i n  x 
odd p, m = l  and t h e  recurs ion  s t a r t s  with 3 (x)  = -1 . We assulrie X 
t h a t  both i n i t i a l  values a r e  ava i l ab le  with a r e l a t i v e  e r r o r  bound E ,  
As previous ly  explained, the  de r iva t ion  here w i l l  be sketchy, 
xn analogy wi th  Er5(x), l e t  yrs(x) be t h e  (non r e l a t i v e )  e r r o r  
component i n  8 (x) due t o  an e r r o r  introduced i n  8 (x). From ( ~ 1 )  we g e t  r s 
JPL T e c h n i c a l  M e m o r a n d u m  33-460 
The initial value is 0 (x). Relative errors bounded by 
m 
are injected into Bm(x), e rm2(x) ,  a * . '  Bp(x). Hence 
The sum in (7.19a) is t~ be modified now according to 
For "the application of this to (7.19a) to be valid, we must have n (x)-1 < x. 1 
This is indeed the case (5.7). Applying (7.20) to (7.19a) yields 
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(7.19) ind ica tes  t h e  r,rror bound i s  a decreasing function of x and an  
increasing function of p. Hence the  maximal e r r o r  bound i s  obtainable w i t h  
The most common applicati .on o-i' t h e  formulae derived i n  t h i s  s e e t i o n  
would be i n  the  determination of a sin[;le e r r o r  bound applicable t o  a w h o l e  
a r ray  of generated Ti ( x ) ,  e n ( x ) .  To i l1us t ra t . e  t h i s ,  consider the sorre~jihai 
n 
a r b i t r a r y  x ,n  plane s i . tua t ion  described in  F i e .  1. The shaded region represents 
1. an area  where 7 (x),~ ( r )  a r e  t o  be computed. The locus Tn(x)= 3 represents n n 
the  separa t ion  between 7 ( x )  recurs ion  (backward) and 8 (x )  recurs ion  ( f o r w a r d ) .  
n n 
We r e f e r  t o  t h i s  locils a s  the  separa t ion  . l i n e .  It i s  c lose ly  apl;roxima"ted for 
l a rge  n by t h e  curve n=w(x)-++(see(5.2)). Inequa l i ty  (7.8) t e l l s  us t h a t  
t h e  e r r o r  bound f o r  an 7 ( x )  corresponding t o  a point  on t h i s  l i n e  i s  
n 
higher than t h e  bound f o r  any point  above it (same x, l a r g e r  n ) .  (7.~5) 
computes t h i s  maximal bound. Now, f o r  l a r g e  n (x), t h e  dominant term i n  1 
(7.15) i s  JF . Therefore, t h e  highest  bound f o r  i-s obtained 
by moving up along t h e  separa t ion  l i n e .  This brings us t o  point  .A i n  Fig, 1, 
The same l i n e  of reasoning can now be applied t o  t h e  computation cf 
f n ( x )  i n  t h r  shaded region below t h e  separa t ion  l i n e .  The conclusjor. i s  
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5ne same, namely, point A has the highest error bound for the forward ( e  (x)) 
n 
recursion. Therefore, the overall error bound sought is the higher of 
expressions (7.15), (7.24) evaluated at point A. Due to the coarser 
approximations utilized in (7.15), it will usually prescribe the higher 
bcund . 
A specific example of the application of (7.15), (7 -211 ) is described 
in the next section. 
3 , The qnk Tab1.e 
The presentation in the preceding sections has been co~zched in general 
terms so as to be applicable in a wide range of differing cjrci~rnstances. 
P specific implementation of the Q,(x) algorithm will be described 
ic t h i s  section. This involved the high precision computation of 7 for 
nk 
n = 2 ,  3, . . . 201; k = 1, 2, . . . 200 on an IBM 7094 computer. 
The computations were carried out in penta-precision erithmetic [TI, 
tLa"cis, 5 computer words were allotted to each floating point number in a 
scheme that assigns 140 bits to its fractional part. 
A choice of y = 140 in (6.24) is certainly sufficient in this case. 
Hadever, we chose to add 10 more bits as a precautionary measure and based 
the backward recursion starting point on y = 150. 
Our aim was to get as close as possible to the limit of 140 reliable 
bits in each 7 
nk* The guaranteed precision actually obtained is of 
course lower than that. Its determination involves a direct application 
of the results of section 7. We recall that these were phrased in terms of 
6 9  t h e  relative error produced in a single cycle of the recursion. To 
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c ~ ~ a l u a t e  6 ,  w e  assume t h a t  t h e  exac t  I) ( x )  i s  a v a i l a b l e  and  cmns ide r  tr,e 
n+ 2 
r e l a t i v e  e r r o r  accompanying t h e  computation of  ( x )  according t o  the 
n 
p r e z c r i p t i o n  (7.2) 
Let  c denote t h e  (non- re l a t ive )  e r r o r  i n  computing t h e  d i f f e r ence  
1 - 9 n + 2 ( ~ ) ,  and l e t  6 denote t h e  o v e r a l l  r e l a t i v e  e r r o r  introduced 
m 
i n  t h e  var ious  m u l t i p l i c a t i o n s  and d i v i s i o n s .  T i f (x ) ,  t h e  computed g n ( x ) ,  
n 
is givcri by 
Multiplying out  (neglecting second order terms) yields 
and hence 
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A simplc 5 bound can be obtained from this on recalling that in the bac~ward 
recursion ( (5 .9 ) ,  (4.4)) 
Yhc bomd obtained with this condition is 
Inequality (8.3~) is also the basis for the analysis of the sub- 
traction error E .  Note first that (8.32) inplies that in a binary, 
cormalized, floating point representation, (1 - (x)) will always be 
'ni 2 
re-presented with the exponent zero. Its least significant bit therefore 
,,o, p- 140 
rep-escnts in our case , = pm140 It follows that ( cr 1 , the 
absolute error in the representation of 1 - (x) is bounded by 
n+ 2 
Note thst the 1 ~ ~ 1  bound is independent of the specific way in which 
i - In,2(~) is computed and as such serves as a lower limit for the 1 cl 
~ormdi. Whether this bound will be 2 - 140 or a higher number, will depend 
on the way we implement the subtraction. As a matter of fact, straightforward 
subtraction is to be avoided as it yields a higher bound. To see this, 
na te  that the number 1 is represented in the computer as 2 - 5  . This means 
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t h a t  p r i o r  t o  subt rac t ion ,  Tni,2(x) has t o  be brought t o  an (unnormalized) 
r ep resen ta t ion  with t h e  exponent 4 1 .  I n  t h i s  representa t ion ,  i t s  l e a s t  
-11'0 = 2-'39. mere fo re ,  s i g n i f i c a n t  b i t  corresponds t o  2 * 2  
Note t h a t  t h i s  bound i s  twice t h e  bound of  l e r b  The l o s s  of  p rec i s ion  
involved here i s  d i r e c t l y  r e l a t e d  t o  t h e  l o s s  of  b i t s  at tending t h e  
alignment f o r  the  sub t rac t ion  from 1. Therefore, i f  we could implement 
t h e  computation i n  a manner r equ i r ing  alignment with a number smaller 
than 1, we would ge t  a lower € bound. This is ,  indeed, poss ib le  as  
indica ted  by t h e  following i d e n t i t y  
I n  following the  p resc r ip t ion  on t h e  r i g h t ,  note  t h a t  s ince  t h e  representa-  
t i o n  of ; i s  2 -5 ,  t he  l e a s t  s i g n i f i c a n t  b i t  of t h e  al igned (x) n+ 2 
-140 -140 
corresponds t o  2O* 2 = 2 . Therefore 
Note, a l so ,  t h a t  s ince  (5.9) 1 F ' 'n+2 (x) > 0, no f u r t h e r  e r r o r  i s  involved 
i n  t h e  f i n a l  addi t ion  of  $ a s  required by (8.5) .  
I n  t h e  cons t ruct ion  of  t h e  t a b l e  we have adopted t h e  " i n d i r e c t  
subtract ion1'  discussed here.  Hence (8.6) i s  our e bound. 
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Next we turn to 6 . Note ?irst that in our case 
m 
(k integer) 
kd and (nt-2)(n+l) were initially computed in fixed point without error 
acd subsequently converted to floating point representation (still without 
TT 2 
error), The term is directly available with more than 1110 bits. 
Henee the relative error in its 140 bit representation is easily determined 
and is found to be less than 2 2 -I4'. Finally, with the precomputed k and 
( n + 2 )  (~.1+1), the computation according to (8.1), (8.6a), i-nvolves 2 multi- 
plications and 1 division. Each such operation introduces an error bounded 
by a finit in the least significant bit position and hence a relative error 
boamd of 2 This leads then to 
Applying (8.6) and (8.6b) to (8.3d), we get finally 
An analogous treatment of the forward recursion of Bn(x) shows that 
t h e  bound (8.7) is also valid in this case. 
We turn now to determine an upper bound for the cumulative efi'ect of 
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t h e s e  e r r o r s .  The p o i n t  of maximal e r r o r  bonn; i s  determined i n  Lprg. 2 -  
The reasonin,. here  i s  t h e  same a s  t h a t  associated wi th  r i g .  1 of  s e c t i o n  7 
Obvioosly, jn t h i s  case  we have nl=201. The bachrard r ccu r s jon  icadjc; t o  
p o i n t  A s t a r t s  a t  p o i n t  T with t h e  (computed) value m=443. Hence wc havc 
t o  eval l la te  (7.15)  wi th  
n = 201; m = 443 1 
The r e s u l t  i s  
t h i s  l eads  t o  
Next we apply (7.24) g e t t i n g  
1 
With 
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t h i s  y i e l d s  
Inc reas ing  t h e  bound t o  t h e  c l o s e s t  intet ; ral  power of  2 we g e t  f i n a l l y  
It should be poin ted  out  t h a t  in  view of t h e  var jous  s i m p l i f i c a t i o n s  
that were adopted t o  g e t  R manageable e r r o r  analysi-s ,  t h i s  i'igure i s  
3eP"inl t e l y  t o o  pes s imis t i c .  This i s  borne o u t  by two indepenclent checks 
of t h e  generated t a b l e .  One i s  t r e a t e d  here ,  t h e  o t h e r  one i n  s e c t i o n  10. 
The cheek considered here  i s  q u i t e  obvious and has been incorpora ted  
In t h e  genera t ing  program i t s e l f .  Consider t h e  curve Tn(x )  V S .  " ( f ixed  x ) .  
The program described here ,  e s s e n t i a l l y  genera tes  t h i s  curve i n  two 
~ieces, one f o r  low n and one f o r  high n. An examination of  t h e  matching 
of t n e s e  two p i eces  a t  t h e  t r a n s i t i o n  reg ion  i s  an obvious t e s t .  We 
implement t h i s  by extending each r ecu r s ion  t o  genera te  one ( tes t )  va lue  
past i t s  l e g i t i m a t e  range.  This g ives  us  two n values f o r  which both  
r2eurs ions  have generated s p e c i f i c  va lues .  Comparison of t h e s e  should 
yield a t;ood i n d i c a t i o n  o f  t h e  inhe ren t  p r e c i s i o n .  
Note t h a t  e ( x )  used i n  genera t ing  t h e  t e s t  term from t h e  l a s t  
n 
l e g i t i m a t e  term i s  very c l o s e  t o  1. Therefore t h e  r e l a t i v e  e r r o r  i n  t h e  
test term i s  e s s e n t i a l l y  t h e  sum of t h e  l a s t  term r e l a t i v e  e r r o r  and 
E (bounded by (8.7)). 
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The program represents the two differences involving the - tes t  t, arms 
as K B 2  -Ik0 and prints the integer K. It also prints the maximal /K( .
For the generated table described here 
max I K /  = 3 
that is, the maximal "mismatch" error is less than 1 6 1 (8.7) . This is 
certainly much lower than the value of 286 upon which the claimed precision 
(8.12) is based. 
Computer plots of ?l (x) are presented in Figs. 3,4. As these are 
n 
derived from the 7 table, correct values are shown only when x is a~ i n t e g r a l  
nk 
I? 
multiple of 2 while the plotting subroutine introduces linear inteqolation 
between these points. In view of the logarithmic x scale, this is no:iceable 
only for low x. 
The various properties proved in section 4 are clearly visible here, 
Note the asymptotes. Note also the monotonicity vs. n and x. Of particuBar 
interest in this context is the expanded view provided by Fig, 3a far Low n 
values. We recall that monotonicity vs. x was proved only for n > 2 (4 -~32 ) s  
Indeed, we see here that T ~ ( x )  is not monotonic. m e  prominent r ipplir ig 
displayed in T2(x) is also visible in 7 (x). However, its magnitude is 3 
much smaller in this case, ensuring the monotonicity prescribed b;y (kk.9). 
A more useful representation is shown in Figs. 5,6 which are more $a 
line with the actual algorithm implemented. Note that all curves in 
Fig. 6 have been generated by recursions starting at the bottom and bcilding 
up to the value *. 
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" ; a ,  Other Applications 
our main concern in this paper has been with the integrals (5.22), 
( 5 . 2 3 ) .  However, the function ? (x) which is instrumental in thair 
n 
evaluation,turns up in other areas too. We devote this section to a 
brief description of three such cases. 
a. Related Integrals with a Positive Integrand 
With the established properties of 1 (x), it is now posr; 
n 
a.l.ble to 
extend the results (5.22), (5.23) to the following related positive- 
indegrand integrals 
f 
(k mod 4=0) 
n 5 (1- sin a5)d~ = 
I ' + "+i,k (k mod 4=2) 
'n+l, k (k mod 4=1) 
n+ 1 1-- Vnk= 1 - - 0 
n+2 n+2,k (k mod 4=2) 
(k mod 4=3) 
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Note that (1.5~)~ (1.5d) are special cases of (9.1), ( 9 . 2 ) ,  respectively, ; f i t ?  
a = integer = m ; k = 4m 
Given the results (5.22), (5.23) the derivation of (0.1)~ (9,~"s 
rather trivial. The non-trivial question posing itself, however, concerns 
the relative error in the above expressions. Given the fact that these 
integrals are actually obtajned as a difference of two terms, woral-d t n c  
relative error increase due to "cancellation"? 
Inspecting (9.1), (9.2) and recalling that Jnk, G 2 0 we see  
nk 
that the only terms requiring further study are 
Actually, with Tnk being an even function of k(2.15a), we may restrict 
the investigation to the term 
Our problem then is to determine the degree of "cancellation" in this term, 
or, in a slightly more general context: Determine how closely the funct ion 
approaches the value 1. Since p (x) > 0 , the answer will be provided by 
n 
establishing a sufficiently low upper bound for p (x). We start by 
n 
considering the asymptotes of p (x). These are derived from those sf 
n 
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(x 0 ;  n fixed) 
(x ' m ; n fixed) 
Thus we see that pn(x) is an increasing function for low x and. a decreasing 
function fir high x. Since, in addition to that, it is also finite and 
continuous, we conclude that there exists an x (denoted.xn) for which pn(x) 
Vn(x) - ~n(x) is maximal and has a zero derivative. (see plots of -
X --?in- in
Fig. 7). Evaluating the derivative of p (x) via (4.21) we get 
n 
We conclude therefore that 
that is, the peak of p (x) is a value of p (x). Hence 
n n- 1 ' 'n-1 (X n-1 ), 
the peak of pn 1(~) must satisfy 
- 
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(9.10) Pn-l(xn-l! pn(xn) P,(x) 
Successive application o this, yields 
(9.1oa) pn(x) pl(xl) 
x is determined from (9.9) 1 
P,(x,) = pl(xl) 
Using (9.51, (3.21, ( 3 - 3 )  we get 
sin x 
- C O S X  = 1 - 2  1 1 X 1 
Hence 
and the final result is 
This means that in the subtraction indicated in (9.4), the worst t h a t  could 
happen is cancellation of the leading bit. Upon normalization, this leads 
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$hen t o  the  in t roduct ion  of a  meaningless zero b i t  i n  the  l e a s t  s i g n i f i c a n t  
pos i t ion .  I n  o ther  words, we "lose" only one b i t .  
We conclude the re fo re  t h a t  form!~lae (9.1), (9.2) y i e l d  r e s u l t s  which 
ad worst a r e  co r rec t  t o  one b i t  l e s s  than t h e  number of c o r r e c t  b i t s  i n  
cos x s i n  x  b .  The der iva t ives  of 7, 7, and band-limited funct ions  
P 
Let us denote 
We proceed now t o  show t h a t  h(")(x) ,  t h e  n-th order  de r iva t ive  of h ( x ) ,  
csn be expressed i n  terms of 7 ( x ) ,  On+l(x). n  
Using the  de r iva t ive  operator  D and applying Leibni tz ' s  r u l e  t o  
we ge t  (see(2.3)) 
(9-12) 
Replacing t h e  f i n i t e  sum by an i n f i n i t e  sum as  i n  sec t ion  2 ,  we g e t  
( r e c a l l i n g  ( 2  -8)) 
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Application of (2.13) and (5.20) b r i n ~ s  out the  e x p l i c i t  dependence on 
Tin(x), cn+l(x)* 
F ina l ly ,  separat ion i n t o  r e a l  and imaginary p a r t s  y ie lds  
The precis ion obtained with these  formulae i s  severe ly  IIn?Li%ed for 
c e r t a i n  n ,x  combinations due t o  "cancellat ion".  Hence, f o r  a r b i t r a r y  
n,x t h e  method of W .  Gautschi C81 which obtains the  der ivat ives  d i r e c t l y S  
i s  d e f i n i t e l y  b e t t e r .  There a re ,  however, important appl ica t ions  i n  which  
one t e &  of (9.16) always vanishes. I n  these  cases,  one could take 
advantage of Tln(x). A s p e c i f i c  example of t h i s  i s  presented by the derjva- 
t i v e s  of band-limited functions,  our next top ic .  
Let P ( T )  be a band-limited function such t h a t  i t s  Fourier  t ransforn  
p ( v )  vanishes f o r  I v  1 > 4 . Using t h e  sampling theorem, we can reesns%ruct 
P ( T )  from i t s  samples 
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(k  in teger )  
as follows: 
t lsually, only the samples p k  are available and one is interested only 
in th'e derivatives at the sampling points ( T  integer). In our case we 
have a specific application in mind (section 10) and exploit the fact 
that even when 
m 7 = -  
2 (m integer) 
that is, 
cgn, (9.16) still yields a one-term derivative. Evaluatin~ (9.19) under 
this constraint, we get 
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Note t h a t  t h e  continilous func t ions  T( ( x ) ,  @ n , l ( ~ )  have been replaced by 
n 
t h e  corresponding d i s c r e t e  parameters .  
Eqn. (7.21)  g ives  t h e  d e r i v a t i v e s  a t  t h e  sample p o i n t s  a s  well as 
a t  p o i n t s  centered  between them and should prove use fu l  i n  d e a l i n g  w i t h  
band-limited func t ions .  The func t ions  appearing i n  (9.21) ,  n m e l y ,  
"(4 G n ( 4  
--
x ' n  
a r e  p l o t t e d  (vs .  x )  i n  Figs. 7,s. Note t h e  rnarkcd1.y 
d i f f e r e n t  behavior  of t h e  two func t ions  and t h e i r  asymptotes.  
Our i n t e r e s t  i n  (9.21)  hinges on i t s  a p p l i c a t i o n  t o  t h e  funct<on 
t e s t i n g  developed i n  s e c t i o n  10. For t h i s  purpose, a  more s p e c i f i c  
formulat ion i s  d e s i r a b l e .  Furthermore, q,(x) (and hence Q n ( x )  ) are rvrn  
func t ions  of x (2.15a). Taking advantage of. t h i s  f a c t  we can modify ($,21) 
t o  g e t  t he  fol lowing e x p l i c i t  formulat ion:  
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Note that the variable t in these equations is an integer. 
e ,  Relationship to the incomplete gamma function 
Consider eqn . (2.15b) for a = 1 
Transforming now from the real axis to the imaginary axis by the substitution 
where y(a,z) is the incomplete gamma function [5] 
We conclude therefore that the functions are instrumental in evaluating 
the incomplete gamma function for an integral first argument and an 
imaginary second argument. Rearranging (9.26) and using (2.13), ( 5.20), 
%re get explicitly 
n -ix (9.28) T , - + x )  y(n,ix) = (ix) e 
X 
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For the  r e l a t ed  function [5] 
we ge t  
(9.30) 
The s imi l a r i t y  between (9.28) and (9.14), suggests a d i r ec t  r e l a t ion-  
ship between the der ivat ives  of sect ion 9b and y (n , i x ) .  Indeed, combining 
(9.26) and (9.13) yie lds  
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10. An Independent Ver i f i ca t ion  
One type of t e s t  t o  v e r i f y  t h e  claimed precis ion of the  generated 
7 functions was considered i n  sec t ion 8. An independent t e s t  of a  q u i t e  
d i f f e r e n t  nature w i l l  be described here. This t e s t  is  based on a formula 
r e l a t i n g  Vnk t o  Riemann's zeta funct ion and various o ther  s imi la r  functions.  
The method i s  e s s e n t i a l l y  constrained t o  t h e  t e s t i n g  of 7 2n,17 %n+1,29 
'2n+l, 4 . Note, however, t h a t  f o r  any m > 4, Tl i s  t h e  value most d i f f i c u l t  m, 1 
t o  compute d i r e c t l y  (see ana lys i s  associated with (11.4)).  
We e s t a b l i s h  t h e  above re la t ionsh ip  v ia  the  notion of band-limited 
fmc4;ions mentioned i n  sec t ion gb. Consider t h e  following complex function 
Its n-th order de r iva t ive  is  obtainable by d i r e c t  d i f f e r e n t i a t i o n  
Now, t h e  Fourier  transform of P ( T )  i s  the  d e l t a  function 6(v-vO) which 
vanishes f o r  i v l  > -$ (see  vo cons t ra in t  i n  (10.1)).  This means t h a t  p ( ~ )  
i s  a band-limited function a s  defined i n  sec t ion  9b and a s  such, i t s  n-th 
arder der iva t ive  i s  obtainable from (9.22). Applying then (9.22) t o  p ( 7 )  
and equating t h e  r e s u l t  t o  (10.2), we obta in  the  following i d e n t i t i e s  
((10,4a) i s  derived from (9.22a), (10.4b) from (9.22b), e t c . )  
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We a r e  p a r t i c u l a r l y  in te res ted  i n  the  s p e c i a l  cases of these  equations i n  
which t h e  tr igonometric m u l t i p l i e r s  a r e  s impl i f ied .  Obviously, such 
des i rab le  summation formulae a r e  generated when v i s  constrained -to the 
0 
following values 
Subs t i tu t ing  these  i n  (10.4) we obtain t h e  following r e s u l t s  
(from: (10.4a ) ; vo=$) 
(from: (10.4a); vo=-$) 
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(from: (10. 4b);vO=t) , 
(from: ( 1 0 . 4 ~ ) ;  vo=*) 
Though t h e s e  summation formulae a r e  q u i t e  i n t e r e ~ t j n g ,  they a r e  not  
p e r t i e u l a r l y  s u i t a b l e  f o r  t h e  contemplated high-precision t e s t j n g  because 
of t h e i r  r e l a t i v e l y  slow convergence. They do provide, however. t h e  .da r t -  
i n g  'point f o r  a r ecurs ive  scheme t h a t  does y i e l d  r a p i d l y  converging summation 
fomu1ae. 
As already hin ted  by t h e  nota t ion  i n  (10.6),  a l l  t h e  sums appearing 
these, may be regarded a s  s p e c i a l  cases of one of  the  following two sums 
" ( i )  'nk (10.9) r ( i )  = c v - 
n r  
k=l  kr 
i n  which t h e  range of a l l  v(i) functions i s  t h e  s e t  { -1, 0, 1 )  . 
Fast  convergence is  displayed by E ( i)  T ( i )  with l a r g e  r. These 
n r  ' n r  , 
are not ava i l ab le  but may be computed from t h e  ava i l ab le  E ( i  ( i )  (10.6) 
nl T n ~  
TT by applying t h e  recurs ion  (3.14). Writing down t h i s  recurs ion  f o r  x = k- 2 ' 
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multiplying both sides by v (i)/kr and summing over k, we get 
2 (i) TT 
(10*11) En-2, r+2 =4n(n-1) 
Denoting 
yields the final form 
Note that the introduction of the sums HLi) (10.12) facilitates a t r s n s f o r -  
mation between E (i) and T 
n r 
(i) . Applying 6.21b) to (10.9), we o b t a i n  
nr 
(i) Applying this to (10.13) we get the recurrence for Tm 
The functions v(i) appearing in (l0.8), (109) ( 0  ) are implicitly 
r 
defined in (10.6). Therefore, we can obtain the specific forms of %he 
sums H (i) by inspecting these equations. The results are listed below: r 
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The symbols on t h e  r i g h t  correspond t o  t h e  nota t ion adopted by Fle tcher  
eQ al [10]. High precis ion t a b l e s  a r e  ava i l ab le  f o r  most of these  funct ions .  
The appl ica t ion of t h e  above r e s u l t s  t o  our t e s t i n g  scheme i s  
based on equations (10.8), (10.13), (10.6). Eqn. (10.8) spec i f i e s  E ( i  > 
nr  
directly i n  terms of 'fl 
nk' For a  s u f f i c i e n t l y  l a r g e  r, t h i s  i s  mainly 
s function of t h e  f i rs t  Tnk i n  t h e  sum, t h a t  is ,  71n,1 o r  ' Q , 2 .  Eqn. (10.13), 
on %he other  hand, determines t h i s  same E (i) through a  recursion u t i l i -  
n r  
zing H'~) and s t a r t i n g  with t h e  E 
r 
( i )  speci f ied  by (10.6). The r e s u l t  i s  
n , l  
a s  E'i '  value which i s  a function of t h e  tabulated H ( i )  functions and i s  
nr r 
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We consider now a spec i f ic  example t o  i l l u s t r a t e  the  t e s t i ng  procedure 
We base our example on H f o r  which an extensive 50 decimals 
r 
table i s  avai lable  [XI. S ta r t ing  with (10 .18~)  
we apply (10.13) t o  obtain E ( 3  101,52' Having obtained t h i s  value recursively,  
we t u r n  now t o  i t s  d i r ec t  evaluation a s  an i n f i n i t e  sum. From (10.8), 
( 10. E8e ) we determine i t s  e x p l i c i t  form 
Obviously, a few terms w i l l  s u f f i c e  t o  ge t  a highly precise  estimate of 
this i n f i n i t e  sum. To determine j u s t  how many, l e t  the  f i r s t  neglected 
tern be 
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Note t h a t  (10.19b) i s  an a l t e r n a t i n g  s e r i e s  whose sum i s  very c lose  t o  i t s  
first term. Therefore t h e  r a t i o  of ( 1 0 . 1 9 ~ )  t o  t h e  f i rs t  term i s  a good 
approximation t o  t h e  r e l a t i v e  e r r o r  i n  t h e  t runcated  est imate of E ( 3 )  ICU, 52 * 
A s  t h e  computations a r e  performed i n  penta-precision, we bound t h i s  e r r o r  3y 
2-1402 g e t t i n g  (with (4.39), ( 4 . 1 9 ~ )  ) t h e  following condit ion f o r  r 
We conclude the re fo re  t h a t  (10.19b) may be truncated a f t e r  t h e  sevex?.$h term., 
In  t h e  a c t u a l  computation of t h e  sum, 9 terms were used and t h e  pa r t . i s l  
sum was o c t a l l y  p r in ted  each time a new term was added. These p a r t i a l  sums 
were found t o  be af fec ted  by t h e  added terms only up t o  t h e  seventh team, 
The e ighth  and ninth  terms had no e f f e c t  i n  agreement with t h e  above a n a l y s i s ,  
Comparing t h e  two values of E (3) we found t h a t  t h e i r  f r a c t i o n  parts 101,52 
-140 d i f fe red  only by 2.2 . Our conclusion *is therefore  t h a t  t h e  re1a"eve 
e r r o r  i n  t h e  computed value of T 101,2 i s  we l l  within t h e  bound prescribed 
by (8.12). 
Note t h a t  we cannot make here any use fu l  claim regarding 1101,43 the  
next term i n  (10.19b). This i s  due t o  t h e  f a c t  t h a t  t h e  r a t i o  of these  t w o  
terms i s  about 252 so  t h a t  i n  accumulating t h e  sum, roughly 52 of t h e  least 
s i g n i f i c a n t  b i t s  of t h e  second term a r e  "shi f ted  out1'. This i s  equivalent 
t o  saying t h a t  t h e  normalized 140 b i t  value of E101,52 (3) i s  independent of the 
52 l e a s t  s i g n i f i c a n t  b i t s  of 1/.,01,4. 
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The same argument holds even more f o r c e f u l l y  with respect  l101,6 
end so on. We may say then t h a t  we have here a t e s t  of 7$01,2 which r e l i e s  
on successively coarser  est imates of Tl 101,4) 7 1 ~ 1 , 6 y  *... T 1 1 ~ l , 1 2  and i s  
compLetely independent of t h e  remaining terms of t h i s  i n f i n i t e  sequence. 
What we have seen i n  t h i s  s p e c i f i c  case i s  t r u e  i n  general ,  t h a t  i s ,  
the spp l i ca t ion  of t h i s  t e s t i n g  procedure i s  l imi ted  t o  t h e  t e s t i n g  of only 
t h e  f i r s t  term of E (i >
nr  
Equally encouraging results were obtained with o ther  cases.  The 
resu3_.ts a r e  summarized i n  Table I. 
Table 1 
Test Results  
The only t e s t  types not t r i e d  were those employing H ( 5 )  H(8)  ( see  (10.16)) 
r ' r 
for which t a b l e s  were not avai lable .  
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11. Concluding Remarks 
The one theme, c e n t r a l  t o  a l l  of t h i s  paper i s  t h e  func t ion  T,(x}. 
We have shown how it a r i s e s  i n  connection with t h e  problem considered,  
';e have s tud ied  some o f  i t s  p r o p e r t i e s  and f i n a l l y  appl ied  these  t o  its 
p r e c i s e  computation. 
%:o important ques t ions  regard ing  t h i s  func t ion  a r e  y e t  t o  oe ans \ -e red  
though. The f i r s t  concerns i t s  eva lua t ion .  We have seen i n  s e e t i o n  3 
t h a t  T,(x) can be expressed i n  a  simple form involv ing  a  f i n i t e  sum 
(3.1)  which we have a c t u a l l y  appl ied t o  determine Tn(x)  f o r  n  5 3. 
Flhy c o u l d n ' t  a l l  Ti ( x )  be evaluated t h i s  way? 
n 
We have ind ica t ed  e a r l i e r  t h a t  severe  "cance l l a t i on"  i s  t o  be 
expected f o r  c e r t a i n  n,x combinations. Having e s t a b l i s h e d  t h e  necessary 
p r e r e q u i s i t e s  s i n c e  then ,  we a r e  now i n  p o s i t i o n  t o  s u b s t a n t i a t e  t h i s  
s ta tement  and show hohl severe  t h i s  "cance l la t ion"  is .  
Eqn. (3.1) p re sc r ibes  i],(x) a s  a  f i n i t e  sum of terms. Conslder now 
t h a  r a t i o  of each of t h e s e  terms t o  Tn(x)  and denote t h e  maximal magni-  
tude of  t h e s e  r a t i o s ,  hn(x) .  The use fu lnes s  of (3.1) a s  a  prescr i .pt ion 
f o r  computation, s t r o n g l y  depends on hn (x ) .  The l a r g e r  A,(x), t h e  more 
severe  t h e  "cance l la t ion" ,  and t h e  lower t h e  number of meaningful d- igi ts  
i n  t h e  computed qn (x ) .  I n  view of  t h i s ,  lie proceed now t o  e s t a b l i s h  a 
lower bound f o r  A, ( x )  . 
We no te  f i rs t  t h a t  s i n c e  T/,(x) < qn(x )  (4.40) we s h a l l  still 
ob ta in  a  lower bound f o r  X (x )  i f  we d i v i d e  t h e  terms of (3.1) by ( x )  n n 
r a t h e r  than  by nn (x ) .  This  s i m p l i f i e s  our  t a s k  t o  t h a t  of  determining 
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nn(x) 
the  s e r i e s  expansion of 7p-T' Applying (4 . lgc )  and (2.3) t o  (3.1), 
w e  g e t  
% + , ( x )  m + l  (11,2b) A = (-1) 
"+I (x) 
In determining a meaningful lower bound f o r  hn(x) from (11.2) ,  it should be 
borne i n  mind t h a t  t h e r e  a r e  app l i ca t ions  where x i s  an exact  i n t e g r a l  
7-r 
multfiple of - I n  some of these  cases the  x 2 ' -(2m+2) term i n  (11.2) w i l l  
simply be omitted. It i s ,  therefore ,  s a f e r  and c e r t a i n l y  l eg i t ima te  t o  
base the  hn(x) bound on t h e  x-& term of (11.2). An obvious such bound is  
On applying S t i r l i n g ' s  formula (6.26), t h i s  y i e l d s  
It follows t h a t  f o r  n > ex, An(x) increases  very sharply  with n and soon 
a t t a i n s  astronomical proport ions.  Consider j u s t  two examples 
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This means t h a t  a computer l i k e  the  IBM 7094, f o r  example, would not  be 
able  t o  compute ll (3)  even when employing double precis ion arith.metic, 30 
Furthermore, even the  use of penta-precision ar i thmet ic  would no t  ~ ~ P G w  
computation of ( 3 ) .  I n  con t ras t ,  note t h a t  t h e  s p e c i f i c  7 9 t t e s c C  50 nk 
i n  sec t ion 10 ind ica te  a r e l a t i v e  e r r o r  of l e s s  than 2 -138 while the 
associated A has a lower bound of 2199 i n  t h i s  case. 
I n  view of t h e  re la t ionsh ip  between 7 (x)  and y(n,  z ) ,  t he  incorn- 
n 
p l e t e  gamma function (9.28), t h e  above discussion i s  per t inent  t o  the  con- 
putat ion of t h i s  funct ion on t h e  imaginary ax i s  (imaginary z ) ,  It is 
( c o r r e c t l y )  s t a ted  t h a t  y(n ,z)  i s  an elementary function f o r  imaginsry z .  
In  view of t h e  above discussion we may comment t h a t  it i s  elementary pll 
r i g h t  but  j u s t  a s  incomputable by elementary methods a s  any "non-eleme~t~3:ry'~ 
function.  
The second question t o  be considered here,  concerns the  de f in i t ion  
adopted f o r  Tjn(x) a s  an  i n f i n i t e  sum (2.11). We r e c a l l  t h a t  t h e  natural 
formulation of t h e  problem (2.1) ac tua l ly  leads  t o  a f i n i t e  sum and dte 
i n f i n i t e  summation formulation was obtained by a device (2.5) which, 
though legi t imate ,  seems q u i t e  a r b i t r a r y  and unwarranted. We consider 
now t h e  motivation f o r  t h i s  s t ep .  Our method cons i s t s  of a b r i e f  descrip- 
t i o n  of the  r e s u l t s  obtained when t h i s  s t e p  i s  omitted. 
Retracing t h e  der ivat ions  i n  sec t ion 2 with the  object ive  af a 
f i n i t e  summation formulation, one i s  l ed  t o  t h e  following function 
replac ing icn(x) 
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(n even) 
(n odd) 
T h i s  func t ion  s a t i s f i e s  a  recur rence  r e l a t i o n  i d e n t i c a l  t o  t h a t  of  (x)  n  
s o  t h e r e  should be no problem i n  i t s  computation. Comparing now (11.6) 
do (3.1) Ire s e e  t h a t  t hey  d i f f e r  on ly  i n  t h e  absence of  t h e  t r igonometr ic  
func t ions  i n  (11.6).  S p e c i f i c a l l y ,  
cos X 
s i n  x 
(n  even) 
( n  odd) 
This means t h a t  t h e  curve of E ~ ( x )  v s .  x w i l l  o s c i l l a t e  about t h e  
n 
n '  . We have a l r e a d y  seen t h a t  f o r  n  > ex monotonic TI ( x )  with amplitude 
X 
such a term may a t t a i n  astronomical  va lues ,  Thus, we have he re  a  func t ion  
h i  though sha r ing  t h e  same va lue  wi th  I,(x) a t  r e g u l a r  i n t e r v a l s ,  i s  widely 
d i f f e r e n t  from it a t  o t h e r s  and t h e r e f o r e  has extremely l a r g e  d e r i v a t i v e s .  
To s e e  t h e  bea r ing  t h i s  has  on t h e  problem considered,  we apply  
(11,~) t o  t h e  second case  of (2.19) under t h e  condi t ion  
g e t t i n g  
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TTk 
- - 
n +l 2 a 
a TT ["I n! (11.9) TT n 5" cos acdS = 1: nk =E n (kF)-(-1) 2 - (n odd;& mod b=1: 
( k F )  
Note that the properties of qn(x) (4.18) bound the above expression by 1. 
On the other hand, the term involving n! will be extremely large under (l1,6), 
Hence, the integral is being evaluated in this case as the small clifforenee 
of two, almost equal, extremely large numbers. The same situation obtains 
for all other cases of (2.19), (2.20) in which n+k is even. We conclude 
therefore that all the integrals in (2.19), (2.20), subject to 
kne 
n+k even; n >> 
- 2 
are essentially incomputable via E,(x). Note that the trouble is nct vie?ith 
the computability of E,(x) itself which, unless we run into exponent over- 
flow problems, can certainly be computed through its recursion. Rather, 
the difficulty lies in the unsuitability of En(x) to the problem st hsod. 
When ntk is odd, En(x) can be used to evaluate the integrals 8 s  
this .situation corresponds to the intersection of the E (x) and 7 (x) 
n n 
curves. Even in this case, however, E,(x) poses problems since, under 
(11.8), its derivative at these points is extremely large. This does no t  
affect the actual computations but makes it quite difficult to justify 
them. 
There is no question then that ln(x) is the better instrument to 
tackle the problem at hand, 
We turn now to the third and last topic: Coarse approximations, 
While our main concern throughout this paper has been with the high precision 
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determination of Tn(x), the results established are also applicable to the 
quite different situation in which only a coarse estimate of ll (x) is 
n 
desired. We refer specifically to the bounds (4.39), (4.40) which are the 
basis of the normalized bounding curves shown in Figure 9. Expressing 
these bounds in terms of the entities 
we obtain 
x = dn(n-1) (that is, en(xn) = 1) 
n 
Y > 1; lower boun 
> 3; upper boun 
Thus, the bounds on qn(x) can be expressed in terms of the family of curves 
2 y(hnv) and the curve v shown in Figure 9. Setting 
we see that 7 (x) is constrained to the region defined by the following 
n 
t b i e e  curves of Figure 9. 
rC left boundary v 
bottom boundary y(v) 
top boundary Y (hnv) 
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Note that as n increases, the top boundary approaches the bottom bomdary, 
thereby reducing the maximal relative error of an 7 (x) estimate based on 
n 
Figure 9. Note also that for a given n, this error bound is a function of 
x attaining its highest value at the intersection of the left and upper 
boundaries at the point 
The same family of curves is also useful in dealing with- 0. (x) 
n 
(directly). Application of (5.15) to (11.14a) yields 
while (5.20), (4.18), (11.12) imply 
> 3; lower bound 
> 1; upper bound 
Z o  iJ 
Note the similarity of (11.17) to (11.14). Obviously Figure 9 is app l i -  
cable in this case with 
We illustrate the application of (11.14), (11.17) with the estimation of 
$lO(~). Our main concern here is not with the estimate itself but rather 
with the accompanying error bound. From (11.a~ (11.13) we find that t h e  highest 
error bound will be associated with 
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Thus, the  worst case i n  est imating 1 (x) v ia  (11.14) i s  the  est imation of 1 0  
( I .  5 The r a t i o  of t h e  two bounds of ~ ~ ~ ( x )  a t  t h i s  point  i s  given by 
Therefore, i f  we adopt the  geometric mean of t h e  two bounds a s  our e s t i -  
mate, we a r e  assured t h a t  t h e  t r u e  nlo(6. 5 )  l i e s  within + 15% of t h i s  
- 
= 1.149 w 1.15) 
A b e t t e r  est imate w i l l  be obtained i n  t h i s  case by proceeding 
indi;reetly v ia  (5.20) 
I n  e:;timating e12(6. 5 )  we have t o  enter  Figure 9 t h i s  time a t  t h e  value 
(11. :18) 
The r a t i o  of the  two bounds of e12(x) i n  t h i s  case i s  
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Therefore, RL2(6. 5 )  can be estimated with an e r ro r  of - + 3.5% = 1.035;. 
I n  view of (11.19)~ t h i s  w i l l  a l so  be the  e r ro r  bound of ~ ~ ~ ( 6 . 5 )  obtained 
from 0 (6.5) via t h i s  formula. 12 
There a r e  various other p o s s i b i l i t i e s  of improving the  estimate by 
exploit ing t he  e r ror  reduction proper t ies  of the  basic recurrence relation. 
Indeed, by a judicious choice of the  number of recursion cyc les , i t  is possib'e 
t o  obtain any type of estimate, ranging a l l  the  way from t h e  coarse ones 
indicated above t o  t he  highly precise ones of t he  t ab le  described i n  
section 8. 
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