Let X be a compact complex manifold, L → X an ample line bundle over X, and H the space of all positively curved metrics on L. We show that a pair (h 0 , T ) consisting of a point h 0 ∈ H and a test configuration T = (L → X → C), canonically determines a weak geodesic ray R(h 0 , T ) in H which emanates from h 0 . Thus a test configuration behaves like a vector field on the space of Kähler potentials H. We prove that R is non-trivial if the C × action on X 0 , the central fiber of X , is nontrivial. The ray R is obtained as limit of smooth geodesic rays R k ⊆ H k , where H k ⊆ H is the subspace of Bergman metrics.
Introduction
Let X be a compact complex manifold. According to a basic conjecture of Yau [30] , the existence of canonical metrics on X should be equivalent to a stability condition in the sense of geometric invariant theory. A version of this conjecture, due to Tian [28] and Donaldson [13] , says that if L → X is an ample line bundle, then X has a metric of constant scalar curvature in c 1 (L) if and only if the pair (X, L) is K-stable, that is, if and only if the Futaki invariant F (T ) is negative for each non-trivial test configuration T . In particular, F (T ) < 0 for all such T should imply that the K-energy ν : H → R is bounded below, where H is the space of all positively curved metrics on L.
Now it is well known that the K-energy is convex along geodesics of H (Donaldson [11] ). Thus, if h 0 ∈ H and if R : (−∞, 0] → H is a smooth geodesic ray emanating from h 0 , then the restriction of ν to R is a smooth convex function ν R : (−∞, 0] → R and hence lim t→−∞νR = a(R) is well defined (hereν R is the time derivative of the K-energy). In particular, if a(R) < 0, then ν is bounded below on the ray R. Then h(t) = h 0 e −φt is a weak geodesic ray emanating from h 0 . Here we make use of the notation u * (ζ 0 ) = lim ǫ→0 sup |ζ−ζ 0 |<ǫ u(ζ) for any locally bounded u : X × (−∞, 0] → R.
Theorem 2 Assume that the action of C × on X 0 is non-trivial. Then the weak geodesic defined by φ t in Theorem 1 is non-trivial.
We note that the C × action on X 0 is non-trivial if the Futaki invariant F (T ) of the test configuration T does not vanish.
We also note the following result:
Theorem 3 Assume that the test configuration can be equivariantly imbedded in a proper family X → B, where X and B are smooth compact manifolds with the property that the Chern class map P ic(B) → H 2 (B, Z) is injective and X 0 is multiplicity free. Then, for each k > 0, lim
Here ν k is the restriction of ν to the Bergman geodesic h(t; k).
Remark: Theorem 1 holds in a wider context than that stated above -our proofs show that one can associate a weak geodesic ray to an arbitrary traceless hermitian matrix A ∈ gl(H 0 (X, L)) (thus the eigenvalues of A are real numbers and not restricted to lie in Z).
To define what is meant by a weak geodesic, we start by recalling that H is an infinite dimensional symmetric space with respect to its natural Riemannian structure (see Mabuchi [17] , Semmes [26] and Donaldson [11] ). Furthermore, the geodesic equation for h 0 e −φt is equivalent to the degenerate Monge-Ampère equation
where A ⊆ C is an annulus (in the case of a geodesic segment) or a punctured disk (in the case of a geodesic ray).
Here Ω = Ω φ is the smooth (1, 1)-form on X × A determined by:
∂∂Φ where Ω 0 = p * 1 ω 0 , ω 0 is the curvature of h 0 , p 1 (x, w) = x, Φ(x, w) = φ t (x), and t = log |w|. A weak geodesic φ t is one for which Ω φ is a plurisubharmonic solution to (1.3) in the sense of pluripotential theory [2] .
The problem of constructing geodesic rays from test configurations has been considered previously by Arezzo-Tian [1] . They show that, if the central fiber of the test configuration T is smooth, then one can use the Cauchy-Kowalevska theorem to find a local analytic solution near infinity to the geodesic equation, and in this way, they construct a geodesic ray R(T ) in H. In fact, they construct a family of rays R j (T ) where j ranges over certain free parameters which determine the power series coefficients. These rays have the advantage of being real-analytic, but it doesn't appear that their origins can be prescribed by this method. Moreover, the relation of R j (T ) to F (T ) is unclear.
We now provide an outline of the paper. The starting point is the approximation theorem for Kähler metrics by Bergman metrics: For k ≥ 1, the space H k ⊆ H of Bergman metrics associated to L k is a finite dimensional symmetric Riemannian sub-manifold. If h ∈ H and h(k) ∈ H k is the associated Bergman metric, then the theorem of Tian-Yau-Zelditch [31] , [28] , [32] implies h(k) → h in the C ∞ topology.
Now fix h 0 , h 1 ∈ H, a pair of distinct elements, and let h(t; k) be the unique smooth geodesic segment in H k defined by the conditions h(0; k) = h 0 (k) and h(1; k) = h 1 (k).
It was proved in [24] that the sequence h(t; k) converges uniformly, in the weak C 0 sense of Theorem 1, to a weak geodesic segment h(t) in H with the property: h(0) = h 0 and h(1) = h 1 . Moreover, h(t) equals the C 1,1 geodesic joining h 0 to h 1 , whose existence was established by Chen [9] . We note that another approximation of the C 1,1 geodesic by potentialsh(t; k) in c 1 (L) + 1 k c 1 (K X ) has been very recently constructed by Berndtsson [5] .
The proof of Theorem 1 follows the method of [24] . First, we construct a geodesic ray h(t; k) = h 0 e −φ(t;k) with h(0; k) = h 0 (k) that "points in the direction of T ". Then we prove that
where Ω k is associated to φ(t; k). This step relies on the ideas developed in the recent work of Donaldson [15] . It also requires some estimates on test configurations, which include the following very simple, but basic estimate for the endomorphisms
Next, we use the methods of pluripotential theory to establish the convergence of the φ(t; k). In the case of geodesic rays, the annulus A is actually a punctured disk, and the boundary behavior at the puncture has to be treated carefully, by controlling the asymptotics for the φ(t; k) at the puncture.
For Theorem 2, we show that, when the test configuration is non-trivial, the sup norm of φ t goes to ∞ near the puncture. This implies that the geodesic is non-trivial. A key ingredient is Donaldson's formula [15] for the leading coefficient of Tr(A 2 k ). Theorem 3 is a direct consequence of the work of Tian [28] and Paul-Tian [20] : We apply the formula in [28] which relates the metric of the CM line bundle L CM to the K-energy. We then use [20] which relates the line bundle λ CM on the Hilbert scheme to L CM .
Test Configurations: preliminaries 2.1 Definition
Let L → X be an ample line bundle over a compact complex manifold. A test configuration, as defined by Donaldson [13] , consists of the following data:
(1) A scheme X with a C × action ρ.
(2) A C × equivariant line bundle L → X which is ample on all fibers.
(3) A flat C × equivariant map π : X → C where C × acts on C by multiplication satisfying the following: The fiber X 1 is isomorphic to X and the pair (X, L r ) is isomorphic to (X 1 , L 1 ) where, for w ∈ C, X w = π −1 (w) and L w = L| Xw . After raising L and L to sufficiently high powers, we may assume that L is very ample, that
, and that L has exponent one. Thus we set r = 1.
for t ∈ R, and A k the traceless part of B k . The eigenvalues of A k are denoted by λ
, and the eigenvalues of B k are denoted by η
, the weight of the induced action on det(V k ). Then, as was observed in [13] , there is an asymptotic expansion
The Donaldson-Futaki invariant F (T ), or simply Futaki invariant, of T is defined by the formula: F (T ) = F 1 .
Equivariant imbeddings of test configurations
The construction of the Bergman geodesics associated to a test configuration T relies on the existence of an equivariant, unitary imbedding of T into projective space, whose existence was first established by Donaldson [15] . In this section, we begin by recalling the statement of Donaldson's result.
Let T be a test configuration of exponent r = 1 for the pair (X, L). For k large, since L is very ample, we have canonical compatible imbeddings ι k :
is the hyperplane line bundle, where
One can show that the bundle π * L k → C has an equivariant trivialization and thus the test configuration has an equivariant imbedding into projective space. To be precise: Let Θ be an arbitrary vector space isomorphism Θ :
Next let h be a fixed metric on L. It is shown in [15] that there exists an regular generator Θ which respects h structure in the following sense: The metric h defines a hermitian metric
where ω is the curvature of h. If Θ is a regular generator of T , then we can use the isomorphism Θ :
We say Θ is a regular hermitian generator if B k is hermitian with respect to H k (Θ). In other words, Θ is regular hermitian if ρ k (τ ) :
In [15] the following is proved:
Lemma 1 Let T be a test configuration for (X, L) and h a positively curved metric on L. Then there exists Θ, a regular hermitian generator for T . The metric H k = H k (Θ) is independent of the choice of such a Θ. Moreover, the map Θ :
is unique up to an isometry of V k which commutes with B k .
Our formulation of Lemma 1 is somewhat different than that given in [15] and in order to make the relationship between the two precise, we shall provide a complete proof (which is of course essentially the one which appears in [15] ):
Let E → C be an algebraic vector bundle of rank r. Then E(C), the space of global sections of E, is a free C[t] module of rank N + 1. A "trivialization of E" is just a choice of ordered basis S 0 , ..., S N of the C[t] module E(C).
If S 0 , ..., S N is a trivialization of E, and if t ∈ C, then S 0 (t), ..., S N (t) is a basis of the fiber E t so, we have a well defined isomorphism φ t 2 ,t 1 : E t 1 ≈ E t 2 for any pair t 1 , t 2 ∈ C, which takes the basis S j (t 1 ) to the basis S j (t 2 ). The collection {φ t 2 ,t 1 } defines a regular cocycle, that is: φ t 3 ,t 2 φ t 2 ,t 1 = φ t 3 ,t 1 and for every e ∈ E t 1 , the map t → φ t,t 1 (e) is a global section of E. Conversely, a regular cocycle φ t 2 ,t 1 defines a trivialization of E.
Now suppose E → C is a vector bundle with a C × action, covering the usual action of C × on C. This means that we are given an algebraic map ρ :
E → E is a function with the following properties:
1. The function ρ(τ ) maps the fiber E t into the fiber E τ t , that is:
2. The function ρ(τ ) : E t → E τ t is an isomorphism of vector spaces.
4. The map C × × E → E given by (τ, e) → ρ(τ )e is algebraic.
Let S 0 , ..., S N be a basis of global sections for E. If S : C → E is an arbitrary global section, and if
) with the property:
where S is the column vector whose components are the S j . Note that
where, in the last equality, we are using the fact that ρ(τ 1 ) −1 is linear on the fibers. Hence:
With these preliminaries in place, we now show that if E → C is an vector bundle with C × action, then E has a C × equivariant trivialization:
Lemma 2 Let E → C be a vector bundle of rank r = N + 1 with a C × action. Then there exists a basis of global sections S 0 , ..., S N such that A(τ, t) is independent of t, that is, A(τ, t) = A(τ, 0) ≡ A(τ ). In other words, there exists a regular cocycle {φ t 2 ,t 1 } satisfying
The basis S 0 , ..., S N is unique up to change of basis matrices
for some integer p and some a ∈ C × . Now consider the set
be the complex vector space generated by S. We claim that V is finite dimensional and invariant under the action of C × . In fact, since S ρ(τ ) = A(τ, t)S we see that the S ρ(τ ) j are all linear combinations, with C coefficients, of elements in the set
where M is chosen so that the entries of A(τ, t), which are polynomials in t with coefficients in A[τ, τ
−1 ], all have degree at most M.
Choose a basis {T µ ; 0 ≤ µ ≤ K} of V with the property T ρ(τ ) µ = τ lµ T µ for some integers l µ . Choose µ j , 0 ≤ j ≤ N, such that T µ j (0) are linearly independent. This can certainly be done since the T µ span V , and V contains the S j . Let T be the column vector consisting of the T µ j . Then T (t) = C(t)S(t) for some (N + 1) × (N + 1) matrix C(t) with coefficeints in C[t], for which C(0) is invertible. The existence of such a matrix is guaranteed by the fact that the S j form a C[t] basis of E(C). Replacing S by C(0)S doesn't change V and allows us to assume C(0) = I. Now
On the other hand, T ρ(τ ) (t) = U(τ )T (t) where U(τ ) is diagonal with diagonal entries of the form τ l . Hence
which implies: A(τ )C(t) = C(τ t)A(τ, t). Since det(A(τ )) = det(A(τ, t)) for all t, we have det(C(τ t)) = det(C(t)) which means that det(C(t)) is independent of t. Since C(0) = I, we conclude det(C(t)) = 1 and this implies that T is a C[t] basis of E(C). This now establishes Lemma 2.
At this point we can prove the existence of a regular generator for
Then we define Θ * : E 1 → E 0 by the formula: Θ * = φ 0,1 where φ t 2 ,t 1 satisfies (2.6), with ρ(τ ) replaced by ρ * (τ ) = ρ(τ −1 ) * . One easily checks that Θ is a regular generator of T .
Proof. Let {φ t 2 ,t 1 } be any equivariant trivialization. Consider the decomposition E 0 = ⊕V i into eigenspaces for the action of C × . Let τ w j be the restriction of ρ(τ ) to the subspace V j . We may assume that w 1 < w 2 < · · · < w l . Thus l j=1 w j dim(V j ) = N + 1 = dim(E 0 ). Let e 0 , ..., e N of E 0 be given by the union of the bases of the V j and define S j (t) = φ t,0 (e j ) and
Let A(τ ) be the diagonal matrix which represents the automorphism ρ(τ ) : E 0 → E 0 with respect to the basis e j . Then A(τ ) also represents the automorphism ρ(τ ) −1 φ τ,1 : E 1 → E 1 with respect to the basis S j (1). We want to modify the equivariant trivialization φ t 2 ,t 1 in such a way that this automorphism is an isometry. To do this, we must find a matrix M(t) ∈ GL(N + 1, C[t]) satisfying:
2. M(1)S j (1) is orthonormal with respect to H.
The first condition says that M(t) is a block matrix with blocks t w i −w j α ij where α ij is independent of t. Since M(t) ∈ GL(N + 1, C[t]), this implies that α ij = 0 if i > j. Thus M(t) is upper block triangular. On the other hand, the usual Gram-Schmidt process allows us to choose an M(1) of this form which satisfies condition 2: First choose an orthonormal basis of W 0 . Then choose an orthonormal basis of
Finally we prove uniqueness. Let M(t) ∈ GL(N + 1, C[t]) satisfy 1. and 2. and assume furthermore that the e j are orthonormal and that M(0) = I. Then we must show that M(t) = I for all t. Since the e j are orthonormal, the matrix M (1) is unitary. On the other hand, it is upper block triangular. This implies it is upper block diagonal. Since the i, j block is of the form t w i −w j α ij , and since α ij = 0 for i = j, we see that M(t) is independent of t so M(t) = M(0) = I. The lemma is proved.
Note that if φ is any equivariant trivialization, then ρ(τ )
where the first equality makes use of the equivariance property of φ, and the second follows from the cocycle property of φ. Thus the theorem can be restated as follows: There exists an equivariant trivialization φ such that ρ(τ )
To deduce Lemma 1 from Lemma 3, we again define Θ * = φ 0,1 . Let τ ∈ C × be of unit length. Then to show ρ k (τ ) 
Since the monomials of degree k span S k /I k , some subset form a basis of eigenvectors for that space. Thus the eigenvalues of the B k form a subset of {p·η : p 0 +· · ·+p m = k}. On the other hand, for such an p, we clearly have |p·η| ≤ sup |η j |·k and this proves that
with C = sup 0≤j≤m |η j |. On the other hand,
This proves Lemma 4.
An alternative characterization of the Futaki invariant
The functionals F 0 ω , ν ω : H → R play an important role in Kähler geometry and are defined as follows:
Here φ t , 0 ≤ t ≤ 1, is a smooth path in H ω joining the potential φ 0 for ω 0 to φ = φ 1 . Then a simple calculation showṡ
Thus E satisfies the cocycle property:
The Chow weight and the Futaki invariant
Let V be a finite dimensional vector space, Z ⊆ P(V ) a smooth subvariety, and B ∈ gl(V ). Then we wish to define the generalized Chow weight µ(Z, B) ∈ R. We start by assuming the V = C N +1 so that B is a (N + 1) × (N + 1) matrix. Let ω F S be the Fubini-Study metric on P N . We shall also denote by ω F S the restriction of the Fubini-Study metric to Z. For t ∈ R let σ t ∈ GL(N + 1, C) be the matrix σ t = e tB and let ψ t : P N → R be the function
Here we view z as an element in P N and, when there is no fear of confusion, a column vector in C N +1 .
Then ψ t is a smooth path in H: In fact, σ *
Note that the function E(t) = E ω F S (ψ t ) : R → R is convex (see [21, 22] ), so the limit in (3.8) exists.
Next we compute the derivative of E(t):
(3.9) where, for C a matrix with complex entries, we write C * = tC . In particular,
where
Lemma 5 Let V be a finite dimensional complex vector space, B ∈ gl(V ) and Z ⊆ P(V ) a smooth subvariety. Let θ :
Proof. We make use of the formula of Zhang [33] and Paul [19] (see also [21] ): If Z ⊆ P N (C) is a subvariety of dimension n and degree d, let Chow(Z) ∈ P(H 0 (Gr(N −n,
be the Chow point of Z ⊆ P N . If B ∈ gl(N + 1, C), σ t = e tB , and ψ σt = log
where · is the Chow norm defined on
Subtracting (3.12) from (3.13) we get
which is a bounded function of t, and hence the limit of its first deriviative is zero. This proves Lemma 5. Now let Z ⊆ P(V ) and B ∈ gl(V ). Let θ : V → C N +1 be an isomorphism and define µ(Z, B) = µ(θ(Z), θBθ −1 ). The lemma guarantees that this definition is unambiguous. Note that (3.12) shows that µ(Z, B) is just the usual Chow weight. (The Chow weight is normally defined only when B is a traceless diagnonalizable matrix with integer eigenvalues, but we find it convenient to work with this somewhat more general notion).
In particular, if τ commutes with B, then µ(Z, B) = µ(τ (Z), B).
If we replace the functional E by ν, the K energy functional, we may define a corresponding invariantμ(Z, B) for Z ⊆ P N (C) and B ∈ gl(N + 1, C):
It will be convenient for us to introduce an alternative characterization of the Futaki invariant: Fix, once and for all, an isomorphism κ : (X, L r ) → (X 1 , L 1 ). We continue to assume that r = 1 (the case r > 1 can be treated in a similar fashion). Then we have an
k the image of the canonical imbedding
Note that Z k depends on the choice of Θ, but that if Θ ′ is another choice, then Θ ′ = UΘ where UA k = A k U, and thus the value µ(Z k , A k ) is independent of the choice of equivariant Θ Lemma 6 We have
Proof. Since this argument is implicit in Donaldson [13] , we only briefly sketch the proof (see as well Ross-Thomas [25] ): If Z ⊆ P N and λ : C × → SL(N + 1, C) is a one parameter subgroup, let A ∈ sl(N + 1) be such that λ(e t ) = e tA and Z (0) = lim τ →0 λ(τ )(Z) (the flat limit) so Z (0) ⊆ P N is a subscheme of P N with the same Hilbert polynomial as Z.
) and we letw(Z, A, p) be the weight of this action on det(H 0 (X 0 , M p 0 )). It is known thatw(p) is a polynomial in p for p large such that
(see for example, Mumford [18] ). Now let T be a test configuration, let r > 0 and consider
On the other hand, since M p 0 = L rp 0 , we get, with k = rp:
where e T is a polynomial in r of degree at most n. If follows from the definition of F (T ) that −F (T ) is the leading coefficient of e T (r). Comparing with (3.18) we get 
where l ∈ L k and s is any locally trivializing section of L k .
Fix h 0 ∈ H. Let h F S be the Fubini-Study metric on O(1) → P N k and let
Note that the right side of (4.2) is independent of the choice of h 0 ∈ H. In particular
is a finite-dimensional negatively curved symmetric space sitting inside of H. It is well known that the H k are topologically dense in H: If h ∈ H then there exists h(k) ∈ H k such that h(k) → h in the C ∞ topology. This follows from the Tian-Yau-Zelditch theorem on the density of states (Yau [30] , Tian [27] and Zelditch [32] ; see also Catlin [7] for corresponding results for the Bergman kernel). In fact, if h ∈ H, then there is a canonical choice of the approximating sequence h(k): Let s be a basis of H 0 (X, L k ) which is orthonormal with respect to the metrics h. In other words,
The basis s is unique up to an element of U( [32] , which is the C ∞ version of the C 2 approximation result first estsablished in [27] , says that for h fixed, we have a C ∞ asymptotic expansion as k → ∞:
Here the A j (ω) are smooth functions on X defined locally by ω which can be computed in terms of the curvature of ω by the work of Lu [16] . In particular, it is shown there that
where s(ω) is the scalar curvature of ω.
Letŝ = k −n/2 s and h(k) = hŝ. Then (4.2) and (4.5) imply that
Here, as before,
s ω F S . Lemma 1 can now be conveniently reformulated as follows:
satisfying the following property: the imbedding I s restricts to ι s on the fiber L k 1 and I s intertwines ρ(τ ) and τ B k . More precisely: for every τ ∈ C × and every l w ∈ L k w ,
where τ B k is a diagonal matrix whose eigenvalues are the eigenvalues of ρ k (τ ) :
The matrix B k is uniquely determined, up to a permutation of the diagnonal entries, by k and the test configuration T . Moreover, the basis s is uniquely determined by h 0 and T , up to an element of U(N k + 1) which commutes with B k . The image of X 1 is Z k ⊆ P N k .
Growth bounds for the Bergman geodesic rays
We make precise the notation which appears in Theorem 1: Let L → X be an ample line bundle over a compact complex manifold, and H the space of positively curved metrics on L. Let h 0 ∈ H and let T be a test configuration for the pair (X, L) of exponent r. We wish to associate to the pair (h 0 , T ) an infinite geodesic ray in H whose initial point is h 0 . After replacing L by L r we may assume, without loss of generality, that r = 1 and that L is very ample.
Let k be a large positive integer and choose s, an orthonormal basis of H 0 (X, L k ) as in Lemma 7. Define A k to be the traceless part of B k and let λ
where hŝ is defined as in (4.2). Now letŝ(t; k) = (e tλ 0ŝ 0 , e tλ 1ŝ 1 , ..., e tλ Nŝ N ), and define
so that h(t; k) : (−∞, 0] → H k is a geodesic ray in H k and h(0; k) = h 0 (k). In particular we have
where w(k), d k and F 0 are defined as in (2.2). In particular,
Lemma 8 Let k, l be positive integers with k < l. Then there exists C k,l > 0 with the following property:
Proof. If suffices to prove (4.12) in the case k = 1. Then, replacing l by k, we have
where η
are the eigenvalues of the diagonal matrix B k , N = N 1 and s β = s 
where for η ∈ Z,
is a maximally linearly independent subset. Now fix η ∈ Z and observe that {s 
This proves Lemma 8.
The volume formula
Let φ t : [a, b] → H ω be a smooth path and let 
∂∂Φ.
Then
In particular, we have the key observation of [17] , [26] , [11] :
We say that a function φ t (x) on [a, b] × X is a weak geodesic if Φ is bounded, plurisubharmonic with respect to Ω 0 , and if Ω n+1 Φ = 0.
Finally, we obtain, using (3.5), the following useful volume formula [24] :
(n + 1)
where E ω (t) = E ω (φ t ).
Volume estimates for the Monge-Ampère measure
We first need a few lemmas: Let D × = {w ∈ C : 0 < |w| < 1}. We associate to φ(t; k) the function Φ(k) on X × D × as in (4.17):
and we let Ω 0 be the pullback of ω 0 to X × D × and we let
∂∂Φ(k).
Lemma 9 We have lim k→∞ X×D
Proof. According to (4.20) ,
Hence it suffices to show that each of the two terms in (4.22) is O(
|z| 2 where σ t = e tA k . Recall
Since we also haveφ(t; k) = 1 kψ (t; k) we conclude:
Now, according to Lemma 6,
has a finite limit as k tends to infinity. In fact, the limit is equal to F (T ), the Futaki invariant. Thus the second term in (4.23) is O(
In order to treat the first term, we require the following result from [15] :
Lemma 10 Let L → X be an ample line bundle over a compact complex manifold X and h a metric on L with positive curvature ω. Let s be an orthonormal basis of H 0 (X, L k ) and let ιŝ : X ֒→ P N k be the associated Kodaira imbedding. Let Z k be the image of ι s . (3.11) . Then
whereŝ ∈ R is defined by: X [s(ω) −ŝ]ω n = 0. The proof of Lemma 10 follows from (4.7).
We return to the proof of Lemma 9: Applying (4.26) to (3.10) we obtain:
where in the first equality we use the fact that A k = A * k and in the last equality we have made use of the fact that A k is traceless.
If we apply Lemma 4 to equation (4.27) we obtain
is bounded as a function of k, the first term is O(k −1 ). Similarly, the second term is O(k −2 ).
The Monge-Ampère equation on a punctured disk
We now complete the proof of Theorem 1. As in the proof of Theorem 3, [24] , we can choose a sequence of positive real numbers c k ց 0 in such a way that
Indeed, by the Tian-Yau-Zelditch theorem, sup X |φ(0; k)−φ| ≤ C k −2 , so that the sequence c k = 2 C j≥k j −2 is such a choice. Choose also ǫ k = k −1/2 and make the replacement
Then it is still true that φ(0; k) → φ, and that Ω n+1
). Moreover, the value of φ t , as defined in (1.1) does not change under this replacement.
Next, we show that φ t is continuous at t = 0 and has the desired initial value. As in [24] , the essential ingredient is a uniform bound for |Y φ(t; k)| near the boundary S 1 × X, where Y = ∂ t . In fact, differentiating the expression for φ(t; k) gives 31) where in the last step, we made use of the bound A k op ≤ C k provided by Lemma 4. On the boundary X × S 1 , the monotonicity of φ(t; k) guarantees that, for any pair k, l with k < l,
where δ k is a strictly positive constant independent of l. Since |φ(t; m)| is uniformly bounded in m, it follows that φ(t; k) − φ(t; l) >
independent of l. Thus, we have for any k,
in an open neighborhood U k of X × S 1 . Extend now the original potential φ on X as a function in a neighborhood of X × S 1 , by making it constant along the flow lines of Y . For any ǫ > 0, choose k large enough so that sup X |φ(0; k) − φ| < ǫ. Then the above estimate forφ(t; k) shows that we have
* is continuous at X × S 1 , and that φ t = φ at t = 0.
On the other hand, for fixed l ≥ j > k > 0, Lemma 8 implies that
for k sufficiently large. Thus, we can make sure that
for all j such that k < j ≤ l and all t such that
Clearly, we have r k,l+1 < r k,l and, by choosing C k,l in Lemma 8 large enough, we can make sure that and let Ω k,l be the (1, 1) form on X × D × corresponding to φ(t; k, l) via (4.17), we have, for l > k,
where C is independent of k, l and
In the middle equality above, we made use of the fact that the volume integrals depend only on the values of the currents in a neighborhood of the boundary of X × D r k,l (see Lemma 2 in [24] ). Now φ(t; k, l) is an increasing sequence in the index l which converges pointwise, almost everywhere, to ξ(t; k) = sup k≤j [φ(t; j)] * . Let Ξ k be the (1, 1) form on D × × M corresponding to ξ(t; k). Then, by the Bedford-Taylor monotonicity theorem [3] applied to the increasing sequence φ(t; k, l) (see also Blocki [6] and Cegrell [8] ), we have
Finally, since ξ(t; l) is monotonically decreasing to φ(t) (by definition of φ(t)) we have, using the Bedford-Taylor monotonicity theorem again (but this time for decreasing sequences): 
Proof of Theorem 2
In this section we show that if the expression N 2 (T ) 2 defined below by (5.3) is strictly positive, then φ t is a non-trivial geodesic, i.e., φ t is not a constant function of t.
Let N 1 + 1 = dim(X, L) and set N = N 1 . Let λ 0 ≥ λ 1 ≥ ... ≥ λ N be the diagonal entries of A 1 and let N 1 + 1 = dim H 0 (X, L). By Lemma 1 we may assume that T is imbedded in P N and that the action ρ(τ ) is given by the diagonal matrix whose diagonal entries are given by τ λ 0 , ..., τ λ N . As usual, we denote by X 0 ⊆ P N the central fiber of T . We next recall the formula in Donaldson [15] :
where the coefficient N 2 (T ) is given by Under the additional technical assumption (which we expect can be removed) that for k 0 large enough, [sup k≥k 0 φ(t; k)] * = sup k≥k 0 φ(t; k) for |t| > t k 0 >> 1, then the geodesic φ t can be shown to be non-trivial in the stronger sense that it defines a non-trivial ray in H/R.
To show strong non-triviality, we observe that N 2 (T ) > 0 implies (and is in fact, equivalent to) the following: There exist p ∈ X such that s α (p) = 0 for all α such that λ α = λ. Fix such a p. Let γ = inf{λ α : λ α > λ} and γ (k) = inf{λ In view of (5.6), this shows lim t→−∞ osc Xt φ t = ∞ where osc Xt φ t = sup Xt φ t − inf Xt φ t . Thus φ t is strongly non-trivial.
Proof of Theorem 3
The formula in Lemma 8.8 of Tian [28] implies that lim t→−∞ν k = F CM (T ) (6.1)
where F CM (T ) is the CM-Futaki invariant (see [28] for the precise definition).
On the other hand, the recent work of Paul-Tian [20] shows that F CM (T ) = F (T ) under the hypothesis of Theorem 3.
