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El  objetivo  fundamental  de  este  proyecto  consiste  en  crear  un  generador  de  compilador, 
basado  en  analizadores  ascendentes.  Como  base  para  hacer  este  analizador  se  usará  el 
lenguaje Cosel y el módulo com, que es un generador de compiladores basado en analizadores 











 Se  parte  de  las  gramáticas  generadas  en  el  modulo  Com,  para  un  análisis 
descendente.   Con estas  se pueden obtener  todos  los  símbolos de dicha gramática, 
símbolos  terminales  y  no  terminales,  transformaciones  de  BNF  a  producciones, 
producciones, anulables, primeros, siguientes, etc;  usados como base para generar un 
analizador  ascendente.  De  esta  forma,  se  puede  crear  una  autómata  LALR  (1), 





2           CAPÍTULO  1 .   INTRODUCCIÓN 
• SEMÁNTICO  Y  GENERACIÓN  DE  CÓDIGO  
Estas  etapas  de  la  compilación,  son  realizadas  mediante  Cosel.  Por  este  motivo, 
simplemente el generador Com ha de permitir la introducción de atributos y acciones 












código,  o  programas,  que  darían  como  resultado  que  estas  computadoras  realizaran  los 
cálculos deseados. En un primer momento, estos programas se escribían en lenguaje máquina: 







de  la máquina  en particular para  la que  se había  escrito  el  código.  Esto  significa que  si un 
código se quería exportar a otra computadora, este se tenía que volver a escribir desde cero. 
Posteriormente,  aparecen  los  lenguajes  de  alto  nivel.  Estos  lenguajes  se  escriben mediante 
instrucciones o sentencias similares a las de los lenguajes humanos. Esto facilita la escritura y 
comprensión del código al programador. Para que este tipo de lenguaje se pueda expresar en 







Algunos  de    los  compiladores  basados  en  analizadores  ascendentes  LALR  (1)  que  se  usan 
actualmente  son: BISON  y YACC. 
• YACC   (Yet Another Compiler‐Compiler)  
Es un programa muy extendido en UNIX. YACC acepta  como entrada una gramática 
libre de contexto, y produce como salida el autómata finito que reconoce el  lenguaje 
generado  por  dicha  gramática.  YACC  solo  acepta  las  gramáticas  LALR  (1).  Además, 
permite  asociar  acciones  a  cada  regla  de  producción  y  asignar  un  atributo  a  cada 









convención,  los símbolos no  terminales se escriben en minúscula y  los  terminales en 
mayúscula,  las  flechas se sustituyen por “:” y cada  regla debe acabar en “;”. Se va a 
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La  importancia de  las acciones semánticas, es asociar a  los símbolos  terminales y no 
terminales  un  atributo.  Los  nombres  de  los  atributos  son  siempre  los  mismos  y 
dependen únicamente de la posición que ocupa el símbolo dentro de la regla. De esta 
forma, el nombre $$ se refiere al atributo de  la parte  izquierda de  la regla, mientras 



















Es  un  generador  de  analizadores  sintácticos    perteneciente  al  proyecto  GNU,  que 
convierte una descripción gramatical para una gramática  independiente de contexto 
LALR (1), en un programa en C que analiza programas. Bison es compatible con YACC,  
por  tanto,  todas  las  gramáticas  escritas  para  YACC  deberían  funcionar  con  Bison, 
CAPÍTULO  1 .   INTRODUCCIÓN            5  












•  LEX  /  FLEX  
Son  generadores   de    analizadores  léxicos que  reciben  como  entrada un  fichero de 
texto  que  contiene  las  expresiones  regulares  que  corresponden  a  las  unidades 
sintácticas del  lenguaje que se va a compilar. Estos generadores crean un  fichero en 






















CAPÍTULO  2:  PLANIFICACIÓN  
En  este  capítulo,  se muestra  la planificación  inicial  y  final del proyecto.  También  se 
realiza el estudio de viabilidad del proyecto. 
CAPÍTULO  3:  UN  COMPILADOR  
En este apartado se explica la parte teórica del proyecto. Qué es un compilador, cuáles 
son sus etapas y qué realiza cada una de ellas. Sobre todo, se da especial importancia a 
la  fase  de  análisis  sintáctico,  que  es  donde  se  usan  los  analizadores  ascendentes. 
También se muestran diferentes ejemplos para su comprensión. 




  CAPÍTULO  5:  CONCLUSIONES  
En  este  capítulo,  se  detalla  cuales  son  las  conclusiones  extraídas  después  de  la 
elaboración del proyecto. Cuáles han  sido  los objetivos conseguidos y cuáles  son  los 
pendientes. 










En este capítulo, se describe  la planificación  inicial y  final del proyecto. Se han representado 
mediante  un  diagrama,  como  se  puede  observar  en  la  Figura  2.1.  En  estos  diagramas,  se 
muestra como se ha visto alterada la planificación final respecto la inicial. Esto se ha producido 






representativa   de  las horas  trabajadas. Si se  tiene en cuenta que cada día se van a  trabajar 
aproximadamente 4 horas, entonces la semana equivale a trabajar entre 20 y 25 horas.  
Ahora se explican los puntos que se tuvieron en cuenta en un primer momento. 




•  ESTUDIO  LR  (1)  Y  LALR  (1)  
Una  vez  obtenida  la  documentación  necesaria  para  el  estudio  de  los  algoritmos,  se 
pensó que una semana sería suficiente para tener asimilados los algoritmos LR (0), LR 
(1) y LALR (1).  
•  DESARROLLO  LR  (1)  Y  LALR  (1)  
Desarrollo del autómata LR (1) y seguidamente el LALR (1). Se supone que este punto 
es uno de  los más  complejos del proyecto. Como  consecuencia,  se puso de margen 
cuatro semanas.   
8           CAPÍTULO  2 .  PLANIF ICACIÓN  
•  TABLA  ANÁLISIS  
Una  vez obtenido el  autómata  LALR  (1),  se necesita una  tabla para poder  aplicar el 
análisis ascendente. Como este apartado sólo consiste en traducir el autómata a una 
matriz, se apostó por una semana para desarrollarlo.   
•  ANALIZADOR  LALR  (1)  
Finalmente,  del  apartado  sintáctico,  falta  implementar  el  algoritmo  del  analizador 
ascendente  basado  en  las  acciones  desplazar  y  reducir.  Para  realizar  esta 
implementación,  se  hace  necesario  el  uso  de  la  tabla  de  análisis  creada  con 
anterioridad. En un primer momento, se pensó que en dos semanas se podría realizar. 
Una  vez  finalizado  el  analizador  sintáctico,  se  tiene  que  probar  para  comprobar  su 
buen funcionamiento. 
•  ESTUDIO  SEMÁNTICO  
Una vez comprobado el buen  funcionamiento del analizador LALR  (1), hay que hacer 
un  estudio  sobre  los  diferentes  atributos  que  puede  soportar  una  gramática 
dependiente de contexto y  las acciones que puede  llevar a cabo. Llevará una semana 
realizar este estudio.  
•  DESARROLLO  SEMÁNTICO  
Terminado  el  estudio,    se  ha  de  empezar  a  tratar  los  atributos    y  las  acciones 
semánticas desde el punto de vista de un generador ascendente sintáctico. Se supone, 
que  este  apartado  es  otro  de  los  más  complejos  del  proyecto,  por  esta  razón  su 
margen es de cinco semanas. 
•  MEMORIA  Y  PRESENTACIÓN  
Aunque  la memoria  se  va  escribiendo  durante  todo  el  desarrollo  del  proyecto,  se 
necesitan  unas  tres  semanas  más,  para  recopilar  toda  la  información  obtenida  y 
explicar todo lo realizado de la mejor forma posible. 









Una  vez  finalizado  el  proyecto,  han  surgido  diferentes  cambios  respecto  a  la  planificación 
inicial. 
Inicialmente, no se tuvo en cuenta la dificultad tanto en la comprensión  como en el desarrollo 
de  los  algoritmos  a  aplicar  a  lo  largo  del  proyecto.  Ahora,  se  explican,  únicamente,  los 
apartados modificados respecto la planificación inicial. 
•  ESTUDIO  LR  (1)  Y  LALR  (1)  
Se  pensó  que  una  semana  sería  suficiente  para  entender  los  algoritmos  pero, 
finalmente,  se  incrementó en una  semana más. Esto  se produjo debido a  las escasa 
información obtenida sobre los algoritmos ascendentes LR (1) y LALR (1), ya que dicha 
información sólo aparece en dos de  los ocho  libros referenciados en  la bibliografía y, 
además, estos usan los mismos ejemplos para explicar el desarrollo de los algoritmos. 
Este hecho dificultó su comprensión. 





•  TABLA  ANÁLISIS  
Para  crear  las  tablas de análisis  se  tuvo un pequeño problema de optimización, que 
hizo incrementar el tiempo de desarrollo en tres días más. 
•  ANALIZADOR  LALR  (1)  
A la hora de realizar el algoritmo de análisis ascendente se tuvieron varias dificultades 
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•  EXÁMENES  
Durante el tiempo que se estuvo realizando el proceso semántico se tuvo que hacer un  
parón a causa de los exámenes. Este periodo fue de 4 semanas. 
•  PERIODO  DE  PRUEBAS  
Finalizados los exámenes y el desarrollo semántico, se puso a comprobar si realmente 
funcionaba todo. Esta sección, no se tuvo en cuenta en la planificación inicial y es una 
de  las más  importantes, ya que  como  suele pasar,  se produjeron varios errores que 
retrasaron de nuevo el tiempo de desarrollo (dos semanas). 
•  VACACIONES  
 
 
•  DOCUMENTACIÓN  PARA  LA  MEMORIA  
Este apartado no estaba  incluido en  la planificación  inicial.  Simplemente  se basa en 
recolectar información sobre los algoritmos o explicaciones teóricas más importantes, 











FIGURA  2.1  PLANIFICACIÓN  INICIAL  Y  FINAL













módulo  Com,  que  son  de  dominio  público.  Por  tanto,  para  desarrollar  este  proyecto,    se 
necesita un coste que es equivalente a las horas trabajadas por el ingeniero, ya que el software 
utilizado es gratuito. 
Un  riesgo  que  puede  aparecer  en  la  realización  del  proyecto  es  la  comprensión  del 
funcionamiento del generador Com, que usa características de Cosel, pero el director de este 
proyecto  tiene  todos  los  conocimientos  necesarios,  ya  que  fue  él,  quien  desarrolló  el 
compilador de Cosel y el módulo Com. 






coste  total  del  proyecto  asciende  a  9.000€.  Teniendo  en  cuenta  la  planificación  final,  se 





















Figura  3.1  Definición  de  un  Compilador  
 
Un  programador  puede  escribir  un  programa  en  un  lenguaje  de  alto  nivel,  para  luego 
compilarlo a un programa legible por la máquina. 
Se pueden construir compiladores para una gran diversidad de  lenguajes  fuente y  lenguajes 
máquina utilizando  las mismas fases básicas. Cada una de estas fases, transforma el  lenguaje 
fuente de una representación en otra.  [4] 
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Figura  3.1  Fases  de  un  compilador  
 
Como se muestra en la Figura 3.2, un compilador opera en diferentes fases. Las tres primeras 
fases  forman  la mayor  parte  del  análisis  de  un  compilador.  Aparecen  dos  actividades,  la 
administración  de la tabla de símbolos que se aplica en el análisis semántico y, la gestión de 
errores que interactúa con las etapas de análisis léxico, sintáctico y semántico.  
El administrador de  la  tabla de símbolos es una  función primordial para un compilador, ya 
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agrupa para  formar unidades  con  significado propio.  Estas unidades  son  los  componentes 
léxicos (tokens, en ingés). Estos componentes pueden ser: 
• PALABRAS  RESERVADAS : If, else, do, while, for, end, …   
• IDENTIFICADORES : nombres asociados a variables,  funciones,  tipos definidos por 
el usuario, etiquetas,etc. 
• OPERADORES : + ‐ * / = = <  > & ( ) = ! … 












La  forma  de  especificar  los  tokens,  de modo  que  sean  reconocidos  por  los  analizadores 
















un  programa  a  partir  de  los  tokens  producidos  por  el  analizador  léxico  y,  de  esta  forma, 
construir  el  árbol  sintáctico  que  representa  esta  estructura.  Hay  que  recordar  que  el 
analizador sintáctico es  la etapa más  importante de  la compilación  (continuando el análisis 
iniciado  por  el  analizador  léxico),  ya  que  comprueba  que  la  sintaxis  de  la  instrucción  es 
correcta.  Por  este  motivo,  el  análisis  sintáctico  considera  como  símbolos  terminales  las 






Figura  3.2.1  Analizador  Sintáctico    
 




Las  gramáticas  o  específicamente  las  gramáticas  libres  de  contexto,  se  usan  formalmente 
para describir la estructura de los programas en un lenguaje de programación.  
Una gramática G, es una tupla de cuatro componentes (T, N, S, P). 
• Un conjunto de  tokens, T,  también  llamados símbolos  terminales, son  los símbolos 
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• Un  conjunto  de  símbolos  no  terminales,  N,  designan  cadenas  de  tokens.  Cada 
símbolo  no  terminal  representa  un  conjunto  de  cadenas,  lo  cual  simplifica  la 
definición del lenguaje generado por la gramática. 
• En  toda gramática existe un símbolo no  terminal destacado, S, al que se  le conoce 
como símbolo inicial. 
• Un  conjunto  de  producciones  o  reglas  P,  constan    de  un  símbolo  no  terminal 
(llamado lado izquierdo o cabecera de la producción), una flecha y una secuencia de 
símbolos  terminales  y/o  no  terminales  (llamado  parte  derecha  de  la  producción). 
Estas  producciones  describen  la  forma  en  que  se  pueden  combinar  los  símbolos 





























Se  considera  una  gramática  para  expresiones  aritméticas,  donde  EXP  es  un  símbolo  no 
terminal  que  representa  una  expresión.  Mientras  que  (,  ),  const  (constante)  e  id 
(identificador), son símbolos terminales. 
La    producción    EXP ?  ‐  EXP,  indica  que  una  expresión  precedida  del  operador menos, 
también  es  una  expresión.  Esta  producción  se  puede  utilizar  para  crear  expresiones más 
complejas a partir de otras más simples por el método de derivación.  
Si se describe  la acción anterior como EXP   ⇒    ‐ EXP   se puede  leer como “EXP deriva en  ‐ 






Gracias  a  los  árboles  sintácticos,  se  puede  hacer  una  representación  gráfica  de  las 
derivaciones. Con este método, se representa  la  jerarquía de  la estructura sintáctica de  las 
sentencias generadas por la gramática. 
Construir un árbol sintáctico significa que se crea un árbol de nodos y que estos nodos deben 
ser  etiquetados  con  símbolos  gramaticales,  de  izquierda  a  derecha.  Los  nodos  hoja  son 


















A partir de esta gramática, se puede generar  la secuencia    id*id+id mediante  los siguientes 














La  mayoría  de  métodos  de  análisis  se  pueden  dividir  en  dos  clases:  descendente  y 
ascendente, según el orden en el que se construye el árbol.  
• ANÁLISIS  DESCENDENTE  o de arriba abajo (top‐down): es una técnica que intenta 
construir  un  árbol  sintáctico  de  la  cadena  de  entrada,  comenzando  por  la  raíz  y 
creando los nodos a partir de ella hasta llegar a las hojas. Asimismo, se puede pensar 
como  un método  que  intenta  encontrar  una  derivada  “más  a  la  izquierda”  de  la 
cadena de entrada. [9] 
• ANÁLISIS   ASCENDENTE   o  de  abajo  arriba  (bottom‐up):  es  una  técnica  que 
pretende  construir  un  árbol  sintáctico  para  una  determinada  cadena  de  entrada 
empezando por  las hojas y construyendo el árbol hasta  llegar a  la raíz. Si  la palabra 
















reducción  se  considera  el  proceso  inverso  a  la  derivación,  es  decir,  sustituir  una 
subcadena que coincida con el  lado derecho   de una producción por un símbolo no 
terminal de  la  izquierda, se puede considerar que este método de análisis realiza  la 










•  DERIVACIÓN  POR  LA   IZQUIERDA:  (ANÁLISIS  DESCENDENTE)  
La derivación por  la  izquierda cosiste en  reemplazar siempre el no  terminal que se 
encuentra más  a  la  izquierda  primero.  En  el  siguiente  ejemplo  se  puede  ver  una 
demostración. 










































































Figura  3.2.2  Análisis  descendente  (Derivación  por  la  izquierda)  
 
•  DERIVACIÓN  POR  LA  DERECHA  (ANÁLISIS  ASCENDENTE)  
La  derivación  por  la  derecha  reside  en  que  siempre  se  sustituye  primero  el  no 
terminal que se encuentra más a la derecha. Y el árbol se construye desde las hojas, 
hasta llegar a la raíz. Se puede ver una evidencia en el siguiente ejemplo. 
id+id*id ⇒  F+id*id ⇒  T+id*id ⇒  E+id*id ⇒  E+F*id ⇒ 
E+T*id ⇒ E+T*F⇒ E+T ⇒ E 
 







































































       





























Figura  3.2.3  Análisis  ascendente  (Derivación  por  la  derecha)  
 





Los  analizadores  sintácticos  ascendentes,  construyen  y  recorren el  árbol  sintáctico de una 
cadena de entrada correcta desde  las hojas (símbolos terminales) hasta  la raíz (axioma), en 




ese  punto  del  árbol,  teniendo  en  cuenta  el  estado  de  este  y  la  posición  de  la  cadena  de 
entrada a la que se ha llegado. 




En  este  tipo  de  análisis  se  pueden  aplicar  dos  acciones  esenciales:  reducción  y 
desplazamiento. 
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Reducción










•  DESPLAZAMIENTO  














Indica que el analizador ha comprobado  la parte derecha de  la regla y es compatible con  la 
parte de la cadena de entrada analizada. En este momento, se puede reducir toda la parte de 
la cadena de entrada asociada a E+T y  substituirla por el  símbolo no  terminal E, que es  la 
parte izquierda de la regla.  
E ? E+T • 
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La abreviatura  L  indica que  se  realiza una  lectura de  izquierda  a derecha de  la  cadena de 
entrada  (en  inglés,  from  left  to  right),  mientras  que  la  R  refleja  que  estos  analizadores 
construyen una derivación por  la derecha de  la entrada en orden  inverso  (en  inglés,  rigth‐
most derivation). Por último la k hace referencia al número de símbolos que se deben mirar 
por adelantado para  tomar  las decisiones de  reducir o desplazar. Cuando se omite  la k, se 
asume que es 1. 
La diferencia que hace a los métodos LR (k) más poderosos que los LL (k) es por varia razones. 
• Los métodos   LR  (k)   disponen de  la  información de  la entrada y  los estados por  lo 
que ha  ido pasando el analizador (la cadena que ha  ido reconociendo hasta ahora), 
mientras que los métodos LL (k)  sólo disponen de la información de la entrada. 
• Los  analizadores  LR  (k)  logran  reconocer  la  gran  mayoría  de  los  lenguajes  de 
programación que puedan ser generados mediante gramáticas libres de contexto. 




El  principal  inconveniente  del  método  es  que  supone  demasiado  trabajo  construir 
manualmente  un  analizador  sintáctico  LR  (k)  para  una  gramática  de  un  lenguaje  de 
programación muy típico, siendo necesario utilizar una herramienta especializada para ello. 
Si  la gramática contiene ambigüedades u otras  construcciones difíciles de analizar ante un 
examen  de  izquierda  a  derecha  de  la  entrada,  el  analizador  puede  localizar  las  reglas  de 
producción problemáticas e informar de ellas. 




es  trivial,  ya  que  pueden  haber  partes  derechas  comunes  a  varias  producciones  o 
producciones que derivan en final de cadena $. 




• LR  (0)  
Es  el  método  más  fácil  de  implementar,  pero  el  que  tiene  menos  poder  de 
reconocimiento. No  utiliza  la  información  del  símbolo  de  adelanto  para  decidir  la 
acción a realizar. Por este motivo, surgen conflictos que se mencionan más adelante. 










• LALR  (1)  
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Se van a explicar  todos  los pasos que hay que  tener en cuenta para crear el autómata del 
analizador LR (0).  










Figura  3.2.4  Gramática  LR  (0)  
 
para crear el estado inicial se coge la producción inicial y el punto que se encuentra 
delante  del  primer  símbolo  de  la  cadena  de  entrada.  Se  trata  de  reducir  toda  la 






situado  justo  delante  de  un  no  terminal,  hay  que  añadir  todas  las  producciones 
donde  su  parte  izquierda  sea  igual  al  este  símbolo  no  terminal.  A  lo  largo  de  la 
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•  ESTADOS  DE  ACEPTACIÓN  Y  DE  REDUCCIÓN  
Un estado es de aceptación, cuando existe una producción de reducción en el estado, 
es decir, cuando el punto de esta se encuentra al final de la cadena y, por tanto, no 
precede  a  ningún  símbolo  terminal  o  no  terminal.  Se  puede  ver  que  el  estado 
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•  TRANSICIÓN  ENTRE  ESTADOS  
Se van a crear  todos  los estados que surgen del estado  inicial S0, dependiendo del 
símbolo leído en la cadena de entrada. 
Si en la cadena de entrada se encuentra el símbolo E, sólo la producción  (S’ ? • E $ ) 






Pero  si en  la  cadena de entrada  se encuentra el  símbolo T,   únicamente  se puede 
desplazar un  símbolo de  la producción   E   ?  • T  y de  la  cadena de entrada. Este 
estado es de aceptación, puesto que el punto se encuentra al final de la cadena. Si el 
siguiente estado se denomina S2, se puede ver como: 

























Figura  3.2.5  Autómata  LR  (0)  
 
•  CONFLICTOS  
Ocurre cuando en un estado del autómata  se pueden realizar más de una  acción.  
• CONFLICTO  DESPLAZAR­REDUCIR    
Se produce cuando en un estado se consigue efectuar  la acción de reducción 
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Existe un  inconveniente ya que no  se puede  reducir dos producciones a  la 
vez. [10] 
3.2.5.1.2      TABLA DE ANÁLISIS ASCENDENTE 
 
Las  tablas  de  análisis  contienen  información  equivalente  a  la  función  de  transición  del 
autómata, que reconoce el lenguaje asociado a la gramática que se está analizando. 





que  se  encuentra  el  autómata,  cuál  será  el  estado  siguiente  y  las modificaciones  que  se 
deben  de  hacer  tanto  en  la  pila  como  en  la  cadena  de  entrada,  según  si  se  produce  un 
desplazamiento o una reducción, si se ha finalizado exitosamente o si se ha detectado algún 
error.  Para poder especificar esta información se aplicará la siguiente notación: 



















Estados  T1  . . .  T2  Nt1  . . .  Nt2 
S0             
. . .  . . .  . . .      . . .   
Sn             
 
Figura  3.2.6  Estructura  del  Analizador  Sintáctico  
 
3.2.5.1.3      INICIO DEL ANÁLISIS 
 




•  DESPLAZAMIENTO  D<E>  
Cuando en  la ejecución del algoritmo aparece en una  casilla D<e>  significa que, el 
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•  REDUCCIÓN  R<P>  
Al  aparecer  R<p>  simboliza  que,  teniendo  en  cuenta  el  símbolo  de  la  cadena  de 
entrada,  alguna  de  las  reglas  representadas  en  el  estado  actual  del  autómata  ha 
desplazado  toda  su  parte  derecha,  esta  puede  ser  substituida  por  el  símbolo  no 
terminal de la parte izquierda de la regla <p>. Esto supondrá: 
• Sacar de la pila toda la información asociada con la parte derecha de la regla 
<p>.  Como  al  desplazar  se  almacena  tanto  el  estado  como  el  símbolo  de 
entrada,  si  la  longitud  de  la parte  derecha  a  reducir  es N,  se  tendrán que 
hacer 2*N extracciones de la pila. 
• Realizar un Desplazamiento con el símbolo reducido 
•  ACEPTACIÓN    
En caso de aparecer aceptar en una casilla en  la ejecución del algoritmo, el análisis 
termina y se concluye que la cadena ha finalizado correctamente. 






Estados  num  +  $  E  T 
0  D3      D1  D2 
1    D5  D4     
2          R2 
3  R3         
4      Aceptar     
5          D6 
6          R6 
 








2. Se añade el símbolo num a  la pila y se extrae de  la cadena de entrada. Se añade el 




de  la  producción  (T?num).  Después,  se  añade  el  símbolo  T  y  el  estado  S2. 
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Pasos  Pila  Cadena  Acciones 
1  S0 num + num $  Desplaza (num, S3) 
2  S3, num ,S0 + num $  Reduce(T?num) y Desplaza(T, S2) 
3  S2, T, S0 + num $  Reduce(E?T) y Desplaza(E,S1) 
4   S1, E,S0 num $  Desplaza(+, S5) 
5  S5, +, S1, E,S0 $  Desplaza(num, S6) 
6  S6, num, S5, +, S1, E,S0 $  Reduce(T?num) y Desplaza(T, S3) 
7  S3,T, S5, +, S1, E,S0 $  Reduce(E’?E+T) y Desplaza(E’,1) 
8  S1,E’,S0 $  Desplaza($, S4) 
9  S4, $, S1,E,S0   Reduce(S’?E$) 
10  S’, S0   Aceptar 
 






























Figura  3.2.10  Autómata  LR  (0)  con  conflicto  Desplazar­Reducir  
 
3.2.5.1.4      ANÁLISIS LR (1) 
 
El  análisis  sintáctico  LR  (1)  incrementa  de  manera  importante  la  potencia  del  análisis 








• Es  sencillo  demostrar  que  esta  gramática  no  es  LL  (1)  ya  que  x  se  encuentra  en 
























S? A•$ S? A$•
S? x•b
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• Como  se  ha  explicado  antes,  tampoco  es  una  gramática  LR  (0)  porqué,  como  se 








la  clausura.  Las  producciones  que  no  han  sido  evaluadas  por  la  clausura  mantienen  el 
símbolo de adelanto. Para calcular  los  símbolos de adelanto, hay que  tener en cuenta dos 
situaciones:  
 










• Pero  si  por  ejemplo,  se  tiene  P?  α  •  N  {δ},  no  se  puede  calcular  los 
PRIMEROS   porqué no hay ningún  símbolo después del no  terminal N. Por 
esto, se coge como símbolo de adelanto {δ}.  
La  definición  de  PRIMEROS,  para  poder  incluir  el  conjunto  de  símbolos  adelantados,  se 
explica detalladamente en el  apartado 6.2 del anexo. 
 Ahora se explica cómo se crea el estado S0 y S5 de autómata mostrado en la  Figura 3.2.12. 






























































•  REDUCCIÓN  
En  vez  de  consultar  los  estados  finales  del  autómata,  se  utilizan  los  símbolos  de 
adelanto de  las producciones de reducción. Si el estado final Sf y su producción   es     
N  ?  α•  {δ1…  δn},  la  acción  de  reducción  solo  se  añadirá  en  las  casillas 
correspondientes a  las columnas de  los símbolos de adelanto {δ1 … δn}. Cuando se 
reduce  la  expresión  A?  B•  {b},  en  el  estado  S12  de  la  Figura  3.2.12,  se  puede 
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comprobar que en  la  tabla de análisis Figura 3.2.13, en  la  fila 12 se reduce  la regla 
A?B• {b}, en la columna donde aparece el símbolo de adelanto b.  
•  ACEPTACIÓN  
La producción inicial no se expresa E’? E• $, sino E’? E• {$}. El símbolo de final de 
cadena $ no aparece de forma explícita, sino como símbolo de adelanto. Por tanto, la 







































































A? a A •b {b} A? a A b• {b}
A? B• {b}
B? x• {b}



















x•  {b}. Como b  es el  símbolo de  adelanto hay que mirar en  la  fila 13,  columna b.  
Después, reducir a B y desplazar  B al estado 12. 
Estados  a  b  x  $  S’  S  A  B 
0  D5    D4      D1  D2  D3 
1        Aceptar         
2        R2         
3        R3         
4    D6    R4         
5  D9    D13        D7  D12 
6        R6         
7    D8             
8        R8         
9  D9    D13        D10  D12 
10    D11             
11    R11             
12    R12             
13    R13             
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8. Ahora  sólo  falta  comprobar  que  el  símbolo  de  adelanto  $,  corresponde  al  último 





Pasos  Pila  Cadena  Acciones 
1  S0 a x b $  Desplaza(a, S5) 
2  S5, a, S0 x b $  Desplaza(x, S13) 
3  S13, x, S5, a, S0 b $  Reduce(B?x) y Desplaza(B, S12) 
4  S12 ,B, S5, a, S0 b $  Reduce(A?B) y Desplaza(A,S7) 
5  S7, A, S5, a, S0 b $  Desplaza(b, S8) 
6  S8, b,S7, A, S5, a, S0 $  Reduce(A?a A b) y Desplaza (A, S2) 
7  S2, A, S0 $  Reduce(S?A) y Desplaza(S, S1) 
8  S1, S, S0 $  Reduce(S’ ?S$) 
9  S’, S0   Aceptar 
 
Figura  3.2.13  Analizador  LR  (1)  
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3.2.5.1.5      ANÁLISIS LAR (1) 
 
Al  examinar  a  fondo  los  estados  del  autómata  LR  (1), mostrados  en  la  Figura  3.2.12,  se 




proceso  iterativo  en  el  que  dos  estados  se  transforman  en  uno  solo  siempre  que  sean 
equivalentes. La equivalencia de estados se basa en las siguientes condiciones: 
• Sólo deben diferir en los símbolos de adelanto de las producciones. El estado que se 

















• ESTADOS  S8   ­  S11    
En esta situación ambos estados tienen transiciones de salida, cosa que no se había 
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producido en los casos anteriores. La unión es posible porqué las dos llegan al mismo 


























































A? a A •b {$, b} A? a A b• {$, b}
B? x• {b}




Estados  a  b  x  $  S’  S  A  B 
0  D5    D3      D1  D2  D4 
1        Aceptar         
2        R2         
3    D6    R3         
4    R4    R4         
5  D5    D9        D7  D4 
6        R6         
7    D8             
8    R8    R8         
9    R9             
 






Pasos  Pila  Cadena  Acciones 
1  S0 a x b $  Desplaza(a, S5) 
2  S5, a, S0 x b $  Desplaza(x, S9) 
3  S9, x, S5, a, S0 b $  Reduce(B?x) y Desplaza(B, S4) 
4  S4 ,B, S5, a, S0 b $  Reduce(A?B) y Desplaza(A,S7) 
5  S7, A, S5, a, S0 b $  Desplaza(b, S8) 
6  S8, b,S7, A, S5, a, S0 $  Reduce(A?a A b) y Desplaza (A, S2) 
7  S2, A, S0 $  Reduce(S?A) y Desplaza(S, S1) 
8  S1, S, S0 $  Reduce(S’ ?S$) 
9  S’, S0    
 
Figura  3.2.16  Analizador  LALR  (1)  
 
 




Las  fases  de  análisis  semántico  y  generación  de  código  están  fuertemente  enlazadas  y, 
normalmente,  son coordinadas por el análisis  sintáctico. El análisis  semántico está dirigido 
por la sintaxis, ya que es el analizador sintáctico el que va invocando las rutinas al analizador 
semántico  cuando  las  va  necesitando.  Así  pues,  el  compilador  verifica  la  coherencia 






Figura  3.3.1  Analizador  Semántico  
 
Una vez realizado el análisis léxico y sintáctico, el analizador semántico recibe como entrada 




Para  que  los  símbolos  de  una  gramática  pueden  adquirir  significado,  se  les  asocia 
información (atributos) y a las producciones gramaticales se les asocian acciones semánticas, 
que  serán  código en un  lenguaje de programación  y  cuya  tarea es evaluar  los  atributos  y 
tratar dicha  información para  llevar a  cabo  las  tareas de  traducción.   Por este motivo,  las 























Por  ejemplo,  la  especificación  X(a,b,c),  señala  que  el  no  terminal  X,  tiene  tres 
atributos a, b, y c. 
• Cada producción puede  tener asociada una  serie de acciones R, que  indican  cómo 


























• ATRIBUTOS  SINTETIZADOS  
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• ATRIBUTOS  HEREDADOS  

















Figura      3.3.3  Atributos  Heredados  
 
Si un atributo es sintetizado o heredado debe serlo siempre en todas  las producciones. Los 



















Es  una  fase  del  compilador  que  se  explicará  de manera  general  para  dar  una  idea  global 
sobre su funcionamiento. 
La  generación  de  código  es  la  última  fase  del  compilador  y  se  encarga  de  convertir  un 







Figura    3.4.1    Generador  de  Código  
 
La  máquina  destino  puede  ser  un  microprocesador,  una  máquina  virtual,  un  lenguaje 

















En  este  capítulo,  se  comenta  todo el desarrollo del proyecto. Para ello  se usa el  lenguaje 
Cosel  y  el  módulo  Com,  que  es  un  generador  de  compiladores  basado  en  analizadores 
descendentes. 
Como se ha podido ver en el capítulo 3, el desarrollo del proyecto consiste principalmente en 
dos  etapas.  La  primera  consiste  en  crear  un  analizador  ascendente  partiendo  del módulo 
Com para el análisis descendente. Esta es la parte más importante del proyecto, ya que hay 
que desarrollar el analizador ascendente LALR (1). La segunda etapa del desarrollo consiste 










que permite obtener  todos  los  símbolos  terminales  y no  terminales;  las producciones,  los 
anulables, los primeros, etc. Todo esto es la base para crear un analizador ascendente. 
Lo primero que se hace en el análisis sintáctico es pensar como almacenar cada uno de  los 
estados  del  autómata  LR  (1).  Una  forma  de  hacerlo  es  añadir  a  la  GramaticaBNF    una 
estructura  llamada Estats formada por los campos: 
Type Estat(NumEstat, Produc, Arestes) 

























Inicial,  Terminals,  NoTerminals,  Regles,  Produccions, 










Para  introducir  la explicación sobre el autómata LR (1), se va a exponer  los pasos realizados 
por  el  módulo  Com.  Estos  no  son  otros  que  pasar  de  BNF  a  Producciones,  cálculo  de 
anulables  y  cálculo  de  primeros.  Todas  estas  funciones  son  necesarias,  para  la 
implementación del autómata. 
Una  vez  obtenida  toda  la  estructura  para  almacenar  todos  los  campos  del  autómata,  se 
empieza a construir el autómata.   
Se  inicializa  la  lista de estados en  lista vacía y NumEst a cero, porqué  inicialmente no existe 
ningún estado.  
Se ha de buscar en el conjunto de símbolos no terminales, el que corresponde con el símbolo 
inicial  de  la  gramática  (CodInicial).  Luego,  se  examina  en  todas  las  producciones  de  la 
gramática la que corresponde con CodInicial. Si la encuentra, se crea la nueva producción con 
la  estructura mencionada  arriba,  si  no  provoca  un  error.  Esto  funciona  correctamente  en 
gramáticas  que  tengan  una  única  producción  para  el  símbolo  inicial.  Para  que  funcione 
correctamente  con  todas  las  gramáticas  se  tendría  que  generar  un  símbolo  inicial 
automáticamente. 
Se  llama a CrearClausura para completar  las producciones que pueda haber en un estado. 






























4.2.1.2         CREAR CLAUSURA 
 
En  la  función  CrearClausura,  se  establece  el  conjunto  de  producciones  que  contendrá  el 
estado a partir de una producción.  
Si el punto de la producción, está situado justo delante de un no terminal E, hay que añadir al 




•  CONJUNTO  DE  PRODUCCIONES  DEL  ESTADO     INICIAL  
En este caso el conjunto de símbolos de adelanto es una lista que contiene el símbolo  
de  fin de  cadena  [EOF],  ya que es  el  símbolo que  sigue  al  símbolo de  inicio de  la 
gramática. 
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β{δ}.  Entonces,  el  conjunto  de  símbolos  adelantados  del  nuevo  elemento 
creado será PRIMEROS {β}, ya que esto es lo que puede continuar a cada uno 
de estos  elementos, en particular en esta posición en concreto.  
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Ahora,  se  muestra  el  código  de  la  función  CrearEstado,  donde  ListaProducciones  es  un 
parámetro que  representa el  conjunto de producciones, una vez hecha  la  clausura. Con el 


















CAPÍTULO  4 .  DESARROLLO            57  
4.2.1.4         CREAR TRANSICIONES 
 
Una vez se obtiene el estado, solo falta añadir sus transiciones. Para esto, hay que crear un 



















Al crear el nuevo estado, se  llama a  la  función CrearClausura  (nuevaproduccion).Se  
crean  reiteradamente  estados  que  ya  tienen  como  parámetro  el  conjunto  de 
producciones  correspondiente  a  ese  estado. Al  crear un  estado,  como  se ha  visto 
anteriormente, se retorna el nuevo estado y una variable booleana nuevo, que indica 
si se ha creado el estado nuevo o ya existía previamente. De esta forma, sólo en el 
caso de ser nuevo, se  llama a  la  función  transiciones, para que complete al estado 
añadiendo las aristas correspondientes. 
A continuación, se muestra el código del procedimiento Transiciones, que tiene como 
parámetro    estado,  la  primera  variable  de  la  tupla  retornada  por  la  función 
CrearEstado. 





































del  estado,  el  conjunto  de  las  producciones  y  la  lista  de  aristas,  que  ya  se  han  explicado 
anteriormente.  



















































































































































Figura  4.2  2  Autómata  LR  (1)  en  COSEL  
 
 










producciones  y,  en  el  campo  de  símbolos  de  adelanto,  simplemente  se  añaden  todos  los 
símbolos de adelanto que había en los estados antes de agrupar. Es un proceso iterativo que 
termina cuando no se puedan apilar más estados. 

































Figura  4.2.3  Estados  LALR  (1)  
 










































































vez de  crearla  como  se muestra en  la  Figura 3.2.13,  se  creará un vector de  listas  llamado 
Sparce Array. Aunque sea más lento al realizar una búsqueda, no consume tanta memoria, ya 
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• REDUCE  
Es  una  estructura  que  tiene  tres  campos:  el  primero,  denominado  símbolo,  que 
muestra  el  símbolo  que  se  ha  de  leer  para  reducir  la  producción.  El  segundo, 
SimbolosRegla,  que  corresponde  al  tamaño  de  la  parte  derecha  de  la  producción, 









• Si se produce una  reducción hay que agregar en el vector de análisis,  la estructura 
Reduce con sus correspondientes campos, explicados anteriormente. 


























ha  de  extraer  de  la  pila  a  la  hora  de  reducir.  En  el  siguiente  desplazamiento  se  vuelve  a 
añadir. 
•  DESPLAZA  (SÍMBOLO,  ESTADO)  
En  caso  de  encontrar  la  estructura  Desplaza  (símbolo,  estado),  quiere  decir  que,  el 
símbolo actual de la cadena de entrada, es uno de los que espera una de las reglas con la 





•  REDUCE  (SIMBOLO,  SIMBOLOSREGLA,  SIMBOLOREDUCCION)  





correspondiente  al  tamaño  SimbolosRegla. Como  al desplazar  se  almacena 
tanto  el  estado  como  el  símbolo  de  entrada,  se  tiene  que  extraer                      
2 X SimbolosRegla  elementos. 
• Introducir en  la pila el símbolo no terminal de  la parte  izquierda de  la regla 
(SimboloReduccion). 


























































• Cada  producción  puede  tener  asociada  una  acción  semántica  que  indica  cómo 




Primero, hay que  extraer  los  atributos de  los  símbolos porque,  cuando  se  pasa de BNF  a 
producciones, se pierden todos los parámetros y los símbolos de acción. 
Para ello, hay que añadir en  las estructuras de  los símbolos  terminales y no  terminales un 
campo  denominado  Parametres.  De  esta  manera,  se  obtienen  estos  atributos  como  se 
muestra a continuación. 
Type [public,Print=Contents] NoTerminal(Exp, Parametres) 





















se aplique  la propagación de estos atributos desde  los  terminales a  los no  terminales.   Se 
logra dicha  propagación, reduciendo una regla de producción cada vez que se que se ejecute 
una acción.  
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En  este  proyecto  sólo  se  aplican  atributos  sintetizados.  El  nodo  padre,  puede  obtener  el 
valor de un  atributo  cuando  se  efectúa  la  reducción. Por  ejemplo, para que A obtenga  el 
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Gracias  a  este  proyecto  se  ha  aprendido  a  crear  un  generador  de  compilador  basado  en 
analizadores ascendentes. Todo este proceso ha servido para conocer y entender cada una 
de las fases de un compilador,  en especial al análisis sintáctico LALR (1). 









SEMÁNTICO:   Se  ha  logrado  añadir  a  la  gramática  de  entrada,  atributos  y  acciones  a  las 
producciones. Por tanto, el analizador ascendente es capaz de declarar estos atributos, para 
poder  aplicar  estas  acciones.  Pero  sólo  es  capaz  de  añadir  atributos  sintetizados,  no 
heredados.  






















































Se  muestra  un  pequeño  ejemplo,  para  una  mejor  comprensión,  donde  los  símbolos  en 
mayúsculas son no terminales y los que están en minúscula son terminales.  [9] 
A partir de la siguiente gramática: 
I? D I A    B? g     D? C A 

































Se mostrará  un  ejemplo  para  ver  el  cálculo  detallado  de  los  PRIMEROS,  para  la  siguiente 
gramática que describe operaciones aritméticas: 
I? T B        F?x 
T? F C        C? * F C | / F C | λ 
B? + T B | ‐ T B | λ 
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Pasos  P (I)  P (T)  P (B)  P ( F )  P( C) 
0  Ø  Ø  { λ}  Ø  { λ} 
1  Ø  Ø  { λ, +, ‐}  {x}  { λ, *, /} 
2  Ø  {x}  { λ, +, ‐}  {x}  { λ, *, /} 
3  {x}  {x}  { λ, +, ‐}  {x}  { λ, *, /} 




PRIMEROS (I)= {x}      PRIMEROS (F)= {x} 
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[2] José  Antonio  Jimenez  Millán,  Compiladores  y  Procesadores  de  Lenguaje. 









































































































































El  objetivo  fundamental  de  este  proyecto  consiste  en  crear  un  generador  de  compilador, 
basado  en  analizadores  ascendentes.  Como  base  para  hacer  este  analizador  se  usará  el 
lenguaje  Cosel  y  el  módulo  Com,  que  es  un  generador  de  compiladores  basado  en 






L’objectiu  fonamental  d’aquest  projecte  consisteix  en  crear  un  generador  de  compilador, 
basat  en  analitzadors  ascendents.  Com  a  base  per  fer  aquest  analitzador  s’utilitzarà  el 
llenguatge Cosel i el mòdul Com, que és un generador de compiladors basat en analitzadors 
descendents  i  que,  actualment,  s’està  utilitzant  en  les  practiques  de  l’assignatura  de 
Compiladors I. El nou generador, que té com entrada una gramàtica, ha de comprovar si és 




The  main  objective  of  this  project  consists  of  creating  a  compiler  generator  based  on 
ascending analyzers. To make this parser, we will use the Cosel  language and Com module. 
This module is a compiler generator based on descending analyzers and is being used in the 
practice of Compilers I. The new generator, which takes as input a grammar, it has to check if 
it is a LALR(1) ascending grammar and analyze an input string of symbols using the grammar. 
 
 
