Abstract Correlation coefficients are most popular in statistical practice for measuring pairwise variable associations. Compositional data, carrying only relative information, require a different treatment in correlation analysis. For identifying the association between two compositional parts in terms of their dominance with respect to the other parts in the composition, symmetric balances are constructed, which capture all relative information in the form of aggregated logratios of both compositional parts of interest. The resulting coordinates have the form of logratios of individual parts to a (weighted) "average representative" of the other parts, and thus, they clearly indicate how the respective parts dominate in the composition on average. The balances form orthonormal coordinates, and thus, the standard correlation measures relying on the Euclidean geometry can be used to measure the association. Simulation studies provide deeper insight into the proposed approach, and allow for comparisons with alternative measures. An application from geochemistry (Kola moss) indicates that correlations based on symmetric balances serve as a sensitive tool to reveal underlying geochemical processes.
Introduction
Compositional data are characterized by observations on compositional parts that contribute to some whole. Typical examples are the number of votes for political parties in a regional election with a given population or concentrations of chemical elements in some material with defined weight. An analysis of the associations between the compositional parts (political parties and chemical elements) based on the underlying data is often a first step to understand the multivariate data structure. However, applying correlation analysis to compositional data can lead to the so-called spurious correlations. The problem of spurious correlations dates back to the seminal paper by Pearson (1897) , where difficulties obtained by applying the standard correlation analysis to data with a constant sum constraint are described. There was a long way with one important milestone, Chayes (1960) to realize that any such reasonable measure cannot be based on the original compositional parts, but rather on (log) ratios forming the only relevant information in compositions (Aitchison 1986 ). In the following years, it turned out that compositional data are not restricted entirely to observations with a constant sum constraint (such as proportions or percentages), but the concept covers all observations carrying relative information, with a possibility of being expressed with any prescribed sum constraint without altering the ratios between the parts . The specific principles of compositional data (scale invariance, permutation invariance, and subcompositional coherence) induce the Aitchison geometry (Pawlowsky-Glahn and Egozcue 2001) with the Euclidean vector space structure that enables to express compositions in proper logratio coordinates and continue with statistical processing using the standard multivariate statistical tools. Aitchison (1986) proposed to change completely the point of view on association between compositional parts by introducing the variation matrix. Accordingly, the association between two parts, expressed by the variance of the corresponding logratio, is stronger when the ratio between them tends to be constant. Although this concept turned out to be successful in a range of applications during the last 30 years (Pawlowsky-Glahn and Buccianti 2011), there are still certain limitations of the approach that inhibits its wider acceptance by the geochemical community (Filzmoser et al. 2010; Reimann et al. 2012) . They result mainly from the lack of possibilities of distinguishing positive and negative association, an essential feature in case of the correlation coefficient. To get an impression about such a behavior between geochemical variables, many researchers in the field tend to return back to improper preprocessing tools, such as the log transformation that violates the scale invariance principle of compositional data.
This paper proposes to measure the strength of association between compositional parts through the correlation coefficient between a particular choice of orthonormal coordinates with respect to the Aitchison geometry. The orthonormal coordinates are based on logratios, formed always by a part of interest and the remaining variables, aggregated in terms of a weighted geometric mean. The resulting coordinates are simply logratios of individual parts to a (weighted) "average representative" of the other parts, and thus, they clearly indicate how the respective parts dominate in the composition on average. Methodologically, it follows the idea of having logratio coordinates that express all relative information about the parts of interest (Filzmoser et al. 2009 ). Two such coordinates need to be constructed simultaneously in a coordinate system, each corresponding to one of the parts. After a brief review of recent possibilities concerning the association between compositional parts in the next section, these coordinates are derived in Sect. 3. A detailed discussion of the new correlation measure together with some possible alternatives is provided in Sect. 4. Sections 5 and 6 employ a geochemical data set in simulations and comparisons to provide deeper insight into the properties of the proposed association measure. Section 7 concludes and provides some outlook.
Measures of Compositional Association

Correlation Analysis for Compositional Data
The most popular way of measuring association (relation) between variables in practice is using a correlation measure. Nevertheless, its application on compositional data is not so straightforward. Recall that a D-part composition is represented as a vector x = (x 1 , . . . , x D ) , where all components are positive real numbers that carry only relative information (Aitchison 1986; Pawlowsky-Glahn et al. 2015) . This means that only the ratios between the parts are informative and they form the basis of a reasonable (statistical) processing. Moreover, one should follow the principles of compositional data (Egozcue 2009 ) to have a guarantee of a reliable analysis. Particularly, the representation of a compositional vector with any sum of components (proportions, percentages, mg/kg,…) should yield the same results according to the scale invariance principle. These essential assumptions constitute the source of the problems to apply the standard correlation analysis on compositional data.
Consider compositional data with a fixed prescribed constant sum constraint (the case of proportions) that still occur sometimes in the literature. In this case, correlation analysis is also influenced by the presence of negative bias in the covariance structure. It is represented by the relations
for i = 1, . . . , D, that make the interpretation of the correlation coefficient meaningless (its value cannot freely vary between −1 and 1). Consequently, the correlation between parts of a composition with D parts can be completely in contradiction with the correlation resulting from a subcomposition containing d parts, d ≤ D, and an illustrative example is described in Korhoňová et al. (2009) . The problem is that the standard approach, when interpreting the correlation between two compositional parts, does not reflect the fact that the whole has changed when coming from the full composition to a subcomposition. On the other hand, this is intentionally recognized and taken into account with the approach proposed in this paper. In general, correlation analysis provides an illustration of the fact that a standard statistical analysis of the original compositional data (that are driven by the Aitchison geometry) cannot be recommended in general.
The Euclidean vector space structure of the Aitchison geometry enables to get a coordinate representation of compositions in the real space, where the standard statistical methods can be applied. The resulting centered logratio (clr) coefficients (Aitchison 1986 ) and isometric logratio (ilr) coordinates (Egozcue et al. 2003) , which seem to be recently the most popular in practice, correspond to coordinates with respect to a generating system and an orthonormal basis, respectively. Accordingly, the clr coefficients are defined as
imposing the zero sum constraint of the new variables, y 1 + · · · + y D = 0. Although it seems to be attractive to assign each single original compositional part to a clr coefficient (and then even continue with correlation analysis), this effort has no geometrical background and should be avoided. Particularly, similar relations as those in Eq. (3) cov(
for i = 1, . . . , D that show a distortion of the covariance structure, support the argumentation. Following general theoretical assumptions (Eaton 1983) , correlation analysis of compositional data in the usual sense is only meaningful in logratio coordinates with respect to a basis, preferably to an orthonormal one, that guarantees isometry between the Aitchison geometry and the real space. Nevertheless, the vector of ilr coordinates has D − 1 elements, and it is not possible to assign a coordinate to each part in an univocal manner. Searching for interpretable orthonormal (ilr) coordinates led to the concept of balances (Egozcue and Pawlowsky-Glahn 2005) as coordinates with a specific interpretation in terms of balances between groups of compositional parts. These new coordinates are constructed using a procedure called sequential binary partitioning (SBP), where the original parts are separated sequentially into non-overlapping groups of parts (Egozcue and Pawlowsky-Glahn 2005) . Although correlation analysis of balances is now possible, the interpretation is not straightforward without a deeper prior (expert) knowledge of how the SBP should be constructed. A recent discussion on the issue from the perspective of geochemical mapping can be found in McKinley et al. (2016) .
Consequently, an alternative approach was introduced coming from the idea of having "automated" coordinates that would better stress the role of single compositional parts (Filzmoser et al. 2009; Fišerová and Hron 2011) . A particular form of SBP leads to coordinates
It is obvious that the balance z 1 , being proportional to y 1 , contains all the relative information of the part x 1 with respect to the remaining parts of the composition, since this part is not contained in any other coordinate of Eq. (4). The variable z 1 can be interpreted in terms of dominance of x 1 to the other parts, represented by their geometric mean, and thus to their average behavior. Up to a constant, z 1 is equal to one centered logratio coordinate (Aitchison 1986) , being still popular with some statistical applications . Unfortunately, the same interpretation in sense of explaining all relative information cannot be assigned to z 2 and x 2 , because this balance already does not contain the first part. Nevertheless, a good candidate for the correlation between relative contributions of x 1 and x 2 in a given composition would be a symmetrical form of z 1 and z 2 because of the exclusive position of the parts of interest (x 1 , x 2 ) in the respective coordinates. This task will be further developed in Sect. 3. Obviously, the role of x 1 and x 2 can also be interchanged, and a similar construction for different parts can be obtained by permuting the parts in Eq. (4). Without loss of generality, just the case of x 1 and x 2 will be considered in the following.
Variation Matrix as a Measure of Stability
A main tool of measuring compositional association between two compositional parts has been the variation matrix as a measure of stability (Aitchison 1986 ). The variation matrix of a D-part composition is a symmetric matrix of order D, defined as
with zero diagonal elements. When the elements of T are close to 0, the ratio of x i /x j is nearly constant, thus the two parts x i and x j are almost proportional. On the contrary, high variability of the logratio indicates very different ratios of two parts among all the observations. The logratios in Eq. (5) can also be rescaled according to Eq. (4), so that they correspond, up to orientation, to the normed coordinate of the two-part composition (x i , x j ) . The resulting normalized variation matrix ) is defined as
where t * i j stands for the usual (sample) variance of the normalized logratio of parts i and j (balance). Subsequently, the relation between T and T * is given as T = 1 2 T * . The measure of variability could be normalized to the range (0,1] as Filzmoser et al. 2010 ). The proportionality coefficient τ i j tends to 0 as the variability of the logratio increases, and conversely, smaller variabilities deliver τ i j approaching 1. However, this is still just a proper scaling of the elements of the variation matrix and not a correlation measure in the common sense. Particularly, the concept of proportionality does not allow to think in terms of positive and negative association, as it is known from the correlation coefficient.
The above considerations lead to an alternative normalization of the elements of the variation matrix using the total variance measure (Pawlowsky-Glahn and Egozcue 2001); the resulting matrix is used to reveal, whether the corresponding pair of parts is less proportional than the logratio variance that would be observed in a complete non-proportional composition (Egozcue et al. 2013) . For testing the elements of the variation matrix (indirectly through a regression model), it was recommended in Egozcue et al. (2013) to consider the following two balances
accompanied by the complementary D − 3 orthonormal coordinates. The first balance corresponds to an element of the normalized variation matrix, and the latter one links this logratio (capturing relative information on the subcomposition (x i , x j ) ) with the remaining parts in the given composition. Nevertheless, the interpretation of the elements of the variation matrix themselves has not been further enhanced using these approaches.
Constructing Symmetric Balances
All the introduced approaches to measuring association between compositional parts are based, directly or indirectly, on working with orthonormal coordinates. However, constructing interpretable balances with SBP for correlation analysis needs some experience or even some prior expertise. It is also important to note that the normalized variation matrix considers only associations between two parts of a given composition through their respective logratios. Although this is relevant when the amounts (mass, matter, and volume) that gave rise to the ratios are of primary interest, one should be aware that any part in the compositional vector can be by definition dependent on ratios with all other parts in the composition. This fact should be taken into account for considering any reasonable (preferably orthonormal) coordinates that would allow for a correlation analysis between relative contributions conveyed by both parts. As mentioned in the previous section, one possible setting of coordinates would be Eq. (4). Nevertheless, it is necessary to symmetrize with respect to parts x 1 and x 2 . Accordingly, two coordinate systems z and z * resulting from the permutation of the parts in Eq. (4) are considered with a special focus on the role of x 1 and x 2 , respectively. It is obvious that the first two coordinates from each system, Eqs. (7) and (8), fully describe the subcomposition (x 1 , x 2 ) within the given composition
It is now possible to build matrices of clr representations of orthonormal basis vectors corresponding to the first two balances of z and z * (Egozcue et al. 2003) as
where V z * results from a permutation of the first two rows of V z . Consequently, the first two balances of z and z * are related through an orthogonal transformation as
where the orthogonal matrix V z V z * has the form:
Note that both matrices V z and V z * are closely connected to the respective coordinates. Namely, their columns
) with zero sums of their elements represent logcontrast coefficients of z 1 , z 2 , and z * 1 , z * 2 , respectively (Aitchison 1986 )
Because of the roles of the above-mentioned coordinates with respect to the single parts x 1 and x 2 , one can construct new symmetric balances capturing their relative contributions expressed through logratios to other parts in the composition. Let x 1 be the first part of interest; the case of x 2 can be processed accordingly. Based on the basic geometry, a symmetric coordinate z s 1 capturing relative information about x 1 corresponds to an angle bisector of v 1 and v * 2 . Similarly, the coordinate z s 2 (that stands for x 2 ) would correspond to an angle bisector of v 2 and v * 1 . Figure 1 provides an illustration.
Particularly, the new symmetric orthonormal coordinate is computed using the respective logcontrast coefficients as
The sum of v 1 and v * 2 results in a vector with elements
and norm Subsequently, logcontrast coefficients of the symmetric coordinate z s 1 are given as
, . . . ,
, followed by the resulting coordinate
.
(13) The same procedure is applied to the coordinates z * 1 and z 2 , describing information about the compositional part x 2 , in order to obtain the second symmetric coordinate z s 2 . Thus
, form orthonormal coordinates of the composition x. The interpretation of the resulting symmetric balances is indeed as expected, and they both capture dominance of x 1 and x 2 , respectively, with respect to the other components in a symmetric manner. Although the coefficients in the denominator of Eqs. (13) and (14) seem to be quite complicated, one does not need to take care about them in practice, because they result just from the normalization needed to achieve orthonormality of the coordinates. More important is the powering of x 2 in z s 1 (and x 1 in z s 2 ) that is different for the remaining parts, which reflects the compromise resulting from symmetrizing the input coordinates, Eqs. (7) and (8). Nevertheless, it is visible that the ratio of both powers Fig. 2) is stabilized quite soon with an increasing number of parts to approximately 1/2 in favor of the remaining parts. Finally, with an increasing number of parts, the effect of having one part in the denominator of the logratio with different power than for the other parts is clearly suppressed. As a consequence, z s 1 and z s 2 tend to approach (up to a scaling constant) the respective clr coordinates y 1 and y 2 as D → ∞.
Correlation Analysis with Symmetric Balances
The symmetric balances, as constructed in the previous section, allow to perform correlation analysis between coordinates which express one part of interest with respect to the other parts in the composition. For this purpose, the Pearson correlation coefficient can be taken
or any other alternative correlation measure. The interpretation in the sense of positive and negative association (known from the correlation coefficient) is possible and statistical inference, such as significance testing, can be performed as usual. It is just important to emphasize that it is not a correlation between the original components, but between coordinates assigned to them. They can be interpreted in terms of dominance of both parts to the average behavior of the rest as described in detail above. Hence, the remaining parts can influence the value of the correlation coefficient as well, which fully corresponds to the relative nature of compositional data. As a consequence, a positive correlation coefficient would mean that dominances of the two amounts over the respective "average representatives" of the other parts increase simultaneously and vice versa for negative correlation; a zero coefficient would mean that dominances of these two amounts are controlled by uncorrelated processes. Of course, part x 1 is contained in z s 2 and, conversely, x 2 in z s 1 . Accordingly, it is interesting to see, what happens if ratios with x 1 uniformly increase by a constant behavior of the other parts (and their ratios). From the construction of both coordinates, while z s 1 increases, z s 2 slightly decreases (x 1 is contained with reduced power in its denominator), resulting in negative correlation. This reminds to the case of correlation between two original parts, but now in a geometrically reasonable manner with orthonormal coordinates. Moreover, it is also a kind of logical result: if the dominance of one part (here x 1 ) increases, the dominance of another one (x 2 ) must necessarily decrease. Nevertheless, the effect for the latter part cannot be the same: x 1 is just one out of D − 1 parts to which the dominance of x 2 is related. Similarly, the correlation for any other pair of parts in x can be calculated by permuting the parts in Eqs. (13) and (14).
By summarizing all corresponding correlation coefficients in one matrix, the compositional correlation matrix R C (x) of dimension D × D is obtained. It is symmetric with unit diagonal as the standard correlation matrix. Moreover, any scaling and shifting in the compositional sense, which mean by perturbing x with a non-random composition b = (b 1 , . . . , b D ) and powering with a real constant a to get a com- . Although by experiments with data sets, also some further interesting properties (such as positive definiteness) were indicated, it is crucial to realize that the elements of R C (x) are formed using D(D − 1)/2 different coordinate systems that should be taken into account by processing it as a whole (e.g., by computing principal components).
Constructing symmetric balances seems to be the most relevant way how to perform correlation analysis between relative contributions of compositional parts. Nevertheless, the form of the coordinates z and z * inspires to consider also other possibilities that will be briefly mentioned. The first option consists in taking correlation coefficients between the coordinates, Eqs. (7) and (8), respectively
and then compute their average as follows
Another idea to construct a correlation coefficient with similar interpretation as for the symmetric balances follows the approach from linear discriminant analysis (Johnson and Wichern 2007) based on calculating the so-called pooled covariance matrix from
The pooled covariance matrix represents here an average of the covariance matrices z and z * p (z, z
and the elements are taken to get the resulting correlation coefficient:
The next section will be devoted to thorough simulation studies to investigate, whether one would benefit from employing these alternative approaches in addition to the main proposal formed by correlation analysis of symmetric balances.
Simulation Studies
The main aim of the following simulation studies is to investigate the properties of the different correlation coefficients as introduced in the previous section and to compare also with some other approaches that are used in the literature. In this section, randomly generated data and data obtained from the moss layer in the Kola Project (Reimann et al. 1998 ) are used. These data are available in the R package mvoutlier as data set moss (R Development Core Team 2015), and they contain concentrations of 31 chemical elements in more than 600 moss samples.
Simulation 1: Uniform Distribution Inside a Sphere
Data sets are generated randomly from a uniform distribution inside a unit sphere of dimension d = D − 1. These data are already expressed in coordinates, and by construction, all pairwise correlations are 0. The data are transformed to the original space using the inverse mapping to isometric logratio coordinates (Egozcue et al. 2003) , with constant row sum 1. Without loss of generality, the interest here is in the association between the first two compositional parts. For each considered correlation measure, bootstrap confidence intervals (CIs) are constructed, using B = 1000 bootstrap samples of each particular data set. For each bootstrap sample, the respective correlation measure is applied. The 95% bootstrap CI is then defined as the interval given by the lower bound as the quantile 0.025 and the upper bound as the quantile 0.975 of the B correlations. For a particular dimension d and sample size n, in total N = 1000, samples were randomly drawn, and the averages of the lower and upper interval bounds are computed. The length of the resulting interval is reported in Fig. 3 , where simulated data with different sample sizes (n ∈ {10, 50, 100, 500}) and dimensions (d ∈ {4(5)34}) have been used. Figure 4 presents the resulting coverages of the CIs. The coverage is computed as the number of intervals containing the true underlying correlation 0, divided by N . The coverage is close to 0.95 in most cases, except for the correlations based on clr coefficients and log-transformed data, and here in particular for smaller numbers of parts. The reason for the considerably smaller coverage is the negative bias for these correlations. In these cases, also the average lengths of the CIs are smaller, but still the CIs are useless. The CIs for the correlation based on pooled covariances are shorter in low dimension compared to correlations for symmetric balances and for balances describing the two parts of interest, with the drawback that the pooled covariances are not directly resulting from an orthonormal basis. Thus, from this study one would conclude that proposals Eqs. (15) and (16), and thus also Eq. (17), are performing equally and well, but symmetric balances are more adequate from an interpretation point of view.
In addition, proportionality coefficients were computed for these simulated data, but confidence intervals were not considered, since they would be meaningless. 
2 ) ("clr") and ρ(log(x 1 ), log(x 2 )) ("log") Figure 5 shows all 1000 results as boxplots for all different combinations of sample size and dimension. As it can be expected, sample size leads to a high variability of the proportionality coefficients. An interesting finding is, however, that the proportionality coefficients are close to 0 for a small number of parts, but they get quite high if the number of parts increases. For example, for D = 34 and n = 500, the median value for this coefficient is higher than 0.4. This raises doubts whether the proportionality coefficient as such is useful for judging the dependency between compositional parts, even though it clearly has a different construction and interpretation than the previous (correlation) measures.
Simulation 2: Dependence on the Number of Parts
This simulation setting is based on the Kola moss data, and compares the different approaches for correlation analysis for a varying number of parts involved in the computation of the correlation coefficients. k parts (4 ≤ k ≤ 30) are randomly selected, and the correlation between the first two parts is computed (in the sense of the above proposals); the parts are always the same for the different correlation measures. For each fixed k, the random selection is done 10,000 times, resulting in 10,000 correlation values for each method. When comparing two methods, the outcomes of all results are compared for fixed k in terms of the Pearson correlation. A value close to 1 would indicate approximately the same outcome of both methods. The left panels in Fig. 6 show these pairwise comparisons of the approach based on symmetric balances with the other correlation measures, where the considered number of parts is on the horizontal axes, and the resulting correlations between the point clouds of the 10,000 outcomes on the vertical axes. The right panels show again pairwise comparisons of correlation measures, but this time, the maximum difference of the 10,000 results is computed. It can be seen that the relation between correlations of symmetric balances and average correlations or correlations based on the pooled covariance matrix, respectively, are very close regardless of the number of parts, with some few exceptions for lower numbers of parts in the compositional data set (Fig. 6a, b) . This is plausible given the way how they are constructed. In addition, the proposals given in Eq. (16) show a very similar behavior (plots not presented here).
Finally, the symmetric balances approach is also compared to correlations derived from the respective clr variables (Fig. 6c) and correlations from log-transformed variables (Fig. 6d) . It can be seen that with increasing number of parts, the resulting correlation structure from clr variables gets more and more similar to the correlation structure from symmetric balances. This is because also the negative bias in case of clr-based correlations gets smaller with increasing dimension. The difference in the correlation structure from log-transformed data is large in all presented cases, resulting from working in a non-appropriate geometry.
The advantage of symmetric balances is that they provide orthonormal coordinates, where reasonable statistical inference concerning their association can be performed. Even though clr coefficients can lead to similar correlations in certain cases, one does not obtain orthonormal coordinates, with possible consequences on statistical inference.
Example
As in the previous section, the Kola moss data set is used to compare different association measures. The resulting pairwise correlation coefficients are presented by the so-called heatmaps, Fig. 7 , where the resulting correlations are simply color coded. Number of parts Maximum difference in correlation Fig. 7 Heatmaps of correlations for the moss data set based on the variation matrix coefficients (a), logtransformed data (b), symmetric balances (c), and clr coefficients (d) In addition, the variables are grouped to identify patterns in the matrix of pairwise correlations. Figure 7 compares the heatmaps for associations based on the variation matrix coefficients (upper left), and further correlations for log-transformed data (upper right), for symmetric balances (lower left), and for clr coefficients (lower right). Due to the individual grouping in each heatmap, the order of the rows and columns within the plots changes and makes a direct comparison difficult. However, in this representation, one can clearly see the difference in patterns. The variation matrix approach leads to a very different structure due to the non-negative association measures. In addition, the heatmap for log-transformed data, still very commonly applied in geochemistry, reveals a different structure compared to that for symmetric balances. In particular, only few negative correlations, but mainly positive ones are obtained. Finally, the heatmaps for symmetric balances and for clr coefficients are very similar. This is to be expected from the simulation results, Fig. 6c , since for larger numbers of parts, the two approaches for computing correlations get very similar. A much larger difference can be expected when investigating a subcomposition.
The heatmap for the correlations based on symmetric balances shows in the upper right plant nutrients (or, more precisely, their dominances with respect to other parts of the composition), with the major plant nutrients K, P, and S, and minor plant nutrients Zn, Mn, Rb (probably uptaken with K), Ca, and Mg. All these elements belong to the main plant nutrients. Interestingly, Hg, Ba, Pb, and Tl are in the same cluster; except of Ba, all these elements are toxic, and one can conclude that the plants play an important role in their geochemical behavior. The elements Ci, Co, and Ni, in the lower left, are the three main elements for emission. Further elements As, Fe, Cr, Ag, Bi, and V are also emitted and thus related to the the three elements. Along the diagonal, there is a cluster consisting of Th, U, Al, and Si, which may indicate dust, and the group B, Na, and Sr is related to sea spray. In the lower left corner, a block of negative correlations is identified: dominance of plant nutrients in the composition occurs with a subordination of emitting metals, and vice versa. In addition, the dust elements are negatively related to the plant nutrients.
When investigating the heatmap for the log-transformed data, some similarities to the symmetric balances outcome can be discovered: Cu, Ni, and Co are also highly correlated, and also As joins this group. However, several other elements would still be interpreted as highly correlated with this group, including Th, U, Al, and Si. It would thus not be possible to identify these elements as an own group, as in the heatmap for symmetric balances, related to a different process (dust). In addition, the plant nutrients are not as clearly separated as in the symmetric balance approach. Overall, it can be concluded that correlations based on symmetric balances are much more sensitive and useful to reveal underlying processes.
In this example, it is also obvious that the heatmap for associations based on the variation matrix coefficients (upper left) is not only different because of the lack of negative correlations, but also much less useful for identifying groups of elements. A close inspection reveals similar structures as identified in the heatmap for symmetric balances, but they are much more difficult to find.
A direct comparison of the heatmaps above is difficult, since the parts are reordered in each individual plot. Figure 8 endeavors a better comparison of the outcomes by sorting the parts according to the heatmap for the symmetric balances. Moreover, the color scheme has been modified: the median of the resulting correlations is colored in white, red tones are used for values higher than the median, and blue tones for values lower than the median. This might still somehow be inappropriate for the variation matrix coefficients, where "negative" associations cannot be expressed appropriately. However, it is interesting to see that there are still major differences in the structure of the heatmaps for symmetric balances compared to correlations from log-transformed data. As it was already observed in the simulation experiments, the distribution of the variation matrix coefficients is shifted upwards, and it is hard to judge if a value of, say, 0.5 already indicates a strong relation or not. 
Discussion
Correlation analysis of the original compositional parts fails to provide interpretable results if a fixed constant sum constraint is employed. This is due to the relative nature of compositions represented particularly by scale invariance, and it leads to a negative bias of the correlation structure. The only safe way to perform correlation analysis of compositional data is to express them in orthonormal logratio coordinates. Although sequential binary partitioning and the resulting balances can be very useful when prior knowledge about geochemical processes in the data is available, automated, and interpretable orthonormal coordinates that capture relative information, about single compositional parts can help to reveal hidden geochemical patterns when such information is not available.
For the purpose of interpretable correlation analysis in orthonormal logratio coordinates, the so-called symmetric balances were introduced using a special choice of balance coordinates. They allow to treat two compositional parts in a symmetric way in one coordinate system and to compute the correlation coefficient. Although the symmetric balances cannot be simply identified with the original compositional parts, because they capture just relative contributions of the parts within a given composition, it seems to be the first successful attempt to have correlation analysis of compositional data interpretable in terms of dominance of a pair of compositional parts. Particularly, the possibility of analyzing negative and positive associations as often required in practice (and not available using the variation matrix approach) can help to eliminate inappropriate data processing, for instance, using the popular (but scale dependent) log-transformation. Moreover, one should be aware that also other parts are naturally involved into the correlation between two given components by constructing symmetric balances. Nevertheless, it follows closely the definition of compositional data that none of the parts can be analyzed without considering relations (ratios) to the other parts. This, however, has the consequence that measurement errors in some parts may affect the resulting correlation coefficients of symmetric balances A possible way out seems to be appropriate weighting of the parts according to their relevance, as proposed recently in Egozcue and Pawlowsky-Glahn (2015) and Filzmoser and Hron (2015) . This will be further investigated in subsequent work.
Correlation coefficients can be seen as summarizing the information of the variable relations shown in scatter plots. The concept of symmetric balances allows to have an appropriate graphical representation of two compositional parts in terms of orthonormal coordinates. This can serve as a new way of investigating pairwise relations. An overview of all pairwise relations can be provided by a heatmap. In an application to the Kola moss data set, this allowed to clearly reveal processes underlying the data.
Finally, here only the Pearson correlation was used to measure association. Clearly, one can also employ alternative correlation estimators, such as the Spearman correlation for identifying non-linear relations or robust correlation estimators for downweighting the influence of outlying observations.
