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It is well known tha.t in the Monte Carlo method of integration of a.n s-dimensiona.l integral the convergence 
to zero of the expected error can be improved by using point sets that a.re distributed more uniformly than truly 
random point sets. For a ma.thexna.tical analysis of these point sets measures of non-uniformity a.re needed. These 
measures a.re called discrepancies. We investigated the asymptotic behaviour, in the limit of a. large number of 
points, of probability distributions of these discrepancies, a.nd were a.ble to formulate a. 'Central Limit Theorem' 
for these distributions. 
1. Monte Carlo integration 
We look at the integration problem on the s-
dimensional hypercube K = [O, 1 )•. In the Monte 
Carlo method of integration the integral J[f] of 
a function /, integrable on K, is estimated by 
. 1 N 
Jx,., [/] = NL f(xt) . 
k=l 
(I) 
Here, the point set XN = {xi, ... ,xN} E KN 
has to be truly random, that is, in the space of all 
possible point sets, those used in the estimation of 
J have to be distributed with probability density 
P( X N) = 1. The integration error that comes 
with this method converges to zero as .,jVfN, 
where V is the variance of f. 
2. Quasi Monte Carlo integration 
The 1/VN-behaviour of the error can be im-
proved by not using truly random point sets, but 
point sets in which the points are distributed 
more uniformly. This is done in the so-called 
Quasi Monte Carlo method of integration (I]. To 
measure the non-uniformity of point sets, a func-
tion of these point sets, called the discrepancy, 
is used. In principle different definitions of this 
measure, different discrepancies, can be used. De-
pending on the function or the class of functions 
to be integrated, it can often be shown that the 
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integration error is directly related to this discrep-
ancy, such that a low discrepancy corresponds 
with a small error. However, it is often a. problem 
to actually compute the discrepancy for a given 
point set and estimate the actual integration er-
ror. Therefore one may ask what is the prob-
ability distribution of a discrepancy under truly 
random point sets; what is the probability that a 
'truly random point set' has a given value of the 
discrepancy? 
3. Classical discrepancy 
Originally the discrepancy of a point set was 
defined as follows. First the local discrepancy g(y) 
in a point y E K is defined as 
l N s a 
g(y) ==NL n O(y" - xz> - n y". (2) 
k=lv=l v=l 
It calculates the fraction of points inside the 
hyper-rectangle defined by y and the origin, and 
subtracts the volume of that rectangle. Then the 
global discrepancy is a power of g(y) integrated 
over K: 
(3) 
In literature often used are the L2 star-
discrepancy D2 and the the extreme or Kol-
mogorov discrepancy D00 = limt-+oo(D2.1:) 1f2A:. 
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Especially for the extreme discrepancy, many rig-
orous statements can be made [2). In connection 
with numerical integration there is, for example, 
the Koksma-Hlawka inequality, which states that 
(4) 
where V[f] is the variation of f, a function of 
f independent of X N. This inequality is one of 
the relations that illustrate the explicit relation 
between discrepancy and integration error. There 
are also results known about bounds on D 00 , such 
a.<; the Roth bound 
(5) 
where Cs depends on the dimensions only. This 
hound clearly gives space for an improvement of 
the l/VN behaviour of the conventional Monte 
Carlo error. 
4. Induced discrepancy 
H. Woiniakoski realized that the £ 2 star-
cliscrepancy D2 is equal to an average case com-
plexity on the space of quadratically integrable 
functions [3]: 
Tlw measure dµw on the function space is a varia-
tion of the Wiener measure in which the functions 
are pinned down at x = (1, 1, ... , 1) rather than 
at (O, 0, ... , 0). It is a Gaussian measure with the 
2-point correlation function given by 
s II min(1 - xr, i - x~). (7) 
11=1 
R.. Kleiss suggested that this can be used for 
more general measures dµ to define discrepancies 
[4]. With an integration problem often comes a 
whole class of typical functions to be integrated. 
If this class can be characterized by a certain mea-
sure d1t, then the discrepancy D N of a point set 
X rv can be defined as 
DN(XN) f\' 12 N = . .lx N [!] - .J[f] dµ(f) . (8) 
The factor N is divided out in our definition such 
that this discrepancy can go to a finite nonzero 
limit as N goes to infinity. 
To obtain a more useful expression of D N, the 
2-point correlation function can be used. First of 
all we assume that it can be writ.ten as 
[ h(y;x1)h(y;x2) dµL(Y), 
./ L 
(9) 
where Lis some space with some measure dµL. If 
L is countable, the integral becomes a sum. Now 
D N can be written as 
(10) 
(11) 
w(y; xk) = h(y; xlc) - JK h(y; x) d:z: . (12) 
This way the DN can be recognized as the er-
ror made when h(y;x) is integrated in x by XN, 
averaged over L. 
5. Asymptotic distributions of DN 
The probability distribution of D N can best be 
found by using the generating function G(z) = 
( ezD N), where the average is over the truly ran-
dom point sets X N. The probability distribution 
H is then given by its Laplace transform 
1 liC<J H(DN = t) = -2 . e-ztG(z) dz. 
7ri -ioo 
(13) 
The generating function can be calculated by the 
calculation of the momenta {D'!J} of DN· Us-
ing expression (10) of DN, we can see that the 
mth moment will have at first a factor 1/ Nm. 
Because taking the average over truly random 
point sets means integrating over all the N points, 
the mth power of the sum over Xk and x1 will 
give terms with combinatorial factors N'!l., with 
n = 1, ... , m.1 This gives the opportunity to 
make an expansion in 1 / N. To get an asymp-
totic result in the limit of large N, only terms of 
lN!l.-= N(N - l)(N-2)·. · (N - rt+ 1) 
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low order in 1 / N have to be taken into account 
in the calculation of (D~). The involved combi-
natorics can be handled with Feynman diagrams 
[5]. To zeroth order in 1/N the result is that 
( 
00 (2z)k ) G(z) =exp L ~ Rk , where 
k=l 
(14) 
Rk = l /3(x1, x2) .. · /3(xk, X1) dx1 · · · dxk . (15) 
5.1. A simple example 
As an example we could take a Gaussian mea-
sure on the expansion coefficients Vn in an expan-
sion of the square integrable functions I in terms 
of an orthonormal set of basis functions {Un}: 
f(x) = L VnUn(x) , and (16) 
n 
dµ(f) = IT exp( -v~/2u!) . 
n ~ (17) 
To keep it simple, we take the first M strengths 
u n equal to one value u, and the others equal 
to infinity. In practice this means that in (16) 
and {17) the sum and the product only have to 
be taken from n = 1 to n = M. The index 
n can be taken for the variable y in (9), and 
h(n;x) can now be taken equal to uun(x), if we 
additionally assume that each of the basis func-
tions integrates to zero. The discrepancy is equal 
to c;; Lk,l Ln un(XA:)un(x1), and the generating 
function is 1/{1- 2zu2 )Mf2 . The probability dis-
tribution finally is 
tlf- 1 exp(- t ) H(t)- ~ 
- (2u2 )¥r(~) · {18) 
6. A Law of Large Number of Modes 
A large number of function measures, including 
the Wiener measure, can be written as in (17). 
Differences are in the set of basis functions, which 
for example don't have to integrate to zero, and 
in the strengths. All these measures, however, 
have in common that the quantity 
rn,m = JK w(n;x)w(m;x)dx (19) 
is a real symmetric matrix. Therefore it can be 
diagonalized, giving eigenvalues ).n· It can now 
be shown [6] that in all these cases a necessary 
and sufficient condition for the discrepancy dis-
tribution to approach a Gaussian distribution is 
that 
maxn ).~ 0 (20) ~ ).2 -+ . 
L.tn n 
The arrow in (20) refers to some limit in the defi-
nition of the function measure. In the case of the 
simple example this limit is that M-+ oo. In the 
case of the Wiener measure, the limit is that the 
number of dimensions s-+ oo. In many cases as 
well, the limit s -+ oo yields a Gaussian. 
The 'law' (20) can be interpreted as follows: 
for a Gaussian distribution to appear in a cer-
tain limit, the number of 'modes' .An has to go 
to infinity or be infinite, such that they all go 
to zero about equally fast. If a finite number of 
modes becomes more important than the others, 
the Gaussian limit is spoiled. 
1. Outlook 
The result presented in the previous section has 
been derived in the limit of N -+ oo. In practice, 
however, one needs to know around which value 
of N the asymptotic regime sets in, that is, one 
needs to know the next-to-leading contributions. 
This will be the subject of [7]. 
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