We study the structure of finite quandles in terms of subquandles. Every finite quandle Q decomposes as a union of disjoint Q-complemented subquandles which coincide with the orbits of Q. Conversely, the structure of a quandle with a given orbit decomposition is determined by rack actions satisfying a compatibility condition. We include Maple code for finding orbit decompositions and quandle structures on disjoint unions of quandles.
Introduction
A quandle is a set Q with a binary operation ⊲ satisfying (i) x ⊲ x = x for every x ∈ Q,
(ii) For every pair x, y ∈ Q, there is a unique z ∈ Q such that x = z ⊲ y, and (iii) For every x, y, z ∈ Q, we have (x ⊲ y) ⊲ z = (x ⊲ z) ⊲ (y ⊲ z).
If (Q, ⊲) satisfies (ii) and (iii), Q is a rack. Quandles form a category with morphisms φ : Q → Q ′ defined as maps which preserve the quandle operation, i.e.
where ⊲ is the quandle operation in Q and ⊲ ′ is the quandle operation in Q ′ . A bijective quandle homomorphism is a quandle isomorphism, as expected. Axiom (ii) implies that the map f b : Q → Q defined by f b (a) = a ⊲ b is bijective for all b ∈ Q; the inverse then defines a second operation a ⊳ b = f −1 b (a), called the dual operation of Q; the quandle (Q, ⊳) is the dual of Q. Quandles have been studied in many recent papers; see [4] for more on the history of racks and quandles.
Standard examples of quandles include Alexander quandles, i.e., modules M over the ring Λ = Z[t ±1 ] of Laurent polynomials in one variable with integer coefficients with quandle operation given by x ⊲ y = tx + (1 − t)y, and groups, which are quandles with quandle operation given by x ⊲ y = y −1 xy. If the group is abelian, the quandle operation reduces to x ⊲ y = x, and we say the quandle is trivial.
Quandles are of interest to topologists since the knot quandle (see [8] ) is a complete invariant of knots up to homeomorphism of topological pairs. Finite quandles are of particular interest as a source of computable knot invariants such as the counting invariants |Hom(K, C)| where C is a finite coloring quandle as well as variants which make use of various quandle cohomology theories (see [2] , [1] , etc.)
In this paper, we study the structure of finite quandles in terms of subquandles. Our initial goal was to try to find something like a Sylow theorem for finite quandles. In section 2, we study the structure of finite quandles in terms of orbit subquandles, and we show how to determine all quandles with a given orbit decomposition.
In section 3, we use quandle matrices as defined in [7] to study the structure of finite quandles. In particular, we describe algorithms for finding the orbit decomposition of a finite quandle and for determining quandle structures on a disjoint union of n subquandles. This is intended to lay the groundwork for the related problem of counting the number of ways of completing a partially determined quandle matrix to obtain a finite quandle; it is hoped that a solution to this problem might give new insights into the quandle-counting invariants of knots and links studied in various recent papers ( [1] , [3] ).
In section 4, we include some Maple code which finds the orbit decomposition of a finite quandle defined by a matrix as well as a program which finds all quandle structures on a union of finite quandles given by matrices.
As this paper was in the final stages of preparation, the authors received a copy of the dissertation of Hayley Ryder [10] , in which the author studies racks using a rack diagram notation similar to our matrix notation. A scanned version of [10] is available at http://www.esotericka.org/quandles, as is the maple code contained in section 4.
Orbit Decomposition
Let Q be a quandle. A subquandle X ⊂ Q is a subset of Q which is itself a quandle under ⊲. Unlike groups, in which the intersection of any collection of subgroups is always non-empty (containing at least the identity element), a collection of subquandles of a given quandle may be pairwise disjoint. Indeed, unlike groups, every subset X ⊂ Q which is closed under ⊲ is a subquandle: for each b ∈ X, the restriction of the injective map f b : Q → Q defined by f b (a) = a ⊲ b to X is injective, so if X is closed under ⊲, the restriction to X f b : X → X is bijective and hence invertible for every b ∈ X, and axiom (ii) is satisfied. Since axioms (i) and (iii) are automatic for any subset of Q, this makes X a subquandle. Thus we have Lemma 1. Let (Q, ⊲) be a quandle and X ⊂ Q a subset. Then X is a subquandle iff X is closed under ⊲.
We would like to understand the structure of a quandle in terms of its subquandles. A quandle which can be written as a union of two disjoint subquandles has been called decomposable in the literature (see [5] , [9] , etc.), and a quandle which is not a disjoint union of two subquandles has been called indecomposable. The existence of indecomposable quandles follows from the observation that the complement of a subquandle is not necessarily a subquandle. However, as observed in [9] , indecomposability of a quandle Q does not imply that Q has no subquandles, nor even that the quandle cannot be written as a disjoint union of three or more subquandles. Indeed, [9] contains an example of an indecomposable quandle, the dihedral quandle R 9 , which can be written as a disjoint union of three isomorphic subquandles. Though this quandle is "indecomposable," since the complements of each of each of the three subquandles are not closed under ⊲, it nevertheless has an internal structure determined by its component subquandles -in this case, the quandle in question is a cartesian product of a quandle of order three with itself. This is an example of a congruence structure as studied in [10] .
Moreover, every singleton subset of a quandle is itself a subquandle, though the analogous statement is not true for non-quandle racks. Thus every quandle decomposes in an unhelpful way as a disjoint union of singleton subquandles. Definition 1. Let Q be a quandle and X ⊂ Q a subquandle. We say that X is complemented in Q or Q-complemented if Q \ X is a subquandle. Note that since the empty set ∅ is a quandle, every quandle Q is complemented in itself. A quandle Q is complementary if it has a nonempty Q-complemented proper subquandle.
A complementary quandle Q may have subquandles which are not Q-complemented; indeed, every singleton subset of Q is a subquandle, while in general Q \ {x} is not a subquandle. It is clear from the definition of decomposability that a quandle is decomposable iff it is complementary.
[8] includes the following definition:
It is well-known that algebraic connectedness coincides with indecomposability in the sense defined above, and hence coincides with non-complementarity. Proof. Let x, y ∈ X ∩ Y . Then x ⊲ y ∈ X since X is a subquandle, and x ⊲ y ∈ Y since Y is a subquandle. Hence x ⊲ y ∈ X ∩ Y , and X ∩ Y is closed under ⊲, and X ∩ Y is a subquandle by lemma 2. Now, suppose X and Y are Q-complemented; we must show that
is a subquandle. Let x, y ∈ Z. If x and y are both in Q \ X or both in Q \ Y then x ⊲ y ∈ Z since Q \ X and Q \ Y are closed under ⊲. If x ∈ Q \ X and y ∈ Q \ X, then y ∈ X, which implies w = x ⊲ y ∈ Q \ X ⊂ Z, since otherwise the closure of X under ⊳ would imply w ⊳ y = x ∈ X, contradicting our choice of x. Similarly, y ∈ Q \ Y and x ∈ Z \ (Q \ X) implies y ⊲ x ∈ Q \ Y ⊂ Z, and Z is closed under ⊲ as required.
Theorem 3. Let Q be a finite quandle. Then Q may be written as
where every Q i is Q-complemented and no proper subquandle of any Q i is Q-complemented. This decomposition is well-defined up to isomorphism; if
we have then n = m and (after reordering if necessary),
Remark 1. The decomposition of a finite quandle into orbits coincides with our notion of decomposition into Q-complemented subquandles; this follows from the observation that the orbits in Q are Q-complemented subquandles. Q-complemented subquandle decomposition then gives us a new perspective on the division of Q into disjoint orbits. Indeed, we will see how to construct a quandle with a specified list of orbits, when such exists.
Proof.
For every a ∈ Q, define S(a) to be the intersection of all Q-complemented subquandles of Q containing a. The collection {S(a) | a ∈ Q} is the orbit decomposition of Q: each S(a) is Qcomplemented, no proper subquandle of any S(a) is Q-complemented, and S(a) ∩ S(b) = ∅ implies S(a) = S(b). Since the empty quandle is Q-complemented, if Q has no nonempty Q-complemented proper subquandles, then {S(a) | a ∈ Q} = {Q}; in any case, ∪ a∈Q S(a) = Q.
If φ : Q → Q ′ is an isomorphism, then for any subquandle S ⊂ Q the restriction φ| S is an isomorphism onto a subquandle of Q ′ . In particular, if S is Q-complemented, then φ| Q\S is also an isomorphism onto the disjoint subquandle Q ′ \ φ(S ′ ). Hence Q ′ has an isomorphic list of Q ′ -complemented subquandles before taking intersections, and thus has an isomorphic orbit decomposition.
Example 2.
Let Q be the trivial quandle T n = {1, 2, . . . , n} with quandle operation i ⊲ j = i for all i, j ∈ Q. Then every singleton subquandle {i} ⊂ Q is Q-complemented, so the orbit decomposition of T n is the maximal partition T n = {1} ∐ {2} ∐ . . . {n}. Indeed, a finite quandle is trivial iff its orbit decomposition consists of all singletons, as we shall see.
Before we come to our next theorem, we need a definition.
Definition 3. Let R be a rack and S a quandle. A rack action of R on S is a map from R to the set of automorphisms of S, Φ : R → Aut(S) = {φ r : S → S, r ∈ R}, such that
for all r, r ′ ∈ R and for all s ∈ S. A rack action R preserves a subset A ⊂ S if φ r (a) ∈ A for all a ∈ A, r ∈ R.
Example 3. Let Q be a quandle. Then the set F : Q → Aut(Q) = {f y : Q → Q | f y (x) = x ⊲ y} is a rack action of Q on itself, since
for all x, y, z ∈ Q.
Lemma 4. Let Q and Q ′ be finite quandles. Then there is a quandle U = Q ∐ Q ′ iff there are rack actions F : Q → Aut(Q ′ ) and G : Q ′ → Aut(Q) such that the compatibility conditions
are satisfied for all a, b ∈ Q, x, y ∈ Q ′ .
Proof.
(⇒) Let U = Q ∪ Q ′ and let F, G be rack actions. Define
Then we assert that (U, ⊲) is a quandle. The first quandle axiom is clear, because Q and Q ′ are quandles themselves. The second condition follows from the definition of rack action: each f a and g x defines a bijection of Q ′ and Q respectively, while the fact that Q and Q ′ are quandles says that each element acts bijectively on its own subquandle. Hence the action of b on U = Q ∐ Q ′ is bijective for each b ∈ U , and axiom (ii) is satisfied.
To see that U satisfies (iii), we simply check all the possibilities. If q 1 , q 2 and q 3 are in the same subquandle, then (iii) is satisfied. If q 1 ∈ Q and q 2 , q 3 ∈ Q ′ , then
since G is a rack action. Similarly, the fact that F is a rack action implies that (
since g q3 is quandle homomorphism for each
′ and q 3 ∈ Q since each f q3 is a quandle homomorphism. Finally, if q 1 , q 3 ∈ Q and q 2 ∈ Q ′ , then
Similarly, the compatibility condition ensures that ( 
for all a ∈ Q i , b ∈ Q j and c ∈ Q k . Moreover, {Q 1 , . . . , Q n } is the orbit decomposition of Q unless all the rack actions Φ i,j preserve a Q j -complemented subquandle A ⊂ Q j for some Q j .
Proof. As before, quandle axiom (i) is satisfied automatically since each Q i is itself a quandle. Similarly, axiom (ii) is satisfied since each set {x ⊲ y | y ∈ Q i } is a union of images of automorphisms of disjoint sets. As above, for each x ∈ Q i , y ∈ Q j define x ⊲ y = φ j,i y (x). Axiom (iii) is satisfied by the compatibility conditions when the three elements are in distinct subquandles or when a and c are in one subquandle and b is in another. Once again, the rack action and automorphism requirements satisfy axiom (iii) in the other cases.
Finally, note that removing any Q i from the list along with the corresponding Φ i,j and Φ j,i rack actions still defines a quandle, so the Q i s are each Q-complemented. If no subquandle of any Q i is preserved by all the actions Φ i,j , then no subquandle of Q i is Q-complemented and {Q 1 , . . . , Q n } is the orbit decomposition of Q.
Definition 4. Call the maps Φ
i,j the structure maps of the quandle U with respect to the decom-
Corollary 6. There is a quandle with orbits Q 1 , . . . , Q n iff there are compatible rack actions Φ i,j : Q i → Aut(Q j ) which do not all preserve any Q j -complemented subquandle of any Q j .
The observation that a quandle Q j ⊂ Q may have subquandles which are Q j -complemented but not Q-complemented implies Corollary 7. Every non-connected quandle structure on U = Q 1 ∐· · ·∐Q n with Q i subquandles has an orbit decomposition recursively obtainable from quandles with orbit decompositions consisting of a subset of Q 1 ∐ · · · ∐ Q n .
Example 4. Let Q 1 , . . . , Q n be any finite collection of finite quandles, and define Φ i,j :
for all q ∈ Q j , so each Φ i,j is a rack action. Moreover,
for all i, j, k, so U = Q 1 ∐ · · · ∐ Q n is a quandle. This example shows that there is always at least one quandle structure on the union of any finite collection of finite quandles. Indeed, if the subquandles Q 1 , . . . , Q n are non-complementary, then the orbits of U are precisely Q 1 , . . . , Q n . This example is sometimes called the disjoint union of the subquandles Q 1 , . . . , Q n (see [10] ).
Example 5. Let Q i = {x i }, i = 1 . . . n be a collection of n singleton quandles. Then the only possible rack actions by automorphisms of singleton quandles on other singleton quandles are the identity actions, so the only quandle structure with orbit decomposition consisting of all singletons must have x i ⊲ x j = x i for all x i , x j ∈ Q, that is, the trivial quandle T n .
Suppose ρ : Q → Q ′ is an isomorphism of quandles, and let Q = Q 1 ∐ Q 2 ∐ · · · ∐ Q n be the orbit decomposition of Q. Then the restriction of ρ to each Q i is an isomorphism onto a subquandle Q ′ i of Q ′ ; it is not hard to see that Q
n is the orbit decomposition of Q ′ . Moreover, if we denote ρ| Qi = ρ i , we have
Hence we have Proposition 8. Let Q 1 , . . . , Q n be finite quandles. Then two quandle structures on the union U = Q 1 ∐ · · · ∐ Q n given by Φ i,j and Ψ i,j are isomorphic iff there are automorphisms ρ i :
Remark 6. We end this section with the observation that unlike lemma 2, theorem 2 is not an iff. That is, if we consider only quandle structures on Q 1 ∐ · · · ∐ Q n which have Q 1 ∐ · · · ∐ Q n as their orbit decomposition, we may miss some quandle structures whose orbit decomposition includes a union of some subset of Q 1 ∐ · · · ∐ Q n . This is a consequence of the fact that if there are only two subquandles in our list, then in order to make the action of each y ∈ Q ∐ Q ′ bijective, we must have x ⊲ y ∈ Q ′ for all x ∈ Q ′ ; however, if we have three or more subquandles, then x ∈ Q 1 and y ∈ Q 2 need not imply x ⊲ y ∈ Q 1 . For example, the quandle described in remark 3 in the next section may be considered as a union of three subquandles, but the given quandle structure is not obtained by rack actions of these three quandles on each other; indeed, two of the given subquandles are not Q-complemented. To find the structure maps, we note that the orbit decomposition of this quandle consists of two subquandles, one of the three and the union of the other two.
Quandle Matrices
The computation of all quandles of order n ≤ 5 in [7] illustrates that many quandle structures of small order are best understood as unions of disjoint subquandles. This observation naturally raises the question of how many different ways there are for two quandles to be put together, that is, how many quandle structures are possible on Q ∐ Q ′ which have Q and Q ′ as subquandles. Theorem 2 gives us an answer, but we need some more convenient notation in order to permit computations. The representation of quandles as matrices defined in [7] provides a solution to this problem.
Definition 5. Let Q = {x 1 , x 2 , . . . , x n } be a quandle. The matrix of Q, M Q , is the matrix abstracted from the operation table of Q by forgetting the xs and keeping only the subscripts. That is, we set (M Q ) ij = k where
Note that quandle axiom (i) enables us to deduce row and column labels and hence recover Q from M Q .
Example 7. The Alexander quandle Q 3 = Λ 3 /(t + 1) = {x 1 = 0, x 2 = 1, x 3 = 2} has operation table
A non-trivial quandle may have an orbit decomposition into trivial subquandles, as the next example shows. This illustrates the fact that the orbits of a quandle need not be connected. has orbit decomposition as T 3 ∐T 1 with rack actions F : T 3 → T 1 given by f 1 (x) = f 2 (x) = f 3 (x) = x and G : T 1 → T 3 given by g 4 (1) = 2, g 4 (2) = 3, and g 4 (3) = 1, that is, g 4 is the permutation (123).
Just as matrix notation provides a convenient way to specify finite quandles, we can use column vector notation to represent maps from one finite quandle to another. Specifically, given a map φ : Q → Q ′ where Q = {1, 2, . . . , n} and Q ′ = {1, 2, . . . , m} are quandles given by matrices M Q and M ′ Q , we can represent the map φ as the n-component column vector
. . .
Then a rack action F : Q → Aut(Q ′ ) may be represented as an m × n matrix where the ith column is the vector representation of f i : Q ′ → Q ′ . Lemma 2 then gives us an algorithm for determining all quandle structures on Q ∐ Q ′ , namely let Q = {1, 2, . . . , n} and Q ′ = {1, . . . , m} be quandles with matrices M Q and M Q ′ respectively. Then (1) For every m × n matrix F with columns which are permutations of Q ′ , check whether the matrix satisfies the rack action condition
(2) For every n × m matrix G with columns which are permutations of Q, check whether the matrix satisfies the rack action condition
For every pair F, G of such matrices, test the compatibility conditions
(4) For every pair F, G which passes steps (1)- (3), the block matrix
Conversely, given a quandle matrix Q M , we can read off the rack actions by simply interpreting Q M as a block matrix, after applying an isomorphism if necessary so that the subquandles form blocks.
We note that the generalization of this procedure to unions of more than two quandles does not give all possible quandle structures on the disjoint union of three or more subquandles, since this construction yields a quandle in which every given Q i is Q-complemented. For example, the quandle Q 3 × Q 3 has matrix 3 2 7 9 8 4 6 5 3 2 1 9 8 7 6 5 4 2 1 3 8 7 9 5 4 6 7 9 8 4 6 5 1 3 2 9 8 7 6 5 4 3 2 1 8 7 9 5 4 6 2 1 3 4 6 5 1 3 2 7 9 8 6 5 4 3 2 1 9 8 7 5 4 6 2 1 3 8 7 
which has no Q 3 × Q 3 -complemented subquandles. This quandle is isomorphic to the dihedral quandle R 9 whose three-subquandle decomposition was noted in [9] . Indeed, we can use the division algorithm to write a quandle matrix for Q × Q ′ where |Q| = n and |Q ′ | = m by identifying (x, y) with xm + y for x = 1, . . . , n and y = 1, . . . , m. Then the matrix of Q × Q ′ is the block matrix
where M Q = (q ij ) and M Q ′ are the matrices of Q and Q ′ respectively.
Remark 9.
In remark 2, we noted that if a finite quandle Q is a union of three or more subquandles, then x ∈ Q 1 need not imply x ⊲ y ∈ Q 1 for Q 1 ∈ Q. In the following example, the quandle Q is a union of three subquandles {1, 2}, {3, 4} and {5, 6}, and indeed there is an apparent block-matrix decomposition. However, because the subquandles {1, 2} and {5, 6} are not Q-complemented, the rack actions in 2 are not defined. As implied by corollary 2, this quandle is still described by theorem 2; we have only to note that the orbit decomposition of this quandle is {1, 2, 5, 6} ∐ {3, 4}.
Example 10. Axiom (ii) implies that the columns of a quandle matrix M Q are permutations of the set {1, . . . , n}. If the rows of M Q are also permutations, the matrix is called a Latin square. We call a quandle whose matrix is a Latin square a Latin quandle; it is easy to see that Latin quandles are connected. However, not every connected quandle is Latin; for example, the quandle with matrix 
is connected but not Latin. 1 Note that while the subquandle {4, 5, 6} forms a block in this quandle matrix, it is not Q-complemented.
Connected quandles are also sometimes called "transitive" ( [10] , for example); we note that it is the action of the whole quandle, not necessarily the action of each element, which is transitive in a non-Latin transitive quandle.
To check visually whether a quandle is connected, we may check the rows of the quandle's matrix; the orbit of the element i ∈ Q consists of all the entries is row i as well as all the entries in the rows whose row numbers are entries in row i, et cetera.
Algorithms and Maple code
We include some Maple code which implements the algorithm from section 3. This code is available from http://www.esotericka.org/quandles. Other portions of this file are described in [6] , and will not be described here to avoid redundancy. The author anticipates making improvements, additions, and bug fixes if necessary to the file.
We give short descriptions of each of the programs; the Maple code follows. cprod finds the matrix of the Cartesian product A× B given two quandle matrices A and B. It is worth noting that this program does not rely on A and B being quandles, but works as implemented for any matrices interpreted as binary operation tables, e.g., the Cayley table of a group, etc. ractiontest takes two quandle matrices A and B and tests whether the matrix M satisfies the conditions for being a rack action M : A → Aut(B).
ractionlist produces a list of all rack actions F : A → Aut(B), represented by matrices as described in section 3.
compattest tests the rack actions M : A → Aut(B) and N : B → Aut(A) for compatibility in the sense of theorem 2.
qunion finds all quandle structures on Q = A ∐ B in which A and B are both Q-complemented by generating all possible rack actions and testing them for compatibility. This program may be used recursively to find all non-connected quandles of order n, assuming lists of all quandles of order ≤ n are available.
To find the orbit decomposition of a quandle, we have three programs. subquandletest tests whether a given subset v ⊂ A is a subquandle; qcomptest tests whether the subquandle v ⊂ A is A-complemented, and orbdec uses these to determine the orbit decomposition of A.
Finally, we can use the orbit decomposition to improve the isomorphism-testing program described in [6] . The original version of this program simply tests all elements of the symmetric group Σ n treated as maps ρ : A → B, stopping when it finds one which is a homomorphism (and hence an isomorphism) or reporting "false" if it reaches the last permutation without finding an isomorphism. This is obviously slow at determining when two quandles are not isomorphic, especially for "large" values of n; we can speed it up significantly by first comparing the orbit decompositions. orbdecmat returns a list of the matrices of the subquandles in the orbit decomposition of the input quandle, converted to standard from with convert2stnd. isotest2 first compares these orbit decompositions, and if they match up in isomorphic pairs, it invokes the original isotest program; if not, it returns a value of "false". Replacing isotest with iostest2 in reducelist speeds up the list reduction process considerably. 
