raises a number of criticisms about the methods and reported results for eight studies of phonological processing from six different neuroimaging laboratories. We would freely admit that valid criticisms of PET methodology can be made and that, like any method, it has limitations; in fact, we and others have engaged in such critical commentary (Steinmetz & Seitz, 1991; Sergent et al., 1992; Démonet, 1995; Fiez et al., 1996a; Zatorre et al., 1996) . Poeppel's analysis, though, falls far short of providing new insights into the limitations of PET methodology or the means by which future functional imaging studies could be improved. Many of Poeppel's criticisms derive from a failure to understand some of the fundamental issues which motivate functional imaging studies, including those he reviews. However, we are grateful to our critic inasmuch as he offers us the challenge to clarify our positions on important aspects of our experimental design, analysis, and interpretation. In our discussion of these issues, we begin with a general commentary, followed by specific comments from individual authors.
same language processes show activation in non-overlapping cortical areas'' (p. 2). Poeppel is correct in his assertion that no region (or even more strongly, no set of regions) was found to be significantly active in every study. However, this raises a crucial question: Should the results converge to identify one area or set of areas which was equally active across all studies of phonological processing? We do not hold such an expectation, because we do not consider phonological processing to be a unitary function. Furthermore, we would note that differences between task comparisons, such as presentation parameters and the particular control conditions used for the comparisons, need to be considered when evaluating the results across studies. In the first two sections below, these issues are addressed in detail. Contrary to Poeppel's claims, we conclude that: (1) the experiments were not all very similar, and (2) the experiments should not necessarily isolate the same set of language processes. While these factors need to be considered in evaluating why there is not complete overlap between studies, it is also true that there are similarities between some of the tasks, and thus one might expect to find some areas of activation in more than one task condition. Contrary to Poeppel's thesis, such converging activation can be found, and in the third section below we illustrate this point by examining the activation found in the left inferior frontal gyrus across different task comparisons. Finally, in the concluding sections we discuss Poeppel's claim that many of the problems he outlines were caused by poor experimental designs and inherent limitations of the PET methodology. Poeppel's (1996) assessment of similarity seems to rest upon the conclusion that, ''Specifically, the studies reviewed here use rhyme judgments to engage phonological processing'' (p. 7). In reaching this conclusion, several major issues are ignored. Most importantly, not all ''rhyme'' judgments are equivalent. Though in all of the studies reviewed by Poeppel subjects were asked to make judgments about the ''sounds'' of stimuli, these judgments were not identical. One obvious distinction is the type of segmentation subjects needed to perform in order to make the appropriate sound judgments. Thus, some tasks required the stimuli to be segmented into syllables (Démo-net et al., 1992 (Démo-net et al., , 1994a , while others required the stimuli to be segmented into either an onset consonant/consonant cluster and the remainder of the syllable (termed the 'rime') (Petersen et al., 1989; Sergent et al., 1992; Paulesu, Frith, & Frackowiak, 1993 , Paulesu et al., 1996 , or individual phonemes (Démonet et al., 1992 , 1994a , Zatorre et al., 1992 . There is a wealth of empirical evidence that phonemes, rimes, and syllables represent fundamentally different phonological units, with differences in factors such as:
Are the Reviewed Experiments Very Similar?
(1) their acoustic properties (Gleitman & Rozin, 1977; Treiman, 1985) , (2) the ages at which children can manipulate them as phonological units (Backman, 1983; Stanovich, Cunningham, & Cramer, 1984; Goswami, 1993) , and (3) their relationships to orthographic units (Gleitman & Rozin, 1977; Petersen & Haines, 1992; Goswami, 1993; Treiman, 1994) . It is thus not surprising that detailed linguistic and computational models of speech production, speech reception, and word recognition have made explicit distinctions between these units (Selkirk, 1982; Levelt, 1989; Norris, 1994) .
There are other differences between the task conditions reviewed by Poeppel (1996) which should be noted. Unfortunately, these differences are not highlighted in either the text or Table 2 (which summarizes the tasks) of Poeppel's review. For instance, the tasks differed in terms of: (1) the shortterm memory load they imposed (e.g., compare Sergent et al., 1992 and the verbal working memory task of Paulesu et al., 1993) ; (2) modality of presentation: auditory (Démonet et al., 1992 (Démonet et al., , 1994a Zatorre et al., 1992; Démonet et al., 1994a) or visual (Petersen et al., 1989; Sergent et al., 1992; Paulesu et al., 1993 Paulesu et al., , 1995a Paulesu et al., , 1996 ; (3) the rate of stimulus presentation, which ranged from 1 item every 3 sec (Démonet et al., 1992 (Démonet et al., , 1994a ) to 1 item every second (Paulesu et al., 1993 (Paulesu et al., , 1995a (Paulesu et al., , 1996 ; (4) the type of stimulus item: words (Petersen et al., 1989; Zatorre et al., 1992) , nonwords (Démonet et al., 1992; Zatorre et al., 1992; Démonet et al., 1994a) , or letters (Sergent et al., 1992; Paulesu et al., 1993 Paulesu et al., , 1995a Paulesu et al., , 1996 ; and (5) the number of times the items were presented to each subject, which ranged from once per subject (Petersen et al., 1989) to multiple times per scan (Paulesu et al., 1993 (Paulesu et al., , 1995a (Paulesu et al., , 1996 . All of these factors may have profound influences on the results. For instance, the types of processing used to perform a phonological task may vary depending upon whether the stimulus is auditory or visual (Baddeley, 1990) , the influence of stimulus presentation parameters has been demonstrated by Price et al. (1994) , and prior exposure to a stimulus item can affect not only subsequent performance on a task which uses the item (Scarborough, Cortese, & Scarborough, 1977; Monsell, 1985) , but also may affect the bloodflow response to the items (Squire et al., 1992; Buckner et al., 1995) .
Finally, Poeppel (1996) also failed to carefully consider the paramount importance of the baseline condition in the task comparisons he examined. Differences in the control condition used in each study account for some of the ''non-overlapping'' activation patterns. For instance, in the phoneticpassive speech comparison reported by Zatorre et al. (1992) there is no reason to expect activation of the superior temporal gyrus, since this region should be activated in both conditions. The situation is entirely different from other studies, in which activation of this region might be anticipated because there was no auditory input in the reference condition. Moreover, when the phonetic condition was compared to the noise condition (in which there was an absence of any speech-related acoustic feature), activation was found in the superior temporal gyrus, along with activation in Broca's area (Zatorre et al., 1996) . Other specific examples illustrating the importance of the control condition are noted in the specific comments below.
Were the Experiments Designed to Isolate the Same Language Process?
Among the main concerns for our critic was the search for THE region crucial to a specific, core phonological function that should have been identified by all studies. He notes that, ''Ideally, one area or set of areas would always be implicated in phonological processing, because some underlying elementary computation required for phonological processing must be consistently active if phonological processing is, in fact, invoked by the tasks'' (p. 23). Only later in the text does Poeppel (1996) raise the possibility that phonological processing may not be a unitary psychological operation (pp. 29 and 32), at which time he concludes that (1) this possibility has been unacknowledged by PET researchers, and (2) this may be a ''more charitable interpretation'' (p. 23) of his no-overlap result.
Contrary to Poeppel's claim, the notion that phonological processing is unlikely to be a unitary psychological operation has been acknowledged by PET researchers: ''Cognitive tasks engage an intricate variety of mental operations . . .'' (Sergent et al., 1992) , ''Our results support a multicomponent model for the articulatory loop . . .'' (Paulesu et al., 1993) , ''It is consistent with our data to suggest that phonological processing is accomplished through a network . . .'' (Zatorre et al., 1992) , ''It may be that this activation is associated with a 'phonemic' component of inner speech which is itself a complex phenomenon.'' (Démonet et al., 1992) , ''There also seems to be independence in the phonological input and output codes'' (Petersen et al., 1989) .
Furthermore, we would argue that it is not more charitable to assume that phonological processing is not unitary, but rather that it is more reasonable. In the broadest sense, phonological processes can be characterized as: (1) processes related to the perception of spoken words, (2) transformations related to the way visual and auditory words sound or are spoken, and (3) the generation of the articulatory/sound-based codes necessary for the production of words. These different transformations involve a variety of processes which have been both theoretically and empirically distinguished. For instance, some processes appear to be more acoustically based, while others appear to be more articulatorily based (e.g., see Shallice, McLeod, & Lewis, 1985; Baddeley, 1990) . At times, the distinction between articulatory versus acoustic coding may not even be clear (Gleitman & Rozin, 1977) . As noted above, there are also differences in the level at which the phonological analysis is computed, ranging from the level of the whole word to the individual phoneme (Gleitman & Rozin, 1977; Besner & Davelaar, 1983; Treiman, 1985) . Other more basic perceptual levels may also be important (Tallal & Piercy, 1973) .
Thus, even though all of the studies reviewed by Poeppel (1996) utilized ''phonological'' tasks, the specific types of phonological processes required REPLY to perform each task varied, as did other more general components of each task (as discussed above). Given this fact, it would be surprising to find that every study of phonological processing produced the same degree of activation in the same set of areas. In fact, the idea that phonological tasks do not involve a unitary psychological operation has been directly addressed in past PET studies. For instance, Démonet et al. (1994a) demonstrated that variants of a phoneme monitoring task produced different activation patterns, suggesting that under the influence of certain experimental constraints, such as phonetic ambiguousness and sequential processing, different cognitive strategies and neural systems may be used to solve these tasks.
Was Activation Found in Nonoverlapping Cortical Areas?
Though each experimental task was unique, this is not to argue that all of the phonological processes involved in performing each task were also unique to each study. As noted by Poeppel (1996) , there are also similarities between different tasks, and it should be expected that some regions of activation should be found in more than one study. In fact, as will be discussed more extensively in the specific comments below, across the studies a number of common areas of activation emerge. To claim that there is ''nooverlap'' or ''sparse overlap'' is a misstatement of the facts. Consider, for instance, the locations of activation reported in the left inferior frontal gyrus across the studies reviewed by Poeppel (1996) . The coordinates of the activation peaks located in this area in these studies have been listed in Table 1 . The standard deviations of the mean coordinates that have been computed in Table 1 are smaller than the final spatial resolution of PET images (more than 10 mm). Thus, we think that the anatomical coherence across different experiments is in fact quite an achievement given that the various experiments were performed with different PET scanners (with different spatial resolutions and processing of sinograms), and with different methods of de-livering radioactive water. Even more crucially, the sample size (number of subjects scanned and number of task replications performed by each subject) varied considerably, and data analysis was performed with three different methods.
Not only has there been an impressive amount of convergence in the activation found within the left inferior frontal gyrus (Broca's area), there has also been a general convergence in the interpretation placed upon this activation. Specifically, a number of investigators have theorized that the region may be involved in some form of subvocal articulatory representation: ''Our results indicate that Broca's area is crucial to the subvocal rehearsal system . . .'' (Paulesu et al., 1993) ; ''We propose that in making the phonetic judgement, subjects must access an articulatory representation involving neural circuits that include Broca's area'' (Zatorre et al., 1992) ; ''It may be that this activation [in Broca's area] is associated with a 'phonemic' component of inner speech which is itself a complex phenomenon'' (Démonet et al., 1992) ; and ''The region may be involved in retrieving some form of internal representations about the way a stimulus sounds . . . This type of representation might be based in part upon high-level articulatory coding'' (Fiez et al., 1995) . Needless to say, further research will be needed to reach complete consensus on the specific contributions of Broca's area, and to answer the question of whether this larger area may contain functional subregions (Zatorre et al., 1996) . However, this example, along with others discussed in the specific comments below, leads us to a conclusion quite different from that of our critic: converging activation across studies can be found, and progress in understanding the functional localization of areas involved in phonological processing is being made.
We do acknowledge to our critic that there are areas of genuine nonoverlap across our data (e.g., the inferior temporal gyrus activation seen by Démonet et al. (1992) and the right hemisphere involvement seen by Paulesu et al. (1993) , which is associated to short-term memory tasks only in the subsequent analysis reported by Paulesu et al. (1995a Paulesu et al. ( , 1996 ). As a general comment, we expect that non-overlapping data due to experimental noise (i.e. false positives in a statistical sense) will be dropped from the literature by lack of replication. We regard this event as a natural part of the scientific enterprise without any sort of anxiety. In fact, it would be very surprising if there were not false positives or, indeed, false negatives in all of these data. On the other hand, nonoverlap due to non-trivial experimental design differences (e.g., modality of stimulation) is expected by us to be the center of exciting experimental work for future enquiry.
What Criticisms Can Be Made about PET Experimental Design and Analysis?
After outlining the problem (no-overlap in the results), Poeppel (1996) goes on to analyze several factors which may have caused the problem: ''It is argued that this sparse-overlap result is due (1) to insufficiently detailed task decomposition and task-control matching; (2) to insufficient contact with cognitive psychology, psycholinguistics, and linguistic theory; and (3) to some inherent problems in using subtractive PET methodology to study the neural representation and processing of language.'' While we agree that these are important factors to be considered in the experimental design and interpretation of PET studies, we would argue that Poeppel's analysis of them is in many cases superficial and incorrect, as discussed below.
Has There Been Insufficient Task Decomposition and Task-Control Matching?
In evaluating the experimental design of the studies he reviews, Poeppel's (1996) criticisms arise mainly from the belief that, ''the goal of the experiments is the isolation of a specific cognitive computation'' (p. 5). Thus, by discussing how each task can be ''decomposed'' into several subcomponents, Poeppel is able to conclude, for each of the task comparisons he examines, that a phonological process was not isolated. However, the suggestion that elementary cognitive operations exist and that they can be localized does not mean that PET researchers expect a single task comparison to isolate one of these elementary operations. Statements contrary to this belief have been made numerous times, with various authors emphasizing that: (1) the elementary operations for any complex function (such as phonology) are incompletely understood Sergent et al., 1992) , (2) it is impossible to design task and control pairs which differ by only one elementary operation Sergent et al., 1992; Démonet, 1995) , (3) any language task is likely to activate a set of distributed regions Wise et al., 1991; Sergent et al., 1992; Démonet, 1995; Fiez et al., 1996a) , (3) some processes may occur even though they are not required for successful performance of a task (Sergent et al., 1992; Démonet, 1995; Price, Wise, & Frackowiak, 1996) , and (4) there may be differences in how individual subjects perform a given task (Démonet et al., 1994a; Shaywitz et al., 1995; Fiez et al., 1996b) .
Given the fact that a single subtractive comparison can hardly isolate a given language operation, it has been argued numerous times that it is important to consider results from other task comparisons and from other methodologies (Sergent et al., 1992; Démonet, 1995; Fiez & Petersen, 1993; Zatorre et al., 1996) . Poeppel ignores such converging evidence in every task decomposition ''analysis'' he makes, as illustrated through several detailed examples provided in the specific comments below.
Has There Been Insufficient Contact with Other Disciplines?
One of Poeppel's (1996) most pointed criticisms is that PET researchers have had insufficient contact with cognitive psychology, psycholinguistics, and linguistic theory. More specifically, ''The experiments do not look to concepts beyond intuitive notions of phonological processing. There is no contact with any theoretical framework or model, and there is only sparse reference to any psycholinguistic work that investigates speech or phonological processes'' (p. 31). This statement ignores the fact that, as clearly indicated by their author and reference lists, every one of the studies reviewed by Poeppel was motivated in part by findings from cognitive psychology, psycholinguistics, and/or linguistic theory, and in some cases these studies were performed in collaboration with well-respected individuals in these fields. For instance, the study reported by Paulesu et al. (1993) was explicitly motivated by the model of verbal working memory proposed by Baddeley and colleagues (1990) , which in turn was formulated to account for results obtained from over 25 years of behavioral evaluation of both normal and brain-damaged populations. Other examples of this point are presented in the specific comments below.
It is unclear from Poeppel's (1996) critique exactly what he would consider to be sufficient contact with other disciplines, and which disciplines he considers to be worthwhile. For instance, while as noted by our critic that there are elegant models of phonological processing (e.g., see Levelt, 1989; Marslen-Wilson, 1989 ), these models are based upon extensive theoretical analysis and the combined results from many empirical investigations. These models, in many instances, are not meant to provide an evaluation of the specific components of a given task, but rather to provide a framework for understanding complex processes. For this reason, in designing a paradigm PET investigators may be motivated by a model, but will still need to select particular tasks. In general, the tasks are chosen on the basis of experimental evidence that: (1) they involve some form of phonological processing, and (2) the phonological demands of the tasks differ from other task and control conditions used in the study.
Furthermore, most imaging studies have relied upon tasks in which the stimuli and the subjects' responses can be defined and constrained, in the traditions of experimental psychology. Poeppel (1996) appears to question the ecological validity of such tasks, implying in a number of instances that the tasks are invalid because they are unnatural: ''The tachistoscopic presentation of two visual items . . . does not constitute a typical language processing computation . . .'' (p. 12) or ''Listeners typically do not break down the speech stream into pairs of temporally adjacent CVC strings . . .'' (p. 10). We would argue that, generally speaking, the degree to which an experimental task mimics a real-life event is of only marginal relevance. It is certainly true that the tasks are artificial, but whether this is necessarily bad depends upon one's aims: is the objective to carry out a controlled experiment or to reproduce naturalistic conditions? It is generally impossible in experimental science to do both, for experiments require that certain variables be controlled while others be systematically manipulated, and this does not usually obtain outside the laboratory. Experimental psychology is full of strange and bizarre tasks that have proven to be important despite their lack of ecological validity. Rats don't usually swim around in tubs of milk, and people don't usually spend much time looking at upside-down letters and deciding whether they are mirror-imaged. Yet the Morris water maze (Morris, 1981) and the Shepard mental rotation task (Shepard & Cooper, 1982) are classic paradigms used to explore specific mental processes (involving spatial memory and visual imagery, respectively).
Finally, we would note that at no point does Poeppel (1996) make any constructive remarks or suggest any concrete ways that experimental paradigms could be improved. Our critic repeatedly raises the criticism that past experiments have not been sufficiently motivated by psycholinguistic models, but does not specifically address how those models could or should have been used to construct experiments. While it is easy to criticize, it is far more difficult to devise experimental task pairings that: (1) could actually be implemented, (2) would meet all of the criteria he outlines for successful task decomposition and task-control matching, (3) would use ''natural'' language tasks, and (4) would meet with general agreement upon what was being measured.
Are There Inherent Problems in Using the Subtractive PET Methodology?
In discussing the limitations of PET methodology, Poeppel (1996) concentrates upon several facts. First, he comments that differences in experimental task parameters (such as presentation rate) may produce variability in the results. This is of course true, as discussed in the previous sections. Some investigation of the effects of such parameters has already occurred (Price et al., 1994; Raichle et al., 1994; Haxby et al., 1995) , and we expect similar studies will continue in the future. At this point in time, it seems unreasonable to expect the analysis of various task parameters to have been completed. Second, Poeppel (1996) notes that in most PET studies multiple trials are performed during a scan. Again, we would agree that this statement is true. While a difference image represents the mean change across multiple trials, we fail to see why this is necessarily a weakness. Most studies in cognitive psychology, for example, utilize mean or median reaction times to evaluate cognitive processes, and in both ERP and MEG studies averaged wave-forms are typically produced (and even subtracted from one another). In all cases, including PET, we would argue that significant contributions to our understanding of cognitive processes have been made through the analysis of such averaged data.
Third, Poeppel (1996) states that cognitive processes may not add in a hierarchical fashion. This is a weak assumption of many PET experimental designs. Unlike studies of reaction time (Donders, 1969; Sternberg, 1969) , however, violation of this assumption does not necessarily make the results uninterpretable. By comparing across multiple levels in a hierarchical design, areas that violate the hierarchical assumption can, in some cases, be directly identified (Fiez et al., 1996b) . Recognition of this fact has led investigators to compare task conditions to multiple control conditions (Démonet et al., 1992; Sergent et al., 1992; Price et al., 1994; Awh et al., 1996; Buckner et al., 1995; Courtney et al., 1996; Zatorre et al., 1996) .
Fourth, Poeppel (1996) claims that subtraction has the built-in assumption of forward-only processing. It is unclear to us, except through misinterpretation of Sergent et al.'s (1992) presentation, why this argument is made. Comparison images simply portray differences between two conditions. There is no fundamental assumption about the sources of neuronal activity which produce these differences, and therefore there is no a priori reason to assume only bottom-up effects can be found in PET difference images. On the contrary, experimental designs explicitly directed towards isolating top-down effects have been successful (e.g., see Corbetta et al., 1991; Haxby et al., 1994) .
Fifth, Poeppel (1996) argues that subjects may automatically activate representations not relevant to the task at hand. This issue has been raised by others (Sergent et al., 1992; Démonet, 1995) and more recently has become a focus of investigation (Price et al., 1996) . Several strategies for evaluating and overcoming the effects of such incidental activation have been developed. For instance, comparisons have been made using control conditions which do not invoke automatic lexico-semantic processing (Démonet et al., 1992; Paulesu et al., 1993 Paulesu et al., , 1995a Paulesu et al., , 1996 Fiez et al., 1996b; Price et al., 1996; Zatorre et al., 1996) , multiple task comparisons have been used to evaluate whether changes can be accounted for by such incidental activation (Démo-net et al., 1992; Price et al., 1996; Zatorre et al., 1996) , and tasks have been developed which direct attention to different aspects of the same (or similar) linguistic input (Démonet et al., 1994a; Fiez et al., 1995; Zatorre et al., 1996) .
SPECIFIC COMMENTS

Comments by J. F. Démonet
One of the most common and recurrent source of controversy between mind-related scientists (such as linguists or psychologists) and brain-related specialists (such as neurologists) has been the absence of obvious, one-toone, relationships between the fine-grained theoretical entities elaborated by the former and the ''objects'' primarily described by the latter (namely, neural structures in the brain, defined to various degrees of spatial resolution and refinement). Although precursors such as Sigmund Freud acknowledged early on that the brain correlates of language functions may well be a vast, continuous domain, spreading over the left hemispheric perisylvian cortex, it took a century or so before aphasiologists described the ''distributed anat-omy'' (Alexander, Hiltbrunner, & Fischer, 1989 ) of certain aphasic dysfunctions (e.g., lexical semantic comprehension deficits); that is, different lesion sites, representing interconnected cortical regions, account for the existence of particular aphasic symptom(s), suggesting that a network (in accordance with theoretical views proposed, for instance, by Mesulam, 1990 ) made of these interconnected regions subserve language function(s) that are impaired by the lesions. Analyzed in this way, the aphasiological data, though still complex, are less difficult to interpret. Indeed, the fact that different lesion sites have been associated with phonemic disorders does not imply that such data are unreliable or irrelevant, contrary to what Poeppel (1996) seemed to suggest. Moreover, again at variance with our critic's views (pp. 24-25, 37), I think that functional imaging methods have a great heuristic value for cognitive neuroscience because they use a new experimental paradigm, namely cognitive activation, and produce results that are independent of the previously unique lesion-based framework. Evidence from activation studies are therefore crucially contributive to a refined, better-accounting, neurocognitive model.
However, it seems reasonable to assume that the same type of brain/language isomorphism will prevail within the new model as in the aphasiological model, i.e., the brain counterpart(s) of language function(s) are activated networks or neural ensembles distributed over the cortex rather than isolated ''foci'' of activation. Here lies one of the most frequent pitfalls of functional imaging for the naive reader. The analysis and presentation of results is primarily based on the subtractive method seeking for significant increases of blood flow in a given experimental condition or task when another one is considered as reference. Because of the fundamental parallelism of language process and the automatic engagement of many of them in any language task, a single subtractive comparison can hardly isolate a given language operation (e.g., loading the phonological store). Rather, only the combination of several comparisons (e.g., the factorial design of Paulesu et al. 1993 's study) permits a relative isolation of such functions. Moreover, from a practical point of view, PET studies produce data that are not easy to present to nonspecialists. The use of harsh significance thresholds (to reduce the number of false positives) and the massive amount of available data frequently oblige investigators to present images (perhaps too attractive images) of only selected subtractive comparisons, with few significant pixels, sometimes restricted to a single brain region, representing the very top of the observed activation peak(s). However, a detailed analysis of the results, involving all the across-task comparisons (not only the ''main'' one) effected and reported (including possible ''decreases,'' i.e., blood flow increases induced by the reference condition or even ''real'' decreases by comparison to rest), shows that only in few studies are the results concentrated in a single focus; rather, several foci are usually identified. These foci are likely to represent some of the main nodes of the left perisylvian network that subserves various as-pects of phonological processes and that is differentially activated, to various degrees of intensity and extent, by any language task.
The activated triad: Broca's area, Wernicke's area, left supramarginal gyrus. Taken as a whole, the results from studies using PET and phonological tasks generally suggest that three main regions were found to activate, in various combinations: namely, the left inferior premotor frontal region close to Broca's area, the medial and posterior parts of the left superior temporal gyrus close to Wernicke's area, and the inferior part of the left supramarginal gyrus. Why was this threefold pattern not always observed in each of the ''targeted'' studies?
Broca's area was activated in Zatorre et al. (1992 Zatorre et al. ( , 1996 , Démonet et al. (1992 Démonet et al. ( , 1994a , Paulesu (1993 Paulesu ( , 1995a Paulesu ( , 1996 , Sergent et al. (1992) , and Fiez et al. (1995) . Thus, the only study in which this area was not activated was that from Petersen et al. (1989) . This apparent absence of overlap is probably the easiest to account for. The control or reference task used to contrast with the rhyming task (using real words) was passive viewing of the same type of word pairs. As recently shown by Price et al. (1994 Price et al. ( , 1996 , passive reading of real words is an experimental condition that elicits Broca's activation probably because of an automatic and irrepressible access to a phonological output lexicon and a subsequent phoneme-motoric concatenation process. Thus it is most likely that the passive viewing control task used by Petersen et al. (1989) subtracted out the participation of Broca's area in their rhyming task.
Wernicke's area was activated in Sergent et al. (1992) , Démonet et al. (1992) , Petersen et al. (1989) , and Paulesu et al. (1993 Paulesu et al. ( , 1995a Paulesu et al. ( , 1996 . The absence of activation in Zatorre et al. (1992) is again easily accounted for by the passive listening to language stimuli that was used as control task against their rhyming task.
The inferior part of the left supramarginal gyrus was activated in Paulesu et al. (1993 Paulesu et al. ( , 1995a Paulesu et al. ( , 1996 , in Démonet et al. (1994b) in a location (x, y, z ϭ Ϫ52, Ϫ26, 20) which is very close to that described by Paulesu et al's 1993 (x, y, z ϭ Ϫ44, Ϫ32, 24) , and also, though signals were weaker and further apart, in Petersen et al. (1989) . Signals reported by Zatorre et al. (1992) in their rhyming tasks seem to lie in too distant a location to be in full agreement with other results. Finally, it might be that the absence of activation in this region in the Sergent et al's (1992) study reflects too low a loading of phonological storage in their rather simple letter rhyming task. Indeed, Paulesu et al. (1993 Paulesu et al. ( , 1966 ) also found that this region was not activated by a very similar task when compared to its visual counterpart. This activation was not identified either by Démonet et al. (1992) in their original study, and was only demonstrated by these authors after across-scan realignment in the same data set, which increased the sensitivity of across-task comparisons (Démonet et al., 1994b) . However, this activation was reported only in the comparison between the complex, sequential, phoneme monitor-ing task (Phonemes) and a sequential, lexical semantic task (Words), whereas, even after image realignment, no significant signal was detected in the comparison between Phonemes and a nonverbal task consisting of monitoring rising of pitch in triplets of pure tones (Tones). This is so because the level of activity in this region is almost the same for Tones as for Phonemes. Compared to Words, Tones therefore significantly activated the inferior part of the left supramarginal gyrus (x, y, z ϭ Ϫ48, Ϫ28, ϩ16, Z ϭ 5.9, unpublished observation) even though the main focus of activation elicited by Tones is located in an homologous temporoparietal region in the right hemisphere, whatever the reference task, as repeatedly published (e.g., against Words: x, y, z ϭ 52, Ϫ26, 20 in Démonet et al., 1992 and against Phonemes: x, y, z ϭ 48, Ϫ42, 20 in Démonet et al., 1994a) . Moreover, in Démonet et al.'s (1994a) follow up study, Tones was compared not only to the original, complex Phoneme task but also to variants of this task. Again, no significant difference in the left supramarginal gyrus was noted between Tones and the most complex variant (unpublished observation); increase of blood flow for Tones was only significant when compared to an easy variant of the task (called Detect) or to all variants pooled together (in which the influence of the most complex task was reduced).
These results suggest therefore that (a) simple phoneme monitoring tasks and a lexical semantic task both correspond to a relatively weak loading of phonological storage and only modest activation of the inferior part of the left supramarginal gyrus, whereas (b) the Tones task and a complex, sequential, phonological task both induce marked involvement of this region. These findings suggest the implication of two functional systems. One is predominantly distributed over the left perisylvian cortex and deals with phonological short-term memory and the other, which is predominantly distributed over the right-sided homologous regions, is possibly involved in short-term memory for tones (see also Zatorre et al., 1994) .
This interpretation is strongly supported by results from Paulesu et al. (1995b) . These authors described relative rCBF decreases in the supramarginal gyrus in an auditory word perception task as compared to a tone perception task. Results described in both Paulesu's and Démonet's papers fit considerably well with the observation that unattended tones have as much of a disruptive effect on verbal short-term memory tasks as unattended speech (Jones & Macken, 1993) .
Brain activation, phonological short-term memory, and phonology. Altogether, these results constitute impressive evidence in favor of the involvement of the inferior part of the left supramarginal gyrus in phonological storage. More specifically, the intensity of activation of this region seems related to the amount of loading of the phonological store. This loading (see also comments from E. Paulesu) was very low in the case of Paulesu Démonet et al.'s (1992) complex phonological task and, of course, at the limit of span for the (non-rhyming) phonological shortterm memory task devised by Paulesu et al. (1993 Paulesu et al. ( , 1995a Paulesu et al. ( , 1996 .
Therefore the model of the articulatory loop proposed by Baddeley (1990) seems in good accord with several empirical findings on brain activation during phonological tasks and this was, for a change, conceded by Poeppel (1996) . Such an accord between a psychological theory and brain-related empirical data raises indeed an important theoretical question that should be carefully addressed by the whole neuro/cognitive community and which certainly deserves a comprehensive review paper: might it be the case that ''transversal'' functions, such as short-term memory or attentional processes, have more direct contacts with the neural substrates of cognitive functions than do ''modular'' entities, such as linguistic concepts (particularly those manipulated by Phonology)? May the latter be temporary by-products or abstract entities that emerge, at the ''behavioral surface,'' when the former are processing signals ''in depth?''
Specific Comments by E. Paulesu
Functional brain imaging is a new field of considerable complexity. The conduct of experiments in this field requires contributions from many areas, including physics, cognitive psychology, neuroanatomy and statistical image processing. Typically, papers in this field have many authors in order to cover all these disciplines. Poeppel (1996) is certainly to be congratulated for his article. In spite of his ignorance about most of the relevant disciplines, his meta analysis is quite impressive. Nevertheless it was inevitable that he should make many errors and misunderstand certain vital points. The issues of general interest raised by our critic have been already discussed in the joint commentary with Démonet, Fiez, Petersen, and Zatorre. Many of the comments made by Démonet reflect common views which have developed during long discussions. These have also involved Chris Frith, Uta Frith, and Richard Frackowiak. I also largely agree with the personal comments made by Petersen and Fiez and by Zatorre. Accordingly, I will not comment to any greater extent on the anatomical architecture of the phonological loop (for recent views on this topic, see Paulesu et al., 1996) . Here I will just comment on a few more specific points which concern the criticisms of the work that I have done with my colleagues Chris Frith, Richard Frackowiak, and Uta Frith on the functional and dysfunctional anatomy of the phonological loop (Paulesu et al., 1993 (Paulesu et al., , 1995a (Paulesu et al., , 1996 .
The experimental design of Paulesu, Frith, and Frackowiak (1993) . Poeppel (1996) accuses us of not being diligent in applying the constraints of the cognitive subtraction technique (for a discussion of advantages and limitations of cognitive subtraction, see Frackowiak & Friston, 1994) . This is far from being true, and I hope that the following comments will show how cognitive subtraction can be used in a more sophisticated way than only in experiments with one factor and two levels. The aim of our experiment was to identify the anatomical substrates of the phonological loop as a whole, and of its components, the subvocal rehearsal system and the phonological short-term store (for a brief review on the cognitive architecture of the phonological loop, see Baddeley, 1990 ). From cognitive psychology and cognitive neuropsychology we knew that verbal span tasks engage both components of the loop (Baddeley et al., 1990) , while phonological awareness tasks, such as rhyming task for single words, involve the rehearsal system while putting minimal demands on short-term storage (Burani et al., 1990) . To meet our aims, a paradigm was needed which allowed a comparison of phonological tasks with nonphonological tasks, and of a verbal span task with a phonological awareness task, while minimizing confounding factors (for a diligent presentation of our paradigm, see the article by Poeppel, 1996) . The dogmas of cognitive subtraction, as taught simplistically to undergraduates, predicates the use of tightly matched pairs of tasks in hierarchical designs. A pedantic use of these notions wouldn't have been very useful in our case; rather, our needs seemed best satisfied by a factorial design where the two factors of interest were combined in a single, repeated-measurement factorial experiment [factors were: nature of stimuli (phonological and nonphonological); nature of the task (delayed matching and immediate matching)]. As we were interested in the phonological loop as a model of inner speech (Baddeley, 1990; Frith, 1992) , stimuli were presented visually. To minimize the contribution of lexical and semantic components in our tasks, we used consonant letters or simple non-symbolic line drawings derived from the Korean alphabet. Tasks were therefore performed silently and performance was assessed using a probe recognition paradigm in which subjects responded to probes by moving a joy-stick. The actual tasks were a phonological short-term memory task and a rhyming task for consonants, and a delayed and immediate matching task for Korean letters. This design had a number of advantages. In the first place it allowed identification of the anatomy of the phonological loop as a whole. As specified in our paper, the anatomy of the phonological loop was collectively identified by joint comparison of the two phonological tasks with the baseline tasks to define a main effect of phonological processing, using an appropriate linear contrast in a post-hoc analysis of repeated measures AN(C)OVA (for an accessible overview of the statistical techniques used for image analysis, see Frackowiak & Friston, 1994) . We believe that this comparison retains a considerable heuristic value, as it defines the brain areas where a phonological span task and a rhyming task are expected to overlap within a phonological loop. Not surprisingly, maximum overlap of the different experiments on phonological processing falls within the boundaries that we have identified in this way. Given the strong anatomical consistency across different experiments, it can be predicted that this will be the anatomical scenario where it should be possible to characterize, in physiological terms, classical psychophysical effects which occur during working memory tasks, such as the word length effect or the unattended speech effect. Another advantage of our design was that, as a means to identify anatomical counterparts of phonological short-term storage, the difference between the phonological span task and the rhyming task could be accessed as an interaction effect between factors identified by a difference of a difference: [(phonological short-term memory-visual shortterm memory)-(rhyming-shape similarity)]. Indeed, direct comparison of the two phonological tasks, as predicated by a simplistic model of cognitive subtraction, would have been extremely problematic. The format of these two types of tasks is very different. For example, in the rhyming task subjects make a (phonological) judgment for each stimulus, regardless of whether the present stimulus is a target or a distractor. This could be a rather powerful confound as we know from other studies that rCBF changes may depend on the rate on which a given operation is performed. In addition, as span tasks may depend on a marginal contribution of the executive components of working memory (Baddeley and Hitch, 1974) , a direct comparison between a verbal span task and a rhyming task could have shown spurious activation related to cognitive components other than those of the modest slave system of working memory that we were interested in. On the other hand, it can be readily seen in the simple equation presented above that computation of the interaction effect keeps executive components of working memory under control, thus isolating the verbal short-term storage component.
Differences between Sergent et al. (1992) and Paulesu et al. Perhaps the mismatch across experiments that Poeppel (1996) sees as the most serious is the one between the rhyming task for letter names (compared to object drawings) of Sergent et al. (1992) and the same rhyming task (compared to shape judgement for non-symbolic line drawings) of Paulesu et al. (1993 Paulesu et al. ( , 1996 (see also Note 1 and Note 2). The results of the two studies differ in that the locations of activation in Broca's regions are apparently different, if one bases his assessment on a putative distribution of Brodmann's areas (BA) from a stereotactic atlas (see Note 1). The danger of using putative distributions of (contiguous) Brodmann areas for meta-analysis is discussed in Note 2. In the first place, it is noteworthy that two different baselines were used in the two experiments, a sufficient reason to justify slightly different results. As for the differences in stereotactic coordinates in ventral inferior frontal cortex, Sergent et al. (1992) asked their subjects to bite their tongue during all tasks, in order to discourage covert articulation, and this may have produced a similar level of activation in the experimental and baseline tasks in the most posterior parts of left ventral premotor cortex (putative Brodmann's areas 6 and 44). In addition, it is important to remember that the results of Paulesu et al. (1993) were presented as a main effect of phonological processing and therefore refer to the areas of commonality between a phonological short-term memory task and a rhyming task (see note 3). Such analysis was perfectly justified on many cognitive grounds, as, for example, performance on both types of tasks is disrupted by articulatory suppression (for review, see Gathercole and Baddeley, 1993) . Our critic should therefore not be confused, as in the Paulesu et al. (1993) paper he is not actually seeing the results of the rhyming task analyzed on its own. When the results of the rhyming task are analyzed independently (Paulesu et al., 1996 ; see Note 4), the similarity of the location of Broca's area activation with that found by Sergent et al. (1992) is even more striking. Paulesu et al.'s (1996) data suggest involvement of the triangular portion of the inferior frontal gyrus in rhyming tasks (putative BA 45), together with the opercular portion of the gyrus and premotor cortex (putative BA 44, 6). Involvement of the opercular portion of the inferior frontal gyrus is at any rate confirmed for phonological short-term memory tasks as well (Paulesu et al., 1996) .
Additional notes. NOTE 1. Sergent et al.'s (1992) activation foci fall at the junction of putative BA 44 and BA 45 in the Talairach and Tournoux (1988) atlas. Paulesu et al.'s (1996) results for a rhyming task also involve the same regions, as well as putative BA 6. NOTE 2. A large part of the criticisms raised by Poeppel (1996) rests on dubious anatomical grounds. Poeppel's anatomical meta-analysis is mostly based on a rather simplistic use of few discrepancies in the attribution of Brodmann areas to activation foci as a proof of nonoverlap of the published results. For a while now, the brain imaging community has realized that the use of the putative distribution of Brodmann's areas, based on the Talairach and Tournoux (1988) atlas, may be confusing to nonspecialists, and perhaps we are to blame for this. As discussed elsewhere (e.g., Paulesu et al., 1995b , legend for Table 1) , it should be remembered that Brodmann's areas topography cannot be precisely defined in life and may be insufficient to identify an activated area. A complete identification of an activated area is provided by combining all of the anatomical information, including anatomical landmarks and, especially, stereotactic coordinates. These and only these should be used to assess the overlap of different results (for a successful attempt of meta-analysis, see the work by Frith and Grasby (1995) on dorsolateral prefrontal cortex). This faulty use of anatomical information has caused a great deal of confusion. Consider the area identified by Paulesu et al. (1993) in the lower bank of the supramarginal gyrus (putative BA 40). This is probably the parietal extension of area TPT, which, as defined by Galaburda and Pandya (1982) , is located immediately above the superior temporal gyrus. By using the Brodmann area terminology, a number of recent results have been forced into the conceptual and anatomical framework proposed by Paulesu et al. (1993) , while the activation foci were located more than 2 cm apart (we prefer here not to quote the relevant papers, which could be communicated on a private basis if requested).
NOTE 3. Our expression main effect of phonological processing has clearly upset our critic. Of course, with our experiments we cannot say to have identified all aspects of phonology, having used a limited repertoire of tasks, a single sensory channel of presentation of stimuli, and stimuli which were just single consonant letters! Clearly an expression such as main effect of the phonological loop could have been less problematic (with Poeppel). This, I believe, remains definitively appropriate. However, any sensible reader should have realized that our original expression was biased by terminology for experimental designs and analytical procedures, rather than by unrealistic ambitions.
NOTE 4. Paulesu et al. (1996) refers to a paper where separate analyses of the short-term memory and a rhyming task for letter names are presented. These were originally (Paulesu et al., 1993) published lumped together to identify a main effect of phonological processing: in other words, the areas of overlap between a rhyming task and a phonological short-term memory task. In Paulesu et al.'s (1993) original report a wider filtering of the data identified a somewhat posterior common focus for rhyming and short-term memory, which was still within the boundaries of putative Brodmann's areas 44/6. NOTE 5. Poeppel criticizes the lack of control for visual letter identification in the Paulesu et al. (1993) experiment. Of course, recognition of letters presented on a computer screen involves cognitive components in addition to phonology (in the particular case of single consonants there is no grapheme to phoneme conversion). This seemed to us a limited confound, given that other formal similarities at the level of sensory input were controlled by the baseline task (the Korean letters controlled for basic aspects of visual stimulation). On the other hand, it is more than likely that using a closer baseline (for example, a visual perceptual task focused on graphic features of letter stimuli) would have activated letter naming and the attached phonological codes, with the danger of obscuring brain activity due to phonology in the comparisons of interest (Price et al., 1996 ; see also the comments by Petersen and Fiez and Zatorre about advantages and disadvantages of bottom-up and top-down paradigms). In addition, a reasonable meta-analysis of the Paulesu et al. (1993 Paulesu et al. ( , 1995a Paulesu et al. ( , 1996 data, along with data from other functional imaging studies (Petersen et al., 1990) and lesion studies (Damasio and Damasio, 1980) , allows one to interpret some activation areas external to the perisylvian network, such as the one in the left lingual gyrus, as specific for visual processing of letters, rather than for the phonological loop proper. In particular, the data from Petersen et al. (1990) suggest that this lingual area activates for nonwords or real words, but not for unpronounceable letter strings. An isolated letter, however, could be a special case of a word. NOTE 6. In his meta-analysis, Poeppel overlooks altogether a crucial issue, the different statistical power of different PET studies. In principle, this can be an extremely powerful source of nonoverlap of results, especially because studies with limited number of observations are very prone to type II statisti-cal error. In other words, while a convergence of results is more easy to interpret, a divergence of results between such studies and subsequent experiments with greater statistical power can be harder to explain. Sample sizes of the early PET activation studies were constrained by the technological limitations of the PET scanners of the 1980s, so that it is no one's fault if those studies were performed in that way. A typical experiment from this time had less than 10 observations per condition. On the other hand, it is now becoming evident that a much larger number of observations is needed for a reliable estimate of relative rCBF and error variance in parametric analyses of brain imaging data (for specific comments, see Fritson et al., 1995) . Such large data sets (e.g., 36 observations per condition, as in Paulesu et al's. (1993) analysis of a main effect of phonological processing) have become available with the recent introduction of 3D PET scanners which allow the administration of much smaller amounts of radioactive tracer to each subject and therefore the collection of several replications of rCBF measurements during a particular task in each subject (Watson et al., 1993; Paulesu et al., 1993) . The degree of overlap across experiments is therefore even more striking, given these potential additional methodological confounds.
Specific Comments by S. E. Petersen and J. A. Fiez
The focus of the study reported by Petersen et al. (1988) was upon three different task comparisons, each performed with both visual and auditory word presentation: (1) passive presentation of words (all nouns) minus visual fixation, (2) read or repeat the presented nouns minus passive word presentation, and (3) produce an appropriate verb in response to the presented nouns. To address specific questions raised by the results from these comparisons, two additional tasks were examined: (a) a task in which subjects decided whether visually presented words were dangerous animals and (b) a task in which subjects decided whether visually presented pairs of words rhymed.
Thus, it is important to note that the rhyme task discussed in isolation by Poeppel (1996) was in fact performed within the context of a larger study, and that it was designed to test a specific hypothesis about a specific region of activation found in another comparison. In particular, when the passive presentation of auditory words was compared to the fixation control condition, the most significant blood-flow increases (p Ͻ .01) all localized to the superior temporal gyrus. Of these responses, the most interesting were those located outside of primary auditory cortex, because activation of this type had not been found in previous studies using nonlinguistic stimuli. This observation led Petersen et al. (1989) to hypothesize that, ''the regions could be considered as candidates for regions performing phonological processing, or as regions storing common internal codes for auditory and visual words taking the form of a 'sound' or 'name' code for the word.'' As a test of this hypothesis, subjects were asked to perform the rhyme task. Since this task requires subjects to access phonological information about the ''sounds'' or ''names'' which correspond to written words, the hypothesis proposed by Petersen et al. (1989) would predict that superior temporal activation near one of the nonprimary regions found in the passive auditory word condition would be found. In support of the hypothesis, a region of temporoparietal activation near that found during passive auditory word presentation was also found in the rhyming task. (There were also other regions of change, as noted by Poeppel (1996) , but they were not discussed by Petersen et al. (1989) because they were not a priori regions of interest.)
In evaluating the rhyming task, the first concern Poeppel (1996) raises is that it is unclear how the experimental task recruits phonological knowledge, because it is not a typical language processing computation to make rhyme judgments upon pairs of words presented above each other for 250 msec. While the experimental task is not something subjects typically do every day, there is an abundance of evidence that the phonological computations which are used to perform the rhyme task are also used for other more ''typical'' language tasks. For instance, an awareness of rimes appears to develop naturally as children acquire language (Gleitman & Rozin, 1977; Stanovich, Cunningham, & Cramer, 1984) .
A second concern Poeppel (1996) raises is that the rhyme task involves other language-specific processes besides phonological encoding, as well as other general nonlinguistic computations. This is certainly true, and when the data from the rhyme task are considered in isolation it is not possible to distinguish between the alternate possibilities raised by Poeppel (1996) . However, as noted above, the rhyme task was performed within the context of a much larger study, and these data do allow the contributions of other processes to be evaluated. For instance, Poeppel suggests that the temporoparietal activation found during the rhyme task might be due to any of the following general processes: (1) whatever processes occur automatically in word recognition, (2) recollection/reactivation of the task demands, and (3) selection/generation of the response. However, these processes should also be involved in reading visual words and generating verbs in response to visually presented nouns, and thus temporoparietal activation would be expected in these tasks as well. However, no such activation is found, even when the tasks are compared to multiple control conditions (Petersen et al., 1989; Fiez, Petersen, & Raichle, 1996) . Poeppel also suggests that the activation in the rhyme task could be due to grapheme to phoneme recoding, or the comparison of two words. If the activation in the rhyme condition reflected either of these two processes, then one would not expect to find temporoparietal activation in the passive auditory word presentation condition (as was reported by Petersen et al., 1989) .
A third concern Poeppel (1996) raises is that phonological and other linguistic processes might be automatically engaged by the control task (passively viewing word pairs). Thus, the temporoparietal increase seen in the rhyme task might represent the attentional modulation of an area involved in phonological processing, rather than the isolation of an area involved in phonological processing. This explanation seems unlikely, since temporoparietal activation was not seen by Petersen et al. (1989) when subjects passively viewed words, nor when they read words, nor when they generated verbs in response to visually presented nouns.
Our feeling is that secondary analyses of functional imaging data can be of great benefit, and can be profitably undertaken by many different investigators for many purposes. And, in fact, many recent publications by the authors of this reply do some analyses or review of data across laboratories. Our opinion is that when undertaking such analyses, it is incumbent upon the investigator to present as accurate and constructive approach to the information as possible, with the purpose of illuminating the reader to insights beyond the individual investigators. This does not seem to be the purpose of Poeppel's (1996) review. No attempt is made to understand the implications of the areas of overlap and nonoverlap across the studies he presents, nor are paradigms or approaches to solving some of the problems he outlines presented. Rather, Poeppel takes data in which there is clear overlap between some studies (evidence that has continued to accumulate), and through some process that is mysterious to us concludes that the results are ''nonoverlapping.'' It strikes us that Poeppel had a point to make, irrespective of the relevant data. As such, his article is a ''critical'' review when critical is taken to mean ''inclined to judge harshly or adversely,'' but not when it is taken to mean ''characterized by careful and exact evaluation and judgment.'' Specific Comments by R. J. Zatorre Poeppel's (1996) critique of this study rests essentially on three related arguments: first, that there is insufficient task decomposition; second, that the tasks are not typical of normal speech processing; and third, that the subtractions carried out do not isolate the desired phonological processing component.
It is clear that any novel research will raise more questions than it can answer, and the study by Zatorre et al. (1992) is no exception. Thus, we can all agree that further replication and extension are necessary before a complete understanding can be achieved of a process as complex as phonology. However, Poeppel's analysis of the study is superficial and incomplete, and many of the conclusions are not warranted.
Let us consider first the issue of task decomposition, and whether the subtractions carried out do or do not permit the isolation of specific components. Poeppel (1996) is correct in pointing out that the task used by Zatorre et al. (1992) involves many components, including remembering the instructions, comparing the two syllables, etc. This was precisely the reason why Zatorre et al. also used an additional task requiring pitch discrimination of exactly the same stimuli, a condition which is inexplicably ignored in Poeppel's review. The results of the pitch task (minus passive listening) indicated right frontal activation (see also Zatorre et al., 1994) , with no Broca or other lefthemisphere sites being active. It was the dissociation between the results of the pitch and phonetic tasks that Zatorre et al. emphasized as evidence for specialization of specific neural systems devoted to phonetic and pitch processing. In particular, it should be noted that both phonetic and pitch tasks share similar nonspecific task demands (remembering instructions, comparing stimuli to one another, and so forth), so that the differential results cannot be readily attributed to some such arbitrary task dimension. As further evidence for this conclusion, we note that Zatorre et al. (1996) have reanalyzed the earlier data by subtracting the pitch condition from the phonetic condition (thus permitting direct comparison of the two active tasks to one another) and have confirmed that a portion of Broca's area and the left parietal lobe are active. If these left-hemisphere regions had been related to some nonspecific aspect of these tasks they should have disappeared in the direct comparison.
A related issue vis à vis task decomposition is the use of the ''passive'' speech condition as a control. Using a passive condition as a baseline has its advantages and disadvantages, so that data derived from such comparisons must always be interpreted cautiously. The best strategy for analysis of functional brain imaging data is probably to use both passive and active tasks, depending on the precise experimental question, for they each tell a different part of the story.
Although Poeppel (1996) is correct in pointing out that a passive condition is relatively unconstrained in terms of what subjects are doing, it is not quite true that ''we cannot know how extensively subjects do process the stimuli in the 'passive' condition'' (p. 10). The key here is, once again, an additional subtraction from Zatorre et al. which Poeppel largely overlooks: passive speech minus noise bursts. The idea behind this subtraction was to isolate auditory operations specific to listening to speech from more general processes that might occur with any complex auditory stimuli. Since the noise bursts were approximately matched acoustically to the syllables (in terms of duration, intensity, spectral shape, and temporal envelope), using them as a baseline should permit isolation of brain regions specifically responsive to the acoustic features characteristic of speech sounds. The results of this comparison indicated substantial activation of the superior temporal gyri bilaterally, with an asymmetry favoring a left posterior temporal region. This finding, which is consistent with several other brain imaging studies Wise et al., 1991; Price et al., 1992; Binder et al., 1994) , was taken as evidence that ''passive'' listening in fact entails considerable processing of auditory features of speech and probably also some degree of higher-order phonetic and semantic analysis. It was for this reason that Za-torre et al. (1992) stated ''the left posterior temporal region activated with passive speech may represent an initial stage of phonetic analysis . . .'' (p. 848) (see Zatorre et al. (1996) for further discussion of this topic).
Finally, as noted in the general commentary, Poeppel seems to raise the issue of ecological validity when he objects that the tasks are unlike everyday speech perception. We should point out that the tasks used by Zatorre et al. (1992) were derived from traditional experimental paradigms (e.g., discrimination of CVC syllables) in use by speech researchers for several decades (e.g., Liberman & Mattingly, 1985) . It is simply not true that these tasks ''do not look to concepts beyond intuitive notions of phonological processing (p. 31)'', since they were explicitly adapted from the theoretical background provided by the speech perception literature. (For example, the syllables within each pair were carefully constructed so that the vowel was always different, and thus the formant transitions cueing a given phoneme would be different; this ensured that an abstract phonetic segment would have to be extracted for successful task completion.)
Of course, it should be quite obvious that no one task will suffice to come to generalizable conclusions. As with any field of scientific endeavor, replication and converging evidence from many sources is essential. Here, we may simply point out that additional experiments recently carried out by Zatorre et al. (1996) and Démonet et al. (1994a) , all involving various different types of phonetic segmentation tasks with speech sounds, have yielded highly consistent and replicable data with respect to the involvement of a portion of Broca's area (the stereotaxic position of seven separate activation foci derived from four different experiments performed in two laboratories were all found to lie within a 1.5 cm radius of one another. Zatorre et al., 1996) .
Although different investigators may very well interpret these patterns of PET activation data differently, it now seems clear that they cannot be ignored or dismissed as the result of an arbitrary set of procedures. Rather, we would argue that such data, together with other research now emerging from the rapidly expanding brain mapping literature, will prove crucial in formulating neural models of phonological processes.
SUMMARY
While we disagree with many of the conclusions reached by Poeppel (1996) , we would agree that further functional imaging experiments are needed to achieve a comprehensive account of the neuroanatomical basis of phonological processing. It would be unrealistic to expect completion of such a research agenda in eight studies spanning only six years: for comparison, it has been more than 30 years since a lesion to the mesial aspect of the temporal lobe was associated with profound anterograde amnesia, and yet consensus has still to be reached about the specific computational role of this region in episodic memory. Prior to the development of neuroimaging, disagreements about the nature of phonological processes existed among psychologists, neuropsychologists, and psycholinguists (e.g., for varied interpretations on phonological processes involved in visual word recognition, see Glushko, 1979; Balota & Chumbley, 1985; Carr & Pollatsek, 1985; Besner, 1987; Pinker & Prince, 1988; Seidenberg & McClelland, 1989; Coltheart et al., 1993) . Despite years of research, no one discipline had (or has) all of the answers. In our minds, there is no doubt that our understanding of complex cognitive functions, such as phonology, will continue to evolve, and that functional imaging will be one of many methodologies which contribute to this process. There is also no doubt that researchers using functional imaging will have to contend with all of the issues associated with any scientific enterprise: conflicting results, theoretical disagreements, and methodological limitations (to mention only a few). It is our hope that despite such problems, there will continue to be productive dialogues and experimental collaborations between researchers both within and across disciplines.
