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Abstract
This paper is concerned with the well-posedness and the asymptotic behavior of solutions to the following
parabolic–hyperbolic phase-field system{
(θ + χ)t −θ = 0,
χtt + χt −χ + φ(χ)− θ = 0, (0.1)
in Ω × (0,+∞), subject to the Neumann boundary condition for θ
∂νθ = 0, on Γ × (0,+∞), (0.2)
the dynamical boundary condition for χ
∂νχ + χ + χt = 0, on Γ × (0,+∞), (0.3)
and the initial conditions
θ(0) = θ0, χ(0) = χ0, χt (0) = χ1, in Ω, (0.4)
where Ω is a bounded domain in R3 with smooth boundary Γ , ν is the outward normal direction to the
boundary and φ is a real analytic function. In this paper we first establish the existence and uniqueness of
a global strong solution to (0.1)–(0.4). Then, we prove its convergence to an equilibrium as time goes to
infinity and we provide an estimate of the convergence rate.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω be a bounded domain in R3 with smooth boundary Γ . Suppose that a two-phase stress-
free material occupies Ω , for any time t  0. Denote by θ its (relative) temperature and by χ
the order parameter (or phase-field function). In a series of recent papers (see [15,16,18,42]) the
following phase-field system which rules the evolution of θ and χ has been analyzed{
(θ + χ)t −θ = 0, in Ω ×R+,
μχtt + χt −χ + φ(χ)− θ = 0, in Ω ×R+, (1.1)
where R+ = (0,+∞) and μ > 0. In the above φ is a smooth function with cubic controlled
growth (typically φ(r) = r3 − r , r ∈R). When the inertial parameter μ is zero, then the system
is the classical phase-field model proposed by Caginalp (see [6], cf. also [5] and references
therein). We recall that the presence of the inertial term accounts for rapid phase-transformations
(see [14] and references therein, cf. also [19] for a similar model).
In [15,16] the existence and smoothness of the global attractor as well as the existence of an
exponential attractor were proved when θ satisfies the homogeneous Dirichlet boundary condi-
tion while χ is subject to the homogeneous Neumann’s one. Similar results for the case μ = 0
were previously obtained in [3,4,25–27]. The longtime behavior of single trajectories was firstly
studied in [10] in the case μ = 0. More recently, it was also proved that any (smooth) trajectory
converge to a single stationary state, provided that φ is real analytic [1,2,17,28,47]. This kind
of result is highly nontrivial, since in more than one spatial dimension with, e.g., a double-well
potential, the stationary states can form a continuum (see, for instance, [21]). Moreover, there are
counterexamples for semilinear parabolic equations, even with C∞ nonlinearities, for which it
is shown the existence of a bounded solution whose ω-limit set is diffeomorphic to the unit cir-
cle S1 (see [37], cf. also [36]). Of course, in one spacial dimension, the set of stationary states is
discrete and one can take advantage of the existence of a Lyapunov functional (see the pioneering
contributions [33,46] about semilinear parabolic equations). However, for analytic nonlinearities,
by means of a suitable version of the so-called Simon–Łojasiewicz inequality, one can still prove
in many cases that the ω-limit set of each (smooth) trajectory is a singleton. This inequality was
firstly proved by S. Łojasiewicz [30–32] for analytic functions of several complex variables, then
it was extended by L. Simon [39] to analytic functionals defined on infinite-dimensional Banach
spaces (see also [7,20,23] for refinements and simplifications). Starting from this basic paper,
many further contributions were devoted to prove the convergence of a whole trajectory to a sin-
gle steady state for different types of nonlinear equations (see, e.g., [8,11–13,20,22,24,38,43,44]
and references therein). This kind of result was recently proved not only for the case μ = 0,
but also for system (1.1). More precisely, the Dirichlet–Neumann problem was analyzed in [18],
while the Neumann–Neumann’s one was studied in [42]. As is well known, the stationary states
as well as the analysis of the longtime behavior depend on the boundary conditions. In particular,
a different kind of Simon–Łojasiewicz inequality may be needed (see, e.g., [11–13,42–44]). This
happens in the present case since we want to examine the longtime behavior of smooth solutions
to system (1.1) subject to the following boundary conditions{
∂νθ = 0, on Γ ×R+,
∂ χ + χ + 
χ = 0, on Γ ×R+, (1.2)ν t
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θ(0) = θ0, χ(0) = χ0, χt (0) = χ1, in Ω. (1.3)
Here ν is the outward normal direction to the boundary. The dynamic boundary condition for χ
might be interpreted as a possible model for a material exchange through the boundary which
is characterized by some delay. More precisely, we recall that the equation for χ can be phe-
nomenologically derived by supposing that the original Allen–Cahn type equation has a delayed
form
χt (t +μ)−χ(t)+ φ
(
χ(t)
)− θ(t) = 0,
and replacing the delayed term by μ∂ttχ + ∂tχ . Similarly, we can consider the boundary condi-
tion
∂νχ(t)+ χ(t + 
) = 0,
for some 
 > 0 and substitute the delayed term with χ + 
χt .
The assumptions on the nonlinearities are:
(H0) φ is real analytic in R;
(H1) there exists a constant c > 0 such that∣∣φ′′(s)∣∣ c(1 + |s|), ∀s ∈R;
(H2) there holds
lim inf|s|→∞
φ(s)
s
> −λ,
where λ > 0 is the best Sobolev constant in the following embedding inequality:∫
Ω
|∇u|2 dx +
∫
Γ
u2 dS  λ
∫
Ω
u2 dx.
Notice that assumption (H1) implies that φ can have a cubic controlled growth. It is also worth
observing that, owing to the Neumann boundary condition for θ , the enthalpy density θ + χ is
conserved for all t  0, that is,
1
|Ω|
∫
Ω
(θ + χ)(t) dx = 1|Ω|
∫
Ω
(θ0 + χ0) dx := m. (1.4)
Before stating our main result we need to introduce some notation about the functional setup.
For each integer m, we denote by Hm(Ω) the Sobolev spaces Wm,2(Ω) with the natural norm
‖ · ‖Hm , but the case m = 1 where we use the equivalent norm
‖u‖H 1(Ω) =
(∫
Ω
|∇u|2 dx +
∫
Γ
u2 dS
) 1
2
.
In addition the norm of H 0(Ω) = L2(Ω) is simply indicated by ‖ · ‖. We now introduce the
Banach space
H= H 1(Ω)×L2(Ω),
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D = {(χ,u) ∈ H 2(Ω)×H 1(Ω) | ∂νχ + χ + 
u|Γ = 0},
which is clearly a closed subspace of H 2(Ω)×H 1(Ω).
The main result of this paper is the following
Theorem 1.1. Suppose that assumptions (H0)–(H2) are satisfied. Then, for any initial data
(θ0, χ0, χ1) ∈ H 1(Ω)×D, problem (1.1)–(1.3) admits a unique global solution (θ,χ) such that
θ ∈ C([0,+∞);H 1(Ω)), θt ∈ L2((0,+∞);L2(Ω)),
(χ,χt ) ∈ C
([0,+∞);D)∩C1([0,+∞);H).
Moreover, (θ,χ,χt ) converges to an equilibrium (θ∞,ψ,0) in the topology of H 1(Ω) ×
H 1(Ω)×L2(Ω) as time goes to infinity, i.e.,
lim
t→+∞
(∥∥θ(·, t)− θ∞∥∥H 1(Ω) + ∥∥χ(·, t)−ψ∥∥H 1(Ω) + ∥∥χt (·, t)∥∥)= 0. (1.5)
More precisely, there exists σ˜ ∈ (0, 12 ), and a positive constant C such that, for all t  0,∥∥θ(·, t)− θ∞∥∥H 1(Ω) + ∥∥χ(·, t)−ψ∥∥H 1(Ω) + ∥∥χt (·, t)∥∥ C(1 + t)−σ˜ /(1−2σ˜ ). (1.6)
Here (θ∞,ψ) is an equilibrium to problem (1.1)–(1.3), i.e., (θ∞,ψ) is a classical solution to the
following nonlinear nonlocal elliptic boundary value problem:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
−ψ + φ(ψ)−
(
m− 1|Ω|
∫
Ω
ψ dx
)
= 0,
∂νψ +ψ |Γ = 0,
θ∞ = m− 1|Ω|
∫
Ω
ψ dx.
(1.7)
Before concluding this section we want to stress some new features of our problem.
(I) The second equation of (1.1) is a semilinear wave equation with respect to χ . Therefore
the application of the Simon–Łojasiewicz approach requires some care. Firstly, because there is
no smoothing property so that the precompactness of the trajectories is not for free, especially
in the present case where the nonlinearity has a critical growth so that Webb’s result [41] cannot
be applied (cf. [20]). Secondly, one needs to construct an auxiliary functional which specifically
depends on the problem (see, e.g., [24,44]).
(II) The nature of boundary conditions (1.2) implies that the stationary problem is a nonlinear
elliptic problem with a nonlocal term, due to the Neumann boundary condition for θ (see also
[42,47]). Moreover, to handle the dynamic boundary condition for χ we have to prove a new
type Simon–Łojasiewicz inequality (compare with [44]).
Therefore, in order to demonstrate Theorem 1.1, we must overcome some mathematical diffi-
culties related to (I) and (II).
This paper is organized as follows. In Section 2 we prove the global existence and uniqueness
of a strong solution to (1.1)–(1.3), and some (uniform in time) a priori estimates. In Section 3 we
study the corresponding stationary problem, showing that it admits one classical solution at least.
In Section 4 we derive the extended Simon–Łojasiewicz inequality we need. Finally, in Section 5
we give the detailed proof of Theorem 1.1.
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From now on we let μ = 1 and 
 = 1 in (1.1)–(1.2). Moreover, we assume that φ fulfills
(H0)–(H2). Following [9], we introduce the Robin-Laplacian R :D(R) → L2(Ω). This is an
unbounded operator with domain
D(R) =
{
w ∈ H 2(Ω) | ∂νw +w|Γ = 0
}
. (2.1)
It is easy to see that this densely defined operator is injective and self-adjoint. Moreover, it can
be extended to a continuous operator R :H 1(Ω) → H 1(Ω)′ by
(−Rw,v) =
∫
Ω
∇w · ∇v dx +
∫
Γ
wv dS,
for all v ∈ H 1(Ω).
Next we introduce the Robin map R :Hs(Γ ) → Hs+(3/2)(Ω) which is defined as follows:
Rp = q ⇔ q = 0 in Ω, ∂νq + q = p on Γ.
As mentioned in [9], one can show that R is continuous for s ∈ R. The adjoint R∗ of the Robin
map satisfies
R∗Rv = −v|Γ , ∀v ∈ H 1(Ω).
In what follows we first show the local existence and uniqueness of a strong solution to prob-
lem (1.1)–(1.3). Although system (1.1) is not a diagonal system, we are still able to prove the
local existence and uniqueness by combining the theory of linear evolution equations with the
contraction mapping theorem.
Let us consider a pair (χ˜ , u˜) ∈ L∞((0, T );D)∩W 1,∞((0, T );H) such that
χ˜ (0) = χ0, u˜(0) = χ1, in Ω, (2.2)
where (χ0, χ1) ∈ D is given. Then, denote by θ˜ the unique solution to the Cauchy–Neumann
problem{
θt −θ = −u˜,
∂νθ |Γ = 0,
θ(0) = θ0,
(2.3)
where θ0 ∈ H 1(Ω) is given. We have that
θ˜ ∈ C([0, T ];H 1(Ω))∩H 1(0, T ;L2(Ω)).
Let us set now
F(χ˜ , θ˜ ) = −φ(χ˜)+ θ˜ . (2.4)
Then consider the following linear abstract Cauchy problem for the pair (χ,u){
d
dt
(χ,u)tr +A(χ,u)tr = (0,F(χ˜ , θ˜ ))tr,
(χ,u)(0) = (χ0, χ1),
(2.5)
where the superscript tr denotes transposition. Here A :D ⊂H→H is the linear operator defined
by
A(w,z)tr = (−z,−R(w +R(γ z))+ z)tr. (2.6)
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Observe now that, from (H0), (H1) and (2.4) we deduce
F(χ˜ , θ˜ ) ∈ L∞((0, T );H 1(Ω))∩H 1((0, T );L2(Ω)). (2.7)
Hence we have
Lemma 2.1. Let (θ0, χ0, χ1) ∈ H 1(Ω)×D be given. Fix (χ˜ , u˜) ∈ L∞((0, T );D)∩W 1,∞((0, T );
H) satisfying (2.2) and indicate by θ˜ the unique solution to (2.3). Then, for any T > 0, prob-
lem (2.5) admits a unique solution (χ,u) such that
(χ,u) ∈ C([0, T ];D)∩C1([0, T ];H). (2.8)
Moreover, the following estimates hold for all t ∈ [0, T ]:∥∥(χ(t), u(t))∥∥2H  C0
(
t‖θ0‖2 + t2‖∇θ0‖2 +
∥∥(χ0, χ1)∥∥2H
+
t∫
0
∥∥χ˜ (τ )∥∥6
H 1(Ω) dτ +
t∫
0
τ
τ∫
0
∥∥u˜(s)∥∥2 ds dτ), (2.9)
∥∥(χt (t), ut (t))∥∥2H  C0
(
1 + ‖θ0‖2H 1(Ω) + ‖χ0‖6H 1(Ω) +
∥∥(χ0, χ1)∥∥2D
+
t∫
0
(
1 + ∥∥χ˜(τ )∥∥4
H 1(Ω)
)∥∥χ˜t (τ )∥∥2H 1(Ω) dτ +
t∫
0
∥∥u˜(τ )∥∥2 dτ), (2.10)
∥∥(χ(t), u(t))∥∥2D  C0
(
1 + ‖θ0‖2H 1(Ω) + t‖∇θ0‖2H 1(Ω) + ‖χ0‖6H 1(Ω) +
∥∥(χ0, χ1)∥∥2D
+
( t∫
0
∥∥χ˜t (τ )∥∥H 1 dτ
)6
+
t∫
0
(
1 + ∥∥χ˜ (τ )∥∥4
H 1(Ω)
)∥∥χ˜t (τ )∥∥2H 1(Ω) dτ
+ (t + 1)
t∫
0
∥∥u˜(τ )∥∥2 dτ), (2.11)
where C0 is a positive constant depending on Ω and φ only.
Proof. It is easy to verify that, for all (w, z) ∈D, we have(
(w, z),A(w, z)tr
)
H = (Rz,w)+ (z, z)− (Rw,z)+
∫
Γ
z2 dS
= ‖z‖2 +
∫
Γ
|z|2 dS  0. (2.12)
Also, we can show that Ran(I + A) =H with I being the identity. In fact, for any (w¯, z¯) ∈H,
we consider the system{
w − z = w¯,
2z −R
(
w +R(γ z))= z¯.
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we can prove that the system admits a unique solution (w, z) ∈D. Thus A is maximal accretive.
Hence, applying the standard semigroup theory (see, e.g., [48, Corollary 2.4.2]), one can deduce
that there exists a unique solution (χ,u) to (2.5) which satisfies (2.8).
A straightforward application of the energy method entails that, for all t ∈ [0, T ],
∥∥χ(t)∥∥2
H 1(Ω) +
∥∥u(t)∥∥2  ‖χ0‖2H 1(Ω) + ‖χ1‖2 +
t∫
0
∥∥F(χ˜ , θ˜ )(τ )∥∥2 dτ, (2.13)
∥∥χt (t)∥∥2H 1(Ω) + ∥∥ut (t)∥∥2  ∥∥−χ1 +χ0 − φ(χ0)+ θ0∥∥2 + ‖χ1‖2H 1(Ω)
+
t∫
0
∥∥Ft (χ˜ , θ˜ )(τ )∥∥2 dτ. (2.14)
On the other hand, a standard result on parabolic equations applied to (2.3) gives (see, e.g., [29])
∥∥∇ θ˜ (t)∥∥2 + t∫
0
∥∥θ˜t (τ )∥∥2 dτ  ‖∇θ0‖2 + t∫
0
∥∥u˜(τ )∥∥2 dτ, (2.15)
for any t ∈ [0, T ]. Then, using the Hölder inequality and (2.15), we easily deduce
∥∥θ˜ (t)∥∥2  2‖θ0‖2 + 2t t∫
0
∥∥θ˜t (τ )∥∥2 dτ  2‖θ0‖2 + 2t‖∇θ0‖2 + 2t t∫
0
∥∥u˜(τ )∥∥2 dτ, (2.16)
for any t ∈ [0, T ].
Hence, on account of (H1) and (2.16), from (2.4) we deduce that there exists a positive con-
stant C depending on φ such that, for all t ∈ [0, T ],∥∥F(χ˜ , θ˜ )(t)∥∥2 C(1 + ∥∥χ˜ (t)∥∥6
H 1(Ω)
)+ 2∥∥θ˜ (t)∥∥2, (2.17)∥∥Ft (χ˜ , θ˜ )(t)∥∥2  C(1 + ∥∥χ˜ (t)∥∥4H 1(Ω))∥∥χ˜t (t)∥∥2H 1(Ω) + 2∥∥θ˜t (t)∥∥2. (2.18)
Then, combining (2.13)–(2.14) with (2.17)–(2.18) and taking (H1) and (2.15) into account, we
get (2.9) and (2.10). Then, by comparison in (2.5), thanks to (2.10), (2.16) and (2.17), we easily
get (2.11). 
Theorem 2.1 (Local Existence and Uniqueness). Suppose (θ0, χ0, χ1) ∈ H 1(Ω)×D. Then there
exists a positive constant δ depending only on Ω , φ, ‖θ0‖H 1(Ω), ‖χ0‖H 2(Ω) and ‖χ1‖H 1(Ω) such
that problem (1.1)–(1.3) admits in Ω × [0, δ] a unique solution (θ,χ,χt ) such that
θ ∈ C([0, δ];H 1(Ω)), θt ∈ L2((0, δ);L2(Ω)),
(χ,χt ) ∈ C
([0, δ];D)∩C1([0, δ];H). (2.19)
Proof. We use the (generalized) contraction mapping principle.
On account of (2.9)–(2.11), we define
M1 = C0
(‖θ0‖2 + ∥∥(χ0, χ1)∥∥2H),
M2 = 2C0
(
1 + ‖θ0‖2 1 + ‖χ0‖6 1 +
∥∥(χ0, χ1)∥∥2 ), (2.20)H (Ω) H (Ω) D
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ΣT =
{
(χ˜ , u˜) ∈ L∞((0, T );D)∩W 1,∞([0, T ];H): χ(0) = χ0, u(0) = χ1,∥∥(χ˜ (t), u˜(t))∥∥2H  2M1, ∥∥(χ˜t (t), u˜t (t))∥∥2H  2M2,∥∥(χ˜ (t), u˜(t))∥∥2D  2M2, for a.e. t ∈ [0, T ]}. (2.21)
We endow ΣT with the metric induced by the L∞((0, T );H)-norm. Then ΣT is a complete
metric space since it is weakly star closed in L∞((0, T );D)∩W 1,∞([0, T ];H) due to the lower
semicontinuity of the norms.
Let (χ˜ , u˜) ∈ ΣT . Then, Lemma 2.1 entails that there exists a unique pair (χ,u) ∈
C([0, T ];D)∩C1([0, T ];H) such that (see (2.9)–(2.11))∥∥(χ(t), u(t))∥∥2H M1 + P(t)C(M1,M2),∥∥(χt (t), ut (t))∥∥2H M2 + P(t)C(M1,M2),∥∥(χ(t), u(t))∥∥2D M2 + P(t)C(M1,M2),
for all t ∈ [0, T ], where C(M1,M2) is a positive constant independent of T and P(t) is an
algebraic polynomial such that P(0) = 0. Thus we can find δ ∈ (0, T ] such that
P(t)C(M1,M2)min{M1,M2}, ∀t ∈ [0, δ]. (2.22)
Therefore, we have a mapping G of Σδ to itself by setting
G(χ˜ , u˜) = (χ,u). (2.23)
From (2.2)–(2.5), it is clear that the theorem is proved if we are able to show that G has a unique
fixed point in Σδ , possibly choosing a smaller δ.
Consider (χ˜i , u˜i) ∈ Σδ , i = 1,2, and define
χ = χ1 − χ2, u = u1 − u2, χ˜ = χ˜1 − χ˜2, u˜ = u˜1 − u˜2. (2.24)
Then, recalling (2.5), we have⎧⎨⎩
d
dt
(χ,u)tr +A(χ,u)tr = (0,F(χ˜1, θ˜1)−F(χ˜2, θ˜2))tr,
(χ,u)(0) = (0,0).
(2.25)
From (2.13) we infer, for all t ∈ [0, δ],
∥∥χ(t)∥∥2
H 1(Ω) +
∥∥u(t)∥∥2  t∫
0
∥∥F(χ˜1, θ˜1)(τ )−F(χ˜2, θ˜2)(τ )∥∥2 dτ.
On the other hand, on account of (2.4), using (H1) and the Hölder inequality, we can easily find∥∥F(χ˜1, θ˜1)(t)−F(χ˜2, θ˜2)(t)∥∥2  C(M2)∥∥χ˜(t)∥∥2H 1(Ω) + ∥∥θ˜ (t)∥∥2, ∀t ∈ [0, δ],
where θ˜ = θ˜1 − θ˜2. But, (2.16) implies (note that θ˜ (0) = 0 in this case)
∥∥θ˜ (t)∥∥2  2t t∫ ∥∥u˜(τ )∥∥2 dτ, ∀t ∈ [0, δ].
0
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∥∥χ(t)∥∥2
H 1(Ω) +
∥∥u(t)∥∥2  t∫
0
(
C(M2)
∥∥χ˜ (τ )∥∥2
H 1(Ω) + 2τ
τ∫
0
∥∥u˜(s)∥∥2 ds)dτ,
which yields∥∥G(χ˜1, u˜1)(t)− G(χ˜2, u˜2)(t)∥∥2H  (C(M2)δ + δ3)∥∥(χ˜ , u˜)∥∥2L∞((0,t);H),
for any t ∈ [0, δ]. Therefore G is a contraction mapping provided that δ is small enough. Hence,
the contraction principle entails that G has a unique fixed point in Σδ which, by Lemma 2.1,
necessarily belongs to C([0, δ];D)∩C1([0, δ];H). 
Let us proceed to prove the theorem on the existence and uniqueness of global solution to
our problem. Some higher-order estimates will be obtained via a formal argument. However, this
procedure can be made rigorous within an appropriate regularization scheme.
Theorem 2.2 (Global Existence and Uniqueness). Let (θ0, χ0, χ1) ∈ H 1(Ω)×D. Then, for any
T > 0, problem (1.1)–(1.3) admits in Ω × [0, T ] a unique solution (θ,χ,χt ) such that
θ ∈ C([0, T ];H 1(Ω)), θt ∈ L2((0, T );L2(Ω)), (2.26)
(χ,χt ) ∈ C
([0, T ];D)∩C1([0, T ];H). (2.27)
Proof. The proof consists of three steps. From now on C denotes a generic positive constant
depending on Ω , on φ and on ‖θ0‖, ‖χ0‖H 1(Ω), ‖χ1‖, at most. This constant may vary even
within the same line.
Step 1. We begin to prove
Lemma 2.2. For any t > 0, the following estimates hold:∥∥θ(t)∥∥+ ∥∥χ(t)∥∥
H 1(Ω) +
∥∥χt (t)∥∥K1, (2.28)
t∫
0
(∥∥∇θ(τ )∥∥2 + ∥∥χt (τ )∥∥2 + ∥∥χt (τ )∥∥2L2(Γ ))dτ K1, (2.29)
where K1 is a constant depending only on Ω , φ, ‖θ0‖, ‖χ0‖H 1(Ω) and ‖χ1‖.
Proof. We multiply the first equation in (1.1) by θ , and add the resultant together with the second
equation in (1.1) multiplied by χt , then integrate on Ω to obtain
d
dt
(
1
2
‖θ‖2 + 1
2
‖χt‖2 + 12‖∇χ‖
2 + 1
2
‖χ‖2
L2(Γ ) +
∫
Ω
Φ(χ)dx
)
+ ‖∇θ‖2 + ‖χt‖2 + ‖χt‖2L2(Γ ) = 0, (2.30)
where Φ(ξ) = ∫ ξ φ(ζ ) dζ . Integrating with respect to t we get0
H. Wu et al. / J. Math. Anal. Appl. 329 (2007) 948–976 9571
2
‖θ‖2 + 1
2
‖χt‖2 + 12‖∇χ‖
2 + 1
2
‖χ‖2
L2(Γ )
+
∫
Ω
Φ(χ)dx +
t∫
0
(‖∇θ‖2 + ‖χt‖2 + ‖χt‖2L2(Γ ))dτ
= 1
2
‖θ0‖2 + 12‖χ1‖
2 + 1
2
‖∇χ0‖2 + 12‖χ0‖
2
L2(Γ ) +
∫
Ω
Φ(χ0) dx. (2.31)
From (H1) and the Sobolev embedding theorem, it is easy to see that∫
Ω
Φ(χ0) dx  C‖χ0‖L4(Ω)
(
1 + ‖χ0‖3L4(Ω)
)
 C. (2.32)
On the other hand, as proved in [9], assumption (H2) implies that there exist δ > 0 and N =
N(δ) > 0 such that
Φ(s)−λ− δ
2
s2, |s|N,
so that∫
Ω
Φ(χ)dx =
∫
|χ |N
Φ(χ)dx +
∫
|χ |>N
Φ(χ)dx
−λ− δ
2
∫
Ω
χ2 dx + |Ω| min|s|N Φ(s). (2.33)
We deduce the required uniform estimates from (2.31)–(2.33) and the definition of λ. 
Step 2. Let us demonstrate now
Lemma 2.3. For any T > 0, the following estimates hold:
∥∥∇θ(t)∥∥2 + t∫
0
∥∥θt (τ )∥∥2 dτ  K˜2, ∥∥χt (t)∥∥H 1(Ω) + ∥∥χtt (t)∥∥K2(T ), (2.34)
for all t ∈ [0, T ], where K˜2 is a constant depending only on Ω , φ, ‖θ0‖H 1(Ω), ‖χ0‖H 1(Ω), ‖χ1‖,
and K2(T ) is a constant depending on T , Ω , φ, ‖θ0‖H 1(Ω), ‖χ0‖H 2(Ω) and ‖χ1‖H 1(Ω).
Proof. Multiplying the first equation of (1.1) by θt and integrating over Ω , we get
1
2
d
dt
‖∇θ‖2 + ‖θt‖2 +
∫
Ω
χtθt dx = 0, (2.35)
and, by the Cauchy–Schwarz inequality, we infer
d ‖∇θ‖2 + ‖θt‖2  ‖χt‖2. (2.36)
dt
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∥∥∇θ(t)∥∥2 + t∫
0
‖θt‖2 dt  ‖∇θ0‖2 +
T∫
0
‖χt‖2 dt  K˜2, ∀t ∈ [0, T ], (2.37)
where K˜2 is a constant depending only on Ω , φ, ‖θ0‖H 1(Ω), ‖χ0‖H 1(Ω) and ‖χ1‖.
Differentiating the second equation in (1.1) with respect to t , multiplying the resultant by χtt
and integrating over Ω , we obtain
1
2
d
dt
(
‖χtt‖2 + ‖∇χt‖2 + ‖χt‖2L2(Γ ) +
∫
Ω
φ′(χ)χ2t dx
)
+ ‖χtt‖2 + ‖χtt‖2L2(Γ )
= 1
2
∫
Ω
φ′′(χ)χ3t dx +
∫
Ω
θtχtt dx. (2.38)
Using once more the Cauchy–Schwarz inequality, we have
1
2
d
dt
(
‖χtt‖2 + ‖∇χt‖2 + ‖χt‖2L2(Γ ) +
∫
Ω
φ′(χ)χ2t dx
)
+ 1
2
‖χtt‖2 + ‖χtt‖2L2(Γ )
 1
2
∫
Ω
φ′′(χ)χ3t dx +
1
2
‖θt‖2. (2.39)
Adding (2.36) together with (2.39), we get
1
2
d
dt
(
‖χtt‖2 + ‖∇χt‖2 + ‖χt‖2L2(Γ ) +
∫
Ω
φ′(χ)χ2t dx + 2‖∇θ‖2
)
+ 1
2
‖θt‖2 + 12‖χtt‖
2 + ‖χtt‖2L2(Γ )
 1
2
∫
Ω
∣∣φ′′(χ)∣∣|χt |3 dx + ‖χt‖2  12
∫
Ω
∣∣φ′′(χ)∣∣|χt |3 dx +K21 . (2.40)
On the other hand, from (H1) it follows that∫
Ω
∣∣φ′′(χ)∣∣|χt |3 dx  C ∫
Ω
(
1 + |χ |)|χt |3 dx. (2.41)
By the well-known Gagliardo–Nirenberg inequality (see, e.g., [48]), we then have
‖χt‖L3(Ω)  C
(‖∇χt‖1/2‖χt‖1/2 + ‖χt‖), (2.42)
which entails
‖χt‖3L3(Ω)  C
(‖∇χt‖3/2‖χt‖3/2 + ‖χt‖3) C(‖∇χt‖2 + ‖χt‖6 + ‖χt‖3). (2.43)
Then owing to the Hölder inequality, we deduce∫
|χ ||χt |3 dx  ‖χ‖L6(Ω)
∥∥χ3t ∥∥L6/5(Ω)  C‖χ‖H 1(Ω)‖χt‖3L18/5(Ω), (2.44)
Ω
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‖χt‖L18/5(Ω) C
(‖∇χt‖2/3‖χt‖1/3 + ‖χt‖),
we infer∫
Ω
|χ ||χt |3 dx  C‖χ‖H 1(Ω)
(‖χt‖‖∇χt‖2 + ‖χt‖3). (2.45)
A combination of Lemma 2.2, (2.43) and (2.45) yields∫
Ω
∣∣φ′′(χ)∣∣|χt |3 dx  C(‖∇χt‖2 + 1). (2.46)
Hence, from (2.40) and (2.46) we infer that
d
dt
(
‖χtt‖2 + ‖∇χt‖2 + ‖χt‖2L2(Γ ) +
∫
Ω
φ′(χ)χ2t dx + 2‖∇θ‖2
)
 C
(‖∇χt‖2 + 1).
(2.47)
Moreover, from (H1), Lemma 2.2, (2.42) and the Young inequality we can deduce that∣∣∣∣ ∫
Ω
φ′(χ)χ2t dx
∣∣∣∣ C(∫
Ω
χ2χ2t dx + ‖χt‖2
)
 C
(‖χ‖2
L6(Ω)‖χt‖2L3(Ω) + 1
)
 ε1‖∇χt‖2 +C, (2.48)
where ε1 is a (small) positive constant. Therefore, if we denote
y(t) = ∥∥χtt (t)∥∥2 + ∥∥∇χt (t)∥∥2 + ∥∥χt (t)∥∥2L2(Γ ) + ∫
Ω
φ′
(
χ(t)
)
χt (t)
2 dx + 2∥∥∇θ(t)∥∥2,
then we have
dy
dt
 C(y + 1), (2.49)
which implies
y(t) y(0)eCt +Ct,
so that, for any fixed T > 0, there holds
y(t) y(0)eCT +CT, 0 t  T .
This bound and (2.48) with ε1 = 14 imply the second inequality of (2.34) and the proof of
Lemma 2.3 is complete. 
Step 3. For any arbitrary T > 0, from Lemmas 2.2 and 2.3 we get∥∥θ(t)∥∥+ ∥∥χ(t)∥∥
H 1(Ω) +
∥∥χt (t)∥∥K1, (2.50)∥∥χt (t)∥∥H 1(Ω) + ∥∥χtt (t)∥∥K2(T ), (2.51)
for all t ∈ [0, T ]. Then, we rewrite the second equation of (1.1) as an elliptic equation, namely,
χ = χtt + χt − θ + φ(χ), (2.52)
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H 2(Ω)  C
(∥∥χt (t)∥∥+ ∥∥χtt (t)∥∥+ ∥∥θ(t)∥∥+ ∥∥φ(χ(t))∥∥+ ∥∥χt (t)∥∥H 1/2(Γ ))
 C
(∥∥χt (t)∥∥H 1(Ω) + ∥∥χtt (t)∥∥+ ∥∥φ(χ(t))∥∥+ ∥∥θ(t)∥∥)
K3(T ), (2.53)
by using estimates (2.50) and (2.51), and the Sobolev embedding theorem.
Combining Theorem 2.1 with the obtained a priori estimates which hold for an arbitrary
T > 0, the local strong solution can be uniquely extended step by step to the whole interval
[0, T ]. We have thus proved the existence and uniqueness of a global solution to problem (1.1)–
(1.3) satisfying (2.26)–(2.27). 
The following lemma plays a crucial role in the sequel since it ensures the global boundedness
of any trajectory originated from H 1(Ω)×D.
Lemma 2.4. For initial data (θ,χ0, χ1) ∈ H 1(Ω)×D we have the following uniform estimate∥∥θ(t)∥∥
H 1(Ω) K4,
∥∥(χ(t),χt (t))∥∥D K5, ∀t  0, (2.54)
where K4, K5 are positive constants depending only on Ω , φ, ‖θ0‖H 1(Ω), ‖(χ0, χ1)‖D .
Proof. From Lemmas 2.2 and 2.3 we immediately have∥∥θ(t)∥∥
H 1(Ω) K4, ∀t  0. (2.55)
Let us then prove the uniform estimate for ‖(χ(t),χt (t))‖D . Differentiating the second equation
in (1.1) with respect to t , multiplying the resultant by χt and integrating over Ω . We get
d
dt
(∫
Ω
χtχtt dx + 12
∫
Ω
χ2t dx +
1
2
∫
Γ
χ2t dS
)
−
∫
Ω
χ2t t dx +
∫
Ω
|∇χt |2 dx +
∫
Γ
χ2t dS
+
∫
Ω
φ′(χ)χ2t dx −
∫
Ω
θtχt dx 
1
2
‖θt‖2 + 12‖χt‖
2. (2.56)
Multiplying (2.56) by 14 and adding up with (2.40), we obtain
d
dt
(
1
2
∫
Ω
χ2t t dx +
1
2
∫
Ω
|∇χt |2 dx + 58
∫
Γ
χ2t dS +
1
8
∫
Ω
χ2t dx +
1
4
∫
Ω
χtχtt dx
+ 1
2
∫
Ω
φ′(χ)χ2t dx +
∫
Ω
|∇θ |2 dx
)
+ 1
4
∫
Ω
χ2t t dx +
1
4
∫
Γ
χ2t dS +
∫
Γ
χ2t t dS
+ 1
8
∫
Ω
|∇χt |2 dx + 14
∫
Ω
φ′(χ)χ2t dx +
3
8
∫
Ω
θ2t dx
 1
2
∫
Ω
∣∣φ′′(χ)∣∣|χt |3 dx +C. (2.57)
From now on C is a positive constant depending on Ω , φ, ‖θ0‖H 1(Ω), ‖(χ0, χ1)‖D , at most.
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we have∫
Ω
∣∣φ′′(χ)∣∣∣∣χ3t ∣∣dx  C ∫
Ω
(
1 + |χ |)|χt |3 dx
 C
(
1 + ‖χ‖L6(Ω)
)∥∥χ2t ∥∥L3(Ω)‖χt‖ C‖χt‖2H 1(Ω)‖χt‖. (2.58)
Set now
J (t) := 1
2
∫
Ω
χ2t t (t) dx +
1
2
∫
Ω
∣∣∇χt (t)∣∣2 dx + 58
∫
Γ
χ2t (t) dS +
1
8
∫
Ω
χ2t (t) dx
+ 1
4
∫
Ω
χt (t)χtt (t) dx + 12
∫
Ω
φ′
(
χ(t)
)
χ2t (t) dx +
∫
Ω
∣∣∇θ(t)∣∣2 dx. (2.59)
Using the Cauchy–Schwarz inequality, (2.55), and taking ε1 sufficient small in (2.48), from (2.57)
we deduce that
d
dt
J (t)+ ηJ (t) C(‖χt‖J (t)+ 1), (2.60)
where η > 0 is some positive constant.
From Lemma 2.2 and the Hölder’s inequality we infer that
t∫
τ
‖χt‖ds 
( t∫
τ
‖χt‖2 ds
)1/2
(t − τ)1/2  C(t − τ)1/2, (2.61)
for all t > τ  0.
Then, from a suitable version of the Gronwall inequality (see, for instance, [16, Lemma 2.2]),
it follows that
J (t) C, ∀t  0. (2.62)
On account of (2.48), we get the following uniform estimates:∥∥χtt (t)∥∥+ ∥∥χt (t)∥∥H 1(Ω)  C, ∀t  0.
Proceeding now as in Step 3 of the proof of Theorem 2.2, we get∥∥χ(t)∥∥
H 2(Ω)  C, ∀t  0,
and this concludes the proof. 
Remark 2.1. The results of this section allow us to define a semigroup S(t) acting on H 1(Ω)×D
by setting (θ(t),χ(t),χt (t)) = S(t)(θ0, χ0, χ1), for all t  0, where (θ,χ,χt ) is the unique
(strong) solution given by Theorem 2.2. It can also be proved that S(t) is strongly continuous.
Moreover, Lemma 2.4 implies that, for any given initial data (θ0, χ0, χ1) ∈ H 1(Ω)×D, the orbit⋃
t0 S(t)(θ0, χ0, χ1) is precompact in L2(Ω)×H 1(Ω)×L2(Ω).
Remark 2.2. The analyticity of φ is not needed here. It suffices to require that φ belong to C2(R)
(see, e.g., [16], where even more general assumptions on φ are made).
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It easily follows from (1.4) that the corresponding stationary problem to problem (1.1)–(1.3)
is ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
−ψ + φ(ψ)−
(
m− 1|Ω|
∫
Ω
ψ dx
)
= 0,
∂νψ +ψ |Γ = 0,
θ∞ = m− 1|Ω|
∫
Ω
ψ dx.
(3.1)
Let
Υ (χ) =
∫
Ω
(
1
2
|∇χ |2 +Φ(χ)
)
dx + 1
2
∫
Γ
χ2 dS + 1
2|Ω|
(∫
Ω
χ dx
)2
−m
∫
Ω
χ dx. (3.2)
Then we have
Lemma 3.1. Suppose that ψ ∈ H 2(Ω) is a strong solution to problem (3.1). Then ψ is a critical
point of the functional Υ (χ) in H 1(Ω). Conversely, if ψ is a critical point of the functional
Υ (χ) in H 1(Ω), then ψ ∈ H 2(Ω) and it is a strong solution to problem (3.1).
The proof is similar to the one of [42, Lemma 3.1].
Remark 3.1. By the bootstrap argument, ψ is also a classical solution.
On the other hand, problem (3.1) admits at least a classical solution. In fact, there holds (the
proof is similar to the one of [42, Lemma 3.2])
Lemma 3.2. The functional Υ (χ) has at least a minimizer ψ ∈ H 1(Ω) such that
Υ (ψ) = inf
χ∈H 1(Ω)
Υ (χ). (3.3)
Therefore problem (3.1) admits at least a classical solution.
We conclude this section by observing that the functional
E(χ) = E
(
χ,m− 1|Ω|
∫
Ω
χ dx
)
=
∫
Ω
(
1
2
|∇χ |2 +Φ(χ)
)
dx + 1
2
∫
Γ
χ2 dS −m
∫
Ω
χ dx + 1
2
m2|Ω|
+ 1
2|Ω|
(∫
Ω
χ dx
)2
, (3.4)
where
E(χ, θ) =
∫ (1
2
|∇χ |2 +Φ(χ)
)
dx + 1
2
∫
χ2 dS + 1
2
∫
θ2 dx, (3.5)Ω Γ Ω
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E(χ) = Υ (χ)+ 1
2
m2|Ω|. (3.6)
4. The extended Simon–Łojasiewicz inequality
In this section we prove the Simon–Łojasiewicz inequality we need. The argument is es-
sentially a combination of the ones used in [42,44]. However, we report the main steps of the
argument for the reader’s convenience.
Let ψ be a fixed critical point of E(χ) and take w ∈ D(R). Consider the linearized operator
L(w) :D(R) → L2(Ω) defined by
L(w)h ≡ −h+ φ′(ψ +w)h+ 1|Ω|
∫
Ω
hdx. (4.1)
It is not difficult to prove that L(w) :D(R) → L2(Ω) is a self-adjoint operator. In addition
observe that the bilinear form a(h1, h2) : (H 1(Ω))2 →R associated with L(w) is
a(h1, h2) =
∫
Ω
(∇h1 · ∇h2 + φ′(ψ +w)h1h2)dx + 1|Ω|
(∫
Ω
h2 dx
)(∫
Ω
h1 dx
)
+
∫
Γ
h1h2 dS (4.2)
such that L(w) + λI with I being the identity map is invertible for λ > 0 sufficiently large, and
its inverse is compact in L2(Ω). Thus, the Fredholm theorem entails that Ker(L(w)) is finite-
dimensional. It is well known that
Ran
(
L(w)
)= (Ker(L∗(w)))⊥, (4.3)
and the self-adjointness of L(w) implies
Ran
(
L(w)
)= (Ker(L(w)))⊥ (4.4)
and
Ran
(
L(w)
)⊕ Ker(L(w))= L2(Ω). (4.5)
Hence we can consider the orthogonal projections ΠK :L2(Ω) → Ker(L(w)) and ΠR :L2(Ω) →
Ran(L(w)) and we have (see, e.g., [42, Lemma 4.3])
Lemma 4.1. For any fR ∈ ΠRL2(Ω), there exists a unique hR ∈ D(R)∩ΠRL2(Ω) such that
L(0)hR = fR.
Moreover, there exists a positive constant C such that
‖hR‖H 2(Ω)  C‖fR‖. (4.6)
We are now in a position to prove our first version of the generalized Simon–Łojasiewicz
inequality which will be then adapted to our problem.
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(0,1) depending on ψ such that, for any χ ∈ H 2(Ω) satisfying ‖χ −ψ‖H 2(Ω) < β , we have∥∥∥∥−χ + φ(χ)−(m− 1|Ω|
∫
Ω
χ dx
)∥∥∥∥+ ‖∂νχ + χ‖L2(Γ )  ∣∣E(χ)− E(ψ)∣∣1−σ . (4.7)
Proof. Let us consider the operator M(v) :H 2(Ω) → L2(Ω) defined by
M(v) = −(v +ψ)+ φ(v +ψ)−
(
m− 1|Ω|
∫
Ω
(v +ψ)dx
)
. (4.8)
Then, we restrict M on D(R) and introduce the nonlinear operator N from D(R) → L2(Ω)
given by
N (w) = ΠKw +M(w), (4.9)
where w ∈ D(R).
Recalling (H0) and [34], we have that the mapping L∞(Ω)  z → φ(z) ∈ L∞(Ω) is analytic.
This implies that the operator N is analytic, so that N (v) is holomorphic and
DN (w)h = L(w)h, (4.10)
where L(w) :D(R) → L2(Ω) is given by
L(w)h = ΠKh+L(w)h. (4.11)
Recalling [44, Lemma 3.5], we prove that L(w) is one-to-one and onto in a H 2(Ω)-
neighborhood W of the origin. Moreover, for each w ∈ W , its inverse L−1(w) is a linear
bounded operator from L2(Ω) to D(R). Then, by the abstract implicit function theorem (see,
e.g., [35] and [45, Corollary 4.37] for the analytic version), there exist neighborhoods of the ori-
gin W1(0) ⊂ D(R) and W2(0) ⊂ L2(Ω), and a holomorphic inverse projection Ψ of N such
that Ψ :W2(0) → W1(0) is a one-to-one and onto mapping. Moreover, there hold
N (Ψ (g))= g, ∀g ∈ W2(0), (4.12)
Ψ
(N (w))= w, ∀w ∈ W1(0), (4.13)
and, for some positive constant C,∥∥Ψ (g1)−Ψ (g2)∥∥H 2  C‖g1 − g2‖, ∀g1, g2 ∈ W2(0), (4.14)∥∥N (w1)−N (w2)∥∥ C‖w1 −w2‖H 2, ∀w1,w2 ∈ W1(0). (4.15)
Arguing now as in [44, Lemma 3.6] and taking into account that w is such that ∂νw + w = 0
on Γ , we find σ ∈ (0, 12 )∥∥M(w)∥∥ ∣∣E(w +ψ)− E(ψ)∣∣1−σ , (4.16)
in a suitable H 2(Ω)-neighborhood of the origin.
Consider now v ∈ H 2(Ω) and observe that there exists a unique w ∈ D(R) such that
w = v, in Ω,
and, in addition, by well-known elliptic estimates and the proposition of the Robin map R defined
in Section 2 (cf. also [9]), we have
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‖v −w‖H 3/2(Ω)  C‖∂νv + v‖L2(Γ )  C‖v‖H 2(Ω), (4.18)
where C is a positive constant depending only on Ω . Therefore, if v belongs to a small H 2(Ω)-
neighborhood of the origin, then w ∈ D(R) stays in a small H 2(Ω)-neighborhood of the origin
as well. Besides, from (4.17), (4.18) and the Sobolev embedding theorem, we can easily deduce∥∥M(w)∥∥ ∥∥M(v)∥∥+C‖v −w‖H 1(Ω)  ∥∥M(v)∥∥+C‖∂νv + v‖L2(Γ ), (4.19)
where C > 0 depends only on Ω . Using now the Newton–Leibniz formula, by (4.18) we get∣∣E(w)− E(v)∣∣

∣∣∣∣∣
1∫
0
∫
Ω
M
(
v + t (w − v))(v −w)dx dt∣∣∣∣∣+
∣∣∣∣∣
1∫
0
∫
Γ
(1 − t)(∂νv + v)(v −w)dx dt
∣∣∣∣∣
C
(∥∥M(v)∥∥+ ‖∂νv + v‖L2(Γ ))‖∂νv + v‖L2(Γ )
C
(∥∥M(v)∥∥+ ‖∂νv + v‖L2(Γ ))2. (4.20)
Finally, setting v = χ − ψ , combining (4.20) with (4.16) and (4.19) and choosing a sufficiently
small H 2(Ω)-neighborhood of the origin, we infer (4.7). 
We now state and prove the Simon–Łojasiewicz type inequality for our system. A preliminary
version is contained in the next lemma.
Lemma 4.3. Let (ψ, θ∞) be the solution to (3.1), then there exist constants σ ∈ (0, 12 ) and β > 0
(the same constants as in Lemma 4.2) depending on (ψ, θ∞) such that, for any (χ, θ) ∈ H 2(Ω)×
H 1(Ω) satisfying
(i) ‖χ −ψ‖H 2(Ω) < β and ‖θ − θ∞‖H 1(Ω) < β ,
(ii) 1|Ω| (
∫
Ω
χ dx + ∫
Ω
θ dx) = m,
there exists a constant C > 0 such that
C
(∥∥−χ + φ(χ)− θ∥∥+ ‖∇θ‖ + ‖∂νχ + χ‖L2(Γ )) ∣∣E(χ, θ)−E(ψ, θ∞)∣∣1−σ . (4.21)
Proof. From Lemma 4.2, assumption (ii) and the Poincaré inequality we obtain∣∣E(χ)− E(ψ)∣∣1−σ

∥∥∥∥−χ + φ(χ)−(m− 1|Ω|
∫
Ω
χ dx
)∥∥∥∥+ ‖∂νχ + χ‖L2(Γ )

∥∥−χ + φ(χ)− θ∥∥+ ∥∥∥∥θ −m+ 1|Ω|
∫
Ω
χ dx
∥∥∥∥+ ‖∂νχ + χ‖L2(Γ )

∥∥−χ + φ(χ)− θ∥∥+ ‖θ − θ¯‖ + ‖∂νχ + χ‖L2(Γ )

∥∥−χ + φ(χ)− θ∥∥+C‖∇θ‖ + ‖∂νχ + χ‖L2(Γ ), (4.22)
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∫
Ω
θ dx. On the other hand, we have
E(χ, θ)− E(χ) = 1
2
(∫
Ω
θ2 dx − 1|Ω|
(∫
Ω
θ dx
)2)
= 1
2
∫
Ω
|θ − θ¯ |2 dx.
Then, using the Poincaré inequality once more, we get∣∣E(χ, θ)− E(χ)∣∣1−σ  C‖∇θ‖2(1−σ)  C‖∇θ‖, (4.23)
since σ ∈ (0,1/2) and ‖θ‖H 1(Ω) is bounded.
Observing now that E(ψ) = E(ψ, θ∞), we infer that∣∣E(χ, θ)−E(ψ, θ∞)∣∣1−σ  ∣∣E(χ, θ)− E(χ)∣∣1−σ + ∣∣E(χ)− E(ψ)∣∣1−σ
 C
(∥∥−χ + φ(χ)− θ∥∥+ ‖∇θ‖ + ‖∂νχ + χ‖L2(Γ )). (4.24)
The lemma is thus proved. 
To demonstrate our main theorem in the next section, we need to relax the assumptions on the
neighborhood of the stationary point, namely,
Lemma 4.4. Let (ψ, θ∞) be the solution to (3.1), then there exist constants σ˜ ∈ (0, 12 ) and β˜ > 0
depending on (ψ, θ∞) such that, for any (χ, θ) ∈ H 2(Ω)×H 1(Ω) satisfying
(i) ‖χ −ψ‖H 1(Ω) < β˜ and ‖θ − θ∞‖ < β˜ ,
(ii) 1|Ω| (
∫
Ω
χ dx + ∫
Ω
θ dx) = m,
there holds∥∥−χ + φ(χ)− θ∥∥+ ‖∇θ‖ + ‖∂νχ + χ‖H 1/2(Γ )  ∣∣E(χ, θ)−E(ψ, θ∞)∣∣1−σ˜ . (4.25)
Proof. We distinguish four possible cases. Let β be the constant appearing in Lemma 4.2.
(i) If ‖χ −ψ‖H 2(Ω) < β and ‖θ − θ∞‖H 1(Ω) < β , then it follows from Lemma 4.3 that (4.25)
holds after taking a suitable σ ′ ∈ (0, σ ) if necessary.
(ii) If ‖χ −ψ‖H 2(Ω)  β and ‖θ − θ∞‖H 1(Ω)  β , then for χ˜ = χ −ψ and θ˜ = θ − θ∞, from
the regularity theory for elliptic problem we get
‖χ˜‖H 2(Ω)  CΩ
(‖χ˜‖ + ‖∂νχ + χ‖H 1/2(Γ )). (4.26)
Since H 1(Ω) ↪→ L6(Ω), then there exists β˜ > 0 depending on ψ and θ∞ such that for all χ
and θ satisfying ‖χ −ψ‖H 1(Ω) < β˜ and ‖θ − θ∞‖ < β˜ , respectively, we have∥∥φ(χ)− φ(ψ)∥∥< β
4CΩ
, (4.27)∣∣E(χ, θ)−E(ψ, θ∞)∣∣1−σ < β2CΩ , (4.28)
‖θ − θ∞‖ < β4CΩ . (4.29)
Recalling that ψ satisfies (3.1), from (4.26)–(4.29) we deduce
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= ∥∥−χ˜ + φ(χ)− φ(ψ)− θ˜∥∥+ ‖∂νχ + χ‖H 1/2(Γ )

(‖χ˜‖ + ‖∂νχ + χ‖H 1/2(Γ ))− ∥∥φ(χ)− φ(ψ)∥∥− ‖θ˜‖
 1
CΩ
‖χ˜‖H 2 −
∥∥φ(χ)− φ(ψ)∥∥− ‖θ˜‖
>
β
2CΩ
>
∣∣E(χ, θ)−E(ψ, θ∞)∣∣1−σ . (4.30)
(iii) If ‖χ −ψ‖H 2(Ω)  β and ‖θ −θ∞‖H 1(Ω) < β , we can still take β˜ such that (4.27)–(4.29)
hold. Then, arguing as in (ii), we still get the above inequality.
(iv) If ‖χ − ψ‖H 2(Ω) < β and ‖θ − θ∞‖H 1(Ω)  β , then there exists β˜ > 0 such that, for all
χ, θ satisfying ‖χ −ψ‖H 1(Ω) < β˜ and ‖θ − θ∞‖ < β˜ , we have
‖∇θ‖ > β
2
,
∣∣E(χ, θ)−E(ψ, θ∞)∣∣1−σ < β2 . (4.31)
Hence we infer∥∥−χ + φ(χ)− θ∥∥+ ‖∇θ‖ + ‖∂νχ + χ‖H 1/2(Γ )
 ‖∇θ‖ > β
2
>
∣∣E(χ, θ)−E(ψ, θ∞)∣∣1−σ . (4.32)
Finally, denote σ˜ = min{σ,σ ′}, we get the required result. 
5. Proof of Theorem 1.1
Let us recall first that the ω-limit set of (θ0, χ0, χ1) ∈ L2(Ω)×H is defined as follows:
ω(θ0, χ0, χ1) =
{(
θ∞,ψ(x),ψ1(x)
) ∈ L2(Ω)×H ∣∣ ∃tn → +∞ s.t.(
θ(x, tn),χ(x, tn),χt (x, tn)
)→ (θ∞,ψ(x),ψ1(x)) in L2(Ω)×H}.
Then we prove
Lemma 5.1. For any (θ0, χ0, χ1) ∈ H 1(Ω) × D, the ω-limit set of (θ0, χ0, χ1) is a nonempty
compact connected subset of L2(Ω)×H. Furthermore, there hold:
(i) S(t)ω(θ0, χ0, χ1) = ω(θ0, χ0, χ1), for all t  0;
(ii) E(χ, θ) is constant on ω(θ0, χ0, χ1);
(iii) ω(θ0, χ0, χ1) consists of equilibria.
Proof. Recalling (3.5) and setting
V (t) = E(χ(t), θ(t))+ 1
2
∥∥χt (t)∥∥2, (5.1)
it is easy to check that V is a Lyapunov functional for problem (1.1)–(1.3). In particular, on any
weak solution (θ(t),χ(t),χt (t)), we have
d
V (t)+ ∥∥χt (t)∥∥2 + ∥∥χt (t)∥∥2L2(Γ ) + ∥∥∇θ(t)∥∥2 = 0, ∀t  0. (5.2)dt
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Observe now that, given (θ0, χ0, χ1) ∈ H 1(Ω)×D, since every element in ω(θ0, χ0, χ1) has
the form (θ∞,ψ(x),0) where (θ∞,ψ(x)) is a pair of solutions to problem (3.1) and
+∞∫
0
(∥∥∇θ(t)∥∥2 + ∥∥χt (t)∥∥2)dt < +∞, (5.3)
it follows at once that
‖χt‖ → 0, as t → +∞. (5.4)
In addition, (2.36), (5.3), and [48, Lemma 6.2.1] entail
‖∇θ‖ → 0, as t → +∞. (5.5)
On account of the above preliminaries, we can now proceed to complete the proof following
a simple argument introduced in [23] in which the key observation is that after a certain time
t0 > 0, the solution (θ,χ,χt ) originating from (θ0, χ0, χ1) ∈ H 1(Ω) × D will necessarily fall
into a (small) neighborhood of (θ∞,ψ,0), and will remain there forever. Since we are dealing
with a coupled system in which the second equation is a semilinear hyperbolic equation, it turns
out that we cannot directly apply the extended Simon–Łojasiewicz inequality derived in the pre-
vious section. Instead, we have to introduce an auxiliary function which is a crucial step of the
proof.
In the sequel we shall indicate by C a generic positive constant depending on Ω , φ and on
the initial datum (θ0, χ0, χ1). This constant may vary even within the same line. Any further
dependence will be explicitly pointed out.
Let ε > 0 be a (small) constant to be chosen later on. Then, we define (cf. (5.1))
H(t) = V (t)+ ε
∫
Ω
(−χ(t)+ φ(χ(t))− θ¯ (t))χt (t) dx
+ ε
∫
Ω
∣∣∇χt (t)∣∣2 dx + ε ∫
Ω
∣∣−χ(t)+ φ(χ(t))− θ¯ (t)∣∣2 dx
+ ε
∫
Ω
φ′
(
χ(t)
)∣∣χt (t)∣∣2 dx + 32ε
∫
Γ
∣∣χt (t)∣∣2 dS.
It is clear from Lemma 2.4 that H(t) is well defined for all t  0 and is bounded from below.
Also, a straightforward calculation shows that the following identity holds:
dH
dt
= −‖χt‖2 − ‖∇θ‖2 − ‖χt‖2L2(Γ ) + ε
∫
Ω
(−χ + φ(χ)− θ¯)
t
χt dx
+ ε
∫
Ω
(−χ + φ(χ)− θ¯)χtt dx
+ 2ε
∫
∇χt · ∇χtt dx + 2ε
∫ (−χ + φ(χ)− θ¯)
t
(−χ + φ(χ)− θ¯)dx
Ω Ω
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∫
Ω
φ′′(χ)|χt |2χt dx + 2ε
∫
Ω
φ′(χ)χtχtt dx + 3ε
∫
Γ
χtχtt dS.
Using the second equation of (1.1) and integrating by parts over Ω , we get
dH
dt
= −‖χt‖2 − ‖∇θ‖2 − ‖χt‖2L2(Γ ) + ε
∫
Ω
(−χ + φ(χ)− θ¯)
t
χt dx
− ε
∫
Ω
(−χ + φ(χ)− θ¯)χt dx − ε ∫
Ω
(−χ + φ(χ)− θ¯)(−χ + φ(χ)− θ)dx
− 2ε
∫
Ω
χt · χtt dx − 2ε
∫
Γ
(χt + χtt )χtt dS
+ 2ε
∫
Ω
(−χ + φ(χ)− θ¯)
t
(−χ + φ(χ)− θ¯)dx
+ ε
∫
Ω
φ′′(χ)|χt |2χt dx + 2ε
∫
Ω
φ′(χ)χtχtt dx + 3ε
∫
Γ
χtχtt dS.
Using the second equation of (1.1) once more, we obtain
dH
dt
= −‖χt‖2 − ‖∇θ‖2 − ‖χt‖2L2(Γ ) + ε
∫
Ω
(−χ + φ(χ)− θ¯)
t
χt dx
− ε
∫
Ω
(−χ + φ(χ)− θ¯)χt dx − ε ∫
Ω
(−χ + φ(χ)− θ¯)2 dx
+ ε
∫
Ω
(−χ + φ(χ)− θ¯)(θ − θ¯ ) dx − 2ε ∫
Γ
(χt + χtt )χtt dS
− 2ε
∫
Ω
χt · χtt dx + 2ε
∫
Ω
(−χ + φ(χ)− θ¯)
t
(θ − θ¯ ) dx
− 2ε
∫
Ω
(−χ + φ(χ)− θ¯)
t
χt dx − 2ε
∫
Ω
(−χ + φ(χ)− θ¯)
t
χtt dx
+ ε
∫
Ω
φ′′(χ)|χt |2χt dx + 2ε
∫
Ω
φ′(χ)χtχtt dx + 3ε
∫
Γ
χtχtt dS
= −‖χt‖2 − ‖∇θ‖2 − ‖χt‖2L2(Γ ) − ε
∫
Ω
(−χ + φ(χ)− θ¯)
t
χt dx
− ε
∫
Ω
(−χ + φ(χ)− θ¯)χt dx − 2ε ∫
Γ
(χt + χtt )χtt dS
− ε
∫ (−χ + φ(χ)− θ¯)2 dx + ε ∫ (−χ + φ(χ)− θ¯)(θ − θ¯ ) dx
Ω Ω
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∫
Ω
θ¯tχtt dx + 2ε
∫
Ω
(−χ + φ(χ)− θ¯)
t
(θ − θ¯ ) dx
+ ε
∫
Ω
φ′′(χ)|χt |2χt dx + 3ε
∫
Γ
χtχtt dS.
Then, integrating by parts on Ω and using the first equation of (1.1), we deduce
dH
dt
= −‖χt‖2 − ‖∇θ‖2 − ‖χt‖2L2(Γ ) − ε‖∇χt‖2 − ε
∫
Ω
φ′(χ)|χt |2 dx + ε
∫
Ω
θ¯tχt dx
− ε‖χt‖2L2(Γ ) − ε
∫
Ω
(−χ + φ(χ)− θ¯)χt dx − ε ∫
Ω
(−χ + φ(χ)− θ¯)2 dx
+ ε
∫
Ω
(−χ + φ(χ)− θ¯)(θ − θ¯ ) dx − 2ε ∫
Ω
χt(θ − θ¯ ) dx
− 2ε‖χtt‖2L2(Γ ) + 2ε
∫
Ω
φ′(χ)χt (θ − θ¯ ) dx − 2ε
∫
Ω
θ¯tχt dx
− 2ε
∫
Ω
θ¯t
(−χ + φ(χ)− θ¯)dx + ε ∫
Ω
φ′′(χ)|χt |2χt dx
= −‖χt‖2 − ‖∇θ‖2 − ‖χt‖2L2(Γ ) − ε‖∇χt‖2 − ε
∫
Ω
φ′(χ)|χt |2 dx
+ ε|Ω|
(∫
Ω
χt dx
)2
− ε‖χt‖2L2(Γ ) − 2ε‖χtt‖2L2(Γ ) − ε
∫
Ω
(−χ + φ(χ)− θ¯)2 dx
− ε
∫
Ω
(−χ + φ(χ)− θ¯)χt dx + ε ∫
Ω
(−χ + φ(χ)− θ¯)(θ − θ¯ ) dx
+ 2ε
∫
Ω
∇χt · ∇θ dx + 2ε
∫
Γ
(χt + χtt )(θ − θ¯ ) dS + 2ε
∫
Ω
φ′(χ)χt (θ − θ¯ ) dx
+ 2ε|Ω|
(∫
Ω
χt dx
)(∫
Ω
(−χ + φ(χ)− θ¯)dx)+ ε ∫
Ω
φ′′(χ)|χt |2χt dx. (5.6)
Note that φ′(χ) and φ′′(χ) are globally bounded due to (H0), (H1) and to the embedding
H 2(Ω) ↪→ L∞(Ω). Moreover, by the Gagliardo–Nirenberg inequality, we have
‖χt‖3L3  C
(‖∇χt‖ 32 ‖χt‖ 32 + ‖χt‖3).
Therefore, for some ε1 > 0, we get∫
Ω
φ′′(χ)|χt |2χt dx  C‖χt‖3L3  C
(
ε1‖∇χt‖2 +Cε1‖χt‖6 + ‖χt‖3
)
. (5.7)
On the other hand, the Poincaré inequality yields
‖θ − θ¯‖C‖∇θ‖,
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‖θ − θ¯‖L2(Γ ) C‖θ − θ¯‖H 1(Ω)  C‖∇θ‖.
Hence, we have∥∥−χ + φ(χ)− θ¯∥∥2  1
2
∥∥−χ + φ(χ)− θ∥∥2 − ‖θ − θ¯‖2
 1
2
∥∥−χ + φ(χ)− θ∥∥2 −C‖∇θ‖2. (5.8)
Using now the Cauchy–Schwarz inequality, taking ε1 sufficiently small and then choosing ε
small enough, we can find γ > 0 and T1 > 0 sufficiently large such that, for all t  T1 > 0,
d
dt
H(t)−γ (‖χt‖2 + ‖χt‖2L2(Γ ) + ‖∇θ‖2 + ∥∥−χ + φ(χ)− θ∥∥2 + ‖∇χt‖2)
−C(‖χt‖ + ‖χt‖H 1/2(Γ ) + ‖∇θ‖ + ∥∥−χ + φ(χ)− θ∥∥+ ‖∇χt‖)2, (5.9)
i.e., H(t) is decreasing on [T1,+∞). It follows that H(t) has a finite limit as t goes to +∞.
Observe now that, since (θ∞,ψ(x),0) ∈ ω(θ0, χ0, χ1), there is a sequence tn → +∞ such
that
χ(x, tn) → ψ(x) in H 1(Ω), (5.10)
θ(x, tn) → θ∞ in L2(Ω). (5.11)
Thus, there holds
E
(
χ(x, tn), θ(x, tn)
)→ E(ψ, θ∞). (5.12)
From the definition of H(t) we can see that for t  T1, H(t)  E(ψ, θ∞) and the equal sign
holds if and only if, for all t  T1, χ and θ are independent of t and satisfy Eq. (3.1). On the
other hand, for all t  T1, we have
− d
dt
(
H(t)−E(ψ, θ∞)
)σ˜ = −σ˜ (H(t)−E(ψ, θ∞))σ˜−1 d
dt
H(t), (5.13)
where σ˜ is the constant appearing in Lemma 4.4. Observe that, thanks to the Hölder inequality,
we get(
H(t)−E(ψ, θ∞)
)1−σ˜  C(∣∣E(χ, θ)−E(ψ, θ∞)∣∣1−σ˜ + ‖χt‖2(1−σ˜ ) + ‖χt‖2(1−σ˜ )L2(Γ )
+ ∥∥−χ + φ(χ)− θ¯∥∥1−σ˜ ‖χt‖1−σ˜ + ‖∇χt‖2(1−σ˜ )
+ ∥∥−χ + φ(χ)− θ¯∥∥2(1−σ˜ )). (5.14)
On the other hand, the Young inequality implies∥∥−χ + φ(χ)− θ¯∥∥1−σ˜ ‖χt‖1−σ˜  ∥∥−χ + φ(χ)− θ¯∥∥+ ‖χt‖(1−σ˜ )/σ˜ , (5.15)
and the Poincaré inequality yields∥∥−χ + φ(χ)− θ¯∥∥ ∥∥−χ + φ(χ)− θ∥∥+ ‖θ − θ¯‖

∥∥−χ + φ(χ)− θ∥∥+C‖∇θ‖. (5.16)
Since (1 − σ˜ )/σ˜ > 1, 2(1 − σ˜ ) > 1, from Lemma 2.4 it follows that, for all t  T1,
972 H. Wu et al. / J. Math. Anal. Appl. 329 (2007) 948–976(
H(t)−E(ψ, θ∞)
)1−σ˜
 C
(∣∣E(χ, θ)−E(ψ, θ∞)∣∣1−σ˜ + ‖χt‖ + ‖χt‖L2(Γ ) + ∥∥−χ + φ(χ)− θ∥∥
+ ‖∇χt‖ + ‖∇θ‖
)
 C
(‖χt‖ + ∥∥−χ + φ(χ)− θ∥∥+ ‖χt‖H 1/2(Γ ) + ‖∇χt‖ + ‖∇θ‖). (5.17)
We now consider all the possible cases.
(I) If there is t0  T1 such that H(t0) = E(ψ, θ∞), then for all t > t0, as we have pointed out,
χ and θ are independent of t and we are done.
(II) If there is t0  T1 such that, for all t  t0, on account of Lemma 4.4, ‖χ −ψ‖H 1 < β˜ and
‖θ − θ∞‖ < β˜ , then we have
d
dt
[
H(t)−E(ψ, θ∞)
]σ˜
+Cσ˜
(‖χt‖ + ‖χt‖H 1/2(Γ ) + ∥∥−χ + φ(χ)− θ∥∥+ ‖∇χt‖ + ‖∇θ‖) 0, (5.18)
and integrating from t0 to t , we get[
H(t)−E(ψ, θ∞)
]σ˜
+Cσ˜
t∫
t0
(‖χt‖ + ‖χt‖H 1/2(Γ ) + ∥∥−χ + φ(χ)− θ∥∥+ ‖∇χt‖ + ‖∇θ‖)dτ

[
H(t0)−E(ψ, θ∞)
]σ˜
< +∞. (5.19)
Observe now that, for t  T1, there holds H(t)−E(ψ, θ∞) 0. Then, we infer
t∫
t0
‖χt‖dτ < +∞, ∀t  t0, (5.20)
t∫
t0
‖∇θ‖dτ < +∞, ∀t  t0. (5.21)
Moreover, by comparison in the first equation of (1.1), we deduce
t∫
t0
‖θt‖H−1(Ω) dτ < +∞, ∀t  t0. (5.22)
Thus, (5.20) and (5.22) entail that χ(t) converges in L2(Ω) and θ(t) converges in H−1(Ω), as
t → +∞. Hence the precompactness of (θ(t),χ(t)) in L2(Ω) × H 1(Ω) and the uniqueness of
the limit give
lim
t→∞
∥∥χ(t)−ψ∥∥
H 1(Ω) = 0, limt→∞
∥∥θ(t)− θ∞∥∥= 0, (5.23)
and recalling (5.5) we also deduce
lim
∥∥θ(t)− θ∞∥∥H 1(Ω) = 0. (5.24)t→∞
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for any η > 0 with η < β˜ , there exists an integer N such that when nN , there hold∥∥χ(·, tn)−ψ∥∥ C∥∥χ(·, tn)−ψ∥∥H 1(Ω) < η2 , ∥∥θ(·, tn)− θ∞∥∥< η2 . (5.25)
On the other hand, since H(t) is decreasing in [T1,+∞) and it has a finite limit as t → +∞, we
can deduce that, for all nN and t  tn  T1,
1
Cσ˜
((
H(tn)−E(ψ, θ∞)
)σ˜ − (H(t)−E(ψ, θ∞))σ˜ )< η2 . (5.26)
Define
t¯n = sup
{
t > tn
∣∣ ∥∥χ(·, s)−ψ∥∥
H 1(Ω) < β˜,
∥∥θ(·, s)− θ∞∥∥< β˜, ∀s ∈ [tn, t]}. (5.27)
From (5.25) and continuity of the orbit in L2(Ω)×H, it follows that t¯n > tn for all nN . Then
there are two possibilities:
(i) There exists n0 N such that t¯n0 = +∞, then, arguing as in case (II) we can get the strong
convergence of the whole trajectory to the stationary point (θ∞,ψ,0).
(ii) Otherwise, for all nN , we have tn < t¯n < +∞, and for all t ∈ [tn, t¯n], E(ψ, θ∞) < H(t).
Then, from (5.19) with t0 being replaced by tn, and t being replaced by t¯n we infer that
t¯n∫
tn
‖χt‖dτ  1
Cσ˜
((
H(tn)−E(ψ, θ∞)
)σ˜ − (H(t¯n)−E(ψ, θ∞))σ˜ )< η2 . (5.28)
Therefore, we get
∥∥χ(t¯n)−ψ∥∥ ∥∥χ(tn)−ψ∥∥+ t¯n∫
tn
‖χt‖dτ < η, (5.29)
so that ‖χ(t¯n) − ψ(x)‖L2(Ω) goes to 0 when n tends to +∞. Since χ(t) is precompact
in H 1(Ω), there exists a subsequence of {χ(t¯n)}, still denoted by {χ(t¯n)}, which converges
to ψ in H 1(Ω), then we can deduce that when n is sufficiently large,∥∥χ(t¯n)−ψ∥∥H 1(Ω) < β˜,
which contradicts the definition of t¯n.
We have thus proved (1.5) and it remains to establish the convergence estimate (1.6). From the
previous arguments we can deduce that there exists t∗ > T1 such that (5.17) holds for all t  t∗.
Then, a combination of (5.9) with (5.17) yields
d
dt
(
H(t)−E(ψ, θ∞)
)+C(H(t)−E(ψ, θ∞))2(1−σ˜ )  0,
for any t  t∗. Therefore, we obtain
H(t)−E(ψ, θ∞) C(1 + t)−1/(1−2σ˜ ), ∀t  t∗.
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we deduce that
∞∫
t
(‖χt‖H 1(Ω) + ∥∥−χ + φ(χ)− θ∥∥+ ‖∇θ‖)dτ  C(1 + t)−σ˜ /(1−2σ˜ ).
Thus we have
∞∫
t
‖χt‖H 1(Ω) dτ  C(1 + t)−σ˜ /(1−2σ˜ ), (5.30)
∞∫
t
‖χtt‖dτ 
∞∫
t
(‖χt‖ + ∥∥−χ + φ(χ)− θ∥∥)dτ  C(1 + t)−σ˜ /(1−2σ˜ ), (5.31)
which imply, respectively,∥∥χ(t)−ψ∥∥
H 1(Ω) C(1 + t)−σ˜ /(1−2σ˜ ), (5.32)∥∥χt (t)∥∥ C(1 + t)−σ˜ /(1−2σ˜ ). (5.33)
Regarding the convergence rate for θ , observe that from (1.4) and (1.7) it follows∣∣θ¯ (t)− θ∞∣∣L∞ = ∣∣∣∣ 1|Ω|
∫
Ω
(
χ(t)−ψ)dx∣∣∣∣ C∥∥χ(t)−ψ∥∥ C(1 + t)−σ˜ /(1−2σ˜ ). (5.34)
Multiplying the first equation of (1.1) by θ − θ¯ , integrating over Ω , using (1.4), the Hölder and
the Poincaré inequalities, we obtain
1
2
d
dt
‖θ − θ¯‖2 + ‖∇θ‖2 =
∫
Ω
χt (θ − θ¯ ) dx  12‖∇θ‖
2 +C‖χt‖2. (5.35)
Adding (5.35) together with (2.36) yields
d
dt
∥∥(θ − θ¯ )(t)∥∥2
H 1 +
∥∥(θ − θ¯ )(t)∥∥2
H 1 C
∥∥χt (t)∥∥2  C(1 + t)−2σ˜ /(1−2σ˜ ). (5.36)
Hence we infer that∥∥(θ − θ¯ )(t)∥∥2
H 1
 Ce−t +Ce−t
( t2∫
0
eτ (1 + τ)−2σ˜ /(1−2σ˜ ) dτ +
t∫
t
2
eτ (1 + τ)−2σ˜ /(1−2σ˜ ) dτ
)
 Ce−t +Ce−t
(
e
t
2
t
2∫
0
(1 + τ)−2σ˜ /(1−2σ˜ ) dτ +C(1 + t)−2σ˜ /(1−2σ˜ )et
)
 C(1 + t)−2σ˜ /(1−2σ˜ ). (5.37)
Finally, combining (5.37) with (5.34), we get∥∥θ(t)− θ∞∥∥H 1(Ω)  C(1 + t)−σ˜ /(1−2σ˜ ). (5.38)
The proof of Theorem 1.1 is now completed.
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