Bottleneck features have been shown to be effective in improving the accuracy of speaker recognition, language identification and automatic speech recognition. However, few works have focused on bottleneck features for acoustic event recognition. This paper proposes a novel acoustic event recognition framework using bottleneck features derived from a Deep Neural Network (DNN). In addition to conventional features (MFCC, Mel-spectrum, etc.), this paper employs rhythm, timbre, and spectrum-statistics features for effectively extracting acoustic characteristics from audio signals. The effectiveness of the proposed method is demonstrated on a database of real life recordings via experiments, and its robust performance is verified by comparing to conventional methods.
Introduction
Acoustic Event Recognition (AER) is a field of autonomously recognizing different events based on sound. It has recently attracted considerable attention due to a variety of new potential [1] [2] [3] [4] [5] [6] [7] . Among recent AER researches, a lot of efforts are focused on feature extraction for acoustic event [4] [5] [6] [7] .
Recently, DNN-based approaches have been successful in many signal processing fields [8] [9] [10] . DNN approaches aim at learning feature hierarchies with features from higher levels of the hierarchy formed by the composition of raw data [9] [10] . Latest researches of audio signal processing used Mel-scaled spectrogram and raw FFT bin values for speech recognition [11] , instead of MFCC which is widely used for modeling human auditory organ.
The aforementioned research efforts showed that deep learning algorithms have considerable potential for carrying out powerful modeling and extracting discriminative features with using only raw data input.
Despite of its potentiality, the DNN-based discriminative feature extraction with raw data input leads to challenges associated with optimizing structures (e.g. # of layers, nodes) and weight learning parameters [8] [9] . It requires a significant amount of efforts to establish appropriate system structure for best possible performance.
To address the issue, this paper uses human designed highlevel features in addition to raw data features. This approach helps the DNN system find optimal weight parameters more efficiently compared to using raw data feature alone. Moreover, recent deep learning system, which defeated 'Go game' human champion, also used both raw data features (e.g. stone color, turns, etc.) and human designed tactical high-level features (e.g. ladder capture, ladder escape, etc.) [12] .
Based on the premise and advantages shown by aforementioned research, this paper proposes to employ both raw data features (e.g. Mel-spectrogram) and high-level features (e.g. MFCC, selected timbre/rhythm feature and spectrum statistics) for improving acoustic event recognition performance.
Additionally, in order to extract discriminative acoustic characteristics from these various features, this paper also proposes to use BottleNeck (BN) features. Bottleneck features are widely used for low information loss nonlinear feature transformation and dimensionality reduction method in speech recognition [13] , speaker recognition [14] and language identification [15] . However, few works have focused on bottleneck features for acoustic event recognition. Hence, this paper proposes an acoustic event recognition system using a bottleneck feature framework for extracting discriminative features from various features including raw data and selected high-level features.
Proposed feature extraction
The process of acoustic event recognition system based on bottleneck features is depicted in Figure 1 . Before extracting bottleneck features, additional features, which will be combined with MFCC and Mel-spectrogram, are selected by chi-square statistics and information gain measurement (Figure 1-A) . After selecting additional feature set, the bottleneck features are extracted using DBN (Deep Belief Network)-DNN with input features consists of selected features, Mel spectrogram and MFCC (Figure 1-B) . 
Feature Selection
In order to analyze various types of features, this paper extracts rhythm/timbre features which are widely used in music signal processing and frequency spectrum statistics. The discriminative power of each feature is evaluated by computing the value of the chi-square statistics and information gain with respect to the class [16] . From the database of real life recording (listed on Section 3), total 20 musical and statistics features were extracted and then 8 features were selected based on chi-square statistics and information gain. The feature selection was done using the WEKA toolkit [17] . Descriptions of selected features are summarized in Table 1 .
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Bottleneck features using DBN-DNN
Bottleneck features were extracted from a DNN [13, 18] in which one of the internal layers has a small number of hidden units relative to the size of the other layers. The DNN to extract the bottleneck features is shown in Figure 1 -B. The DNN configuration 512-512-54(BN)-512-6 was used, and the selected features were normalized based on each feature's property. Mel-spectrogram (40 dim.), MFCC (18 dim.) and selected features (8 dim.) were extracted from a frame (total 66 dimensional-vector) and stacked with 3 adjacent frames. Therefore, 198-dimensional (66 x 3) vector was used as input layer of bottleneck feature extractor. In this paper, the number of hidden layers (including the bottleneck layer) is set to 4. The number of hidden units in the innermost layer is smaller than those in the other layers. This layer is called the bottleneck layer.
In the pre-training step, we trained each layer of the RBM (Restricted Boltzmann Machine) (Gaussian-Bernoulli RBM for first layer) to construct a DBN using the common DBN training [8] . With the pre-training step, the DBN achieved better initial values of the neural network. This structured bottleneck layer could be treated as a nonlinear mapping of input features.
After the pre-training step, this paper used the acoustic event labels as the target signal. DNN's can be trained by back propagating derivatives of a cost function that measures the cross entropy between the target outputs and the actual outputs produced for each training case. After supervised training, last two layers and activation function of bottleneck layer were removed. Finally, the bottleneck features extracted from the bottleneck layer were used to train the acoustic event classifier.
Experimental settings and results

Acoustic event recognition system description
In order to evaluate effectiveness of the proposed method, 5 different input feature sets were used. MFCC/Mel spectrogram features from a frame were extracted and stacked with 3 adjacent frames. The feature set configurations are listed on Table 2 .
PCA was applied to compute the final 39-dimensional vector for feature set de-correlation [19, 20] . DNN was considered as a classifier and was trained by event DB (Table  3) added by white noise at SNR in 5, 10, 15 and 20. As shown in Figure 1 -C, DNN classifier with three hidden layers of 256 units each was trained to achieve high classification accuracy for the output layer of the 6 acoustic events. 
Database description
The database consists of 6 events collected in various locations by a portable recorder with a high performance microphone and a wind screen (listed on Table 3 ). The average length of each data is 3 seconds. The database for model training and test were down-sampled from 44.1 kHz to 16 kHz sampling rate with 16-bit quantization in a mono-channel. For comparing noise robustness of the feature sets, three noise types (cafeteria, business office, and crossroad) were chosen from ETSI background noise database [21] and added to the event database at SNR in 5, 10, 15 and 20 dB by using the ADDNOISE library implemented in [22] .
All experiments were conducted under mismatched condition and their results were tabulated in terms of average recognition rate for 6 sound events through 5-folds cross validation test. 
Experimental results and discussion
The distribution comparison between the MFCC features and the bottleneck features is shown in Figures 2 and 3 . The interclass distances between the proposed bottleneck features are clearly farther than conventional approach. Experimental results for the comparison between the conventional and the proposed methods are shown in Table 4 -6. The proposed methods outperformed conventional methods (14.1%, 12.6% and 11.7% improvement at 5 dB SNR compared to MFCC under cafeteria, office and crossroad noise, respectively) when the noise condition is worse, whereas the performance under relatively high SNR condition (20dB) are similar. Bottleneck features alone showed noise robust recognition under low SNR condition but slightly degraded under high SNR condition, compared to conventional MFCC/ Mel-spectrogram features alone. The combinations of bottleneck and conventional features, designed to improve recognition performance, consistently resulted in higher accuracy compared to bottleneck features alone and other conventional features alone under any SNR condition. 
Conclusions and future work
This paper proposed a novel framework of acoustic event recognition that uses bottleneck features derived from DNN. In addition to conventional features (MFCC/ Melspectrogram), the novel feature set was selected by analyzing chi-square statistics and information gain. To the best of our knowledge, this is the first use of bottleneck features in acoustic event recognition. Based on the additional features and bottleneck frame work, the proposed method showed overall improved acoustic event recognition performance. Additional work will investigate improved methods for finding effective DNN bottleneck structure and optimizing learning algorithm. These are key issues for applying the proposed framework in large scale acoustic event recognition applications.
