In this paper, we obtain the global well-posedness and scattering result in the energy space for the Klein-Gordon-Hartree equation in the spatial dimension n 3. The result covers the special potential case |x| −γ , 2 < γ < min(4, n). The new ingredients are that: we first extend Menzala-Strauss's casuality for the nonlocal Klein-Gordon equations, which can be viewed as a variant of the classical finite speed of propagation; we secondly make full use of the different dispersive effects of high and low frequencies of the solution to establish local decay; we last utilize the transition of the spacetime regularity to obtain global decay, which implies the scattering result.
Introduction
This paper is devoted to the study of the Klein-Gordon-Hartree equation
where f (u) = (V * |u| 2 )u. Here u is a complex valued function defined in R n+1 , the dot denotes the time derivative, ∆ is the Laplacian in R n , V is a real valued radial function defined in R n , hereafter called the potential, and * denotes the spatial convolution in R n .
For the equation (1.1), Mochizuki [19] took use of the ideas of Strauss [25] , [26] and Pecher [24] , and shown that if n 3, 2 γ < min(n, 4), then the global well-posedness and scattering results with small data hold in the energy space H 1 × L 2 . In this paper, we develop a complete scattering theory of the equation (1.1) in the energy space under suitable assumptions on V , the results cover in particular the case of the potential |x| −γ for 2 < γ < min(4, n).
The scattering theory for the Klein-Gordon equation with f (u) = |u| p−1 u have been intensively studied [4] , [5] , [6] , [9] , [21] and [23] . For the case of 1 + 4 n < p < 1 + γ n 4 n − 2 , γ n =    1, 3 n 9; n n + 1 , n 10.
(1.2)
Brenner [5] established the scattering results in the energy space, which does not contain all subcritical cases for n 10. Thereafter, Ginibre and Velo [9] exploited the BirmanSolomjak space ℓ m (L q , I, B) and the delicate estimates to improve the results in [5] , which covered all subcritical cases.
On the other hand, the scattering theory in the energy space for the Hartree equation iu = −∆u + (|x| −γ * |u| 2 )u has been also studied by many authors, (see [11] , [15] , [16] , [17] .) For the subcritical cases, Ginibre and Velo [11] derived the associated Morawetz inequality and extracted an useful Birman-Solomjak type estimate to obtain the asymptotic completeness in the energy space. Nakanishi [22] improved the results by a new Morawetz estimate which doesn't depend on nonlinearity. For the critical case, Miao, Xu and Zhao [15] took advantage of a new kind of the localized Morawetz estimate, which is also independent of nonlinearity, to rule out the possibility of the energy concentration at origin and established the scattering results in the energy space for the radial data in dimension n 5. For the general data, please refer to [17] .
In order to obtain the scattering theory (mainly the asymptotic completeness), it suffices to show the global decay of the solution in some sense, while the decay estimate generally relies on three fundamental properties about the solution: a proper Morawetz estimate (monotone formula), the (almost) finite speed of propagation and the dispersive estimate. The Morawetz estimate for the Klein-Gordon-Hartree equation can be also established by the same method as that for the Hartree equation [11] . However the lack of the classical finite speed of propagation and the poor dispersive estimate for the high frequency of the solution are the main difficulties in this paper.
An innovation of this paper is to extend the fundamental property for nonlocal KleinGordon equations-Causality. It is well known that for the local nonlinearity f (u) = |u| p−1 u, there is the monotonic local energy estimate on the light cone |x| R−t e(t, x)dx |x| R e(0, x)dx, t > 0 (1 which is a fundamental property for the wave equations and plays a key role in deriving the decay estimate. However, the nonlocal property of Hartree term can cause the essential difficulties for nonlinear pointwise estimates, this defeats our attempts to establish the same classical finite speed of propagation as above. One may resort to the causality (Lemma 4.1 in Menzala-Strauss [13] ), however it holds only for the case V ∈ L n/3 + L ∞ , which does not contain all subcritical cases, the exponent n/3 stems from the estimate of the term u t u(V * u 2 )dx as we know that the term cannot be controlled by the energy if V ∈ L p when p < n 3 . To overcome it, we make use of the finite speed of propagation of the free operators K(t) andK(t) and the boundness of the local-in-time Strichartz estimate of the solution (the nonlinear interaction is actually the linear feedback), to establish the causality for all subcritical and critical cases V ∈ L n 4 + L ∞ . See the detail in Section 4.
Another innovation of this paper is that we make full use of the different dispersive effects of the high-low frequency to establish the local decay, then utilize the transition of the spacetime regularity to obtain the global decay. In fact, if we don't distinguish the dispersive effects of the high-low frequency and use directly the same approach as that in [11] , the asymptotic completeness seems to be only settled for the potential |x| −γ with 2 < γ < min(n, 4 − 1 n ), which is not natural. We take two strategies to deal with the difficulty, especially for the case 4 − 1 n γ < 4 n. The idea in the proof of the local decay is that we make the frequency decomposition to exploit sufficiently the dispersive estimate. We control the low frequency part by the dispersive estimate, which behaves like that of the Schrödinger equation by the Bernstein inequality. While we control the high frequency part by use of the energy norm instead of the dispersive estimate since the high frequency part of the solution has the poor dispersive estimate. The idea in the proof of the global decay is that we exploit the transition of the spacetime regularity. Indeed, the local decay estimate not only provides the a prior estimate for the bootstrap argument, but also implies the boundness of the spacetime X 1 norm (see (2.9) ) on the local-in-time interval. With the help of the spacetime regularity rather than the L ∞ t H 1 x regularity, we can improve the spatial (integrability) regularity by expending the time (integrability) regularity to obtain the global decay, while the loss of the time regularity can be compensated by the decay |t|
) + of the short time. A more detailed description is provided in Section 5.
Before introducing the main result, we make some assumptions on the potential V :
(H2) V is positive, radial and nonincreasing, namely V (x) = v(r) where v is nonincreasing in R+. Furthermore, for some α 2, v satisfies the following condition: There exists a > 0 and A α > 0 such that
The main theorem of this paper is the following. 
Remark 1.1. If we take the special potential V (x) = |x| −γ , then the restriction on γ is that 2 < γ < min(4, n). In addition, the method in this paper also works for the KleinGordon equation with the local nonlinearity, which can extend the result of Brenner [5] and simplify the proof of Ginibre-Velo [9] .
The paper is organized as follows. In Section 2, we deal with the Cauchy problem at finite time for the equation (1.1). We prove the local and global wellposedness in the energy space H 1 × L 2 . In Section 3, we obtain the existence of the wave operators by solving the local Cauchy problem in a neighborhood of of infinity in time. In Section 4, we derive a kind of finite speed of propagation named as causality, and the short and long time perturbation lemmas. Finally in Section 5, we prove the asymptotic completeness, which completes the proof of Theorem 1.1.
Last, we conclude this introduction by giving some notations which will be used throughout this paper. We always assume the spatial dimension n 3 and let 2 * = 2n n−2 . For any r, 1 r ∞, we denote by · r the norm in L r = L r (R n ) and by r ′ the conjugate exponent defined by 1 r + 1 r ′ = 1. For any s ∈ R, we denote by H s (R n ) the usual Sobolev spaces. Let ψ ∈ S(R n ) such that supp ψ ⊆ ξ : 1 2 |ξ| 2 and j∈Z ψ(2 −j ξ) = 1 for ξ = 0. Define ψ 0 by ψ 0 = 1 − j 1 ψ(2 −j ξ). Thus supp ψ 0 ⊆ ξ : |ξ| 2 and ψ 0 = 1 for |ξ| 1. We denote by ∆ j and P 0 the convolution operators whose symbols are respectively given by ψ(ξ/2 j ) and ψ 0 (ξ). For s ∈ R, 1 r ∞, the inhomogeneous Besov space B s r,2 (R n ) is defined by
Refer to [1] for details. For any interval I ∈ R and any Banach space X we denote by C(I; X) the space of strongly continuous functions from I to X and by L q (I; X) the space of strongly measurable functions from I to X with u(·); X ∈ L q (I). Given n, we define, for 2 r ∞,
Sometimes abbreviate δ(r), δ(r i ) to δ, δ i separately. We denote by < ·, · > the scalar product in L 2 .
The local and global well-posedness
In this section, we consider the Cauchy problem for the equation (1.1)
where
The integral equation for the Cauchy Problem (2.1) can be written by
Let U (t) = e itω , theṅ
We first give the following dispersive estimates for the operator U (t) = e itω .
Lemma 2.1 ([5], [9] ). Let 2 r ∞ and 0 θ 1. Then
, where µ(t) = C min |t|
According to the above lemma, the abstract duality and interpolation argument(see [10] , [12] ), it is well known that U (t) satisfies the following Strichartz estimates.
(2.5)
; (2.7)
where the subscript R stands for retarded. 
It follows from (2.6) and the abstract T T * method that
Remark 2.2. According to the above remark, we know that if
Hence, without loss of the generality, it suffices to consider the special case where V ∈ L p in all context.
The above lemma suggests that we should study the Cauchy problem (2.3) in the following spacetime space. Let I be an interval, σ n = 1 if n 4 and σ n < 1 can be any constant close to 1 if n = 3. Fix ρ = − 1 2 , we define Banach spaces X 1 θ (I) and X 1 (I) by
For the noncompact interval I, we define the space X 1 loc (I) in a similar way as L q loc . By the Sobolev embedding theorem, we have Lemma 2.3. Let I be an interval, possibly unbounded. Let (q, r) satisfy
where C is independent of I.
We can now state the local well-posedness for (2.3) in the energy space.
2. For any interval I containing 0, the equation (2.3) has at most one solution in X 1 (I);
Proof. We shall apply the Banach fixed point argument to prove this proposition in the Banach space X 1 (I). It suffices to prove that the operator defined by the RHS of (2.3) is a contraction map on the suitable bounded sets of X 1 (I) for I = [−T, T ] and T sufficiently small. From Lemma 2.2, the fractional Leibnitz rule and the Hölder and Young inequalities, we have
where we have assumed for simplicity that V ∈ L p , and where the exponents satisfy
and the exponents (θ, q, r, k, s) possibly depending on p.
If n p 2, (2.10) can be replaced by 12) provided that one choose r = 2, δ(s) 1 and k = q = ∞. This implies that ϑ = 1.
The H 1 -critical case p = n 4 yields ϑ = 0 and requires a slightly more refined treatment than the subcritical case p > n 4 . For general V satisfying (H1), the contribution of the components in L p 1 and L p 2 are treated separately. Therefore, we obtain the desired results.
By the approximation argument, one can obtain the following conservation of the energy for the equation (2.3)
Together this inequality with the local well-posedness (Proposition 2.1) and the conservation of the energy, we can obtain the global well-posedness for the equation (1.1) in the energy space.
Proposition 2.2. Let V be nonnegative and satisfy (H1) with
p 2 > n 4 . Let (u 0 , u 1 ) ∈ H 1 × L 2 and let u be a solution of the equation (2.3) constructed in Proposition 2.1. Then T + = T − = ∞ and u ∈ X 1 loc (R) ∩ L ∞ (R, H 1 ).
Scattering Theory I: Existence of the wave operators
In this section we consider the existence of the wave operators. We restrict our attention to the positive time. We consider an asymptotic state (u 0+ , u 1+ ) ∈ H 1 × L 2 and we look for a solution u of the equation (1.1) which is asymptotic to the solution
of the free equation. The solution (u t 0 (t),u t 0 (t)) of (1.1) with initial data V 0 (t 0 )
at time t 0 should therefore be a solution of the equation
ds.
By the standard argument [11] , The problem of existence of the wave operators is equivalent to solve the Cauchy problem
We first solve it locally in a neighborhood of infinity in X 1 (I) by a contraction method. In order to do this, we need the additional assumptions on V in the form of an upper bound on p 1 , namely p 1 n 2 . In addition, we shall use freely the notation
. We also recall the notation R for R ∪ {±∞} and I for the closure of an interval I in R equipped with the obvious topology.
We can now state the local well-posedness in a neighborhood of infinity.
has a unique solution u in X 1 (I) .
For any T ′ > T , the solution u is strongly continuous from
Proof. It suffices to prove that the operator defined by the RHS of (3.1) is a contraction map in the suitable bounded sets of X 1 (I) for T sufficiently large. Let (q, r) is admissible pair, the basic estimate becomes
The fact that we use spaces where the time decay appears in the form of an L q integrability condition in time forces the condition ϑ = 0, so that we are in a critical situation, as was the case for the local Cauchy problem at finite times in the
, it suffices to consider the two endpoint cases n p = 2 and n p = min(4, n).
On the one hand, we can take θ = 1, δ(s) = 2 k and admissible pair q = r =
On the other hand, for n 4, we can take θ = 0, δ(s) = 1 + 1 k and admissible pair q = r = 2(n+1)
For n = 3, we can take θ = 0, k = q = r = 4, and δ(r) = δ(s) = The smallness condition which ensures the contraction takes the form
for some absolute small constant η 0 . (3.5) can be ensured by Lemma 2.2. In particular the time T of the local resolution cannot be expressed in terms of the H 1 × L 2 norm of (u 0+ , u 1+ ) alone, as is typical of a critical situation.
The continuity in t 0 up to and including infinity follows from an additional application of the same estimates.
An immediate consequence of the estimates in the proof of Proposition 3.1 is the existence of asymptotic states for solutions of the equation (1.1) in X 1 ([T, ∞)) for some T . Furthermore the conservation law of the energy is easily extended to infinite time for such solutions.
In particular the following limit exists
u satisfies the conservation law
and it reduces to the estimate of term
with the same choice of exponents as in the proof of Proposition 3.1.
(2) follows from (1) and Proposition 3.1.
(3) From the conservation law at finite time and (1), it follows that the following limits exist
On the other hand,
by the Hölder and Young inequalities and Lemma 2.3 with q = 4,
It then follows from (3.7) that the limit in (3.6) is zero.
The existence and the properties of the wave operators now follow from the previous local result at infinity and from the global result of Section 2. 
, for all t ∈ R.
The wave operator Ω
+ : (u 0+ , u 1+ ) → (u(0),u(0)) is well-defined in H 1 × L 2 ,
and is continuous and bounded in the H
Proof. Part (1) follows immediately from the conservation of energy, Proposition 2.2, 3.1 and 3.2. In Part (2), boundedness of Ω + follows from the conservation law of the energy, while the continuity follows from the corresponding statements in Proposition 2.1 and 3.1.
Extended causality and stability theory
In this section, we first show a kind of the finite speed of propagation named as causality, which extends the result in Menzala-Strauss [13] . Then we give the short-time and longtime perturbation lemmas which allow us only to consider the compact supported data.
Extended causality
As stated in the introduction, for the Klein-Gordon-Hartree equation, there is no the monotone local energy estimate on the light cone and the conservation of mass, and the causality in [13] was obtained only for the case
In fact, the causality can be improved, this relies on two important observations: one point is that the linear operators K(t) andK(t) still enjoy the finite speed of propagation, the other point is that the Hartree term acted by the cut-off function can be viewed as the linear feedback of the cutoff solution in the cut-off Duhamel formulae (see (4.4)) due to the short-time Strichartz-norm boundness of the solution. The former allows the cutoff function to go cross the linear operators K(t) andK(t) and act directly on data and nonlinearity, while the latter suggests us to iterate the solution just as the Gronwall inequality not as the bootstrap argument. Based on the above discussions, we can extend the exponent range of the causality to all subcritical and energy critical cases
Lemma 4.1 (Extended Causality). Let t > 0 and V satisfy (H1). Assume that the data
for some constant R > 0 and u(t) is the finite energy solution of the equation (1.1) with data u 0 , u 1 . Then it holds that
Proof. Let the cut-off function χ t (x) be
By the Duhamel formulae and the finite speed of propagation for operators K(t) anḋ K(t), we have
Let u c (t) := χ t u(t), by the Strichartz estimate, we get
where for any p ∈ [ By the local wellposedness, we can show that there exists T 0 > 0 such that For any function u of space time and for t 1, we define 11) so that u = u < + u > . As a direct consequence of the above lemma, we have We remark that the causality is different from the classical finite speed of propagation in the light cone. To show the spacetime integrality by making use of the causality, we have to do so for the data with the compact support. Next we give the following perturbation lemmas to give the corresponding consequence for the general data in the energy space H 1 × L 2 .
Perturbation Lemmas
Closely related to the continuous dependence on the data is the following stability theory. For convenience, we define
where the exponents (q, r, k, s) are taken as in (3.3) for any V ∈ L p according to the proof of Proposition 3.1. We here record the short and long time perturbations as in [7] .
Lemma 4.2 (Short-time perturbations). Let I be a time interval, and letũ be a function on I × R n which is a near solution to (1.1) in sense that
for some function e. Assume that
for some constant E > 0. Let t 0 ∈ I, and let (u(t 0 ), u t (t 0 )) be close to (ũ(t 0 ),ũ t (t 0 )) in the sense that
and assume also that we have smallness conditions
for some 0 < ǫ < ǫ 0 , where ǫ 0 = ǫ 0 (E) > 0 is a small enough constant.
We conclude that there exists a solution u to (1.1) on I × R n with the specified initial data (u(t 0 ), u t (t 0 )) at t 0 , and furthermore Making use of a standard continuity argument, it follows that S(I) ǫ and then w (Y ;I) ǫ. This, together with (4.14), implies that the first estimate in (4.16). The other estimates follow by the standard argument.
Lemma 4.3 (Long-time perturbations). Let I be a time interval, and letũ be a function on I × R n which is a solution to (4.13) such that
for some constant M, E > 0. Let t 0 ∈ I, and let (u(t 0 ), u t (t 0 )) be close to (ũ(t 0 ),ũ t (t 0 )) in the sense that
and e (Z;I) ǫ (4.22)
for some small 0 < ǫ < ǫ 1 , where ǫ 1 = ǫ 1 (M, E) > 0. We conclude that there exists a solution u(t) to (1.1) on I × R n with the specified initial data (u(t 0 ), u t (t 0 )) at t 0 , and furthermore u −ũ (X 1 ;I) C(M, E),
Proof. Since ũ (X 0 ;I) M , we may subdivide
where ǫ 0 = ǫ 0 (E) > 0 is defined in Lemma 4.2. By the Strichartz estimate and the standard argument we have
Summing up over all the intervals we obtain that
Next we can use inductively the short-time perturbations lemma for j = 0, 1, · · · , N to get
and then we obtain 25) thus the claim follows by the standard argument.
Scattering Theory II: Asymptotic completeness
In this section, we continue the study of the scattering theory for the equation (1.1), namely the asymptotic completeness holds in the energy space H 1 × L 2 . In view of the result of Section 3, especially Proposition 3.2, it will turn out that the key point of the argument consists in showing that the global solutions of the equation (1.1) in X 1 loc (R) constructed in Proposition 2.2 actually belong to X 1 (R). By the standard argument, the X 1 (R)-integrability (global spacetime integrability) can be further reduced to establish the decay estimate u(t) L r x −→ 0, as t −→ ∞ (5.1) for some 2 < r 2 * .
Preliminary and Morawetz estimate
Before proving the decay estimate, we introduce two decompositions in the spatial and frequency space, separately. We first define
where u ≷ is the same as (4.11). One easily shows that
For each N > 1, we next define the Fourier multiplier
The projection operators P N , P >N can commute with the operators K(t),K(t).
We first state an elementary property of the H 1 × L 2 solutions of the free KleinGordon equation.
Proof. It suffices to prove for f ∈ H 1 e itω f r −→ 0, as |t| −→ ∞.
We approximate f in H 1 by g ∈ B (n+2)(
∩ H 1 . By Lemma 2.1 and the unit property in H 1 , we estimate
from which we easily obtain the result as |t| −→ ∞. 
1). Then for any s and t in R, s t, u satisfies the inequality
Proof. We show it by the approximate argument. Let ϕ tend to the Dirac distribution δ. Using the fact that u ϕ = ϕ * u ∈ C 1 R, H k , and let
Let ρ ϕ = |u ϕ | 2 , we first obtain
Arguing similarly in deriving I 2 , we have I 4 = 0.
Next we make use of the following equalities
and get
Now we are in position to consider I 1 . Since
and
we derive that
We choose a(x) = |x| 2 + |σ| 2 1/2 for some σ > 0, and verify by simple computation
Further,
is a positive matrix, and
is negative. Hence, we have by taking integration with respect to time t
We last consider I 5 . Since , so that the RHS of (5.4) belongs to L 1 loc in time and I 5 will converge to 0 when ϕ to δ(x) by the Lebesgue dominated theorem and (5.4). Now we take the limit that σ goes to 0 and that ϕ goes to δ(x) in (5.3) to obtain by the Lebesgue dominated theorem
This shows (5.2).
In order to exploit the Morawetz inequality (5.2), we shall need the following spaces. Let σ > 0 and let Q i be the cube with edge σ centered at iσ where i ∈ Z n so that
The spaces l m (L r ) do not depend on σ, and different values of σ yield equivalent norms. The previous spaces have been introduced by Birman and Solomjak [2] , and be used by Ginibre and Velo to exploit the Morawetz estimate in [11] . The Hölder and Young inequalities hold in those spaces, with the exponents m and r treated independently.
Proposition 5.2. Let V satisfy (H1) with n 4 < p 2 p 1 < ∞ and (H2). Let u ∈ X 1 loc (R) be a finite energy solution of the equation (1.1) . Then, for any t 1 , t 2 ∈ R with 1 t 1 t 2 , the following estimate holds
where u < is defined by (4.11) and M depends only on n, α and a.
Proof. We only need to note that the definition of u < (t) and replacing u 2 by u 2 . From this, the proof is the same as that of the corresponding result for the Hartree equation (see Proposition 4.2 in [11] ).
The basic estimate (5.5) is not convenient for the direct application to the integral equation, now we give a more applicable consequence.
Corollary 5.1. Let V satisfy (H1) with n 4 < p 2 p 1 < ∞ and (H2). Let u ∈ X 1 loc (R) be a finite energy solution of the equation (1.1) . Then for any t 1 1, any ε > 0 and any l a, there exists t 2 t 1 + l such that
We can find such a t 2 satisfying
Proof. Let N be a positive integer. From (5.5) we obtain
dt.
which is an upper bound on N , namely
For the first N not satisfying that estimate, there is a j with K j ε and we can take t 2 = t 1 + jl for that j. That t 2 is easily seen to satisfy (5.6).
For convenient reference, we need one useful estimate due to Ginibre and Velo (cf (4.59) in [11] ), the proof is omitted here.
Lemma 5.2 ([11]
). Let V satisfy (H1) with 2 < n p 1 n p 2 < min(n, 4) and (H2), one can take r, r 1 with δ(r) < 1, δ(r 1 ) > 1 and both close to 1, and take β > 1 with δ(r)β ′ < 1 such that the internal estimate
holds for all t 1.
Local and global decay estimates
We show the decay estimate in this subsection. As indicated in the introduction, we will make full use of the dispersive estimate of the high-low frequency to establish the local decay estimate, then utilize the transition of the spacetime regularity to set up the global decay estimate. First we give a variant of Lemma 2.1.
. Then we have the following estimates (1) Dispersive estimates for the low frequency part
where µ(t) = min |t|
(2) Dispersive estimates for the high frequency part With these preliminaries, we can show the local decay estimate.
< min(n, 4) and (H2). Assume that the data have the compact support and u ∈ X 1 loc (R) is the finite energy solution of the equation (1.1). Let 2 < r < 2 * , then for any ε > 0, and any l 1 > 0, there exists
Proof. By u ∈ L ∞ (R, H 1 ) and the interpolation theorem, it is sufficient to derive the result for some r ∈ (2, 2 * ), and δ(r) sufficiently close to 1.
For further reference, we note that for any s 1 , s 2 , t ∈ R,
We divide the solution u(t) into several parts as follows
Step 1 Decay of the high frequency part.
we have
By interpolation, one has for each ε > 0, there exists N ε := Cε 1−δ such that
for some 0 < δ = δ(r) < 1 and all t > 0.
Step 2 Decay of the low frequency part.
For technical reasons, we also introduce an r 1 with δ(r 1 ) > 1, which can satisfy various compatible conditions. In all proof, M denotes various constants, depending only on r, r 1 and E(u), possibly varying from one estimate to the next.
Let ε be given as above, and fix N ε . We now deal with the low frequency part. For each l 1 , we introduce l 2 1, t 1 > 0 and t 2 t 1 + l where l = l 1 + l 2 , to be chosen later; l 2 and t 1 will be taken sufficiently large, depending on ε but not on l 1 for given u. We split the integral equation for P Nε u(t) with t ∈ [t 2 − l 1 , t 2 ] as in (5.12). We estimate the various terms in L r successively.
Step 2.1 Estimate of u 1 (t) It follows from Lemma 5.1 that 14) for l 2 sufficiently large depending on ε.
Step 2.2 Estimate of u 2 (t)
We estimate by the Hölder inequality 
Here we used the fact
Indeed, by the Hölder and Young inequalities, one has
with δ(r 1 ) + 3δ(r 2 ) = n p . Thus for any 1 < n p < 3 + n 2 , we can take appropriate r 1 , r 2 such that 0 δ(r 2 ) 1 < δ(r 1 ).
Furthermore, by (5.15), (5.16), we can ensure that for l 2 < t 2 − l 1 t t 2
for l 2 sufficiently large depending on ε. We now choose l 2 = l 2 (ε) so as to ensure both (5.14) and (5.19).
Step 2.3 Estimates of u 3 and u 4
By the similar computation as in (5.16), we can obtain
By the interpolation again, one has
For u 4 (t), by the dispersive effect of the short time, the estimate
δ(r) < 1, where C Nε,r is a finite constant depending on N ε , r since (n − 2)(
As the same estimate and exponents in (5.18), we have
By the Hölder and Young inequalities again, we get Since the data are with compact supports, we can assume there is a R > 0 such that
By the finiteness of the propagation speed, Lemma 4.1, we can ensure that the contribution of the external region to u 3 (t) r + u 4 (t) r = 0 since
for all t ∈ [t 2 −l 1 , t 2 ] and by taking t 1 R, since we have imposed t 2 t 1 +l = t 1 +l 1 +l 2 .
Step 2.4 Estimates of u 5 and u 6
Similar to the contribution of the external region in step 2.3, and by (5.7), (5.8) and the Hölder inequality, we get
where C Nε,r 1 is a finite constant depending on N ε , r 1 since δ(r 1 )β ′ > 1.
where C Nε,r is a finite constant depending on N ε , r 1 since (n − 2)(
For l 2 , t 1 given above, applying Corollary 5.1 to conclude that there exists t 2 t 1 + l = t 1 + l 1 + l 2 such that the contribution of the external region to u 5 (t) + u 6 (t) r satisfies 25) and
Collecting ( Proof. It suffices to show that this proposition holds for some r with δ(r) < 1 and close sufficiently to 1. It can be further reduced to show that for any ε, for some l 1 sufficiently large, then there exists t 2 > l 1 such that
Here we use the bootstrap argument.
Since (5.10) holds and the map t → u(t) L r is continuous, we can assume that there exists t 0 with t 2 t 0 < ∞ such that
We split the integral equation for u(t 0 ) as follows
In the same way as in Proposition 5.3, we can ensure that
holds for some 0 < δ = δ(r) < 1 and all t > 0, and that
hold for t 0 t 2 > l 1 , l 1 sufficiently large depending on E, ε and N ε .
Next, for the contributes of I 4 and I 5 , it can be divided into the following two cases. In the following proof, we take δ < 1, δ 1 > 1 and both close to 1.
Case 1.
We consider the case 2 < 
where n p = δ (1) + δ 2 + 2δ 3 and δ 3 δ < 1.
Now, if
n+2 n δ (1) + δ 2 2, we have the Sobolev embedding inequality
Thus we obtain that
where the long and short time dispersive estimates for the low frequency part of the solution have been used respectively. Now we turn to check the exponents relation. For 2 < n p < min(n, 4 − 2 n ), one can take δ < 1, δ 1 > 1 and both close to 1, and suitable r 2 , r 3 satisfying
In fact, on the one hand, take δ 2 close to 0, 2δ 3 > δ (1) , then for sufficient small ε depending only on E.
Collecting (5.31) − (5.36), we have
This is a contradiction. That is to say u L ∞ [t 2 −l 1 ,∞),L r < ε. 1 Together with the dispersive estimate for θ = 0, the exponent rang can be extended ). But here we only need focus on the endpoints.
where we used that since ε is sufficiently small . Thus we complete the proof of Proposition5.4.
The global spacetime integrability
We now can state the global space-time integrability of the solution.
Proposition 5.5. Assume that V satisfies (H1) with 2 < n p 1 n p 2 < min(4, n) and (H2). Let u ∈ X 1 loc (R) be the finite energy solution of the equation (1.1). Then u ∈ X 1 (R).
Proof. By the perturbation lemmas, it suffices to show this proposition for the data with the compact supports, which permits us to use the decay estimates in Proposition 5.4.
We give the proof in the special case where V ∈ L p . The general case of V satisfying (H1) with p 2 < p 1 can be treated by a straightforward extension of the proof based on Lemma 2.2. Let (q, r) be the admissible pair satisfying 
(5.48)
