Abstract. We give several families of polynomials which are related by Eulerian summation operators. They satisfy interesting combinatorial properties like being integer-valued at integral points. This involves nearby-symmetries and a recursion for the values at half-integral points. We also obtain identities for super Catalan numbers.
Introduction
Define the function A : N × N → N by A(k, l) = a(k, l) 2 , where
In this paper we study numbers P (m, n) which satisfy the summation equations (1) P (m, n + 1) + 2 · P (m, n) + P (m, n − 1) = A(n, m) 1 for all m ∈ N = {1, 2, 3, . . . } and all n ∈ {2, 3, . . . }. It is worthwhile noting that once having found one solution P (m, n) of these equations, any other solution G(m, n) is given by G(m, n) = P (m, n) + (−1) n (c 1 (m)n + c 0 (m)), where c 0 (m) and c 1 (m) are complex numbers depending only on m. Because, the difference B(m, n) = G(m, n) − P (m, n) clearly satisfies the trivial summation equations B(m, n + 1) + 2 · B(m, n) + B(m, n − 1) = 0 , Date: 31 st Jul, 2018, 01:01. 1 The switching of m and n on the right hand side is due to other equalities explained later on.
which exactly have the solutions B(m, n) = (−1) n (c 1 n + c 0 ) with c 1 , c 0 ∈ C for each single m. Notice further that A(n, m) for fixed m is polynomial in n of degree 2(m − 1). The summation operator
is bijective on the polynomial ring C [x] . Hence there exists exactly one family of polynomials, which by abuse of notation we call P (m, x), such that the polynomials S 2 P (m, x) = P (m, x + 1) + 2 · P (m, x) + P (m, x − 1)
at each x = n ∈ N have values S 2 P (m, n) = A(n, m). From now on we will denote by P (m, n) the special solution of (1) given by the values of these polynomials P (m, x) at places x = n ∈ N. This solution has a number of interesting properties of which we collect the two most important ones here. First, it describes an integer-valued function P : N × N → Z , and for n ≥ m the values P (m, n) are indeed natural numbers. This is shown in Corollary 2.2 and Remark 2.5 (iii). Second, consider the summation equation in the first variable (2) P (m + 1, n) + 2 · P (m, n) + P (m − 1, n) = A(m, n) .
By virtue of formula (1), the values P (m, n) = P (n, m) + (−1) m (c 1 (n)m + c 0 (n)) give a solution of (2) for all c 0 (n), c 1 (n) ∈ C. In Theorem 3.1 we show that indeed P (m, n) also is a solution of (2) . It follows that P (m, n) is nearly symmetric for all m, n ∈ N, P (m, n) = P (n, m) + (−1) m c 1 (n)m + c 0 (n) , and we show c 1 (n) = (−1) n−1 and c 0 (n) = (−1) n · n. Hence, P (m, n) is almost a polynomial in the first variable, too. For the first values P (m, n) see Table 1 .
The strategy of this paper is reverse to the above exposition. In Proposition 2.1 we iteratively define a family of polynomials P (m, x) imposing a number of properties on them. Then we determine an explicit formula for these P (m, x) and give the results on integer values and nearby symmetry in Section 2. In Theorem 3.1 we define two polynomials A 1 (m, x) and A 2 (x, n) which both interpolate the values A(m, n). Here A 2 (·, m) is the polynomial interpretation of A(·, m) used above. By counting arguments we show the first variable summation equation P (m + 1, x) + 2P (m, x) + P (m − 1, x) = A 1 (m, x) .
This implies (2) for all x = n ∈ N and the second variable summation equation P (m, x + 1) + 2P (m, x) + P (m, x − 1) = A 2 (x, m) for all x = n ∈ N. Both sides being polynomials, the equation must hold for all x. As a consequence, we obtain a polynomial identity m 2 A 1 (m, x) = x 2 A 2 (x, m) (Proposition 3.3), respectively the symmetry m 2 A(m, n) = n 2 A(n, m) .
The numbers P (m, n) arise as dimensions of certain GL(n|n)-modules, where GL(n|n) is a general linear super group. See [3] for details. To our surprise their fascinating combinatorial properties have not been studied in the literature so far.
The values P (m, n) satisfy nice summation equations in the first and in the second variable. One may ask whether this also holds for the mixed summation equation. Define the family Q(m, x) of polynomials by the images of P (m, x) under the summation operator
We study the combinatorial properties of the values Q(m, n) in section 5. Like for the construction of P (m, x), in Proposition 5.1 we impose properties on a family Q(m, x) of polynomials defining them iteratively, and show that the right hand sides of (3) satisfy these properties. For the summation operator S it holds
This suggests that the values at half-integral numbers of all the polynomials involved should allow a description. We give one by Proposition 5.4 and a recursion process. This also justifies the mixing of the summation operators S and S
We also obtain the identity
where the Euler operator E = S −1 is the inverse on polynomials of the operator S.
We get a new polynomial identity from this in Proposition 5.5. This involves the preimage E A 2 (x, m) for which we have to compute the polynomials
). This is the purpose of Section 4. We give a method for finding the preimage E(f ) for a polynomial f in case that a series of subsequent values f (0), f (1), . . . , f (degf ) is given. This is a result parallel to Euler's summation formula for the solutionf of the difference operatorf (x + 1) − f (x) = f (x) (see [2, 11.10] ). But because the inverse of the difference operator is a discrete integration operator, whereas E is not, our formula in Proposition 4.1 is more bulky. The constant coefficients c(ν, n − 1) = F (0, ν, n − 1) of the above polynomials satisfy two recursion formulas themselves (Proposition 4.4)
They are given by Gessel's [1] super Catalan numbers C(m, k) =
if ν is of the form ν = n − 2µ. If ν is not of this form, then c(ν, n) is zero. In Corollary 4.5 we give some identities for super Catalan numbers which we obtain from the above construction.
A family of polynomials
Proposition 2.1. For m = 0, 1, 2, . . . there is a unique family of polynomials
with the following properties.
Proof of Proposition 2.1. We show that the properties (i)-(iv) uniquely define the polynomials P (m, x) by recursion. For m = 0 the polynomial P (0, x) = 0 is fixed by property (i). For m = 1, by (ii) we know P (1, x) = c is a constant polynomial the constant c being given by P (1, 0) = c. By (iv) we see
so c = P (0, 1) + 1 = 1. Assuming P (k, x) to be constructed for 0 ≤ k ≤ m we obtain by property (iv) the following values of P (m + 1, x)
Using (iii) we find P (m + 1, −k) = P (m + 1, k) and we thus have fixed the values P (m + 1, x) at the 2m + 1 places x ∈ {−m, . . . , 0, . . . , m}. But by (ii) the degree of P (m+1, x) is at most 2m, hence P (m+1, x) is the unique interpolation polynomial of degree 2m for the above values.
For example, condition (iv) together with (i) implies
as well as
In particular The proof of Proposition 2.1 shows that the values P (m, k) for all k = −m, . . . , m are integers for all m ≥ 0. Hence by (iv), for an integer j > 0 the value
also is integral. This proves Corollary 2.2. The function P : N × N → Z defined by the values P (m, n) on natural numbers of the family of polynomials P (m, x) in Proposition 2.1 is integer-valued.
Let m be a natural number. For integers 0 ≤ µ ≤ m − 1 put
For integers 0 ≤ ν, µ ≤ m − 1 we define the polynomials
Proposition 2.3. The polynomials
for m > 0, and P (0, x) = 0 satisfy the properties of Proposition 2.1.
Proof of Proposition 2.3. By definition, condition (i) of Proposition 2.1 is satisfied. For the summands of P (m, x) we have for all ν, µ so the same holds true for P (m, x). Hence property (ii) holds. Obviously,
In order to prove (iv), which is trivial for m = n, we assume n > m without loss of generality. Substituting µ → m − 1 − µ we may write
Notice that for n ≤ µ * the value
is zero unless n+ν −µ * = 0, where the value is (−1) ν ν!µ * !. Similarly, t(ν, µ * , m; n) is zero for n ≤ ν * unless n + ν − µ * = 0, in which case it is (−1) µ µ!ν * !. So we obtain
In this expression, the second sum is (−1) m+n−1 (m−n). Substituting i = m−1−ν and j = m − 1 − µ the first sum becomes
Hence condition (iv) of Proposition 2.1 holds for all integers m, n > 0.
Definition 2.4. For integers α and β define the natural number
. So property (ii) of Proposition 2.1 can be sharpened as
ii) Fixing the first variable, the function P (m, x) is polynomial in x by definition. By property (iv) of Proposition 2.1 the values P (m, n) are nearly symmetric
Hence for fixed n ∈ N the function P (m, n) is almost a polynomial of degree 2(n − 1) in the first variable m. iii) For integers n > 0 there is an appealing presentation of t(ν, µ, m; n)
In particular, for integers n ≥ m > 0 we obtain
Equivalently, using Definition 2.4 for integers n ≥ m > 0
As of two natural numbers, any single summand of P (m, n) is a natural number for the integers n ≥ m > 0. Hence the values P (m, n) are natural numbers for all integers n ≥ m. In general, for integers m, n > 0 define the numbers
Hence P (m, n) = P (m, n) holds for n ≥ m > 0, whereas for n < m we obtain
On the other hand, we know P (m, n) = P (n, m) + (−1) m+n−1 (m − n) by property (iv). It follows for n < m
Hence P (m, n) is symmetric.
Summation operators
We define the summation operator S acting on a function f
On polynomials S acts by S(
The preimages S −1 (x n ) can be obtained uniquely by recursion starting with S −1 (0) = 0 and S −1 (1) = 1 2 . Hence S is bijective on polynomial rings over fields of characteristic = 2. Noticing
there is a natural understanding of the definition of the summation operator S 2 on functions f on the integers, i.e. on sequences.
Let denote
The following theorem shows that the images of the summation operator S 2 applied to the nearly symmetric function P (m, n) of Corollary 2.2, once in the first and once in the second variable, behave similarly.
Theorem 3.1. Let P : N×N → Z be the function defined in Corollary 2.2. Let S 1 and S 2 be the summation operators in the first and second variable, respectively, and consider the function A : N × N → N given by
For all integers n = 1, 2, . . . define polynomials of degree 2(n − 1)
Then for all integers n, m > 0 the following holds
Let P (m, x) be the family of polynomials of Proposition 2.1 defining the numbers P (m, n). Then for all integers m > 0 Furthermore, for all integers m > 0 we have
Before we prove Theorem 3.1 let us include the following remarks. Consider the symmetric numbers P (m, n) defined in Remark 2.5(iii). For n > m they satisfy
This proves the following corollary.
Corollary 3.2. For all integers m, n > 0 the symmetric numbers
We include a list of polynomials A 1 (m, x) and A 2 (x, n),
The polynomials A 1 (m, x) and A 2 (x, n) satisfy the following properties.
(a) For all m > 0 there is an identity of polynomials
Proof of Proposition 3.3. The ν-th summand of the sum in A 2 (x, m) is
is the (m − ν)-th summand of the sum in A 1 (m, x). Part (a) follows. Property (iii) of the family P (m, x) (cf. Proposition 2.1) of being even polynomials P (m, x) = P (m, −x) is inherited by their images S 2 1 P (m, x) = A 1 (m, x) under the summation operator. By part (a) of this proposition, it carries over to A 2 (x, m) = A 2 (−x, m). The leading term of the polynomial x n − 1 is
Evaluating A 2 (x, n) at x = 0 reduces the sum to the terms for ν = 0 and n, so A 2 (0, n) = (1 + (−1) n−1 ) 2 . Similarly, at x = 1 only the terms for ν = 0 and 1 are non-zero, and we obtain A 2 (1, n) = 4n 2 .
We now prove Theorem 3.1.
Proof of Theorem 3.1. We show (6) for at integer places x = n > m. Then, as both the image S 2 1 P (m, x) and A 1 (m, x) are polynomials, they must be equal. Let n > m be an integer. By changing the summation index we obtain
On the other hand, using the notation of Remark 2.5 (iii),
An index shift ν → ν + 1, µ → µ + 1 in the last sum and in one of the two second sums yields
Hence equation (6) follows from Lemma 3.4. The identity A 1 (m, n) = A 2 (m, n) for integers m, n > 0 is obvious by substituting ν → m − ν in A 1 (m, n) and then extending the sums in both A 1 (m, n) and A 2 (m, n) to max{m, n}. Notice that A 2 (m, n) = A(m, n) by definition of A in the introduction, so formula (4) is proved. Hence equation (7) holds for all integers x = m > 0 and for all n > 0 by the nearby symmetry of P (m, n). Exchanging n and m we obtain (5). Therefore, both being polynomials of degree 2(n − 1) in x, the functions A 2 (x, n) and S 2 1 P (n, x) coincide. 
Proof of Lemma 3.4 . Using the definition of D n (α + 1, β) (see 2.4), the lemma follows by straight forward calculations distinguishing the cases ν, µ equal to 0, m, or generic. We exemplify this in the generic case 0 < ν, µ < m. The sum b(ν, µ, m, n) then is
Summing the first and the second line as well as the third and forth we obtain
Expanding by (n − 1)! 2 we see that this fraction is equal to a(ν, µ, m, n).
Euler operator
In this section we study the summation operator S defined by
On polynomial rings the operators S and S are related by Sf (x) = Sf (x + 1 2 ). The Euler operator E, that is the operator inverse to S, is given on polynomials by recursion, E(x 0 ) = 1 2 , and for n > 0
We may also determine the polynomials E(x n ) by their generating series. Define polynomials e n (x) by ∞ n=0 e n (x) t n n! = e xt e t + 1 .
It holds S
e xt e t +1 = e xt , hence the polynomials satisfy
The polynomials e n (x) = E(x n ) are the well-known Euler polynomials. In particular, e 1 (x) = n (x) by the generating series ∞ n=0 e [2] n (x) t n n! = e xt (e t + 1) 2 .
It holds ( S) 2 e [2] n (x) = Se n (x) = x n . The polynomials e [2] n (x) are determined from the first order ones e [1] n = e n (x) by Cauchy product expansion e [2] n (x) = n k=0 n k e n−k (x)e k (0) .
On the other hand, we may determine E(f ) for a polynomial f as follows. Define a sequence F k , k ∈ N 0 , by F 0 = 0, and for all k ≥ 0
It holds
so the sequence F k is a solution of the sequence of discrete equations SF k = f (k). Any other solution differs from F k only by a sequence (−1) k · c for some constant c. Let G(x) be the interpolation polynomial of degree at most n = deg f of the values G(k) = F k for k = 0, . . . , n. It is given by Lagrange interpolation
and satisfies the summation equation
for k = 0, 1, . . . n − 1. In order to obtain the polynomial solution F (x) = E(f (x)) we must add a multiple of the polynomial B n (x) of degree n interpolating the values B n (k) = (−1) k for k = 0, 1, . . . , n,
where the constant c is determined by the summation equation at x = n
Because the polynomial B n (x) is given explicitly in Lagrange form
We obtain
We summarize.
Proposition 4.1. The preimage F = E(f ) of the polynomial f of degree n under the summation operator S is the polynomial
where the constant c = (−1) n F (0) is given by (10), and the coefficients F j are determined by the recursion F 0 = 0, and
Writing f (x) = a n x n + · · · + a 1 x + a 0 , for the solution polynomial it follows
Comparing this with the highest coefficient of (9) we obtain a n · n! 2 = (−1)
which by expanding
is equivalent to a second formula for the constant c
Simplifying the identity (10) = (11) yields the well-known expression for the leading coefficient a n of the polynomial f
By this and (−1) n c = F (0) being the constant coefficient of F , a number of non-obvious combinatorial identities arise.
For the coefficients F j + (−1) j c of the solution polynomial
Computing the leading coefficient of F (x) = 1 2 x n + . . . from the above formula we obtain the following identity. For all integers n > 0 it holds true
Then the polynomial solution F of the summation equation
The values F k , k = 0, . . . , n − 1 in the consideration above are zero. Hence the associated interpolation polynomial G of degree at most n − 1 of these values is zero, too. It follows F (x) = c · B n−1 (x), where the constant c given by (10) is
We apply the above method once more. We will use the notion of super Catalan numbers given by Gessel [1] .
Definition 4.3. For integers m, k ≥ 0 define the super Catalan number
Super Catalan numbers are integers and satisfy the summation equation [1, p. 191] (13)
Then the polynomial solution of the equation
where
Here the constants c(ν, n) satisfy the following two recursion formulas for 2 ≤ ν ≤ n
For 0 ≤ ν ≤ n they are explicitly given by
For example we obtain
We emphasize that the values of F (x, ν, n) at x = k for 0 ≤ k ≤ 2n are explicitly given by
In particular, for ν = n − 1 − 2µ the polynomial F (x, ν, n) has zeros in x = 0, 1, . . . , n − ν.
Corollary 4.5. The super Catalan numbers C(n, µ) satisfy the following identities.
Notice that in each sum, the summands actually are zero for 0 ≤ k ≤ n + µ.
Proof. Part (a) is given by identity (12) for the leading coefficients of the polynomials f (x, ν, n). Part (b) is given by formula (11) for the constants c(ν, n) of the polynomials f (x, ν, n) which are also determined by Proposition 4.4. Part (b) follows in particular from equation (19) below by inserting the special values of c(ν − 2, n) given in Proposition 4.4.
Proof of Proposition 4.4. Part (a): Notice that
Hence, in Proposition 4.1, the series F j = F j (ν, n) is given by
where the summands vanish for k < n + ν. In particular,
be the associated interpolation polynomial of degree 2n. We obtain the polynomial solution
where the constant c(ν, n) is determined by (11)
Evaluating this formula for ν = n we obtain
We use these special values to prove (16) by increasing induction on n and decreasing induction on ν using recursion formula (15). But first observe that recursion formula (14) follows from recursion formula (13) for super Catalan numbers once the explicit values (16) hold true. For the above induction we have to prove (15). Observe that
Accordingly,
Using the definition of the super Catalan number, by (17) we know
We split this expression according to the identity for binomial coefficients (18).
For the first part we obtain
where we used formula (12) for the highest coefficient (n!) −2 of the polynomial f (x, ν, n). For the second part we obtain
where we used that the sum
equals up to the constant (2(n − 1))! the leading coefficient of the polynomial g(x) = f (x + 1, ν − 1, n − 1). So putting the two parts together keeping in mind (18), we obtain
We have proved recursion formula (15). In order to finish the induction argument, by hypothesis we assume that (16) holds true for c(ν, n) as well as for c(ν −1, n−1). If ν is of the form ν = n − 1 − 2µ these two constants are zero, so (15) implies c(ν − 2, n) = 0. If ν = n − 2µ we obtain for the right hand side of (15) 2
, which must equal the left hand side c(n − 2(µ + 1), n) of (15). Part (b): We proceed again by Proposition 4.1 to obtain the values
, as well as the constant
This leads to the solution polynomial
Mixed summation operator
We study the action of the mixed summation operator S 1 S 2 in two variables on the functions P (n, m). 
Assuming by recursion that the polynomials Q(k, In particular we obtain
Proposition 5.2. The family of polynomials Q(m, x) of Proposition 5.1 is given by
where P (m, x) are the polynomials defined in Proposition 2.3. The polynomials have the following properties. 
It follows that the leading coefficient of Q(m, x) is twice this number, hence equals 
For the shifted summation operator SP (n, x) = P (n, x + 1) + P (n, x) we therefore obtain S P (n, x) + P (n, x − 1) = A 2 (x, n) .
Hence the polynomials Q(m, x) in question are also given by the Euler operator E = S −1 Q(m, x) = E A 2 (x, m) + A 2 (x, m − 1) .
Using of the summation operator Sf (x) = f (x+ This suggests that all the families of polynomials we have defined in this paper should have interesting properties at half-integral places. We illustrate this by determining their values in x = Then the values in x = n for all n ∈ N 0 .
n we obtain the expansion
n .
Comparing coefficients, the lemma is proved. 
we deduce Recalling the polynomials P (m, x) are even functions, we obtain Q(m, 1 2 ) = 2 P (m, 1 2 ) + P (m − 1, 1 2 ) .
By part (b), this is zero in case m = 2n is even, whereas in case m = 2n + 1 we obtain Q(2n + 1, Inserting this into identity (6) yields for all m ∈ N A 1 (m, 2k + 1 2 ) = P (m + 1, 2k + 1 2 ) + 2P (m, 2k + 1 2 ) + P (m − 1, 2k + 1 2 ) .
