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Einleitung                                                                      1
1 Einleitung                                                                     
Einen wesentlichen  Anteil  der  Betriebsführungskosten  stellen  in  einem Heizkraftwerk die 
Instandhaltungskosten dar. Bedingt durch eine große Anzahl komplexer Anlagen mit hohen 
Anforderungen an die Verfügbarkeit, wird in Heizkraftwerken eine vorbeugende planmäßige 
Instandhaltung in starren Zyklen durchgeführt. Die Instandhaltungskapazitäten können somit 
planmäßig und bedarfsgerecht bereitgestellt werden.
Unter dem zunehmenden Erfordernis von Kosteneinsparungen wird der Übergang zu einer 
zustandsbezogenen Instandhaltung vollzogen, in der der aktuelle Zustand der Anlagen die Art 
und den Umfang der Instandhaltung bestimmt. Die Funktionsreserven werden dadurch besser 
ausgenutzt und die Instandhaltungskosten gesenkt.
Der  Übergang  von  der  planmäßigen  zur  zustandsbezogenen  Instandhaltung  erfordert  die 
effektive  Bereitstellung  und  Auswertung  der  zustandsrelevanten  Prozessdaten.  Für  die 
Erfassung,  Verarbeitung  und  Auswertung  der  Zustandsdaten  werden  in  Heizkraftwerken 
Monitoring- und  Zustandsdiagnosesysteme eingesetzt. 
Für eine Vielzahl  von Anlagen, wie Steuer-,  Regel-, Schutz-  und Messeinrichtungen, aber 
auch  für  kostenintensive  elektrotechnische  und  elektronische  Aggregate  in  Hilfs-  und 
Nebenprozessen,  ist  trotz  hoher  Verfügbarkeitsanforderungen  keine  kontinuierliche 
Zustandsüberwachung und -bewertung vorhanden. Der Anlagenzustand wird lediglich durch 
Warn- und Fehlermeldungen, Inspektions- und Instandhaltungsergebnisse beschrieben. Hier 
treffen  Experten  durch  Anwendung  ihres  Wissens  über  Prozessinformationen  optimale 
Instandhaltungsentscheidungen. 
Da  sich  das  Wissen  einerseits  unter  steigendem Kostendruck  bei  sich  ständig  ändernden 
Rahmenbedingungen  auf  wenige  Fachexperten  beschränkt,  andererseits  eine  wichtige 
Ressource  für  die  Unternehmen  darstellt,  stellen  Experten-  und  Beratungssysteme  eine 
Möglichkeit zur Strukturierung und Speicherung des Wissens dar. 
Ein  Expertensystem  ist  eine  Software,  die  das  Problemlösungsverhalten  eines  Experten 
nachbildet.  Sie  kann Expertenwissen für  ein eng begrenztes  Fachgebiet  speichern und ein 
Problem durch eine logische Schlussfolgerung lösen [16,  49].  Das  verarbeitete  Wissen  ist 
deklaratives Wissen, d. h. Wissen in Form von Fakten und Regeln.  
Wird  zusätzlich  prozedurales  Wissen  verarbeitet,  wird  das  System  als  Beratungssystem 
definiert. Prozedurales Wissen besteht aus Algorithmen, Gleichungen usw. Mit prozeduralem 
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Wissen lässt sich eine Lösung berechnen, dabei wird eine andere Problemlösungskomponente 
verwendet. 
Beide  Wissensformen  erfordern  eine  jeweils  angepasste  Problemlösungskomponente  und 
definieren ein Beratungssystem [84]: 
„Ein Beratungssystem ist eine neue Art von Software, die auf der Basis von dem jeweiligen 
Wissenstyp  angepassten  Problemlösungskomponenten  den  Menschen  bei  der 
Entscheidungsfindung unterstützt.“  
Ein so definiertes Beratungssystem ist im Bild 1.1 dargestellt [10].
In  der  zustandsbezogenen  Instandhaltung  können  Beratungssysteme  zur  Bewertung  von 
Zustandsinformationen und zur Ableitung des sich daraus ergebenden Instandhaltungsbedarfs 
eingesetzt werden. 
                                                        Beratungssysteme 
Wissenstyp
Problemlösung
deklaratives Wissen prozedurales 
Wissen 
logische Schlussfolgerungen mathematische 
Berechnung 
Bild 1.1: Wissenstypen und Problemlösungsverfahren in einem Beratungssystem
Die  Möglichkeiten  für  den  Einsatz  von  Beratungssystemen  zur  zustandsbezogenen 
Instandhaltung werden besonders in der Unterstützung von Abläufen im Asset Management 
und in der operativen Einsatzplanung gesehen. 
Die Trennung der gesamtverantwortlichen Budget- und Qualitätsplanung (Asset Management) 
von der operativen Einsatzplanung und Durchführung (Operation) entspricht dabei einer unter 
dem  Druck  der  Strommarktliberalisierung  eingeführten  und  bewährten 
Organisationsphilosophie [4].
Während  durch  Simulation  des  Zustandstrends  im  Asset  Management  die  lang-  und 
mittelfristige  Budget-  und Qualitätsplanung unterstützt  werden kann,  ist  in  der  operativen 
Instandhaltungsplanung  die  kurzfristige  Optimierung  der  verfügbaren  Ressourcen  eine 
ungelöste Aufgabe. 
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Ein bisher nicht gelöstes Problem stellt  dazu die Systematisierung des Zustandswissens für 
den Entwurf eines Beratungssystems dar. 
Das Ziel dieser Arbeit besteht deshalb im Entwurf einer Konzeption für ein Beratungssystem, 
in  dem  das  Erfahrungswissen  von  Experten  repräsentiert  und  davon  eine 
Instandhaltungsterminprognose abgeleitet wird. 
Ausgehend von den durch ein Beratungssystem gegebenen Voraussetzungen konzentriert sich 
die  Analyse  auf  Anlagen,  für  die  der  Zustand nicht  kontinuierlich  erfasst  wird  und deren 
Zustandsdaten  hauptsächlich  aus  Prozessereignissen  und  visuellen  Inspektionen  ermittelt 
werden. 
1.1 Voraussetzungen für die Entwicklung von Beratungssystemen
Die Lösung der Aufgaben erfordert ein Modell, in dem deklaratives und prozedurales Wissen 
implementiert, gespeichert und verarbeitet wird. Die Rahmenbedingungen werden durch ein 
Beratungssystem erfüllt, das die Grundfunktionen der Wissensverarbeitung bereitstellt.  
Bestandteile eines Beratungssystems
Ein Beratungssystem besteht grundsätzlich aus den im Bild 1.2 dargestellten Komponenten, 
die sich aus den Aufgaben des Experten ableiten [36, 84]. 
Die  im  Bild  1.2  dargestellten  Komponenten  eines  Beratungssystems  sind  für  folgende 
Aufgaben vorgesehen:
• Wissensbasis
Die  Wissensbasis  enthält  die  für  die  Problemlösung  wichtigen  Fakten,  Regeln  und 
Relationen aus der Problemdomäne und repräsentiert damit das expertenspezifische Fach- 
und Erfahrungswissen.
• Wissensakquisitionskomponente
Über  die  Wissensakquisitionskomponente  erfolgt  die  Implementierung des  Fachwissens 
durch  den Experten.  Die  Wissensakquisitionskomponente  unterstützt  die  Strukturierung 
und  Implementierung  des  Wissens  durch  die  Möglichkeit  der  einfachen  Eingabe  des 
Wissens, der automatischen Syntax- und Konsistenzprüfung und der Zugangsmöglichkeit 
zu den darunter liegenden Programmiersprachen. 
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• Problemlösungskomponente
Die Schlussfolgerungen aus dem in der Wissensbasis abgelegten Expertenwissen werden 
durch  Anwendungen  von  Regeln  realisiert.  Die  abzuarbeitenden  Regeln  und  die 
Reihenfolge  werden  ausgewählt.  Eine  Regelauswertung  wird  durch  einen 
Inferenzmechanismus in Strategien und Suchverfahren festgelegt.
• Dialogkomponente
Die  Dialogkomponente  stellt  das  Bindeglied  zwischen Nutzer  und System dar.  An die 
Dialogkomponente  stehen  die  Anforderungen  einer  einfachen  Handhabung,  einer 
verständlichen  Form  von  Fragen  und  Ergebnissen  sowie  den  Ausschluss  fehlerhafter 
Eingaben.
• Erklärungskomponente
Über die Erklärungskomponente werden für den Nutzer  Erklärungen zu Zwischen- und 
Endlösungen  gegeben,  wie  z.  B.  warum  welche  Fragen  gestellt  werden  oder  wie  die 







Bild 1.2: Bestandteile eines Beratungssystems
Wissensbasis
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Das  Beratungssystem stellt  den  Rahmen  für  die  Problemlösung  dar.  Zum  Entwurf  einer 
geeigneten Konzeption wird in den folgenden Kapiteln eine Problemanalyse durchgeführt und 
ein theoretisches Modell der Wissensrepräsentation und Problemlösung entworfen. 
Beschreibung der Problemdomäne in Heizkraftwerken
Als  Heizkraftwerke  werden  Anlagen  mit  einer  kombinierten  Erzeugung  für  Elektro-  und 
Wärmeenergie definiert. Die grundsätzliche Schaltung des Wasser-Dampf-Kreislaufes für ein 
Heizkraftwerk kann durch Hauptkomponenten (durchgehend gezeichnet), die den Prozess der 
Kraft-Wärme-Kopplung bestimmen, und Zusatzkomponenten (gestrichelt gezeichnet), die eine 
flexiblen Betrieb ermöglichen, dargestellt werden (Bild 1.3). 
Das wesentliche Element stellt die Dampfturbine dar, die der Stromerzeugung dient. Der die 
Turbine verlassende entspannte Dampf dient der Heißwassererzeugung. Für Heizkraftwerke 
ist  die  Dampfturbine  als  Gegendruckturbine  ausgeführt  und  auf  die  Anforderungen  der 
Wärmeabnehmer  abgestimmt.  Um  Wärmeeinbrüche  und  Strombedarfsspitzen  abzufangen, 
werden Entnahme-Kondensationsturbinen installiert,  die ausschließlich der Stromerzeugung 
dienen [74].
Bild 1.3: Vereinfachte Schaltung des Wasser-Dampf-Kreislaufes in einem Heizkraftwerk [74]
Kondensations-
                        Gegen-      turbine
                        druck-
turbine
 
                Vorwärmer
Entgaser     Wärmeverbraucher
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Die  Dampferzeugung  erfolgt  durch  einen  kohle-,  heizöl-  oder  erdgasbefeuerten 
Grundlastkessel, der bei Spitzenlastbedarf durch einen Spitzenkessel ergänzt werden kann.
Für den Betrieb der Haupt- und Hilfskomponenten ist die Bereitstellung von Elektroenergie 
notwendig, die als elektrischer Eigenbedarf direkt aus der Elektroenergieabführung oder über 
eine  getrennte  Einspeisung  aus  dem  Elektroenergieverteilungsnetz  bezogen  wird.  Das 
Eigenbedarfsnetz  ist  dabei  so  aufgebaut,  dass  eine  funktionale  oder  anlagentechnische 
Redundanz je nach Bedeutung  der Verbraucher gewährleistet wird. Eine auf die Verbraucher 
abgestimmte  Bereitstellung  des  Eigenbedarfs  erfordert  einen  stufenweisen  Aufbau  der 
Anlagen in unterschiedlichen Spannungsparametern (Bild 1.4). 
Die zur Zustandsüberwachung notwendigen Informationen bzw. die Kopplung zu Bedien- und 
Überwachungssystemen werden durch Sekundäreinrichtungen, wie Steuer-, Schutz-, Melde- 
und Messeinrichtungen, bereitgestellt.  Im Bild 1.5 sind Sekundäreinrichtungen am Beispiel 
einer Schaltanlage dargestellt. Die Komponenten können ebenso verfügbarkeitsrelevant sein 
wie die Hauptkomponenten. 
Bild 1.4: Prinzip des elektrischen Eigenbedarfs in Heizkraftwerken [80]
10 kV, 3~50 Hz
Normalnetze
im EB
660/380 V, 3~50 Hz
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 3~50 Hz
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Da  die  dargestellten  Anlagen  und  Betriebsmittel  für  die  Aufrechterhaltung  des 




• die ausfallbedingte Instandhaltungsstrategie
• die planmäßig vorbeugende Instandhaltungsstrategie
• die zustandsbezogene Instandhaltungsstrategie.
In  der  ausfallbedingten  bzw.  störungsbedingten  Instandhaltungsstrategie  wird  die 
Instandhaltung nach einer Störung bzw. einem Ausfall der Komponenten durchgeführt [43, 
51].
Die  planmäßig vorbeugende Instandhaltung sieht  die  Instandhaltung von Komponenten  in 
festen Zyklen zur vorbeugenden Vermeidung von Schäden und Folgeschäden vor [51]. 
Bei der zustandsbezogenen Instandhaltung hingegen wird die Instandhaltung in Abhängigkeit 
vom Zustand einer  Komponente  durchgeführt.  Die zustandsabhängige  Instandhaltung wird 












Bild 1.5: Prozessankopplung der Schaltanlage
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Um  eine  optimale  Verfügbarkeit  zu  erreichen,  werden  Anlagen  in  Heizkraftwerken 
vorbeugend und planmäßig instandgehalten.  Komponenten  werden deshalb  in  festgelegten 
Intervallen ausgetauscht oder überholt. Dazu wird auf der Grundlage vielfältiger Berichte und 
Erfahrungen vorausgesetzt,  dass  Komponenten  zuverlässig  funktionieren und dann schnell 
verschleißen [76]. 
Die  optimale  Ausnutzung  der  Funktionsreserve  eines  Betriebsmittels  bei  gleichzeitiger 
Vermeidung eines Ausfalls wird durch die zustandsbezogene Instandhaltungsstrategie erzielt. 
Hierzu  ist  die  Erfassung  und  Auswertung  aller  verfügbaren  Zustandsdaten  für  eine 
Komponente notwendig.
Neben der Auswertung von Prozessdaten und den Lebensdauerangaben der Hersteller werden 
Erfahrungen  aus  dem  Prozess  für  die  Abschätzung  der  Lebensdauer  von  Betriebsmitteln 
genutzt. Dabei wird vorausgesetzt, dass ähnliche Betriebsmittel unter ähnlichen Bedingungen 
ähnliche Lebensdauern aufweisen. 
Bereits in der Entwicklung und Konstruktion werden für ähnliche Bauteile aus vergleichbaren 
Werkstoffen und mit  vergleichbaren Bemessungsunterlagen Erfahrungen zur  Unterstützung 
der  rechnerischen  Vorhersage  der  Lebensdauer  unter  stochastischen  Bedingungen  genutzt 
[47].
Da  das  verfügbare  Wissen  über  Komponentenzustände,  Funktionsreserven  und 
Lebensdauerreserven  prozedural  und  deklarativ  vorliegt,  stellen  Beratungssysteme  eine 
geeignete  Anwendung  dar.  Im  folgenden  Abschnitt  werden  deshalb  die 
Entwicklungsrichtungen  von  Beratungssystemen  in  Heizkraftwerken  dargestellt.  Der 
Entwicklungsstand  zur  Verarbeitung  des  für  eine  zustandsbezogene  Instandhaltung 
notwendigen  Wissens  als  Voraussetzung  für  die  Entwicklung  eines  Beratungssystems  zur 
zustandsbezogenen Instandhaltung wird untersucht.
1.2 Entwicklungsstand von Beratungssystemen in Heizkraftwerken
Heizkraftwerke  versorgen  ein  abgegrenztes  Gebiet  mit  elektrischer  Energie  sowie 
Wärmeenergie und arbeiten damit als Inselsysteme. Das Hauptaugenmerk liegt deshalb auf der 
Vermeidung  von  Kraftwerksstillstandszeiten  und  Produktionsausfällen,  da  hier  die 
Folgekosten  aus  dem  Stromliefervertrag  oder  der  Überschreitung  der  Leistungsspitze 
dominieren [46]. 
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Da Heizkraftwerke wie auch Industriekraftwerke meist teilautomatisiert sind, kommen dem 
Bediener bei der Führung der Prozesse permanent Aufgaben, besonders während der An- und 
Abfahrprozesse, zu. Beratungssysteme wurden deshalb in Heizkraftwerken zur Unterstützung 
des Bedienpersonals in der Prozessführung entwickelt [46, 69].
Da sich Fehlbedienungen wie auch der Ausfall einzelner Komponenten durch Fehlstellungen 
bzw. Fehlzustände äußern, kann eine schnelle Diagnose die Einleitung von Gegenmaßnahmen 
bzw. die Vermeidung von Fehlzuständen unterstützen und so einen wesentlichen Beitrag zur 
Minimierung der Ausfallzeiten leisten [46]. 
Die Entwicklungsrichtungen in Heizkraftwerken werden deshalb durch Systeme zur Diagnose 
des Kraftwerksprozesses und seiner Komponenten als Ganzes bestimmt [46].
Als  Diagnosesysteme  werden  Systeme definiert,  die  das  Erkennen  und  Identifizieren  von 
Störungsschwerpunkten,  Störungsanzeichen,  Abweichungen  vom  Normalverhalten  und 
Ursachen unterstützen. Der Schwerpunkt der Diagnose und Bewertung von Prozesszuständen 
liegt in der Identifizierung der Fehlerursache und fehlerhaften Komponenten.
Zum Erkennen sich anbahnender Störungen beschränkt sich die Diagnose in Heizkraftwerken 
auf die Analyse und Bewertung der durch Prozessleitsysteme bereitgestellten Informationen. 
Für  eine  zustandsbezogene Instandhaltung sind  aber  zusätzliche  Daten notwendig,  die  aus 
Inspektionen oder einer kontinuierlichen Diagnose bereitgestellt werden.
Diagnosesysteme für  eine  umfassende  Bewertung  des  Anlagenzustandes  werden  aber  fast 
ausschließlich  für  Großkraftwerke  entwickelt,  da  Erfahrungen  bestehen,  dass  die 
kontinuierliche Diagnose („on-line“) in konventionellen Kraftwerken oft nicht wirtschaftlich 
ist [22].
Trotz des gleichen Ziels, in Heizkraftwerken primäre Schäden zu vermeiden, liegt für einen im 
Verbund vollautomatisierter Großkraftwerke gekennzeichneten Betrieb die Priorität bei einem 
auf Lebensdauer und Gesamtwirkungsgrad optimierten Betrieb. Neben der Minimierung von 
Stillstandszeiten stehen für die Energieversorgungsunternehmen (EVU) die Optimierung der 
Fahrweise,  die  Überwachung  großtechnischer  Kraftwerksprozesse  sowie  die 
zustandsorientierte Instandhaltung der Anlagen im Vordergrund [11, 19]. Dabei liegt der Grad 
an  Komplexität  und  Schadenspotential  von  Großkraftwerken  über  den  von 
Industriekraftwerken [46]. 
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Die  Entwicklungsrichtung  von  Diagnosesystemen  ist  deshalb  gekennzeichnet  durch  die 
Nutzung der Diagnosedaten zur Unterstützung der Betriebsführung und der Sicherheitsanalyse. 
Systeme  zur  Sicherheitsanalyse  wurden  für  Kernkraftwerke  zur  Bewertung  der 
Sicherheitssysteme bei  Störfällen,  der Aufdeckung von Schwachstellen,  zur Bewertung der 
Ausgewogenheit deterministischer  Auslegungen  und  der  Auswirkungen  von 
Anlagenänderungen auf das Sicherheitskonzept entwickelt [65].
Eine  Weiterentwicklung für  konventionelle  Kraftwerke  befasst  sich  mit  den  menschlichen 
Eingriffen auf den Anlagenbetrieb während des An- und Abfahrens unter dem Gesichtspunkt 
der Verfügbarkeitserhöhung. Im Gegensatz zu Systemen in Kernkraftwerken, mit dem Ziel der 
Minimierung der Ausfallwahrscheinlichkeit, haben Systeme in konventionellen Kraftwerken 
die Erhöhung der Zuverlässigkeit des Anlagenbetriebes zum Ziel [65]. 
Da die Ergebnisse als Grundlage strategischer und prognostischer Entscheidungen dienen und 
ein  Eingriff  in  die  Systemauslegung  im  Zeithorizont  außerhalb  der  operativen  Lenkung 
vorgenommen wird, werden die Systeme den Planungssystemen zugeordnet (vgl. [10]). 
In konventionellen Kraftwerken wird die Entwicklung von Diagnosesystemen durch Systeme 
zur  optimalen  Betriebsführung  bestimmt,  die  Ergebnisse  für  die  operative  Lenkung,  die 
Schadensvermeidung  und  die  zustandsbezogene  Instandhaltung  im  Kraftwerksprozess 
bereitstellen. 
Die operative Lenkung umfasst den Prozess des Eingriffs des Menschen in den Prozess der 
Energieerzeugung, -verteilung und des -verbrauchs durch Steuerung des Normalbetriebs, des 
gefährdeten Betriebs und des Havariebetriebs [10]. Bei sich anbahnenden Störungen können 
durch eine Diagnose von Fehlzuständen und dem rechtzeitigen Eingriff des Bedieners Schäden 
vermieden oder begrenzt  werden. Die durch Diagnose ermittelten Zustände und die daraus 
empfohlenen  Maßnahmen  ermöglichen  eine  zustandsbezogene  Instandhaltung  der 
diagnostizierten Anlagen. 
Die Entwicklung von Diagnosesystemen ist  durch Systeme zur Diagnose von Teilsystemen 
und  Einzelaggregaten  sowie  des  physikalischen  Prozesses  gekennzeichnet.  Die  Ziele  der 
Diagnoseaufgabe unterscheiden sich dazu nach den eingesetzen Verfahren in
• Diagnose aus dem Soll-Ist-Vergleich von Prozessparametern (Monitoring) für Teilsysteme 
und Einzelaggregate [54]
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• Diagnose aus der Analyse von Kennwerten aus Bilanzierung und Gradientenverfahren für 
den physikalischen Prozess.
Während beim Monitoring von Prozessdaten der aktuelle Komponentenzustand durch einen 
Vergleich der aktuellen Ereignisse mit einem durch Experten vorgegebenen Muster gezogen 
und bewertet wird, wird bei Gradientenverfahren der gesamte physikalische Prozess beurteilt. 
In  der  Diagnose  werden  die  Auswirkungen  der  Abweichungen  von  Zustandsgrößen  auf 
Kennwerte  der  Elemente  bestimmt.  Dabei  wird  der  aktuelle  Kennwert  mit  einem 
Referenzpunkt verglichen und die Abweichung bestimmt. Die Kennwerte stellen dabei lokale 
und  globale  Diagnoseparameter  des  Prozesses  dar,  wobei  lokale  Diagnoseparameter  die 
Diagnose auf den Zustand einer Komponente und globale Diagnoseparameter die Diagnose auf 
den Gesamtprozess zulassen [26].
Dadurch wird die Anwendung von Verfahren zur Beurteilung des physikalischen Prozesses 
durch die verfügbaren Prozessinformationen und die physikalischen Modelle zur Bestimmung 
der  Diagnoseparameter  auf  den  thermischen  Hauptprozess  und  seine  Komponenten 
eingeschränkt. 
Die Diagnose auf  der  Basis  eines Soll-Ist-Vergleiches von Referenz-  und Prozessdaten ist 
hingegen auf alle messtechnisch überwachten Komponenten der Kraftwerkshauptprozesse und 
-nebenprozesse möglich. Dazu werden Kennwerte, die die Güte der Prozesse beurteilen und 
Messwerte, aus denen sich direkt der Zustand von Komponenten ableiten lässt, überwacht.
Die Überwachung von Kennwerten basiert dabei auf einer Verknüpfung von Messwerten aus 
einem  Prozess,  die  durch  einen  Vergleich  mit  Referenzwerten,  die  Güte  des  aktuellen 
Prozesszustandes beschreiben. In der Modellrechnung werden dazu die Daten validiert, d. h. 
die   Messdaten  werden solange  variiert,  bis  ein  für  das  Modell  konsistenter  Datensatz  in 
Summe für alle Messwerte den kleinsten Fehler nach einem vorgegebenen Kriterium ergibt 
[13]. Bei Überschreitung eines Kennwertes wird ein Fehler diagnostiziert.
Typische  Anwendungen  für  die  Diagnose  der  Prozessgüte  sind  Kreisläufe.  Die 
Forschungsarbeiten  und Anwendungen konzentrieren sich  deshalb  auf  den Wasser-Dampf-
Kreislauf mit den Hauptkomponenten, die verfahrenstechnischen Hauptprozesse, die Feuerung 
und die Rauchgasreinigung [13, 71].  
Die  Überwachung  von  Prozesswerten  (Monitoring),  die  durch  einen  Soll-Ist-Vergleich 
Rückschlüsse  auf  den  Komponentenzustand  ermöglichen,  umfasst  neben  den 
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Hauptkomponenten  des  Kraftwerksprozesses  auch  alle  messtechnisch  überwachten 
Komponenten,  über  die  keine  Bilanzierung  modelliert  wird.  Neben  verfahrenstechnischen 
Komponenten werden auch elektro- und messtechnische Komponenten erfasst. Anwendungen 
für Diagnosesysteme in Kraftwerken umfassen derzeit 
• verfahrenstechnische  Anlagen  mit  den  Hauptkomponenten  Wasser-Dampf-Kreislauf, 
Feuerung,  Rauchgasreinigung  und  der  Elektroenergieerzeugung  mit  den  Komponenten 
Turbosatz, Dampferzeuger, Lüfter, Saugzüge, Pumpen, Rohrleitungen [7, 3, 13, 46, 59, 71, 
81, 83, 87]
• elektrotechnische  Komponenten  der  Erzeugung  und  Fortleitung  wie  Generatoren, 
Generatorausleitung,  Maschinentransformatoren,  Strom-  und  Spannungswandler, 
Leistungsschalter, Isolatoren [82, 83, 87]
• Armaturen [19, 46]
• Messwerterfassungen und -übertragungen [19, 26, 71].
Da gleichartige und ähnliche Anlagen in Heizkraftwerken und dezentralen Erzeugeranlagen 
eingesetzt werden, wird auch dort am Einsatz von Diagnose- und Überwachungssystemen für 
die  Einzelaggregate-  und  Teilanlagendiagnose  geforscht.  So  wurden  z.  B.  für 
Blockheizkraftwerke Verfahren entwickelt, mit denen der Zustand von  Verbrennungsmotoren 
durch Messungen von Körperschall am Gehäuse und der Spannung der Zündkabel erfasst und 
überwacht wird [81]. 
Für die wirtschaftliche Diagnose an Windgeneratoren aus Verschleißmessungen werden Daten 
aus einer großen Anzahl gleichartiger Anlagen erfasst und durch Typisierung klassifiziert [34].
Wie  das  Beispiel  zeigt,  kann durch  den Einsatz  geeigneter  Methoden  und Verfahren,  die 
Analyse und  die  Diagnose  der  erfassten  Prozessdaten  wirtschaftlich  durchgeführt  werden. 
Zusätzliche Informationen können aus Inspektionen und Statistiken erfasst werden. Hier bietet 
sich der Einsatz von Beratungssystemen an, da prozedurales Wissen in Form mathematischer 
Modelle  und  deklaratives  Wissen  aus  Erfahrungen,  Beobachtungen  und  subjektiven 
Bewertungen von Experten kombiniert werden kann.
Bei  der  Entwicklung  solcher  Beratungssysteme  können  bereits  die  Erfahrungen  aus  der 
Entwicklung  von  Fuzzy-Expertensystemen  genutzt  werden,  an  denen  bereits  für 
unterschiedliche Diagnoseaufgaben geforscht wird [1, 7, 27, 65]. Speziell für den Einsatz von 
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Beratungssystemen  zur  zustandsbezogenen  Instandhaltung  in  Anlagen  des  elektrischen 
Eigenbedarfs wird im folgenden Abschnitt die Domäne analysiert.
1.3  Analyse des Zustandswissens
Verfügbare Zustandsinformationen
Wie bereits im vorigen Abschnitt dargestellt wurde, ist ein wirtschaftlich sinnvoller Einsatz 
von  Beratungsystemen zur  Diagnose  in  Heizkraftwerken  nur  durch  die  Ausnutzung  aller 
verfügbaren Zustandsinformationen möglich. Für den Entwurf eines Beratungssystems sind 
deshalb  alle  Informationen  zu  erfassen,  die  zur  Auswahl  der  optimalen 
Instandhaltungsstrategie erforderlich sind.
Die  Analyse  der  Zustandsinformationen  im  Bild  1.6  zeigt,  dass  zur  Abschätzung  der 
Restlebensdauer  von  Komponenten  die  aus  dem  Prozess  erfassten  Messwerte  und 
Inspektionsergebnisse durch technische Systeme oder durch subjektiv erstellte Statistiken auch 
analysiert und ausgewertet  werden (Meldungen, Statistik,  Diagnose).  Die für Experten aus 
dem Prozess verfügbaren Zustandsinformationen lassen sich in folgende Gruppen einteilen 
[51]:
• Warn- und Fehlermeldungen
Warn- und Fehlermeldungen signalisieren das Über- bzw. Unterschreiten von definierten 
Grenzen physikalischer Parameter,  die  das  Erreichen einer  Warn-  oder  Schadensgrenze 
anzeigen.
• Ergebnisse visueller Inspektionen
Durch  visuelle  Inspektionen  werden  vom  Instandhaltungspersonal  charakteristische 
Parameter erfasst und als qualitative Aussagen hinsichtlich der Funktionsfähigkeit oder der 
Fehlerhaftigkeit einer Komponente dokumentiert.
• Ergebnisse aus Überwachungs- und Diagnosesystemen
Die  Überwachung  und  Diagnose  charakteristischer  Parameter  stellt  eine  Form  der 
Inspektion mit  technischen Einrichtungen dar. Im Gegensatz zur qualitativen Bewertung 
durch  das  Instandhaltungpersonal  bei  visuellen  Inspektionen  erlauben  technische 
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Messwerte           Trend
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• Störungs- und Schadensstatistiken
In Störungs- und Schadensstatistiken werden Daten gleichartiger Betriebsmittel mit  dem 
Ziel zusammengefasst,  dass daraus die Veränderung des Zustandes eines Betriebsmittels 
aus der durchschnittlichen Zustandsveränderung einer Klasse gleichartiger Betriebsmittel 
abgelesen werden kann.
Der  Einfluss  des  Instandhalters  auf  die  Bewertung  der  Informationen  und  eine  daraus 
ableitbare  Instandhaltungsstrategie  wird  durch  die  Möglichkeit  einer  Fehlerfrüherkennung 
beschrieben und ist im Bild 1.7 dargestellt [51].
Eine  messtechnische  Überwachung  gestattet  über  die  Definition  von  Schwell-  und 
Grenzwerten  eine  zeitlich  kontinuierliche  Zustandsabschätzung,  ohne  das  von  Experten 
Wissen zum Erkennen eines Zustandes notwendig ist. 
Durch  Inspektionen  können  Zustände  erkannt  werden,  die  Bewertung  hängt  von  der 
Einschätzung des Instandhalters und damit von seinem Wissen und seiner Erfahrung ab. Im 
Unterschied zur messtechnischen Überwachung muss die Entscheidung aus einem qualitativen 
Parameter  bestimmt  werden.  Trotz  der  damit  verbundenen  höheren  Unsicherheit  in  der 
Bewertung gegenüber der messtechnischen Erfassung bieten Inspektionen von Komponenten, 
die  nur  sehr  aufwendig  messtechnisch  zu  überwachen  sind,  die  aussagefähigeren 













Bild 1.6: Datenströme zur Definition des Instandhaltungstermins durch den Experten
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        Funktionsfähigkeit
        Ausfallwahrscheinlichkeit
Die Auswertung von Störungs- und Schadensstatistiken setzt wiederum zusätzliches Wissen 
voraus.  Zum  Entwurf  einer  Statistik  muss  Wissen  über  die  Vergleichbarkeit  der 
Komponenten, die in der Statistik erfasst werden, vorhanden sein, das wiederum die Kenntnis 
der Einsatzbedingungen und deren Vergleichbarkeit voraussetzt.
Die  einfachste  Möglichkeit  zur  Erfassung  der  Prozessinformationen  bieten  Warn-  und 
Fehlermeldungen.  Dem  Betriebspersonal  werden  Anlagenzustände  signalisiert,  die  eine 
definierte  Handlung erfordern.  Vom Standpunkt  des  Instandhalters  ist  meist  nur  noch ein 
Reagieren möglich. 
Die  Qualität  der  Prozessinformationen  bestimmt  damit  wesentlich  die  Wahl  der 
Instandhaltungsstrategie. Eine erfolgreiche Anwendung von Beratungssystemen setzt demnach 
die  Verfügbarkeit  geeigneter  aufbereiteter  Prozessinformationen  voraus.  In  der  Analyse 
verfügbarer Zustandsinformationen wird deshalb  der Schwerpunkt auf die Auswertung von 
Inspektionen sowie von Störungs- und Schadensstatistiken gelegt. 
Ergebnisse visueller Inspektionen
Elektrotechnische Anlagen in Heizkraftwerken sind vielfältigen Beanspruchungen ausgesetzt. 
Im Vergleich zu maschinentechnischen Komponenten, die maßgeblich durch physikalische 
Beanspruchungen (z. B. Verschleiß) geschädigt werden, unterliegen gerade elektrotechnische 
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Trotzdem  sind  elektrotechnische  Betriebsmittel  im  Vergleich  zu  maschinentechnischen 
Komponenten durch eine hohe Lebensdauer und eine geringe Störanfälligkeit gekennzeichnet 
[75]. Die kontinuierliche messtechnische Überwachung ist deshalb nur auf den notwendigen 
Umfang zur operativen Lenkung ausgelegt. Um eine kontinuierliche Zustandsüberwachung zu 
erzielen,  ist  eine  Erweiterung  der  messtechnischen  Überwachung  notwendig.  Da  aber 
besonders  die  Erfassung  des  Zustandes  der  chemisch  beanspruchten  Komponenten  sehr 
aufwendig  ist,  werden  bisher  nur  sehr  teure  Großaggregate  wie  z.  B. 
Maschinentransformatoren,  durch  Diagnosesysteme  überwacht.  Für  Anlagen  in 
Hochspannungstransportnetzen wird bezweifelt, dass identifizierbare Zustandsindikatoren und 
dadurch zugängliche Messungen für objektive Aussagen genutzt werden können. Messungen 
sind  häufig  der  Beurteilung  eines  Fachmanns  unterlegen,  visuelle  Inspektionen  bringen 
erheblich umfangreichere und aussagefähigere Informationen [43].
Wie die Erfahrung zeigt, können Praktiker auf Grund einer Jahrzehnte währenden Tätigkeit 
die  Einschätzung  von  Diagnosenotwendigkeit  und  Diagnosemöglichkeit  mit  einer 
Erfolgswahrscheinlichkeit  von  85  bis  90  %  rein  subjektiv  einschätzen  [73].  Durch  eine 
Bewertung mit ihrem Wissen können Experten einen Schädigungstrend abschätzen. 
Die  Berücksichtigung  visueller  Inspektionsergebnisse  in  der  zustandsbezogenen 
Instandhaltung  kann  deshalb  für  Komponenten  in  Heizkraftwerken  wirtschaftlich  sinnvoll 
sein, für die keine kontinuierliche Überwachung des Zustandes vorhanden ist. Die Ergebnisse 
von episodischen Interviews aus einem Heizkraftwerk zur Instandhaltungsterminprognose in 
Schaltanlagen sind in Tabelle 1.1 dargestellt. 
Aus Inspektionsberichten wurden Instandhaltungsfälle mit Zustandsmerkmalen ermittelt.  Im 
Ergebnis von Befragungen wurden den Zustandsmerkmalen Instandhaltungstermine und der 
Instandhaltungsumfang sowie die Einsatzbedingungen zugeordnet. Zur weiteren Betrachtung 
werden für die Zustandsmerkmale in der Tabelle 1.1 Synonyme definiert. 
Wie die Tabelle zeigt, besteht zwischen den Einsatzbedingungen und der Prognose  von  In-
standhaltungstermin und -umfang ein Zusammenhang, der in der Tabelle 1.1 durch Klassen 
beschrieben wird.  
Während die Klassen 1 und 2 Ergebnisse geplanter Inspektionen beschreiben, umfasst Klasse 
3 Merkmale aus ausfallbedingten Instandsetzungen. Die Klassifizierung zeigt, dass zyklisch 
instandgehaltene  und  nach  einem  Ausfall  instandgesetzte  Komponenten  durch  die 
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Zustandsmerkmale  unterschieden  werden.  Merkmale  der  Klassen  1  und  2,  die 
Instandhaltungen in unterschiedlichen Zyklen beschreiben, kommen in beiden Klassen vor. 
Hier ist das Muster der Merkmale mit den Zusammenhängen zwischen den Merkmalen zu 
betrachten.




1 • Schalter im 
Dauerbetrieb
• geringe Schalthäufig-
keit   (ca. 10 Schalt - 
tungen pro Jahr)        
• geringer Schaltstrom
• Instandhaltung im 
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Tabelle 1.1: Merkmalsmuster für Niederspannungsleistungsschalter
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Für  die  Modellierung  einer  Instandhaltungsterminprognose  in  der  Domäne  ist  der 
Zusammenhang  zwischen  den  Zustandsmerkmalen  ein  wesentliches  Merkmal  für  die 
Klassifizierung.  Im  Kapitel  4  werden  Klassifizierungsarten  untersucht  und  ein 
Klassifizierungsverfahren modifiziert, mit dem Muster durch die für die Domäne signifikanten 
Merkmale und Merkmalsbeziehungen klassifiziert werden.
Für  die  Komponente  „Auslösewelle“  (<Auslwe>)  wurden  z.  B.  die  Zustände  durch  die 
Attribute  „gelockert“  und  „justiert“  aus  dem  Interview  erfasst.  Während  „gelockert“  den 
Zustand beschreibt, definiert „justiert“ die daraus abgeleitete Instandhaltung. Abhängig vom 
Vorwissen  des  Experten  wird  oft  der  Begriff  „geschädigt“  verwendet,  der  „gelockert“ 
verallgemeinert.
Dabei  zeigte  sich,  dass  gleiche  Zustandsmerkmale  (z.  B.  <Hischak>,  <Auslwe>)  durch 
unterschiedliche linguistische Ausdrücke beschrieben werden. 
Die  Formalisierung  des  Wissens  setzt  die  Kenntnis  und  eine  Beschreibung  des 
Zusammenhangs  der  Begriffe  voraus.  Im Bild  1.8  ist  ein  Beispiel  durch  eine  Hierarchie 
repräsentiert.  Der  Zustand  „gelockert“  wird  durch  die  Beschreibungen  „verschlissen“  und 
„geschädigt“  verallgemeinert  (gekennzeichnet  durch  den  Aufstieg  in  der  Hierarchie)  oder 
durch die davon abgeleitete Instandhaltung „justiert“  ersetzt.  Für Klassifizierungsverfahren 
ergibt  sich  daraus  die  Forderung,  subjektiv  modellierte  Begriffe  einem Zustand  eindeutig 
zuzuordnen.   
Werden  die  Ergebnisse  visueller  Inspektionen,  wie  in  der  Generatordiagnose  zu 
Vergleichszwecken genutzt [83], so ist die Qualität der Instandhaltungsterminprognose vom 
Wissen über die Einsatzbedingungen (vgl. Tabelle 1.1) notwendig. 
In Kraftwerken reichen für  simple  Ausrüstungsgegenstände und komplexe  Maschinen  mit 
ausgeprägtem Ausfallverhalten Erfahrungen und Berichte über  frühere Fehler  aus,  um das 
Ende  einer  Zeitspanne  mit  sehr  zuverlässiger  Funktion  vorauszusagen.  Die  zunehmende 
Komplexität der Anlagen hat aber zu abweichenden Fehlerkurven geführt [76]. 
Die zurückgelegte Lebensdauer der Komponenten ist für eine Prognose der Restlebensdauer 
und damit des Instandhaltungstermins notwendig. 
Die für eine Zustandsbeschreibung einer Komponente wesentlichen Beziehungen werden im 
Bild 1.9 zusammengefasst. Eine Zustandsbeschreibung beinhaltet die Einsatzbedingungen, das 
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Alter der Komponente (zurückgelegte Lebensdauer) und abhängige weitere Zustandsmerkmale 
anderer Komponenten. 
Für  einen  erfolgreichen  Systementwurf  ist  das  Wissen  demnach  so  zu  strukturieren,  dass 
Zustandsbeschreibungen  und  die  daraus  gezogenen  Schlüsse  immer  im  Kontext  von 

















Bild 1.8: Beschreibungsmöglichkeiten eines Zustandsmerkmals
Bild 1.9: Zustandsdefinierende Beziehungen in der Domäne
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Bei der hohen Komplexität  der Anlagen eines Heizkraftwerkes sind die Zustandsdaten aus 
unterschiedlichen  Einsatzgebieten  meist  nicht  zufriedenstellend  vergleichbar.  Für  die 
Komponenten  wird  deshalb  ein  hoher  Anteil  an  phänomenologischen  Zustandswissen 
erwartet.  
Phänomenologisches  Wissen  ist  Oberflächenwissen  und  wird  durch  assoziatives, 
fallvergleichendes, empirisches und statistisches Wissen repräsentiert. Im Gegensatz dazu ist 
kausales  Wissen  Tiefenwissen,  das  durch  kombinatorisches  und  modellbasiertes  Wissen 
repräsentiert wird [31]. 
In der  Wissensakquisition  wird die  Wissensart  nicht  explizit  ausgedrückt  und muss  durch 
Befragung ermittelt werden. Um eine umfassende Wissensakquisition zu erzielen, wurde das 
Wissen nach der Methode durch Intensiv-Interviews erfasst. 
Intensiv-Interviews sind eine unstrukturierte und (scheinbar) ungezwungene Wissenserhebung 
mit dem Ziel, den Einfluss durch die Akquisition so gering wie möglich zu halten. Dadurch 
wird  der  Informationsfluss  nicht  behindert  und  in  thematisch  zusammenhängenden 
Gesprächen wird viel schweigendes Wissen vermittelt  [62].  Dabei wird natürlich eine gute 
Kenntnis der Domäne durch den Befragenden vorausgesetzt.
Ein Schwerpunkt der Wissensakquisition konzentriert sich auf die episodische Erfassung von 
Einzelfalldaten. Schlussfolgerungen sind deshalb fallweise zu ziehen. Die Zusammenfassung 
von  Falldaten  für  vergleichbare  Komponenten,  die  unter  ähnlichen  Bedingungen  gezogen 
wurden, erfolgt in Statistiken, z. B. in Störungs- und Schadensstatistiken.
Störungs- und Schadensstatistiken
Schädigungsereignisse  in  der  Domäne  gehorchen  einem  Verteilungstyp.  Durch  die 
Auswertung von mehreren 100.000 Schadensereignissen sind Erkenntnisse über die Parameter 
der  Ausfallverteilung,  der  kürzesten  und  mittleren  Zeit  zwischen  zwei  Schäden,  der 
Wartungswirksamkeit  und  Beherrschbarkeit  in  der  zustandsabhängigen  Instandhaltung 
möglich [30].
Aus der Kenntnis einer Verteilungsdichte können in der Statistik Schlussfolgerungen für die 
Gestaltung  des  Instandhaltungsprozesses  abgeleitet  werden.  So  sind  kleine 
Variationskoeffizienten,  die  den  Quotienten  aus  Mittelwert  und  Standardabweichung 
modellieren  und  die  Streubreite  der  Einzelwerte  charakterisieren,  instandhaltungstechnisch 
günstig, da in gleichen Intervallen größere Überlebenswahrscheinlichkeiten auftreten [20]. 
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Da der  Zustand  eines  elektrischen  Betriebsmittels  nicht  exakt  vorhergesagt  werden  kann, 
werden  unter  der  Annahme,  dass  sich  der  Betriebsmittelzustand  so  ändert  wie  der 
Durchschnitt der Betriebsmittel, Statistiken erstellt [51].
Der stochastische Charakter der Schädigung bedingt, dass technisch gleichwertige Elemente 
den gleichen Schädigungszustand nach unterschiedlichen Betriebsdauern erreichen. Unter der 
Bedingung  wird  Schädigungsverhalten  mit  den  Methoden  der  mathematischen  Statistik 
modelliert. 
Zur  Erleichterung  der  Beschreibung werden  im  Ergebnis  statistischer  Erhebung  die 
Schädigungsarten den aus der Statistik bekannten Verteilungstypen zugeordnet. In  Tabelle 1.2 
sind die wesentlichen Verteilungstypen (Normalverteilung, logarithmische Normalverteilung, 










Mischschädigung Normalverteilung, Weibullverteilung, Exponentialverteilung
Tabelle 1.2: Anwendungsbereiche statistischer Verteilungstypen für das Beschreiben des 
Schädigungszustandes nach Eichler [20]
Da die Elemente, die eine stochastisch bedingte Lebensdauer besitzen und in einem System 
zusammengefügt sind, zufällig ausgewählt werden, unterliegen gleichwertige Systeme zufällig 
abweichendem Schädigungsverhalten.
Zur  Bestimmung  der  Schädigungszustände  werden  Verfahren  angewendet,  die  auf  der 
Ermittlung von Stichproben basieren.  Die Anwendung statistischer  Methoden erfordert  die 
Erfassung  großer  Stichproben  an  technisch  gleichartigen  Elementen  über  lange 
Untersuchungszeiträume. Innere und äußere Schädigungsbedingungen sind dabei konstant zu 
halten. Voraussetzung ist die Kenntnis äußerer Einflüsse und Besonderheiten vorangegangener 
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Abnutzungsprozesse.  Die  Einschränkung  zufälliger  Fehler  erfordert  das  mehrfache 
Wiederholen  von  Messungen  des  Zustandes.  Die  durch  Messverfahren  und  -einrichtungen 
bedingten Fehler sind zu quantifizieren.
In  Heizkraftwerken  sind  aber  die  Bedingungen  nur  selten  gewährleistet.  Komplexe 
Beanspruchungen,  individuell  wechselnde  Schädigungsbedingungen,  unbekannte  oder 
zufällige   Beanspruchungen  sowie  der  durchzuführende  Aufwand  bei  der 
Stichprobenermittlung  über  lange  Zeiträume  für  eine  hohe  Anzahl  von  Komponenten, 
behindern die Anwendung statistischer Methoden. 
Trotzdem wird an der Nutzung von Zustandsdaten aus der Test- und Entwicklungsphase für 
die  Betriebsphase  [14,  40,  53]  oder  aus  der  Ausfall-  und  Reparaturstatistik  für  eine 
Anwendung  statistischer  Methoden  geforscht.  Für  elektronische  Baugruppen  in  der 
Nachrichtentechnik [53] und in Bahnanlagen [40] werden Zustandsdaten aus der Test- und 
Entwicklungsphase bereits genutzt. 
Schwerpunkte der gegenwärtigen Forschung bilden die Anpassung der Zuverlässigkeitsdaten 
aus der Test- und Entwicklungsphase auf die Betriebsphase. Bei einem ausreichend großen 
Stichprobenumfang,  werden  aus  den  Testreihen  die  statistischen  Abweichungen  zwischen 
Test- und Entwicklungsphase berechnet, mit der das Modell angepasst wird. Als Anwendung 
wird die Zeitreihenprognose vorgeschlagen [14].    
Die Bestimmung der Zustandsdaten aus der Ausfall- und Reparaturstatistik der Betriebsphase 
wird durch folgende Probleme behindert [53]: 
1. in der Ausfallstatistik
• Die Anzahl der betriebenen Baugruppen ist unsicher.
• Die Betriebszeit ist unsicher.
• Die Anzahl  der  ausgefallenen Baugruppen ist  unsicher  und ausgewechselte  Module 
sind bei Nachprüfung in Ordnung.
• Die Ausfälle werden durch Fehlerkorrekturmaßnahmen maskiert.
2. in der Reparaturstatistik
• Die Anzahl der ausgefallenen Bauelemente ist unsicher, da nicht defekte Bauteile auf 
Grund einer begrenzten Reparaturzeit ausgewechselt werden.
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• Die Ausfalldefinition ist unklar.
• Die Ausfallursache ist unbekannt, eine Ausfallanalyse liegt nicht vor.
• Die Reparaturstatistik wird durch fehlerhafte Chargen, welche durch die Fertigung und 
Konstruktion bedingt sind, verfälscht.
Erfahrungsgemäß wird die Gewinnung geeigneter Daten in Heizkraftwerken erschwert durch:
• die  Abhängigkeit  der  Ausfallrate  von  unterschiedlichen  Umgebungs-  und 
Betriebsbedingungen, Unterschiede in der Betriebsart (z. B. intermittierender Betrieb und 
Normalbetrieb)
• die Abhängigkeit der Ausfallrate von der Lebensdauer (durch unterschiedliche Betriebsart, 
durch Baugruppen unterschiedlicher Lebensdauer z. B. nach einer Reparatur)
• Sekundärausfälle,  d.  h.  Ausfälle  von  Baugruppen  in  Folge  anderer  mangel-  oder 
fehlerhafter Baugruppen
• das  Auftreten  sporadischer  Fehler,  Kreisläufern  (unterschiedliches  Verhalten  von 
Baugruppen  in  der  Anlage  und  der  Testumgebung  der  Reparaturstelle).  Diese 
Unsicherheiten können zum Auftreten einer zu hohen Ausfallrate führen.
Mit  statistischen  Verfahren  werden  deshalb  definierte  Zustände  (z.  B.  Ausfälle)  nur  für 
ausgewählte Betriebsmittel (Baugruppen in großer Stückzahl, unter gleichen Bedingungen, in 
ähnlicher Lebensdauer) ausgewertet. 
Analog wie bei der fallweisen Analyse von aus visuellen Inspektionen erfassten Daten wird 
bei der Analyse von Statistiken vorausgesetzt,  dass gleiche Einsatzbedingungen für gleiche 
Komponenten  gleiche  Abnutzungsvorgänge  erzeugen.  Schlüsse  über  einen 
Instandhaltungstermin werden für Einzelkomponenten fallvergleichend aus der Analogie der 
Einsatzbedingungen  wie  auch  aus  dem  Verhalten  des  Durchschnitts  gleichartiger 
Komponenten  unter  Annahme  analoger  Einsatzbedingungen  gezogen.  Das  Ziehen  von 
Schlüssen aus der Analogie der Einsatzbedingungen und Zustandsbeschreibungen stellt einen 
wesentlichen Umfang in der Strategie zur zustandsbezogenen Instandhaltungsterminprognose 
dar.
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Strategisches Wissen
Beim analogen Schließen wird zum Ziehen einer Schlussfolgerung vorausgesetzt, was für eine 
Situation  bzw.  für  ein  Objekt  wahr  ist,  kann auch für  eine  andere Situation  bzw.  für  ein 
anderes  Objekt  wahr  sein.  Eine  Lösung  kann  durch  die  Bewertung  der  Plausibilität  von 
Situationen in Abhängigkeit von der relativen Anzahl der analogen aufgeführten Situationen 
oder durch das Fehlen eines Gegenspielers ermittelt werden. Die Schlussweise erfordert kein 
Bekanntsein der allgemein gültigen Gesetze für alle Objekte [70]. 
Aus  der  Befragung  in  der  Domäne  wurden  zwei  Strategien  zur  Terminprognose  durch 
Schließen aus Analogie ermittelt:
1. die Schlussfolgerung aus der Analogie der Einsatzbedingungen 
2. die Schlussfolgerung aus Analogie von Ausfallabständen
Schlüsse  aus  der  Analogie  der  Einsatzbedingungen beschreiben die  Restbetriebsdauer  und 
wurden aus Befragungen ermittelt, wie z. B. 
„ nach  zwei  bis  drei  Jahren  wird  das  Nachziehen  der  Klemmenverbindungen  in  der  
Klemmenleiste notwendig, eine Instandhaltung nach einem Jahr ist zu früh...“.
Die  Schlussfolgerung  <zwei  bis  drei  Jahren>  basiert  auf  einem  Referenzfall  oder 
assoziativem Wissen,  ein „Gegenspieler“ ist  aufgrund der  Aussage  <einem Jahr zu früh> 
bekannt. Weiter wurde dazu Erfahrungswissen etwa in der Form
„Klemmen für Aluminiumleiter lockern sich schneller als Klemmen für Kupferleiter...“, 
erfragt. Vergleichende Schlüsse wurden in der Aussage für Komponenten mit vergleichbaren 
Typmerkmalen (z. B. <Kupferleiter>) in vergleichbarer Umgebung (z. B. <Klemmenleiste>) 
gezogen. Eine Problemlösungsstrategie soll demnach den schrittweisen Vergleich in beiden 
Eigenschaften enthalten.
Instandhaltungsterminprognose
Bereits  existierende  Beratungssysteme  zur  Instandhaltungsplanung  setzen  die 
Zustandsbewertung durch Experten voraus [12, 17] oder bewerten den Komponentenzustand 
qualitativ, ohne jedoch Instandhaltungstermine oder -zyklen  zu prognostizieren [34, 43, 51]. 
Einleitung                                                                      25
Qualitative  Zustandsbewertungen  werden  für  Komponenten  in  Transportnetzen  durch  die 
Kriterien „normal“ und „sofort instandsetzen“ [43] und für Komponenten in Windkraftanlagen 
durch die Ampelwerte
• grün Instandhaltung nicht erforderlich
• gelb das  Betriebsmittel  kann  zwar  seine  Funktion  erfüllen,  eine  Instandhaltung  
kündigt sich an
• rot Instandhaltung notwendig, Betriebsmittel kann Funktion nicht erfüllen
eingeführt [34]. Neumann [51] hingegen schätzt Betriebsmittel qualitativ durch die Bewertung 
„funktionsfähig“ und „fehlerhaft“ ein, die durch Evidenzen ergänzt werden und eine effiziente 
Instandhaltungsstrategie im Rahmen einer Mittelfristplanung ermöglichen.
Die Anlagen zeichnen sich dazu durch eine ausreichende Anzahl verlässlicher Daten aus, die 
in Transportnetzen und Windkraftanlagen durch eine hohe Anzahl vergleichbarer (typgleicher) 
Betriebsmittel gegeben ist. Hingegen besteht in der Prozessindustrie die Schwierigkeit, dass 
kaum vergleichbare Einsatzbedingungen vorliegen (vgl. [50], dort auf die chemische Industrie 
bezogen). 
Als  Ursache  für  die  fehlende  Anwendung  von  Beratungssystemen  zur 
Instandhaltungsterminprognose in Heizkraftwerken wird gesehen, dass 
• die  Beratungssysteme  zur  mittelfristigen  Instandhaltungsplanung  (vgl.  [9])  für  die 
Bedingungen  in  Kraftwerkssystemen  (auf  Basis  verfügbarer  Kraftwerksreserveleistung) 
entwickelt wurden, die für Heizkraftwerke nicht zutreffen
• die für eine Instandhaltungsterminprognose notwendigen Daten in Heizkraftwerken bisher 
unzureichend für den Einsatz von Beratungssystemen systematisiert wurden. 
Eine gesicherte Zustandsbewertung als Voraussetzung für die Instandhaltungsterminprognose 
erfordert [57]
• einen gesicherten Datenbestand
• eine hohe Qualität der Informationen
• Expertenwissen. 
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Um die Voraussetzungen für den Einsatz von Beratungssystemen zu erreichen, ist die Analyse 
und  Systematisierung  der  vorhandenen  Informationen  in  Anlagen  des  elektrischen 
Eigenbedarfs notwendig. 
1.4 Ziele und Aufgaben
Zielstellung der Arbeit
In Heizkraftwerken liegen die Zustandsbeschreibungen der  Anlagen und Betriebsmittel  im 
elektrischen Eigenbedarf aus visuellen Inspektionen hauptsächlich in Form von Listen oder 
Protokollen  vor.  Bisher  sind  keine  Verfahren  bekannt,  wie  die  Zustandsdaten  zur 
automatischen Erzeugung einer Instandhaltungsterminprognose als Lösung genutzt werden. 
Das erste Teilziel der Arbeit besteht in der Modellierung einer Instandhaltungsterminprognose 
aus  den  Zustandsdaten  visueller  Inspektionen.  Da  die  Domäne  maßgeblich  auf  der 
Repräsentation  und  Verarbeitung  von  phänomenologischem  Wissen  aufbaut,  besteht  die 
Anforderung, das verfügbare Zustandswissen optimal auszunutzen. Zustandsmerkmale werden 
mit  deklarativem  und  prozeduralem  Wissen  klassifiziert  und  bewertet.  Beratungssysteme 
stellen deshalb einen geeigneten Ansatz dar. 
Die  Literaturrecherche  hat  gezeigt,  dass  bereits  leistungsfähige  Systeme  zur  qualitativen 
Bewertung von Anlagen- und Komponentenzuständen  entwickelt wurden. Der Schwerpunkt 
liegt deshalb beim Entwurf von Prognoseverfahren, mit denen der Zusammenhang zwischen 
den Zustandsmerkmalen und einer Instandhaltungsterminprognose modelliert wird.
Das strategische Vorgehen orientiert sich an der ermittelten Problemlösungsstrategie. Da in 
Heizkraftwerken die Zustandsinformationen zu einem großen Teil aus den Inspektionsdaten 
ermittelt  wurden,  ist  die  Aufbereitung und Systematisierung des  für  die  Prognosestrategie 
benötigten  Wissens  notwendig.  Da  die  Instandhaltungsterminprognose in  der  Domäne  im 
Wesentlichen auf fallvergleichendem Wissen basiert, besteht das Ziel in der Entwicklung von 
Verfahren  zur  Auswahl,  Klassifizierung  und  Bewertung  von  Zustandsmerkmalen  zum 
Fallvergleich.
Ein wichtiges Problem stellt dabei die subjektiv variierende Beschreibung der Zustandsdaten 
dar.  Beim Entwurf  der  Verfahren  sind  deshalb  Methoden  zu  entwickeln,  mit  denen  eine 
Unabhängigkeit  der  Instandhaltungsterminprognose  von  variierenden  subjektiven 
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Zustandsbegriffen  erzielt  wird.  Dadurch  wird  der  subjektive  Einfluss  auf  die 
Instandhaltungsterminprognose bei einem Benutzerdialog vermieden.
Die  geeignete  und  aktuelle  Repräsentation  des  Wissens  setzt  eine  ständig  aktualisierte 
Wissensbasis  voraus.  Bedingt  durch  eine  hohe  Anzahl  und  eine  hohe  Komplexität  der 
Zustandsinformationen  aus  dem  Prozess  und  der  Instandhaltung  ist  die  Aktualität  des 
Zustandswissens in der Wissensbasis im hohen Maße von der zurückgelegten Lebensdauer 
abhängig. Die Aktualität des Wissens setzt deshalb die Fähigkeit zur ständigen Änderung und 
Erweiterung  des  Wissens  in  der  Wissensbasis  über  die  Lebensdauer  der  Anlagen  und 
Komponenten voraus.   
Demzufolge  ist  es  notwendig,  die  zu  entwickelnden  Verfahren  und 
Wissensrepräsentationsformen  hinsichtlich  ihrer  Anpassungsfähigkeit  an  die  aktuellen 
Zustandsinformationen zu bewerten. Dabei ist es effektiv, auf die vorhandenen Kapazitäten 
heizkraftwerksspezifischer  DV-Systeme  zurückzugreifen  und  vorhandene 
Repräsentationsformen und Verfahren zu  nutzen.  An den Entwurf  von Beratungssystemen 
besteht  damit  die  Anforderung,  geeignete  Koppelalgorithmen  und  Zugriffsverfahren 
bereitzustellen. Um dabei den Entwurfsaufwand gering zu halten, ist zu untersuchen, ob die 
Wissensrepräsentationen  externer  DV-Systeme  für  die  gestellten  Aufgaben  in  einem 
Beratungssystem geeignet sind.
Ein  Beratungssystems  kann  ein  Bindeglied  zwischen  Monitoringsystemen  und  den 
Überwachungssystemen des physikalischen Prozesses darstellen. Mit einer Konzeption für ein 
Beratungssystem soll die Arbeit einen Beitrag zur durchgängigen  Zustandsüberwachung  aller 
Betriebsmittel des elektrischen Eigenbedarfs in Heizkraftwerken leisten. 
Gliederung der Arbeit
Im  Kapitel  1  wurde  die  Domäne  beschrieben,  der  Stand  der  Entwicklung  von 
Beratungssystemen dargestellt und die in der Domäne verfügbaren Zustandsdaten analysiert.
Ein Konzept für ein Beratungssystem zur Instandhaltungsterminprognose wird im Kapitel 2 
aus der Problemlösungsstrategie abgeleitet. Der Instandhaltungstermin für eine Komponente 
wird aus dem schrittweisen Vergleich mit den Einsatzbedingungen, den Zustandsmerkmalen 
und der zurückgelegten Lebensdauer einer Referenzkomponente gefolgert. In den Kapiteln 3 
bis 7 werden Verfahren zur Lösung der Teilprobleme entwickelt. 
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Für die Auswahl  vergleichbarer Instandhaltungsfälle  wird ein Strukturmodell  im Kapitel  3 
modifiziert,  das  die  Einsatzbedingungen  repräsentiert.  Zur  Auswahl  und  zur  Bewertung 
ähnlicher Strukturen werden Verfahren modifiziert. 
Der Zusammenhang zwischen Merkmalsmustern für Komponenten aus ähnlicher struktureller 
Umgebung  und  der  Instandhaltungsterminprognose  wird  im  Kapitel  4  untersucht.  Zur 
Klassifizierung von Fällen mit ähnlichen, in Inspektionen erfassten Merkmalsmustern wird ein 
Verfahren entwickelt.
Zur  Abschätzung  der  Schädigungsfunktion  der  durch  die  Merkmalsmuster  definierten 
Komponenten wird im Kapitel  5 ein Lebensdauermodell  modifiziert  und ein Verfahren zur 
Auswahl  des  ähnlichsten  Falls  vorgeschlagen.  Im  Kapitel  6  wird  der  prognostizierte 
Schädigungszustand und der davon abhängige Instandhaltungstermin modelliert.
Im Kapitel  7  werden zur  fallbasierten Prognose alternativ  angewendete Prognosestrategien 
untersucht.  Verfahren  zur  normativen  Prognose  bei  fehlenden  Vergleichsfällen  und  zur 
Anpassung  des  Instandhaltungstermins  an  wechselnde  Beanspruchungszyklen  werden 
entwickelt.
Das Kapitel 8 fasst die Ergebnisse der Arbeit zusammen.  
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2 Konzeption für ein Beratungssystem in der zustandsbezogenen 
Instandhaltung
In diesem Kapitel wird der Beitrag, den die Arbeit zur Lösung der im Kapitel 1 beschriebenen 
Hauptaufgaben leistet, zusammengefasst. Für den Entwurf eines Beratungssystems wird eine 
systematische  Problemlösung  dargestellt.  Die  Erkenntnisse  für  die  Daten-  und 
Wissensrepräsentation werden erläutert.
2.1  Systematisierungsansatz
Eine  wirtschaftliche  Instandhaltungsstrategie  kann  nur  dann  realisiert  werden,  wenn  alle 
Einflussparameter  auf  die  Betriebensmittel  und  Anlagen  berücksichtigt  werden  [38].  Die 
Analyse der Domäne zeigt, dass die Prognose der Instandhaltungstermine auf dem Wissen 
über  Einsatzbedingungen,  der  Lebensdauer  und  dem  Zustand  basiert,  dass  nach  seiner 
Herkunft als statistisches, empirisches, assoziatives oder fallvergleichendes Wissen gegliedert 
wird [62] und als strategisches und informelles Wissen die Problemlösung beschreibt (Bild 
2.1). 
Strategisches Wissen beschreibt die Vorgehensweise (Prognose), während informelles Wissen 
den Sachverhalt  beschreibt  [62],  das in  der Semantik  des Data-Mining die Problemlösung 






















Bild 2.1: Qualitatives Wissen zur Problemlösung in der Domäne
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Die  Schlussfolgerungen  aus  dem Wissen  visueller  Inspektionen  und  Prozessdaten  werden 
wesentlich durch fallvergleichendes Wissen bestimmt und durch statistisches, empirisches und 
assoziatives Wissen unterstützt.
Fallvergleichende Schlussfolgerungen bestehen aus Regeln, die in einer elementaren logischen 
Form einen Bedingungsteil durch die Funktionen f(x) bzw. f(y) und einen Aktionsteil g(x) 
bzw. g(y) darstellen (R 2.1) [70]:
Wenn f1(x) = f1(y) und ... und fn(x) = fn(y), dann g(x) = g(y).         (R 2.1)
In  der  Domäne  wird  die  Lösung  durch  ein  Zeitintervall  bis  zur  nächsten  Instandhaltung 
definiert und z. B. durch den Kennwert MTBF beschrieben. Ein Intervall MTBF (mean time 
between failure)  beschreibt  den  mittleren  Zeitabstand zwischen  Fehlern  für  Komponenten 
einer Klasse.
Bei der Analyse des fallvergleichenden Wissens zeigte sich, dass die Terminprognose in der 
Instandhaltung nicht  nur  als  Restbetriebsdauerprognose  bis  zu  einem Ausfall  durchgeführt 
wird. Komponenten werden zu instandhaltbaren Einheiten zusammengefasst, an denen in ihrer 
Lebensdauer oft Teilinstandsetzungen durchgeführt werden. Zur Beschreibung der Intervalle 
ist  deshalb  die  Verwendung der  MTBF nicht  ausreichend.  Um in  der  Prognose  Intervalle 
zwischen den Instandhaltungen für Klassen von Komponenten und Einzelkomponenten zu 
beschreiben, werden zusätzlich die Kennwerte TBM und  MTBM mit folgenden Definitionen 
eingeführt:
TBM: Ein Intervall TBM (time between maintenance) beschreibt ein Zeitintervall zwischen 
zwei Instandhaltungen.
MTBM: Ein  Intervall  MTBM (mean operating time  between maintenance)  beschreibt  die 
erwartete Betriebszeit  zwischen präventiven Instandhaltungen [39]  und wird hier als  einen 
mittleren  Zeitabstand  zwischen  den  Instandhaltungen  für  Komponenten  einer  Klasse 
verwendet.
Die allgemeine Regel (R 2.1) wird für ein Intervall MTBM durch die Regel (R 2.2) und für ein 
Intervall TBM durch die Regel (2.3) modifiziert. Der Index „akt“ stellt die aktuelle Anfrage, 
der Index „Ref“ den Referenzfall und f(z) stellt die Bedingung z. B. ein Merkmalsmuster dar.
Wenn f(z)akt = f(z)Ref, dann MTBMakt = MTBMRef .                (R 2.2) 
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Wenn f(z)akt = f(z)Ref, dann TBMakt = TBMRef.                  (R 2.3)
Die  Analyse  der  Falldaten  hat  gezeigt,  dass  der  Entwurf  einer  Lösung  von  den 
Einsatzbedingungen,  der  zurückgelegten  Lebensdauer  und  dem  Zustand  der  betrachteten 
Komponente abhängt. 
Suchen  Experten  im  Problemlösungsprozess  für  eine  gegebene  Komponente  mit  einem 
definierten Zustand, die als Anfrage definiert wird, eine Lösung, so werden aus einer Menge 
historischer  Falldaten  alle  vergleichbaren  Komponenten  bestimmt.  Vergleichbar  heißt, 
Komponenten mit gleichen konstruktiven Merkmalen und vergleichbarer Schädigung, die in 
der Domäne bestimmt werden durch (Bild 2.2)
• die Einsatzbedingungen (Beanspruchungen als Ursache der Schädigung) 
• die Zustandmerkmale einer Komponente (Beschreibung der Schädigung)
• die  zurückgelegte  Lebensdauer  (als  Teil  der  Lebensdauer)  der  Komponente  als 
Beschreibung des Schädigungsverlaufes.
Für  die  Problemlösungsstrategie  wird  der  Ansatz  verfolgt,  dass  für  vergleichbare 
Komponenten  analoge  Betriebsdauerintervalle  bis  zur  Instandhaltung  vorausgesagt  werden 
können.
2.2  Problemlösungsstrategie
Wie  im  vorigen  Abschnitt  beschrieben,  dominiert  in  der  Domäne  das  Fallwissen. 
Zustandsmerkmale als Bedingung für eine Instandhaltungsterminprognose werden aus dem 







Bild 2.2: Prognose des Schädigungsprozesses
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einer  Komponente  definiert  ein  Zustandsmerkmal  einen  Fall,  der  in  der 
Problemlösungsstrategie ein Referenzfall oder eine Anfrage sein kann.
Zum  Vergleich  der  Bedingungen  des  Anfrage-  mit  den  Referenzfällen  wurde  eine 
Problemlösungsstrategie entwickelt (Bild 2.3). 
Die  Ausgangssituation  stellt  einen  Fall  als  Anfrage  dar.  Das  Ziel  ist,  den  ähnlichsten 
Referenzfall zu finden, dessen Instandhaltungsterminprognose für die Anfrage adaptiert wird.
Vergleichbare  Einsatzbedingungen  werden  durch  eine  ähnliche  Struktur  der 
Anlagenumgebung beschrieben.  Beispielsweise  bestehen Anlagen in  Heizkraftwerken  aus 
einer Vielzahl typgleicher Komponenten an verschiedenen Einbauorten, die vergleichbar sind. 
Vorausgesetzt wird dabei, dass typgleiche Komponenten unter gleichen Einsatzbedingungen 
durch gleiche Zustandsmerkmale beschrieben werden. 
Für die ausgewählten Komponenten werden die für die Anfrage relevanten Merkmalsmuster 
klassifiziert  und  die  zurückgelegten  Lebensdauern  verglichen.  Aus  der  Ähnlichkeit  der 
Merkmalsmuster  bei  gleicher  Lebensdauer  wird  für  eine  Anfrage  das  Intervall  bis  zur 











Bild 2.3: Problemlösungsstrategie der Instandhaltungsterminprognose
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Instandhaltung  aus  dem  Referenzfall  gefolgert.  Die  Anfrage  wird  lebensdauerabhängig 
abgebildet. 
Die  Definition  der  Instandhaltungsterminprognose  unmittelbar  vor  dem  Ausfallzustand 
erfordert die Kenntnis über die Streuung des Ausfallzustandes.
Ausgehend von der ermittelten Problemlösungsstrategie wird eine Konzeption entworfen.
2.3 Neue Konzeption zur Instandhaltungsterminprognose
Die Konzeption der Problemlösung umfasst die Schritte von der Übergabe von Prozess- oder 
Instandhaltungsdaten bis zur Ausgabe einer Lösung.
Die  Problemlösungsstrategie zur  Instandhaltungsprognose,  die  als  Intervall  (z.  B.  MTBM) 
repräsentiert  und graphisch unterstützt  werden kann (z.  B. durch eine aus diskreten Daten 
konstruierte Zugehörigkeitsfunktion), erfordert folgende Eingangsdaten:
1. Zustandsmerkmale z(Ki)
Ein Zustandsmerkmal z beschreibt  den Schädigungszustand einer Komponente Ki durch 
einen Begriff.
2. die Komponente Ki, für die das Zustandsmerkmal ermittelt wurde
3. die zurückgelegte Lebensdauer tBi der Komponente
Die Lebensdauer beschreibt die Zeitdauer zwischen Inbetriebnahme und Bezugsereignis.
4. Echtzeitbezug ti eines Merkmals (Ereignis)
Zum eindeutigen Bezug eines Ereignisses wird die Echtzeit erfasst.
5. konstruktive Merkmale
Zur  Beschreibung  der  zustandsunabhängigen  Einsatzbedingungen  werden  konstruktive 
Merkmale erfasst. Der Umfang ist von der konkreten Problemstellung und der Definition 
einer Klasse abhängig.
Für die  auf den Eingangsdaten basierende Problemlösung werden in  den Kapiteln 3  bis  6 
Verfahren entwickelt. Die dabei zu lösenden Aufgaben stellen die Grundlage der Konzeption 
im Bild 2.4 dar.
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Die  durch  den  Eintritt  eines  Prozess-  oder  Instandhaltungsereignisses  (z.  B.  als  Meldung, 
Messung  oder  einer  Handeingabe  von  Instandhaltungsmerkmalen)  beschriebene  aktuelle 











         Strukturmodell
  (Kapitel 3)
            Merkmalsmuster
  (Kapitel 4)
                Lebensdauermodell
  (Kapitel 5)
Folgezustands-
    modell (Kapitel 6)
Bild 2.4: Problemlösungskonzeption
Ausgabe
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Merkmalsvorverarbeitung
Zur Prognose des Instandhaltungstermins sind Komponenten Ki und Zustandsmerkmale z(Ki) 
in der Form
ME = {z(Ki); Ki} (2.1)
bereitzustellen.  In  Heizkraftwerken  kann die  eindeutige  Kennzeichnung der  Komponenten 
durch  ein  Kraftwerkskennzeichnungssystem  vorausgesetzt  werden. Einzelmerkmale  z(Ki) 
repräsentieren Ereignisse aus der Prozessdatenerfassung (z. B. als Meldung) oder Merkmale 
aus Inspektionen.
Fallidentifikation
Voraussetzung für die Problemlösungsstrategie ist die Beschreibung durch ein vollständiges 
Merkmalmuster. Zustandsbeschreibungen in Heizkraftwerken, die aus den Befragungen von 
Instandhaltern erfasst werden, können unvollständig sein, weil
• für komplexe Anlagen fachübergreifendes Wissen (z. B. über elektrische, mechanische und 
pneumatische  Komponenten)  notwendig  ist  und  Fachexperten  die  Spezialisten  eines 
Fachgebietes sind 
• nach Ausfällen Sofortdiagnosen gegeben werden, die aber nur einen Teil der ausgefallenen 
Anlage beschreiben.
Die Idee der Fallidentifikation besteht darin, zu vergleichende Fälle auf der Anlagenstruktur 
abzubilden  und  dadurch  für  einen  Fall  fehlende  Komponenten  zu  bestimmen.  Zu  einem 
erzeugten Anfragemuster werden Referenzmuster bestimmt.  Dazu werden aus der Fallbasis 
vergleichbare  Fälle  ausgewählt  und  auf  einem  Strukturmodell,  das  die  Anlagenstruktur 
repräsentiert,  abgebildet  (Bild  2.4).  Aus  den  ermittelten  Referenzfällen  ist  durch  die 
Abbildung  auf  dem  Strukturmodell  sichtbar,  ob  in  der  Anfrage  Merkmale  verdeckt  sein 
können.
Verdeckte  Merkmale  stellen  Merkmale  dar,  deren  Zustandsmeldung  durch  die  vorherige 
Zustandsmeldung einer anderen Komponente nicht angezeigt wurden. 
Im Kapitel 3 wird ein Fallidentifikationsverfahren entwickelt. 
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Struktursuche und Strukturvergleich
Mit  der  Inbetriebnahme  von  Anlagen  in  einem  Heizkraftwerk  kann  für  die  feststehende 
Anlagenstruktur  ein  Strukturmodell  entwickelt  werden.  Durch  die  Abbildung  der 
Komponentenstruktur aus einem Anfragefall  auf dem Strukturmodell  können Referenzfälle 
mit analoger Komponentenstruktur bestimmt werden.
Bedingt durch den Aufbau der Anlagen in Heizkraftwerken durch typgleiche Komponenten in 
abgeschlossenen Bereichen werden ähnliche Zustandsbeschreibungen, die ähnliche Fälle unter 
ähnlichen Bedingungen  repräsentieren, in der Nachbarschaft der beschriebenen Komponente 
erwartet. Der erste Schritt erfordert deshalb eine Suche vergleichbarer Komponenten, die als 
Referenzstruktur  definiert  wird  (Bild 2.5).  Die  ermittelten  Referenzstrukturen sind mit  der 
Anfragestruktur  zu  vergleichen.  Für  die  vergleichbaren  Strukturen  werden  im  folgenden 
Schritt die Merkmalsmuster zur Zustandsbeschreibung aus der Fallbasis ermittelt.
Ausgehend von der Suchstrategie wird ein Modell komponentenorientiert entwickelt (Kapitel 




   heuristische Suche 
Strukturvergleich
Referenzstruktur
Bild 2.5: Fallidentifikation und Strukturvergleich
Ausgabe 
vergleichbarer Strukturen
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effektiv  durch  heuristische  Schranken  begrenzt  werden.  Im  Kapitel  3  werden  dazu 
Suchverfahren und Suchraumbeschränkungen entwickelt.
Klassifizierung der Merkmalsmuster
In Heizkraftwerken werden instandgehaltene Anlagen durch Merkmalsmuster  repräsentiert, 
die  Zustandsmerkmale einzelner  Komponenten enthalten.  Die Zustandsmerkmale  stehen in 
Beziehung  zueinander,  treten  nicht  unabhängig  voneinander  auf.  Deshalb  ist  die 
Klassifizierung  von  Merkmalsmustern  notwendig.  Da  den  Zustandsmerkmalsmustern  eine 
Instandhaltungsterminprognose  zugeordnet  werden  kann,  wird  eine  Klassifizierung  der 
Merkmalsmuster eingeführt (Bild 2.6). Das Merkmalsmuster aus der Anfrage wird zu einem 
Merkmalsmuster der aus dem Strukturvergleich bereitgestellten Referenzstruktur klassifiziert. 
Im Kapitel 4 wird dazu ein Klassifizierungsverfahren modifiziert, mit dem Muster durch die 
für die Domäne signifikanten Merkmale und Merkmalsbeziehungen klassifiziert werden.
Zustandsmerkmale  stehen  bezüglich  der  Instandhaltungsterminprognose  in  Relation 
zueinander  und  sind  abhängig  voneinander.  Der  Instandhaltungstermin  wird  durch  die 
Zusammensetzung des Merkmalsmusters bestimmt. Das Muster einer Anfrage wird deshalb zu 
einer Referenzklasse klassifiziert. 
Als Referenzklasse werden die durch den Strukturvergleich ausgewählten Muster definiert, für 





Bild 2.6: Klassifizierung der Anfrage zu einer Referenzklasse
Ausgabe der ermittelten Klasse
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Lebensdauerabhängige Abbildung  
Zu den klassifizierten Referenzmustern wird aus der Datenbasis die gespeicherte Lebensdauer 
abgefragt (Bild 2.7). Durch die lebensdauerabhängige Abbildung des Merkmalsmusters auf 
einem  Lebensdauermodell  wird  das  Betriebsdauerintervall  bis  zu  einem  Folgezustand 
abgelesen. Aus der lebensdauerabhängigen Abbildung der Referenzfälle ist der Fall mit der 
ähnlichsten  Lebensdauer  als  der  beste  Fall  auszuwählen.  Die  Lebensdauer  wird  durch die 
zeitabhängige Zustandsfolge beschrieben.
Im Kapitel  5  werden  Verfahren  zur  Modellierung  der  Lebensdauer  und  Vergleichs-  und 
Auswahlverfahren entwickelt.
Instandhaltungsterminprognose
Der  aus  dem  Lebensdauermodell  abgelesene  Folgezustand  ist  die  Voraussetzung  der 
Instandhaltungsterminprognose und kann durch eine Regel als Zeitpunkt natürlichsprachlich 
modelliert und ausgegeben werden.  Für die Prognose des Instandhaltungstermins bildet die 
Kenntnis  über  die  Streuung des Zustandes bei  vergleichbaren Komponenten eine wichtige 
Information.
Im Kapitel 6 wird die Modellierung des Folgezustandes durch subjektive Beschreibungen und 











Bild 2.7: Lebensdauerabhängige Auswahl des besten Referenzfalls zu einer Anfrage
Ablesen des Betriebsdauer- 
intervalls bis zum Folgezustand
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Für  die  Domäne  besteht  dazu  die  Möglichkeit,  den  Folgezustand  durch  einen  bekannten 
Verteilungstyp, durch  eine  Häufigkeitsverteilung  oder  als  eine  Zugehörigkeitsfunktion  aus 
einer subjektiven Beschreibung zu modellieren (Bild 2.8).
ja          nein
ja               nein
Verteilungstypen sind aus der Literatur für ausgewählte Zustände bekannt  (vgl.  [30]).  Aus 
Falldaten kann eine  Häufigkeitsverteilung ermittelt  werden.  Aufgrund weniger  verfügbarer 
Daten wird aus der Häufigkeit eine Zugehörigkeitsfunktion modelliert.
Folgezustand ermittelt
 graphische Repräsentation des 














mit natürlichsprachlicher Regel 
 Graphische Modellierung des Instandhaltungstermins 
aus der graphischen Vorgabe des Folgezustandes 
Bild 2.8: Instandhaltungsterminprognose
Instandhaltungsterminprognose mit natürlichsprachlicher Regel 
und Unterstützung durch eine graphische Repräsentation 
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Eine  weitere  Möglichkeit  stellt  die  subjektive  Beschreibung  des  Zustandsdatums  dar.  Im 
Kapitel  6  werden  dazu  die  Beschreibungen  aus  einem  Heizkraftwerk  analysiert  und 
Entwurfsverfahren modifiziert. Für die Modellierung der Instandhaltungsterminprognose aus 
der Vorgabe des Folgezustandes werden Verfahren entwickelt.
Aus den analysierten Falldaten aus Heizkraftwerken wurden Ausfallarten ermittelt, für die eine 
Abbildung der Zustandsfolge auf dem Lebensdauermodell nicht ausreicht (Bild 2.9). Für die 
Instandhaltungsterminprognose wurden deshalb im Kapitel 7 spezifische Verfahren entwickelt. 
ja                    nein
Prognose eines Sekundärausfalls
Sekundärausfälle  werden  durch  das  fehlerhafte  Arbeiten  benachbarter  Komponenten 
verursacht  und  werden  durch  einen  Wiederholungsausfall  in  Folge  eines  nicht  beseitigten 
Fehlers repräsentiert. Da der Ausfall durch die Nachbarkomponente verursacht wurde, sind für 
Sekundärausfälle nur selten Referenzfälle als Zustandsfolge verfügbar. Die Identifizierung als 
Sekundärausfall  erfordert  daher  die  Erweiterung  der  Auswahlverfahren.  Die  Suche  im 
Strukturmodell bezieht historische Fälle mit Komponenten der Nachbarschaft ein.
Die  Klassifizierung  eines  Sekundärausfalls  wird  immer  dann  angestoßen,  wenn  für  eine 
Anfrage kein Referenzfall mit einer auf dem Lebensdauermodell  abbildbaren Zustandsfolge 
ermittelt werden kann. 
Abbildung der Anfrage 
auf dem Lebensdauermodell
Zustandsfolge auf dem 
Lebensdauermodell erfüllt
domänenspezifische Prognose
Bild 2.9: Auswahl des Prognoseverfahrens
Ausgabe des Folgezustandes
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Prognose bei zyklisch wiederkehrender Beanspruchung
Ausfälle  infolge  zyklisch  wiederkehrender  Beanspruchung  können  eine  Zustandsfolge 
darstellen,  die  von  auf  dem  Lebensdauermodell  abgebildeten  Referenzzustandsfolgen 
abweicht.  Im  Gegensatz  zu  den  Sekundärausfallereignissen  kann  die  Ausgabe  des 
Folgezustandes  aus  dem  Lebensdauermodell  richtig  sein.  Voraussetzung  für  die 
Instandhaltungsterminprognose  ist  deshalb  eine  Klassifizierung.  Im  Kapitel  6  wird  ein 
Verfahren für die Klassifizierung zyklisch wiederkehrender Ereignisse entwickelt.
Normative Prognose
Für unvorhergesehene Ereignisse wurden aus Befragungen Instandhaltungstermine ermittelt, 
die durch qualitative Aussagen beschrieben werden (Instandhaltung sofort, Instandhaltung im 
nächsten Jahr).  Die Analyse für Beispielfalldaten aus einem Heizkraftwerk ergab, dass die 
qualitativen Aussagen auf Assoziationen basieren und immer dann ermittelt  wurden, wenn 
vergleichbare  Falldaten  fehlen.  Aus  der  Handlungstheorie  entlehnt,  wird  im Kapitel  7  ein 
Verfahren zur normativen Prognose entwickelt. 
Repräsentativ  für  unvorhergesehene  Ausfälle  sind  die  in  der  Domäne  selten  auftretenden 
Sekundärausfälle. Aus der normativen Prognose wird ein Verfahren zur Klassifizierung von 
Sekundärausfällen entwickelt, das Zusatzwissen aus dem Strukturmodell (vgl. Kapitel 3) nutzt.
Ein Konzept zur Klassifizierung mit den in dieser Arbeit entworfenen Verfahren ist im Bild 
2.10 dargestellt.
Ein sich wiederholendes Ereignis stellt eine Folge von Ereignissen für eine Komponente mit 
dem  gleichen  Zustandmerkmal  dar.  Das  Intervall  t(ti-1(zi),  ti(zi))  modelliert  den  Abstand 
zwischen dem Zeitpunkt ti-1 und dem Zeitpunkt ti. 
Ist das Intervall t(ti-1(zi), ti(zi)) einem Beanspruchungszyklus zuordenbar, wird eine zyklische 
Beanspruchung,  sonst  ein  Sekundärausfall  klassifiziert.  Werden  die 
Klassifizierungsbedingungen für einen Sekundärausfall nicht erfüllt, dann wird das Ereignis 
als Zufallsausfall ausgegeben.
Sekundärereignisse  stellen  Ereignisse  dar,  bei  denen  ein  Komponentenzustand  durch  eine 
Nachbarkomponente  verursacht  wurde.  Sekundärereignisse  beschreiben  demzufolge  eine 
kausale Relation zwischen Komponenten. 
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Die  Klassifizierung  auf  beide  Ereignisse  wird  nacheinander  durchgeführt,  eine  erfolglose 
Klassifizierung führt  zur  Ausgabe „Zufallsereignis“,  wobei  das  Konzept  problemspezifisch 
erweiterbar ist.
                    
 
                               
   
Damit werden die sich aus der Analyse ergebenden Aufgaben in der Wissensrepräsentation 
und der Problemlösungskomponente angeordnet (Bild 2.11).
Aus  den  ermittelten  Aufgaben  für  die  Instandhaltungsterminprognose  werden  folgende 
Beziehungen  zwischen  den  Aufgaben  der  Wissensrepräsentation  und  der 
Problemlösungskomponente modelliert und in Bild 2.11 durch Pfeile gekennzeichnet:
1. Aus der Fallbasis wird ein Strukturmodell entworfen.
2. In der Problemlösungskomponente werden die ermittelten Lösungen für eine Aufgabe an 
die  nächstfolgende  Aufgabe,  ohne  zusätzliche  Abfrage  des  Strukturmodell  oder  der 
Fallbasis, bereitgestellt.
3. Aus dem Strukturmodell  werden Strukturen für die Fallidentifikation,  die Struktursuche 






 Prognose für 
Sekundärereignis
 spezifische Prognose






Bild 2.10: Auswahl der domänenspezifischen Prognose 
 normative Prognose
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4. Aus  der  Fallbasis  werden  Zustandsmerkmale  für  die  Fallidentifikation,  die 
Merkmalsmusterklassifizierung  und  die  Abbildung  der  Zustandsfolge  auf  dem 
Lebensdauermodell bereitgestellt.
5. Aus der Fallbasis werden Lebensdauerdaten für die Abbildung der Zustandsfolge auf dem 
Lebensdauermodell,  die  Klassifizierung  von  Sekundärereignissen,  von  zyklisch 











  graphisches Modell 
des Folgezustandes




Bild 2.11: Aufgaben für die Instandhaltungsterminprognose in Heizkraftwerken
 normative Prognose
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Der Ablauf der Verfahren wird durch die Problemlösungskomponente des Beratungssystems 
gesteuert. Wie in den Kapiteln 3 bis 7 gezeigt wird, sind dazu deklaratives und prozedurales 
Wissen notwendig, deren Kombination in der Problemlösung ein Beratungssystem definieren 
(vgl. [60]).
Für  den  effizienten  Zugriff  auf  das  für  die  Problemlösung  erforderliche  Wissen  ist  eine 
geeignete  Repräsentation  zu  entwerfen.  Einen  wesentlichen  Schwerpunkt  für  die  durch 
Unsicherheit  gekennzeichnete  Domäne  stellt  die  Beschränkung  auf  die  notwendigen 
Informationen durch die Wissensrepräsentation dar.
2.4 Wissensrepräsentation
Als  wesentliche  Wissensrepräsentationsformen  für  den  Entwurf  eines  Beratungssystems 
wurden das Fallwissen und das generalisierbare Wissen über die Assoziationen zwischen den 
Merkmalsbegriffen ermittelt. Merkmalsbegriffe beschreiben Zustands-, Beanspruchungs- und 
konstruktive  Merkmale.  Zwischen  den  Merkmalen  bestehen  Relationen,  die  heuristisch 
bestimmt werden. 
Die  Repräsentation  des  Fallwissens  und die  Generalisierung der  Merkmalsbegriffe  als  die 
wesentlichen  Repräsentationsformen  für  die  Domäne  werden  in  den  folgenden  Kapiteln 
dargestellt.
2.4.1 Fallrepräsentation
Ein Fall, der ein Prozess- oder Instandhaltungsereignis in der Domäne darstellt, wird für die 
entworfenen Problemlösungsverfahren  modelliert.  Eine  geeignete  Repräsentation  definieren 
Frames.
Frames  stellen  ein  Schema zur  Wissensrepräsentation,  in  denen die  Begriffe  und Objekte 
durch Attribut-Werte-Paare beschrieben werden, dar. Ein Frame gibt die Attribute vor, die für 
ein konkretes Objekt mit Werten zu belegen sind [44]. 
Als Erweiterungsmöglichkeit  bieten die Attribute, die auch als Slots definiert werden, eine 
Unterteilung  in  eingetragene  Informationen  und  Aspekte  an,  durch  die  eine 
„Beschaffungsprozedur“  [44]  zum  Zugriff  auf  ausgelagertes  prozedurales  Wissen 
angeregt werden kann.
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Ein Fall kann durch folgendes Schema in einen Frame repräsentiert werden:
Objektname





• Merkmalsrelationen, die durch das Fallmuster F = {z(Kl), z(Kk)} definiert werden
• Intervall t(z(Kl), z(Kk))
• Ereignis ti
Die  Attribute  <Komponente>,  <Zustandsmerkmale>,  <Merkmalsrelation>  und  <Intervall> 
sind  objektspezifisch  unterschiedlich  und müssen  problemspezifisch  ermittelt  werden.  Die 
Modellierung  kann  deshalb  als  Aspekt  mit  einem  Prozeduranstoß  erzeugt  werden.  Das 
Ereignisdatum hingegen wird als fester Wert durch einen Default eingetragen.
Aufgrund des Aufbaus der Falldaten bietet  sich die Falldatenverwaltung und -speicherung 
durch eine relationale Datenbank an.
2.4.2 Datenbankrepräsentation
Eine  relationale  Datenbank  ist  eine  Datenbank,  die  auf  einem  relationalen  Datenmodell 
basiert. Die Relationen sind Verbindungen zwischen Daten, die in der relationalen Datenbank 
als zweidimensionale Tabelle dargestellt werden. Die Verbindungen werden durch Schlüssel 
definiert. 
Die Beziehungen zwischen den Attributen eines Falls werden durch ein semantisches Netz 
beschrieben.  Semantische  Netze  bilden  die  Repräsentationsgrundlage  für  relationale 
Datenbanken. 
Zwischen  den  Merkmalen  können  beliebige  Relationen  eingetragen  werden.  Die 
Implementierung in einer relationalen Datenbank ermöglicht  bei  Anfragen nach beliebigen 
Attributen Ausgaben als Tabellen mit beliebigen Attributen [86]. 
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Repräsentation des Fallwissens in einer relationalen Datenbank
Zum Entwurf  der  Objektrepräsentation  wurde die  Darstellung von Betriebsmittelzuständen 
analysiert.  Betriebsmittelzustände  werden  demnach  fallbasiert  durch  ihre  Merkmalsmuster 
klassifiziert, wie z. B. als logische Abfolge von Ereignissen in einer zeitlichen Relation zu 
anderen  Merkmalen,  Instandhaltungsmuster  in  räumlicher  Relation  und  zyklisch 
wiederkehrende Fehler in zeitlicher Relation zu sich selbst im Zyklus. Werden die Merkmale 
eines Musters als Attribute aufgefasst, ergeben sich zwei Sichten (Bild 2.12):
1. das Objekt (Entity) entspricht einem Ereignis, das Schlüsselattribut ist ein Ereignisdatum 
(hier definiert als Ereigniskennzeichen)
2. das  Objekt  entspricht  einer  Betriebsmittelkomponente,  dass  Schlüsselattribut  ist  ein 
Betriebsmittelkennzeichen.
Der Zusammenhang zwischen beiden Objekten ergibt eine Lösung und wird im Entwurf für 
das Datenbankmodell im Entity-Relationsship-Modell (ERM) beschrieben. 
Da für den Entwurf der Datenbankobjekte vom Beratungssystem als eine Anwendung, das auf 
die  Datenbank zugreift,  ausgegangen wird,  werden die  Objekte  aus  Sicht  der  verfügbaren 
Prozessinformationen entworfen (Bild 2.13). 
Das Objekt <Ereignis> wird demnach durch Prozessmeldungen über Beanspruchungen und 






Bild 2.12: Entity-Relationsship-Modell (ERM) für die Domäne 
<Betriebsmittel-
komponente>
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Zustandes beschrieben. Die Beziehung zwischen beiden Objekten wird durch die Ausprägung 









konstruktives Merkmal Text konkreter Wert













TBM Zeit /Datum/ Intervall konkreter Wert
Bild 2.13: Definition der Datenbankobjekte aus dem ERM
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Durch das Objekt <definiert>, das nur die Fremdschlüssel enthält, wird die Verbindung zu 
einer Lösung hergestellt.  Im Objekt  <Lösung> ist  ein Attribut  <TBM> modelliert,  das ein 
Zeitintervall als Wert enthalten kann.
Das  als  Datenbankanfrage  definierte  Prozessmuster  bildet  gleichzeitig  als  Muster  von 
Begriffen  die  indexorientierte  (begriffsorientierte)  Fallauswahl.  Da  die  Repräsentation  in 
Datenbanken eine effiziente Verwaltung der Falldaten darstellt, ist die Erzeugung der Fallbasis 
für die abgrenzbare Problemlösung für die Anfrage durch ein Beratungssystem ausreichend 
und  kann  dynamisch  aus  der  Datenbankabfrage  erzeugt  werden.  Die  framebasierte 
Repräsentation  eines  Falls  als  Eingangsdatensatz  für  das  Beratungssystem  wird  als 
Ausgabetabelle durch die relationale Datenbank bereitgestellt.
Bei Implementierung der Falldaten in eine relationale Datenbank repräsentiert das gekoppelte 
fallbasierte  System  damit  eine  Anwendung,  die  im  Rahmen  der  üblichen  Praxis  eine 
Anwendung unter vielen darstellen kann.  Vorteile ergeben sich damit für die Akzeptanz für 
ein  fallbasiertes  System,  das  aus  Sicht  der  Datenbankkopplung  in  bestehende 
Systemanwendungen mit minimalem Aufwand integriert werden kann.
Durch das Beratungssystem sind Regeln bereitzustellen, die bei Aktivierung eine Fallauswahl 
aus der Datenbank anstoßen und Muster für die spezifischen Verfahren bereitstellen.
2.4.3 Dynamische Erzeugung der Fallbasis
Unter der dynamischen Erzeugung der Fallbasis wird die Auswahl des Wissens definiert, das 
für  die  Fallauswahl  mit  den  beschriebenen  Modellen  und  Verfahren  notwendig  ist.  Die 
Datenbankanfragen unterscheiden sich damit in Abhängigkeit von der Problemstellung durch 
den Algorithmus zum Erzeugen der dynamischen Fallbasis. 
Bereitstellung für die Musterklassifizierung
Bedingt durch die begriffliche Definition der Merkmale ist für die Musterklassifizierung die 
Bereitstellung  der  Ausgabetabelle  ausreichend.  Für  die  Auswahl  der  Falldaten  sind 
Steuerregeln notwendig,  die  eine Kommunikation zwischen dem Beratungssystem und der 
Datenbank herstellen. Wird syntaktische Gleichheit der Begriffe vorausgesetzt, so kann die 
Fallauswahl durch die Datenbankverwaltung übernommen werden, die als Lösung eine Menge 
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von Fällen mit der gewünschten Anzahl gleicher Merkmale ergibt. Die Ausgabe wird als Liste 
erstellt [86].
Abbildung des Falls auf dem Strukturmodell
Als  Ausgangssituation  für  die  Referenzfallauswahl  ist  die  Abbildung eines  Falls  auf  dem 
Strukturmodell erforderlich.
Die Datenbankrepräsentation des Objektes <wird beschrieben durch> enthält die Attributwerte 
<Merkmalsausprägung> und  <Fremdschlüssel>.  Wird  eine  Anfrage  an  die  Datenbank mit 
einem definierten  Attributwert  <Merkmalsausprägung> gestartet,  können im Objekt  <wird 
beschrieben  mit>  die  Fremdschlüssel   <Betriebsmittelkennzeichen>  und 
<Ereigniskennzeichen>  bestimmt  werden,  die  wiederum  Verbindungen  zu  den  Objekten 
<Ereignis> und <Betriebsmittel> repräsentieren, die im Anlagenstrukturmodell als Quell- und 
Kindknoten (KQ,  KK) modelliert werden (Bild 2.14). 
Anfrage  Datenbankrepräsentation                       Anlagenstrukturmodell




Verdeckte Komponenten werden durch den folgenden Fallidentifikationsalgorithmus ermittelt, 
der durch Steuerregeln modelliert wird:
1. Eine Datenbankanfrage besteht aus {<Betriebsmittelkennzeichen>, <Zustandsmerkmal>}
2. Ermittlung des zugehörigen Objektes <Betriebsmittel> aus der Datenbank
3. Bestimmung der  <Merkmalsausprägung> aus dem relational  verbundenen Objekt  <wird 





Bild 2.14: Anlagenmodellentwurf aus der Anfrage mit dem Attribut <Merkmalsausprägung>
<Betriebsmittel>
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4. Bestimmung  der  relevanten,  über  Relationen  verbundenen  Objekte  <Ereignis> aus  der 
Datenbank
5. Bestimmung aller  mit  dem Objekt  <Ereignis>  verbundenen Objekte  <wird beschrieben 
durch> und <Betriebsmittel> aus der Datenbank, Ausgabe als Relationen (Tabelle)
6. Konfiguration des Anlagenstrukturmodells durch Adaption  
• des Objektes <Betriebsmittel> nach 2. als Bezugsknoten KK
• des Attributes <Merkmalsausprägung> nach 3. als Zustandsmerkmal z(KK)
• des Objektes <Ereignis> nach 4. als Quellknoten KQ
• des  Attributes  <Beanspruchung>  aus  dem  Objekt  <Ereignis> als 
Beanspruchungsmerkmal z(KQ)
• des Objektes <Betriebsmittel> nach 5. als Nachbarknoten N(KK) 
• des Attributes <Merkmalsausprägung> des Objektes <wird beschrieben durch> nach 
3. als Zustandsmerkmal z(N(KK)). 
Der so entworfene Graph stellt den Bezug für die zu bestimmenden Referenzgraphen dar, die 
durch Suche aus Analogie aus dem Anlagenstrukturmodell ermittelt werden.
Wie durch den Algorithmus gezeigt wird, stellen die Merkmale ein notwendiges Attribut zur 
Beschreibung der Fälle und zur Modellierung des Graphen dar. Da sich die Problemstellung 
im Rahmen dieser Arbeit auf die Problemlösung aus visuell erfassten Instandhaltungs- und 
Prozessereignissen konzentriert, ist die Definition der Merkmale eine wichtige Aufgabe. Die 
vorzugsweise durch Begriffe modellierten Merkmale stellen Anforderungen hinsichtlich der 
Vergleichbarkeit  dar,  da eine syntaktische Übereinstimmung bedingt  durch die subjektiven 
Definitionen  nicht  immer  gegeben  ist.  Beziehungen  zwischen  den  subjektiv  modellierten 
Begriffen werden durch Generalisierungshierarchien repräsentiert.
2.4.4 Generalisierungshierarchien
Beziehungen  zwischen  Merkmalen  werden  durch  den  Entwurf  von 
Generalisierungshierarchien,  die  auf  dem  Entwurf  von  Konzepthierarchien  basieren, 
repräsentiert.  Dabei  konzentriert  sich  der  Begriff  Generalisierungshierarchie  auf  die 
Repräsentation  von  Merkmalen  in  Bezug  auf  die  Definition  der 
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Instandhaltungsterminprognose  mit  gleicher  Semantik  aber  unterschiedlicher  Syntax. 
Merkmale, die eine gleiche Lösung erzeugen, werden durch eine Hierarchie zusammengefasst. 
Der Vorteil einer Konzepthierarchie ist die einfache Erweiterbarkeit durch beliebiges Anfügen 
von Objekten, der mit jedem neuen Fall gegeben sein kann. 
Im Bild 2.15 ist an einem Beispiel die Generalisierung für die Komponente <Schaltkontakt> 
gezeigt.  Das  Zustandsmerkmal  <ausgefallen>  stellt  die  Generalisierung  der  Merkmale 
<verbrannt>  und  <klebt>  dar,  die  aus  der  subjektiven  Beschreibung  von 
Instandhaltungsmustern eine gleiche Instandhaltungslösung erzeugen. 
Als Repräsentation der Generalisierungshierarchien sind kd-Bäume [5] geeignet, weil jeder 
Datensatz  genau  einen  Schlüsselwert  charakterisiert.  Dabei  wird  ein  k-dimensionaler 
Datenraum  durch  die  Schlüsselwerte  in  immer  kleinere  Datenräume  zerlegt.  Für  eine 
ausführliche Beschreibung sei auf Wess [85] verwiesen. 
Die Repräsentation durch einen kd-Baum ist im Bild 2.16 dargestellt. Bei einer Suche wird der 
Blattknoten mit den Merkmalen [<WM>, {ci}, {cj}, zi ] gegenüber dem Blattknoten [<WM>, 
{ci}, {cj}, zj] ausgewählt.  Die Merkmale zi und zj modellieren die Schlüsselwerte, die  durch 
die Attribute als Merkmalsbegriffe oder Werte repräsentiert werden. 
Die Merkmale {ci}, {cj} stellen definierende Merkmale, wie z. B. konstruktive Merkmale dar. 
Für  das  Beispiel  im  Bild  2.16  wird  durch  {ci}  und  {cj}  der  <Schaltkontakt>  =  <WM> 
konstruktiv  beschrieben,  für  die  Merkmale  zi und  zj  werden  die  Begriffe  <ausgefallen>, 
<verbrannt> bzw. <klebt> vergeben.
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Ein effizienter  Zugriff  wird durch die Vorgabe der Zugriffsadresse definiert.  Dazu werden 
Objekte  aus  der  Generalisierungshierarchie  als  Frames nach Tabelle  2.1  repräsentiert.  Die 
Wortmarke  definiert  das  Objekt  und damit  eine  Zugriffsadresse.  Die  Attribute  werden in 
unterschiedlichen Programmroutinen abgerufen. Der Abruf erfolgt dabei prinzipiell über den 
als Wortmarke ausgeprägten Objektnamen, der als Zugriffsadresse fungiert.
Modellierung im Blattknoten 
Objekt Zuweisung
Abruf im Programmablauf
Objektname Wortmarke <WM> Zugriffsadresse 
Attribut <verbrannt> Merkmalsmusterklassifizierung
Attribut ... ...
Tabelle 2.1: Beispiel für ein Hierarchieobjekt
Die  in  den  folgenden  Kapiteln  dargestellten  Verfahren  werden  durch  folgende 
domänenspezifische Generalisierungshierarchien unterstützt: 
• Generalisierung der Zustandsmerkmale 
In einer Hierarchie können alle subjektiv geprägten Begriffe für einen Zustand modelliert 
werden.
• Generalisierung der Beanspruchungen
In  einer  Hierarchie  können  alle  subjektiv  geprägten  Begriffe  für  eine  Beanspruchung 
modelliert werden.
[<WM>, {ci}, {cj}, zi, zj, zk]
[<WM>, {ci}, {cj},  zi, zj ] [<WM>, {ci}, {cj}, zk]
[<WM>, {ci}, {cj}, zi] [<WM>, {ci}, {cj}, zj]
Bild 2.16: Ausschnitt aus dem kd-Baum
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• Hierarchie Suchraumbeschränkung 
Modelliert die Merkmale <Toleranzband> und <Level>. Die Wirkung einer Beanspruchung 
aus dem Quellknoten KQ auf eine Komponente KK wird aus historischen Falldaten durch 
einen maximalen Abstand <Toleranzband>, in der sich Komponenten der Ebene <Level> 
befinden, beschrieben.
• Zustandsunabhängige Komponentenmerkmale 
Modelliert die Merkmale <Typ> und <Bauart>. Die Komponentenmerkmale schränken die 
Komponentenmenge  in  der  Fallidentifikation  und  der  Referenzfallauswahl  ein.  Das 
Merkmal <Bauart> stellt  eine  Verallgemeinerung des  Merkmals  <Typ> dar.  Durch die 
entsprechende  Wahl  kann  die  Menge  der  Knoten  eines  Graphen,  die  Komponenten 
repräsentieren, problemspezifisch beschränkt werden.
Die  wesentlichen  Ergebnisse  für  den  Entwurf  einer  Konzeption  für  ein  Beratungssystem 
werden damit zusammengefasst.
2.5 Ergebnisse für den Entwurf eines Beratungssystems
Für  eine  Beratungssystem  wird  ein  Konzept  zur  erfahrungsbasierten  Terminprognose 
entwickelt,  welches  auf  der  Strategie  des  analogen  Schließens  basiert.  Aus  einer 
Zustandsbeschreibung, die durch Inspektionen erfasst wurde, wird ein Instandhaltungstermin 
durch Fallvergleich modelliert. 
Für  die  Problemlösung,  die  auf  phänomenologischem  Wissen  basiert,  wird  eine 
Problemlösungsstrategie als ein mehrstufiges Verfahren entwickelt. Mit den Verfahren wird 
schrittweise die Analogie zwischen der Anfrage und einer Menge von Referenzfällen bewertet. 
Die  Instandhaltungsterminprognose  des  ähnlichsten  Referenzfalls  wird  von  der  Anfrage 
adaptiert.
Die  Analogiebedingungen werden durch  die  Komponentenumgebung, dem Zustandsmuster 
aus der Inspektion und dem Lebensdauervergleich beschrieben. Die Verfahren modellieren die 
Prüfung der Bedingungen sequentiell in der Problemlösungsstrategie.
Die  Merkmale  zur  Beschreibung  eines  Falls  werden  als  Voraussetzung für  die  Verfahren 
bestimmt.
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Als  Voraussetzung  der  Fallmodellierung  wird  zur  dafür  notwendigen  komponenten-  und 
ereignisabhängigen Repräsentation der Falldaten in einer relationalen Datenbank ein Konzept 
vorgeschlagen.  Die  gewählte  Repräsentation  ermöglicht  die  dynamische  Erzeugung  eines 
Strukturmodells im ersten Verfahren durch einen mit Regeln modellierten Zugriff.
Zur  Darstellung  der  Zusammenhänge  zwischen  Merkmalsbegriffen  der  Domäne  werden 
Generalisierungshierarchien  vorgeschlagen. Die  Modellierung  der  Objekte  als  Frame 
ermöglicht den Entwurf von Zugriffsverfahren auf die Begriffe aus den einzelnen Verfahren.
Ein  wesentliches  Merkmal  der  Domäne  stellen  die  Formulierungen  von 
Zustandsbeschreibungen als natürlichsprachlich ausgeprägte Begriffe mit variabler Syntax bei 
gleicher Semantik  dar.  Die Begriffe  werden in einer  als  kd-Baum modellierten Hierarchie 
strukturiert. 
Alle entwickelten Verfahren und Konzepte in dieser Arbeit werden als Beitrag zum Entwurf 
eines  Beratungssystems  gesehen,  für  dessen  Anwendung  bisher  noch  keine  vergleichbare 
Systematisierung des Domänewissens vorgenommen wurde. In den folgenden Kapiteln wird 
die  problemspezifische  Entwicklung  der  Verfahren  auf  der  Grundlage  von  erfassten 
Fallbeispielen gezeigt.
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3 Vergleich der Einsatzbedingungen                                        
Die  Einsatzbedingungen  elektrischer  Komponenten  in  Heizkraftwerken  werden  durch  die 
Umgebung  und  die  Funktion  bestimmt.  Zum Vergleich  der  Einsatzbedingungen  wird  ein 
Strukturmodell  entwickelt,  das  auf  der  kognitiven  Repräsentation  von  Geschehenstypen 
basiert und Handlungsträger, Akteure und Instrumente auf einem Graph abbildet. Auf  Basis 
des Strukturmodells werden für die Auswahl ähnlicher Strukturen Suchverfahren modifiziert. 
Für den Modellentwurf besteht das Ziel, die Einsatzbedingungen unabhängig von subjektiv 
bewerteten und natürlichsprachlichen Begriffen zu modellieren. 
Fallwissen  in  der  Instandhaltung  enthält  die  instandgehaltenen  Komponenten,  die 
instandhaltungsbestimmenden Zustands- und Konstruktionsmerkmale sowie das Datum der 
Instandhaltung.  In  einer  Begriffsstruktur  beschreiben  Begriffsknoten  definierende  und 
fakultative Merkmale,  wobei  als  definierende  Merkmale  die  für  die  Begriffsbeschreibung 
notwendigen  Merkmale  verstanden  werden.  Die  definierenden  Merkmale  sind  konjunktiv 
verknüpft [41]. 
Ausgehend  von  der  Repräsentation  des  Instandhaltungsfalls  im  menschlichen  Gedächtnis 
wurden  die  Instandhaltungsfälle  auf  notwendige  definierende  Merkmale  analysiert.  Die 
Ausgangssituation stellen Inspektionsberichte mit den definierenden Zustandsmerkmalen, die 
in  Listen  erfasst  wurden  (z.  B.  in  Tabelle  1.1),  und  den  zugeordneten  konstruktiven 
Merkmalen dar.  
Um die Informationen so zu erhalten,  wie die Informationen in der mentalen Struktur des 
Experten repräsentiert sind, wurde die Auswertung durch Intensiv-Interviews ergänzt. Dabei 
ist  der  Eingriff  durch  den  Befragenden  gering,  erfordert  aber  von  ihm  einen  hohen 
Wissensstand über die Domäne.
Die Auswertung der Wissensakquisition ergab, dass die Instandhaltungsterminprognose für 
eine Komponente durch die Verknüpfung von Zustands-, Beanspruchungs- und konstruktiven 
Merkmalen  bestimmt  wird.  Diese  Merkmale  werden  deshalb  als  definierende  Merkmale 
aufgefasst. 
Da  die  Zustandsmerkmale  subjektiv  ausgeprägt  und  deshalb  die  Syntax  gleicher  Begriffe 
unterschiedlich sein kann, wird untersucht, ob die Einsatzbedingungen durch konstruktive und 
strukturelle Merkmale ohne Zustandsmerkmale modelliert werden können. Ausgehend von der 
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begrifflichen Repräsentation der Einsatzbedingungen durch definierende Merkmale wird ein 
Strukturmodell entworfen.
3.1 Begriffliche Repräsentation der Einsatzbedingungen
In  der  begrifflichen  Konfiguration  zur  Beschreibung  eines  Geschehens  bewirkt  eine 
Beanspruchung  als  Geschehenstyp  die  Einstellung  eines  instandhaltungserforderlichen 
Zustandes für ein Objekt (z. B. Betriebsmittel). Als Akteur oder Handlungsträger wird eine 
Ursache  oder  ein  Anlass  diagnostiziert,  die  Übertragung auf  das  Objekt  erfolgt  durch die 
Instrumente als Umgebungskomponenten oder -funktionen (vgl. [41]).  
Im Bild 3.1 ist der allgemein formulierte Geschehenstyp „Beanspruchung“ am Beispiel eines 
Schalterkontaktes  modelliert.  Aktivitäts-  oder  Tätigkeitsmuster,  die  ein  Objekt  (z.  B. 
Schalterkontakt) beanspruchen, werden als Aktivitätsmuster unbelebter Akteure (z. B. Staub, 
Schaltzellen) oder als Tätigkeitsmuster durch belebte Handlungsträger (z. B. dem Operateur 
oder einem Instandhalter) beschrieben.
Instandhalter            Schaltzelle
       HT Ak                              
            Staub          Ak Potential
           Ak   Beanspruchen
         Obj            HT 
  Operateur           
               Schalterkontakt
Die  zur  Darstellung  des  Begriffes  für  einen  Geschehenstyp  „Beanspruchung“  in  der 
Instandhaltung relevanten Relationen sind (vgl. [41]):
• Die  Handlungsträgerrelation  (HT)  definiert  charakteristische  Tätigkeitsmuster. 
Handlungsträger sind belebt.
• Die Aktorrelation (Ak) definiert Aktivitätsmuster eines unbelebten Akteurs.
  
Bild 3.1: Ausgewählte begriffliche Konfiguration eines Geschehenstyps 
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• Die Objektrelation (Obj) drückt zwischen zwei begrifflichen Sachverhalten aus, ob der eine 
Begriff auf den anderen Begriff als charakteristisches Objekt gerichtet ist.
Alle Relationen beschreiben Beanspruchungen, die durch ein Pflichtenheft für den Einsatz 
eines Betriebsmittels  vordefiniert  werden.  Der  Grundgedanke für  einen Modellentwurf  ist, 
dass  die  Lebensdauer  von  den  Beanspruchungen  abhängt  und  die  Analogie  der 
Beanspruchungen  analoge  Zustandsmerkmale  und  damit  eine  analoge  Restlebensdauer 
erzeugt.  Für  das  Ziehen  von  Schlüssen  aus  Analogie  soll  deshalb  durch  Abbildung eines 
Geschehens auf einem Modell 
1. ein Geschehen mit der ähnlichsten Beanspruchung ausgewählt werden
2. die Distanz zwischen dem Geschehen der Anfrage und eines Referenzfalls  quantifiziert 
werden.  
Da Zustandsmerkmale an den kleinsten Einheiten der Anlagen (Betriebsmittelkomponenten) 
zu  ermitteln  sind,  werden  in  einem  Modell  neben  den  beanspruchenden  Akteuren  und 
Handlungsträgern die Anlagen bis in die Betriebsmittelkomponenten strukturiert. Die Struktur 
wird deshalb geräteorientiert modelliert (vgl. [61]). Da Handlungsträger und Akteure ebenfalls 
als  Objekte,  und  deren  Beziehungen  als  Relationen,  wie  zwischen  den 
Betriebsmittelkomponenten,  darstellbar  sind,  wird  der  geräteorientierte  Modellentwurf  des 
Geschehenstyps  erweitert.
3.2 Erweiterung des geräteorientierten Strukturmodells
Geschehenstypen werden  geeignet  durch  Graphen  modelliert,  da  die  Akteure  und 
Handlungsträger  sowie  das  Objekt  durch  Knoten  und  deren  Beziehungen als  Kanten 
dargestellt werden. Im Bild 3.2 ist das Beispiel aus dem Bild 3.1 als Graph modelliert. 
Die Knoten xi, yi und zi modellieren die Handlungsträger und Akteure, der Knoten Ki stellt das 
beanspruchte  Objekt  dar.  Die  Kanten  modellieren  die  Wirkungsrichtungen  der 
Beanspruchungen. 
Für elektrotechnische Komponenten in Heizkraftwerken wurden aus den Beanspruchungen die 
Akteure und Handlungsträger erfasst und in folgende Kategorien eingeteilt:
• Umgebungseinflüsse
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• elektrische Einflüsse
• Einflüsse durch Bedienung und Instandhaltung
Im Strukturmodell des Beispiels aus dem Bild 3.2 repräsentieren die Akteure <Potential> die 
elektrischen  Einflüsse,  <Schaltzelle>  die  Umgebungseinflüsse  und  der  Handlungsträger 
<Instandhalter>  die  Einflüsse  durch  Bedienung  und  Instandhaltung  auf  ein  Objekt 
<Schalterkontakt>.
           xi                                                                                                                               yi
 zi                                                                                   Ki
Beanspruchungen wirken komplex. So zeigte z. B.  Höft [25] den Zusammenhang von Staub 
und Feuchtigkeit bei der Beanspruchung von Schaltkontakten. Handlungsträger und Akteure, 
die für unterschiedliche Beanspruchungen die gleiche Quelle darstellen, werden deshalb als 
ein  Knoten  modelliert.  Akteure,  wie  Staub  und  Feuchtigkeit  werden  durch  einen  Knoten 
<Schaltzelle> ersetzt. 
Durch  die  Zusammenfassung  von  Akteuren  und  Handlungsträgern  modellieren 
Beanspruchungen  einer  Kategorie  eine  Taxonomie,  wobei  alle  Taxonomien  des 
Strukturmodells  eine  Multihierarchie  bilden.  Im  Bild  3.3  sind  Taxonomien  für  den 
Umgebungseinfluss und den Einfluss des Instandhalters auf einen Schaltkontakt als Beispiele 
dargestellt. 
Eine  Taxonomie  stellt  eine  hierarchisch  gegliederte  Klasseneinteilung  des 
Gegenstandsbereiches durch Begriffe dar, die in Oberbegriff-Unterbegriff-Relationen stehen. 
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Durch  die  Gliederung  der  Kategorie  in  eine  Struktur,  in  der  in  der  untersten  Ebene  die 
beanspruchte Komponente (im Bild 3.2 der <Schaltkontakt>) und in der obersten Ebene der 
Handlungsträger oder Akteur (im Bild 3.2 z. B. die <Schaltzelle>) steht, wird eine Taxonomie 
erzeugt, in der der Begriff <Schaltkontakt> Teil des Begriffes <Schaltzelle> ist. 
In einem Instandhaltungsfall sind die Zustandsbeschreibung und die Beanspruchung enthalten, 
die  in der Kategorie dem Oberbegriff <Schaltzelle> (Beanspruchung) und dem Unterbegriff 
<Schaltkontakt> (Zustandsbeschreibung) zugeordnet werden. Ob dabei weiter spezialisierende 
Begriffe  in  der  Taxonomie  zwischen  Ober-  und  Unterbegriff  angeordnet  sind,  wird  im 
Instandhaltungsfall  nicht  beschrieben.  Stellt  die  Zustandsbeschreibung  die  Wirkung  der 
Beanspruchung im Unterbegriff dar, dann wird der Begriff <Beanspruchung> allen Begriffen 
zwischen Ober- und Unterbegriff vererbt.
Alle  Objekte  entlang  der  Relation  zwischen  dem  Ober-  und  Unterbegriff  werden  damit 
vergleichbar. Wie im Abschnitt 3.4 gezeigt wird, stellt die Vererbung der Beanspruchung eine 
wichtige Voraussetzung für den Entwurf von Markierungen im Graphen dar. 
Durch  eine  Fallbeschreibung  werden  den  Knoten  im  Strukturmodell  Rollen  als  Akteur, 
Handlungsträger  oder  beanspruchtes  Objekt  zugewiesen.  Um die  für  die  Fallbeschreibung 
wesentlichen  Eigenschaften  der  Knoten  aus  dem  Strukturmodell  zu  ermitteln,  wird  den 
Knoten x, y, z die Markierung Ki zugewiesen. Für einen Fall modellieren der Kindknoten KK 
die beanspruchte Komponente und der Quellknoten KQ die Beanspruchung (Handlungsträger 
oder  Akteur).  Durch  die  Einführung  der  konstruktiven  Merkmale  c(Ki)  und  der 
Zustandsmerkmale z(Ki) werden die Knotenmarkierungen weiter spezifiziert. 
Schaltzelle A
Schalter BSchalter A




Bild 3.3: Beispiele für die Einbindung gleicher Begriffe in unterschiedliche Taxonomien 
Umgebung Einfluss des Instandhalters
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Werden die Begriffe (Bild 3.3) in einem Graph als Knoten und die Relationen als Kanten 
definiert, so stellt das beanspruchte Objekt Ki in einer Multihierarchie (Bild 3.4) als kleinste 
nicht weiter zerlegbare Einheit (Komponente) den Kindknoten dar. Die mit dem Kindknoten 
über eine Kante verbundenen Elternknoten modellieren die Beanspruchung und werden als 
Quellknoten KQ definiert.
Ein Knoten Ki kann in einer Multihierarchie mit mehreren übergeordneten Elternknoten KQ 
aus  unterschiedlichen  Taxonomien  (z.  B.  <Potential>  und  <Umgebung>)  durch  Kanten 
verbunden sein,  d.  h.  der  eine  Komponente  repräsentierte  Knoten  Ki wird  durch  mehrere 
Knoten KQ, die Beanspruchungen übertragen und zu unterschiedlichen Taxonomien gehören, 
verbunden. Die fest vorgegebenen Kanten im Modell sind die Wirkungsrichtungen, die Aktor- 
oder  Handlungsträgerrelationen  als  Beanspruchung  beschreiben.  Vergleichbare 
Einsatzbedingungen für einen Knoten Ki können damit durch ähnliche Strukturen bestimmt 
werden.
     Quellknoten (KQ) 
            Kindknoten Ki
3.3 Vergleich von Strukturen in elektrischen Anlagen von Heizkraftwerken
3.3.1 Voraussetzungen
Instandhalter  in  Heizkraftwerken  definieren  ähnliche  Komponenten  durch  konstruktive 
Merkmale, wie Typ, Bauart, Bauform, die als definierende Merkmale in gleichen Begriffen 
und Kennzeichnungen hinterlegt sind. Im Bild 3.5 ist ein Beispiel aus einer Schaltanlage eines 
Heizkraftwerkes  dargestellt,  in  der  Komponenten  wie  in  Heizkraftwerken  üblich, 
Potential                                               Umgebung      
              Komponenten
Bild 3.4: Teilstrukturmodell der Einflussfaktoren Umgebung und Potential auf eine 
Komponente
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gekennzeichnet sind. Komponenten gleicher Kennzeichnung besitzen gleiche Eigenschaften 
(z. B. Relais K1 und Relais K1).
        x1 = y1
                                
     x2                      y2
                                          
        x3    y3
       x4                                          x5                                x6                     y4                 y5               
    y6
                            x7  = y7
                       
Um Fallbeschreibungen zu vergleichen, werden die in einem Fall ermittelten Merkmale auf 
dem Strukturmodell abgebildet und ein Graph modelliert. Referenzfälle modellieren als Graph 
eine  Teilstruktur  im  Strukturmodell.  Zur  Bewertung der  Ähnlichkeit  wird  die  strukturelle 
Ähnlichkeit beider Graphen berechnet. 
Als strukturelle Ähnlichkeit wird die Ähnlichkeit der Knoten und Kanten von zwei Graphen 
aus dem Strukturmodell definiert. Ein Graph besteht aus einer Menge V, deren Elemente als 
Knotenpunkte,  und  einer  Menge  E,  deren  Elemente  als  Bögen  bzw.  Kanten  bezeichnet 
werden. Jedem Element e∈E wird in eindeutiger Weise ein geordnetes oder ungeordnetes Paar 
von Knoten v zugeordnet [45]. 
Zur  Berechnung der  Ähnlichkeit  in  Strukturen werden Abstand und Ähnlichkeit  als  zwei 
grundlegende  Kategorien  für  die  Beschreibung  von  Beziehungen  zwischen  Objekten 
dargestellt. In Abhängigkeit von der Art der Objekte, ihren Eigenschaften, ihrem Kontext und 
dem Zweck der Ähnlichkeitsbewertung, unterscheiden die sich in der Literatur beschriebenen 












Bild 3.5: Komponentenstruktur aus der Multihierarchie
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Ähnlichkeitsmodelle basieren dazu auf Metriken, Distanz- und Ähnlichkeitsmaßen. Darüber 
hinaus wurden Ähnlichkeitskoeffizienten für Merkmalsvektoren aus {0,1}n angeführt [18, 72], 
die  sich  aber  hinsichtlich  der  übereinstimmenden  Merkmale  zur  Grundgesamtheit  der 
Merkmale  unterscheiden  [64].  Eine  Übersicht  dazu  ist  bei  Schädler [67]  gegeben.  Die 
Ähnlichkeit  relationaler  Objekte  kann  durch  Merkmalsvektoren  und  Mengen  modelliert 
werden. 
Die zustandsbestimmenden Geschehenstypen werden als relationale Objekte aufgefasst,  die 
Komponenten und ihre Relationen zueinander darstellen. Die Markierungen der Objekte und 
Objektbeziehungen repräsentieren bedeutungstragende Informationen. Modelle auf der Basis 
von  Mengen  werden  auf  Grund  ihres  Verlustes  an  strukturellen  Informationen  nicht 
angewendet. Zum Vergleich der Strukturen werden Anfrage- und Referenzfall als markierte 
Graphen (siehe Anhang A) entworfen. 
3.3.2  Modellbedingungen
Für den Fallvergleich wird die Anfrage als ein aktueller Graph G entworfen, der mit einem 
Referenzfall,  einem  Graphen  H,  verglichen  wird.  Das  Ziel  des  Vergleiches  ist,  eine 
Isomorphie zwischen den Knoten und Kanten der Graphen G und H herzustellen. Für den 
Entwurf werden folgende Bedingungen festgelegt:
1. Da das beanspruchte Objekt (vgl. Bild 3.1) von Interesse ist, sind ein Anfragegraph G und 
ein  Referenzgraph  H  dann  ähnlich,  wenn  eine  partiell  eineindeutige  Abbildung  øGH 
zwischen den Objekten und seiner strukturellen Umgebung erreicht ist.
2. Die Anfrage G wird mit der Anzahl der Knoten NG, die das instandzuhaltende Objekt und 
die  Beanspruchungen  beschreiben,  auf  den  Referenzgraphen  H  mit  den  Knoten  NH 
abgebildet mit 
øGH: NG  NH.
3. Vergleichbare  Merkmale  werden  durch  Markierungen  definiert.  Die  Abbildung  einer 
Markierung  lG(x) des Knotens x auf dem Knoten y wird modelliert mit: 
lG(x) = lH(øGH(x))
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4. Wenn  eine  Anfrage  durch  ihre  Abbildung  auf  dem  Strukturmodell  die  Menge  der  zu 
vergleichenden  Knoten  vorgibt,  wird  die  Menge  der  Knoten  im  Subgraph  durch  die 
Anfrage bestimmt. Die Anzahl der Knoten der Anfrage G, die auf dem Referenzgraph H 
abgebildet werden, wird mit dom(øGH) definiert.  
5. Um die Ähnlichkeit σ(G, H) der Graphen G und H zu vergleichen, werden die Objekte als 
Elemente eines metrischen Raumes definiert (siehe Anhang A). 
In der Notation erfolgte eine Anlehnung an die Arbeiten zu den Graphenmetriken [67]. 
Ein Maß für die Güte der Abbildung von G auf H wird durch die strukturelle Ähnlichkeit 
berechnet. 
3.3.3 Strukturelle Ähnlichkeit elektrischer Anlagen in Heizkraftwerken
Zur  Erfassung  ähnlicher  Einsatzbedingungen  wurden  Instandhaltungsberichte  aus 
Heizkraftwerken untersucht und für einen Fallvergleich in Schaltanlagen Fälle ermittelt, die 
sich  auf  allgemeine  Beschreibungen  zurückführen  lassen.  Folgende  Problemstellungen 
definieren die Anfrage und können durch zugeordnete Graphenverfahren gelöst werden: 
1. Eine  Anfrage  G  besteht  aus  einer  Komponente  mit  einem Zustandsmerkmal  in  einem 
Knoten xi. Die Beanspruchung wird nicht eindeutig einem Knoten zugeordnet und in der 
Anfrage durch alle adjazenten Knoten zu xi ausgedrückt. Ist im Beispiel (Bild 3.5) nur der 
Knoten x4 mit der Kennzeichung <K1> bekannt, so modellieren die Knoten x3, x5, x6 und x7 
die Beanspruchung in der Anfrage.  
Ein Referenzgraph H bildet die Beanspruchungen als Teilgraph auf der Anfrage G ab. Die 
beste Lösung stellt der Graph mit der größten Anzahl gemeinsamer Knoten und Kanten dar. 
2. In  einer  Anfrage  sind  alle  Knoten  und  Kanten,  die  eine  Beanspruchung  beschreiben, 
bekannt.  Die  beste  Lösung  ist  eine  isomorphe  Abbildung  der  Anfrage  auf  einem 
Referenzgraph. Wird im Beispiel (Bild 3.5) ein Ausfall von <K1> durch <K51> bewirkt, 
dann modelliert ein Subgraph eine eineindeutige Abbildung der beteiligten Knoten, z. B. x4, 
x6, und x7.  
Der gemeinsame Graph aus der Anfrage G und einem Referenzgraph H ist ein Subgraph. 
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3. Gleiche  Zustandsmerkmale  werden  durch  unterschiedliche  Handlungsträger/  Akteure 
erzeugt, die vergleichbar sind. Der Referenzgraph modelliert alle Teilstrukturen, die zur 
Anfrage  G  ähnlich  sind.  In  Schaltanlagen  werden  Komponenten  mit  unterschiedlicher 
Kennzeichnung aber  gleichen  Eigenschaften  erfasst.  Stellen  im  Beispiel  (Bild  3.5)  die 
Komponenten yi den Referenzfall dar, so werden bei einer Anfrage zu x4 (K1) y4 und y5 als 
ähnliche Knoten ausgewählt (y4 und y5 besitzen vergleichbare Markierungen). 
Die strukturelle Ähnlichkeit von G und H wird durch einen Kompatibilitätsgraphen (siehe 
Anhang A) modelliert.
4. Schaltzellen  besitzen  oft  eine  große  Anzahl  typgleicher  Elemente  (z.  B. 
Signalübergabeschränke  mit  Relais  und  Klemmen).  Aus  einer  Vielzahl  vergleichbarer 
Strukturen ist die ähnlichste Struktur auszuwählen. 
Die  beste  Abbildung von G auf  H wird  mit  einer  maximalen  Clique  durch  unexaktes 
Graphenmatching (siehe Anhang A) im Kompatibilitätsgraphen bestimmt.
Im  folgenden  Abschnitt  werden  zur  Berechnung  der  strukturellen  Ähnlichkeit  für  die 
spezifizierten Probleme Graphenmatchingverfahren modifiziert. 
3.3.4 Modifizierung von Graphenmatchingverfahren 
Für die Anfrage wird vorausgesetzt, dass zustandsbeschreibende Teilstrukturen bekannt sind. 
Der  Referenzgraph mit  der ähnlichsten Teilstruktur  wird als  beste  Abbildung der  Anfrage 
interpretiert.  Bei  Vorgabe  der  ähnlichen  Knoten  und  Kanten  aus  der  Anfrage  wird  der 
Teilgraph  durch  die  Anzahl  ähnlicher  Knoten  nøGH und  Kanten  vøGH mit  Gleichung  (3.1) 
berechnet.
σ(G, H) = nøGH + vøGH (3.1)
Die Anzahl ähnlicher Knoten nøGH und Kanten vøGH wird jeweils aus der Summe der für die 
Knoten und Kanten ermittelten  Ähnlichkeiten  σι(lG(x),  lH(øGH(x)))  und  σε(eG(xi,  xj),  eH(øGH 
(xi),øGH(xj))) mit den Gleichungen (3.2) und (3.3) ermittelt [67]. 
nøGH =     σι(lG(x), lH(øGH (x))) (3.2) 
vøGH =     σε(eG(xi, xj), eH(øGH(xi),øGH(xj))) (3.3)
x∈dom (øGH )
(xi, xj)∈dom(øGH) x dom(øGH )
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Für  Anfragen,  die  eine  Beanspruchung  vollständig  beschreiben,  wird  die  Abbildung  als 
Subgraph untersucht. Sekundärausfälle von Komponenten beschreiben z. B. einen Zustand, 
der durch die fehlerhafte Funktion einer Nachbarkomponente verursacht wird. 
Die  Anfrage  besteht  aus  zwei  Knoten  xi,  xj und  ihrer  Kante  e(xi,  xj).  Um  genau  den 
Sekundärausfall zu beschreiben, wird eine eineindeutige Abbildung durch einen isomorphen 
Subgraphen (siehe Anhang A) von G auf H gesucht. 
Zur  Berechnung  der  Ähnlichkeit  wurde  die  Familie  der  Graphenmetriken  für  vollständig 
gerichtete markierte Graphen entwickelt. Der Abstand zwischen Referenz- und Anfragegraph 
wird mit  Gleichung (3.4) und (3.5) berechnet, wobei hier eine Gewichtung der Knoten und 
Kanten unberücksichtigt bleibt [67].
ϱ(G, H) = min ϱ(G, H, øGH) (3.4)
 
ϱ(G, H, øGH) = (3.5)
µGH modelliert die Anzahl aller Knoten und µGH(µGH - 1) die Anzahl aller Kanten im größeren 
Graphen mit: 
µGH = max(∣NG∣, ∣NH∣)
Eine Abstandsfunktion  ϱ(G, H) geht von einem vollständigen Graphen aus. Der Abstand ist 
genau Null, wenn beide Graphen isomorph zueinander sind. Die Ähnlichkeit σ(G, H) wird aus 
dem Abstandsmaß mit Gleichung (3.6) berechnet [67]. 
σ(G, H) = 1 - ϱ(G, H, øGH) (3.6)
An folgendem Beispiel wird das Verfahren dargestellt (siehe Bild 3.5): 
Für den Knoten x4  <K1> ist  ein Graph mit  den adjazenten Knoten (Beanspruchungen) zu 
bestimmen.  Die  Anfrage  modelliert  für  eine  Motorabgangszelle  mit  Bauelementen  einen 
Graphen aus den Knoten x3, x4, x5, x6 und x7. 
Als  Referenzgraph  wird  der  Graph  aus  der  Taxonomie  <Umgebung>  durch  die 
Motorabgangszelle  (y3)  und  die  Bauelemente  (y4,  y5)  modelliert.  Aus  der  Taxonomie 
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Die  zu  vergleichenden  Strukturen  sind  im  Bild  3.6  dargestellt.  Der  Referenzgraph  H 
modelliert  einen Subgraph des Anfragegraphen G, der im Bild 3.7 entworfen ist.  Für alle 
Knoten gleicher Kennzeichnung (z.  B. <K1>) werden gleiche Markierungen angenommen. 
Mit den Gleichungen (3.5) und (3.6) werden der Abstand bzw. die Ähnlichkeit zwischen dem 
Referenzgraphen H und dem Anfragegraphen G berechnet: 
        
 ϱ(G, H, øGH) = = 0,31
σ(G, H) = 1 – 0,31 =  0,69
Anfragegraph G   Referenzgraph H
Durch  das  Ergebnis  wird  der  Abstand  des  Subgraphen  zu  einer  vollständigen  Abbildung 
σ(G,  H)  =  1  der  Anfrage  G  auf  dem  Graph  H  deutlich.  Durch  Vergleich  der 
Berechnungsergebnisse  mit  den  Ergebnissen  im  folgenden  Abschnitt  3.3.5  zeigt  sich  der 
Unterschied in den Verfahren. Geeignet ist die Anwendung des Verfahrens dann, wenn die 
Struktur der Anfrage vollständig beschrieben und eineindeutig auf der Referenzstruktur durch 
die Kennzeichnung der Komponenten abgebildet werden kann. 
In  Schaltanlagen  besitzen  eine  Vielzahl  von  Komponenten  gleiche  Eigenschaften  trotz 
unterschiedlicher Kennzeichnung. Zum Vergleich wird ein Kompatibilitätsgraph entworfen. 
Die ähnlichsten Teilstrukturen werden durch unexaktes Graphenmatching bestimmt. 
SZ 1




220 V DC 24 V DC
(6(6-1) – 20) + (6 – 5)
6(6-1) + 6
220V DC
Bild 3.6: Vergleich von Schaltzellenstrukturen
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3.3.5 Auswahl ähnlicher Strukturen in Schaltanlagen durch unexaktes   
Graphenmatching
Um in Schaltanlagen mit einer Vielzahl vergleichbarer Komponenten nach den Bedingungen 
3.3  und  3.4  die  beste  Abbildung  zu  ermitteln,  wird  die  Bestimmung  der  Ähnlichkeit  als 
Problem des unexakten Graphenmatching aufgefasst:
Sind zwei Graphen G und H mit  G, HG(L,  E) und ein Gütekriterium  C() für partielle 
Abbildungen   gegeben  mit  :  NG  NH,  so  besteht  das  Problem  des  unexakten 
Graphenmatching in der Suche nach einer partiellen Abbildung  * = arg max C() [67].
Der  größte  gemeinsame  isomorphe  Subgraph  wird  durch  eine  maximale  Clique  im 
Kompatibilitätsgraphen definiert.  Im Unterschied zu den im Abschnitt  3.3.4 beschriebenen 
Verfahren wird die Forderung nach gleicher Kennzeichnung für vergleichbare Komponenten 
durch die Forderung gleicher Eigenschaften (z. B. Typgleichheit) ersetzt. Ein Subgraph wird 
durch  die  Knoten  und  Kanten  mit  gleichen  Eigenschaften  im  Kompatibilitätsgraphen 
modelliert. 
Der  Entwurf  eines  Kompatibilitätsgraphen ist  im Bild  3.8 dargestellt.  Gleiche Indizes  der 
Knoten  beschreiben  gleiche  Eigenschaften,  der  Kompatibilitätsgraph zweier  Graphen wird 
deshalb aus den Knoten x1, y1, x2, y2, x3 und y3 gebildet. Für den Knoten y4 wurde kein Knoten 






Bild 3.7: Subgraph für die Graphen des Beispiels im Bild 3.6
220 V/220 V
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Die maximale Clique in einem Kompatibilitätsgraphen ist der Graph mit der größten Anzahl 
von Knoten- und Kantenpaaren. Im Beispiel aus dem Bild 3.8 entspricht die maximale Clique 
genau dem Kompatibilitätsgraphen. 
 x0                              y0                  
     e1    e2                              e1   e2   e4                                     
x1         x2         y1         y2        y4                             
Graph 1       Graph 2 Kompatibilitätsgraph
Für das Beispiel aus dem Bild 3.6 werden unter der Annahme, dass die Komponenten <K1>, 
<K2>  und  <K51>  vergleichbare  Eigenschaften  besitzen,  zusätzlich  gemeinsame  Knoten 
modelliert. Dadurch wird der Graph aus dem Bild 3.7 mit den gemeinsamen Knoten {<K1>, 
<K51>} und {<K2>, <K51>} im Bild 3.9 (grau hinterlegt) modifiziert und vergrößert. 
Durch die zusätzlichen Knotenpaare {<K1>, <K51>} und {<K2>, <K51>} können mehrere 
Cliquen modelliert werden. Die Clique, die durch das Knotenpaar {<K2>, <K51>} erzeugt 
wird, ist durch die fett gezeichneten Kanten dargestellt. 
Die  Ähnlichkeit  σ(G,  H) wurde für  die  Subgraphen mit  den Gleichungen (3.5)  und (3.6) 
berechnet.  Die  Subgraphen  werden  durch  die  folgenden  Mengen  von  Knotenpaaren 
beschrieben. Folgende Ergebnisse wurden berechnet: 
1. ({<K1>, <K1>}; {<SZ1>, <SZ1>}; {<220 V DC>, <220 V DC>}; {<24 V DC>, <24 V 
DC>}; {<K2>; <K2>}): ϱ(G, H, øGH) = 0,31; σ(G, H) = 0,69
2. ({<SZ1>, <SZ1>}; {<220 V DC>, <220 V DC>}; {<24 V DC>, <24 V DC>}; {<K2>; 
<K2>}; {<K1>, <K51>}): ϱ(G, H, øGH) = 0,31; σ(G, H) = 0,69
3. ({<SZ1>, <SZ1>}; {<220 V DC>, <220 V DC>}; {<24 V DC>, <24 V DC>}; {<K1>; 




Bild 3.8: Allgemeiner Entwurf eines Kompatibilitätsgraphen
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Die  maximale  Clique  entspricht  genau  dem ersten  und  zweiten  Subgraphen,  die  mit  den 
Knotenpaaren {<K1, K1>} bzw. {<K1, K51>} erzeugt werden. Graphen, die Schaltanlagen 
mit Komponenten unterschiedlicher Kennzeichnung und gleichen Eigenschaften modellieren, 
können eine maximale Clique erzeugen. Das Verfahren eignet sich deshalb für den Vergleich 
von Schaltanlagen mit einer Vielzahl konstruktiv gleicher Komponenten.
Im Kompatibilitätsgraphen werden für vergleichbare Komponenten gleiche Eigenschaften (z. 
B. Typgleichheit) gefordert. Da die Vergleichbarkeit der Eigenschaften ein wichtiges Problem 
der  Modellierung  darstellt,  werden  im  folgenden  Abschnitt  Verfahren  zum  Entwurf  der 
Markierungen aus den Eigenschaften der Komponenten entwickelt.
3.4 Entwurf der Graphenmarkierungen
Beim Entwurf der Markierungen wurde sehr schnell deutlich, dass die Unsicherheit der Daten 
aus  den  subjektiven  Inspektionen  die  Modellierung  erschwert.  Gleiche  Zustandsmerkmale 
werden durch verschiedene Begriffe beschrieben. Dadurch werden Verfahren notwendig, die 
eine Ableitung eindeutiger Begriffe zum Entwurf der Markierungen ermöglichen.
Die  verschiedenen  Ausprägungen  eines  natürlichsprachlichen  Begriffes  können  in 






Bild 3.9: Kompatibilitätsgraph des Beispiels aus dem Bild 3.6
220 V/220 V
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Übersetzungen  bestehen.  Mit  Verfahren,  die  auf  Konzepten  zur  Erkennung  von  Texten 
(„Textual  CBR“) basieren, wird die Ähnlichkeit  von Texten bestimmt.  Die Textabschnitte 
innerhalb der Fälle werden dabei als Informationseinheiten abgebildet,  die zur Indexierung 
und Vorverarbeitung von Fällen in Lexika zusammengefasst werden [48].
Die Erstellung von Lexika mit Informationseinheiten erfordert aber in komplexen technischen 
Anlagen wie Heizkraftwerken einen hohen Wartungsaufwand, da die Auswahl der Begriffe 
zur Erstellung der Fallbasen vom Wissen des Instandhalters, der die Fallbasis aktualisiert und 
vom Kontext, in dem der Begriff eine Situation beschreibt, abhängig ist.
Zur  Abbildung  von  Fallbeschreibungen  auf  dem  Strukturmodell  werden  die 
Knotenmarkierungen li(x) durch die konstruktiven Merkmale c(Ki) und die Zustandsmerkmale 
z(Ki) ersetzt.
Da die  konstruktiven Merkmale  durch  unveränderliche  Begriffe  beschrieben werden,  wird 
untersucht, wie die Zustandsmerkmale durch die konstruktiven Merkmale der Komponenten 
ersetzt  werden  können.  Zur  Abbildung  der  Merkmale  in  einem  Graphen  werden 
Markierungsverfahren modifiziert. 
3.4.1 Knotenmarkierungen
Da der Schädigungszuwachs, der den Instandhaltungstermin definiert, maßgeblich durch die 
konstruktiven Eigenschaften einer Komponente bestimmt wird, basieren analoge Schlüsse in 
der Instandhaltungsterminprognose in Heizkraftwerken oft auf dem Vergleich von Typ- oder 
Bauarteigenschaften der Komponenten. 
Im Beispiel (Bild 3.9) repräsentieren die Komponenten <K1> und <K59> Relais, die z. B. 
durch gleiche Kontaktwerkstoffe und die gleiche Spulenkonstruktion vergleichbar sind, aber 
einem unterschiedlichen Typ angehören. Vergleichbare Typmerkmale für die Relais <K1> und 
<K59> sind z. B. <2RH01> und <2RH02>.
Zur  Repräsentation  zusammengehörender  Teilmengen  von  Objekten  werden  Konzepte  L 
eingeführt.  Wird  die  Menge  der  Merkmale  für  die  Komponenten  durch  eine 
Objektbeschreibungssprache O definiert, dann beschreibt eine Konzeptbeschreibungssprache C 
die   Merkmale  eines  Konzeptes.  Eine  Entscheidungsfunktion  C,O(c,  L):  O × C  [0,1] 
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definiert die Menge aller konstruktiven Merkmale cL  mit  C  ,  O(c,  L)  ≥  (1 ≥  ≫ 0, 
∈ℜ), die Elemente der Konzeptbeschreibungssprache cCL mit  C,O(ci, L) ≥ ∀i sind [67]. 
Werden  die  Komponenten  des  Beispiels  durch  das  Merkmal  <Typ>  beschrieben,  dann 
definiert  die  Menge  der  vergleichbaren  Merkmale  <Typ>  das  Konzept  L.  Eine 
Konzeptbeschreibungssprache  CL  für  die  Merkmale  <Typ>,  die  einer  Komponente  KK 
zuordenbar sind, umfasst die Potenzmengen  
CL = 2<Typ KK> = 2{<2RH01>, <2RH02>}.
Zur Modellierung einer Entscheidungsfunktion werden die Merkmale des Konzeptes in einer 
Hierarchie (Bild 3.10) modelliert. Die Entscheidungsfunktion  C  ,  O(c,  L) in Gleichung (3.7) 
klassifiziert die Merkmale <2RH01> und <2RH02> zu einem Konzept L, wenn die Merkmale 
in der Hierarchie zu KK zugeordnet sind. Die Knotenmarkierung wird mit  C,O(ci,  L) = 1 für 
das Knotenpaar {KKakt, KKRef} im Kompatibilitätsgraphen  übernommen. 
C,O(c, L) =  (3.7)
...
Für  das  Beispiel  werden  alle  Merkmale  des  Konzeptes  L  als  vergleichbare 
Knotenmarkierungen zusammengefasst mit:
LTyp = <Typ KK> = {<2RH01>, <2RH02>}
Handlungsträger  und  Akteure  werden  in  einem  Instandhaltungsfall  durch  die 
Beanspruchungsmerkmale z(KQ) im Knoten KQ beschrieben, der in einem Graph durch eine 
Relation mit dem Knoten KK und dem Zustandsmerkmal z(KK) verbunden ist (Bild 3.11).
  1 wenn cL unter KK in der Hierarchie (Abb. 3.10) 
angeordnet ist




Bild 3.10: Hierarchie <Typ>  
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Der Zusammenhang der Merkmale  z(KQ) und z(KK) wird durch ein Konzept ausgedrückt, in 
dem eine Klasse aller Merkmale z(KQ) modelliert wird, die aus den Falldaten zu z(KK) erfasst 
werden. Da zur Beschreibung von Kindknoten KK das Merkmal c(KK) = <Typ> eingeführt 
wurde (siehe oben), wird z(KK) in der Fallbeschreibung durch c(KK) ersetzt.
Zur  Markierung  der  Quellknoten  mit  konstruktiven  Merkmalen  werden  die 
Verbindungsknoten  KV in  die  Betrachtung  einbezogen.  Als  Verbindungsknoten  in  einer 
Pfadverbindung werden die Knoten definiert, die keinen Endknoten einer Pfadverbindung von 
KQ nach KK darstellen. 
Da Verbindungsknoten KV eine Beanspruchung z(KQ) aus dem Quellknoten KQ entlang der 
Kanten zum Kindknoten KK beschreiben, können die Verbindungsknoten durch die Vererbung 
des Merkmals <Beanspruchung> markiert werden. Im diesem Abschnitt werden deshalb die 
Markierungen  für  die  Knoten  KQ und  KV nicht  unterschieden  und  als  Markierungen  der 
Knoten KQ behandelt. 
Das Bild 3.12 zeigt ein Beispiel mit den Markierungen <KQ, z(KQ)> bzw. <KK, z(KK)>.  Ein 
Beanspruchungsmerkmal <Spannungseinbruch>, das im Kindknoten das Merkmal <Ausfall> 
erzeugt,  wird  aus  dem Knoten  KQ = {<Netz>}  auf  die  Knoten KV = {<Mittelspannung>, 
<Niederspannung>} vererbt.  Durch  die  Vererbung des  Merkmals  erhalten  die  Knoten aus 
unterschiedlichen Ebenen die gleiche Markierung und sind vergleichbar. 
Mit  dem  Ziel,  Beanspruchungsmerkmale  z(KQ)  durch  konstruktive  Merkmale  c(KQ)  zu 
ersetzen,  wurde der Einfluss  konstruktiver  Parameter aus  der  Kurzschlussstromberechnung 
untersucht. 
Die  Betriebsmittel  in  den  Ebenen,  die  KQ definieren,  modellieren  Admittanzen,  die  den 
Kurzschlussstrom  begrenzen.  Da  die  Admittanzen  durch  konstruktive  Parameter  der 
Betriebsmittel bestimmt werden (z. B. der Kurzschlussspannung eines Transformators) wird 
vorgeschlagen,  für  die  Knotenpaare  {KQakt,  KQRef}  aus  den  Graphen  G  und  H  im 
KQ, z(KQ)
Bild 3.11: Relation zwischen Quell- und Kindknoten
KK, z(KK)
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Kompatibilitätsgraphen die Ähnlichkeit ihrer Kurzschlussadmittanzen Y nach Gleichung (3.8) 
einzusetzen. Zur Normalisierung auf ein Intervall  σ[0, 1] wird das Verhältnis von minimaler 
zu maximaler Admittanz der zu vergleichenden Komponenten gebildet.
     <Netz, Spannungseinbruch>
       <Mittelspannung, Spannungseinbruch>
     
<Niederspannung, Spannungseinbruch>
      
σ(Yakt,YRef) = (3.8)
   
Die Ähnlichkeit der Admittanzen σ(Yakt,YRef)∈L aus der Gleichung (3.8) definiert einen Wert 
im Intervall σ[0, 1], der den Knotenmarkierungen in Gleichung (3.9) zugewiesen wird.
c(KQakt) = c(ø(KQRef)) = σ(Yakt,YRef) (3.9)
Der Einfluss der konstruktiven Parameter wurde in Fallbeispielen untersucht. Von Experten 
werden Komponenten mit gleichen konstruktiven Merkmalen zum Ziehen analoger Schlüsse 
in  der  Instandhaltungsterminprognose  herangezogen.  In  Anhang  B1  sind  die  Falldaten 
dargestellt. 
Bei  der  Prüfung  weiterer  Fallbeispiele  zeigte  sich,  dass  Quellknoten  KQ ebenso  wie  die 
Kindknoten durch Typmerkmale beschrieben werden. Eine Schaltzelle kann Ursache für den 
Ausfall eines Schalters sein und wird damit als  Quellknoten KQ in einem Graphen modelliert. 
Umgekehrt kann einer Klemme in der Schaltanlage, die einen Kindknoten KK modelliert, eine 




min (Yakt, YRef  )
max (Yakt, YRef  )
KK
Bild 3.12: Repräsentation der Beanspruchung im Strukturmodell
<Komponente, Ausfall>
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Das  oben  entwickelte  Konzept  zur  Kennzeichnung  der  Kindknoten  wird  deshalb  auf  die 
Quellknoten angewendet.  Die Merkmale für  alle Knoten eines Graphen werden durch ein 
Konzept modelliert. 
Im Ergebnis wird festgestellt, dass die Merkmale zu den Knoten eines Graphen in Hierarchien 
(Bild 3.10) modelliert werden können. Das Konzept für die Knoten Ki wird um repräsentative 
Zustandsmerkmale analog dem Parameter Admittanz aus Gleichung (3.8) erweitert. Für das 
Beispiel wird das Konzept
LTyp, Admittanz = <Typ Ki>  × Admittanz
mit der Konzeptbeschreibungssprache  
  CE = 2<Typ Ki> × Admittanz
definiert.  Zur  Differenzierung der  Graphen mit  Quellknoten  aus  unterschiedlichen Ebenen 
werden die Kantenmarkierungen untersucht.
3.4.2 Kantenmarkierungen
Die Beziehung zwischen einem Knoten KQ und einem Knoten KK wird im Graph durch eine 
Kantenfolge modelliert. Um Graphen unterschiedlicher Kantenfolge zu vergleichen, wird ein 
Merkmal eingeführt, das die Übertragung der Beanspruchung von KQ nach KK repräsentiert 
und die Kantenmarkierungen e(KQ, KK)[0, 1] definiert.
Die Kantenmarkierung e(KQ, KK) stellt  den Abstand zwischen den Knoten KQ und KK dar. 
Abhängig von der Lage der Knoten KQ und  KK im Graph ist die Modellierung einer  Kante 
e(KQ, KK) als eine Menge von Teilkanten möglich, die als String eine Pfadverbindung in der 
Taxonomie (Hierarchie) zwischen KQ und KK herstellt. 
Zur Beschreibung des Abstandes von Knoten in Hierarchien wird ein Baumverbindungsgraph 
(„Tree  Association  Graph“  [58])  eingeführt.  Ein  Baumverbindungsgraph  von  zwei 
gewurzelten Bäumen T1 = (V1, E1) und T2 = (V2, E2) mit xk, xl  V1 und  yk, yl  V2 ist der 
Graph G = (V, E), für den gilt [58]:
V = V1 x V2. 
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Zwei Knoten (xk, yk) und (xl, yl) in V sind adjazent, wenn die Relation zwischen xk und yk in T1 
gleich der Relation von xk und yl in T2 ist (3.10). 
(xk, yk) ~ (xl, yl) ⇔ str(xk, xl) = str(yk, yl) (3.10)
Ein String str(xk, xl) = str(yk, yl) ist eine Pfadverbindung von xk nach xl, der nur bei Erfüllung 
der folgenden Bedingungen gilt:
1. d(xk, xl) = d(yk, yl)
2. lev(xk) – lev(xl) = lev(yk) – lev(yl).
Zwischen zwei Knoten xk und xl in einem Baum ergibt sich str(xk, xl) mit Gleichung (3.11).
      lev(xk) – lev(xl) = str(xk, xl) (3.11)
Die Funktionen lev(xk) bzw. lev(xl) kennzeichnen die Ebene der Knoten. Sei ein String str(KQ, 
KK)  eine  Pfadverbindung  in  einer  Taxonomie  zwischen  dem  Quellknoten  KQ und  dem 
Kindknoten  KK,  so  wird  eine  Folge  von  Kanten  mit  str(KQ,  KK)  durch  Gleichung  (3.12) 
berechnet.
∣lev(KQ) – lev(KK)∣ = str(KQ, KK) (3.12)
Zur  Berechnung  der  Ähnlichkeit  der  Pfadverbindungen  im  Graphen  G  und  H  wurde  die 
Gleichung (3.13)  entwickelt,  die  das  Verhältnis  der  kürzesten  Pfadverbindung  min(str(KQ, 
KK)akt, str(KQ, KK)Ref)  in  Bezug  auf  die  längste  Pfadverbindung  max(str(KQ,  KK)akt, 
str(KQ, KK) Ref) ausdrückt.
σ(str(KQ, KK)akt, Ref) =    (3.13)
Mit str(KQ, KK)akt = str(KQ, KK)Ref wird die Ähnlichkeit σ(str(KQ, KK)akt, Ref) = 1. Dabei gilt die 
Notation:
str(KQ, KK)akt, Ref  = (str(KQ, KK)akt, str(KQ, KK)Ref )
Im Kompatibilitätsgraphen wird durch σ(str(KQ, KK)akt, Ref) die Kantenmarkierung 
eG(KQ, KK)akt = eH(ø(KQ, KK)akt) 
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eG(KQ, KK)akt =  σ(str(KQ, KK)akt,  Ref) (3.14)
Die  Ähnlichkeit  der  Pfadverbindungen  σ(str(KQ,  KK)akt,  Ref)  kann  als  eine  vergleichbare 
Beanspruchung  zwischen  zwei  Knotenpaaren  (KQakt,  KQRef)  und  (KKakt,  KKRef)  im 
Kompatibilitätsgraphen interpretiert werden.
An  Fallbeispielen  wird  im  folgenden  Abschnitt  die  Berechnung  mit  den  entwickelten 
Verfahren vorgestellt.
3.4.3 Fallbeispiele
Für den Ausfall einer unterbrechungsfreien Stromversorgung (USV) (Fall 1) wurden aus dem 
Prozess die Fälle 2 bis 4 als Merkmalsmuster Fakt = {KQ, z(KQ), KK, z(KK)} nach Tabelle 3.1 
ermittelt. Für die Knoten KK und KQ werden gleiche konstruktive Merkmale vorausgesetzt. 
Fall Taxono-
mie




1 Potential USV Ausfall Netz 
(EVU)
Gewitter 1 4 3 4
2 Potential USV Ausfall Netz 
(EVU)
Netzfehler 1 4 3 4









Prüfen 3 4 1 1
Tabelle 3.1: Fallbeispiele für den Ausfall von USV-Anlagen 
Die Abbildung der Falldaten auf dem Strukturmodell erzeugt die Teilgraphen G und H (Bild 
3.13).  Aus  der  Abbildung  der  Falldaten  auf  dem  Strukturmodell  (Bild  3.13)  wurden  die 
Pfadverbindungen mit Gleichung (3.12) berechnet, die Taxonomie ermittelt und in Tabelle 3.1 
eingetragen. 
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Die ausgewählten Falldaten besitzen gleiche Zustandsmerkmale z(KK)  und erzeugen durch 
Abbildung auf einem Strukturmodell unterschiedliche Pfadverbindungen (vgl. z. B. Fall 1 und 
Fall 3) und unterschiedliche Taxonomien (vgl. z. B. Fall 1 und Fall 4). 
Fall  1  und Fall  2  erzeugen im Graphenmatching durch gleiche Kanten und Knoten einen 
isomorphen Subgraphen. Die sich unterscheidenden Beanspruchungsmerkmale z(KQ) haben 
keinen Einfluss auf die Berechnung der Ähnlichkeit und können durch c(KQ) ersetzt werden.
Fall 1      Fall 2 Fall 3    Fall 4
         <Netz (EVU), <Netz (EVU),
         Gewitter> Netzfehler>
         <Mittelspannung>           <Mittelspannung>                  <Mittelspannung,
        Spannungseinbruch>
         <Niederspannung>             <Niederspannung>                 <Niederspannung>                   <Instandhalter,
   Prüfen>   
   
                               
              
Da die Bedingung (3.10) nicht erfüllt wird, ist die Pfadverbindung im Vergleich der Fälle 3 
und  4  str(KQ,  KK)akt,  Ref =  0  und  damit  die  Ähnlichkeit  σ(str(KQ,  KK)akt,  Ref)  =  0. 
Pfadverbindungen  außerhalb  der  Taxonomie  besitzen  damit  keinen  gemeinsamen 
Kantenabschnitt.  Relationen, die innerhalb einer Taxonomie verglichen werden, sind damit 
ähnlicher, als Relationen aus unterschiedlichen Taxonomien.
Die  Häufigkeit  der  Falldaten  ist  in  Abhängigkeit  von  der  Pfadverbindung  und  der 
Kantenebene im Bild 3.14 dargestellt. Für die Beispiele zeigt sich, dass Fallmuster, die dem 
Fall 1 und 2 angehören, häufiger sind, als Fallmuster mit den Fällen 3 und 4. Für die Beispiele 
repräsentiert die Ähnlichkeit σ(str(KQ, KK)akt, Ref) = 1 die häufigste Pfadverbindung.
Durch die Berechnung der Kantenmarkierung mit  den Gleichungen (3.13) und (3.14) wird 









Bild 3.13: Fallbeispiele nach Tabelle 3.1
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den Vergleich der Fälle 1 und 3 ist  der erzeugte Untergraph im Bild 3.14 modelliert.  Die 
Kantenmarkierung wird mit σ(str(KQ, KK)akt, Ref) = 0,66 berechnet.
σ(str(KQ, KK)akt, Ref) = 0,66
Im  Bild  3.15  ist  eine  Klassifizierung  aller  erfassten  Fälle  aus  der  Tabelle  3.1  mit  den 
Parametern lev(KK) und str(KQ, KK) dargestellt. Der Parameter lev(K) modelliert die Ebenen 
Hochspannung (1),  Mittelspannung  (2),  Niederspannung  (3)  und  Steuerspannung (4).  Die 
Pfadverbindung str(KQ, KK) stellt den Abstand zwischen den Ebenen lev(KK) und lev(KQ) nach 
Gleichung (3.6) dar. Jede Ziffer repräsentiert einen Fall aus der Tabelle 3.1.
Fallvergleich σ(str(KQ, KK)akt, Ref) ϱ(G, H, øGH) σ(G, H)
1/2 1,00 0 1
1/3 bzw. 2/3 0,66 0,25 0,75
1/4 bzw. 2/4 0 0,94 0,06
3/4 0 0,89 0,11
Tabelle 3.2: Berechnung der Distanz- und Ähnlichkeitsparameter im Fallvergleich
Die größte Anzahl stellen die Muster für Fall 1 und 2 dar, die sich durch die Merkmalsbegriffe 
für das Zustandsmerkmal z(KQ) unterscheiden. Die Häufigkeit  der Falldaten zeigt typische 
Schwachstellen  an  technischen Komponenten,  die  bei  Beanspruchungen aus  dem Netz  zu 
einem Ausfall führen können. Durch die strukturellen Parameter werden Fall 1 und 2 mit einer 
Ähnlichkeit  σ(str(KQ,  KK)akt,  Ref)  =  1  bewertet  (siehe  Tabelle  3.2).  Die  Klassifizierung  ist 
unabhängig von der Ausprägung der Zustandsmerkmale z(KQ) und z(KK). Für die Beispiele 
sind die Merkmale z(KK) und z(KQ) deshalb durch 
• konstruktive Merkmale c(KK) und c(KQ) 
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ersetzbar.
     
      lev(KK) 
          0         1         2         3         4    str(KQ, KK)
Im Ergebnis wird zusammengefasst, dass Knoten- und Kantenmarkierungen mit strukturellen 
und  konstruktiven  Merkmalen  modelliert  werden.  Fehler  im  Fallvergleich  durch 
unterschiedliche  Begriffe  für  gleiche  Zustandsbeschreibungen,  die  subjektiv  formuliert 
wurden, können damit vermieden werden. 
Die Voraussetzung für den Vergleich mit einer Anfrage ist die Bereitstellung einer geeigneten 
Menge von Referenzfällen. Für die Auswahl ähnlicher Teilstrukturen aus dem Strukturmodell 
werden Suchverfahren modifiziert.
3.5 Modifizierung von Suchverfahren
Die  Voraussetzung  für  die  Anwendung  von  Graphenmatchingverfahren  ist  die  Auswahl 
ähnlicher Strukturen aus dem Strukturmodell. Dazu werden der aktuelle Fall als Anfragegraph 
auf dem Strukturmodell  abgebildet und ähnliche Graphen als Referenzgraphen ausgewählt. 
Für  die  effiziente  Auswahl  vergleichbarer  Anlagenstrukturen  werden  Suchverfahren 
modifiziert. Um eine vollständige Abbildung des aktuellen Falls als Anfrage auch bei einem 








Bild 3.15: Klassifizierung mit der Pfadverbindung und der Ebene 
Vergleich der Einsatzbedingungen                                         80
3.5.1 Heuristische Suche
Der  Entwurf  eines  effizienten  Suchverfahrens  orientiert  sich  an  der  Problemlösung  von 
Experten  und  wird  deshalb  als  heuristisch  definiert.  Schaltanlagen  in  Heizkraftwerken 
bestehen oft  aus  einer  Vielzahl  von Schaltzellen  weniger  unterschiedlicher  Typen. Da die 
Einsatzbedingungen  für  benachbarte  Schaltzellen  sehr  ähnlich  sind,  startet  die  daraus 
entwickelte  Suchstrategie  die  Suche  in  der  unmittelbaren  Umgebung  der  aktuellen 
Komponente und wird schrittweise entfernt. 
Im Bild 3.16 sind zu einem aktuellen Startgraph G (Anfrage) Referenzgraphen, die ähnliche 
Fälle repräsentieren, dargestellt. Der erweiterte Suchgraph H' umfasst die nächste Umgebung 
eines bekannten Knotens mit dem geringsten Abstand zum Startgraphen G. 
                                x0
      x1                                         x2
                                                                             
          x11   x12                        x13                    x14
x21         x22         x23     x24        x25                           x26            x27           x28        x29        x30 
    Startgraph G lokaler Graph H''
         erweiterter Suchgraph H'
        Knoten allgemein      ähnlicher Kindknoten       ähnlicher Elternknoten
Da vergleichbare Schaltzellen an anderer Stelle in Heizkraftwerken vorhanden sein können 
(z. B. als lokaler Graph H''), kann die gesamte Struktur durchsucht werden. Um den Aufwand 
zu beschränken, ist die Definition eines Abbruchkriteriums sowie zum Finden weit entfernter 
Graphen (z. B. lokaler Graph H'') eine effiziente Suchstrategie sinnvoll. 
Bild 3.16: Suchraumbeschränkung
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In Abhängigkeit von der Struktur der Anfrage (vgl. Abschnitt 3.3.4) wird die Ähnlichkeit der 
ausgewählten  Referenzgraphen  mit  den  Gleichungen  (3.1)  bis  (3.3)  bzw.  (3.2)  bis  (3.6) 
berechnet und als Ähnlichkeitsmaß  sim(G, Hi) definiert. Solange von einer Knotenebene aus 
(z.  B.  im Bild  3.16  die  Ebene aller  Knoten  xi)  ein  Referenzgraph ermittelt  wird,  der  die 
Bedingung (3.15) erfüllt, wird weitergesucht.
sim(G, Hi)t ≤ sim(G, Hi+1)t+1 (3.15)
Der Index t + 1 stellt den auf t folgenden Schritt t + 1 folgenden Vergleich zwischen zwei 
Schaltzellen, die durch den Startgraph G und den Referenzgraph H abgebildet sind, dar. Hi 
modelliert  einen  Referenzgraphen  (z.  B.  eine  Schaltzelle),  Hi+1 den  Referenzgraphen  des 
Folgevergleiches (z. B. die benachbarte Schaltzelle). 
Ist eine Schaltanlage durchsucht, sinkt die Wahrscheinlichkeit zum effizienten Auffinden von 
Schaltzellen  (Referenzgraphen),  die  Gleichung  (3.15)  erfüllen.  Wird  in  den  folgenden 
Schritten keine ähnliche Schaltzelle  gefunden,  so erfolgt  der Abbruch der Suche mit  dem 
Abbruchkriterium (3.16).
sim(G, H)t  sim(G, H)t+n (3.16)
Mit sim(G, H) wird die Ähnlichkeit zwischen den Graphen G und H modelliert. Der Graph G 
repräsentiert den aktuellen Fall, der Graph H den Referenzfall. Der Index t beschreibt einen 
Schritt, der Index t + n eine gewählte Anzahl von Folgeschritten n auf t (Schrittweite) bis zum 
Abbruch (z. B. t + 1 heißt Abbruch im Folgeschritt von t).
Die  Auswahl  der  Schrittweite  wird  aus  der  Analyse der  Strukturmerkmale  im  folgenden 
Abschnitt entwickelt.
3.5.2 Entwicklung einer domänenspezifischen Suchraumbeschränkung
Vergleichbare Einsatzbedingungen für Schaltanlagen werden im Strukturmodell  durch eine 
ähnliche Knotenebene repräsentiert. Schaltanlagen befinden sich z. B. in Schaltanlagenräumen 
eines gemeinsamen Gebäudes. Für alle Quellknoten <Schaltanlage> wird im Strukturmodell 
der  gleiche  Abstand  zu  einem  Wurzelknoten  <Schaltanlagenraum>  in  der  Taxonomie 
<Umgebung> erzeugt.
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Um eine effiziente Auswahl der Quellknoten zu erzielen, wird vorgeschlagen, die Suche in 
einer Taxonomie über eine vertikal  gerichtete Abstandsfunktion (3.17), die den Abstand d 
vom Wurzelknoten  KW der  Hierarchie  bis  zum Quellknoten  KQ der  Anfrage  darstellt,  zu 
steuern. 
Ähnliche  Einsatzbedingungen  in  Schaltanlagen  werden  oft  durch  gleiche  Strukturen  der 
Umgebung beschrieben. Für die Suche wird deshalb vorausgesetzt, dass ein Quellknoten KQRef 
eines Referenzgraphen einen ähnlichen Abstand vom Wurzelknoten KW wie der Quellknoten 
KQakt des Startgraphen (Anfrage) besitzt. Die Suche ist dann mindestens bis in die horizontale 
Ebene, in der sich der Quellknoten KQakt des Startgraphen befindet, zu führen und wird durch 
die Distanz d(KW, KQ)akt  nach der Bedingung (3.17) beschränkt. 
d(KW, KQ)Ref ≥ d(KW, KQ)akt (3.17)
Bei der Auswertung von Instandhaltungsberichten in Heizkraftwerken wurde festgestellt, dass 
die  Quellknoten  KQ,  die  typgleiche  Schaltanlagen  modellieren,  in  unterschiedlichen 
Knotenebenen vorkommen.  Die Bedingung aus  Gleichung (3.17)  wird deshalb durch eine 
Bedingung ersetzt, die eine Abweichung des Quellknotens KQRef von der Ebene des Knotens 
KQakt im Startgraphen  zulässt.  Zur  Beschreibung  der  zulässigen  Abweichung  wird  ein 
Toleranzband Tol(KQ) eingeführt.
Toleranzband: Der Suchraum um einen Knotenlevel lev(KQ)i wird mit  dem Toleranzband 
Tol(KQ) auf eine untere Knotenebene lev(KQ)i-m und einer oberen Knotenebene lev(KQ)i+n nach 
Gleichung (3.18) eingeschränkt.
  Tol(KQ) = [lev(KQ)i-m, (KQ)i+n] (3.18)
Die Variation der Knotenebene für KQ wird durch eine weichere Formulierung in Bedingung 
(3.19) modelliert, die  die harte Abbruchbedingung (3.17)  ersetzt. Durch den Bezug auf den 
ersten ermittelten Quellknoten KQ (Index „Start“) wird der Abbruch vorgegeben.
d(KW, Tol(KQ)) ≥ d(KW, KQ)Start (3.19)
Für  ein  Beispiel  ist  im  Bild  3.17  ein  Toleranzband  Tol(KQ)  =  [lev  2,  lev  3]  für  den 
Quellknoten KQ (grau) definiert. 
Wie  im Abschnitt  3.4  dargestellt  wurde,  definiert  das  Merkmal  c(KQ)  Falldaten zu  einem 
Merkmal c(KK). Die untere und obere Grenze des Toleranzbandes lev(KQ)i-m bzw. lev(KQ)i+n 
werden deshalb durch die Merkmale c(KQ) aus historischen Falldaten ermittelt. 
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Für die Falldaten der Tabelle 3.1 bzw. aus dem Bild 3.13 ergibt sich z. B. für <USV, Ausfall> 
unter der dort verwendeten Ebenendefinition lev(KQ) = {1, 2, 3} das Toleranzband [lev(KQ)i-m, 
(KQ)i+n] = [1, 3].
       
lev 0                             x0          
lev 1             x1                       x2
                                                                             
lev 2    x11   x12            x13                    x14
                Tol(KQ) 
lev 3                    x21
      
lev 4
x31         x32         x33     x34        x35      x36            x37         x38        x39         
   
        Knoten allgemein   ähnlicher Quellknoten KQ    Wurzelknoten KW
Um den Parameter Toleranzband zu bestimmen, greift die Problemlösungskomponente auf die 
Hierarchie  <Typ>  (vgl.  Bild  3.10)  zu  (Bild  3.18).  Zum  Startgraph  (Anfrage)  mit  den 
Merkmalen  c(KK)  und  c(KQ)  werden  aus  der  Hierarchie  alle  vergleichbaren 
Quellknotenmerkmale  c(KQ)Ref  und  die  Quellknotenebenen  lev(KQRef)  bestimmt.  Mit 
Gleichung (3.19)  wird das Toleranzband aus  den Merkmalen lev(KQRef)  berechnet  und die 
Suche ähnlicher Graphen dadurch effektiv eingeschränkt.
Da  für  die  Modellierung des  Toleranzbandes  der  Parameter  lev(KQ)  erforderlich  ist,  wird 
vorgeschlagen,  die  Hierarchie  im  Bild  3.10  um  das  Merkmal  <Knotenebene>  lev(Ki)  zu 
erweitern. Das strukturelle Merkmal lev(Ki) ist mit dem Merkmal <Typ> in der Hierarchie zu 
erfassen. 
Für  die  Quellknoten  KQRef werden  die  Referenzgraphen  durch  die  Abbildung  auf  dem 
Strukturmodell  zum  Graphenvergleich  bereitgestellt.  Um  eine  vollständige 
Zustandsbeschreibung der  Anfrage  zu  erzielen,  wird  die  Abbildung der  Anfrage  auf  dem 
Strukturmodell zur Identifikation verdeckter Knoten untersucht.
Bild 3.17: Beschränkung des Suchraums für die vertikale Suchrichtung
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       Problemlösungskomponente             Wissensbasis
  c(KQ)akt
                    lev(KQ)
3.6 Neues Verfahren zur Fallidentifikation
Die  subjektive  Erfassung  der  Falldaten  in  Instandhaltungsberichten  bedingt,  dass 
zustandsrelevante  Informationen  ungenügend  bewertet  oder  übersehen  werden.  Ein 
erfolgreiches  Graphenmatching setzt  für  die  Anfrage G ein  vollständiges  Merkmalsmuster 
voraus. 
Deshalb wird ein Fallidentifikations-Algorithmus entwickelt, mit dem für den Graph G der in 
der Anfrage verdeckte Knoten N(KK) bestimmt werden kann.
Der  verdeckte  Knoten  stellt  einen  Nachbarknoten  N(KK)  des  Knotens  KK mit  dem 
Zustandsmerkmal z(KK) dar. Ein Nachbarknoten N(KK) definiert einen Knoten, der mit dem 
Quellknoten KQ des Kindknotens KK, zu dem ein Zustandsmerkmal z(KK) erfasst wurde, durch 
eine Relation e(KQ, N(KK)) verbunden ist (Bild 3.19).
Im Bild  3.20  ist  ein  Fallbeispiel  aus  einem Heizkraftwerk  für  die  Komponente  mit  dem 
Merkmal <Motorwicklung, Kurzschluss> (KK, z(KK)) als Graph modelliert. 
Für  den  Nachbarknoten  N(KK)  <Schaltkontakt>  wurde  das  Zustandsmerkmal  z(N(KK)) 
<verbrannt>, das für eine vollständige Beschreibung der Anfrage notwendig ist, nicht erfasst.
 
Hierarchie „Typ“








Bild 3.18: Konfiguration des Auswahlverfahrens
eingeschränkte
Suche
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        e(KQ, KK)  e(KQ, N(KK))
Modellierung des Nachbarknotens und der dazugehörigen Relation 
In  der  Fallidentifikation  werden  zu  einem  unvollständigen  Muster  der  Anfrage  G  die 
Referenzgraphen  H  aus  dem  Strukturmodell  ermittelt.  Existiert  im  Referenzgraph  H  ein 
Knoten KK mit einem Nachbarknoten N(KK)Ref, der die gleiche Markierung c(N(KK)) wie der 
Nachbarknoten N(KK) des Knotens KKakt der Anfrage besitzt, so gilt:
{KKakt, c(KKakt), N(KK), c(N(KK))} = {KK, c(KK), N(KK), c(N(KK))}Ref
Der Knoten N(KK) wird für die Anfrage mit seinem Merkmal c(N(KK)) übernommen. 
Taxonomie <Potential>
                Quellknoten <Niederspannung>
     Kindknoten                      Nachbarknoten 
     <Motorwicklung,        <Schaltkontakt,
     Kurzschluss>                                            Beziehung   verbrannt>
      Bezugsknoten
Durch  die  Ermittlung  eines  Nachbarknotens  wird  der  Graph  der  Anfrage  vergrößert.  Im 
Abschnitt  3.3.5  ist  ersichtlich,  dass  durch  die  Erzeugung  zusätzlicher  gemeinsamer 






Bild 3.19: Modellierung des Nachbarknotens und der dazugehörigen Relation 
Bild 3.20: Rückwirkung von Knoten innerhalb einer Knotenebene
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3.7 Zusammenfassung
In  Heizkraftwerken prognostizieren  Experten  für  Komponenten  bei  ähnlichen 
Einsatzbedingungen  eine  ähnliche  Restlebensdauer.  Zur  Modellierung  der 
Instandhaltungsterminprognose  für  die  Komponenten  wurden  deshalb  Verfahren  zum 
Vergleich  der  Einsatzbedingungen  in  elektrischen  Eigenbedarfsanlagen  untersucht  und 
weiterentwickelt. 
Als Ansatz wurde eine Repräsentation der Einsatzbedingungen für die Komponenten gewählt, 
die  auf  der  begrifflichen  Konfiguration  von  Geschehenstypen  basiert.  Dazu  wurde  eine 
Hierarchie,  die  eine  Anlage  in  ihre  Komponenten  zerlegt,  als  Taxonomie  in  einer 
Mulithierarchie aufgefasst  und aus  Sicht  der  kleinsten zerlegbaren und instandzuhaltenden 
Komponenten  modelliert.  Ein  geräteorientiertes  Strukturmodell  wurde  dadurch  modifiziert 
und  um  die  Taxonomien  für  elektrische  Einflüsse  und  den  Einfluss  der  Instandhaltung 
erweitert. 
Der Vorteil des Strukturmodells ist die Repräsentation von Instandhaltungsfällen unabhängig 
von  der  begrifflichen  Ausprägung  der  Zustandsmerkmale.  Syntaktisch  variierende 
Zustandsmerkmale werden in der Fallbeschreibung durch strukturelle Merkmale ersetzt. Für 
den  Fallvergleich  wurde  die  Anwendung  von  Graphenmatchingverfahren  untersucht.  Zur 
Abbildung struktureller und konstruktiver Merkmale der Komponenten als Markierungen auf 
den Knoten der Graphen wurden Verfahren entwickelt.
Für die Auswahl ähnlicher Fälle im Strukturmodell  wurden Suchverfahren modifiziert.  Mit 
heuristisch entwickelten Parametern (Toleranzband, Knotenebene) wird die Suche effizient 
eingeschränkt. 
Zur  Abbildung  unvollständig  erfasster  Fallmuster  auf  dem  Strukturmodell  wurde  ein 
Verfahren zur Identifizierung verdeckter Merkmale entwickelt.
Da  der  fallbasierte  Vergleich  der  Einsatzbedingungen  keine  Rückschlüsse  über  die 
zurückgelegte  Lebensdauer  der  Komponenten  zulässt,  sind  die  Verfahren  zur  Vorauswahl 
vergleichbarer  Fälle  geeignet.  Zur  Auswahl  des  besten  Falls  werden  weitere  Strategien 
untersucht.
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4 Klassifizierung von Zustandsbeschreibungen                    
Für  instandzuhaltende  Komponenten  stellen  Zustandsbeschreibungen  aus 
Instandhaltungsberichten eine Quelle zur Prognose des Instandhaltungstermins dar. Experten 
aus  der  Instandhaltung  prognostizieren  aus  der  spezifischen  Zusammensetzung  der 
Merkmalsmuster das Intervall bis zur nächsten Instandhaltung. 
In  diesem  Kapitel  werden  Zustandsmerkmalsmuster  hinsichtlich  ihrer  für  die 
Instandhaltungsterminprognose  relevanten  Merkmale  untersucht.  Ein  wesentliches  Problem 
stellt  die  Unsicherheit  über  die  Abhängigkeit  der  Instandhaltungsterminprognose  von  der 
Zusammensetzung der Zustandsmerkmalsmuster dar. Hinzu kommt die Erfassung der Muster 
bei unterschiedlichen Einsatzbedingungen der Komponenten.
Da die Relevanz eines Merkmals für jeden Fall durch die Musterzusammensetzung und den 
Umfang der Merkmale im Muster bestimmt wird, sind Verfahren, die auf der Klassifizierung 
relevanter Merkmale basieren, nicht geeignet.
Für  Leistungsschalter  aus  Eigenbedarfsschaltanlagen  in  einem  Heizkraftwerk  wird  der 
Zusammenhang  zwischen  Merkmalen,  Merkmalskombinationen  und  der 
Instandhaltungsterminprognose untersucht. Für die spezifischen Bedingungen in der Domäne 
wird die Klassifizierung durch fallbasierte Ähnlichkeitskategorien analysiert. Im Ergebnis der 
Analyse wird ein Verfahren zur Klassifizierung von, in den Begriffen und der Merkmalsanzahl 
variablen Zustandsmerkmalsmustern entwickelt.
4.1 Problemanalyse
Der  aus  Expertenbefragungen  ermittelte  Zusammenhang  zwischen  Einzelmerkmalen, 
Merkmalskombinationen und der prognostizierten Restlebensdauer wird für Leistungsschalter 
in einem Heizkraftwerk untersucht. Typische Beispiele aus der Befragung sind in Tabelle 4.1 
dargestellt. Da fast ausschließlich Verschleißmerkmale den Zustand beschreiben, werden die 
Begriffe  Restlebensdauer-  und  Instandhaltungsterminprognose  im  Kapitel  4  nicht 
unterschieden.
Aus  dem  Einzelmerkmal  <Sollzustand>  und  dem  Verschleißmerkmal  <Auslöswelle 
ausgeschlagen>  werden  unterschiedliche  Restlebensdauern  gefolgert.  Dem  Merkmal 
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<Auslösewelle  ausgeschlagen>  wird  eine  andere  Restlebensdauer  zugeordnet,  als  im 
Zusammenhang mit den Merkmalen <Lager ausgeschlagen> und <Schloss ausgeschlagen>. 
Komponente Muster Zustand Restlebensdauer
Leistungsschalter 1 <Sollzustand> „20 Jahre“





Tabelle 4.1: Prognostizierte Restlebensdauer für Leistungsschalter aus Zustandsmerkmalen  
Um den Einfluss der Merkmale auf die Instandhaltungsterminprognose zu ermitteln, wurden 
Experten  befragt  und  Inspektionsberichte  von  Leistungsschaltern  aus 
Niederspannungsschaltanlagen  in  Heizkraftwerken  analysiert.  In  der  Tabelle  4.2  ist  eine 
Auswahl  der  Merkmale  und  die  dazu  ermittelte  Klassifizierung  zu  einer 
Instandhaltungsterminprognose  dargestellt. 
Zur einfachen Darstellung werden für die weitere Bearbeitung die Synonyme verwendet und 
den Zustandsmerkmalen zugeordnet (z. B. <Kurplat> für <Kurbelplatte gerissen>). 
Wie  aus  der  Tabelle  4.2  ersichtlich  ist,  werden  Merkmalsmuster  durch  Begriffe  und 
Beziehungen zwischen den Begriffen klassifiziert.  Ein Muster kann deshalb nicht  in einen 
Merkmalsvektor  überführt  werden.  Numerische Klassifikatoren sind  nicht  anwendbar.  Um 
Merkmalsmuster syntaktisch zu klassifizieren, werden Muster als Symbolketten aufgefasst. 
Im Ergebnis der Befragung werden die Merkmalsmuster in drei Klassen zusammengefasst:
• Klasse 1: 
Die Klasse beschreibt Leistungsschalter mit geringer Schalthäufigkeit (ca. 10 Schaltungen 
pro Jahr) in normalen Umgebungsbedingungen. Der Instandhaltungszyklus wird aus den 
Anforderungen der Betriebsvorschriften bestimmt.
• Klasse 2:
Die Klasse umfasst die für das Lebensdauerende charakteristischen Zustandsmerkmale. Der 
Instandhaltungszyklus wird gegenüber dem Zyklus der Klasse 1 verkürzt.
Klassifizierung von Zustandsbeschreibungen                     89
• Klasse 3:
Das Merkmal der Klasse 3 repräsentiert ein Ausfallmerkmal durch hohe Beanspruchung. 
Zur Vermeidung der Ausfälle sind Leistungsschalter in Bezug zum Instandhaltungszyklus 
der Klasse 1 in kleineren Zyklen instandzuhalten.
Merkmalsbegriff Synonym Merkmal der Klassen
Kurbelplatte Kurplat 1 und 2
Hilfsschalterkontakt Hischak 1 und 2
Hauptkontakt Hako 1
Auslösewelle Auslwe 1 und 2
Stößel Keramik StöKer 2
Überstromauslöser Überstau 2










Tabelle 4.2: Klassifizierung des Zustandes von Leistungsschaltern durch begriffliche Merk-
male 
Bedingt durch die subjektive Erfassung der Merkmalsmuster und dem unvollständigen Wissen 
der  Instandhalter  über  den  detaillierten  Lebenslauf  der  Komponenten  werden  Merkmale 
erfasst,  die  eine  Klassifizierung  des  Instandhaltungstermins  zu  einem  Merkmalsmuster 
verfälschen  können.  Für  die  Klassifizierung  der  Instandhaltungsterminprognose  werden 
folgende Probleme zusammengefasst:
Gemeinsames Eintreten von Merkmalen: Die Relation beschreibt eine Kombination von 
Zustandsmerkmalen eines Merkmalsmusters.  Ob die Merkmale voneinander abhängig oder 
unabhängig eintreten, ist nicht bekannt.
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Eintreten von Zufallsmerkmalen: Als Zufallsmerkmale werden Merkmale definiert, die das 
Klassifizierungsergebnis verfälschen können.
Unter den gegebenen Bedingungen besteht das Ziel, Merkmale und Merkmalsmuster zu einer 
Instandhaltungsterminprognose  zu  klassifizieren.  Da  in  der  Untersuchung  die  Anzahl  der 
vergleichbaren Fallbeispiele sehr unterschiedlich ist und zum Teil nur auf einem einzigen Fall 
zurückgegriffen werden kann, wurde ein Ansatz aus dem fallbasierten Schließen gewählt.
Durch  Goos [29]  werden  zur  Wissensakquisition  im  fallbasierten  Klassifizieren 
Ähnlichkeitskategorien für  Antworttypen eingeführt,  die  grundsätzlich  die  Kategorisierung 
von Fällen mit ähnlichen Merkmalen ermöglichen. 
In  der  individuellen  Ähnlichkeitskategorie  werden  Merkmalswerte  ohne  Berücksichtigung 
weiteren  Wissens  auf  Identität  verglichen.  In  einer  als  Matrix  formulierten 
Ähnlichkeitskategorie sind alle Antwortkandidaten enthalten. Die Ähnlichkeit nimmt Werte 
im Intervall [0, 1] an.
Eine  gruppierte  Antwortkategorie  beschränkt  die  Menge aus  der  Antwortkategorie  Matrix 
beliebig und berücksichtigt nur ausgewählte Merkmale, die eine Gruppe beschreiben.
Eine  funktionale  Ähnlichkeitskategorie  ist  für  skalare  Antworttypen  modellierbar.  Die 
Ähnlichkeit wird durch eine Funktion f(A)/ f(B) oder 1-∣f(A)-f(B)∣/ K beschrieben, wobei die 
Konstante K und die Funktionen vom Experten vorzugeben sind. Die Funktionen f(A) und 
f(B) repräsentieren numerische Werte, die in einem Verhältnis zueinander oder zu einem fest 
vorgegebenen Bezugswert K die Ähnlichkeit von Begriffen beschreiben [29].
Experten  definieren  die  Ähnlichkeit  entsprechend  den  Antwortkategorien.  Da  durch 
Merkmalsmuster  beschrieben,  wird  die  Ähnlichkeit  zwischen  den  Merkmalsmustern 
berechnet. Die Analyse der Muster im folgenden Abschnitt  zeigt, dass die Ähnlichkeit  der 
Muster  durch partielle  Gleichheit  und lokal  partielle  Ähnlichkeit  der  Merkmale berechnet 
werden  kann  [85].  Für  die  Berechnung  der  funktionalen  Ähnlichkeit  wird  eine  Funktion 
modifiziert.
4.2 Klassifizierung durch partielle Gleichheit der Merkmale
Ein  Fall  F  wird  aus  dem  Prozess  als  Muster  von  Merkmalsbegriffen  erfasst,  die 
Zustandsmerkmale zi(Kj) der Komponenten Kj mit der Gleichung (4.1) beschreiben.
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 F = {zi(Kj)} (4.1)
Für zi(Kj)  gilt  i{1,...,  k}und j{1,...,  k}.  Die Ähnlichkeit  zwischen der Anfrage Fakt und 
einem Referenzfall FRef wird durch die Gleichheit der Merkmalsbegriffe ziakt und ziRef definiert. 
In einem Modell ist ein Fall F ein Tupel aus einem n-dimensionalen Datenraum U = Dn mit F 
= (zi,..., zn). Fallbeispiele sind ähnlich, wenn zumindest ein in der Anfrage Fakt spezifiziertes 
Merkmal  zi mit  dem entsprechenden Merkmal  des  Fallbeispiels  FRef nach  Gleichung (4.2) 
übereinstimmt [85]. 
SIM(Fakt, FRef) ⇔ ∃i{1,..., k} ziakt = ziRef (4.2)
SIM(Fakt,  FRef)  definiert  ein  Prädikat,  dass  die  Fälle  Fakt und  FRef ähnlich  sind.  Um  die 
Bedeutung der Merkmale für eine Klasse zu bestimmen, werden die Merkmale der Beispiele 
aus der Tabelle 4.2 im Bild 4.1 zu den Klassen geordnet und graphisch dargestellt.
Das  Merkmal <AntrMot> der  Klasse 3 stellt  einen alterungsbedingten Isolationsfehler des 
Antriebsmotors  am  Leistungsschalter  dar  und  bestimmt  als  Einzelmerkmal  die 
Instandhaltungsterminprognose.  Für  die  Klassifizierung  einer  Anfrage  mit  dem  Merkmal 
zl(Kakt) = <AntrMot> reicht die Auswahl eines Referenzfalls mit dem Merkmals zl(KRef), das 
Gleichung (4.3) erfüllt, aus.
zl(K)akt = zl(K)Ref (4.3) 
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Die Klasse 1 repräsentiert Merkmale der Normalbetriebsphase. Die Klasse 2 hingegen wird 
durch eine Menge von Merkmalen  der Verschleißphase beschrieben. 
Das Auftreten gleicher Merkmale in den Klassen 1 und 2 wird durch eine Überdeckung der 
Funktionen im Bild 4.1 dargestellt.  Beiden Klassen gehören die Merkmale <Hischak> und 
<Auslwe> an. Da beiden Klassen unterschiedliche Instandhaltungstermine zugeordnet werden, 
kann aus dem partiellen Vergleich der Merkmale keine ausreichende Klassifizierung erzielt 
werden.
Um die Bedeutung der Einzelmerkmale innerhalb der Klasse 1 zu untersuchen, wurde eine 
Häufigkeitsverteilung  aufgestellt,  in  der  die  absolute  Häufigkeit  der  Merkmale  aus  den 
erfassten Beispielen dargestellt ist (Bild 4.2). 
Durch die in einer Anzahl n > 1 vorkommenden Merkmale <Schlo> und >Kurplat> sind die 
Klasse  1  und  2  klassifizierbar.  Auch  hier  zeigt  sich,  dass  z.  B.  die  für  die  Klasse  1 
bedeutenden Merkmale <Hischak> und <Auslwe> ebenso in der Klasse 2 vorkommen.
Da eine  Analyse  oft  nur  wenige  Fälle  umfasst  (vgl.  Kapitel  2),  kann die  Darstellung der 
Häufigkeitsverteilung im Benutzerdialog die Klassifizierung graphisch unterstützen. 
Durch spezifische Merkmale können ausgewählte Zustandsmuster klassifiziert  werden. Die 
Klassifizierung  partiell  lokaler  Ähnlichkeit  in  Merkmalskombinationen  wird  im  folgenden 
Abschnitt untersucht.
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4.3 Klassifizierung partiell lokaler Ähnlichkeit
Wie aus dem Bild 4.2 ersichtlich ist,  existieren für die Klasse 1 die relevanten Merkmale 
<Kurplat> und <Hischak>.  Durch die quantitative Bestimmung eines Schwellwertes  i kann 
die  Bedingung  (4.2)  variabel  an  die  spezifische  Problemstellung  mit  Bedingung  (4.4) 
angepasst  und das aktuelle Fallmuster  nach einer Menge relevanter Merkmale klassifiziert 
werden [85]. 
SIM(Fakt, FRef) ⇔ i{1,..., k} sim(ziakt, ziRef) i, ziakt  = ziRef , 12 = z1Ref + z2Ref (4.4)
Der Schwellwert  i wird durch die Summe der Referenzmerkmale z1Ref  + z2Ref definiert. Die 
Ähnlichkeit sim(ziakt, ziRef) hat einen Betrag, es gilt  sim(ziakt, ziRef)[0, 1].
Durch die Wissensakquisition wurde bestätigt, dass fallspezifische Merkmalskombinationen 
typische Klassifizierungsmerkmale darstellen. Die fallspezifische Verteilung der Merkmale ist 
für die Beispiele aus der Tabelle 4.2 in der Tabelle 4.3 dargestellt. 
Einzelmerkmale kommen in allen Klassen vor. Während für die Klasse 1 des Beispiels die 
Merkmale  <Hischak>  und  <Kurplat>  sowie  <Hischak>  und  <Auslwe>  auffällige 
Merkmalskombinationen  darstellen,  repräsentieren  z.  B.  die  Merkmale  <Grpl>,  <Schlo>, 
<Seitenwa> usw. die Verschleißphase (Klasse 2). 
Durch  die  Bedingung  (4.4)  werden  aber  nicht  alle  Beispiele  aus  der  Tabelle  4.3  zu  der 
angegebenen Klasse klassifiziert. Wird z. B. für eine Anfrage mit der Merkmalskombination 



































































1 1 X X X
2 1 X X
3 1 X X X
4 1 X X
5 1 X
6 1 X X X
7 2 X X X X X
8 2 X X X X X X X
9 2 X X X X X X X
10 3 X X
11 3 X
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Fakt = {<Hischak>, <Auslwe>} der Schwellwert (<Hischak> + <Auslwe> ) ≥ i definiert, so 
werden durch die Bedingung (4.4) zur Klasse 1 die Fälle 2, 3, 6 und 8 klassifiziert, die Fälle 1, 
4 und 5 werden ausgeschlossen. Die klassifizierten Fälle 6 und 8 werden hingegen durch die 
Befragung der Klasse 2 zugeordnet.
Neben der partiellen Gleichheit  begrifflicher Merkmale bzw. Merkmalskombinationen sind 
weitere  Beschreibungsmerkmale  aus  einem  Muster  zur  Klassifizierung  eines 
Instandhaltungstermins notwendig. Im folgenden Abschnitt wird deshalb die Beschreibung der 
Ähnlichkeit durch einen Parameter untersucht und als funktionale Ähnlichkeit aufgefasst.
4.4 Klassifizierung funktionaler Ähnlichkeit
Funktionale  Ähnlichkeit  wird  durch  eine  numerische  Funktion  mit  Gleichung  (4.5) 
beschrieben [29].
SIM(Fakt, FRef) ⇔ i{1,..., k} sim(ziakt, ziRef) ≥i mit ziakt = ziRef, i = f(ziakt, ziRef) (4.5)
Die Definition der Funktion i = f(ziakt, ziRef) wird problemspezifisch aus der Domänenanalyse 
festgelegt.  Eine  Funktion soll  die  aus  der  Analyse in  den vorigen Abschnitten ermittelten 
Bedingungen erfüllen:
1. Merkmalsmuster werden durch die partielle Gleichheit relevanter Merkmale klassifiziert.
2. Die falsche Klassifizierung durch zufällig eingetretene Merkmale wird vermieden.
3. Merkmalsmuster  werden  durch  Merkmalsbegriffe  und  Merkmalskombinationen 
klassifiziert. 
Zur  Beschreibung  variabler  Merkmalskombinationen  in  der  Verschleißphase  der 
Komponenten wird der Begriff der Musterkomplexität eingeführt. 
Musterkomplexität: Musterkomplexität wird durch die Merkmale, die Anzahl der Merkmale 
und durch das Verhältnis der klassifizierenden zu den nichtklassifizierenden Merkmalen einer 
Klasse beschrieben. Die Anzahl der Merkmale in der Klasse kann variabel sein.
In der Tabelle 4.3 ist ersichtlich, dass die Klasse 1 einen hohen Anteil gleicher Merkmale 
besitzt.  Demgegenüber  besitzen  die  Fälle  der  Klasse  2  (Leistungsschalter  in  der 
Verschleißphase) im Vergleich zu den Klassen 1 und 3 eine hohe Merkmalskomplexität. 
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Wie die ausgewählten Falldaten zeigen, ist die Anzahl der Merkmale variabel. So werden die 
Klasse 1 durch eine Anzahl n = 1..3 und die Klasse 2 durch eine Anzahl n > 5 beschrieben. Da 
die Klassen unterschiedliche Lebensdauerphasen der Leistungsschalter beschreiben und damit 
unterschiedliche Instandhaltungsterminprognosen erzeugen, soll die Anzahl der Merkmale in 
die Klassifizierung eingehen. Innerhalb der Klassen soll eine Variation der Ereignisanzahl, die 
die Klassifizierung des  Instandhaltungstermins nicht beeinflusst, toleriert werden.
Wird  ein  Merkmal  als  Dimension  aufgefasst,  sind  aufgrund  der  variablen  und  hohen 
Dimensionalität  der  Klassifizierungsaufgabe  Verfahren,  die  für  alle  Fälle  die  Definition 
gleicher  Dimensionen  erfordern  (z.  B.  nächste  Nachbar-Suche,  k-d-Baum-Retrieval),  nicht 
geeignet.
Hingegen wird im Contrast-Modell  [78]  ein mengentheoretischer Ansatz  durch die lineare 
Kombination  gewichteter  Differenzen  ausgedrückt,  die  zwischen  ihren  gemeinsamen  und 
ihren unterscheidenden Merkmalen bestehen [85].
Mengentheoretischer Modellansatz
Für die Beschreibung der Ähnlichkeit von Merkmalsmengen wurde der Ansatz des Contrast-
Modells von Tversky [79] gewählt.  
Die begrifflichen Merkmale zweier Fälle Fi und Fj werden als Mengen Fi und Fj aufgefasst. Die 
Ähnlichkeit der Merkmalsmengen sim(Fi, Fj) wird als eine Kombination aus der Menge ihrer 
gemeinsamen Merkmale und ihrer unterschiedlichen Merkmale gebildet (Gleichung (4.6)). 
sim(Fi, Fj) = f(Fi  ∩ Fj) - f(Fi  - Fj) - f(Fj  - Fi), mit , ,  ≥ 0 (4.6)
Für zwei Mengen Fi und Fj modelliert Fi ∩ Fj die Anzahl der Merkmale, die in den Mengen Fi 
und Fj enthalten  sind,  Fi  -  Fj die  Merkmale,  die  in  Fi  und nicht  in  Fj,  sowie Fj –  Fi   die 
Merkmale, die in Fj und nicht in Fi enthalten sind. Die Variablen , ,  stellen Gewichte dar. 
Zum Vergleich der Ähnlichkeit von zwei Fuzzy-Objektbeschreibungen entwickelte Rifqi [66] 
ein Ähnlichkeitsmaß, dass zu Tverskys Contrast-Modell [79] kompatibel ist. 
Zur Bewertung der Ähnlichkeit der Mengen Fi und Fj wird der Ansatz mit Gleichung (4.7) 
[66] gewählt.
sim(Fi, Fj) = FS(M(Fi ∩ Fj )/ M(Fi ∩ Fj), M(Fi  – Fj), M(Fj – Fi)) (4.7)
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FS sei eine Abbildung FS: ℜ+ x ℜ+ x  ℜ+  [0, 1] und M ein Fuzzy-Maß für den Vergleich von 
Fuzzy-Untermengen F() in  [66].  
Um die Ähnlichkeit zwischen einer Anfrage Fakt und einem Referenzfall FRef zu bestimmen, 
wird aus Gleichung (4.7) die Gleichung (4.8) modifiziert.
sim(Fakt, FRef) = f(Fakt  ∩ FRef)/ f(Fakt ∩ FRef) + f(Fakt ∖ FRef) + f(FRef ∖ Fakt) (4.8)
Zur Modellierung führt Rifqi [66] einen Parametersatz (X, Y, Z) in Gleichung (4.9) ein. 
sim(Fakt, FRef ) = FS(X, Y, Z) (4.9) 
Die Parameter X, Y und Z modellieren den Vergleich gleicher und ungleicher Merkmale in 
den zu vergleichenden Mengen und werden mit 
• X = f(Fakt ∩ FRef)
• Y = f(Fakt ∖ FRef)
• Z = f(FRef ∖ Fakt)
berechnet. Die Normalisierung der Parameter wird analog zum Verfahren bei  Rifqi [66] mit 
den Gleichungen (4.10) bis (4.12) modelliert.
              X
x = 
 X 2Y 2Z 2
(4.10)
 
              Y
y =  
 X 2Y 2Z 2
(4.11)
              Z
z =  
 X 2Y 2Z 2
(4.12)
Wird Z = 0 gesetzt, so gilt für die Normalisierung x2 + y2 = 1. Das Ähnlichkeitsmaß sim(Fakt, 
FRef) kann auf einem Vierteilkreis modelliert werden (Bild 4.3). Dabei beschreibt der Winkel 
 die Güte des Ähnlichkeitsvektors FS im Zustandsraum ℜ. Zwischen Nichtähnlichkeit  = 0 
und vollständiger Ähnlichkeit   =  /2 kann jeder Merkmalszustand eingenommen werden 
[66].
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Um  eine  problemspezifische  Beschreibung  des  Vergleichsmaßes  über  den  gesamten 
Definitionsbereich  zu  erzielen,  werden  die  Parameter  y  und  z  durch  einen  Parameter   
zusammengefasst [66].  
Durch  die  Modellierung  des  Parameters   nach  Gleichung  (4.13)  wird  erreicht,  dass  im  
Definitionsbereich  hoher  Ähnlichkeit  (Nichtähnlichkeit)  der  Zuwachs  an  Ähnlichkeit 
(Nichtähnlichkeit) kleiner wird. Ist die Anzahl der gleichen Merkmale im Verhältnis zu den 
unterschiedlichen  Merkmalen  größer,  bringt  jedes  weitere  gleiche  Merkmal  einen  immer 
geringeren Zuwachs an Ähnlichkeit.
gemeinsame Merkmale
              Ähnlichkeit      
            zunehmend  
 x
     
      
  gegensätzliche Merkmale   
                                                                      
                  
 = Y 2Z 2 (4.13)
Aus den Parametern  und x wird der Winkel   nach Gleichung (4.14) berechnet.
 = arctan / x (4.14)
Ein hoher Anteil gemeinsamer Merkmale in den Mengen Fakt und FRef ergibt in Bezug auf die 
gesamte  Anzahl  der  Merkmale  in  Fakt und  FRef einen  kleinen  Winkel  ,  für  das  Maß 
sim(Fakt, FRef) gilt (vgl. Bild 4.3)
sim(Fakt, FRef)  max. bei   0. 
y
  = /2
f(Fakt∩ FRef) = 0
    = 0
FRef ⊆ Fakt

Bild 4.3: Definition des Winkels  mit Z = 0 [66]
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Hingegen wird bei  einem hohen Anteil  nichtähnlicher Merkmale,  die  nur in  Fakt oder  FRef 
enthalten und nicht in Fakt und FRef enthalten sind,  sim(Fakt, FRef) sehr klein. Es gilt (vgl. Bild 
4.3)
sim(Fakt, FRef)  min. bei   /2. 
Zu einem Beispiel aus der Tabelle 4.3 wird das Verfahren dargestellt:
Als Anfrage wird für den Fall  F3 das Merkmalsmuster  „Kurbelplatte  gerissen“ <Kurplat>, 
Hilfsschalter  ausgetauscht“  <Hischak>  und  „Auslösewelle  ausgeschlagen“  <Auslwe>, 
bestimmt.  Als  Referenzfall  wurde  ein  Muster  analog  dem  Fall  F6 mit  den Merkmalen 
„Auslösewelle  ausgeschlagen“  <Auslwe>,  „Hilfsschalter  ausgetauscht“  <Hischak>  und 
„Keramikteil vom Stößel gelockert“ <StöKer> ermittelt. 
Die Variablen X, Y und Z ergeben sich mit:
X(F3 ∩ F6) = {<Ausle>, <Hischak>} =  2
Y(F3 ∖ F6) = {<Kurplat>} = 1
Z(F6 ∖ F3) = {<StöKer>} = 1
Mit den Gleichungen (4.10) bis (4.14) werden berechnet: x = 0,82; y = 0,41; z = 0,41;   = 
0,58;  = 55° (vgl. Bild 4.3). Der Winkel  = 55° beschreibt im Intervall  [0, 90°], dass 
die  zu  vergleichenden  Muster  eine  höhere  Ähnlichkeit  als  Nichtähnlichkeit  besitzen. 
Demzufolge  bringen  weitere  gemeinsame  Merkmale  einen  geringeren  Zuwachs  an 
Ähnlichkeit,  als  weitere  nichtähnliche  Merkmale  einen  Zuwachs  an  Nichtähnlichkeit.  Im 
Intervall [0, /2] ergibt sich aus dem Winkel   = 55°  = 0,62.
Für weitere Beispiele wurden die Parameterwerte berechnet (siehe Anlagen B4 und B5). Die 
Ergebnisse der  Berechnungen werden nachfolgend zusammengefasst.
Klassifizierung des Merkmalmusters einer Anfrage
Eine Menge von Merkmalsmustern mit einer gleichen Instandhaltungsterminprognose wird als 
eine  Klasse  C  aufgefasst,  in  der  zwischen  jedem  Fallpaar  {FiRef,  FjRef}  (Musterpaar)  die 
Ähnlichkeit durch den Parameter   berechnet wird. Für eine Klasse von Merkmalsmustern 
ergibt sich dadurch eine Menge von Parameterwerten i, die eine Symbolkette definieren.
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Wird für das Muster einer Anfrage Fakt  zu jedem Muster FiRef der Klasse CRef der Parameter  
ermittelt,  so  kann  die  Menge  der  Parameterwerte  i  ebenfalls  als  Symbolkette  aufgefasst 
werden.  Der  Abstand  zwischen  den  beiden  Symbolketten  ist  durch  ein  Abstandsmaß  zu 
modellieren. Folgende Aussagen werden durch den Vergleich der Parameterwerte erzielt:
Parameterwert
Je kleiner die ermittelten identischen Parameterwerte sind, desto ähnlicher sind die Merkmale 
der zu vergleichenden Muster. Der ähnlichste Referenzfall zu einer Anfrage ist der Fall mit 
dem kleinsten gemeinsamen Parameterwert.
Gleiche Parameterwerte
Gleiche Parameterwerte modellieren die Gleichheit des Verhältnisses ähnlicher Merkmale zur 
Gesamtzahl  der  Merkmale.  Je  kleiner  die  dabei  berechneten  Parameterwerte  sind,  desto 
ähnlicher sind die Muster. Nicht vergleichbare Parameterwerte modellieren unterschiedliche 
Schädigungszustände. 
Gleiche Anzahl der Merkmale 
Die Auswertung von Inspektionsergebnissen zeigte, dass ein Zustand durch unterschiedliche 
Merkmale repräsentiert werden kann. Der Verschleißzustand an einem Leistungsschalter kann 
durch eine ausgeschlagene Auslösewelle oder durch ein ausgeschlagenes Lager für die Welle 
beschrieben werden. Die Anzahl der Merkmale bleibt trotzdem gleich. Die Zuordnung beider 
Muster zu einer Klasse wird durch die gleiche Instandhaltungsterminprognose festgelegt und 
ist im Fallvergleich durch die gemeinsame Referenzklasse gegeben.
Vergleich der Intervalle 
Die  Definition  der  Parameterwerte  als  ein  Intervall  ermöglicht  die  Beschreibung  des 
Abstandes  zwischen  einer  Anfrage  und  dem  Referenzfall  bei  unvergleichbaren 
Parameterwerten. 
Im folgenden Abschnitt wird ein Verfahren zum Vergleich der Intervalle modifiziert. 
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4.5 Entwicklung von Verfahren zur Klassifizierung variabler Merkmale
Für alle Fallpaare der Klasse 1 (Tabelle 4.3) werden mit den Gleichungen (4.10) bis (4.14) die 
Parameterwerte  berechnet (Tabelle 4.4). Die Zeile 1 zeigt die berechneten Parameterwerte, 
Zeile  2  ordnet  die  Anzahl  n  der  berechneten  Parameterwerte  für  alle  aus  der  Klasse  1 
gebildeten  Fallpaare  zu.  Der  Wert   =  0,62  in  Spalte  3  wurde  z.  B.  für  zwei 
Musterkombinationen (Fallpaare {1; 3} und {3; 6}) der Tabelle 4.3 berechnet. 
Parameterwerte  1 2 3 4 5 6 7
0,46 0,62 0,79 0,96 1,11 1,15 1,23
n(Ref) 4 2 2 1 3 2 1
Tabelle 4.4: Häufigkeit der Wertepaare für den Parameter  in der Klasse 1 der Tabelle 4.3
Zur Klassifizierung einer Anfrage Fakt wird für jedes Fallpaar {Fakt, FiRef} der Referenzklasse 
CRef  mit den Gleichungen (4.10) bis (4.14) der Parameter akt, Ref berechnet. 
Für FiRef gilt i({1, 2, ...n}. Als Notation wird für die Menge aller Fallpaare {Fakt, FiRef}, die 
durch  die  Anfrage  und  einem Referenzfall  der  Klasse  Ci gebildet  werden,  {Fakt,  F(CiRef)} 
eingeführt.
Werden  die  Güteparameter   mit  den  Gleichungen  (4.10)  bis  (4.14)  für  alle  Fallpaare 
{FkRef, FlRef} der Referenzklasse CRef berechnet, ergibt sich Parameter Ref.
4.5.1 Klassifizierung von Mustern gleicher Komplexität
Muster  gleicher  Komplexität  besitzen  eine  gleiche  Anzahl  von  Merkmalen  und  erfüllen 
partielle Gleichheit. Zur Berechnung der Ähnlichkeit wird Gleichung (4.8) durch Gleichung 
(4.15) modifiziert.
sim(Fakt, CiRef) = (4.15)
n(akt, Ref ∩ Ref )
n(akt, Ref ∩ Ref ) + n(akt, Ref ∖ Ref ) + n( Ref ∖  akt, Ref)
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Die Gewichte der Mengen werden durch die Anzahl n der Parameterwerte definiert. Die für 
die Parameterwerte akt, Ref und  Ref eingeführten Notationen werden definiert mit   
akt, Ref = (Fakt ∩ FRef(C))
Ref = (FkRef(C) ∩ FlRef(C))
An  einem Beispiel  aus  der  Tabelle  4.3  ist  die  Berechnung  dargestellt.  Dazu  wurde  eine 
Anfrage  Fakt mit dem Merkmalsmuster für den Fall F4 angenommen und die Ähnlichkeit zu 
den Klassen C1Ref (Fall F1...F6) und C2Ref (Fall F7...F9) berechnet. 
Mit den Gleichungen (4.10) bis (4.14) wird für jedes Fallpaar {FkRef, FlRef} in den Klassen C1Ref 
bzw. C2Ref der Parameterwert Ref ermittelt. Die Anzahl n(Ref) der belegten Werte sind jeweils 
in Zeile 1 der Tabellen 4.5 und 4.6 eingetragen. 
Analog wird die Anfrage Fakt mit jedem Fall der Klassen C1Ref und C2Ref verglichen und  akt 
berechnet.  Die  Anzahl  der  belegten  Werte  ist  in  den  Zeilen  2  der  Tabellen  4.5  und  4.6 
eingetragen.
Parameterwerte  1 2 3 4 5 6 7
0,46 0,62 0,79 0,96 1,11 1,15 1,23
n(Ref) 1 1 1 0 1 1 1
n(akt, Ref) 1 0 1 1 0 1 0
Tabelle 4.5: Anzahl der Parameterwertbelegungen für die Fallpaare {Fakt, F(C1Ref)} und für 
Fallpaare in der Klasse ClRef
Parameterwerte  1 2 3 4
1,09 1,24 1,41 1,57
n(Ref) 1 1 0 0
n(akt, Ref) 0 0 1 1
Tabelle 4.6: Anzahl der Parameterwertbelegungen für die Fallpaare {Fakt, F(C2Ref)} und für 
Fallpaare in der Klasse C2Ref
Mit der Gleichung (4.15) wird berechnet:
sim(Fakt, F(C1Ref)) = 0,43
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sim(Fakt, F(C2Ref)) = 0
Durch das Ergebnis 
sim(Fakt, F(C1Ref)) > sim(Fakt, F(C2Ref))
wird die Anfrage Fakt = F4 zur Klasse C1Ref klassifiziert.
In den Bildern 4.4 und 4.5 sind der Vergleich der Parameterwerte   graphisch dargestellt. 
Während  für  das  Muster  aus  dem  Vergleich  {Fakt,  F(C1Ref)}  drei  Parameterwerte 
übereinstimmen  (Bild 4.4),  stimmen die Parameterwerte im  Vergleich {Fakt,  F(C2Ref)} nicht 
überein (Bild 4.5).
4.5.2 Klassifizierung von Mustern ungleicher Komplexität
Muster  ungleicher  Komplexität  besitzen  eine  ungleiche Anzahl  von Merkmalen.  Für  eine 
Anfrage  Fakt werden  beim  Vergleich  mit  Referenzmustern  unbekannter  Komplexität 
Bild 4.5: Vergleich der Parameterwerte für {Fakt, F(C2Ref)}
0 1,09 1,24 1,41 1,57
0
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Bild 4.4: Vergleich der Parameterwerte für {Fakt, F(C1Ref)}
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Parameterwerte  akt,  Ref berechnet, die beim Vergleich der Fallpaare aus der Referenzklasse 
nicht ermittelt werden. Ein Beispiel (Tabelle 4.7) zeigt, dass im Vergleich der Anfrage mit 
Fällen einer ähnlichen Klasse C1Ref kleine Parameterwerte akt, Ref berechnet werden. Dem sind 
Intervalle für Parameterwerte  akt,  Ref   unähnlicher Klassen C2Ref und C3Ref gegenübergestellt. 
Alle durch akt, Ref belegten Parameterwerte sind mit „1“ und alle nur durch Ref(Ci) belegten 
Parameterwerte mit „0“ gekennzeichnet.
Parameterwerte  1 2 3 4 5 6 7 8 9 10
0,46 0,62 0,79 0,96 1,11 1,15 1,23 1,41 1,45 1,57
 akt, Ref,   Ref(C1) 0 0 1 0 1 0 0
 akt, Ref,   Ref(C2) 0 1 1
 akt, Ref,   Ref(C3) 1 1
Tabelle 4.7: Parameterwertbelegungen für Fallpaare {Fakt, F(CiRef)} und {FkRef, FlRef}
Im Bild 4.6 ist  der Vergleich für  das  Beispiel  dargestellt.  Zwischen der  Anfrage und den 
Fällen der Klasse C1Ref werden die kleinsten Parameterwerte  = {0,79; 1,11} ermittelt. Das 
Intervall  beträgt  (Fakt,  C1Ref)  =  [0,79;  1,11].  Der  grüne  Balken  stellt  das  Intervall  der 
Parameterwerte dar, das für den Fall der Anfrage Fakt zu den Fällen der Referenzklasse C1Ref, 
berechnet wird. Die roten Balken repräsentieren die zwei ausgeschlossene Klassen C2Ref und 
C3Ref.  Aus  der  Darstellung  wird  deutlich,  das  für  den  Fallvergleich  der  Anfrage  zur 
klassifizierten  Referenzklasse  C1Ref eine  höhere  Ähnlichkeit  berechnet  wird,  als  zu  den 
ausgeschlossenen Klassen. 
Abschließend wird für die Klassifizierung der Anfrage mit den modifizierten Verfahren ein 
Ablaufmodell entwickelt.
4.6 Ablaufmodell
Zur  Lösung  dieser  Aufgaben  wird  aus  eigenen  Überlegungen  der  Ablauf  im  Bild  4.7 
vorgeschlagen. Prinzipiell gilt die Klassifizierung dann als gelöst, wenn eine einzige Klasse 
zum Merkmalsmuster der Anfrage klassifiziert wird. 
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Eine Anfrage ist als ein Muster von Merkmalen gegeben. Für alle Referenzklassen, in denen 
ein Merkmal des Musters der Anfrage enthalten ist (Erfüllung der partiellen Gleichheit) wird 


















Bild 4.6: Ähnlichkeitsintervalle für die Fallpaare zu den Klassen (Tabelle 4.7) 






0              0,2           0,4           0,6            0,8           1,0            1,2            1,4        1,57         
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Da  Leistungsschalter  in  der  Verschleißphase  durch  ausschließlich  ungleiche  Merkmalen 
beschrieben werden können, wird bei  vollständiger Ungleichheit  der Merkmale die Klasse 
<Leistungsschalter verschlissen> vorgeschlagen.
Die  Anfrage  wird  durch  die  Berechnung  des  Parameterwertes  mit  einem Verfahren  nach 
Abschnitt 4.5.1 bzw. 4.5.2 klassifiziert. Alle Fälle der Referenzklasse werden als Referenzfälle 
ausgegeben.
4.7 Zusammenfassung
In Schaltanlagen von Heizkraftwerken wird der Instandhaltungstermin auf der Grundlage von 
Zustandsmerkmalsmustern  prognostiziert.  Da  die  Merkmale  innerhalb  der  Muster  und  die 
Anzahl  der  Merkmale  innerhalb  einer  Klasse  variabel  sein  können,  sind  Verfahren  zum 
partiellen Merkmalsvergleich nicht geeignet. 
Für  die  Klassifizierung  der  Zustandsmerkmalsmuster  von  Leistungsschaltern  wurden 
Begriffsmuster hinsichtlich der Klassifizierung durch   
1. partielle Gleichheit 
2. lokal partielle Ähnlichkeit
3. funktionale Ähnlichkeit
untersucht. Die Analyse wurde an Beispielen, die aus Instandhaltungsberichten erfasst wurden, 
durchgeführt.  Im  Ergebnis  der  Analyse  wurden  Verfahren  zur  Klassifizierung  von 
Merkmalsmustern  gleicher  und  ungleicher  Musterkomplexität  modifiziert  und  an 
Fallbeispielen getestet. 
Alle Fälle aus der ermittelten Referenzklasse beschreiben einen Zustand, der unabhängig von 
der zurückgelegten Lebensdauer klassifiziert wurde. Für die Prognose der Restlebensdauer ist 
aber  die  Abbildung  der  Zustandsbeschreibung  auf  die  zurückgelegte  Lebensdauer  der 
Komponente notwendig. Im folgenden Kapitel wird die Prognose der Restlebensdauer aus den 
Zustandmerkmalen untersucht.
Zur Prüfung des Verfahrens wurden Merkmalsmuster für Leistungsschalter (siehe Anhang B2 
bis B5) ausgewertet und den Instandhaltungszyklen zugeordnet. Die berechneten Ergebnisse 
bestätigen die Klassifizierung.
Lebensdauermodell                                                     106
5 Lebensdauermodell                                                    
5.1 Problemanalyse
In der Instandhaltung von elektrischen Anlagen in Heizkraftwerken werden die verfügbaren 
Zustandsinformationen aus den Instandhaltungsberichten für eine Prognose in der operativen, 
mittel-  und  langfristigen  Instandhaltungsplanung  genutzt.  Da  komplexe  elektrische 
Betriebsmittel  auch  Komponenten  enthalten,  deren  Ausfall  das  Lebensdauerende  des 
Betriebsmittels darstellt, sind die Instandhaltungstermine mit Rücksicht auf die Lebensdauer 
des Betriebsmittels zu planen. Im Bild 5.1 ist der Zusammenhang erläutert.
Wartungen  werden  nach  gleichen  Intervallen  durchgeführt.  Ohne  Berücksichtigung  der 
Lebensdauer  des  Betriebsmittels  wird  ein  Wartungsintervall  3  prognostiziert,  das  über  die 
Lebensdauer des Betriebsmittels hinausgeht.
Um den Widerspruch zwischen der Instandhaltungsterminprognose und der Restlebensdauer 
zu  vermeiden,  wird  ein  Lebensdauermodell  entwickelt,  auf  dem  die  klassifizierten 
Zustandsmerkmalsmuster in Abhängigkeit von der Lebensdauer abgebildet werden. 
Der Entwurf als qualitatives Zustands-Restbetriebsdauer-Modell ermöglicht die Prognose aus 
Zustandsmerkmalen,  die  nicht  als  Referenzmerkmale  verfügbar  sind.  Dazu  wird  ein 
Inferenzverfahren  aus  der  Fuzzy-Reglung  zur  Bestimmung  der  Restbetriebsdauer  aus 
natürlichsprachlichen, qualitativ abgebildeten Zustandsbeschreibungen modifiziert.





prognostiziertes Wartungsintervall 3 
Zeit
Bild 5.1: Zusammenhang zwischen Prognose und Lebensdauer eines Betriebsmittels
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5.2 Entwicklung einer Zustandsfunktion
5.2.1 Zustandsbeschreibung
Bei  der  Auswertung  von  Instandhaltungsberichten  aus  Heizkraftwerken  wurde  festgestellt, 
dass  der  Schwerpunkt  auf  die  Zustandsbeschreibungen  und  die  daraus  abgeleiteten 
Instandhaltungsmaßnahmen  gelegt  wurde.  Zur  Restbetriebsdauer  sind  nur  wenige  und 
unscharfe Aussagen enthalten. 
Die  Befragungen  von  Experten  mit  dem Ziel,  Zustandsmerkmalen  eine  Restbetriebsdauer 
zuzuordnen, brachte keine befriedigenden Ergebnisse. Abstrahierende und verallgemeinernde 
Aussagen  zur  Restbetriebsdauer  wurden  mit  Hinweis  auf  die  Komplexität  der 
Einsatzbedingungen abgelehnt.
Die Erfassung brauchbarer  Restbetriebsdauerdaten konzentrierte  sich deshalb auf  fallweise 
durchgeführte, episodische Interviews, in denen Experten aufgefordert wurden, in Ketten über 
die  Situation  zu  erzählen  [24].  Der  Zustand  und  die  Restbetriebsdauer  werden 
natürlichsprachlich in linguistischen Ausdrücken formuliert. Erfasste  Zustände werden z. B. 
beschrieben mit <geringer Kontaktabbrand>, <mittlere Verschmutzung>, <starke Korrosion>. 
Die  Restbetriebsdauer   wird  beschrieben  durch  <ca.  ein  Jahr>,  <  in  nächster  Zeit>, 
<umgehend>.
Aus  den  Beschreibungen  kann  für  jede  Komponente  eine  Folge  von  Zuständen,  z.  B. 
{<Sollzustand>, <Ausfallzustand>} gefunden werden, die qualitativ als ein Zustandsspektrum 
entworfen wird (Bild 5.2). 
             z0                      zi       zj     zA
Definition: Ein Zustandsspektrum Z stellt eine geordnete Menge einnehmbarer Zustände zZ 
einer  Komponente  Ki mit  i  <  j   zi <  zj dar.  Ein  Startzustand  wird  mit  z0 und  ein 
Ausfallzustand mit zA modelliert. 
Zur Zuordnung einer Prognose zu den Zuständen zi wird eine Funktion entworfen, die als 
Zustands-Restbetriebsdauer-Funktion definiert wird.
Bild 5.2: Zustandsspektrum
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Definition:  Eine  Zustands-Restbetriebsdauer-Funktion  ordnet  jedem  Zustand  zi eine 
Restbetriebsdauer RBD zu.
Zur einfachen Darstellung wird hier die Zuordnung einer Restbetriebsdauer RBD betrachtet, 
die Zuordnung einer Instandhaltungsterminprognose ist analog möglich.
5.2.2 Entwurf der Zustands-Restbetriebsdauer-Funktion
Der Funktionsentwurf wird an einem Beispiel aus einem Heizkraftwerk gezeigt.
Beispiel  5.1: In Befragungen teilte  ein Experte den aus  visuellen Inspektionen ermittelten 
Kontaktabbrand von Leistungsschalterkontakten in vier qualitative Beschreibungen ein. Durch 
die folgenden Regeln ordnete er die Restbetriebsdauer zu:
1. Wenn <Kontaktabbrand> 0, dann <Restbetriebsdauer ca. 4 Jahre >.
2. Wenn <Kontaktabbrand> 30% >, dann <Restbetriebsdauer ca. 1 Jahr >.
3. Wenn <Kontaktabbrand> 75% >, dann <Restbetriebsdauer ca. 1/2 Jahr >.
4. Wenn <Kontaktabbrand> 90% >, dann <Restbetriebsdauer 0 >.
Einen qualitativen Zustand modelliert die Bedingung <Kontaktabbrand 75 %> und die dazu 
geschätzte <Restbetriebsdauer ca. ½ Jahr>. Nach der Erfassung weiterer Daten {<Zustand>, 
<Restbetriebsdauer>} wird die Funktion durch Interpolation im Bild 5.3 modelliert.
Aus der Kenntnis des Schädigungszuwachses wird die Monotonie der Funktion vorausgesetzt. 
Da  der  Entwurf  der  Funktion  durch  Verbinden  der  Punkte  dem  Entwurf  einer 
Zugehörigkeitsfunktion entspricht, wird für die Funktion die Notation Z(x) verwendet.
Unter  Berücksichtigung  der  Zustandsfolge,  die  Zustände  auf  einer  Ordinalskala  abbildet, 
ergeben sich die folgenden Zusammenhänge für die Funktion:
z1 ≤ z2 ⇒ Z1(x) ≤ Z2(x)  für z[0≤ Z(x) ≤1]
tR 1 ≤  tR 2 ⇒ tR1(x) ≤ tR 2(x) für t[0≤ TR (x) ≤1]
Die  Zustands-Restbetriebsdauer-Funktion  wird  aus  der  Kenntnis  der  regelspezifischen 
Eingangsbedingung und der Ausgangsgröße (y = ti) durch punktweise Konstruktion entworfen.
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    <Restbetriebsdauer ca. ½ Jahr>  <Restbetriebsdauer 0>
Kontaktabbrand 
           
             Restbetriebsdauer
          
Für Zustände,  die  als  Anfrage definiert  werden,  kann durch Abbildung auf  der  Zustands-
Restbetriebsdauer-Funktion eine Ausgangsgröße <Restbetriebsdauer> bestimmt werden. Dazu 
wird die in der Fuzzy-Reglung entwickelte Tsukamoto-Inferenz-Methode [8] modifiziert. 
5.2.3 Regelbasierte Prognose einer Anfrage
Eine Anfrage Fakt beschreibt einen Zustand ziakt, der den Vergleich mit einem Referenzzustand 
ziRef nach Bedingung (5.1) erfüllen muss.
ziakt =  ziRef  (5.1)
Definition: Eine Anfrage wird partiell mit ziakt =  ziRef klassifiziert.
Aus Regel (R 2.2) wird Regel (R 5.1) modifiziert.
   t
   1
 tR = ½ Jahr
<Kontaktabbrand 75 % >
S(x)
<Kontaktabbrand 90 % >
<Kontaktabbrand 0 >
<Kontaktabbrand 30 % >
<Restbetriebsdauer ½ Jahr>
   0
   t
Bild 5.3: Entwurf der Zustands-Restbetriebsdauer-Funktion
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Wenn ziakt = ziRef,  dann tR akt = tR Ref          (R 5.1)
Eine  Voraussetzung  für  die  Tsukamoto-Inferenz-Methode  ist  eine  monotone 
Zugehörigkeitsfunktion für die Stellgröße [8], die gegeben ist. Im Bild 5.4 ist die Prognose der 
Restbetriebsdauer bis zum Folgezustand qualitativ dargestellt. 
           
           
          
Der subjektiv beschriebene Zustand <Kontaktabbrand 75 %> wird als Eingabe x1 auf einer 
Zugehörigkeitsfunktion  Z(x1)  abgebildet  und  auf  die  vordefinierte  Zustands-
Restbetriebsdauer-Funktion ZP1(x) projiziert. x2 ist die Eingangsgröße für eine zweite Regel, 
z. B. <großer Kontaktabbrand>, die aus einer weiteren Beschreibung erzeugt wurde.
Jeder  Zustand und die dazugehörige Lösung stellt  eine Regel  dar,  die  durch die Methode 
kombiniert  wird.  Aus  den  Teilergebnissen  wird  der  Vorschädigungszeitpunkt  tVor als 
Ausgangsgröße berechnet. Als Ausgabe wird ein scharfer Ausgangswert mit den Gleichungen 
(5.2) bis (5.4) erzeugt [8]. 
   1
 tvor         tA
  x2
  x    t
   t




   1
  x    t
   1
z1(x) ZP1(x)
  x1 
Bild 5.4: Restbetriebsdauerprognose mit der Tsukamoto-Inferenz-Methode [8]
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 ℓi = Z(xi) (5.2)
tVor i = zi-1(ℓi) (5.3)
tVor = (5.4)
ℓi stellt den Aktivierungsgrad einer Regel dar. Die numerischen Teilergebnisse  tVor i  ergeben 
sich aus der Umkehrabbildung  Z-1 der Zugehörigkeitsfunktionen. Mit  der Gleichung (5.4) 
wird die Ausgangsgröße  tVor  berechnet.  Die Distanz zwischen dem Vorschädigungszeitpunkt 
tVor und dem Ausfallzeitpunkt tA stellt die Restbetriebsdauer RBD dar, die mit Gleichung (5.5) 
berechnet wird. 
tR =  tA – tvor (5.5)
Das mit Gleichung (5.4) berechnete Ergebnis stellt eine durchschnittliche Restbetriebsdauer 
RBD  aus  den  Teilergebnissen  tVori dar.  Zur  operativen  Instandhaltungsplanung  in 
Heizkraftwerken wird das minimale Intervall für die Restbetriebsdauer  tR ausgewählt. Die 
Gleichungen (5.4) und (5.5) werden durch die Gleichungen (5.6) und (5.7) ersetzt. 
tvor max = arg max (tVor i) (5.6)
tR =  tA – tvor max (5.7)
Die Ausgabe erfolgt mit der Regel (R 5.1). Für das Beispiel lautet die Ausgaberegel:
Wenn der Kontaktabbrand 75%, dann ist der Folgezustand nach tR = ½ Jahr erreicht. 
Wie im Abschnitt 5.1 dargestellt wurde, sind die natürlichsprachlichen Aussagen zum Entwurf 
der Zustands-Restbetriebsdauer-Funktion nur sehr schwierig zu erfassen. Zur Prognose wird 
deshalb  der  Funktionsentwurf  aus  den  Zustandsmerkmalsmustern  untersucht,  die  in  den 
Instandhaltungsberichten  von  Heizkraftwerken  erfasst  werden  können.  Eine  zeitabhängige 
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5.3 Entwicklung eines qualitativen Lebensdauermodells
In den vielfach geführten Interviews mit Experten zeigte sich, dass die Lebensdauer implizit 
die  Kenntnis  über  den zeitlichen Verlauf  von Schädigungen repräsentiert.  Eine  Folge von 
Instandhaltungen für eine Komponente ergibt eine Folge von Zustandsbeschreibungen, die als 
lebensdauerabhängige Zustandsfolge beschrieben werden kann.
Werden die Zustände in einer Folge auf einer Ordinalskala abgebildet,  wird eine Ordnung 
zwischen  den  Zuständen  erzeugt.  Um  Relationen  zwischen  den  Zuständen  und 
Lebensdauerintervallen abzubilden, wird die Zustandsordnung in eine Intervallskala überführt 
und der Bezug zur Lebensdauer hergestellt.
Zur Abbildung  stetiger  Zustandsspektren  mit  marginalen  Zuständen  (Zwischenzuständen) 
zwischen  einem  Soll-  und  Ausfallzustand  wurden  Modelle  auf  der  Basis  statistischer 
Datenerhebungen  entwickelt.  Die  Modelle  dienen  zur  Bewertung  der  Zuverlässigkeit  von 
Systemen in der Zuverlässigkeitsanalyse und sind in der Theorie der mehrwertigen Modelle 
beschrieben [63].
In mehrwertigen Modellen werden alle einnehmbaren Zustände durch diskrete oder stetige 
Zustandsmodelle beschrieben und damit eine Ordnung definiert (vgl.  Rakowsky [63]). Wird 
eine Menge von Zustandselementen Z = {z0, ...zT∣zU} im eindimensionalen Merkmalsraum 
U1 aufgefasst, so kann die Lebensdauer T von Komponenten durch ein Zustandsspektrum Z 
beschrieben werden.
Da die Voraussetzungen zur statistischen Datenerhebung in der Domäne, die zur Anwendung 
mehrwertiger  Modelle  notwendig  sind,  nicht  gegeben  sind,  besteht  die  Idee,  das 
Zustandsspektrum von Komponenten durch qualitative Punkte darzustellen.
5.3.1 Modellentwurf
Aus der Befragung von Experten in Heizkraftwerken zeigte sich,  dass  die  Zeitpunkte  den 
Zuständen qualitativ zugeordnet werden. Folgen von Zuständen werden durch die Zeitpunkte 
geordnet. Zur Repräsentation wird ein qualitatives Zustands-Zeit-Modell entwickelt, in dem 
Zustände und Zeitpunkte als qualitative Punkte modelliert werden.
Die Lebensdauer einer komplexen Komponente wird durch die Lebensdauer T und die darin 
eingenommenen  Zustände  Z  beschrieben  und  als  kartesisches  Produkt  KP  in  der  Form 
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KP = Z × T modelliert. Durch Kombination der Elemente aus den Mengen Z = {z1, z2,..., zn} 
und T = {t1, t2,..., tn} werden alle möglichen n-Tupel gekennzeichnet. 
Werden nun Z und T als  Grundmengen Z, T  ⊆ℝ mit  dem kartesischem Produkt  Z  × T 
aufgefasst, dann ist die zweistellige Abbildung mit den Werten zi und ti :
Z × T  [0, 1].
Zum  Entwurf  des  Modells  wird zu  einem  Zeitpunkt  ti der  aktuelle  Zustand  zi einer 
Komponente als qualitativer Punkt, als Landmark l (ti, zi) definiert. 
Landmarks  sind  geordnete  Punkte,  auf  die  reelle  Werte  transformiert  werden  [62].  Im 
Lebensdauermodell ist die  Menge aller Landmarks L die Teilmenge aller Zustandselemente 
zi∈Z und aller Zeitelemente ti∈T im mehrdimensionalen Zustandsraum ℝ. 
Damit gilt 
L⊆(Z ∩ T)
mit ∀i,j: li < lj, zi < zj ∩ ti = tj 
   oder li < lj, ti < tj ∩ zi = zj
Ein  Übergang von Landmark li nach lj definiert den Übergang von einem Zustand zi in einen 
Zustand zj zu einem gleichbleibenden Zeitpunkt ti = tj mit li < lj, zi < zj ∩ ti = tj.
Durch li < lj, ti < tj ∩ zi = zj wird der Übergang von Landmark li nach lj bei Änderung des 
Zeitpunktes ti in tj und gleichbleibendem Zustand modelliert. Die Menge der Landmarks ist
L = {l12, l13,..., lnm} = {lnm | 1 ≤ i ≤ n; 1 ≤ i ≤ m}.
Der Index n weist einen Zustand, der Index m die Zeit zu. Um die Lebensdauer zustands- und 
zeitabhängig zu repräsentieren, wird definiert, dass eine Komponente dann instandgesetzt oder 
ausgetauscht wird, wenn
• der Ausfallzustand zA oder
• das Lebensdauerende tA
erreicht ist.
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Für  den  Zustand  <Sollzustand>  wird  der  Landmark  l0i =  {z0i,  t0}  und  für  den  Zustand 
<Ausfall> wird der Landmark lA = {zA, tA} eingeführt. z0i definiert, dass der Sollzustand z0i im 
Zeitpunkt   ti = {t1, t2, ..., tn} eintreten kann. 
Ein Lebensdauerabschnitt, in dem eine Komponente aus einem Zustand zi zu einem Zeitpunkt 
ti in  einen  Zustand  zj zu  einem Zeitpunkt  tj übergeht,  wird  durch  ein  Intervall  lij nach 
Gleichung (5.8) modelliert. 
lij = {lii; ljj} = {(zi, ti); (zj, tj)}  (5.8)
Die Intervalle lij sind im Bild 5.5 dargestellt und lassen folgende Interpretation zu:
1. lii  l1j: Eine  Komponente  nimmt  mit  ti =  tj ohne Zeitverzögerung einen Folgezustand  
ein.  Es gilt tij = 0.
2. lii  ljj: Eine Komponente nimmt  nach einer Lebensdauer einen Folgezustand ein.  Der  
Übergang erfordert eine Instandsetzung zur Wiederherstellung des Zustandes zi.
3. lii  lj1: Für eine Komponente wird der Zustand zi, z. B. der Sollzustand über eine Zeit  
beibehalten. Es gilt zij = 0.
   
   
        Z         l1j             ljj
   
           lii                              lj1
                    
         t0              ti    tj        tA  
  T
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Um einen Instandhaltungstermin zu prognostizieren, werden den Landmarks lii, ljj, lj1 durch die 
Zuweisung der reellen Zeitpunkte ti und tj auf den reellen Zahlenbereich abgebildet. Dadurch 
wird das Intervall tR = tij mit der Gleichung (5.9) berechenbar.
tij = tj - ti   (5.9)
5.3.2 Qualitative Prognose
Zur  Formulierung  einer  Regelbedingung  wird  der  zu  einem  qualitativen  Landmark  li 
gehörende  Zeitpunkt  ti auf  dem  reellen  Wertebereich  als  Zeitpunkt  in  der  Lebensdauer 
abgebildet und der Zustand zi als Aussage modelliert. Die Regelbedingung aus der Regel (R 
5.1) wird ersetzt. Mit zi und ti wird in der Regel (R 5.2) das Intervall tR prognostiziert.
Wenn ziakt = ziRef und tiakt = tiRef, dann tRakt = tRRef.          (R 5.2)
Die Auswahl  eines Referenzfalls  wird aufgrund der  einfachen Darstellung im qualitativen 
Modell durchgeführt. Eine Anfrage wird mit Gleichung (5.10) modifiziert, die beschreibt, dass 
ein Landmark liRef für die Abbildung der Anfrage Fakt durch liakt gefunden wurde. 
liakt = liRef ⇒ {zi, ti}akt = {zi, ti}Ref             (5.10)
Aus der Abbildung der Anfrage auf dem Lebensdauermodell wird das Intervall tRRef bis zum 
folgenden Landmark  lijRef, der den Zeitpunkt ti+1  definiert, mit Gleichung (5.9) berechnet und 
das Intervall als Restbetriebsdauer ausgegeben. 
Für eine Anfrage, zu der kein Referenzfall existiert, ist eine Lösung durch Anpassung eines 
ähnlichen  Referenzfalls  zu  erzeugen.  Der Anfragezustand  ziakt wird  durch  einen  Zustand 
zwischen den Referenzzuständen  zlRef und zkRef modelliert. Somit gilt für den Zustand einer 
Anfrage Fakt:
ziakt ≠ ziRef und  zl < ziakt < zk 
Die  Einnahme  eines  Zwischenzustandes  zi erfordert  die  Anpassung  einer  Lösung,  da  ein 
Zwischenzustand  eingenommen  wurde,  der  gegenüber  einem  Referenzintervall  d2Ref  ein 
verkürztes Intervall d1akt bis zum Folgezustand zk erwarten lässt. Im Modell gilt (Bild 5.6):
dakt = d1 < d2Ref
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Wird  hingegen  ein  aktueller  Zustand  ziakt =  ziRef (d.  h.  der  aktuelle  Zustand  ziakt ist  als 
Referenzzustand ziRef bekannt) eingenommen,  so wird die Bedingung nach Gleichung (5.1) 
erfüllt. Die Lösung wird vom Referenzfall übernommen und ist im Modell graphisch durch 
Parallelverschiebung  der  Distanz  d2 nach  d3 +  d2*  zu  ermitteln  (siehe  Bild  5.6).  Da  das 
Intervall d3 + d2* die Verschiebung des Intervalls auf zl modelliert, gilt:
d2 = d3 + d2*  
    Z
                   
          
         T
          tk
        
                    
    zj                       zl             zk  
Wird im Modell (Bild 5.6) die Distanz d2 als Lösung eines Referenzfalls FRef betrachtet, so 
werden die Lösungen dakt  für die folgenden Bedingungen zusammengefasst:
1. Gleichheit des Zustandes zwischen Anfrage und Referenzfall (5.11):
ziakt =  ziRef, tiakt  tiRef   (5.11)
Lösung: dakt = d3 + d2* = d2
Aus  der  Verschiebung  ergibt  sich  d3 +  d2*  =  d2.  Durch  Abbildung  auf  dem 
Lebensdauermodell wird der qualitative Abstand tj – ti abgelesen. Mit Gleichung (5.9) wird 
aus dem qualitativen Abstand tij die Restbetriebsdauer tRakt ermittelt, die mit der Regel 
(R 5.1) als Lösung ausgegeben wird. Durch die Bedingung tiakt  tiRef wird sicher gestellt, 
dass die Prognose für die Restbetriebsdauer tRakt nicht die Lebensdauer der Komponente 
(vgl. Bild 5.1) überschreitet.
2. Gleichheit des Zustandes und der Zeit zwischen Anfrage und Referenzfall (5.12): 









Bild 5.6: Modellierung der Zeitdifferenz im Lebensdauermodell 
tl
 tj
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Lösung: dakt = d2Ref 
Die Restbetriebsdauer  tRakt wird aus d2 analog Punkt 1 ermittelt, die Ausgabe von tRakt 
erfolgt  mit der Regel (R 5.2).
3. Der  Zustand des  Referenzfalls  entspricht  einem Zustand  zwischen zwei  Zuständen des 
Referenzfalls (5.13):
ziakt ≠ ziRef und  zl < ziakt < zk   (5.13)
Lösung: dakt = d1 < d2Ref 
Wenn in einem Lebensdauermodell  n > 2 Paare {zi,  ti} bekannt  sind,  dann lässt  sich eine 
Zustands-Restbetriebsdauer-Funktion mit dem Verfahren nach Abschnitt  5.2.2 konstruieren. 
Zur  Prognose  der  Restbetriebsdauer  tRakt wird  das  Verfahren  nach  Abschnitt  5.2.3 
(Tsukamoto-Inferenz)  angewendet  und  mit  Regel  (R  5.1)  das  Ergebnis  für  den 
Zwischenzustand zi  ausgegeben.
Zur Fallauswahl unter den Bedingungen (5.11) und (5.12) wird ein Gütemaß eingeführt.
5.3.3 Entwurf eines Gütemaßes
Um die Ähnlichkeitsgüte zwischen den Zustandsfolgen eines Referenzfalls und einer Anfrage 
zu ermitteln, wird der Abstand DL zwischen den Landmarks li mit Gleichung (5.14) berechnet.
 DL = min ∑lL li / Lakt (5.14)
Die partiellen Abstände li  {0, 1} zwischen den Landmarks der Referenzklasse lRef und der 
Anfrage lakt werden bestimmt mit:
li Ref − li akt bei  li Ref ≥ liakt
li akt − li Ref bei  li Ref  li akt
Wird  ein  Zustand  im  Landmark  li eingenommen,  dann  gilt  li =  1,  wird  der  Zustand  im 
Landmark li nicht eingenommen, dann gilt li = 0.
li  kann damit nur die Werte 
li = 0 bei  zakt = zRef , takt = tRef  
{li =
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li = 1 bei  zakt ≠ zRef, takt = tRef bzw. bei  zakt = zRef, takt ≠ tRef
annehmen. 
Lakt stellt die Anzahl der Elemente der Zustandsfolge aus der Anfrage bis zum Zustand zakt dar.
Damit  kann  der  Referenzfall  bestimmt  werden,  dessen  Lebensdauer  zur  Lebensdauer  der 
Anfrage die größte Ähnlichkeit besitzt. Die Fallauswahl wird mit Fallbeispielen im folgenden 
Abschnitt dargestellt.
5.3.4 Fallbeispiel
Beispiel  5.2: In  einer  Schaltanlage  ist  die  Restbetriebsdauer  von  Sicherungsautomaten 
einzuschätzen. Ein Sicherungsautomat wird als Anfrage <SichAutoAnfrage> definiert, für den 
eine  Zustandsfolge  aus  <Sollzustand>  und  einem  Zustand  <Verschmutzung>  nach  5 
Betriebsjahren ermittelt wurde. Zwei Referenzfälle stehen zur Auswahl. Im Bild 5.7 ist das 
Lebensdauermodell dargestellt. 
In der Abbildung sind die Zustände durch die folgenden Farben dargestellt:
<Sollzustand> grün





















Für die drei Fälle sind die Zustände in Abhängigkeit von der Lebensdauer abzulesen:
Anfrage Fakt: <SichAutoAnfrage>: 
Zustandsfolge: <Sollzustand>, <Verschmutzung>
{zi, ti/a} = {<Sollzustand>, 0, 1, 2, 3, 4};  {<Verschmutzung> , 5} 
Referenzfall F1Ref: <SichAuto1>: 
Zustandsfolge: <Sollzustand>, <Ausfallzustand>  
{zi, ti/a} = {<Sollzustand>, 0, 1, 2, 3, 4, 5, 6};  {<Verschmutzung>, 7}; {<Ausfallzustand>, 8}
Referenzfall F2Ref: <SichAuto2>: 
Zustandsfolge: <Sollzustand>, <Verschmutzung>, <Verschleiß>, <Ausfallzustand>
{zi, ti/a} = {<Sollzustand>, 0, 1, 2, 3, 4, 6}; {<Verschmutzung> , 5}; {<Verschleiß> , 7}; 
{<Ausfallzustand>, 8}
Mit  der  Gleichung  (5.14)  werden  die  Distanzen  aus  den  Landmarks  li für  ti/a = [0,  6] 
berechnet:
Anfrage/ Referenzfall 1: 
DL1 = ∑lL li / Lakt = (0+0+0+0+0+1) / 6 = 0,17
Anfrage/ Referenzfall 2:
DL2 = ∑lL li / Lakt = (0+0+0+0+0+0) / 6 = 0
Als  ähnlichster  Fall  wird  mit  DL2 =  0  der  Referenzfall  2  <SichAuto2>  ausgewählt.  Das 
Intervall  tR wird aus Gleichung (5.9) berechnet. In diesem Fall ist neben der Ausgabe des 
Folgezustandes <Sollzustand> die Prognose des Zustandes <Verschleiß> zum Zeitpunkt t7 für 
den Instandhalter eine wichtige Information. Die Restbetriebsdauer ergibt sich mit 
tR = t7 - t5 = 2 a. 
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Aus der Gleichheit der Zustandsfolgen für die Anfrage und den Referenzfall 2 kann die größte 
Ähnlichkeit in der Abnutzung der Komponenten interpretiert werden. 
Außerdem  soll  am  Beispiel  im  Bild  5.7  ein  zweiter  Fall  diskutiert  werden.  Für  den 
Referenzfall 1 wird {zi, t7/a} = {<Verschmutzung>, 7} und {zi, t8/a} = {<Ausfallzustand>, 8} 
bestimmt. 
Die  Lösung  wird  unter  der  Bedingung  (5.11)  mit  ziakt =   ziRef ermittelt.  Die  qualitative 
Abbildung ergibt d3 = 0 und d2* = d2 (vgl. Bild 5.6). Aus dem Modell wird abgelesen:
<Verschmutzung>akt = <Verschmutzung>Ref, t5akt ≠ t7Ref
Mit Gleichung (5.9) wird die Restbetriebsdauer bis zum Zustand <Ausfallzustand> in t8 für 
den Referenzfall
tR = t8 - t7 = 1 a
berechnet, die auf den aktuellen Fall übernommen wird.
Für die praktische Anwendung kann es hilfreich sein, die Ergebnisse der Berechnungen für 
mehrere  Fälle  dem Instandhalter  zur  Entscheidungsgrundlage  auszugeben.  Darüber  hinaus 
können  für  Referenzfälle  aus  dem  qualitativen  Modell  Zustandsfolgen  bis  zu  einem 
Ausfallzustand ausgegeben werden (z. B. Referenzfall 2 mit tR = t8 - t5 = 3 a), die wichtige 
Informationen für die Instandhalter darstellen. 
Die Wahl der Lösung tR wird letztendlich durch die Anwendung zur Restbetriebsdauer- oder 
Instandhaltungsterminprognose vorgegeben. Für die Auswahl des Verfahrens zur konkreten 
Problemstellung wird eine Problemlösungsstrategie entworfen.
5.4 Entwurf der Problemlösungsstrategie
In  der  Problemlösungsstrategie  werden  die  entwickelten  und  modifizierten  Verfahren  zur 
Auswahl des ähnlichsten Falls kombiniert (Bild 5.8). 
Eine  Anfrage definiert  einen Zustand als  Merkmal  oder  Merkmalsmuster  (vgl.  Kapitel  4). 
Wird ein Muster ermittelt, dass zur Anfrage die Zustands- und Zeitgleichheit nach Bedingung 
(5.12) erfüllt, dann wird das Intervall tRakt mit Regel (R 5.2) übernommen.
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Wird nur die Zustandsgleichheit nach Bedingung (5.11) erfüllt, dann wird das Intervall eines 
Referenzfalls mit der Regel (5.1) ausgegeben.
Bei Ungleichheit der Zustände ziakt ≠ ziRef wird geprüft, ob die Bedingung (5.13) erfüllt und 
eine  Zustands-Restbetriebsdauer-Funktion  (Zustands-RBD-Funktion)  aus  den  verfügbaren 
Zustandsdaten  modelliert  werden  kann.  Die  Restbetriebsdauer  wird  über  die  modifizierte 
Tsukamoto-Inferenz prognostiziert. 
Wenn keine Zustandsfunktion ermittelt wurde, so existiert für den Zustand der Anfrage kein 
Referenzzustand.  Da  sich  die  Analyse in  diesem Kapitel  auf  die  Fallauswahl  beschränkt, 
werden weitere Möglichkeiten zur Ausgabe von Lösungen nicht untersucht.
Die wichtigsten Teilergebnisse für dieses Kapitel werden damit zusammengefasst.
Merkmal/ 
Merkmalsmuster







































mit Regel (R 5.1)
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5.5 Zusammenfassung
Ein schwieriges Problem für die zustandsbezogene Instandhaltung in Heizkraftwerken stellen 
Betriebsmittel dar, deren Zustände ausschließlich durch die Instandhalter eingeschätzt werden. 
Die für die Instandhaltungstermin- und Restbetriebsdauerprognose relevanten Zustandsdaten 
können aus Instandhaltungsberichten und Befragungen ermittelt werden. Aussagen über die 
Restlebensdauer  einer  Komponente  sind  meist  sehr  unscharf  und  werden  möglichst 
vermieden.
Zur Prognose aus Zustandsmerkmalsmustern, die aus Instandhaltungsberichten erfasst werden, 
wurde  ein  qualitatives  Lebensdauermodell  entwickelt.  Die Lebensdauer  von Komponenten 
wird  durch  eine  Folge  qualitativer  Zustände  in  Abhängigkeit  von Zeitpunkten  modelliert. 
Durch die Abbildung einer Anfrage auf einem qualitativen Zustand wird die Restbetriebsdauer 
bis zum Ausfallzustand abgelesen.
Durch  die  Abbildung  der  Zustandspunkte  aus  dem  Modell  in  Abhängigkeit  von  der 
Restbetriebsdauer  wird  eine  Zustands-Restbetriebsdauer-Funktion  konstruiert.  Mit  einem 
modifizierten  Tsukamoto-Inferenz-Verfahren  werden  für  Zustände,  für  die  kein 
Referenzzustand gespeichert ist, die Restbetriebsdauerintervalle ermittelt. 
Für die Auswahl des ähnlichsten Referenzfalls zu einer Anfrage wurde eine Lösungsstrategie 
entworfen, die das entwickelte und das modifizierte Verfahren kombiniert. 
Die  Lösungen  werden  durch  Regeln  ausgegeben.  Zur  Unterstützung  der  Ausgaberegeln 
werden die Lösungen graphisch repräsentiert. Der graphische Lösungsentwurf wird im Kapitel 
6 dargestellt. 
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6 Modell des Instandhaltungstermins                                 
Um einen Instandhaltungstermin aus dem prognostizierten Folgezustand abzuleiten, sind die 
Merkmale  der  Zustandsbeschreibungen  in  der  Domäne  zu  ermitteln.  Die  Analyse  von 
Falldaten  zeigt,  dass  die  lebensdauerabhängige  Einnahme  eines  Zustandes  um  einen 
Mittelwert  streut.  Für  die  Prognose  eines  Instandhaltungstermins  ist  es  erforderlich,  die 
Merkmale einer Verteilung, die einen Zustand beschreiben, zu bestimmen. 
Instandhaltungstermine werden in der Domäne natürlichsprachlich durch Regeln modelliert. 
Zur  Unterstützung  der  Regelausgabe  werden  Verfahren  zum  Entwurf  der  graphischen 
Repräsentation  entwickelt.  Für  die  Domäne  werden  die  Anforderungen  an  die  graphische 
Repräsentation der Instandhaltungsterminprognose untersucht.
Abhängig  von der  problemspezifischen Bewertung des  Folgezustandes  werden spezifische 
Formen  von  Zugehörigkeitsfunktionen  modifiziert.  Dabei  zeigt  sich,  dass  subjektive 
Bewertungen in die Form der Zugehörigkeitsfunktionen für Instandhaltungszustände eingehen. 
Die  für  eine  Instandhaltungsplanung  notwendige  Zusammenfassung  von 
Instandhaltungsmaßnahmen wird durch Verknüpfung der Zugehörigkeitsfunktionen erreicht.
Im  ersten  Abschnitt  werden  Ausfalldaten  und  die  dazu  erfassten  Regeln  für  die 
Instandhaltungsterminprognose  aus  einem  Heizkraftwerk  ausgewertet.  In  den  folgenden 
Abschnitten werden Modelle zur graphischen Repräsentation des Folgezustandes entwickelt. 
Zur  einfachen  Betrachtung  wird  im  Ansatz  der  Folgezustand  durch  Ausfallereignisse 
modelliert. 
6.1 Entwurf von Ausgaberegeln
In Befragungen wurde festgestellt, dass die Modellierung des Instandhaltungstermins von der 
Betriebsphase  abhängt.  Deshalb  wird  im  ersten  Abschnitt  eine  betriebsphasenabhängige 
Modellierung untersucht.  
6.1.1 Analyse der Betriebsphase
In Abhängigkeit von der Ausfallrate lässt sich z. B. für ausgewählte Betriebsmittel die 
Lebensdauer in die charakteristischen Phasen Früh-, Zufalls- und Spätausfallphase einteilen 
und mit der sogenannten „Badewannenkurve“ ausfallratenabhängig darstellen (Bild 6.1) [2]. 
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Die Lebensdauer wird qualitativ beschrieben durch 
• Zufallsausfallphase mit konstanter Ausfallrate und konstantem Instandhaltungszyklus
• Frühausfallphase  mit  abnehmender  Ausfallrate  und  sich  verlängerndem 
Instandhaltungszyklus
• Spätausfallphase  mit  zunehmender  Ausfallrate  und  sich  verkürzendem 
Instandhaltungszyklus.
Der typische Verlauf der Ausfallrate über die Lebensdauer entsteht durch die Charakteristik 
der  Zustandsmerkmale.  In  der  Zufallsausfallphase  ist  eine  konstante  Ausfallrate   auf 
Bedienfehler und Überlastungen zurückzuführen. Während mit zunehmender Lebensdauer die 
Abnutzung in der Spätausfallphase zu Ausfällen führt, treten in der Frühausfallphase in Folge 
konstruktions- und inbetriebsetzungsbedingter Mängel Ausfälle ein.
Ausfallrate λ
     Frühausfälle Zufallsausfälle Spätausfälle
        t
 
Um die Anforderungen an ein Lösungsmodell ermitteln zu können, wurden Ausfalldaten aus 
den genannten Phasen eines Heizkraftwerkes untersucht.
6.1.2 Frühausfallphase
In Tabelle 6.1 sind Beispiele für Ausfälle aus einem Heizkraftwerk zusammengestellt. Dabei 
zeigt  sich  der  Unterschied  von  Komponenten,  die  infolge  fertigungsbedingter  Mängel 
(elektronische  Bauelemente)  sofort  ausfallen  und  von  Komponenten,  die  nach  einer 
Einlaufphase  (elektromechanische  Schaltelemente,  Schraubbefestigung  und  -kontakte) 
Bild 6.1: Ausfallrate einer Komponente
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ausfallen.  Wie in der Praxis üblich ist, wurde die Häufigkeit der Ausfälle in Jahresschritten 
erfasst. 
Mit den Daten der Tabelle 6.1 werden Funktionen entworfen, die den Ausfallzustand im Bild 
6.2 beschreiben.  Die Funktion wird durch Verbinden der  Datenpunkte konstruiert  und als 
Zugehörigkeitsfunktion  definiert.  Die  charakteristischen  Unterschiede  im  Funktionsverlauf 
sind sichtbar.
Durch  gezielte  Wartungseingriffe  werden  fertigungsbedingte  Mängel  an  elektronischen 
Bauelementen beseitigt.  Die Ausfallrate nimmt  nach der Wartung ab.  Um zu zeigen, dass 
Ausfälle  sofort  eintreten  und  mit  zunehmender  Lebensdauer  abnehmen,  wird  die 
Ausfallhäufigkeit durch eine Summenhäufigkeitsfunktion dargestellt.
Die  Instandhaltung  wird  nach  Eintreten  des  ersten  Ereignisses  sofort  für  die  Klasse  der 
Komponenten eingeleitet und durch die Regel (R 6.1) beschrieben.
Wenn Ereignis eingetreten, dann Instandhaltung sofort durchführen.           (R 6.1)
Die Instandhaltungsterminprognose wird deshalb durch die Ausfallfunktion repräsentiert.
Ausfälle  nach  einer  Einlaufphase  wurden  z.  B.  für  elektromechanische  Schaltelemente, 
Schraubbefestigungen und -kontakte ermittelt. Der Anstieg im Intervall t [0; 2 a] zeigt die 
Einlaufphase. Um die Einlaufphase zu repräsentieren, wird die Ausfallhäufigkeit durch den 
Polygonzug über eine Häufigkeitsverteilung dargestellt (Bild 6.2).
Da die Einlaufphase der Komponenten für die Instandhaltung abgewartet werden muss, macht 
eine sofortige Instandhaltung keinen Sinn. Die Notwendigkeit der Instandhaltung steigt mit 
der Ausfallwahrscheinlichkeit und wird durch Regel (R 6.2) beschrieben.
Tabelle 6.1: Beispiele für ausgefallene Komponenten aus einem Heizkraftwerk  
Komponentenklasse 
1 2 3 4 5 6
elektronische Bauelemente 4 5 1 1 0 0
elektromechanische Schaltelemente 1 1 5 0 0 0
Schraubkontakte 0 1 1 0 0 0
Schraubbefestigung an Endverschlüssen 0 6 0 0 0 0
Schraubbefestigung an Gleichrichter, Drossel 0 1 0 0 0 0
Lebensdauer ti in a
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Wenn die Ausfallwahrscheinlichkeit steigt,
dann steigt die Instandhaltungsnotwendigkeit.                          (R 6.2)
6.1.3 Spätausfallphase
Um  Ausfälle  vor  dem  Lebensdauerende  einer  Komponente  zu  vermeiden,  ist  der 
Instandhaltungstermin  vor  dem Eintreten  des  Ausfallzustandes  zu  prognostizieren  (R 6.3). 
Die Instandhaltung vor dem ersten Ausfallereignis wird mit Bedingung (6.1) definiert:
tIH < tA (6.1)
tIH stellt den Instandhaltungszeitpunkt vor dem Ausfallzeitpunkt tA einer Komponente dar. 
Wenn das Ende der  Lebensdauer erreicht  ist,  dann führe die Instandhaltung durch.
                           (R 6.3)
Da  eine  Instandhaltung  vor  Erreichen  des  Ausfallmaximums  einen  Nutzen  hat,  wird  der 
Zustand, in dem alle Komponenten ausgefallen sind als Maximum der Funktion modelliert. 
Für  Komponenten  einer  Klasse  ist  die  Zunahme  von  Ausfällen  ein  Hinweis,  dass  die 
Spätausfallphase zum Ende der Lebensdauer erreicht  ist.  Der Ausfallzustand wird deshalb 
durch eine Summierung der Ausfallereignisse modelliert und ist im Bild 6.3 dargestellt. Die 
Instandhaltung ist unmittelbar vor dem Eintreten des Ausfallzustandes nützlich. 
Da  in  Heizkraftwerken  Komponenten  variabel  beansprucht  werden,  wird  der  Einfluss 
wechselnder  Beanspruchungen  auf  die  Verteilung  der  Ausfallereignisse  berücksichtigt. 
Ausfallereignisse  werden  am  Beispiel  klimatisch  bedingter  Ausfälle  in  Folge  zyklisch 
wechselnder Beanspruchung untersucht.
Bild 6.2: Ausfallfunktionen für die Frühbetriebsphase 
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6.1.4 Ausfälle durch zyklisch wechselnde Beanspruchungen
Abhängig von den jährlichen Lastzyklen werden  Komponenten in Heizkraftwerken zyklisch 
beansprucht.  Die  Erfahrungen  in  der  Instandhaltungsterminprognose  in  Heizkraftwerken 
basieren  dazu  auf  der  Kenntnis  von  Ausfallereignissen,  die  bei  gleichbleibenden 
Einsatzbedingungen  über  eine  Vielzahl  von  Betriebsdauerzyklen erfasst  wurden.  Dass  die 
Kenntnis  der  Beanspruchungen  eine  effektive  Instandhaltung  unterstützen  kann,  soll  an 
Beispielen dargestellt werden.    
Aus einem Heizkraftwerk wurden über einen Zeitraum von ca. 10 Jahren Ausfalldaten für 
ausgewählte  elektromechanische  (Relais,  Schutzschalter)  und  elektronische  Komponenten 
(Schutzrelais, Messumformer) erfasst. Im Bild 6.4 wurden die Ausfallanzahl in Bezug zu den 
Monaten  im  Jahreszyklus  dargestellt.  Jeder  Monat  wird  im  Definitionsbereich  durch  drei 
Intervalle definiert. Der Zyklus wiederkehrender klimatischer Beanspruchung wird durch die 
Maxima und Minima beschrieben. 
Die Maxima in den Monaten April, Mai, Juli und August umfassen Kontaktbauelemente und 
sind  auf  die  klimatischen  Beanspruchungen  zurückzuführen.  In  der  Tabelle  6.2  sind  als 
Beispiele für einen Schutzschalter die Daten erfasst und die Distanz auf das Ereignis mit dem 
kleinsten Datum bezogen dargestellt.
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Bereits  durch  Höft [33]  wurde  nachgewiesen,  dass  ausgewählte  Komponenten  (z.  B. 
Kontaktbauelemente)  zyklischen  Beanspruchungen  unterliegen  und  die  Ausfallrate 
entsprechend zyklusabhängig ist. 
Die Zunahme der Ausfälle im November ist auf die erhöhten Betriebsbeanspruchungen durch 
erhöhte Lastanforderungen zurückzuführen. 







Tabelle 6.2: Ausfälle eines Schutzschalters
Mit  der  Darstellung  wird  gezeigt,  dass  eine  schwankende Ausfallhäufigkeit  Intervalle  vor 
Ausfallmaxima  ermöglicht,  in  denen  Instandhaltungen  nach  Regel  (R  6.4)  durchgeführt 
werden  können.  Um  eine  Instandhaltung  zustandsbezogen  vor  dem  Lebensdauerende  zu 
planen,  wird  vorausgesetzt,  dass  die  Zyklen  der  Beanspruchungen  bekannt  sind.  Die 
Bedingung (6.1) wird erfüllt.
Bild 6.4: Ausfallstatistik sekundärtechnischer Komponenten eines Heizkraftwerkes
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Wenn Komponenten zyklisch dann führe Instandhaltung  unmittelbar vor            
         beansprucht werden,         der Beanspruchung durch.          (R 6.4) 
Für den graphischen Entwurf einer Funktion zur Modellierung des Ausfallzustandes in einem 
Zeitintervall werden die bisherigen Ergebnisse zusammengefasst:
1. Der  Ausfallzustand  wird  durch  die  Häufigkeit  von  Ereignissen  einer  Klasse  von 
Komponenten beschrieben.
2. Die Modellierung des Instandhaltungstermins setzt die Modellierung des Ausfallzustandes 
voraus. 
3. Die Dringlichkeit der Instandhaltung wird durch Anstieg und Abfall des Ausfallzustandes 
beschrieben.
Aus der Zu- und Abnahme der Ausfallhäufigkeit (vgl. Bild 6.2) folgern Experten einen Bedarf 
an Instandhaltung, der in Regeln ausgedrückt wird. Durch eine graphische Repräsentation der 
Instandhaltungsnotwendigkeit wird die Regel unterstützt.
6.2 Entwicklung von Entwurfsvorschriften zur graphischen 
Repräsentation
Da in der Elektrotechnik eine Vielzahl von Komponentenzuständen durch Verteilungstypen 
(vgl. [30]) beschrieben werden, ist die graphische Repräsentation des Ausfallzustandes durch 
die Auswahl eines Verteilungstyps sinnvoll. Um die Zugehörigkeit der Ereignisse zu einem 
Komponentenzustand  festzustellen,  wird  die  Klassifizierung  der  Ereignisse  auf  einen 
Verteilungstyp geprüft. 
6.2.1 Klassifizierung von Ereignissen durch Vorgabe parametrischer Familien
Als Klassifikator werden Verteilungsdichten aus der Vorgabe parametrischer Familien [52] 
untersucht.  Ausgehend  von  der  Kenntnis,  dass  Ausfallereignisse  einer  Normalverteilung 
folgen,  werden  Ereignishäufungen  auf  Normalverteilung  mit  dem  Ziel  getestet,  einen 
Folgezustand durch eine Normalverteilung darzustellen. Durch die zusätzliche Erkenntnis der 
Verteilungsparameter soll das Entwurfsverfahren erleichtert werden.
Modell des Instandhaltungstermins                                  130
Klassifizierung normalverteilter Ereignisse
Für  Kontaktbauelemente  ist  bekannt,  dass  bei  einer  Lebensdauerverteilung  nach 
Verschleißgesetzen, d. h. nach physikalisch-chemischen Verbrauchs- und Alterungsgesetzen 
(Ablagerungen,  Strukturveränderungen,  Ausgleichsvorgänge) ohne zufällige Erscheinungen, 
eine Normalverteilung der Ereignisse zu erwarten ist [33].
In der mathematischen Statistik werden Ereignishäufungen hinsichtlich einer Prüfverteilung 
geprüft. Da bereits Prüfverfahren für Ereignisse n = 5 existieren [68], besteht die Idee, die 
Verfahren mit dem Ziel anzuwenden, nicht zugehörige Ereignisse zu klassifizieren.
Ein Verfahren stellt der W-Test dar, der für die Prüfung bei nur wenigen Ereignissen (n < 5) 
bereits geeignet ist [60]. Die numerische Prüfung auf Normalverteilung von Shapiro und Wilk 
(W-Test) ist besser als der 2- Test und schon bei kleinen Stichproben (c > 2, besser c > 5) 
anwendbar. Mittelwert und Streuung werden nicht benötigt [68].
Voraussetzung für die Anwendung eines Prüfverfahrens bildet die Hypothese, dass die beiden 
zu  vergleichenden  Stichproben  einer  Grundgesamtheit  angehören  [60].  Die  Zugehörigkeit 
beider Verteilungen zu einer Grundgesamtheit wird Nullhypothese genannt.  
Der Test  wird für das Beispiel nach Tabelle 6.3 durchgeführt  (siehe Anhang C2). Geprüft 
wurde, ob die Stichprobe normalverteilt ist (Nullhypothese). 
Der  Test  brachte  keine  Erklärung für  die  Unsymmetrie  der  Verteilung.  Auszuschließende 
Sekundärereignisse  t4 und  t5 wurden  klassifiziert. Durch  einen  Ausreißertest  wurde  eine 
Gegenprobe durchgeführt.
Ausreißertest 
Die  Prüfung  durch  einen  Ausreißertest  ergab  für  das  Beispiel  (siehe  Anhang  C2),  dass 
Ereignis n5 = 71 d keinen Ausreißer darstellt. Zur Prüfung wurde das Verfahren nach Dixon 
gewählt,  da  Mittelwert  und  Standardabweichung  nicht  bekannt  sein  müssen  und  die 
Anwendung bereits bei n ≥ 3 Ereignissen möglich ist [68].
Eine Ausgrenzung nicht zugehöriger Ereignisse in einer Häufigkeitsverteilung wird durch W- 
und  Ausreißertest  nicht  erreicht.  Für  die  Klassifizierung  von  Ereignishäufungen  in  der 
Domäne  sind  die  statistischen  Klassifiktoren  durch  Vorgabe  parametrischer  Familien  und 
Schätzungen der Verteilungsdichteparameter nicht geeignet.
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Bedingt  durch  die  geringe  Anzahl  der  Ereignisse  (im  Beispiel  n  =  5)  und  weil 
Beanspruchungen oft nur grob geschätzt werden können, wird die Ausfallwahrscheinlichkeit 
durch Fuzzy-Zugehörigkeitsfunktionen modelliert.
Um eine Zu- und Abnahme der Ausfallwahrscheinlichkeit  bei nur fallweise zur Verfügung 
stehenden Daten zu modellieren, werden Anforderungen an die Form und das Intervall der 
Zugehörigkeitsfunktionen untersucht.
6.2.2 Intervall des Häufungsgebietes
Wie  im  Bild  6.4  dargestellt  ist,  repräsentieren  Ausfalldaten  eine  erhöhte  Beanspruchung. 
Davon ausgehend, werden Ausfalldaten dann zu einer Beanspruchung klassifiziert, wenn die 
Ausfälle innerhalb des Zeitraumes der erhöhten Beanspruchung eintreten. 
Ein Intervall IV definiert den Zeitraum, in dem Ausfallereignisse erfasst wurden. Stellt das 
Intervall IV einen Zeitraum im Intervall einer erhöhten Beanspruchung ZI nach Bedingung 
(6.2) dar, dann werden Ausfallereignisse als zu einer Beanspruchung gehörig klassifiziert.
IV ≤ ZI (6.2)
Beispiel:  Die  Instandhaltung  von  Komponenten  einer  Klasse  im  Jahreszyklus  mit  zwei 
Minima und Maxima definiert ZI = ¼ Jahr = 0,25 a. Daraus folgt ein Intervall IV ≤ ¼ a im 
Zeitraum ZI. 
Auch  sind  Vorgaben,  die  sich  an  geplanten  Instandhaltungszeiträumen  oder  an  einem 
Betriebszyklus orientieren, möglich. Treten Ereignisse einer Klasse außerhalb des Intervalls 
IV mit  IV > ZI ein, so werden die Ereignisse als von der Beanspruchung unabhängig definiert.
6.2.3 Form der Verteilung
Der Entwurf einer Funktion, die den Ausfallzustand beschreibt, muss deshalb ein Maximum, 
ein  brauchbares  Zeitintervall  der  Ausfallwahrscheinlichkeit  modellieren  und einen stetigen 
Funktionsverlauf aufweisen.
Das Minimum einer Funktion beschreibt die Grenzen des Intervalls und wird als Beginn des 
Zeitintervalls interpretiert, in dem mit einem Ausfall zu rechnen ist. Ein Maximum beschreibt 
in allen Funktionen eine Grenze, bis zu der die Instandhaltungen abgeschlossen sein sollen. 
Modell des Instandhaltungstermins                                  132
Aus  Befragungen  wurde  ermittelt,  dass  die  Dringlichkeit  der  Instandhaltung  als  steigend, 
gleichbleibend oder fallend definiert  wird. Eine Funktion mit  lokalen Minima und lokalen 
Maxima  entspricht  nicht  dem  subjektiven  Empfinden  des  Experten  und  soll  deshalb  im 
Bereich  zwischen  dem  Ausfallminima  zum  Zeitpunkt  tmin und  dem  Ausfallmaxima  zum 
Zeitpunkt tmax monoton sein. Im Intervall [tmin, tmax] gilt deshalb die Bedingung (6.3):
 ti < tj    (6.3)
Die  Funktion  f(t)  beschreibt  hier  die  Instandhaltungsdringlichkeit  bzw.  die 
Ausfallwahrscheinlichkeit.  In Bezug auf das in  der Domäne vorhandene Erfahrungswissen 
wird in  einen datengestützten  und erfahrungsbasierten Entwurf  der  Zugehörigkeitsfunktion 
unterschieden.
6.3 Erfahrungsbasiertes Modell
Als  erfahrungsbasierter  Entwurf  wird  die  Modellierung  einer  Zugehörigkeitsfunktion  aus 
natürlichsprachlichen Beschreibungen definiert.  Experten beschreiben eine Ereignishäufung 
oft mit linguistischen Ausdrücken oder mit der Form einer Verteilung, z. B. die Instandhaltung 
einer Klemmenverbindung (Beispiel 6.1). 
Beispiel  6.1: „...  nach  zwei  bis  drei  Betriebsjahren  wird  das  Nachziehen  der  
Klemmenverbindungen notwendig, eine Instandhaltung nach einem Jahr ist zu früh ...“. oder  
„...der Aufwand nimmt in der Form einer e-Funktion ab...“.
Mit den enthaltenden Informationen über das Intervall („... nach zwei bis drei Jahren ...“) 
wird die Instandhaltungsterminprognose und mit dem Ausschließen  („...  nach einem Jahr ist  
zu früh ...“) der funktionsfähige Zustand modelliert (Bild 6.5). Durch Zusatzwissen z. B. über 
die Form („...e-Funktion...“) wird die Funktion korrigiert. 
Wenn  keine  Daten  vorhanden  sind,  kann  eine  Beta-Verteilung  zur  groben  Modellierung 
verwendet werden [88]. Die Zugehörigkeit zu einer Meinung („opinion“) wird von Tyler [77] 
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Für den Entwurf der Beta-Verteilung reicht bereits die Kenntnis eines Maximums und eines 
beliebigen Funktionswertes aus [77]. Für das Beispiel 6.1 kann der Maximalwert tm aus dem 
Mittelwert des Intervalls t∈[2, 3] berechnet werden. Ein Berechnungsbeispiel ist im Anhang 
C1 beigefügt. 
Im  Bild  6.6  ist  die  Modellierung  eines  Instandhaltungstermins  durch  eine  symmetrische 
Verteilung dargestellt.
Bild 6.5: Darstellung instandhaltungsrelevanter Zugehörigkeitsfunktionen für das Beispiel 6.1






















Bild 6.6: Darstellung des Instandhaltungstermins mit einer Beta-Verteilung für das Beispiel 6.1
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Da die Auswahl  des zweiten Funktionswertes  dem Anwender überlassen bleibt,  hängt  die 
Modellierung der  Beta-Verteilung von der  subjektiven  Bewertung des  Anwenders  ab.  Die 
Darstellung  eines  Folgezustandes  oder  eines  Instandhaltungstermins  aus  dem 
Erfahrungswissen ist mit einer Beta-Verteilung möglich. 
Zur  Vermeidung  subjektiver  Modellierungen  wird  ein  Entwurf  durch  Einbeziehung  von 
Ereignisdaten mit dem Ziel untersucht, eine einheitliche Entwurfsvorschrift zu entwickeln.
6.4 Modifizierung eines datengestützten Modells
Der Entwurf einer Häufigkeitsverteilung wird am Beispiel der Ausfalldaten aus Tabelle 6.2 
bezogen auf einen Jahreszyklus Zt untersucht.
6.4.1 Voraussetzungen
Der Jahreszyklus wird durch eine Halbierung eines Jahres normiert  (Bild 6.7), da von einem 
Ereignis  ti zu  einem Bezugsereignis  ti-1 die  Distanz  d(Zt/2)  in  zwei  Richtungen berechnet 
werden kann.
        d(Zt/2)
                                  Zt = 1  
            
Die relative  Häufigkeit hi der absoluten Ereignisse einer Klasse ni wird zur Gesamtzahl der 
absoluten Ereignisse N mit Gleichung (6.4) berechnet.
 hi = ni/ N (6.4)
Bild 6.7: Modell zur Normierung des Jahreszyklusses
 ti  Zt = 0
Zt
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Im Bild 6.8 wird eine Zugehörigkeitsfunktion aus der relativen Häufigkeit durch Interpolation 
über die erzeugten diskreten Werte in einem Zeitintervall modelliert. Die Anzahl der Klassen 
nC = 3 wurde nach Gleichung (6.5) für fünf Ereignisse berechnet [32].
nC = 5lg n (6.5)
Die Klassenbreite b ergibt sich mit Gleichung (6.6) 
b = tInt / k (6.6)
tInt  = tmax - tmin (6.7)
Für das Beispiel aus der Tabelle 6.2 wird nach Gleichung (6.7) tInt  = 71 d in Gleichung (6.6) 
eingesetzt. Für b ergibt sich b = 71 d/ 3 = 23,7 d.
Für die Instandhaltungsterminprogose erfüllt die Zugehörigkeitsfunktion die Bedingung (6.3). 
Ein  Maximum  definiert  die  relative  Häufigkeit  h  =  1.  Bei  Bezug  der  Funktion  auf  die 
Betriebszeit  wird  die  Einnahme  des  Ausfallzustandes  durch  Funktionswerte  mit  h  >  0 
modelliert.
Das Plateau im Maximum repräsentiert einen gleichbleibenden Zustand. Nach Regel (6.2) ist 
eine maximale Instandhaltungsnotwendigkeit erreicht. Da ein Plateau im Maximum für eine 
Klasse  eine  gleichbleibende  Instandhaltungsnotwendigkeit  modelliert,  eignet  sich  die 
Darstellung  besonders  für  durch  visuelle  Inspektionen  erfasste  Schädigungen,  die  als 
gleichbleibender Zustand über einen längeren Zeitraum bewertet werden ohne einen Ausfall 
der Komponenten zu erzeugen (z. B. korrodierte Komponenten, gealterte Isolierstoffe).
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Beispiel  6.2: In  Bekohlungsanlagen  wurden  an  mehreren  Kabeln  poröse  Isolierungen  in 
Inspektionen über einen Zeitraum von einem Jahr festgestellt. Aus der Häufigkeitsverteilung 
wird  eine  Zugehörigkeitsfunktion  mit  den  Gleichungen (6.4)  bis  (6.7)  erzeugt.  Durch  das 
Maximum  wird  der  Zeitraum mit  der  größten  Häufigkeit  von  Ereignissen  (Inspektionen) 
modelliert (vgl. Bild 6.8). Die Instandhaltungsnotwendigkeit bleibt maximal. Ein Abklingen 
der Funktion modelliert die Abnahme der Instandhaltungsnotwendigkeit.
Der  Polygonzug  einer  diskreten  Häufigkeitsverteilung  modelliert  die  Zugehörigkeit  von 
Ereignissen  zu  einem  Zustand.  Die  Form  der  Zugehörigkeitsfunktion  repräsentiert  die 
Merkmale der Häufigkeitsverteilung und des dazugehörenden Bewertungswissens. 
Für  weitere Zugehörigkeitsfunktionen  wurde die  Bewertung untersucht.  Dabei  zeigte  sich, 
dass  trotz  gleichbleibender  Häufigkeit  eine  Änderung  der  Instandhaltungsnotwendigkeit 
eingeschätzt, folglich die Zustandsbewertung verändert wurde. Bewertungswissen wird beim 
Entwurf dadurch nicht berücksichtigt.
Ein  weiterer   Nachteil  des  Entwurfes  ist  die  Begrenzung  des  Intervalls  für  die 
Zugehörigkeitsfunktion im Definitionsbereich durch die Werte tmin und  tmax,  die gleichzeitig 
Ereignisse  des  Häufungsgebietes  darstellen.  Dadurch  werden  Ereignisse  außerhalb  des 
Intervalls  [tmin,  tmax]  in  unmittelbarer  Nachbarschaft  als  nicht  zugehörig  klassifiziert.  Die 
Begrenzung des Intervalls durch die Werte entspricht nicht der Einschätzung von Experten. 
Die Entwurfsvorschrift für die Klassenbildung wird deshalb modifiziert.
6.4.2 Modifizierte Klassenbildung
Eine veränderliche Bewertung des Maximums für die Zugehörigkeitsfunktion erfordert eine 
Anpassung der Form an die Bewertung. 
Beispiel  6.3: Die  zunehmende  Anzahl  von  Ereignissen  wird  trotz  gleichbleibender 
Ereignishäufigkeit mit einer steigenden Instandhaltungsnotwendigkeit bewertet. 
Durch die geringe Anzahl der Ereignisse bedingt, wird trotzdem ein Plateau für das Maximum 
erzeugt.  Die  veränderte  Instandhaltungsnotwendigkeit  soll  durch  einen  Maximalwert 
modelliert werden.
Zur Einbeziehung der Bereiche aus der unmittelbaren Nachbarschaft der Randereignisse für 
die Zugehörigkeitsfunktion wird eine Vergrößerung des Intervalls [tmin, tmax] angestrebt. Durch 
Modell des Instandhaltungstermins                                  137
eine Veränderung der Vorschrift zum Entwurf der Klassen wird ein Verfahren betrachtet, das 
die Klassenbreite aus dem größten Abstand der Ereignisse ableitet.
Aus der Tabelle 6.2 ist ersichtlich, dass der Abstand von Ereignis 5 zu Ereignis 4 fast doppelt 
so groß wie der größte Abstand zwischen zwei anderen Ereignissen ist. Je kleiner der größte 
Abstand,  desto  mehr  Klassen  werden  modelliert.  Zum Entwurf  der  Häufigkeitsverteilung 
wurde der Algorithmus 6 entwickelt.
1. Ermittle die größte Distanz zwischen zwei Ereignissen innerhalb der definierten Klasse und 
definiere den Abstand als Klassenbreite.
2. Setze für alle zu definierenden Klassen diese Klassenbreite.
3. Setze als Startklasse die Klasse mit den meisten Ereignissen.
4. Bilde alle anderen Klassen. 
5. Verbreitere die Klassen solange, beginnend mit der Startklasse, bis Konvexität erreicht ist. 
Das heißt, es gilt im gesamten Grundbereich  Ci(t) ≥ min [Cj(t), Ck(t)] mit j > i > k.
6. Berechne  die  Zugehörigkeitsfunktion  aus  den  Zugehörigkeitswerten,  die  die  diskrete 
Anzahl der Ereignisse einer Klasse repräsentieren.
 Algorithmus 6: Berechnung der Klassenbreite
Mit  dem  Algorithmus  6  wird  für  das  Beispiel  der  Tabelle  6.2  schrittweise  die 
Zugehörigkeitsfunktion entworfen:
1. Berechnung der maximalen Distanz
Die  maximale Distanz wird aus dem zeitlichen Abstand der Ereignisse t4 und t5 errechnet 
und beträgt t(t4, t5)  = 41 d.
2. Definition der Ereignisanzahl pro Klasse 
Die nach 1. ermittelte Distanz wird als Klassenabstand definiert. Mit dem Klassenabstand
 ergibt sich eine Klasse mit der maximalen Anzahl von Ereignissen
nCj(t1, t2, t3, t4) = 4.
Durch Bildung und Anreihung der weiteren Klassen wird errechnet:
nC2(t5) = 1.
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3. Berechnung der Zugehörigkeitswerte
Aus den Klassen wird die Zugehörigkeitsfunktion berechnet. Durch Normierung auf (tm) = 
1 ergeben sich folgende Zugehörigkeitswerte (Bild 6.9):
C1(t1...4) =  1
C2(t5) = 0,25
Die für das Beispiel erzeugte Verteilung im Bild 6.9 erfüllt  die Stetigkeit nach Bedingung 
(6.3). Deutlich ist der Einfluss durch den Ausreißer (Ereignis t5, siehe Tabelle 6.2) sichtbar. 
Der Mittelwert ist durch die Klasse mit der maximalen Ereignisanzahl vorgegeben.
Durch die Definition der Klassen mit tC = 41 d ergibt sich eine Intervallbreite tInt = 3 * tC 
=  123  d.  Im  Unterschied  zum  Entwurf  mit  den  Gleichungen  (6.4)  bis  (6.7)  wird  ein 
Maximalwert und ein vergrößertes Intervall erzielt.
Das Intervall bezieht einen Bereich außerhalb ermittelter Werte in die Zugehörigkeit ein. Für 
die  Modellierung  der  Zugehörigkeitsfunktion  wird  dadurch  eine  einheitliche 
Entwurfsvorschrift  zur  Einbeziehung  der  Nachbarschaftsbereiche  zu  den  Randereignissen 
erzeugt.  Durch  die  Modellierung  eines  Maximalwertes  wird  eine  Annäherung  an  die 
Beschreibung  von  Experten  erreicht.  Die  Anwendung  des  Verfahrens  ist  auf 
Ereignishäufungen  mit  sich  ändernder  Bewertung  der  Instandhaltungsdringlichkeit  zu 
beschränken. 
Eine mit  Zunahme der  Ereignisanzahl  sich ändernde Bewertung wird durch die  Form der 
Zugehörigkeitsfunktion  beschrieben.  Wird  ausschließlich  die  Beschreibung  der  Häufigkeit 
durch eine stetige Funktion gefordert, ist der Mittelwert zu berechnen. 
Bild 6.9: Entwurf einer Häufigkeitsverteilung
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6.4.3 Berechnung des Mittelwertes
Durch die Erfassung von Daten wird die Funktion des  Erfahrungsmodells  verändert.  Eine 
Anzahl von Daten wird als Stichprobe aufgefasst. Die Klassengrenzen sind nicht bekannt. Mit 
dem ISODATA-Algorithmus [52] wird ein Parametervektor  tCi in den Gleichungen (6.8) bis 
(6.10) bestimmt, der den Schwerpunkt der Klasse Ci im Jahreszyklus beschreibt.
Der Parametervektor  tCi  wird mit jedem neuen Merkmalsvektor  ti  iterativ neu berechnet. Mit 
dem  minimalen  Abstand  (ti -  tCi,n)2 zum  Schwerpunkt  tCi der  Klasse  Ci wird  die 
Abstandsfunktion  nach  Gleichung  (6.9)  definiert.  Die  Parametervektoren  tCj aller  anderen 
Klassen Cj bleiben unverändert (Gleichung 6.15).
tCi , n+1 = tCi, n  +      (ti - tCi, n) (6.8)
wenn  (ti - tCi, n )2 = min (ti - tCj, n)2 (6.9)
tCj , n+1 = tm, n für alle  Ci ≠ Cj (6.10)
Die mit  den Gleichungen (6.8) bis  (6.10)  durchgeführte  Iteration für die  Ausfalldaten aus 
Tabelle 6.2 sind in Tabelle 6.3 dargestellt. 
Ereignis Ausfalldatum Distanz t/ d Berechnung tCi ,n+1 iterativ/ d
1 29.05.99 0 0
2 04.06.98 7 3,5
3 29.06.92 31 12,58
4 30.06.92 32 17,43
5 09.08.92 71 28,15
Tabelle 6.3: Iterative Berechnung der Ausfallhäufung eines Schutzschalters
Für einen Jahreszyklus mit dJ = 365 d ergibt sich ein normierter Zyklus von Zt = 1, wobei Zt/2 
= 182,5 d entspricht. Eine normierte Distanz dnorm wird demzufolge nach Gleichung (6.11) 
durch  Bezug  auf  den  Zyklus  berechnet.  Durch  Quadrieren  wird  die  Unabhängigkeit  vom 
Vorzeichen der Distanz erreicht. 
     
dnorm (tC, ti) =   (6.11)
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Aus der Tabelle 6.3 wird abgelesen:
• Intervall t =  71 d 
• kleinstes Datum tZmin =  29.05.
• größtes Datum tZmax = 09.08.
Der Klassenschwerpunkt wird mit dem Verfahren  nach Gleichung (6.8) bis (6.10) berechnet:
tC = 28,15 d ≙ 24.06.
Der Klassenschwerpunkt wird als Mittelwert für den Entwurf einer Zugehörigkeitsfunktion 
verwendet.  In Abhängigkeit  der  Bewertung wird  das  Intervall  durch  Gleichung (6.7)  oder 
durch den Algorithmus 6 modelliert und der Funktionsverlauf z. B. durch eine Dreiecks- oder 
Beta-Funktion definiert.
6.5 Graphische Repräsentation des Instandhaltungstermins
6.5.1 Kombination von Instandhaltungszuständen
Da  die  Instandhaltungstermine  in  Heizkraftwerken  durch  den  Anlagenbetrieb  vorgegeben 
werden,  ist  es  notwendig,  Instandhaltungstermine  unterschiedlicher  Komponenten 
zusammenzufassen. Der beste Termin wird durch die Verknüpfung der Teillösungsfunktionen 
ermittelt. 
Teillösungsfunktionen  stellen  die  aus  Ausfall-  oder  Instandhaltungsdaten  ermittelten 
Funktionen  dar,  die  zur  Definition  eines  gemeinsamen  Instandhaltungstermins  kombiniert 
werden.
Für  die  Verknüpfung  von  Teillösungen  werden  Verknüpfungsoperatoren  für  unscharfe 
Mengen angewendet. Im Bild 6.10 sind zwei zu kombinierende Teillösungen durch die Indizes 
i  und j  beschrieben.  Zur einfachen Darstellung wurde eine Dreiecksfunktion  und eine aus 
Dreiecks-  und  Trapezfunktion  zusammengesetzte  Funktion  gewählt.  Bedingung  für  die 
Kombination ist die Erfüllung der Bedingung (6.2).
Modell des Instandhaltungstermins                                  141
Zur Auswahl des Verknüpfungsoperators wurden Befragungen ausgewertet. 
• Wechselnde  Beanspruchungen  bewirken  Ausfallereignisse,  die  durch 
Klassifizierungsverfahren in getrennte Klassen modelliert werden und beim Entwurf einer 
Zugehörigkeitsfunktion lokale Maxima und lokale Minima erzeugen. Zur Repräsentation 
einer Beanspruchung ist eine Glättung zwischen den Maxima erforderlich. 
• Die  Zugehörigkeitsfunktionen  können  Instandhaltungszustände  beschreiben,  die  in 
Inspektionen  über  ein  Zeitintervall  ermittelt  werden.  Zustände  können  durch  Experten 
unterschiedlich  beschrieben  werden.  Funktionsschwankungen  durch  unterschiedliche 
Beschreibungen werden durch eine Glättung zwischen den Maxima beseitigt. 
Eine  Glättung  zwischen  lokalen  Minima  und  Maxima  der  kombinierten 
Zugehörigkeitsfunktion wird durch die beschränkte Summe mit  Gleichung (6.12) und eine 
Trendbereinigung nach Gleichung (6.13) erzielt. 
 (t) = 1 – max [0, 1 - ( i(t) +  j(t))] (6.12)
Da  Teillösungen  nicht  konkurrieren,  werden  andere  Operatoren  zur  Modellierung  der 
Kompromissbereitschaft (geometrischer und arithmetischer Mittelwert, Fuzzy and, Fuzzy or, 
-Verknüpfung) nicht berücksichtigt. 
Die Auswertung von Befragungsergebnissen zeigt, dass die Maxima der zu kombinierenden 
Zugehörigkeitsfunktionen  unabhängig  von  der  relativen  Datenanzahl  auf  t  =  1  im 
Einheitsintervall t[0; 1] zu modellieren sind. 
Bild 6.10: Repräsentation von Teillösungen
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Wird angenommen, dass die Zugehörigkeitswerte für die Teillösungen L1 mit  max(t) = 0,8 
und L2 mit  max(t) = 0,5 ermittelt werden, ergeben sich die Zugehörigkeitsfunktionen  L1(t) 
und L2(t) im Bild 6.11.
Lokale  Minima  zwischen  den  Maxima  der  Zugehörigkeitsfunktionen  werden  durch  eine 
Trendbereinigung  für  den  Zeitpunkt  ti mit  der  Gleichung  (6.13)  beseitigt.  Aus  den 
Teillösungen wird eine kombinierte Zugehörigkeitsfunktion nach Bild (6.12) modelliert.
 (ti) = (6.13)
Aus der ermittelten Zugehörigkeitsfunktion (Bild 6.12) kann mit  der Schwerpunktmethode 
nach Gleichung (6.14) ein durchschnittliches Datum <MTBM> für die Ausgaberegel (R 2.2) 
berechnet werden.
        
MTBM = (6.14)
 
Wenn die Funktion aus den Ereignisdaten nicht gleichzeitig die Instandhaltungsnotwendigkeit 













Bild 6.11: Angepasste Teillösungen
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6.5.2 Ereignisabhängige Modellierung des Instandhaltungstermins
In Abhängigkeit von der Ausfallphase wird eine Regel ausgewählt (R 6.1 ... 6.4). Die Wahl 
des Instandhaltungstermins hängt damit von der Lebensdauerphase der Komponente ab. 
Um die Funktionsreserven der Betriebsmittel optimal auszunutzen, ist die Instandhaltung nach 
Bedingung (6.1) unmittelbar vor dem Ausfallzustand durchzuführen (Bild 6.13). Die Funktion 
wird  durch  den  Kehrwert  des  zu  vermeidenden  Ausfallzustandes  nach  Gleichung  (6.15) 
beschrieben. 
IH(ti) + F(ti) = 1 (6.15)
IH(ti) modelliert die Zugehörigkeit zur Instandhaltung und F(ti) den Ausfallzustand. 
Eine weitere Möglichkeit ergibt sich aus der Konstruktion der Instandhaltungsfunktion durch 
Parallelverschiebung der Ausfallereignisfunktion. Da der Abstand zwischen Ausfallereignis- 
und Instandhaltungsfunktion  durch Wissen  der  Instandhaltungsorganisation bestimmt  wird, 
stellt die Analyse eine Aufgabe für weitere Arbeiten im Ausblick dar.
Im Bild 6.13 sind Beispiele  zur  Repräsentation des  Ausfall-  und Instandhaltungszustandes 
dargestellt.  Die  Modellierung  der  Funktionen  und  der  Zeitbezug  sind  willkürlich  zur 
anschaulichen  Darstellung  gewählt.  Die  Funktion  <Ausfallzustand>  wird  durch  Ereignisse 
modelliert.  Eine  Instandhaltung  kann  durch  Parallelverschiebung  oder  der  Bildung  eines 
Kehrwertes  modelliert  werden.  Der  Funktionsverlauf  der  Kehrwertfunktion  ist  linksseitig 
durch den Bediener festzulegen.
Bild 6.12: Kombinierte Lösungsfunktion
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Die  graphische  Repräsentation  der  Instandhaltung  wird  neben  der  Ausgabe  des 
Instandhaltungstermins durch eine Regel als Lösung für eine Anfrage übernommen.  Damit 
werden die Ergebnisse des Kapitels zusammengefasst.
6.6 Zusammenfassung
Die Voraussetzung für die Modellierung eines Instandhaltungstermins  ist die Prognose eines 
Folgezustandes.  Zur  graphischen  Repräsentation  des  Folgezustandes  wurden  aus 
Expertenbefragungen und der  Datenauswertung die Modellbedingungen bestimmt.  Für den 
Entwurf  der  Funktionen,  die  einen  Zustand  beschreiben,  wurden  Entwurfsvorschriften 
entwickelt. Ein Einfluss auf die Modellierung durch den Bediener wird dadurch vermieden. 
Folgezustände werden durch Zugehörigkeitsfunktionen graphisch repräsentiert.  Für die aus 
den Histogrammen erzeugten Verteilungsdichten ergaben sich durch eine Interpolation über 
die  Klassenhäufigkeitswerte,  Dreiecks-  und  Trapezfunktionen  sowie  zusammengesetzte 
Funktionen.
Wissen,  das  den  instandhaltungsrelevanten  Zustand  bewertet,  wird  durch  die  graphische 
Repräsentation  ausgedrückt.  Die Analyse von Befragungsergebnissen an Beispielen zeigte, 
dass  die  Zustandsfunktionen  in  der  Prognose  Bewertungsfunktionen  darstellen,  die  durch 
Zusatzwissen  auf  spezifische  Problemstellungen  angepasst  werden.  Für  die  Anwendung 
wurden  einfache  Funktionen  als  Bewertungsfunktionen  modifiziert.  Durch  die  Form  von 
Zugehörigkeitsfunktionen werden wichtige Informationen für die operative Einsatzplanung in 
der Instandhaltung modelliert.  
Bild 6.13: Modellierung des Instandhaltungstermins
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Für  die  in  Heizkraftwerken  notwendige  Zusammenfassung  von  Instandhaltungen  zu 
vorgegebenen Abschaltterminen wurde die Kombination der Zugehörigkeitsfunktionen  mit 
Verknüpfungsoperatoren untersucht. Zur Vereinigung der Zugehörigkeitsfunktionen stellt die 
beschränkte  Summe kombiniert  mit  einer  Trendbereinigungsregel  ein  effektives  Verfahren 
dar.
Für  die  Ausgabe  des  Instandhaltungstermins  wurden  Regeln  zur  natürlichsprachlichen 
Ausgabe für die Anwendung in der Domäne modifiziert. 
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7 Domänenspezifische Prognose                                
Bei der Auswertung von Befragungsergebnissen wurden Prognosestrategien ermittelt, die eine 
Alternative  zur  fallbasierten  Prognose  darstellen.  Die  Anwendung  der  Prognoseverfahren 
konzentriert sich auf den Vergleich von Komponenten mit unterschiedlichem Lebenslauf.
In  diesem  Kapitel  werden  für  Beispiele  aus  Heizkraftwerken  domänenspezifische 
Prognosestrategien  untersucht  und  Verfahren  für  eine  Instandhaltungsterminprognose 
entwickelt.
Für  wechselnde  Beanspruchungen  wird  die  Instandhaltungsterminprognose  an  den 
Beanspruchungszyklus  angepasst.  Voraussetzung  ist  die  statistische  Erfassung  von 
Zustandsdaten.  Da  der  Instandhaltungstermin  vom  Wissen  über  Beanspruchungszyklen 
abhängt, wird das Verfahren hier als Alternative zur fallbasierten Prognose definiert.
Ist  aufgrund  des  Fehlens  vergleichbarer  Daten  die  fallvergleichende  Prognose  nicht 
anwendbar, wird durch Experten eine auf Normen basierende Prognosestrategie gewählt. 
Da der Schwerpunkt auf die Modellierung der Prognose gelegt wird, konzentriert  sich die 
Analyse auf die Erfassung der prognoserelevanten Daten. Das Entscheidungsproblem, welche 
Prognosestrategie unter den gegebenen Bedingungen ausgewählt wird, soll  an dieser Stelle 
nicht berücksichtigt werden. Die Definitionen als rationale und normative Prognose werden 
deshalb aus dem Umfang der bereitgestellten Daten abgeleitet. 
7.1 Problemanalyse
Die Zuordnung von Ausfallereignissen zu einer Beanspruchung stellt Wissen dar, mit dem die 
Restbetriebsdauer bis  zu einer Instandhaltungsterminprognose gegenüber einer fallbasierten 
Prognose verlängert werden kann. Da die Grundlage Daten bilden, die eine Modellierung der 
rationalen Entscheidung ermöglichen,  wird das  Verfahren als  rationales  Prognoseverfahren 
definiert. 
Demgegenüber wird eine Prognose untersucht, die ausschließlich durch die Folge von zwei 
Ausfallereignissen aktiviert  wird. Da vergleichbare Daten fehlen, wird die Restlebensdauer 
von Komponenten unabhängig von ihren Eigenschaften eingeschätzt.  Weil  die Handlungen 
durch Normen erklärt werden können, wird die Prognose  als normative Prognose definiert. 
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Den Ansatz  für  die  Überlegungen  zur  Definition  der  Prognose  bildet  die  von Esser [21] 
verfasste Erklärung des normativen Handelns. 
Normatives Handeln wird durch mentale Modelle aktiviert, die durch das Frame-Selektions-
Modell beschreibbar sind. Der Nutzen der normativen Erwartung EU(A) wird durch den Wert 
des Kollektivgutes U(KG) und wertfreien Anreize U(A) des normativen Handelns, als auch 
durch  die  Kosten  C(A)  für  ein  alternatives  rationales  Handeln  nach  Gleichung  (7.1) 
beschrieben [21].  
EU(A) = q(U(KG) - C(A)) + U(A) (7.1)
Die normative Terminprognoseentscheidung EU(A) wird durch die unbedingte Vermeidung 
weiterer  Ausfälle  motiviert.  Der  Wert  des  mit  einer  subjektiven  Wahrscheinlichkeit  q 
bewerteten Kollektivgutes U(KG) kann als Nutzen für das Unternehmen definiert werden. 
Dem Nutzen für das Unternehmen, der unbedingten Vermeidung weiterer Ausfälle stehen die 
Kosten  C(A)  für  eine  rationale  Entscheidung  zur  Prognose  auf  Grundlage  des 
Lebensdauervorrates der Komponenten gegenüber. 
Der wertfreie Anreiz wird durch das Ansehen des Entscheiders, das durch sein Handeln erzielt 
wird, beschrieben. 
Eine mentale Beurteilung des Nutzens für ein Unternehmen, verbunden mit dem wertfreien 
Anreiz U(A) der Handlung, wird maßgeblich durch die Beziehung des Entscheiders zu seinem 
Unternehmen  geprägt.  Es  ist  leicht  nachvollziehbar,  dass  in  wirtschaftlich  schwierigen 
Situationen  der  Mut  zum  Risiko  minimal  und  die Kosten  für  eine  alternative  rationale 
Entscheidung damit sehr hoch sind.
Unter  den  Bedingungen  werden  bei  fehlenden  Vergleichsfällen 
Instandhaltungsterminprognosen  durch  Aussagen  modelliert,  die  nicht  auf  dem 
Lebensdauermodell (vgl. Kapitel 5) abzubilden sind.
Für den Entwurf eines rationalen Prognosemodells wird ein Beispiel (Abschnitt 7.2) gewählt, 
in dem der durch das dreistufige Verfahren (Kapitel 3 bis 5) ermittelte Instandhaltungstermin 
korrigiert wird. Aufgrund zusätzlichen Wissens über die Beanspruchung wird das Zeitintervall 
bis  zur Instandhaltung verlängert.  Bei der Prognose aus Ausfalldaten zyklisch wechselnder 
Beanspruchung  steht  vergleichendes  rationales  Handeln  im  Vordergrund.  Die  eigenen 
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Erfahrungen aus den Befragungen von Experten zeigen, dass ein Anlagenausfallrisiko geringer 
eingeschätzt wird, als die optimale Ausnutzung der Lebensdauer von Betriebsmitteln.
Motiviert  durch  diese  Beobachtung werden Prognosen  aus  Beispieldaten  untersucht.  Dazu 
wird der Schwerpunkt auf die Entwicklung von Prognoseverfahren mit dem Ziel gelegt, eine 
normative  Prognose  zu  entwickeln,  mit  denen  der  Instandhaltungstermin  für  Falldaten 
modelliert werden kann, für die keine Referenzfälle verfügbar sind.
In  den  folgenden  Abschnitten  werden  aus  spezifischen  Problemstellungen  in  einem 
Heizkraftwerk Prognosemodelle für die rationale und normative Prognose entwickelt. 
7.2 Neues Verfahren zur rationalen Prognose 
Die Voraussetzung für eine rationale Prognose ist  die Klassifizierung eines Ereignisses zu 
einem  Zustand.  Ausgehend  vom  geringen  Datenumfang  besteht  die  Idee,  einen  Nächste-
Nachbar-Klassifikator aus dem fallbasierten Schließen zu modifizieren.
7.2.1 Modellansatz
Im  fallbasierten  Retrieval  werden  Verfahren  bereitgestellt,  die  einen  Nächste-Nachbar-
Klassifikator durch die Verbindung jedes Punktes mit den ihm am nächsten liegenden Punkt 
konstruiert,  und  so  eine  Voronoi-Region  dualer  Struktur  definiert.  Das  dazu  eingesetzte 
Verfahren ist als Delauny-Triangulation bekannt [85]. 
Für  die  lebensdauerabhängige  Beschreibung  wird  ein  Ereignis  als  ein  Merkmalsvektor 
aufgefasst,  der  die  zurückgelegte  Lebensdauer  durch  den  Betrag  und  den  Bezug  zur 
verfügbaren Lebensdauer als Richtung im eindimensionalen Merkmalsraum beschreibt.
Um  eine  Anfrage  zu  klassifizieren,  besteht  die  Idee,  den  Abstand  für  das  Ereignis  einer 
Anfrage vom Mittelwert einer Menge von Referenzereignissen zu beschreiben. Die Ereignisse 
werden dazu geordnet und durch eine Trennfunktion verbunden. 
Jeder Punkt wird durch die Distanz t(tC,  ti) eines Ereignisses ti zum Klassenschwerpunkt tC 
beschrieben.  Durch Ordnen  der  Distanzen  wird  mit  fortlaufender  Zahl  der  Ereignisse  der 
Abstand  zum  Mittelwert  kleiner.  Die  Trennfunktion,  die  durch  Interpolation  über  die 
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Distanzwerte  konstruiert  wird,  konvergiert  mit  fortlaufender  Zahl  n(t)geordnet  gegen  den 
Schwerpunkt tC (Bild 7.1) und definiert die Grenze des Klassifikators.
Für die Klassifizierung einer Anfrage wird die Funktion als Maß des Vertrauens zu einer 
Referenzklasse definiert. Die Distanz eines Anfrageereignisses ti zum Schwerpunkt der 
Referenzklasse tC wird auf die Trennfunktion d(tC, ti) abgebildet. Durch Normierung des 
Vertrauens [0; 1] kann das Maß abgelesen werden:
i  = f(ti) 
Das Vertrauen in eine Klassifizierung ist umso höher, je geringer der Abstand des Ereignisses 
vom Mittelwert  ist  und umso  höher  die  Anzahl  der  Distanzen  zwischen  Ereignissen  und 
Mittelwert ist, die das Ereignis einschließen. 
              d(tC, ti)   
 
              ti
           tC        n(t)geordnet
 i    max = 1
Der Entwurf des Verfahrens wird an Beispielen im folgenden Abschnitt dargestellt. 
7.2.2 Modifizierung des fallbasierten Klassifikators
In Tabelle 7.1 sind Beispiele von Ereignisdaten aus einem Heizkraftwerk als Tupel {ti/ h; ti/ d} 
dargestellt,  für die  eine Klassifizierung zu zyklisch wiederkehrenden, klimatisch bedingten 
Ausfällen untersucht wird. 
Der  Parameter  ti/  h  repräsentiert  das  Tagesdatum  in  Stunden  (im  Tageszyklus)  und  der 
Parameter  ti/  d  das  Jahresdatum  in  Tagen.  Der  Tageszyklus  ist,  nach  eigener  Erfahrung 
ausreichend, auf die Stunde gerundet und beträgt  ti [h]  = {1, 2, ..., 24}, der Jahreszyklus  ti [d] 
= {1, 2, ..., 365}.
Bild 7.1: Qualitative Repräsentation der Trennfunktion
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Jedes Tupel {ti/ h; ti/ d} repräsentiert ein Ereignis, z. B. stellt {ti/ h; ti/ d} = {24 h; 218 d} für 
<Verdrahtung, Erdschluss> ein Ereignis dar, dass im Tageszyklus nach 24 Stunden und im 
Jahreszyklus nach 218 Tagen eingetreten ist.






ti/ h ti/ d ti/ h ti/ d ti/ h ti/ d ti/ h ti/ d
21 222 24 218 19 182 19 119
19 181 1 220 21 183 2 267
20 182 22 349
20 157 24 282
20 150 22 205
12 133
Tabelle 7.1: Beispiele für Ausfallereignisse 
Im  Bild  7.2  sind  die  Ereignisse  aus  der  Tabelle  7.1  in  Abhängigkeit  vom  Jahres-  und 
Tageszyklus  dargestellt.  Für  die  Ereignisse  <Kontakt,  Ausfall>  (Kontaktausfall), 
<Verdrahtung,  Erdschluss>  (Verdrahtungserdschluss)  und  <elektronisches  Relais, 
Störmeldung> (Relaisstörmeldung) wurde die Abhängigkeit vom Jahres- und Tageszyklus in 
Expertenbefragungen bestätigt. 
Als  „Gegenspieler“  (vgl.  [70])  ist  die  Klasse  <Motor,  Erdschluss>  (Motorerdschluss) 
dargestellt,  die  Ereignisse  unterschiedlicher  Ursachen  repräsentiert.  Die  Streuung  der 
Ereignisse ist im Gegensatz zu den zyklusabhängigen Ereignissen sehr viel größer.
Aus  den  Häufungsgebieten  (Bild  7.2)  lässt  sich  ein  zweidimensionaler  Merkmalsvektor 
konstruieren, der die Zugehörigkeit zu einem Jahreszyklus und einem Tageszyklus durch den 
Abstand zum Ursprung der Zeitskala beschreibt. 
Je  nach dem Ziel  der  Klassifizierung ist  die  gemeinsame bzw.  getrennte  Betrachtung der 
Merkmalsvektoren  erforderlich.  Die  Zugehörigkeit  zu  den  eindimensionalen 
Merkmalsvektoren wird durch eine Verteilung der Distanzen dnorm(tC, ti) nach den Gleichungen 
(6.8) bis (6.10) berechnet.
Zum  Entwurf  der  Trennfunktion  werden  die  Ereignisse  nach  Gleichung  (6.11)  normiert, 
geordnet und verbunden. Für Beispiele sind die Daten in Tabelle 7.2 dargestellt. Die Daten 
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klimatisch und damit in Zyklen beanspruchter Komponenten sind grau hinterlegt. Die Daten 
der  Komponenten  ohne  Hintergrundfarbe  werden  unterschiedlichen  Beanspruchungen 
zugewiesen. 
Mit der Trennfunktion wird für jeden Merkmalsvektor tC die Streuung der Ereignisse um den 
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Bild 7.2: Tages-/ Jahreszyklusabhängigkeit ausgewählter Komponenten
Tabelle 7.2: Fallbeispiele aus einem Heizkraftwerk 
Ereignis 1 2 3 4 5 6
Benennung
<Kontakt, Ausfall> 0,24 0,15 0,12 0,02 0,02
<Verdrahtung, Erdschluss> 0,003
<Motor, Erdschluss> 0,67 0,59 0,51 0,31 0,23 0,11
<Kontakt, Ausfall> 0,08 0,08 0,00 0,00 0,00
<Verdrahtung, Erdschluss> 0,04
<Motor, Erdschluss> 0,78 0,39 0,22 0,20 0,05 0,05
 normierte Distanz tij/ d
 normierte Distanz tij/ h
 ontaktausfall
Ausfall
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nicht  zyklisch beansprucht  werden,  die  Trennfunktionen  gegenübergestellt.  Hierbei  ist  die 
Abhängigkeit vom Tages- und vom Jahreszyklus erkennbar.
In der Tabelle 7.3 sind die Daten klimatisch beanspruchter Komponenten (grau hinterlegt) und 
von  Komponenten,  die  in  Folge  verschiedener  Beanspruchungen  ausgefallen  sind  (ohne 
Hintergrundfarbe), zusammengefasst. Die Trennfunktionen sind im Bild 7.5 gegenübergestellt. 
Die  graphische  Darstellung  zeigt,  dass  Trennfunktionen  für  klassifizierte  Häufungsgebiete 
(klimatisch bedingter Ausfall,  durchgängige Linie) einen geringeren Abstand zum Zentrum 
(Ordinate)  besitzen,  als  Funktionen  der  nichtklassifizierten  Gegenspieler  (vielfache  oder 
unbekannte Ursachen, unterbrochene Linie). 
Bild 7.3: Vergleich von Trennfunktionen in Bezug auf die Jahreszyklusdistanz t J 























Bild 7.4: Vergleich von Trennfunktionen in Bezug auf die Tageszyklusdistanz t d 
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Wird für eine Anfrage die Distanz vom Zentrum der Referenzklasse berechnet und auf die 
Funktion projiziert, so wird das Vertrauen i aus der abgelesenen Distanz dn, bezogen auf die 
durch die Gesamtzahl der geordneten Ereignisse definierte Distanz  dnges, nach Gleichung (7.2) 
berechnet.
i =  dni/  dnges (7.2)
Für ein Ereignis ti der Anfrage auf eine Referenz <Kontakt, Ausfall> mit einer Distanz t( tC, 
ti) = 0,08 wird z. B. dni = 3,5 abgelesen. Durch Berechnung mit Gleichung (7.2) wird             
i = 3,5/ 5 = 0,7 
ermittelt. Ein Vertrauen i > 0 ist immer dann gegeben, wenn für die Distanz einer Anfrage 
t( tCRef, tiakt) in Bezug auf die Distanzen der Referenzklasse t(tC, ti)Ref gilt:
t(tC Ref, ti akt) ≤  tmax(tC, ti)Ref
Tabelle 7.3: Normierung von Ausfalldaten 
Ereignis 1 2 3 4 5 6 7 8
Benennung
<Kontakt, Ausfall> 0,24 0,15 0,11 0,02 0,02
<Auslösegerät, Ausfall> 0,01 0,01
<Schutzrelais, Störmeldung> 0,12 0,11 0,01
<Motor, Erdschluss> 0,67 0,59 0,51 0,31 0,23 0,11
<Gleichrichter, Ausfall> 0,56 0,27 0,26 0,17 0,13 0,10 0,05 0,05
<Meldesystem, Ausfall> 0,51 0,21 0,10 0,09 0,03
 normierte Distanz tij / d
Bild 7.5: Gegenüberstellung der Trennfunktionen
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Durch das Ergebnis wird ausgedrückt, dass mit einem Vertrauen i = 0,7 im Intervall [0; 1] 
eine Terminprognose für eine vergleichbare Komponente <Kontakt> beanspruchungsabhängig 
angepasst werden kann.
Außerhalb  der  klassifizierten  Funktion  wird mit  t(tCRef,  tiakt)  >   t(tC,  ti  )Ref i  = 0.  Eine 
Anfrage wird durch das Verfahren als nicht klassifiziert behandelt. Trotzdem existieren für 
solche  Ereignisse  Prognoseregeln,  wie  eigene  Datenauswertungen  zeigten.  Im  folgenden 
Abschnitt werden die Prognoseregeln untersucht und ein Verfahren zur normativen Prognose 
entwickelt.
7.3 Entwicklung eines normativen Prognoseverfahrens
Wird  ein  Instandhaltungsereignis  ti  als  Bernoulli-Variable  aufgefasst,  dann  definiert  der 
Erwartungswert  einen  Zustand  a  priori.  Wenn  durch  ein  neues  Ereignis  die  erwartete 
Lebensdauer nicht erreicht wird, dann verändert das Ereignis a posteriori den Erwartungswert. 
Durch die zeitlichen Abstände werden in der Diagnostik logische Abfolgen von Ausfalldaten 
bewertet  [42].  Die  notwendige  Anpassung  der  Prognoseregeln  wird  in  den  folgenden 
Abschnitten gezeigt.
7.3.1 Problembeschreibung
Der  a  priori  definierte  Erwartungswert  wird  durch  ein  Betriebsdauerintervall  (t01),   der 
posteriori  eingenommene  Erwartungswert  durch  das  aktuell  eingetretene 
Betriebsdauerintervall (t12) beschrieben (Bild 7.6).
Das Maß für eine Klassifizierung stellt das Verhältnis der Abstände  t12 zu  t01 dar. Wenn 
das Intervall  t01 z. B. ein durchschnittliches Intervall zwischen Ausfallereignissen (MTBF) 
modelliert, kann der verkürzte Abstand t12 als ein Maß für einen Wiederholungsausfall (WA) 
interpretiert werden. Ein Wiederholungsausfall kann für die gleiche Komponente (Bild 7.6) 
und für eine Klasse von Komponenten definiert werden (Bild 7.7). Dort tritt das Ereignis t2 
nach einem verkürzten Intervall  t12 in Bezug auf das durchschnittliche Intervall MTBF aus 
t01  der Ereignisse t1a und t1b ein.
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           E(t1b)
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Als Ansatz für den Entwurf eines Verfahrens wird die Überlegung geführt, dass je kleiner die 
Distanz  t12 in  Bezug  auf  die  Distanz  t01 ist,  desto  größer  ist  der  Hinweis  auf  einen 
Wiederholungsausfall <WA>. Je größer die Distanz  t12 in Bezug auf die Distanz  t01 ist, 
desto größer ist der Hinweis PTBF(t) auf ein Ausfall nach einem erwarteten Zyklus TBF. 
Zur  Modellierung  des  Zusammenhangs  werden  aus  eigenen  Überlegungen  die  Beziehung 
eines Wiederholungsausfalls zum durchschnittlichen Intervall MTBF mit Kenngrößen aus der 
Zuverlässigkeitstheorie dargestellt.
7.3.2 Beschreibung mit Kenngrößen der Zuverlässigkeitstheorie
Die Anzahl der Ausfallereignisse in einem Intervall wird durch die Ausfallwahrscheinlichkeit 
P(t) definiert. Die Änderung der Ausfallwahrscheinlichkeit wird mit Gleichung (7.3) durch die 
Ausfallverteilungsdichte P'(t) modelliert [42].
P'(t) = P(t)/ dt (7.3)
Bild 7.6: Wiederholungsausfall einer Komponente K
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Beschreibt n(t, t) die Anzahl der in einem Zeitintervall t ausgefallenen Elemente aus der 
Menge aller Elemente N, so wird aus Gleichung (7.3) Gleichung (7.4) modifiziert.
P'(t) = n(t, t)/ t * N (7.4) 
Das Verhältnis zwischen den Ausfallverteilungsdichten eines Bezugsintervalls P'i(t) und eines 
Folgeintervalls P'i+1(t) wird aus Gleichung (7.4) mit Gleichung (7.5) bestimmt.
   = (7.5)
Wird eine gleichbleibende Ausfallanzahl pro Zeiteinheit mit Gleichung (7.6) vorausgesetzt, so 
wird Gleichung (7.5) zu Gleichung (7.7) modifiziert. Die Bedingung 
P'i+1(t) = P'i(t) 
wird dann erfüllt, wenn ti-1, i = ti, i+1 gilt. Bei Einhaltung der Gleichung (7.6) folgt aus 
ti-1, i > ti,i+1:
P'i+1(t) > P'i(t).
ni+1(t, ti, i+1) = ni(t, ti-1, i) (7.6)
 
   = (7.7)
Bei  Eintritt  eines  neuen  Ereignisses  ti+1 unter  der  Voraussetzung  von  Gleichung  (7.6) 
modelliert die Verkleinerung von  ti, i+1 die Vergrößerung von P'i+1(t). Für eine Klasse von 
Komponenten wird die Zunahme der Ausfallverteilungsdichte  P' damit durch den Abstand 
der Ereignisse äquivalent beschrieben. 
Um die Änderung der Prognoseregeln aus diesem Zusammenhang zu modellieren, besteht die 
Idee,  mit  einer  Funktion  die  Äquivalenz  zwischen  t und  P'  darzustellen  und  den 
Funktionwerten die Regeln aus der Befragung zuzuordnen. 
P'
i+1





























Domänenspezifische Prognose                                 157
7.3.3 Entwurf der äquivalenten Funktion
Die Abbildung der Intervalle t12 und t01 (vgl. Bild 7.6 und Bild 7.7) durch ti, i+1 und ti-1, i 
ergibt ti, i+1/  ti-1, i =  t12/ t01. Die Regelaktivierung erfolgt durch ein Ereignis ti nach dem 
Intervall t12. Durch die Gleichungen (7.6) und (7.7) wird die Funktion als Gerade definiert. 
Mit Zunahme des Verhältnisses t12/ t01 und damit des Verhältnisses P'i(t)/ P'i+1(t) nähert sich 
die Lebensdauer TBF einer Komponente dem erwarteteten Instandhaltungstermin. 
Aus  P'i(t)/  P'i+1(t)  wird  damit  auf  das  Intervall  TBF geschlossen  und  die  Gleichung  (7.8) 
definiert.
 PTBF(t) = P'i(t)/ P'i+1(t) = t12/ t01 (7.8)
Wenn <WA> als Komplement von <TBF> definiert wird, gilt mit P[0; 1] Gleichung (7.9).
PWA(t) = 1- PTBF(t) (7.9)
PTBF(t) wird in Gleichung (7.8) als Wahrscheinlichkeitszustand interpretiert, mit dem zu einem 
Zeitpunkt  ti die  Ausfallverteilungsdichte  P'i(t)  des  Vorzustandes  in  Bezug  auf  P'i+1(t) 
beibehalten wird. Mit Gleichung (7.10) ergibt sich der prognostizierte, als optimal definierte 
Zustand.
PTBF0(t) = P'i(t)/ P'i+1(t) = 1 (7.10)
Zur Bewertung wird die von Chavez [15] verwendete Nutzensfunktion nach Gleichung (7.11) 
betrachtet. 
u(d, X)∣  = u(d, X) + u(d, X)1 -  (7.11)
Die Variable u stellt den erwarteten Nutzen dar. Die Variable d modelliert eine Entscheidung 
für den Zustand <TBF> oder <WA>. <TBF> stellt die Erwartung dar, dass eine Komponente 
nach  dem  prognostizierten  Intervall  ausfällt,  <WA>  modelliert  einen  unvorhergesehenen 
Ausfall.
X definiert die aus den Ereignissen ermittelte Zufallsvariable und kann als Intervall MTBF 
aufgefasst  werden.   definiert  die  Wahrscheinlichkeit  Pi(t)  für  die  Bedingungen, die  nach 
Gleichung (7.8) zum Eintreten von PTBF(t) bzw. nach Gleichung (7.9) von PWA(t) (mit 1 - ) 
führen. 
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Wenn eine Variable X aus einem wiederholbaren Zufallsexperiment  als  Bernoulli-Variable 
erfasst und jeden Wert zwischen 0 und 1 annehmen kann, so wird mit X∈[0; 1] eine optimale 
Entscheidung, dass der erwartete Wert den Zustand <TBF> annimmt durch Gleichung (7.12) 
beschrieben.
u(d, MTBF)∣ t  = u(<TBF>, 1)PTBF0(t) + u(<WA>, 0)1-PTBF0(t) (7.12)
Dabei wird nach Gleichung (7.10) 
PTBF(t) = PTBF0(t). 
Die Funktion u(d, X)Pi(t) modelliert mit 
Pi(t)∈{PTBF(t), PWA(t)} 
eine ansteigende Gerade, die den zunehmenden Nutzen einer Entscheidung für einen Zustand 
<TBF> oder  <WA>  beschreibt  (Bild  7.8).  Aus  Gleichung  (7.9)  wird  der  komplementäre 
Zustand für den Wiederholungsausfall <WA> durch u(d, 0)1 - PTBF0(t) modelliert.
(u(d, MTBF)∣t) 
(Pi(t)∣ e) = Ei(t)
              1
                          WA            TBF
                                0                      tB 
                               
Die sich a posteriori durch die Evidenz e = {E1, ..., En) ergebende Wahrscheinlichkeit  Pi(t)∣e 
wird  durch  ein  einziges  Ereignis  ti modelliert  (Bild  7.8). Der  Wahrscheinlichkeitsbegriff 
repräsentiert damit einen Grad des Dafürhaltens („Degree of Belief“) [6].
Um  eine  normative  Prognose  zu  modellieren,  besteht  die  Idee,  die  Änderung  der 
Wahrscheinlichkeit als Information zur Änderung der Instandhaltungsstrategie zu erfassen. 
Bild 7.8: Entwurf der Zustandsfunktionen
 t0                       t2                                    t1
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7.3.4 Beschreibung des Informationszustandes
Ausgehend  von  der  Definition,  dass  Information  ein  Maß  für  die  Zunahme  der 
Wahrscheinlichkeitskonzentration ist [6], wird mit Bezug auf die Gleichungen (7.8) und (7.9) 
aus der Wahrscheinlichkeitszunahme PWA(t) die Information betrachtet. 
Die Information stellt  ein Maß für  den Übergang von einer  Instandhaltungslösung in eine 
andere durch die Veränderung der gemessenen Wahrscheinlichkeit  dar.  Ein Maß für einen 
Informationszustand ist die Entropie  Η, die eine mittlere Unsicherheit der Information einer 
Nachrichtenquelle beschreibt [23]. Die Berechnung der Entropie erfolgt mit Gleichung (7.13). 
Η(P(t)) = - ∑ Pi(t) Slog Pi(t) (7.13)
Der Parameter S stellt die Anzahl der einnehmbaren Zustände und Pi(t) die einem Ereignis t 
zugeordnete Wahrscheinlichkeit dar. Die Summe aller Wahrscheinlichkeiten ergibt sich mit 
Gleichung (7.14) [23].
∑ Pi(t) = 1 (7.14)
Für einen sicheren Zustand, der eine konstante Wahrscheinlichkeit beschreibt, gilt Η(P(t) = 0 
und  P(t) = 1. Ein Ereignis, das die Ausfallverteilungsdichte vergrößert (PTBF(t) wird kleiner, 
PWA(t)  nach  Gleichung  (7.9)  größer),  verändert  den  Informationszustand  Η(P(t))  über  die 
Klasse der Komponenten.
P(t) wird als Hypothese Hi aufgefasst.  Die Differenz zwischen zwei Informationszuständen 
wird durch die Transinformation [56] gebildet, die eine Verminderung der Ungewissheit nach 
Realisation einer Beobachtung ti beschreibt [6]. Wie der Entwurf der Prognosekategorien im 
folgenden  Abschnitt  zeigt,  ist  der  Informationszustand  Η(P(t))  für  die  Problemstellung 
ausreichend.
7.3.5 Modellierung der normativen Prognose
Für Beispiele aus einem Heizkraftwerk (Tabelle 7.4) werden aus dem Prozess die Intervalle 
t01, t12 (vgl. Bild 7.7) und dazu die Aussagen als eine Menge A = {<sofort>, <kurzfristig>, 
<ca. ein Jahr>, <keine Änderung>} erfasst und kategorisiert. 
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Um die Anpassung der Prognose an die Veränderung der Informationszustände darzustellen, 
wird die Prognose aus den Intervallen t01 und t12 den Prognosekategorien zugeordnet. Für 
die  Prognose  wird  die  Kenntnis  eines  durchschnittlichen  Intervalls  MTBF als  Vorwissen 
definiert. Dadurch werden Änderungen in der Zuordnung der Prognosekategorie sichtbar.
Prognose ohne Vorwissen
Die Kenngrößen PWA/E(t)  bzw. PTBF/E(t) werden mit  den Gleichungen (7.8) und (7.9) sowie 
Η(P(t))  vor  und nach einem Ereignis  mit  der  Gleichung (7.13)  berechnet.  Der  Index .../E 
definiert den Kennwert a posteriori, nach einem Ereignis. 
Aus den Werten der berechneten Informationszustände  Η(P/E),  die einer Prognosekategorie 
zuordenbar  sind,  wird  eine  Zugehörigkeitsfunktion  als  unscharfer  Klassifikator  für  die 
Anfragen entworfen (Bild 7.9).  
Die Zugehörigkeitsfunktion wird durch Interpolation über die diskreten Werte konstruiert. Der 
Definitionsbereich im Bild 7.9 ist durch die berechneten Werte (Tab. 7.4) dargestellt.
Eine Anfrage wird durch den berechneten Informationszustand zu einer Prognosekategorie 
klassifiziert. Zu verbessern ist die Prognose bei der Überschneidung von Prognoseregeln, z. B. 
bei  der  Klassifizierung  von  Frühausfallereignissen,  für  die  ein  vergleichsweise  kleines 
Betriebsdauerintervall t01 ermittelt wird und damit das Verhältnis  t12 /t01 sehr groß wird 
(z. B. für < Auslösehilfsgerät Schutz, Ausfall>). 
Der  Klassifikator  mit  der  Prognosekategorie  <kurzfristig>  überdeckt  vollständig  die 
Prognosekategorie  <in  den  Folgejahren>   (Kategorie  <kurzfristig>:  Beispiele  <Relais 
2RH32>, <Auslösehilfsgerät>; Kategorie <in den Folgejahren>: Beispiel  <Endverschlüsse>, 
Bild 7.9).
Tabelle 7.4: Prognose ohne Vorwissen  (<Komponente, Ausfall>)
Ereignis/ Komponente Prognosekategorie A
Ausfall Relais 2RH32 1,67 0,19 1 0 0,11 0,89 0 0,51  <kurzfristig>
Ausfall Thyristor 8,32 1,08 1 0 0,13 0,87 0 0,56  <nach ca. einem Jahr>
Kurzschluss Transformator 7 0,6 1 0 0,09 0,91 0 0,42  <nach ca. einem Jahr>
Ausfall Relais 4TZ25 9,16 0,01 1 0 0 1 0 0,01  <sofort>
Ausfall Auslösehilfsgerät Schutz 1,67 0,99 1 0 0,59 0,41 0 0,97  <kurzfristig>
Riss Endverschlüsse Transformator 10 3 1 0 0,3 0,7 0 0,88  <in den Folgejahren>
Alterung Dichtungen Transformator 12 0,0001 1 0 0 1 0 0  <sofort>
Erdschluss Transformator 8 8 1 0 1 0 0 0 <keine>
 t01/ a  t12/ a PTBF(t) PWA(t) PTBF/E(t) PWA/E(t) Η(P) Η(P/E)
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Um die Klassifizierung zu verbessern wird die Hinzunahme weiteren Wissens untersucht, dass 
als Vorwissen definiert wird.
Prognose mit Vorwissen
Vorwissen in der Domäne stellt die Kenntnis des durchschnittlichen Betriebsdauerintervalls 
MTBF dar, das in der folgenden Analyse für alle Beispiele mit t01 = 20 Jahre angenommen 
wird.
Für die Beispiele aus der Tabelle 7.4 wird die Tabelle 7.5 erstellt, in dem für das Intervall 
MTBF (t01 = 20 a) jeweils eine Zeile ergänzt wird. Zu jeder Komponente wird jeweils in der 
ersten Zeile die Entropie Η(P01/E(t)) nach einem Ereignis gegenüber einem erwarteten Intervall 
t01, in der zweiten Zeile die Entropie Η(P02/E(t)) nach einem weiteren Ereignis dargestellt. 
Wie die ermittelten Prognosen zeigen, wird nach einem ersten Ereignis die Prognose nicht 
korrigiert (Kategorie <keine Änderung>). Ein weiteres Ereignis (zweite Zeile) bewirkt eine 
Änderung der Prognose. Mit den Gleichungen (7.4), (7.5) und (7.8) wird das Intervall TBF aus 
t01 (Vorzustand,  erste  Zeile) und   t01 (nach  Erstereignis,  zweite  Zeile)  berechnet.  Das 
Intervall  t12 wird auf  t01 bezogen und die Veränderungen der Wahrscheinlichkeit und der 
Entropie vor dem Ereignis (P(t), Η(P(t)) und nach dem Ereignis (P.../E(t),  Η(P.../E(t)) berechnet.
Bild 7.9: Klassifizierung der Prognose ohne Vorwissen (Fallbeispiele nach Tab. 7.4)
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Den  berechneten  Entropien Η(P(t))  wurden  die  aus  der  Wissensakquisition  ermittelten 
Prognosekategorien zugeordnet und im Bild 7.10 dargestellt.
In Auswertung der Tabellen 7.4 und 7.5 wird festgestellt, dass die mit Vorwissen berechnete 
Entropie  Η(P.../E(t))  kleinere  Werte  einnimmt  und  damit  eine  größere  Sicherheit  der 
Information mit Vorwissen (Tab. 7.5) als ohne Vorwissen (Tab. 7.4) modelliert. 
Die Auswahl der Prognosekategorien ist von der erreichten Entropie Η(P.../E(t)) abhängig.
Zusammenfassend wird festgestellt,  dass durch die Berücksichtigung des durchschnittlichen 
Intervalls  MTBF  die  Klassifizierung  verbessert  und  eine  vollständige  Überdeckung  der 
Funktionen für das Beispiel vermieden wird (siehe Bild 7.10). 
Tabelle 7.5: Prognose mit Vorwissen  (<Komponente, Ausfall>)
Ereignis/ Komponente Prognosekategorie A
Riss Endverschlüsse 20,00 10,00 1,00 0,00 0,50 0,50 0,00 1,00  <keine>
Transformator 10,00 3,00 0,50 0,50 0,08 0,93 1,00 0,38  <in den Folgejahren> 
Alterung Dichtungen 20,00 12,00 1,00 0,00 0,60 0,40 0,00 0,97  <keine>
Transformator 12,00 0,0001 0,60 0,40 0,00 1,00 0,97 0,00  <sofort>
Ausfall 20,00 1,67 1,00 0,00 0,08 0,92 0,00 0,41  <keine>
Relais 2RH32 1,67 0,19 0,08 0,92 0,00 1,00 0,40 0,04  <kurzfristig>
Ausfall 20,00 9,16 1,00 0,00 0,46 0,54 0,00 0,99  <keine>
Relais 4TZ25 9,16 0,01 0,46 0,54 0,00 1,00 1,00 0,00  <sofort>
Kurzschluss 20,00 7,00 1,00 0,00 0,35 0,65 0,00 0,93  <keine>
Transformator 7,00 0,60 0,35 0,65 0,02 0,99 0,93 0,11  <nach ca. einem Jahr>
Ausfall 20,00 8,32 1,00 0,00 0,42 0,58 0,00 0,98  <keine>
Thyristor 8,32 1,08 0,42 0,58 0,03 0,97 0,98 0,18  <nach ca. einem Jahr>
Ausfall 20,00 1,67 1,00 0,00 0,08 0,92 0,00 0,41  <keine>
Auslösehilfsgerät Schutz 1,67 0,99 0,08 0,92 0,02 0,98 0,40 0,16  <kurzfristig>
Erdschluss 20,00 8,00 1,00 0,00 0,40 0,60 0,00 0,97  <keine>
Transformator 8,00 8,00 0,40 0,60 0,20 0,80 0,97 0,72  <keine>
  t01/ a  t12/a PTBF(t) PW A(t) PTBF/E(t) PW A/E(t) Η(P) Η(P/E)
Bild 7.10: Klassifizierung der Prognose mit Vorwissen (Fallbeispiele nach Tab. 7.5)
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Aus der Ordnung der Prognosekategorien wird die Monotoniebedingung (7.15) beschrieben. 
Η1(P(t)) ≥ Η2(P(t)) ⇒ A1 ≥ A2 (7.15)
Damit gilt für die Auswahl der Prognosekategorie A in der normativen Prognose:
Η(P.../E(t)):  A
Ein Sonderfall stellen Sekundärausfälle dar, für die meistens kein vergleichbarer Referenzfall 
vorhanden ist.
7.4 Neues Verfahren zur Prognose eines Sekundärausfalls
Für  Ausfälle  der  gleichen  Komponente  (siehe  Bild  7.6)  wurden  aus  der  Befragung 
Prognosekategorien  für  die  Instandhaltung  ermittelt.  Die  Kenngrößen  wurden  mit  den 
Gleichungen (7.7), (7.8) und (7.13) berechnet. Die Beispiele aus einem Heizkraftwerk sind in 
der Tabelle 7.6 dargestellt, für die die Intervalle  t01 und  t12 bestimmt und die ermittelten 
Prognosekategorien zugeordnet werden. 
In  den  Befragungen  zeigte  sich,  dass  die  Prognose  weitere  Bedingungen  (Betriebsrisiko, 
Anlagenverfügbarkeit,  Planungsvorlauf  für  Instandsetzungen)  beeinflussen,  die  in  der 
normativen  Prognose  durch  die  Kosten  C(A)  in  Gleichung  (7.1)  modelliert  werden.  Im 
Rahmen dieser Arbeit wird auf die Kostenermittlung nicht weiter eingegangen. Weitergehende 
Untersuchungen sind hierzu erforderlich und stellen einen Ausblick dar.
Der  Ausfall  eines  Elementes,  der  durch  das  fehlerhafte  Arbeiten  oder  den  Ausfall  eines 
anderen  Elementes  verursacht  wird,  stellt  einen  Sekundärausfall  dar  [60].  Ein 
Wiederholungsausfall für eine Komponente nach einem verkürzten Intervall t12 in Bezug auf 
t01 ist demnach ein Sekundärausfall, in dem das Erstereignis eine nicht behobene Ursache 
repräsentiert. 
Tabelle 7.6: Wiederholungsausfälle (<Komponente, Ausfall>)
Ereignis/ Komponente Prognosekategorie A
Lagerschaden Motor 11,66 0,54 1 0 0,05 0,95 0,00 0,27  <kurzfristig>
Ausfall Elektronik 9,99 0,1 1 0 0,01 0,99 0,00 0,08  <kurzfristig>
Schutzauslösung Pumpe 11,66 0,1 1 0 0,01 0,99 0,00 0,07  <sofort>
Ausfall Motorschutzschalter 6 6 1 0 1,00 0,00 0,00 1,00  <keine Aktion>
  t01/a  t12/a PTBF PW A PTBF/E PW A/E Η(PW A) Η(PW A/E)
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Da  die  Fehlfunktion  als  Ursache  einer  Nachbarkomponente  Auswirkungen  auf  die 
Instandhaltungsterminprognose haben kann, ist es notwendig, bei einem Sekundärausfall die 
Komponente mit der Fehlfunktion zu identifizieren.
Das Verfahren wird am Beispiel 7 für das Muster <Lagerschaden, Motor> (Tab. 7.6) gezeigt.
Beispiel 7: An einem Motor werden die Lager gewechselt. Nach ca. 3 Monaten Dauerbetrieb 
sind die aufgezogenen Lager bereits wieder verschlissen. Aus dem Betriebsdauerintervall von 
3 Monaten wird geschlussfolgert, dass die Arbeitsmaschine, ein Ventilator, den Lagerschaden 
verursachte. Eine Unsymmetrie des Flügelrades wurde festgestellt.  Durch die Unsymmetrie 
wurde ein überproportionaler Lagerverschleiß verursacht.
Die Relationen zwischen den Komponenten werden im Strukturmodell (vgl. Kapitel 3) durch 
die Taxonomie <Umgebung> repräsentiert (Bild 7.11).
Bei  Ausfall  und  Instandsetzung  einer  Komponente  Ki kann  durch  die  Identifizierung 
möglicher  Ausfallursachen  im  strukturellen  Umfeld  die  falsche 
Instandhaltungsterminprognose  durch  die  fallbasierte  Strategie  (vgl.  Kapitel  3  bis  6) 
vermieden werden.  Deshalb  ist  die  Abspeicherung von  Sekundärausfallen  für  die  weitere 
Instandhaltungsterminprognose notwendig.
    <Flügelrad, Unsymmetrie> = 
<N(KK); c(N(KK)>
<KK; c(KK)> = <Lager; verschlissen>
Alle notwendigen Merkmale werden durch die Beschreibung eines Sekundärausfalles nach 
Gleichung  (7.16)  erfasst.  Die  Merkmale  ti-1(z(Ki))  und  ti(z(Ki))  repräsentieren  jeweils  das 
Ereignisdatum,  N(Ki) definiert die Nachbarkomponente als Ursache, ti(z(N(Ki))) das Datum 




Bild 7.11: Abbildung der Komponenten des Beispiels 7 im Strukturmodell
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dazugehörige Zustandsmerkmal. Das Intervall t12 wird aus den Daten ti-1(z(Ki)) und ti(z(Ki)) 
berechnet. 
Fakt(SA) = {ti-1(z(Ki)), ti(z(Ki)), ti(z(N(Ki))), Ki, N(Ki), z(Ki), z(N(Ki))} (7.16)
Da die Zustandsmerkmale z(Ki) durch konstruktive Merkmale ersetzt werden (vgl. Kapitel 3), 
wird  das  Muster  nach  Gleichung  (7.17)  zu  einer  Fallbeschreibung  abgespeichert  und  als 
Analogiebedingung für die Auswahl der Referenzstruktur zu einer Anfrage definiert. 
FRef(SA) = {ti-1(z(Ki)), ti(z(Ki)), c(N(Ki)), N(Ki), c(Ki), Ki} (7.17)
Die Abbildung im Strukturmodell (Bild 7.12) beschränkt sich auf den Knoten Ki (ausgefallene 
Komponente), den Nachbarknoten N(Ki) und die Relationen zwischen den Knoten über den 
Elternknoten KE, der die übergeordnete Ebene in der Taxonomie darstellt. 
Eine weitere Möglichkeit, das Muster eines Sekundärausfalls als Referenzfall zu verwenden, 
stellt  die  Prognose nach dem Ausfall  einer  Komponente  dar.  Eine Anfrage wird auf  dem 
Strukturmodell durch den Knoten Ki abgebildet und die Nachbarknoten N(Ki) ermittelt. Wird 
eine Anfrage durch das Muster (7.18) modelliert, dann kann aus einem Referenzmuster (7.17) 
der  Zeitpunkt  ti(z(Ki))  übernommen  und  eine  Restbetriebsdauer  mit  Gleichung  (7.19) 
berechnet  werden (Bild 7.13).
Fakt(SAi) = {ti-1(z(Ki)), c(N(Ki)), N(Ki), c(Ki), Ki} (7.18)
dt(z(K)) = ∣ti(z(Ki)) – ti-1(z(Ki))∣ (7.19)
KE
Ki N(Ki) N(Ki)
Bild 7.12: Geräteorientierte Abbildung der Umgebung einer Komponente Ki
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Um die  Merkmale von Sekundärausfällen zu  repräsentieren,  wird eine  Möglichkeit  in  der 
Modellierung einer Generalisierungshierarchie gesehen (vgl. Kapitel 3).  Zu den Merkmalen, 
die  eine  Ursache  für  einen  Sekundärausfall darstellen  (Beanspruchung),  werden  die 
ausgefallenen Komponenten mit  den Typmerkmalen und dem Zeitintervall  dt(z(K))  erfasst 
(Bild 7.14). 
  
Vergleichbare  Strukturmerkmale  unterschiedlicher  Komponenten  werden  durch 
Generalisierungen zusammengefasst. 
Der  Hinweis  auf  einen  Sekundärausfall  erzeugt  zur  fallbasierten 
Instandhaltungsterminprognose  eine  alternative  Prognose.  Durch  die  Inspektion  des 
<Beanspruchungsmerkmal>
<Komponente, Typ 2><Komponente, Typ 1>
Bild 7.13: Beschreibung eines Sekundärausfalls 






Bild 7.14: Generalisierungshierarchie für Komponenten nach konstruktiven Merkmalen
Domänenspezifische Prognose                                 167
strukturellen  Umfeldes  wird  der  Instandhaltung  die  Möglichkeit  gegeben,  eine  falsche 
Prognose durch Identifizierung möglicher Fehlerquellen zu vermeiden.
7.5 Vergleich der Prognoseverfahren
Die rationale und normative Prognose unterscheiden sich durch die Bedingungen, auf denen 
die Prognose basiert.  Für die aus den Beispielen entwickelte  rationale Prognose wird eine 
Beanspruchung aus vergleichbaren Ausfalldaten klassifiziert. Da die Beanspruchung vorgibt, 
wann die Wahrscheinlichkeit eines Ausfalls zunimmt, wird das Restbetriebsdauerintervall bis 
zum Eintreten  der  Beanspruchung definiert.  In Bezug zur  fallbasierten Prognose kann die 
Vorgabe  einer  Beanspruchung  zu  einer  Verlängerung  des  Betriebsdauerintervalls  bis  zur 
Instandhaltung führen. Die Auswahl stellt ein Entscheidungsproblem dar, das in dieser Arbeit 
nicht behandelt wurde. 
Die normative Prognose wird durch die Folge von Ereignissen für vergleichbare Komponenten 
aktiviert.  Beispiele  für  die  normative  Prognose  wurden  dann  erfasst,  wenn  keine 
vergleichbaren  Fälle  verfügbar  waren,  die  eine  Lösungsadaption  ermöglichen.  Die 
Zusammenfassung  der  Prognoseaktionen  in  vier  Kategorien,  unabhängig  von  den 
konstruktiven  Merkmalen  der  Komponenten,  zeigt,  dass  die  Prognose  auf  festen  Regeln 
(Normen) basiert.  
In  einem  Prognosemodell  ist  die  normative  Prognose  dann  anzuwenden,  wenn  kein 
vergleichbarer Fall durch die fallbasierten Verfahren (Kapitel 3 bis 6) ermittelt wurde (Bild 
7.15). Aus der Zustandsfolge von zwei Ereignissen wird ein Informationsparameter berechnet, 
dem eine Prognosekategorie zugeordnet wird.
Durch die rationale Prognose wird der Instandhaltungstermin aus der fallbasierten Prognose an 
eine  Beanspruchung  (z.  B.  wechselnde  Lastzyklen)  angepasst  (Bild  7.15).  Das  aus  dem 
Lebensdauermodell ermittelte Intervall bis zum Folgezustand wird beanspruchungsabhängig 
durch die rationale Prognose korrigiert.
Das  entwickelte  Verfahren  ermöglicht  eine  differenzierte  Prognose  über  den  gesamten 
Grundbereich  für  jedes  Zeitintervallverhältnis.  Die  rationale  Prognose  ist  nur  für  die 
spezifischen  Bedingungen (im Beispiel  für  die  klassifizierte  Beanspruchung)  anzuwenden. 
Werden in der Instandhaltungsterminprognose beide Verfahren nebeneinander eingesetzt, ist 
bei einem Widerspruch deshalb die Ausgabe der normativen Prognose zu befolgen. 
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rationale Prognose normative Prognose 
Beide Verfahren basieren auf einen durch die fallbasierte Prognose vorgegeben Datenbestand 
und erfordern keine zusätzlich abzuspeichernden Daten. Eine Verbesserung der normativen 
Prognose wird durch die Vorgabe einer durchschnittlichen Komponentenlebensdauer erreicht 
(siehe Beispiele in Tab. 7.5), die im Benutzerdialog über die Wissensakquisitionskomponente 
von Hand eingegeben werden kann.
Klassifizierung des Zustandes 
durch Abstandsfunktion









Bild 7.15: Gegenüberstellung von rationaler und normativer Prognose 
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8 Schlussfolgerung und Ausblick                                    
Die  zustandsbezogene  Instandhaltung  in  Heizkraftwerken  basiert  auf  der  Erfassung  des 
Betriebsmittelzustandes. Für Betriebsmittel ohne kontinuierliche Zustandsüberwachung liegen 
Schädigungsmodelle  in  Form  von  Erfahrungswissen  vor.  Die  Abschätzung  des  weiteren 
Schädigungsverlaufes für ein Betriebsmittel ist eine wichtige Voraussetzung für die Prognose 
des Instandhaltungstermins.
Für  elektrische  Betriebsmittel  in  Heizkraftwerken,  deren  Zustandswissen  auf  Inspektionen 
basiert,  wurde  eine  Konzeption  zur  Instandhaltungsterminprognose  für  Beratungssysteme 
vorgestellt.  Damit  wurde  die  Idee  umgesetzt,  eine  erfahrungsbasierte 
Instandhaltungsterminprognose nachzubilden.  
Die  Ausgangssituationen  für  den  Entwurf  bildeten  Inspektionsberichte  und 
Befragungsergebnisse.  Da  durch  direkte  Befragungen  der  Experten  keine  Aussagen  über 
Instandhaltungstermine  oder  Restbetriebsdauerintervalle  erzielt  wurden,  basieren  die 
Befragungsergebnisse auf Beobachtungen des Handelns oder auf episodischen Erzählungen. 
Fallvergleichendes Wissen  stellt  in  der  Domäne die  dominierende Wissensart  dar.  Wissen 
über die Instandhaltungsterminprognose für die Betriebsmittel basiert auf dem Vergleich der 
Einsatzbedingungen, dem Vergleich von Mustern aus Zustandsmerkmalen und dem Vergleich 
von  Lebensläufen  der  Betriebsmittel.  Verfahren  und  Methoden  für  eine  fallbasierte 
Prognosestrategie stellen einen wesentlichen Anteil des Konzeptes dar.
Spezifisch  für  die  Domäne  wurde  die  Anpassung  der  Prognose  an  wechselnde 
Beanspruchungen  der  Betriebsmittel  und  die  normative  Prognose  aus  der  Folge  von 
Ausfalldaten  untersucht.  Für  beide  Prognosestrategien  wurden  alternativ  zur  fallbasierten 
Prognose Verfahren modifiziert bzw. neu entwickelt.
Alle  Verfahren  basieren  auf  der  Analyse  von  Beispielen  aus  Heizkraftwerken.  Eigene 
Erfahrungen in der Wissensakquisition zeigen, dass Experten auf gezielte Befragungen nur 
zögerlich Aussagen zur Prognose von Instandhaltungsterminen geben. Für die Entwicklung 
der  Konzeption  wurden  deshalb  verschiedene  repräsentative  Beispiele  von 
Betriebsmittelkomponenten  gewählt.  Die  durchgängige  Simulation  der  Verfahren  für  eine 
Klasse von Betriebsmitteln stellt deshalb eine zukünftig zu lösende Aufgabe dar.
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Die inhaltlichen Schwerpunkte der Arbeit umfassen
• die Systematisierung und Modellierung des Zustandswissens aus Inspektionen
• die Entwicklung und Modifizierung von Auswahl- und Klassifizierungsverfahren 
• die Erstellung eines zusammenhängenden Konzeptes  zur  Instandhaltungsterminprognose 
aus den Zustandsbeschreibungen mit den Verfahren 
• Beispiele zur Demonstration und Leistungsfähigkeit des Konzeptes
Die Arbeit stellt damit einen Beitrag zur Erweiterung der zustandsbezogenen Instandhaltung 
in Heizkraftwerken für Betriebsmittel, deren Zustände durch Inspektionen erfasst werden, dar. 
Im folgenden sind die Ergebnisse zusammengefasst:
Methodische Ergebnisse
• Für  die  erfahrungsbasierte  Instandhaltungsterminprognose  in  der  Domäne  wurde  ein 
Konzept  für  die  fallbasierte  und  alternativ  für  domänenspezifische  Prognosestrategien 
entwickelt. Für beide Prognosestrategien wurden Verfahren modifiziert und neue Verfahren 
vorgeschlagen.
• Für die fallbasierte Prognose in der Domäne wurde ein dreistufiges Modell entwickelt, das 
den Vergleich der  Einsatzbedingungen,  die  Klassifizierung von Zustandsbeschreibungen 
und den Vergleich der zurückgelegten Lebensdauer umfasst.   
• Aufbauend auf dem Konfigurationsmodell von Geschehenstypen wurde ein Strukturmodell 
zur  Abbildung  der  Einsatzbedingungen  für  die  Komponenten  modifiziert.  Durch  die 
Abbildung  elektrischer  Einflüsse  und  des  Einflusses  der  Instandhaltung  wird  ein 
geräteorientiertes Modell erweitert. 
• Die  Berechnung  der  Ähnlichkeit  domänenspezifischer  Strukturen  mit 
Graphenmatchingverfahren  zeigt  die  Eignung  des  Strukturmodells  für  die  gegebene 
Problemstellung.  Für  die  dazu  notwendige  Abbildung  der  Komponentenmerkmale  im 
Strukturmodell  wurden  Verfahren  entwickelt,  mit  denen  subjektiv  formulierte 
Zustandsmerkmale  durch  definierende  konstruktive  und  strukturelle  Merkmale  ersetzt 
werden.
• Zur Auswahl ähnlicher Strukturen wurden Suchverfahren heuristisch modifiziert. Für die 
effektive Suche wurden Parameter zur Suchraumbeschränkung eingeführt. 
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• Für  die  Identifizierung  fehlender  Komponenten  aus  unvollständigen 
Zustandsbeschreibungen  visueller  Inspektionen  wurde  ein  Fallidentifikationsverfahren 
entwickelt.  
• Bedingt durch subjektive Bewertungen sind Merkmalsmuster für gleiche Zustände  durch 
variierende  Merkmale  und  die  variierende  Anzahl  der  Merkmale  gekennzeichnet.  Zur 
Klassifizierung  von  Merkmalsmustern  unterschiedlicher  Komplexität  wurden  Verfahren 
modifiziert. Zum Vergleich von Mustern mit variabler Anzahl der Merkmale und variablen 
Merkmalsbegriffen wurde ein Güteparameter eingeführt.
• Zur qualitativen Abbildung der zurückgelegten Lebensdauer einer Komponente durch eine 
Zustandsfolge wurde ein Modell modifiziert.  Zur Auswahl des ähnlichsten Referenzfalls 
wurde  eine  Gütemaß  eingeführt,  mit  der  die  Ähnlichkeit  der  Zustandsfolgen 
lebensdauerabhängig  bewertet  wird.  Das  Betriebsdauerintervall  zwischen  dem 
Bezugszustand und dem Folgezustand des ähnlichsten Falls wird ausgegeben und stellt die 
Voraussetzung für die Definition des Instandhaltungstermins dar.  
• Der  Instandhaltungstermin  wird  durch  eine  Ausgaberegel  natürlichsprachlich  modelliert 
und  durch  eine  graphische  Repräsentation  des  zu  vermeidenden  Ausfallzustandes 
unterstützt. Zur Repräsentation des Folgezustandes wurde eine Entwurfsvorschrift für die 
Modellierung  von  Zugehörigkeitsfunktionen  entwickelt.  Der  Eingriff  des  Bedieners  im 
Benutzerdialog wird vermieden.
• Alternativ  zur  fallbasierten  Prognosestrategie  wurde  eine  beanspruchungsabhängige 
Prognose  des  Instandhaltungstermins  entwickelt  und  als  rationales  Prognoseverfahren 
definiert.
• Für Zustandsbeschreibungen, für die keine vergleichbaren Falldaten existieren, wurde ein 
normatives Verfahren zur Instandhaltungsterminprognose entwickelt.  
• Zur Repräsentation der  Falldaten in relationalen Datenbanken und zur  Abfrage für  den 
Fallvergleich wurden Konzepte entwickelt.  
Simulative Ergebnisse
• Zur  Demonstration  der  Leistungsfähigkeit  des  Konzeptes  wurden  die  Verfahren  mit 
Beispielen  aus  der Instandhaltung  von  Heizkraftwerken  getestet  und  anhand  der  von 
Experten getroffenen Prognosen überprüft. 
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• Die  Verwendung von  Beispielen  verschiedener  Betriebsmittel  und  Komponenten  zeigt, 
dass  ein  Bedarf  an  erfahrungsbasierter  Unterstützung  in  der  zustandsbezogenen 
Instandhaltung von elektrischen Anlagen in Heizkraftwerken vorhanden ist.
Mit den entwickelten Verfahren wird ein Konzept als Voraussetzung für den Entwurf eines 
Prototypen bereitgestellt. Da die Arbeit sich ausschließlich auf die Entwicklung von Verfahren 
zur  erfahrungsbasierten  Instandhaltungsterminprognose  konzentrierte,  stellt  die 
Implementierung  des  Erfahrungswissens  und  die  Einbindung  in  vorhandene  DV-Systeme 
einen Ausblick dar.
Ein wesentliches Potential für zukünftige Untersuchungen liegt in der Einbeziehung weiterer 
Wissensarten, wie z. B. von assoziativem Wissen. Ein Beitrag zur Nutzung des verfügbaren 
Wissens  in  Heizkraftwerken  für  die  zustandsbezogene  Instandhaltung  wurde  mit  der 
vorliegenden Arbeit geleistet. 
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Anhang A: Definitionen für den Entwurf von Graphen [67]
Markierter, gerichteter Graph 
Ein markierter, gerichteter Graph ist ein Tupel (N, V, l, e, L, E), das besteht aus:
• N einer endlichen Menge von Knoten 
• V einer endlichen Menge von Kanten V ⊆ N × N
• L einer Menge von Knotenmarkierungen
• E einer Menge von Kantenmarkierungen
• l einer Knotenmarkierungsfunktion l: N  L
• e einer Kantenmarkierungsfunktion e: V  E
Teilgraph
Ein Teilgraph ist ein Graph H = (NH, VH, lH, eH, L, E) eines Graphen G = (NG, VG, lG, eG, L, E), 
für den gilt:
• NH ⊆ NG
• VH ⊆ VG; VH ⊆ NH × NH
• lH ist eine Einschränkung von lG auf NH
• eH ist eine Einschränkung von eG auf VH
Subgraph
Ein Subgraph ist ein Teilgraph H = (NH, VH, lH, eH, L, E) von G = (NG, VG, lG, eG, L, E), für 
den gilt:
• ∀n1, n2 NH: (n1, n2)  VG  (n1, n2)  VH 
Isomorphie interpretierter gerichteter Graphen
Zwei gerichtete Graphen H = (NH, VH, lH, eH, L, E) und G = (NG, VG, lG, eG, L, E) sind 
isomorph, wenn eine eineindeutige Abbildung  :NG  NH mit den folgenden Eigenschaften 
existiert:
• ∀x∈NG: lG(x) = lH((x)) und umgekehrt
• ∀x(1), x(2) NG: x(1), x(2) VG  ((x(1)), (x(2)))  VH  ∧ eG (x(1), x(2)) VG = eH(((x(1)), 
((x(2))) und umgekehrt
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Kompatibilitätsgraph
Der Kompatibilitätsgraph zweier Graphen G = (NG, VG, lG, eG, L, E) und H = (NH, VH, lH, eH, 
L, E) ist der ungerichtete, unmarkierte Graph (N, V) der nach der folgenden Vorschrift 
konstruiert wird: 
• Für alle Paare (x, y) von Knoten  x  NG und  y  NH, deren Markierungen mit lG(x) = lH(y) 
übereinstimmen, wird ein Knoten im Kompatibilitätsgraphen erzeugt.
• Zwischen allen Paaren von Knoten im Kompatibilitätsgraphen, die Paare (xi, yk) und (xj, yl) 
der Knoten der Ausgangsgraphen repräsentieren, für die gilt: xi, xj   NG , i ≠ j, yk, yl   NH, 
k≠ l, wird dann ein ungerichteter Graph erzeugt, wenn gilt: eG((xi, xj)) = eH((yk, yl)) sowie 
eG((xj, xi)) = eH((yl, yk)). 
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Anhang B: Datenanalyse                                                    
B.1 Abbildung von Falldaten auf dem Strukturmodell 
Alle Beispiele (für gleiche Markierung der Kindknoten) unterscheiden sich durch mindestens ein strukturelles Merkmal lev(Ki), str(KQ, KK) oder 
den Knoten KQ. 
Fall Beschreibung
1 Blitzeinschlag Netz Hochspannungsnetz Mittelspannungsebene Niederspannungsebene Steuerspannungsebene Thyristor 5 1 4
2 Klima Außenbereich Gebäude Raum Zelle Relaisgehäuse Relaiskontakt 6 1 5
3 Pertinax dampft aus Nachbarkomponente Relaisgehäuse - - - Relaiskontakt 1 1 3
4 Kontakt verbrannt Bediener Relais - - - Relaiskontakt 3 1 2
5 Kontakt verbrannt Nachbarkomponente - - - - Relaiskontakt 1 1 2
6 Keine Kontaktgabe Niederspannungsnetz - - - - Relaiskontakt 2 1 1
7 Verschmutzung Zelle Schaltzelle Relaisgehäuse - - - Relaiskontakt 3 1 2
8 Umgebungstemperatur zu hoch Betriebsraum - - - - Kabeleinfühung 2 1 1
9 Prüfen Relais (zu hohe Prüfwerte) Instandhalter - - - - Relaisspule 2 1 1
10 Einschaltzahl zu hoch Bediener Niederspannungsnetz - - - Motorwicklung 3 1 2
11 Erdschluss in Folge Spannungsanhebg. Nachbarkomponente - - - - Motorwicklung 1 1 2
12 Windungsschl. Motorwicklg. (Alterung) - - - - - Motorwicklung 0 1 0
13 Beschädigung durch falsche Instandh. Instandhalter - - - - Motorwicklung 2 1 1
14 Spannung zu hoch Niederspannungsnetz - - - - Motorwicklung 2 1 1
15 Umgebungstemperatur zu hoch Betriebsraum Gehäuse - - - Motorwicklung 3 1 2
16 Belastung zu hoch Arbeitsmaschine - - - - Motorwicklung 1 1 2
KQ KV1 KV2 KV3 KV4 KK  lev(KQ)  lev(KK)  str(KQ,KK)
KQ = Quellknoten lev(KQ) = Knotenebene des Quellknotens
KV = Verbindungsknoten lev(KK) = Knotenebene des Kindknotens
KK = Kindknoten str(KQ, KK) = Pfadverbindung ( Anzahl der Kanten)
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B.2 Zustandsmerkmalsmuster für Leistungsschalter aus Instandhaltungen 
Die Befunde wurden für Leistungsschalter vom Typ EL (Fabrikat EAW) ermittelt. Die 

























































































Abreißkontakt fest X X X X X X X X X X X X
Abreißkontakt beweglich X X X X X X X X X X X X
Auslösewelle X X X X X X X X X
Lager Auslösewelle X X X X X X X X
Sperrklinke X
Stößel X X X X X X X
Puffer X X X X X X X
Seitenwand X X X X X X X X X X
u-Auslöser X X X X X X
Federführung X X X X X X X X
Schloß X X X X X X X X X
Motorantrieb X X X X X X
Hauptwelle X X X








Schaltertyp EL 400 EL 250 EL 250 EL 400 EL 400 EL 1000 EL 1000 EL 2500 EL 250 EL 250 EL 400 EL 400
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B.3 Zustandsmerkmalsmuster für Leistungsschalter aus Instandhaltungen 
Die Befunde wurden für Leistungsschalter vom Typ EL (Fabrikat EAW) ermittelt. Die Klasse 
steht für ein Intervall <MTBM>.
MTBM: Klasse 1 Zyklus 4 Jahre
               Klasse 2 Zyklus 4 Jahre 
              Klasse 3 Zyklus 2 Jahre
               Klasse 4 „Austausch umgehend , spätestens in einem Monat...“







































































































































































































































Einspeiseschalter 1 EL 2500 X X X 3 3 1
Einspeiseschalter 2 EL 2500 X X 2 4 1
Einspeiseschalter 4 EL 2500 X X X 3 4 1
Einspeiseschalter 6 EL 2500 X X 2 4 1
Einspeiseschalter 5 EL 2500 X 1 4 1
Einspeiseschalter 3 EL 2500 X X X 3 6 1
Abgangsschalter 2 EL 400 X 1 5 1
Kuppelschalter 1 EL 1000 X X 2 5 1
Abgangsschalter 1 EL 630 X X 2 5 2
Erregerschalter 5 EL 1000 X X X X X 4 6 3
Erregerschalter 6 EL 400 X X 2 6 3
Erregerschalter 1 EL 1000 X 1 6 3
Erregerschalter 2 EL 400 X 1 2 3
Erregerschalter 3 EL 1000 X 1 1 3
Erregerschalter 4 EL 400 X X 2 2 3
verschlissener Schalter EL 2500 X X X X X X X 7 18 4
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B.4 Auswertung von Instandhaltungsbefunden für Leistungsschalter
Der Parameter  wird mit den Gleichungen (4.8) bis (4.14) berechnet.
Merkmalsmuster Merkmalsmuster Sum E X Y Z X Y Z  å
Einspeiseschalter 1 Einspeiseschalter 2 4 ¼ 2/4 ¼ 0,25 0,5 0,25 0,61 0,41 0,82 0,41 0,91 1,15
Einspeiseschalter 1 Einspeiseschalter 4 4 2/4 ¼ ¼ 0,5 0,25 0,25 0,61 0,82 0,41 0,41 0,58 0,62
Einspeiseschalter 1 Einspeiseschalter 6 3 2/3 1/3 0 0,66 0,33 0 0,74 0,89 0,45 0 0,45 0,46
Einspeiseschalter 1 Einspeiseschalter 5 3 1/3 2/3 0 0,33 0,67 0 0,74 0,44 0,9 0 0,9 1,11
Einspeiseschalter 1 Einspeiseschalter 3 5 1/5 2/5 2/5 0,2 0,4 0,4 0,6 0,33 0,67 0,67 0,94 1,23
Einspeiseschalter 2 Einspeiseschalter 4 3 2/3 0 1/3 0,66 0 0,33 0,74 0,89 0 0,45 0,45 0,46
Einspeiseschalter 2 Einspeiseschalter 6 3 1/3 1/3 1/3 0,33 0,33 0,33 0,57 0,58 0,58 0,58 0,82 0,96
Einspeiseschalter 2 Einspeiseschalter 5 2 ½ ½ 0 0,5 0,5 0 0,71 0,71 0,71 0 0,71 0,79
Einspeiseschalter 2 Einspeiseschalter 3 3 2/3 0 1/3 0,66 0 0,33 0,74 0,89 0 0,45 0,45 0,46
Einspeiseschalter 4 Einspeiseschalter 6 3 2/3 1/3 0 0,66 0,33 0 0,74 0,89 0,45 0 0,45 0,46
Einspeiseschalter 4 Einspeiseschalter 5 3 1/3 2/3 0 0,33 0,67 0 0,74 0,44 0,9 0 0,9 1,11
Einspeiseschalter 4 Einspeiseschalter 3 4 2/4 ¼ ¼ 0,5 0,25 0,25 0,61 0,82 0,41 0,41 0,58 0,62
Einspeiseschalter 6 Einspeiseschalter 5 2 ½ ½ 0 0,5 0,5 0 0,71 0,71 0,71 0 0,71 0,79
Einspeiseschalter 6 Einspeiseschalter 3 4 ¼ ¼ 2/4 0,25 0,25 0,5 0,61 0,41 0,41 0,82 0,91 1,15
Einspeiseschalter 5 Einspeiseschalter 3 3 1/3 0 2/3 0,33 0 0,66 0,74 0,45 0 0,89 0,89 1,11
Erregerschalter 5 Einspeiseschalter 1 8 0 5/8 3/8 0 0,63 0,38 0,73 0 0,86 0,51 1 1,57
Erregerschalter 5 Einspeiseschalter 2 6 1/6 4/6 1/6 0,17 0,67 0,17 0,71 0,24 0,94 0,24 0,97 1,33
Erregerschalter 5 Einspeiseschalter 4 7 1/7 4/7 2/7 0,14 0,57 0,29 0,65 0,22 0,87 0,44 0,98 1,35
Erregerschalter 5 Einspeiseschalter 6 7 0 5/7 2/7 0 0,71 0,29 0,77 0 0,93 0,38 1 1,57
Erregerschalter 5 Einspeiseschalter 5 6 0 5/6 1/6 0 0,83 0,17 0,85 0 0,98 0,2 1 1,57
Erregerschalter 5 Einspeiseschalter 3 7 1/7 4/7 2/7 0,17 0,57 0,29 0,66 0,25 0,86 0,44 0,97 1,32
Erregerschalter 6 Einspeiseschalter 1 5 0 2/5 3/5 0 0,4 0,6 0,72 0 0,55 0,83 1 1,57
Erregerschalter 6 Einspeiseschalter 2 3 1/3 1/3 1/3 0,33 0,33 0,33 0,57 0,58 0,58 0,58 0,82 0,96
Erregerschalter 6 Einspeiseschalter 4 4 ¼ ¼ 2/4 0,25 0,25 0,5 0,61 0,41 0,41 0,82 0,91 1,15
Erregerschalter 6 Einspeiseschalter 6 4 0 2/4 2/4 0 0,5 0,5 0,71 0 0,71 0,71 1 1,57
Erregerschalter 6 Einspeiseschalter 5 3 0 2/3 1/3 0 0,67 0,33 0,74 0 0,9 0,44 1 1,57
Erregerschalter 6 Einspeiseschalter 3 4 ¼ ¼ 2/4 0,25 0,25 0,5 0,61 0,41 0,41 0,82 0,91 1,15
Kuppelschalter 1 Abgangsschalter 2 2 ½ ½ 0 0,5 0,5 0 0,71 0,71 0,71 0 0,71 0,79
Kuppelschalter 1 Abgangsschalter 1 3  1/3  1/3  1/3 0,33 0,33 0,33 0,57 0,58 0,58 0,58 0,82 0,96
Abgangsschalter 1 Abgangsschalter 2 2 ½ ½ 0    0,5 0,5 0 0,71 0,71 0,71 0 0,71 0,79
Einspeiseschalter 1 Kuppelschalter 1 4 ¼  1/2 ¼ 0,25 0,5 0,25 0,61 0,41 0,82 0,41 0,91 1,15
Einspeiseschalter 2 Kuppelschalter 1 3  1/3  1/3  1/3 0,33 0,33 0,33 0,57 0,58 0,58 0,58 0,82 0,96
Einspeiseschalter 4 Kuppelschalter 1 4 ¼  1/2 ¼ 0,25 0,5 0,25 0,61 0,41 0,82 0,41 0,91 1,15
Einspeiseschalter 6 Kuppelschalter 1 3  1/3  1/3  1/3 0,33 0,33 0,33 0,57 0,58 0,58 0,58 0,82 0,96
Einspeiseschalter 5 Kuppelschalter 1 2 ½ 0    ½ 0,5 0 0,5 0,71 0,71 0 0,71 0,71 0,79
Einspeiseschalter 3 Kuppelschalter 1 4 ¼  1/2 ¼ 0,25 0,5 0,25 0,61 0,41 0,82 0,41 0,91 1,15
Einspeiseschalter 1 Abgangsschalter 1 4 ¼  1/2 ¼ 0,25 0,5 0,25 0,61 0,41 0,82 0,41 0,91 1,15
Einspeiseschalter 2 Abgangsschalter 1 3  1/3  1/3  1/3 0,33 0,33 0,33 0,57 0,58 0,58 0,58 0,82 0,96
Einspeiseschalter 4 Abgangsschalter 1 4 ¼  1/2 ¼ 0,25 0,5 0,25 0,61 0,41 0,82 0,41 0,91 1,15
Einspeiseschalter 6 Abgangsschalter 1 3  1/3  1/3  1/3 0,33 0,33 0,33 0,57 0,58 0,58 0,58 0,82 0,96
Einspeiseschalter 5 Abgangsschalter 1 2 ½ 0    ½ 0,5 0 0,5 0,71 0,71 0 0,71 0,71 0,79
Einspeiseschalter 3 Abgangsschalter 1 4 ¼  1/2 ¼ 0,25 0,5 0,25 0,61 0,41 0,82 0,41 0,91 1,15
Einspeiseschalter 1 Abgangsschalter 2 3  1/3  2/3 0    0,33 0,67 0 0,74 0,44 0,9 0 0,9 1,11
Einspeiseschalter 2 Abgangsschalter 2 2 ½ ½ 0    0,5 0,5 0 0,71 0,71 0,71 0 0,71 0,79
Einspeiseschalter 4 Abgangsschalter 2 3  1/3  2/3 0    0,33 0,66 0 0,74 0,45 0,89 0 0,89 1,11
Einspeiseschalter 6 Abgangsschalter 2 2 ½ ½ 0    0,5 0,5 0 0,71 0,71 0,71 0 0,71 0,79
Einspeiseschalter 5 Abgangsschalter 2 1 1    0    0    1 0 0 1 1 0 0 0 0
Einspeiseschalter 3 Abgangsschalter 2 3  1/3  2/3 0    0,33 0,67 0 0,74 0,44 0,9 0 0,9 1,11
sqrt{x2, y2, z2} Xnorm Ynorm Znorm
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Merkmalsmuster Merkmalsmuster Sum E X Y Z X Y Z  å
Erregerschalter 5 Erregerschalter 6 6  1/6  2/3  1/6 0,17 0,67 0,17 0,71 0,24 0,94 0,24 0,97 1,33
Erregerschalter 5 Erregerschalter 1 5  1/5  4/5 0    0,2 0,8 0 0,82 0,24 0,97 0 0,97 1,33
Erregerschalter 5 Erregerschalter 2 6 0     5/6  1/6 0 0,84 0,17 0,86 0 0,98 0,19 1 1,57
Erregerschalter 5 Erregerschalter 3 5  1/5  4/5 0    0,2 0,8 0 0,82 0,24 0,97 0 0,97 1,33
Erregerschalter 5 Erregerschalter 4 7 0     5/7  2/7 0 0,71 0,29 0,77 0 0,93 0,37 1 1,57
Erregerschalter 6 Erregerschalter 1 2 ½ ½ 0    0,5 0,5 0 0,71 0,71 0,71 0 0,71 0,79
Erregerschalter 6 Erregerschalter 2 3 0     2/3  1/3 0 0,67 0,33 0,74 0 0,89 0,45 1 1,57
Erregerschalter 6 Erregerschalter 3 3 0     2/3  1/3 0 0,67 0,33 0,74 0 0,89 0,45 1 1,57
Erregerschalter 6 Erregerschalter 4 4 0     1/2  1/2 0 0,5 0,5 0,71 0 0,71 0,71 1 1,57
Einspeiseschalter 2 Erregerschalter 1 2  1/2  1/2 0    0,5 0,5 0 0,71 0,71 0,71 0 0,71 0,79
Einspeiseschalter 2 Erregerschalter 2 3 0  2/3  1/3 0 0,67 0,33 0,74 0 0,89 0,45 1 1,57
Einspeiseschalter 2 Erregerschalter 3 3 0  2/3  1/3 0 0,67 0,33 0,74 0 0,89 0,45 1 1,57
Einspeiseschalter 2 Erregerschalter 4 3  1/3  1/3  1/3 0,33 0,33 0,33 0,58 0,58 0,58 0,58 0,82 0,96
verschlissener Schalter Einspeiseschalter1 9  1/9  2/3  2/9 0,11 0,67 0,22 0,71 0,16 0,94 0,31 0,99 1,41
verschlissener Schalter Einspeiseschalter 2 7  2/7  5/7 0    0,29 0,71 0 0,77 0,37 0,93 0 0,93 1,19
verschlissener Schalter Einspeiseschalter 4 8  1/4  5/8  1/8 0,25 0,63 0,13 0,68 0,37 0,91 0,18 0,93 1,2
verschlissener Schalter Einspeiseschalter 6 8  1/8  3/4  1/8 0,13 0,75 0,13 0,77 0,16 0,97 0,16 0,99 1,41
verschlissener Schalter Einspeiseschalter 5 7  1/7  6/7 0    0,14 0,86 0 0,87 0,16 0,99 0 0,99 1,41
verschlissener Schalter Einspeiseschalter 3 8  1/4  5/8  1/8 0,25 0,63 0,13 0,68 0,37 0,91 0,18 0,93 1,2
verschlissener Schalter Erregerschalter 5 10  1/5  1/2 3/10 0,2 0,5 0,3 0,62 0,32 0,81 0,49 0,95 1,24
verschlissener Schalter Erregerschalter 6 8  1/8  3/4  1/8 0,13 0,75 0,13 0,77 0,16 0,97 0,16 0,99 1,41
verschlissener Schalter Erregerschalter 1 7  1/7  6/7 0    0,14 0,86 0 0,87 0,16 0,99 0 0,99 1,41
verschlissener Schalter Erregerschalter 2 8 0     7/8  1/8 0 0,88 0,13 0,88 0 0,99 0,14 1 1,57
verschlissener Schalter Erregerschalter 3 8 0     7/8  1/8 0 0,88 0,13 0,88 0 0,99 0,14 1 1,57
verschlissener Schalter Erregerschalter 4 8  1/8  3/4  1/8 0,13 0,75 0,13 0,77 0,16 0,97 0,16 0,99 1,41
sqrt{x2, y2, z2} Xnorm Ynorm Znorm
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In der folgenden Tabelle werden Abgangsleistungsschalter (z. B. für Bandantrieb), Einspeise- 
und Kuppelschalter von Schaltanlagen verglichen (z. B. bezeichnet mit Schaltanlage). Die 
Nenngrößen der Schalter sind in Klammern angegeben. 
Merknalsmuster Merkmalsmuster Sum E X Y Z X Y Z  å
Bandantrieb 1(400) Bandantrieb 1(250) 12 5 1 6 0,42 0,08 0,5 0,66 0,64 0,13 0,76 0,77 0,88
Bandantrieb 1(400) Bandantrieb 2(250) 12 5 1 6 0,42 0,08 0,5 0,66 0,64 0,13 0,76 0,77 0,88
Bandantrieb 1(400) Bandantrieb 2(400) 12 4 2 6 0,33 0,17 0,5 0,62 0,53 0,27 0,8 0,85 1,01
Bandantrieb 1(400) Bandantrieb 3(400) 12 4 2 6 0,33 0,17 0,5 0,62 0,53 0,27 0,8 0,85 1,01
Bandantrieb 1(400) Schaltanlage 1(1000) 10 2 4 4 0,2 0,4 0,4 0,6 0,33 0,67 0,67 0,94 1,23
Bandantrieb 1(400) Schaltanlage 2(1000) 12 2 4 6 0,17 0,33 0,5 0,62 0,27 0,53 0,8 0,96 1,3
Bandantrieb 1(400) Schaltanlage 1(2500) 12 2 4 6 0,17 0,33 0,5 0,62 0,27 0,53 0,8 0,96 1,3
Bandantrieb 1(400) Bandantrieb 3(250) 13 4 2 7 0,31 0,15 0,54 0,64 0,48 0,24 0,84 0,88 1,07
Bandantrieb 1(400) Bandantrieb 4(250) 8 4 2 2 0,5 0,25 0,25 0,61 0,82 0,41 0,41 0,58 0,62
Bandantrieb 1(400) Pumpenantrieb 1(400) 10 5 1 4 0,5 0,1 0,4 0,65 0,77 0,15 0,62 0,64 0,69
Bandantrieb 1(400) Pumpenantrieb 2(400) 14 5 1 8 0,36 0,07 0,57 0,68 0,53 0,11 0,84 0,85 1,02
Bandantrieb 1(250) Bandantrieb 2(250) 11 11 0 0 1 0 0 1 1 0 0 0 0
Bandantrieb 1(250) Bandantrieb 2(400) 13 8 3 2 0,62 0,23 0,15 0,67 0,91 0,34 0,23 0,41 0,42
Bandantrieb 1(250) Bandantrieb 3(400) 13 8 3 2 0,62 0,23 0,15 0,67 0,91 0,34 0,23 0,41 0,42
Bandantrieb 1(250) Schaltanlage 1(1000) 11 6 5 0 0,55 0,45 0 0,71 0,77 0,64 0 0,64 0,69
Bandantrieb 1(250) Schaltanlage 2(1000) 12 7 4 1 0,58 0,33 0,08 0,68 0,86 0,49 0,12 0,51 0,53
Bandantrieb 1(250) Schaltanlage 1(2500) 13 6 5 2 0,46 0,38 0,15 0,62 0,74 0,62 0,25 0,67 0,73
Bandantrieb 1(250) Bandantrieb 3(250) 14 8 3 3 0,57 0,21 0,21 0,65 0,88 0,33 0,33 0,47 0,49
Bandantrieb 1(250) Bandantrieb 4(250) 11 6 5 0 0,55 0,45 0 0,71 0,77 0,64 0 0,64 0,69
Bandantrieb 1(250) Pumpenantrieb 1(400) 13 7 4 2 0,54 0,31 0,15 0,64 0,84 0,48 0,24 0,54 0,57
Bandantrieb 1(250) Pumpenantrieb 2(400) 13 11 0 2 0,85 0 0,15 0,86 0,98 0 0,18 0,18 0,18
Bandantrieb 2(250) Bandantrieb 2(400) 13 8 3 2 0,62 0,23 0,15 0,67 0,91 0,34 0,23 0,41 0,42
Bandantrieb 2(250) Bandantrieb 3(400) 13 8 3 2 0,62 0,23 0,15 0,67 0,91 0,34 0,23 0,41 0,42
Bandantrieb 2(250) Schaltanlage 1(1000) 11 6 5 0 0,55 0,45 0 0,71 0,77 0,64 0 0,64 0,69
Bandantrieb 2(250) Schaltanlage 2(1000) 12 7 4 1 0,58 0,33 0,08 0,68 0,86 0,49 0,12 0,51 0,53
Bandantrieb 2(250) Schaltanlage 1(2500) 13 6 5 2 0,46 0,38 0,15 0,62 0,74 0,62 0,25 0,67 0,73
Bandantrieb 2(250) Bandantrieb 3(250) 14 8 3 3 0,57 0,21 0,21 0,65 0,88 0,33 0,33 0,47 0,49
Bandantrieb 2(250) Bandantrieb 4(250) 11 6 5 0 0,55 0,45 0 0,71 0,77 0,64 0 0,64 0,69
Bandantrieb 2(250) Pumpenantrieb 1(400) 13 7 4 2 0,54 0,31 0,15 0,64 0,84 0,48 0,24 0,54 0,57
Bandantrieb 2(250) Pumpenantrieb 2(400) 13 11 0 2 0,85 0 0,15 0,86 0,98 0 0,18 0,18 0,18
Bandantrieb 2(400) Bandantrieb 3(400) 10 10 0 0 1 0 0 1 1 0 0 0 0
Bandantrieb 2(400) Schaltanlage 1(1000) 12 4 6 2 0,33 0,5 0,17 0,62 0,53 0,8 0,27 0,85 1,01
Bandantrieb 2(400) Schaltanlage 2(1000) 13 5 5 3 0,38 0,38 0,23 0,59 0,65 0,65 0,39 0,76 0,86
Bandantrieb 2(400) Schaltanlage 1(2500) 14 4 6 4 0,29 0,43 0,29 0,59 0,49 0,73 0,49 0,87 1,06
Bandantrieb 2(400) Bandantrieb 3(250) 16 5 5 6 0,31 0,31 0,38 0,58 0,54 0,54 0,65 0,84 1
Bandantrieb 2(400) Bandantrieb 4(250) 10 6 4 0 0,6 0,4 0 0,72 0,83 0,55 0 0,55 0,59
Bandantrieb 2(400) Pumpenantrieb 1(400) 11 8 2 1 0,73 0,18 0,09 0,76 0,96 0,24 0,12 0,27 0,27
Bandantrieb 2(400) Pumpenantrieb 2(400) 14 9 1 4 0,64 0,07 0,29 0,71 0,91 0,1 0,4 0,42 0,43
Bandantrieb 3(400) Schaltanlage 1(1000) 12 4 6 2 0,33 0,5 0,17 0,62 0,53 0,8 0,27 0,85 1,01
Bandantrieb 3(400) Schaltanlage 2(1000) 13 5 5 3 0,38 0,38 0,23 0,59 0,65 0,65 0,39 0,76 0,86
Bandantrieb 3(400) Schaltanlage 1(2500) 14 4 6 4 0,29 0,43 0,29 0,59 0,49 0,73 0,49 0,87 1,06
Bandantrieb 3(400) Bandantrieb 3(250) 16 5 5 6 0,31 0,31 0,38 0,58 0,54 0,54 0,65 0,84 1
Bandantrieb 3(400) Bandantrieb 4(250) 10 6 4 0 0,6 0,4 0 0,72 0,83 0,55 0 0,55 0,59
Bandantrieb 3(400) Pumpenantrieb 1(400) 11 8 2 1 0,73 0,18 0,09 0,76 0,96 0,24 0,12 0,27 0,27
Bandantrieb 3(400) Pumpenantrieb 2(400) 14 9 1 4 0,64 0,07 0,29 0,71 0,91 0,1 0,4 0,42 0,43
Schaltanlage 1(1000) Schaltanlage 2(1000) 8 6 0 2 0,75 0 0,25 0,79 0,95 0 0,32 0,32 0,32
Schaltanlage 1(1000) Schaltanlage 1(2500) 9 5 1 3 0,56 0,11 0,33 0,66 0,85 0,17 0,51 0,53 0,56
Schaltanlage 1(1000) Bandantrieb 3(250) 12 5 1 6 0,42 0,08 0,5 0,66 0,64 0,13 0,76 0,77 0,88
Schaltanlage 1(1000) Bandantrieb 4(250) 9 3 3 3 0,33 0,33 0,33 0,58 0,58 0,58 0,58 0,82 0,96
Schaltanlage 1(1000) Pumpenantrieb 1(400) 12 3 3 6 0,25 0,25 0,5 0,61 0,41 0,41 0,82 0,91 1,15
Schaltanlage 1(1000) Pumpenantrieb 2(400) 13 6 0 7 0,46 0 0,54 0,71 0,65 0 0,76 0,76 0,86
Schaltanlage 2(1000) Schaltanlage 1(2500) 10 6 2 2 0,6 0,2 0,2 0,66 0,9 0,3 0,3 0,43 0,44
Schaltanlage 2(1000) Bandantrieb 3(250) 13 6 2 5 0,46 0,15 0,38 0,62 0,74 0,25 0,62 0,67 0,73
Schaltanlage 2(1000) Bandantrieb 4(250) 10 4 4 2 0,4 0,4 0,2 0,6 0,67 0,67 0,33 0,75 0,84
Schaltanlage 2(1000) Pumpenantrieb 1(400) 13 4 4 5 0,31 0,31 0,38 0,58 0,53 0,53 0,66 0,85 1,01
Schaltanlage 2(1000) Pumpenantrieb 2(400) 14 7 1 6 0,5 0,07 0,43 0,66 0,75 0,11 0,65 0,66 0,72
Schaltanlage 1(2500) Bandantrieb 3(250) 15 4 4 7 0,27 0,27 0,47 0,6 0,44 0,44 0,78 0,9 1,11
Schaltanlage 1(2500) Bandantrieb 4(250) 12 2 6 4 0,17 0,5 0,33 0,62 0,27 0,8 0,53 0,96 1,3
Schaltanlage 1(2500) Pumpenantrieb 1(400) 15 2 6 7 0,13 0,4 0,47 0,63 0,21 0,64 0,74 0,98 1,36
Schaltanlage 1(2500) Pumpenantrieb 2(400) 15 6 2 7 0,4 0,13 0,47 0,63 0,64 0,21 0,74 0,77 0,88
Bandantrieb 3(250) Bandantrieb 4(250) 12 5 6 1 0,42 0,5 0,08 0,66 0,64 0,76 0,13 0,77 0,88
Bandantrieb 3(250) Pumpenantrieb 1(400) 14 5 6 3 0,36 0,43 0,21 0,6 0,6 0,72 0,36 0,8 0,93
Bandantrieb 3(250) Pumpenantrieb 2(400) 16 8 3 5 0,5 0,19 0,31 0,62 0,81 0,3 0,51 0,59 0,63
Bandantrieb 4(250) Pumpenantrieb 1(400) 9 6 0 3 0,67 0 0,33 0,75 0,89 0 0,45 0,45 0,46
Bandantrieb 4(250) Pumpenantrieb 2(400) 13 6 0 7 0,46 0 0,54 0,71 0,65 0 0,76 0,76 0,86
Pumpenantrieb 1(400) Pumpenantrieb 2(400) 14 8 1 5 0,57 0,07 0,36 0,68 0,84 0,11 0,53 0,54 0,57
sqrt{x2, y2, z2} Xnorm Ynorm Znorm
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B.5 Folge von Zustandsmerkmalen
Die aus der Befragung ermittelten Merkmale (Komponenten eines Leistungsschalters) 
repräsentieren einen lebenslaufabhängigen Zustand des Leistungsschalters.
Befragungsergebnisse: 
• Jedes Merkmal repräsentiert einen Zustand.
• Die Restbetriebsdauer hängt vom Zustandsmerkmal ab.
• Durch direkte Befragung war keine Aussage zur Restbetriebsdauer zu erhalten. 
• Durch den Experten werden die Zustandsmerkmale nur durch den Begriff beschrieben!
Folge 1 Zustandsfolge Zustand
1 Auslösewelle Sperrklinke Stützwelle Hauptwelle Verschleiß
2 Auslösewelle Sperrklinke Stützhebel Verschleiß
Schloss Sprungwelle Hauptwelle Abreißkontakte Verschleiß
 z(t1) z(t2) z(t3) z(t4) z(t5)
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Anhang C: Modellierungs- und Klassifizierungsverfahren
C.1 Zustandsbeschreibung mit einer Beta-Verteilung [77]
1. Modell 
Berechnung von Funktionswerten
 (t) = K t (1 – t) (C.1)
In Gleichung (C.1) bedeuten:
(t) der Wert von  bei gegebenen Wert t
t der als unabhängige Variable modellierte Ereigniszeitpunkt
K konstantes Skalar
,  Kalibrierungsparameter.
Der Maximalwert tm wird aus den Kalibrierungsparametern ,  mit Gleichung (C.2) 
berechnet.
tm = (C.2)
 = (C.3) 
        
Z =  (C.4)
K =  (C.5)
Die Parameter  und  modellieren den Anstieg der Verteilung. Das Maximum der Verteilung 
wird durch den Wert tm für den gilt: tm:  (t) = max. definiert. Mit den Gleichungen (C.3) 
und (C.4) kann die Beta-Verteilung für ein Tupel {ti, (ti)} angepasst werden. Durch 
Umstellung der Gleichung (C.2) werden aus tm  und  berechnet. Das Skalar dient zur 
Normierung auf das Intervall t = [0, 1] mit Gleichung (C.5).  
2. Entwurf
Die Beta-Verteilung wird in den folgenden Schritten entworfen, wobei der Definitionsbereich 
auf ein Intervall t∈[0, 1] normiert wird [77]. 

 + 
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1. Bestimmung der Daten tm und tp
2. Definition von Funktionswerten i(tp)
3. Ermittlung der Kalibrierungsparameter  und  
Die Kalibrierungsparameter sind dabei in Abhängigkeit von der Aufgabenstellung festzulegen.
 
3. Beispiel
Ein Funktionsentwurf wird im Bild C.1 auf ein Betriebszeitintervall mit  t∈[0, 1] normalisiert. 
Für das Beispiel 6.1 (Beschreibung der Instandhaltung einer Klemmenverbindung) wird eine 
symmetrische Verteilung im normierten Intervall {(tm), tm} = {1; 0,5}norm = {1; 2 a} gewählt. 
Damit gilt:




0,1 0,2 0,5 0,8 1
Symmetrische 
Verteilung  
tm = 0,5;  = 2,5;  = 2,5; Z 
= 1,15; K = 32
0,01 0,32 1,00 0,32 0
 Tabelle C.1: Beispiele für einen Funktionsentwurf
Bild C.1: Entwurf einer symmetrischen Beta-Verteilung für die Werte der Tabelle C.1
In der Tabelle C.1 ist ein Beispiel mit den Parametern  =  = 2,5 entworfen und im Bild C.1 
dargestellt. Die Parameter ergeben sich mit den Gleichungen (C.1) bis (C.4). Das Tupel 
{tm; (tm)}= {0,1; 0,01} wurde willkürlich vorgegeben. Ein Zustand wird zeitabhängig durch 
Adaption der Verteilung auf eine Zeitskala modelliert.
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C.2  Prüfung von Ausfalldaten auf Normalverteilung 
Die Berechnungen werden für das Beispiel nach Tabelle 6.2 durchgeführt. 
W-Test
Geprüft wird, ob die Stichprobe normalverteilt ist (Nullhypothese). Der W-Test wird dazu in 
folgenden Schritten durchgeführt [68]: 
1. Erzeugung einer Ordnung der Ereignisse aufsteigend mit t1 ≤ t2 ≤ ... ≤ tn
ti/ d = {0; 7; 31; 32; 71}
2. Berechnung der Hilfsgröße b mit n = 5
 k =               = 2
                       
b = a1(n)( tn – t1) + a2(n)( tn-1 – t2) + ... + ai(n)( tn-i+1 – ti) = ∑ ai(n)( tn-i+1 – ti) (C.6)
            
Der Koeffizient ai(n) wird aus Tabelle 3.2 von Scheffler [68] entnommen. 
B = 0,6646(71 – 0) + 0,2413(32 – 7) + 0(31) = 53,22
3. Berechnung der Summe der Abweichungsquadrate SQ
                 
SQ =  ∑ ( ti – tm)2 =  ∑ ti2 - 1/n ( ∑ ti)2 (C.7)
SQ = (0 + 72 + 312 + 322 +712) – 1/5 (0 + 7 + 31 + 32 + 71)2 = 3098     
4. Berechne die Testgröße Wexp
Wexp = b2/SQ (C.8)
Wexp = 53,222/ 3098,8 = 0,914
5. Auswahl der Irrtumswahrscheinlichkeit
Nach Tabelle 3.3 nach Scheffler [68] wurde entnommen:
W(5; 0,05) = 0,762
  n – 1    





k   k k
 i = 1  i = 1  i = 1
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W(5; 0,10) = 0,806
W(5; 0,50) = 0,927
6. Ablehnung der Nullhypothese bei Wexp < Wtab
Für die Irrtumswahrscheinlichkeit von 5 % und 10 % gilt:
Wexp > WTab 
Die Nullhypothese wird deshalb angenommen, die Ereignisse sind normalverteilt! Die 
Ablehnung wird erst bei einer Irrtumswahrscheinlichkeit von 50 % erzielt, d. h. wenn 50 % 
der Ereignisse aus der Stichprobe einer anderen Klasse angehören, wird die 
Normalverteilung abgelehnt.
Der Test brachte keine Erklärung für die Unsymmetrie der Verteilung. Die auszuschließenden 
Ereignisse t4 und t5 wurden klassifiziert.  Wird für die Klasse das Ereignis t5 = 71 d 
ausgeschlossen, ergibt sich mit den Gleichungen (C.6) bis (C.8): 
b = 0,6782 (32 - 0) + (0,1677 (31 - 7) = 21,99 - 4,0248 = 26,0148
SQ = (0 + 72 + 312 + 322) - 1/4 (0 + 7 + 31 + 32)2 = 2034 – 1225 = 809
Wexp = 0,8365.
  
Mit Wexp > WTab wird die Normalverteilung (nach Tabelle 3.3 [68]):
W(4; 0,05) = 0,748 angenommen
W(4; 0,10) = 0,792 angenommen
W(4; 0,50) = 0,935 ausgeschlossen.
Trotz Ausschluss eines entfernten Ereignisses wird bei einer Irrtumswahrscheinlichkeit 
 ≤ 0,10 auf Normalverteilung geschlossen. 
Eine Neuberechnung wird nach Ausschluss der Ereignisse t4 und t5 durchgeführt mit 
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Wexp = 0,909.
Aus der Tabelle 3.3 [68] werden entnommen:
WTab (3; 0,05) =  0,886
WTab (3; 0,10) =  0,941.
Wexp > WTab wird für WTab (3; 0,05) mit 0,909 > 0,886 und nicht für WTab (3; 0,10) erfüllt.
Wie die Ergebnisse zeigen, wurden durch den W-Test nicht zugehörige Ereignisse nicht 
ausgeschlossen. Durch einen Ausreißertest wird eine Gegenprobe durchgeführt.
Ausreißertest nach Dixon [68]
Die Prüfung auf Normalverteilung zeigt trotz der Anwendbarkeit auf eine geringe Anzahl von 
Ereignissen (n = 5) für dieses Beispiel, dass eine Klassifizierung von falschen Ereignissen, die 
Annahme einer großen Irrtumswahrscheinlichkeit erfordert.  
Die Prüfung durch einen Ausreißertest ergab für das Beispiel, dass Ereignis t5 = 71 d keinen 
Ausreißer darstellt. Zur Prüfung wurde das Verfahren nach Dixon gewählt, da Mittelwert und 
Standardabweichung nicht bekannt sein müssen und die Anwendung bereits bei n ≥ 3 
Ereignissen möglich ist [68]:
Gegeben ist eine Zufallsstichprobe t1, ..., tn, für die zu prüfen ist, ob der enthaltene Wert t* ein 
Ausreißer ist. Die Nullhypothese lautet
H0: t* ist kein Ausreißer.
Bei Abweichung eines möglichen Ausreißers t* nach oben werden die Ereignisse geordnet:
t* = t1 > t2 > ... > tn
Beim Ausreißertest wird für eine Ereignisanzahl von n = 3 ... 7 der mit Gleichung (C.9) 
berechnete Wert rexp mit dem Wert rTab = r(n; P) der Tabelle 3.4 [68] verglichen. 
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rexp = t1 - t2 / t1 - t2 (C.9)
Für das Beispiel wird mit Gleichung (C.9) berechnet:
rexp = 71 - 32 / 71 – 0 = 0,549 
Aus der Tabelle 3.4 [68] wurde bereits für eine Irrtumswahrscheinlichkeit von 5% ermittelt:
rTab = r(5; 0,95) = 0,557
Damit ergibt sich, dass die Bedingung 
rexp > rTab 
nicht erfüllt wird. Die Nullhypothese gilt als angenommen, ein Ausreißer liegt nicht vor.
 
