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ON THE SHAPE OF THE FUNDAMENTAL SLOSHING MODE IN
AXISYMMETRIC CONTAINERS
TADEUSZ KULCZYCKI, MATEUSZ KWAS´NICKI, AND BARTŁOMIEJ SIUDEJA
ABSTRACT. In the paper we numerically study positions of high spots (extrema)
of the fundamental sloshing mode of a liquid in an axisymmetric tank. Our ap-
proach is based on a linear model reducing the problem to appropriate Steklov
eigenvalue problem. We propose a numerical scheme for calculating sloshing
modes and a novel method of making images of oscillating fluid. We also de-
scribe the relation of the high spot problem to the celebrated hot spots conjecture.
1. INTRODUCTION
We consider the linearized sloshing problem in axisymmetric containers for a
perfect fluid. The aim of the paper is to numerically study the positions of the
(A) A cup. (B) A snifter.
high spots
FIGURE 1. High spots in a container with straight sides (a cup) com-
pared to a bulbous one (a snifter).
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high spots, the extremal points of the fundamental sloshing mode ϕ. Their loca-
tions coincide with the extrema of the free surface elevation of liquid (see Fig-
ure 1), under the assumption that the liquid oscillates freely with a fundamen-
tal frequency according to ϕ. We work with a simplified linear model (see Sec-
tion 2), studied by many authors, including Faltinsen-Timokha [13, 14], Fox-Kuttler
[17], Kozlov-Kuznetsov [26] and McIver [39]. Linear sloshing in simple moving
containers was also considered by Wu-Chen [46], Ardakani-Bridges [2] and Her-
czyn´ski-Weidmann [21]. More accurate physical models can also be considered, but
nonlinear phenomena force a severly restricted choice of containers (see a review
of the numerical methods by Rebouillat and Liksonov [42]). For general overview
of both linear and nonlinear models of sloshing see monographs by Ibrahim [22],
Kopachevsky-Krein [25], Lamb [34], Moiseev [41] or Troesch [45].
In a bulbous container high spots are located inside the container (see Figure 1b).
On the other hand in a convex container, such that the angle between a wall of the
container and a free surface is smaller or equal to pi/2, high spots are located on
the boundary of the container (see Figure 1a). This effect was proved rigorously by
Kulczycki and Kwas´nicki in [30]. It has also been studied for spherical tanks by
Faltinsen and Timokha [13], using analytic approximations.
In this paper we propose a new numerical scheme for calculating sloshing modes
for solids of revolution. This scheme, applied to the fundamental mode, allows us
to find positions of high spots with great accuracy. The same scheme can also be
used to study higher sloshing modes. In Section 4 we present numerical results for
the first few modes of various containers, we inspect convergence of the numerical
scheme and compare to known results.
We also describe an ingenious method of obtaining images of oscillating liquid
showing positions of high spots. Our method is based on photographing a reflection
of a dotted piece of paper on a very slightly disturbed surface of the liquid (see
Section 5). We experimented with 3 different containers and positions of the high
spots agree with our numerical results and/or known results. Our experiment was
first briefly described in the Steklov memoirs published in Notices of AMS [32].
Finally, in Section 6 we describe the relation of the high spot problem to the
celebrated hot spots conjecture.
2. MATHEMATICAL MODEL
We assume that the inviscid, incompressible, heavy liquid occupies a three-dimensional
container bounded from above by a free surface, which in its mean position is a
simply connected two-dimensional domain of finite diameter. Let Cartesian coor-
dinates (x, y, z) be chosen so that the mean free surface lies in the (x, y)-plane and
the z-axis is directed upwards (see Figure 2a). The surface tension is neglected on
the free surface, and we assume the liquid motion to be irrotational and of small
amplitude. These assumptions allow us to linearise the boundary conditions on
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(C) A profile with sym-
metric fundamental mode
FIGURE 2. Solid of revolution and the generating profiles.
the free surface and get the following boundary value problem for ϕ(x, y, z) (the
velocity potential of the flow with a time-harmonic factor removed):
∆ϕ = 0 in W , (1)
∂ϕ
∂z
= νϕ on F , (2)
∂ϕ
∂~n
= 0 on B, (3)
whereW is the part of the container filled with liquid (in its mean position),B is the
wetted part of its boundary, and F is the free surface of the liquid (see Figure 2a).
The outer normal derivative on B is denoted by ∂
∂~n
.
The zero eigenvalue obviously exists for the problem (1–3), but we exclude it
with the help of the following orthogonality condition:∫
F
ϕ = 0, (4)
This condition also ensures that the volume of the fluid is preserved throughout the
sloshing process.
Let us reiterate that we are working with a linear model. We are not concerned
with the interactions between the fluid and the environment. As such, the model
is well suited for infinitesimal sloshing of a perfect liquid (cf. [17, 26, 13, 14]).
In other words, our approximations only apply to a nearly still water surface, as
opposed to turbulent phenomena in strong sloshing (as in [42]).
For sufficiently regular domains it is known that the mixed Steklov problem (1–4)
has a discrete sequence of eigenvalues
0 < ν1 ≤ ν2 ≤ ν3 ≤ . . .→∞,
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and the corresponding modes ϕn ∈ H1(W ), n = 1, 2, 3, . . ., restricted to the free
surface F , form (together with a constant function elliminated by (4)) a complete
orthogonal set in L2(F ).
The following observation plays a key role in our study: if the liquid oscillates
freely with the fundamental frequency ν1 then at every moment the free-surface
elevation of the liquid is proportional to the fundamental eigenfunction ϕ(x, y, 0)
(see e.g. Lamb [34]).
Let us point out, that general containers are very hard to work with, even with
the linearized model. Axisymmetric domains described below encompass many
practical shapes and are somewhat easier to handle. Another simplification leading
to manageable calculations involves two-dimensional containers, or long troughs
with fluid sloshing only sideways. These were studied by Kulczycki-Kuznetsov
[29] and Faltinsen-Timokha [14], among others.
2.1. Axisymmetric containers. Now we turn to the problem of sloshing in ax-
isymmetric containers. It is convenient to introduce the cylindrical coordinates
(r, θ, z) so that
x = r cos θ, y = r sin θ.
and to take the z-axis as the axis of symmetry for W . In this case F is typically a
disc on xy-plane (Figure 2). Moreover, we will consider W as being obtained from
the rotation of a domain D adjacent to both axes in the rz-plane (Figure 2b). It is
convenient to think of D as the cross-sections of W along the half-plane θ = 0.
It is clear that the ansatz
ϕ = ψm(r, z) cos(mθ), or ϕ = ψm(r, z) sin(mθ), m = 0, 1, 2, . . . , (5)
where ψ is bounded near R = {r = 0} ∩D, reduces the eigenvalue problem (1–3)
in W to the following sequence of boundary value problems:
(ψm)zz + (ψm)rr +
1
r
(ψm)r − m
2
r2
ψm = 0, on D (6)
(ψm)z = λmψm, on F (7)
∂ψm
∂~n
= 0, on B (8)
These relations must hold for all m, and by (4), for m = 0 we also need∫
F
ψ(r, 0)r dr = 0. (9)
The above reduction was applied by many authors (e.g. [30, 20, 38]). Note that
there is no boundary condition on R, but if m > 0 we need continuity of the three
dimensional solution, while form = 0 we need continuous derivative (three dimen-
sional solutions are harmonic, hence smooth). Therefore we have either Dirichlet
(m > 0) or Neumann (m = 0) condition implied on R.
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The variational methods (e.g. [10]) guarantee that for every m = 0, 1, 2, . . ., the
spectral problem (6–9) has a sequence of eigenvalues
0 < λm,1 ≤ λm,2 ≤ λm,3 ≤ . . . , m = 0, 1, 2, . . . , (10)
and corresponding eigenfunctions ψm,k, m ≥ 0, k ≥ 1. Every eigenvalue in (10)
has a finite multiplicity. Moreover, for everym ≥ 0 we have λm,k →∞ as k →∞.
It is clear that, the sequence of eigenvalues {νn}∞n=1 of problem (1)–(4) forW co-
incides with the double sequence {λm,k}∞m=0,k=1, with every number λm,k repeated
twice when m ≥ 1. Thus the sequence of problems (6)–(9) is equivalent to the
original sloshing problem.
2.1.1. Known rigorous results. Usually, the modes corresponding to ν1 are anti-
symmetric (that is ν1 = λ1,1). Nevertheless, some rather strange containers (profiles
from Figure 2c and Figure 4c) have rotationally symmetric fundamental eigenfunc-
tions. For the latter we show numerically that ν1 6= λ1,1, and ν1 = λ0,1 instead.
Under the assumption ν1 = λ1,1, there are two linearly independent antisymmet-
ric fundamental sloshing modes corresponding to the least eigenvalue ν1 (= ν2, has
double multiplicity). In cylindrical coordinates they have the form (5) with m = 1.
By [30, Theorems 1.1 and 1.2], if W is a convex solid of revolution such that
the angle between B and F is smaller or equal to pi/2, then indeed ν1 = ν2 = λ1,1
correspond to antisymmetric eigenfunctions ϕ1 and ϕ2, and the high spots of the
modes described by ϕ1 and ϕ2 are located on the boundary, e.g. containers from
Figure 1a and Figure 2. On the other hand, [30, Proposition 1.3] (see also [13])
asserts that if B and F form an obtuse angle then ϕ1(x, y, 0), ϕ2(x, y, 0) attain
their maxima inside F , as shown on Figure 1b. We check our numerical methods
described below against these theoretical results in Section 4.
3. NUMERICAL APPROXIMATIONS
In this section we design a two dimensional numerical finite element scheme
(FEM) for calculating the sloshing eigenvalues (and eigenfunctions) of the solids
of revolution described in Section 2. Three dimensional FEM can also be used (see
e.g. [32]), however one should be able to improve accuracy by exploiting decompo-
sition (5) (see also Figure 2). Unfortunately, this leads to a singular weak formula-
tion, due to the singular form of the gradient in polar coordinates. We introduce two
modifications, leading to nonsingular schemes. The first is more natural, but leads
to badly conditioned discrete problems for higher modes m, due to fast decaying
weights near r = 0. The second modification is designed to keep a balance between
singularity removal and decay of the weights. We use the second approach to re-
cover, essentially exactly, the results for partially filled tanks obtained by McIver
[39], for modes m = 0, 1, 2, 3. The same approach can be applied to arbitrary
axisymmetric containers.
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Our derivations are based on the classical weak formulations of eigenvalue prob-
lems (see e.g. Babusˇka-Osborn [4] and Blanchard-Bru¨ning [10]). One can also
consult Bernardi, Dauge and Maday [8] for axisymmetric domains.
3.1. Modified decompositions.
3.1.1. Harmonic polynomials. We introduce the first modified, but equivalent de-
composition by putting ψm(r, z) = rmφm(r, z). The solutions of the original three
dimensional problem take the form (cf. (5))
ϕm = φm(r, z)r
m cos(mθ), or ϕm = φm(r, z)rm sin(mθ). (11)
Note that cm = rm cos(mθ) and sm = rm sin(mθ) are polar forms of the harmonic
polynomials, e.g. c1 = x, c2 = x2 − y2, s2 = 2xy. Indeed, if we interpret
(x, y) = (r, θ) as a complex number w = x+ iy, then cm = <wm and sm = =wm.
Furthermore, note that ϕm is analytic inside W (it is in fact harmonic). In par-
ticular, the first m r-derivatives must be continuous, forcing ϕm to decay at least
as fast as rm, hence our modified decomposition can be used to solve the sloshing
problem. We will show that this new decomposition leads to a nonsingular weak
formulation. Note that the Neumann boundary condition on B must be imposed on
rmφm. This is however irrelevant, since Neumann boundary conditions are natu-
rally incorporated into weak formulations.
Troesch [45] used a similar approach (family of harmonic polynomials, solid
spherical harmonics) to find the shape of the domain on which a polynomial is one
of the eigenfunctions for the sloshing problem. He found that the lowest m = 1
mode for a cone with aperture angle pi/2 has eigenfunction with ψ1 = r + rz/2.
Our modification gives u = 1 + z/2, and even the simplest linear numerical ap-
proximation provides the exact solution. In fact for any m > 0, Troesch found a
cone such that rm(1 + cz) is the lowest mode.
3.1.2. Linear aproach. The above approach gives the best possible accuracy near
r = 0, effectively removing the decay at r = 0 from all eigenfunctions. However, in
order to remove the singularity of the angular derivative, it is enough to introduce
ψm(r, z) = rum(r, z) for m > 0. This means that low degree approximations
(linear or quadratic) cannot recover the exact decay around r = 0 for m larger than
2. However, this limitation does not influence overall performance of the numerical
method, especially that the high spots for the fundamental mode occur close to the
boundary (far from r = 0). All the numerical results described in Section 4 were
obtained using this approach.
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3.2. General weak formulations. We will derive appropriate weak formulations
based on weighted Sobolev spaces described in [27] and [8]. Let
H1α(D) = {u : D → R :
∫
D
|∇u|2rαdrdz +
∫
D
u2rαdrdz <∞},
V 1α (D) = {u : D → R :
∫
D
|∇u|2rαdrdz +
∫
D
u2rα−2drdz <∞}.
The former is the classical weighted Sobolve space, while latter is more appropriate
for m > 0, as we show below.
Start with the differential equation (1) written in a divergence form
Lψ := ∇ · (r∇ψ)− m
2
r
ψ = 0. (12)
First we find the weak formulation for the classical decomposition (5) and the
Steklov problem (6–9). We want to construct a symmetric bilinear form using the
L2 inner product of Lψ and smooth test functions. Then we can formally close
the form in appropriate Sobolev space to get a valid weak formulation. For smooth
functions, the equation 〈Lψ, v〉 = 0 is equivalent to∫
D
m2
r
ψv drdz =
∫
D
[∇ · (r∇ψ)]v drdz = −
∫
D
∇ψ · ∇v rdrdz +
∫
∂D
r
∂ψ
∂n
v dS
= −
∫
D
r∇ψ · ∇v drdz +
∫
F
λmψv rdr. (13)
In the last equality used the fact that the boundary integral equals 0 on B (due to
Neumann BC for ψ) and on R (since r = 0). Note that we did not need to know the
boundary condition for R, as long as ψ is bounded there. Note that the above weak
formulation is consistent with the reduction of the integral 〈∆φ, v〉 from the three
dimensional axisymmetric container to its two dimensional profile. In particular we
get rdr, the polar Jacobian. Therefore, it is natural to consider the reduced problem
on H11 (D).
When m = 0 (axisymmetric eigenfunctions), formulation (13) reduces to∫
D
∇ψ · ∇v rdrdy = λ0
∫
F
ψv rdr. (14)
The left side naturally extends to H11 (D), and the space of all axisymmetric func-
tions H1(W ) (on the 3D container W ) is isomorphic to H11 (D) [8, Section II]. Fur-
thermore, traces of such functions on F are well defined, and belong to H1/21 (F ).
We get a compact embedding of H11 (D) into L
2
1(F ) and the standard spectral argu-
ment (e.g. [10, Section 6.3]) leads to discreteness of the spectrum of the quadratic
form (14).
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3.3. Non-singular weak formulations. When m > 0, the weak formulation (13)
contains singular L2−1 inner product. Therefore it is natural to consider the space
V 11 (D) as its domain. Functions in this space have null trace on R (see [40]), and
the space is isomorphic to H1(W ) with zero condition on the axis of symmetry [8,
Section II]. This last condition exactly characterizes the sloshing modes m > 0.
However, the presence of the singular L2−1 norm hinders applicability of that weak
formulation.
The first modified decomposition (11) solves this issue, by introducing ψ(r, θ) =
rmφ(r, θ), effectively eliminating the singularity. Replacing ψ with rmφ and the
test function v with rmv (to keep symmetry of the formulation) leads to
λm
∫
F
φvr2m+1 dr =
∫
D
∇(rmφ) · ∇(rmv) rdrdy +m2
∫
D
φv r2m−1drdy
=
∫
D
r2m−2(mφ+ rφr, rφz) · (mv + rvr, rvz) rdrdy +
∫
D
m2φv r2m−1drdy
=
∫
D
∇φ · ∇v r2m+1dr + 2m2
∫
D
φv r2m−1dr +m
∫
D
(vφr + φvr) r
2mdr.
The last expression defines a symmetric quadratic form that can be extended to the
Sobolev space V 12m+1(D). Again, one gets appropriate compact embeddings into
L22m+1(F ), and
λm
∫
F
uvr2m+1 dr =
∫
D
∇u · ∇v r2m+1dr + 2m2
∫
D
uv r2m−1dr
+m
∫
D
(vur + uvr) r
2mdr. (15)
can be used to numerically approximate the eigenvalues and the eigenfunctions for
m > 0.
Unfortunately, the presence of r2m+1 in the weak formulation requires high de-
gree quadratures for accurate numerical integration near r = 0 when m is large.
Furthermore, fast decay of r2m+1 leads to discrete matrix eigenvalue problems with
nearly singular matrices, for very fine meshes. This degrades the convergence of
the numerical method, or even leads to numerically singular matrices.
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These problems are mitigated by a linear approach ψ(r, θ) = ru(r, θ) (described
in Section 3.1.2). We get
λm
∫
F
uvr3 dr =
∫
D
∇(ru) · ∇(rv) rdrdy +m2
∫
D
uv rdrdy
=
∫
D
(u+ rur, ruz) · (v + rvr, rvz) rdrdy +
∫
D
m2φv rdrdy
=
∫
D
∇u · ∇v r3dr + (m2 + 1)
∫
D
uv rdr +
∫
D
(vur + uvr) r
2dr. (16)
Note that when m = 1 we recover the first modification, while for m > 1 we
still use the Sobolev space V 13 (D), hence avoiding high powers of r, high degree
quadratures in numerical integration, and nearly singular matrices in the discrete
approximation.
3.4. Numerical method. The simplified weak formulations (15) and (16) allow
us to use commonly available numerical method suitable for Laplace eigenvalue
problems. However, we only present the latter approach due to numerical instability
of (15) we experienced for m > 1. Note that formulations (15) and (16) are the
same for m = 1, usually containing the fundamental mode.
We triangulate the domain and use conforming P1 (first-order) or P2 (second-
order) finite elements to discretize the weak formulation (16). Resulting piecewise
linear (or quadratic) functions give approximate shapes of the eigenfunctions, in
particular the sloshing profiles on F , showing high-spots.
We also design an adaptive mesh refining strategy to decrease errors in approxi-
mations, and fit the possibly curved boundary. We use classical local residual error
a posteriori estimators (see e.g. Ainsworth and Oden [1]), that were recently studied
for pure Steklov problems by Armentano-Padra [3], Garau-Morin [19]. We modify
their approach to fit the weighted weak formulation and variable boundary condi-
tions. In each step we choose a small fraction of triangles to be refined, based on
the largest local error estimators [19, Definitions 2.5 and 2.7]). Even though we are
using (16) to find approximation u˜, we evaluate the error estimators on ψ˜ = ru˜ and
the original operator L given by (12). More precisely, for any triangle T and its
edge E in the triangulation of the domain we find
R(T ) =
∫
T
(
∇ ·
(
r∇ψ˜
)
− m
2
r
ψ˜
)2
drdz, (element residual) (17)
S(T,E) =
∫
E
(
ψ˜z − λ˜ψ˜
)2
rdr if E ⊂ F, (boundary residual) (18)
J(T,E) =
∫
E
(
∂nψ˜ + ∂n¯ψ˜
2
)2
rds if E ⊂ D, (jump residual) (19)
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where ∂n is the inner, and ∂n¯ is the outer normal derivative for the edge E. Note
that ∂n¯ is evaluated outside of T , on an adjacent piece of the triangulation. The
element residual measures deviation of the approximation from harmonicity. The
jump residual is responsible for the discontinuity of the derivative of the approxi-
mation across triangles. Finally, the boundary residual measures deviation from the
Steklov eigenvalue condition on F .
We add all errors corresponding to the same triangle and refine the least accu-
rate 10% of the triangles. Finally, we add all errors and take square root to find
a global residual norm, used in the numerical results Section 4 to control conver-
gence. It turns out that this norm correlates almost exactly with the eigenvalue error
in known cases. In cases where the eigenvalues are not known, the plots of the
squared norm and the differences to the best approximation are also nearly identi-
cal. This indicates that we have a reliable error estimator.
In order to get more than just the first eigenvalue, we considered the follow-
ing strategies. Execute the adaptive loop just for the first eigenvalue and find all
eigenvalues based on fully refined mesh. This leads to rather poor approximations
for higher eigenvalues. It is better to add residual errors from all eigenfunctions
and refine worst triangles based on the accumulated estimators. This gives much
better results for higher eigenvalues, but slightly degrades the accuracy of the low-
est eigenvalue estimation. Finally, we tried to run the adaptive algorithm for each
eigenvalue separately. This is obviously optimal, but one must first know fair ap-
proximations for these eigenvalues in order to target the specific one. In practice,
the optimal separate calculations must be preceded by a collective adaptive calcu-
lation yielding good starting points for targeted searches.
3.5. Implementation. We used FEniCS [37] to implement the above numerical
scheme. It provides intuitive mathematical interface for defining weak forms and
solving differential equations using Finite Element Methods. Adaptive methods are
also easy to implement, including residual errors and snapping mesh boundary to a
given theoretical domain.
3.5.1. Eigenvalue problem. Assuming that variable mesh contains an already cre-
ated triangulation, we define appropriate function space (quadratic Continuous-
Galerkin method), test and trial functions
V = FunctionSpace(mesh, "CG", 2) # second order method
u = TrialFunction(V)
v = TestFunction(V)
We do not need to specify any boundary conditions, but we need to create sub-
domain F , since we integrate over it later. We assume that F ⊂ {z = 0} and the
mesh is contained in {z ≤ 0}. We can use variable s to limit F to r ≤ s. We use
this facility to find the eigenvalues of the ice-fishing problem [26].
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# x[0]=z, x[1]=r
s = 1 # F contained r<=s
class Steklov(SubDomain): # subdomain F
def __init__(self,s = 1):
self.size = s
super(Steklov,self).__init__()
def inside(self, x, on_boundary):
return on_boundary and near(x[1],0) and x[0]<=self.size
steklov=Steklov(s)
boundary = MeshFunction("size_t", mesh,1) # 1D elements
boundary.set_all(0)
steklov.mark(boundary, 1) # mark F for later integration
Next we create both sides of the weak formulation (16)
ds = Measure("ds")[boundary]
r = Expression(’x[0]’,cell=triangle,degree=1)
# right side
a = ( r**3*inner(grad(u),grad(v)) + r**2*(u*Dx(v,0)+v*Dx(u,0))
+ Constant(m**2+1)*r*u*v )*dx
# left side
b= r**3*u*v*ds(1) # integration over surface (F marked with 1)
A = PETScMatrix()
B = PETScMatrix()
assemble(a, tensor=A)
assemble(b,tensor=B)
Finally, we configure and run the eigenvalue solver
eigensolver = SLEPcEigenSolver(A,B)
eigensolver.parameters["spectral_transform"] = "shift-and-invert"
eigensolver.parameters["problem_type"] = "gen_hermitian"
eigensolver.parameters["spectrum"] = "smallest real"
eigensolver.parameters["spectral_shift"] = 1E-10
eigensolver.solve(3) # find 3 eigenvalues
eig = eigensolver.get_eigenpair(0) # get the first
The variable eig contains a tuple of four elements: <λ, =λ, <f , =f . Imaginary
parts are obviously zero in our case, while <f can be turned into the eigenfunction,
but it needs to be multiplied by r (if m > 0)
u = Function(V)
u.vector()[:] = eig[2]
u=project(u*r,V)
Now function u can be evaluated at any point in the domain using standard Python
evaluation, e.g. u(r, 0) will give a value at point (r, 0) in F . We used this to generate
plots of the expected heights of the sloshing fluid.
Note that one can find an eigenvalue near a target number T by changing two
solver parameters
eigensolver.parameters["spectrum"] = "target real"
eigensolver.parameters["spectral_shift"] = T
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This allows us to optimize the adaptive loop described below for a specific eigen-
value.
3.5.2. Adaptive mesh refinement. We choose a small fraction of cells, e.g. 10% to
be refined. The refinement procedure is built into FEniCS, we only need to find the
local errors. To acheive this we find indicators that are constant on triangles and
equals to the local error for each cell. Then largest 10% gets marked and refined.
We declare the space of discontinuous, piecewise constant functions, a test func-
tion and few helper functions.
C = FunctionSpace(mesh,"DG",0) # piecewise constant function
w = TestFunction(C)
h=CellSize(mesh)
n=FacetNormal(mesh) # normal vectors to edges
r = Expression(’x[0]’,cell=triangle,degree=1)
ds = Measure("ds")[boundary]
Here boundary is the object marked for integration over F in the eigenvalue solv-
ing code. Assuming u and e are the just found eigenfunction and eigenvalue we
calculate local residual error indicators (17–19)
# three kinds of error
# dS inner egdes, ds(1) Steklov part
errform = ( h**2*(div(r*grad(u))-Constant(m**2)*u)**2*w*dx
+ h*(Dx(u,1)-Constant(e)*u)**2*r*w*ds(1)
+ avg(h)*jump(grad(u),n)**2*avg(w)*r*dS )
indicators = assemble(errform) # errors for each cell
Finally we find the cut-off value of the error for the 10% of worst cells, mark those
cells and refine the mesh.
fraction=0.1
cutoff = sorted(indicators, reverse=True)[int(len(indicators)*fraction)-1]
marker = CellFunction("bool",mesh)
marker.array()[:] = indicators>cutoff # mark worst errors
mesh = refine(mesh,marker)
We can perform the refinement based on a single eigenfunction, or add indicators
for all eigenfunctions to get the collective refinement. We use both methods in
Section 4. The collective method is faster, but less accurate. While the separate
refinements give better results, but we still need to perform a collective search to
determine the targets for separate searches.
3.5.3. Perimeter refinement and mesh snapping. Assuming that the left boundary
R is inside {r = 0}, we can select all boundary cells except those touching {r = 0}
and refine them. This increases number of mesh vertices on B (potentially curved
boundaty) as well as on the Steklov part. The refinement on the Steklov part F
of the boundary is beneficial, since we need to integrate over F . While the refine-
ment on curved part B allows us to snap new boundary vertices to the theoretical
boundary B, getting better shape approximation.
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First we extract all triangles with an edge on the boundary.
perimeter = [c for c in cells(mesh) if any([f.exterior() for f in facets(c)])]
perimeter = [c for c in perimeter if min([v.x(0) for v in vertices(c)])>0]
Next we find 25% triangles with largest diameter and refine those.
marker = CellFunction(’bool’, mesh, False)
diameters = [c.diameter() for c in perimeter]
cutoff = sorted(diameters, reverse=True)[int(len(diameters)*0.25)-1]
for c in perimeter:
marker[c] = c.diameter()>cutoff
mesh = refine(mesh,marker)
Whenever we have new boundary vertices, either via adaptive eigenvalue refine-
ment, or perimeter refinement, we can use boundary snapping to achieve better
boundary approximation on B. The appropriate algorithms are already available
in FEniCS, we only need to specify the function describing curved boundary B.
Assuming r = f(z) describes B, we define
class Curved(SubDomain):
def snap(self, x):
# snap only on B, not on R or F
if not near(x[0]*x[1],0):
x[0]=f(x[1])
Using this class we can snap all boundary vertices (not satisfying r = 0 or z = 0)
to the prescribed curve, by simply redefining their r coordinates using f(z). And
we apply the snapping function to existing mesh.
curve = Curved()
mesh.snap_boundary(curve)
Before we start solving for eigenvalues on a curved domain (e.g. spherical con-
tainers), we perform a few loops containing perimeter refinement and boundary
snapping, to improve the initial shape of the domain. Later, perimeter refinement
and boundary snapping are also incorporated into each adaptive step.
3.5.4. Mesh generation. FEniCS has many ready to use meshes to choose from,
but it is also possible to build a mesh from vertices of a polygon, as long as those
vertices are given in a counterclockwise order. This can be used to build a mesh
with arbitrary “curved” boundary B. Say B is described by r = f(z). Then we can
take a mesh with vertices (0, 0), (0,−d) (where d is the depth of the tank), and a
number n of vertices of the form (f(dk/n),−dk/n), with k = n, · · · , 0. One can
choose a any parametrization, but this one is consistent with the boundary snapping
described in the previous section. Having all the points, we create the mesh.
# points = list of tuples (points)
# size = initial mesh size parameter
polygon = Polygon([Point(*p) for p in points])
mesh = Mesh(polygon, size)
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exact P2 separate P2 collective P1 separate P1 collective
m = 0 3.8281081396 3.8281081405 3.8281081418 3.8281387227 3.8281483323
7.0155753606 7.0155753657 7.0155753669 7.0156844394 7.0156809670
10.173468105 10.173468124 10.173468126 10.173695372 10.173706920
m = 1 1.7507975745 1.7507975746 1.7507975746 1.7507989922 1.7508023457
5.3311932955 5.3311932970 5.3311932972 5.3312426129 5.3312472275
8.5363157091 8.5363157164 8.5363157170 8.5364660207 8.5364704653
m = 2 3.0406821799 3.0406821800 3.0406821802 3.0406864963 3.0406919358
6.7061131204 6.7061131223 6.7061131229 6.7061691529 6.7061730312
9.9694677794 9.9694677892 9.9694677900 9.9696239668 9.9696306520
TABLE 1. Numerical approximations of the three smallest eigenval-
ues for modes m = 0, 1, 2, for a cylinder with radius 1 and height
1 compared to true eigenvalues, using either linear P1 (400k trian-
gles) or quadratic P2 elements (100k triangles). Finally we use a
collective adaptive loop, or each eigenvalue separately.
We can also add a few extra points on the top of the profile {z = 0} in order to
ensure there are enough boundary intervals in F to perform integration over F . This
is however not strictly necessary, as the mesh created by FEniCS is well balanced,
and further refinements will be applied to that part of the boundary.
4. NUMERICAL RESULTS
In this section we apply our numerical scheme to various shapes, including spher-
ical and cylindrical tanks. We chose to limit the calculations to around 100 000
triangles with the quadratic method, and 400 000 triangles with the linear method
(about 0.5GB memory usage for both methods).
We recover the exact solutions for cylindrical tanks with great accuracy. We also
get nearly the same results as McIver [39] in the numerically challenging spherical
case (curved boundary). Finally we study quite general domains end use residual
norms to check stability and convergence of our approximations.
4.1. Cylindrical tanks - comparisons to exact solutions. The sloshing eigenval-
ues for the cylindrical tank (coffee cup) of radius 1 and depth d can be calculated
using
λm,k = j
′
m,k tanh(d j
′
m,k),
where j′m,k is the k-th zero of the derivative of the Bessel Jm function. The exact
formulas allow us to test our numerical method.
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(A) Residual errors
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(B) Differences of approximate and ex-
act eigenvalues.
FIGURE 3. Covergence of the adaptive method for m = 1. Dashed
lines indicate one adaptive loop for all eigenvalues, while solid lines
show results for each eigenvalue separately optimized. Longer lines
show the first order, piecewise linear approximations, shorter the
quadratic method. Finally red, green and blue stand for the first,
second and third eigenvalues.
We use a square mesh, with side 1 to get the results from Table 1. The solid
of revolution obtained from this profile is a coffee cup with radius 1 and height 1.
In each approximation we either apply the adaptive procedure to all eigenvalues
together, or each one separately. Table 1 shows almost no difference these strate-
gies for very fine meshes, but the individual approach gives better results for the
lowest eigenvalues, as evidenced by Figure 3. The slopes of the lines on that fig-
ure clearly differentiate the orders of the used methods, while being virtually the
same in the scope of each method. We get consistent rates of convergence, obvi-
ously faster for the quadratic method. Also, note that the quadratic method seems
to reach the limits of the floating point arithmetic for the lowest eigenvalue. Finally,
squared residual error norm obtained from (17–19) correlates nearly perfectly with
the actual approximation error (even the scales on the plots are identical).
Let us also point out that one could simply refine the mesh uniformly to around
100 000 triangles for quadratic method, without using any adaptive strategy. The
results one would get are the same as starting with 5000 triangles and performing
a few adaptive steps, until just 10 000 triangles are reached. Therefore adaptive
approach saves a lot of memory, allowing for a more accurate results. Also, the ad-
vantage of the adaptive method should increase with complexity of the domain (e.g.
corners). The adaptive approach is even more important for domains that cannot be
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McIver ε = 1/64 ε = 1/16 ε = 1/4
m = 1 2.75475 2.754750 2.754465 2.736291
5.89215 5.892146 5.892041 5.885388
9.03285 9.032852 9.032790 9.028844
12.1741 12.17412 12.17407 12.17130
TABLE 2. Quadratic approximations of the eigenvalues of the ap-
proximate ice-fishing problem: cylinder with height and radius one,
and small hole of radius ε. Note that for modes m = 0 and m = 2
we obtained the same values as McIver (even for ε = 1/16) hence
we do not list the results.
exactly triangulated, e.g. spherical tanks (see subsection 4.3), due to the necessity
of the boundary snapping algorithm (improving perimeter approximation).
It is clear that the linear method performs poorly compared to the quadratic.
The latter gives nearly exact answers for the lowest eigenvalues of each mode, and
only slightly worse approximations for higher eigenvalues. However, one should
expect great performance in this case, due to a very basic shape of the container.
In the next section we study convergence for more irregular shapes, with no known
eigenvalues. There, we will use residual errors to check convergence.
4.1.1. Ice-fishing problem. Before we proceed, we can use the same mesh to find
a numerical approximation of the lowest eigenvalue for the ice-fishing problem.
Formally, we should consider an infinitely wide and deep ocean covered with ice,
with a small round fishing hole. Sloshing in such container was studied by McIver
[39] and Kozlov-Kuznetsov [26].
We will approximate this infinite case using a cylindrical tank with small round
hole on top. The only difference from the cylindrical case discussed above is that we
need to impose the Steklov condition on a part of the top boundary. More precisely
we can take F = {(r, z) : z = 0 and r < ε} to get a good approximation of
the ice-fishing problem. Now we have a flat top part of the boundary with changing
boundary condition, leading to a slower convergence. Nevertheless, for a fixed ε the
approximations stabilize rather quickly, and the domain approximation seems the
main source of errors (see Table 2 for a comparison with the results due to McIver
[39]). Interestingly, only the m = 1 mode seems hard to estimate, with m = 0 and
m = 2 very quickly approaching McIver’s values, even for relatively large ε.
The profile of the fundamental mode of the sloshing liquid is shown on Figure 11,
together with the profiles for spherical tanks filled to various levels. We chose to
postpone the plot, since McIver [39] treats the ice-fishing problem as a limiting case
of almost full spherical tanks.
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FIGURE 4. Profiles of the tanks.
4.2. Other polygonal shapes, and adaptive loop convergence. For further test-
ing, we choose a few polygonal shapes from Figure 4, so that the boundary can be
exactly represented using triangulations. Exact eigenvalues are not known, but we
can still check stability and convergence of the residual errors. We will use only the
optimal, separate adaptive loops for each eigenvalue.
4.2.1. The silo and the vase. Figure 5 shows the residual errors and the differ-
ences to the best found approximation for adaptive loops on the silo (Figure 4a)
and the vase (Figure 4b). The scales on the plots are identical to the cylindrical
data from Figure 3. The lines for the silo are nearly identical to the ones for the
cylindrical tank, with generally slightly higher errors. The vase also shows similar
performance, but with the lowest eigenvalue showing higher initial residual errors.
This seems to indicate that the reentrant corners (over 180 degrees) inside of the
vase are a significant challenge for the numerical method. This is not unexpected,
since smoothness of the theoretical solutions of any Laplace-type eigenvalue prob-
lem deteriorates significantly near reentrant corners. See Fox-Henrici-Moler [16]
and Betcke-Trefethen [9] for the significance of the reentrant corners and a different
numerical method of handling these corners.
Note that the plots of the differences are almost straight, as expected. Except
for the ends of the lines which show unwarranted improved convergence. The dif-
ference to the best approximation is nearly the same as the difference to the exact
value when the errors are large. But once we reach the limits of the approximation
scheme, we can see false convergence to overestimated best approximation. This
problem does not apply to the residual errors, which exhibit consistent decay rates
throughout the whole adaptive loop.
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10−11
10−6
10−1
(A) Silo: residuals (B) Silo: differences (C) Vase: residuals (D) Vase: differences
FIGURE 5. Convergence for the three lowest eigenvalues of the
mode m = 1 (linear and quadratic methods). Axis ranges for all
plots are the same as for cylindrical tanks, Figure 3.
linear P1 quadratic P2
m = 0 1.046054, 6.366773 1.046038, 6.366661
m = 1 1.238800, 3.782383 1.238794, 3.782350
TABLE 3. Approximations of the eigenvalues of the shape from Fig-
ure 6c. The smallest eigenvalue belongs to m = 0!
4.2.2. A shape with the axisymmetric fundamental sloshing mode. The last shape
(from Figure 4c) is the most interesting, both numerically and theoretically. Due
to very narrow passage and reentrant corners we might expect slower convergence
(compared to a cylindrical tank). Instead, Figure 6a and Figure 6b show unchanged
convergence rates, but with much higher initial errors (especially in the quadratic
method). Notice also that the errors for the quadratic method are almost indepen-
dent of the eigenvalue. This shows that the adaptive loop tries to refine the narrow
passage (and reentrant corners) before tackling the Steklov boundary F . We still
see that the residual error estimators correlate almost perfectly with the differences.
The profiles of the sloshing fluid for the last shape (Figure 6c) are the most in-
teresting aspect of the tank. The lowest eigenvalue belongs to the mode m = 0,
not to m = 1, as was the case in all other shapes (see Table 3). Therefore, we
found an example for which ν1 6= λ1,1 and the results of [30] do not apply (see Sec-
tion 2.1.1). However, our example is rather strange, and almost all practical shapes
should satisfy the conditions imposed in [30].
We see that the eigenfunction for the lowest eigenvalue attains its maximum at
the center of the tank, and the global high spot is almost twice the height of the
local boundary maximum.
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(C) Sloshing profiles
FIGURE 6. The two lowest eigenvalues of the modes m = 0 (solid
lines) and m = 1 (dashed lines) found using linear and quadratic
approximations, with separate adaptive loops. Note that the lowest
eigenvalue belongs to m = 0, solid red line on the rightmost plot.
(A) Cylinder (B) Silo
(C) Vase (D) Shape with axisymmetric fundamental mode
FIGURE 7. Sizes of the mesh triangles (darker color indicates
smaller triangles). Adaptive loop refines mostly triangles near any
corner and near F . For each domain we show the adaptively refined
mesh for the smallest three eigenvalues of the mode m = 1 (except
for the last shape with two lowest eigenvalues for m = 0, 1).
4.2.3. Sizes of triangles created by the adaptive loop. We end our investigations
with triangle density plots, Figure 7. The adaptive loop creates highly nonuniform
meshes, with many small triangles in most important parts of the domain. It is clear
that the free surface F is the key to good approximation. However, any corners in
the boundary of the domain are also heavily refined by the adaptive loop. This is
especially noticable on the last two shapes (Figure 7c and Figure 7d).
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Note also, that the higher the eigenvalue, the higher the concentration of triangles
near the free surface F . This can be observed on any of the subplots of Figure 7. As
the eigenfunctions become more complicated (change sign more often), the shape
of the domain (corners) become less important for the residual error estimators.
4.3. Spherical tank and shape approximation. Now we turn to the shapes which
cannot be exactly triangulated. A perfect example is a spherical tank, which has
rounded profile. We will use mesh snapping technique described in Section 3.5.3 to
improve our approximations. For a spherical container that is filled to an arbitrary
level, the profile is a semicircle with a piece cut out at the top. Note that by approxi-
mating that shape with an inscribed polygon, we shrink the domain, hence lower the
eigenvalue (this follows from the somewhat counterintuitive domain monotonicity
[6, Proposition 3.2.1], that works backwards compared to other Laplace eigenvalue
problems). At the same time, finite element methods generally overestimate the
d = 0.2 d = 0.6 d = 1.0 d = 1.4 d = 1.8
m = 0 3.8261182 3.6501
44
4 3.7451
68
7 4.3010
22
2 6.7641
80
8
9.2561273 7.2659
63
6 6.9763
60
6 7.8005
48
5 12.113
930
9
14.7556071 10.7449
76
8 10.1474
73
8 11.2558
77
9 17.39
5915
6
20.1187878 14.196
333
4 13.304
170
2 14.698
295
4 22.65
6823
7
m = 1 1.0723242 1.2625
06
1 1.5601
57
6 2.1232
02
0 3.9593
02
0
6.2008061 5.3683
22
2 5.2755
44
5 5.9728
26
3 9.4534
76
8
11.8821182 8.9418
05
1 8.5044
40
4 9.4762
22
2 14.7548
34
4
17.3588569 12.423
266
3 11.683
441
5 12.938
003
0 20.022
340
4
m = 2 2.1079162 2.3876
70
7 2.8196
93
9 3.6335
73
8 6.3154
63
7
8.3952303 6.8866
86
9 6.6594
10
1 7.5087
09
1 11.8582
19
2
14.2944114 10.5081
76
8 9.9412
89
9 11.058
298
30 17.2101
17
3
19.80890190 14.021
632
7 13.149
899
9 14.547
385
4 22.509
191
3
m = 3 3.1294809 3.4664
16
2 3.9941
61
6 5.0122
47
5 8.4631
03
0
10.4883172 8.3121
40
4 7.9728
06
1 8.9708
90
9 14.1373
89
9
16.5802041 12.0063
64
7 11.3199
57
6 12.578
861
9 19.565
290
3
22.1584695 15.563
479
6 14.566
780
9 16.10
4206
4 24.91
2201
2
TABLE 4. Spherical tanks filled to the depth d. Numerical results
for the lowest four eigenvalues of modes m = 0, 1, 2, 3, compared
to McIver’s analytic approximations. Using quadratic approxima-
tions with separate adaptive loops for each eigenvalue. Differences
showed as stacked numbers, with McIver’s results below. In most
cases rounding gives exactly the same results.
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FIGURE 8. Convergence of the adaptive loop for a half-full spheri-
cal tank and m = 1. Using linear and quadratic methods, but with
one adaptive loop per eigenvalue. Note that the differences to best
result are now negative for the quadratic method, with sharp jumps
indicating successful perimeter refinement. At the same time resid-
ual norms behave almost exactly as in earlier, exact boundary cases.
In the linear method, perimeter refinement seems insignificant.
eigenvalues. Therefore we get additional weak error cancellation. Similar cancel-
lation is possible for any convex profile.
We consider a sphere of radius 1, filled to a depth d < 2. Note that the same
parametrization was already considered by McIver [39] and Faltinsen-Timokha
[13]. In both papers authors use the geometry of the sphere to either numerically or
analytically approximate the sloshing eigenvalues of the spherical tank. Our finite
element approach gives nearly the same values as the other authors. In Table 4 we
compare our approximations to McIver’s Table 2.
The decay of the differences of the approximations is no longer easy to check,
due to perimeter approximation having significant impact on eigenvalues (espe-
cially in the quadratic method). We illustrate this on Figure 8a for a half-full tank.
The large jumps on the lower subplot (quadratic method) indicate steps with suc-
cessful perimeter refinement. The almost flat parts of the graphs (in fact slightly
decreasing) show steps without perimeter refinement, only with the residual norm
based mesh refinement. As mentioned before, the perimeter snapping enlarges the
domain, hence increases the eigenvalue. This effect dwarfs any decreases caused
by finer mesh eigenvalue calculations onthe quadratic method.
Crucially, the residual norms still converge in a predictable manner (see Fig-
ure 8b). Only the lowest eigenvalue, with the simplest eigenfunction is slightly
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(A) d = 0.2 (B) d = 1.0 (C) d = 1.8
FIGURE 9. Sizes of the mesh triangles (darker color indicates
smaller triangles) for the mode m = 1 of a half-full spherical tank.
Note very small triangle on the curved boundary.
(A) d = 0.4 (B) d = 1.6
FIGURE 10. Plots of the first two eigenfunctions of the modem = 1
for spherical tanks.
influenced by the changing shape of the domain. This confirmes our observation
from previous section, that the lower the eigenvalue, the more import the bound-
ary for the adaptive loop. The linear approach seems unaffected by the perimeter
approximation, with positive differences to the best result.
One might try to further improve the quadratic approach by trying to balance the
perimeter and the eigenvalue approximations. However, extreme density of trian-
gles near the curved boundary will eventually lead to significant rounding errors,
singular matrices.
For our adaptive loop we obtained the triangle densities from Figure 9 (fill levels
d = 0.2, 1.0 and 1.8). Note that the deeper the tank, the less relevant its bottom,
and the higher the eigenvalue, the more triangles near the free boundary F . At the
same time, the curved boundary is very heavily refined due to perimeter snapping.
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FIGURE 11. Sloshing profiles for the lowest eigenvalues of spheri-
cal tanks, with high-spots marked. The ice-fishing problem is equiv-
alent to d = 2.0.
Finally we make density plots (with a few level curves) of two eigenfunctions for
the spherical tanks filled to the levels d = 0.4 and d = 1.6 on Figure 10. We again
notice that the higher eigenfunctions fluctuate more near F , and that the deep parts
of he containers are nearly insignificant.
We also provide sloshing profiles for the fundamental modes for various depths
on Figure 11, where we also mark the high-spots (cf. Figure 2 in Faltinsen-Timokha
[13]). We include the ice-fishing problem (discussed and solved numerically in
Section 4.1.1), since it can be understood as the limiting case d = 2 (full tank), see
McIver [39]. Note that numerical approximation of the ice-fishing using cylindri-
cals tank is much easier than using spherical tanks.
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5. IMAGES OF HIGH SPOTS
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FIGURE 12. Shapes of the tanks we used to take photographs
(lengths in millimeters). The first two profiles were also used in
Kuznetsov et. al. [32].
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FIGURE 13. Profiles of the sloshing water in a fish tank.
To further check our numerical methods, and the mathematical model itself, we
attempted to photograph a sloshing liquid in various containers (tank profiles shown
on Figure 12, numerical sloshing profiles on Figure 13). Note that throughout this
paper we used the simplified linear model of sloshing. Clearly, it cannot be applied
to strong turbulent sloshing. But we visually check that it is very accurate for in-
finitesimal sloshing. To reiterate, we did not attempt to eliminate any nonlinearities
intrinsic to strong sloshing from our experiment, opting instead for capturing long
time behavior. After a long time, all nonlinear phenomena (with higher order of
decay) are insignificant in comparison to linear wave modes we study.
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(A) Long exposure image of
the reflection in a fish bowl.
Blurred lines show gradient of
the sloshing mode, with high
spots at points with vanishing
gradient.
(B) Whirling effect in a fish
bowl. High spots stay a cer-
tain distance from the cen-
ter. Points closer to the center
trace elliptical paths.
(C) An image for a cocktail
glass, showing no points with
vanishing gradient.
sloshing tank
camera
dotted paper
(D) Experimental setup
FIGURE 14. Photographic experiment
In order to get accurate experimental results for infinitesimal sloshing we needed
a nearly still water surface. We achieve this by first nudging a container several
times in roughly equal intervals, corresponding to theoretical sloshing frequency.
After that, we allow the water waves to dampen to a point of being barely visible.
Next, we photograph a reflection of a dotted piece of paper on the nearly still
surface of the water, using a few seconds long exposure to blur the dots. The setup
of the experiment is shown on Figure 14, together with the results on the first two
containers from Figure 12. This figure is reproduced from [32], but we overlay the
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numerical results on the boulbous container images Figure 14a and Figure 14b. The
dotted red line shows the numerically calculated distance from the center of the free
surface to the high spot, assuming the solid line is the boundary of the surface. We
used our finite element method to find the radius of the dotted circle, using container
measurements from Figure 12a.
The results of the experiment on the small fishbowl (profile from Figure 12a)
agree with the infinitesimal, linear model. Most of the dots trace a path caused by
the changing tangent planes of the moving surface. Only the dots corresponding
to the local extrema of the sloshing amplitude remain still, hence sharp on our
photographs. Note that the lowest sloshing eigenvalue has multiplicity two, hence
it is possible to get phase-shifted combination of the two corresponding modes,
giving an illusion of whirling from Figure 14b. The sloshing is irrotational, so the
wave is a standing wave, but the extrema travel around the red dotted circle.
The coctail glass (profile from Figure 12b) also gives the results (Figure 14c),
that are consistent with the model. The high spot seems to be on the boundary
and all dots trace roughly the same path. This suggests that the sloshing profile is
nearly a flat plane. In fact, certain cones do have exactly planar sloshing profile (see
Troesch [45] or a brief discussion in Section 3.1.1).
5.1. Larger tank and higher modes. Our numerical results seem to almost ex-
actly match the experiments. However, alert reader may notice very significant blur
(on all photographs) very near the edges of the free surface. This is most likely
caused by the interaction of the water surface and the container. As noted earlier,
we did not try to eliminate such nonlinear phenomena. Instead, we performed the
same experiment in a larger fishbowl with the shape from Figure 12c. Much larger
free surface should yield less significant boundary interaction. Indeed, Figure 15
still shows great accuracy. Figure 15a and Figure 15b show the modes for the low-
est eigenvalue (cf. Figure 14a and Figure 14b). The latter emphasizes the whirling
effect we first noticed on the smaller tank.
The larger tank allowed us to capture the eigenfunctions for the lowest eigenval-
ues of higher modes of oscillations: m = 2 on Figure 15c andm = 0 on Figure 15d.
To capture the second mode we changed the frequency of nudging to match the sec-
ond natural frequency. As a result we have four local maximal positioned on the
numerically calculated dotted circle (consistent with cos(2θ) in the eigenfunction
decomposition (5)). To capture the lowest radial modem = 0 we repeatedly dipped
a tip of a pencil (with appropriate frequency). The extrema form a circle that is not
far from the numerically predicted position. Nevertheless, that last circle is already
quite close to the boundary, so the interactions of the water and the container seem
to influence accuracy of the experiment.
A protruding bottom of the large fish tank (see Figure 12c) allows us to also test
the dependence of the eigenvalues on the shape of the bottom of the tank. Clearly, in
a deep container the dependence should be nearly insignificant. The eigenvalue of
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(A) high spots for m = 1 (B) rotating mix of m = 1 modes
(C) lowest m = 2 mode (D) lowest m = 0 mode
FIGURE 15. Large fishbowl. Pictures of the eigenfunctions for the
lowest three modes. Note the reflection caused by the protruding,
convex bottom of the tank, showing a slightly off-center perspective
of our camera setup from see Figure 14d.
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eigenvalue high spot position high spot height
m = 1 2.45350730649 0.7
19
20 1.28
504
486
m = 2 3.861696723 0.777 1.3693
m = 0 4.073333329 0 3.4562
0.912 1.1354
TABLE 5. Upper and lower bounds for the eigenvalues of the large
fish tank from Figure 12c as well as positions of the high spots (ex-
trema) and their relative height compared to boundary value. The
bounds result from replacing the curved bottom with flat one, so that
the new tank is either contained (lower bound) or contains (upper
bound) the original tank. The accuracy of the position of the high
spot is limited by the sampling of the numerical solution on the free
surface. Heights do differ but on too high digits to be of any signifi-
cance, especially given low position accuracy.
the tank (assuming it is perfectly spherical) is contained between the eigenvalues of
the spherical tanks with 125mm radius cut at the top and either 125mm or 155mm
straight cuts at the bottom (the shape from Figure 12a with slightly different pro-
portions). We can use domain monotonicity argument (see [6, Proposition 3.2.1])
to give upper and lower bounds for the eigenvalues of the original large tank (note
that somewhat counterintuitively the smaller the tank, the smaller the eigenvalue).
Table 5 shows the bounds for the eigenvalues as well as the high spots for the lowest
three eigenfunctions (corresponding to the lowest eigenvalues of modes m = 1, 2
and 0). Note that the high spot positions and heights are not bounds, but merely
approximations.
6. RELATION TO THE CLASSICAL SPECTRAL PROBLEMS
Traditionally, Laplace eigenvalues are intuitively understood via heat flow. The
Dirichlet eigenvalues of a domain F govern the heat on a plate F with zero temper-
ature on the boundary, while the Neumann eigenvalues are related to the insulated
plate. This explains the name “hot spots conjecture”, for one the famous open prob-
lems (discussed below). The famous paper “Can one hear the shape of drum?” by
Kac [24] emphasizes another practical interpretation for Dirichlet spectrum. The
corresponding eigenfunctions give the shapes of the drum membrane vibrating in
one of the characteristic frequencies. The Neumann spectrum is harder to explain
this way, as one would need a membrane that is free to float up and down while
vibrating, but is horizontal near the boundary. This behavior can however be attrib-
uted to the free surface of an ideal liquid in a container. Therefore, sloshing not
only generalizes the Neumann spectral problem, but also provides a clear physical
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intuition. In particular the hot spots problem (see below) might as well be called
the high spot problem for a container with vertical walls.
Roughly speaking, the hot spots conjecture states that in a thermally insulated
domain, for “typical” initial conditions, the hottest point will move towards the
boundary of the domain, as time passes. The mathematical formulation of the hot
spots conjecture is the following: the extrema of every fundamental eigenfunction
(eigenvalue may have multiplicity) of the Neumann problem for a domain F are
located on the boundary of F . The conjecture was proved for certain sufficiently
symmetric planar domains by Ban˜uelos-Burdzy [5] and Jerison-Nadirashvili [23],
but disproved for some strange domains with holes by Burdzy and Werner [12],
and just one hole by Burdzy [11]. See Nature article by Stewart [43] for more
information, and Terence Tao’s Polymath project [44] for current developments.
This problem can be embedded in the studied sloshing problem as follows:
Function ϕ is a sloshing mode in the cylinder
W = {(x, y, z) : (x, y) ∈ F, z ∈ (−h, 0)}
if and only if ψ(x, y) = ϕ(x, y, 0) is a Neumann eigenfunction on F . Furthermore
ϕ(x, y, z) = ψ(x, y) cosh(
√
µ(z + h))
and ν =
√
µ tanh(
√
µh), where µ is the Neumann eigenvalue corresponding to ψ
and ν is the sloshing eigenvalue corresponding to ϕ by [28, Proposition 3.1]. Due
to the very explicit connection between these problems, many results and conjec-
tures for Neumann spectrum can be quickly translated to the sloshing language. In
particular, the high spots problem (1–4) generalizes the hot spots conjecture.
By the above identification and the results of [5, 23], for any convex domain F
with two orthogonal axes of symmetry (e.g. ellipses), the high spots of the fun-
damental sloshing modes for cylindrical tanks with cross-section F are located on
the boundary. Note that the counterexample for the hot spots conjecture given by
Burdzy and Werner [12] is conceptually rather similar to the shape from Figure 2c
or Figure 4c. Indeed, their domain consists of a disk and a larger annulus, con-
nected using spokes. The profile from Figure 4c shows two deep containers with
a disk and an annulus as free surfaces, connected using extremely shallow portion.
In both cases one would like to have two disjoint subdomains, but a minimal con-
nection must be made. In the high spot problem there are more ways to make the
domain connected due to one extra dimension. For that reason it is much easier
to construct intuitive counterexamples for high spots problem. Nevertheless, we
expect the high spot conjecture to hold for convex containers.
The connection between Neumann problem and sloshing was also used to con-
jecture bounds for the eigenvalues. In particular the Dirichlet to Neumann eigen-
value comparisons [36, 18, 15] was already extended to mixed Steklov eigenvalues
[6]. Furthermore, bounds for spectral functionals for Neumann eigenvalues natu-
rally extend to the cylindrical sloshing case (see [35, Section 13]), opening a whole
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new area of research for general containers. Finally, sloshing problem can be used
to tackle, seemingly unrelated, spectral problems for nonlocal fractional Laplacian
[7, 31, 33].
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