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Despite the striking progress in the field of quantum gases, one of their much anticipated ap-
plications – the simulation of quantum Hall states – remains elusive: all experimental approaches
so far have failed in reaching a sufficiently small ratio between atom and vortex densities. In this
paper we consider rotating Rydberg–dressed atoms in magnetic traps: these gases offer strong and
tunable non-local repulsive interactions and very low densities; hence they provide an exceptional
platform to reach the quantum Hall regime. Based on the Lindemann criterion and the analysis of
the interplay of the length scales of the system, we show that there exists an optimal value of the
dressing parameters that minimizes the ratio between the filling factor of the system and its critical
value to enter the Hall regime, thus making it possible to reach this strongly–correlated phase for
more than 1000 atoms under realistic conditions.
Introduction.- In the last decades ultracold atoms al-
lowed for the study and quantum simulation of a plethora
of quantum many-body effects [1]. Despite the impressive
successes, however, one of the most anticipated applica-
tions, so far, has resisted many attempts of implementa-
tion: reaching the quantum Hall (QH) regime.
Since the realization of Bose–Einstein condensates in
the mid 90s [2], the nucleation of quantized vortices in
rotating ultracold atoms [3–5] naturally suggested the
possibility of creating QH states by rotating strongly in-
teracting gases. The dynamics of atomic clouds in the
rotating frame can indeed be described in terms of Cori-
olis/Lorentz forces, which define in turn the appearance
of a synthetic magnetic field B for neutral atoms [6, 7].
Reaching the QH regime, however, requires strong
magnetic fields: it is necessary to achieve angular ve-
locities extremely close to the critical value set by the
trapping potentials – so close that, for practical purposes,
this possibility was experimentally ruled out.
Alternative approaches based on optically induced
gauge potentials have been proposed and tested [8–11],
but, also in this case, the simulated magnetic fields were
not strong enough to access the QH regime.
In all these experiments, the interactions among the
atoms were effectively contact interactions. In the last
years, however, atoms with long–range interactions have
been at the focus of intensive investigations, in the cases
of both dipolar gases [12–15] and Rydberg–dressed atoms
with strong van der Waals interactions [16–18]. Intu-
itively, such strong long–range repulsions favor the for-
mation of gases with lower densities, thus making it easier
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to achieve the low filling factors required for QH states.
In this work, we consider ultracold bosonic gases sub-
ject to long–range repulsive interactions and synthetic
gauge fields. We will show that moderate van der Waals
interactions help in reaching the ratio between atomic
and vortex densities required for the onset of the QH
regime. We will focus on Rydberg-dressed atoms, which
allows us to tune the effective value of the interactions,
and we will mostly address the case of synthetic fields ob-
tained by rotation, since for a realistic number of atoms
and other parameters this technique provides better re-
sults than optically generated magnetic fields.
Our main result is that the long-range interaction be-
tween Rydberg-dressed atoms facilitates reaching lower
filling factors in comparison with ground state atoms sub-
ject to the same artificial magnetic field. In particular, we
show that the melting transition of the superfluid vortex
lattice is favored by this interaction, and we hypothesize
that this signals the onset of the QH regime, shown to
appear for small filling factors in recent works [19, 20].
I. THE MAIN IDEA
When a Bose–Einstein condensate is rotating and its
angular velocity, and thus the artificial magnetic field, is
progressively increased, vortices enter the superfluid and
arrange themselves in denser and denser triangular lat-
tices. For strong magnetic fields and confinement in the
direction of the rotation axis, the condensate enters the
so–called lowest Landau level (LLL) regime, in which the
vortex size scales with the magnetic length lB =
√
~/B
[21]. The further transition from the LLL to the QH
regime corresponds to the melting of the vortex lattice
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2into a strongly–correlated phase [6, 7, 22], driven by the
quantum fluctuations of the vortices. The critical value
of B for this transition can be estimated from the Linde-
mann criterion: the lattice melts when the ratio lL/lB be-
tween the quantum fluctuation lL of the positions of the
vortex cores and the intervortex distance (proportional
to lB) reaches a critical value αL. The main parameter
to characterize these systems is the filling factor
ν = n/nv = 2pi~n/B, (1)
given by the ratio between the atom and the vortex areal
densities n and nv, respectively. ν is proportional to
(lB/lL)
2 [7, 22], such that the gas enters the QH regime
for ν smaller than a critical value νc. For weakly interact-
ing bosons, the most conservative estimates give a critical
filling factor νc,0 . 6 [5, 7, 23–25]. Here the subscript 0
specifies that this is the critical value for weak contact in-
teractions. We will show below that such a critical value
does not hold for interactions beyond a certain threshold.
The limit ν = νc,0 is extremely difficult to reach for
rotating gases: the centrifugal limit of the in–plane trap-
ping poses a severe bound on the maximal angular veloc-
ity, and thus on the maximal field B; on the experimental
side, the smallest parameters ν achieved [3, 4] are about
ν ∼ 300. Much smaller filling factors (ν ≈ 1) were in-
stead reached in rotating optical microtraps, but only for
a very small number of atoms, N ≈ 5 [26].
As is evident from (1), besides increasing B, there is
another strategy to lower ν: namely, to reduce the two-
dimensional (2D) atom density n. To this purpose, we
consider Rydberg–dressed atoms: we will first estimate
the behavior of the superfluid density as a function of
the interactions and we will discuss its implications for
the phase diagram of these gases. We will show that,
for moderate long–range interactions, the range of pa-
rameters for which the QH regime exists is enhanced,
whereas, when the interactions exceed a certain thresh-
old, it is suppressed. Hence there exists an optimal value
for the Rydberg dressing that minimizes the magnetic
field needed to enter the QH regime.
II. THE PHYSICAL SYSTEM
A rotating atomic cloud has a dynamics equivalent to
charged particles in a magnetic field, as an effect of the
Coriolis force [5–7]. We consider a Bose–Einstein con-
densate subject to a harmonic potential with trapping
frequency Ωtr, and rotating with frequency Ωrot. As
discussed in App. A, in the rotating frame the single–
particle Hamiltonian is
Hrot =
(
−i~~∇+ ~A
)2
2m
+
m
(
Ω2tr − Ω2rot
)
r2
2
. (2)
Here we have introduced the vector potential ~A =
mΩrot(y,−x, 0) and m is the atomic mass. The result-
ing artificial magnetic field lies along zˆ with intensity
B ≡ 2mΩrot, and the effective in–plane trapping poten-
tial is reduced by the centrifugal force. In particular, we
define the ratio γ = Ωrot/Ωtr < 1, such that the effective
trapping frequency is
√
1− γ2Ωtr.
The Rydberg dressing amounts to a weak coupling be-
tween a ground state |g〉 of the chosen atoms and a Ry-
dberg state |e〉. This coupling is obtained through laser
beams propagating in the zˆ direction such that the re-
lated Rabi frequency Ω = |Ω|eiφΩ does not depend on
the position in the xy plane. We consider an effective
detuning for this coupling 2δ  Ω such that, for a single
atom, its lowest energy state becomes
|g˜〉 = −eiφΩ sin (θ/2) |e〉+ cos(θ/2)|g〉 , (3)
where tan θ = |Ω|/δ (see App. A). A generic Rydberg
interaction Hint = V (~r1 − ~r2)|ee〉〈ee| results in a typ-
ical long–range interaction that decays like sin4(θ/2)V
for large separations, and is characterized by a plateau
2δ sin4(θ/2) for short distances
VRydberg(|~r1 − ~r2|) ≈ C6 sin
4(θ/2)
a6 + |~r1 − ~r2|6
, (4)
where we introduced the Rydberg radius a ≈ (C6/2δ)1/6
and the van der Waals coefficient C6. For the typical
Rydberg state 43S1/2 of
87Rb, the interaction is given by
C6 ≈ h · 2.4 GHz µm6 [27] with a ≈ 2.0 µm for a mixing
angle θ = 0.05.
III. DENSITY OF A 2D RYDBERG-DRESSED
GAS
The effect of the strong interactions of Rydberg-
dressed atoms on their density can be estimated with
a variational Gross–Pitaevskii calculation. In particular,
we consider the isotropic interaction in Eq. (4) and we
focus on gases in the lowest Landau level (LLL) regime
with strong confinement in the third direction, such that
a 2D approximation holds. We combine a description of
the van der Waals interactions in the spirit of [28] and
the variational ansatz introduced in [29] for the super-
fluid vortex lattice, defined by the many-body wavefunc-
tion ψs(~r) = p(~r)e
− r2
2s2
√
N/pis2 where r = |~r|. This
wavefunction is characterized by a periodic modulation
p(~r), which defines the triangular vortex lattice, and a
slow-varying Gaussian envelope of width s. The average
density of the system is approximately set only by its
long–distance behavior, thus by the Gaussian envelope.
It is therefore a function of the variational parameter s,
which is linear in the average distance from the center.
By averaging over the modulation (see App. A), the
mean-field energy results in
E ≈ ~
2N
2ms2
+
NmΩ2tr(1− γ2)s2
2
+
N2
s2
[
bg
4pi
+
∫ ∞
0
rdre−
r2
2s2
V6
a6 + r6
]
. (5)
3Here g is the 2D contact interaction parameter and
V6 = sin
4(θ/2)C6 is the effective van der Waals coupling
constant. The numerical factor b ≈ 1.1596 effectively in-
creases the contact interaction in the LLL approximation
due to the inhomogeneity introduced by the triangular
vortex lattice [29] (see App. A).
The potential energy and the long–range interaction
are estimated by separating their rapidly and slowly os-
cillating contributions with a procedure analogous to the
so-called averaged vortex approximation [30] for s lB :
within each unit cell of the lattice, the value of the Gaus-
sian factor, harmonic potential and van der Waals inter-
action is considered approximately constant, such that
the modulation averages to 1 and does not affect the fi-
nal result.
By expanding the integral in Eq. (5) in series of s−1
for s a and minimizing the energy, we find
s = 4
√
Nmg′ + 2pi~2
2pim2Ω2tr(1− γ2)
, (6)
g′ = bg +
4pi2V6
3
√
3a4
≈ 1.16g + 7.6 V6
a4
. (7)
With the introduction of the Rydberg dressing, the con-
tact interaction g must be effectively replaced by the con-
siderably stronger interaction amplitude g′, derived by
the large-s expansion of the integral in Eq. (5). In the
following, we use Eq. (6) to estimate the gas density. We
adopt in particular n = N/(4pis2): n scales like 1/
√
g′
when the kinetic energy is negligible.
For a gas of 87Rb, the typical strength of the contact
interaction is g ≈ h ·23 Hz µm2 (for a trapping frequency
along zˆ given by Ωz = 2pi kHz). For the Rydberg state
43S1/2 at mixing angle θ = 0.05, V6/a
4 ≈ h · 61Hz µm2.
The ratio between the contact and Rydberg interactions
is thus (7.6V6/a
4)/bg ≈ 18, which implies that n and ν
decrease by a factor fν ∼ 4.5.
IV. LOW–DENSITY RYDBERG–DRESSED
GASES
To understand the effect of the long–range interac-
tion on the onset of the QH regime, let us analyze
the main changes in the phase diagram of the rotat-
ing condensate (Fig. 1). For weak or no Rydberg
dressing, the phase diagram can be intuitively under-
stood from the comparison of three distinct length scales
[6, 7, 24]: the magnetic length lB , the superfluid healing
length ξ = ~/
√
2mng′ ∝ (g′)−1/4 and the Lindemann
length [7, 22] lL ≈
√
1/pin ∝ (g′)1/4. By increasing B,
the system evolves from the pure superfluid phase with
lL/αL < ξ/αξ < lB , to the vortex lattice phase in the
LLL regime with lL/αL < lB < ξ/αξ, to the QH phase
where lB < lL/αL < ξ/αξ (left side of Fig. 1). Here
αξ ≈ 0.3 [3, 31, 32] is the ratio ξ/lB at the crossover to
the LLL regime [33], whereas αL ≈ 0.4 is the Lindemann
parameter [7, 22], corrected by the geometrical factor for
SF
g'gog
ξ
lB SS C
gr
LLL Tr. VL
QHlL
FIG. 1. Qualitative phase diagram of the Rydberg dressed gas
as a function of the magnetic length lB and the interaction
parameter g′. For lB →∞ (thus B → 0), the system displays
a superfluid (SF), supersolid (SS) or crystal (C) state. For
interactions g′ < go, by decreasing lB , the system presents
first a cross–over into the lowest Landau level triangular vor-
tex lattice (LLL Tr. VL) (at lB ∼ ξ/αξ), then a transition to
the QH regime for lB ∼ lL/αL. For g′ > go, instead, the LLL
vortex lattice phase disappears and the QH regime is reached
for lower values of the filling factor. The thin red lines are
lines at constant filling factor.
triangular lattices. In particular, the relation lL/αL = lB
provides the estimate νc,0 ≈ 14 which, however, must be
corrected to account for collective modes of the vortices
[23], resulting in νc,0 ≈ 8 [7]. Even lower values, νc,0 . 6,
are suggested by numerical works [24, 25]; therefore, we
introduce an effective Lindemann factor α′L =
√
2/νc,0.
The Rydberg interaction modifies this scenario because
it decreases the ratio ξ/lL by the factor fν . Hence, for
sufficiently large mixing angles, the LLL vortex lattice
phase is suppressed and additional supersolid phases may
appear [34]. Therefore, for ξ/αξ < lL/α
′
L the usual Lin-
demann criterion cannot be applied for the onset of the
QH phase. A new estimate of νc, though, can be obtained
by imposing lB < ξ/αξ, which results in
νc =
pi~2
mg′α2ξ
, for ξ/αξ < lL/α
′
L . (8)
Globally, the ratio ν/νc can be minimized by interactions
such that ξ/αξ ≈ lL/α′L, hence for an optimal value go
of the parameter g′ given by:
go ≡ pi~
2
mνc,0α2ξ
. (9)
go ranges in h · 280 − 640 Hz µm2 for νc,o = 14 − 6. For
the van der Waals interactions of the 87Rb state 43S, the
condition ξ/αξ ≈ lL/α′L is met for mixing angles θ ≈
0.04−0.06 (see Fig. 2). For g′ = g0 and B such that ν =
40.00 0.02 0.04 0.06 0.08 0.10
5
10
15
20
FIG. 2. Filling factor as a function of the mixing angle θ for
δ = 20MHz and N = 15000. The solid lines correspond to
rotating gases with Ωtr = 2pi100Hz and different values of γ.
The green dot–dashed line is an estimate of ν for optically
induced magnetic fields based on [45] obtained with counter-
propagating Gaussian beams (waist w = 50µm, wavelength
λ = 790nm) for Ωtr = 2pi20Hz. The red dashed line rep-
resents the critical filling factor assuming νc,0 = 8; its cusp
determines the optimal interaction point at θ ≈ 0.05.
νc,0, the system lies at a critical point that separates four
different phases (see Fig. 1): the triangular vortex lattice
in the LLL regime, appearing for g′ < go B constant; the
QH regime obtained for g′ = go by increasing B; the
superfluid vortex lattice for smaller values of B and a
strongly interacting phase for g′ > go.
The interaction amplitude go lies at the edge of the
regime of validity of the mean–field energy estimate:
the effective scattering length results as ≈ 0.83 µm for
θ = 0.05 (see App. B), to be compared with the aver-
age interatom distance of about 0.7 µm for γ = 0.98 and
Ωtr = 2pi 100 Hz. The gas, in proximity to go, reaches a
regime that cannot be considered any longer ultradilute
and the breakdown of the mean–field approximation sig-
nals indeed that the superfluid approached an unstable
point.
We also observe that for the parameters adopted in Fig.
2, in proximity to the critical point at θ = 0.05, the ratio
of the first two Haldane pseudopotential [19, 35] results
V2/V0 ≈ 0.22, close to the critical value 0.20 identified
in Ref. [36] for the transition between a triangular and
a square vortex lattice [37]. This suggests the onset of
several phases with broken translational invariance for
g′ > go and it is consistent with the behavior of the
system at both strong and weak magnetic fields.
Concerning strong magnetic fields and interactions
(g′ > go), the healing length decreases and, with it, the
extent of the QH phase. For intermediate filling factors,
this gives rise to several inhomogeneous phases including
stripe and bubble states [36]. In the extreme regime with
low filling factors (ν . 1), it is known that a competition
between QH states and Wigner crystals appears [19, 20].
Concerning weak magnetic fields (upper part of Fig.
1), the system is no longer in the LLL regime and dif-
ferent mean-field ansa¨tze are required. The strong Ryd-
berg interactions cause a spontaneous breaking of trans-
lational symmetry, corresponding to supersolid and crys-
tal phases [34, 38–40]. Mean–field analyses [38, 40, 41]
estimate the onset of the crystal phase based on the dis-
persion of the superfluid roton. The roton gap closes,
which signals an instability towards a crystalline phase,
when the interaction energy density u = 3
√
3mna2g′/h2
reaches a critical value uc & 40, corresponding to g′ >
gr ≈ 1600 · 8pih4/(27m4a4NΩ2tr) ≈ h · 2.5kHz µm2 (for
15000 particles with Ωtr = 2pi · 100Hz). Additionally, in
our regime of interest (a2n > 1), a supersolid phase is
expected for intermediate interactions with 30 . u . 40
[40] (see also the recent experiments [12–15] in elongated
dipolar clouds). By increasing B, the value of the criti-
cal interaction is non–monotonic [34, 42] and it is hard
to extrapolate the behavior of the system for g′ > go:
a probable scenario is that several phases with broken
translational symmetry alternate for large interactions.
Our estimates for the melting point of the LLL vortex
lattice relies on the Gross-Pitaevskii approximation of
the gas density. We emphasize that the validity of these
mean-field estimates of the density and energy of super-
fluid systems in proximity to the breaking of superfluidity
has been successfully used in many different cases. An
example is given by superfluid-Mott phase transitions,
where the Gross–Pitaevskii equation provides reasonable
results for the energy and Hamiltonian parameters also in
the presence of strong quantum fluctuations [43]. In the
case of long–range interactions, these mean–field analy-
ses give a fair estimate of the superfluid breakdown and
even a reasonable estimate of the energy beyond the tran-
sition point from superfluid to supersolid [41]. Therefore
we expect Eq. (6) to capture the main physical features
of the system also in proximity to the LLL vortex lattice
melting.
V. THE OPTIMAL FILLING FACTOR
By comparing the density of atoms obtained from Eq.
(6) and the artificial magnetic field, the filling factor (Eq.
(1)) results:
ν =
N
4γ
√
2pi(1− γ2)~2
Nmg′ + 2pi~2
. (10)
From Eq. (8) and (10) we derive its optimal value
νo =
N
2γ
√
(1− γ2)α2ξ
Nα′2L + 4α
2
ξ
=
N
2γ
√
(1− γ2)α2ξ
2N/νc,0 + 4α2ξ
. (11)
In Fig. 3(a) we display νo obtained from νc,0 = 8
[5, 7, 23]. Under this assumption the QH regime is
reached for γ = 0.95 for clouds of N . 5000 atoms.
Based on the previous interaction parameters, the opti-
mal mixing angle corresponds to θ ≈ 0.05. Numerical
studies [24, 25] suggest that the critical filling factor can
be smaller; it is therefore useful to consider also more re-
strictive values of νc,0: in Fig. 3(b) we present the values
of νo for νc,0 = 2. Since we aim at obtaining the QH
regime for a mesoscopic gas, we included a constraint on
the number NV of magnetic fluxes in the system: the
5(a)
(b)
FIG. 3. Filling factor at the optimal interaction point (Eq.
(11)) as a function of the atom number N assuming νc,0 = 8
[panel (a)] and νc,0 = 2 [panel(b)]. The critical filling is de-
picted by dashed lines and the system reaches the QH regime
for νo < νc,0. For νc,0 = 8, the Rydberg-dressed gas reaches
the QH regime for a large range of values of N for rotation fre-
quencies with γ > 0.95. For ν0,c = 2 the QH regime is reached
for systems with N . 2000 at γ = 0.99. In (b) the area on
the right of the dotted black line corresponds to system with
at least 200 magnetic fluxes.
dotted black line corresponds to the limit of 200 fluxes.
From the plot we see that the QH regime is within reach
for a gas of 500 atoms in a trap with γ = 0.97 when the
dressing is chosen close to the optimal point, at θ ≈ 0.07
for the considered Rydberg state 43S. Larger numbers
of atoms are sustainable for larger γ.
To realize the considered rotating regime, the atoms
must first be loaded in a magnetic trap; then, the rota-
tion can be imparted through a deformation of the trap
(see App. A) and N can be varied through evapora-
tive techniques [3, 44]. Finally the Rydberg dressing is
switched on. The decay time of the Rydberg state 43S
at 300K is τ43 ≈ 42µs [27], resulting in a decay time of
the dressed state τ ≈ τ43/ sin(θ/2)2 ≈ 67ms for θ = 0.05.
This must be compared with the rotation period of about
10ms. To increase the decay time τ , more excited Ry-
dberg states can be considered, resulting in a larger τn
and a smaller mixing at the optimal point.
VI. OPTICALLY INDUCED MAGNETIC
FIELDS
Our estimate of the filling factor (10) is based on arti-
ficial magnetic fields obtained through rotation. Differ-
ent approaches, based on fully optical setups, have also
been successfully applied for bosonic gases [8, 9], for ex-
ample, exploiting position–dependent Raman couplings
[45]. These setups, however, are usually less convenient
to reach small filling factors: B is typically proportional
to (λw)−1 with λ ≈ 790nm being the Gaussian Raman
lasers’ wavelength and w ∼ 170 µm their waist [9]; there-
fore, to obtain a magnetic field approximately uniform
over distances comparable with s, the typical value of B
is half of the value considered in the rotating case. Fur-
thermore, the optical setups do not present the centrifu-
gal reduction of the harmonic potential, such that the
factor
√
1− γ2 disappears from Eq. (10), thus increas-
ing the resulting ν for the same Ωtr. In Fig. 2 we compare
the rotating gases with a system with optically–induced
fields for realistic parameters; for the optical realization
we considered a lower trapping frequency to compensate
for the missing centrifugal term.
VII. CONCLUSIONS
We have shown that a combination of Rydberg dress-
ing and rotating traps can drastically reduce the filling
factors ν obtained in rotating Rb gases. Even considering
the worst–case scenario of a critical filling factor νc,0 = 2,
our estimates show that the quantum Hall regime can be
reached for 2D gases of about 1000 atoms by introducing
an optimal Rydberg dressing at θ ≈ 0.07. To increase the
efficiency of this scheme, thus the number of atoms in the
system, our proposal can be additionally combined with
techniques for preparing many–body states with large an-
gular momentum [46, 47].
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6Appendix A: Rydberg dressed atoms in a rotating frame and the Gross–Pitaevskii energy
The system we analyze relies on the combination of three elements: a quadratic trapping potential, a rotation-
induced artificial gauge potential and the Rydberg dressing necessary to obtain strong repulsive interactions.
To realize such a system, we consider 87Rb atoms and we select a 5S ground state |g〉 = |5S1/2, F = 2,mF = 2〉. As
discussed in [27, 48], such a state can be unambiguously dressed with a Rydberg excited states with the same F and
mF quantum numbers through a two-photon process via a state 5P . In this way, transitions to Rydberg states with
F ′ = 1 are forbidden due to the selection rules of the excitation scheme considered. In particular, for our numerical
estimates, we considered the state |e〉 = |43S1/2, F = 2,mF = 2〉, but states with larger n can be considered as well.
The states |g〉 and |e〉 share all the angular quantum numbers and, consequently, they share the same magnetic
moment. This makes it suitable to trap them with the same magnetic trap, following, for example, the techniques
adopted in [3, 44, 49] (see also [50] for different trapping schemes for Sr atoms). We considered, in particular, a
time–averaged orbiting potential with an effective frequency Ωtr = 2pi 100 Hz. A large angular momentum can be
imparted to the cloud by elliptically deforming the magnetic trap in the horizontal plane and suddenly changing the
angle of the deformation [44]. The axial symmetry is then restored. The effect of the rotation on the motion of the
center of mass of the atoms is to introduce an effective vector potential ~A = mΩrot(y,−x). In the following, we assume
that the Rydberg dressing is created through lasers propagating along the rotation axis and centered with respect to
the trap, such that they do not explicitly break rotational symmetry. These lasers can be turned on after the system
is put in rotation and we remark that Doppler effects are negligible for realistic rotation frequencies.
In the rotating frame, the single-atom Hamiltonian reads
HRF = R(t)(Hkin +
m
2
Ω2trr
2 +Hdress)R
†(t)− iR(t)∂tR†(t) =
=
[
−~2~∇2
2m
− ΩrotLz + mΩ
2
trr
2
2
]
I+
(
ER − JrΩrot Ω
(
eiωt + e−iωt
)
eiklz+iΩrott(Jr−J0)
Ω∗
(
eiωt + e−iωt
)
e−iklz−iΩrott(Jr−J0) E0 − J0Ωrot
)
(A1)
where R(t) = eiΩrott(Jz+Lz), with Lz the orbital angular momentum of the atom center of mass and Jz the total inner
angular momentum of the atom. ω is the laser frequency, Jr/0 are the eigenvalues of Jz of the Rydberg and ground
states, ER/0 are the energies of the Rydberg and ground states and r is the radial coordinate. For the states we
considered Jr = J0, but this is not a necessary requirement to obtain the effective Hamiltonian, and it can be relaxed
for different trapping techniques. The kinetic part of the Hamiltonian can be recast in the form of a particle in the
artificial gauge potential ~A. We apply a rotating–wave approximation and we obtain
HRF =
[
1
2m
(~p+ ~A)2 +
m
2
(Ω2tr − Ω2rot)r2
]
I+
(
2δ Ωeiklz
Ω∗e−iklz 0
)
(A2)
with the detuning 2δ = ER−E0−ω. Indeed, the unitary mapping URW(t) = ei[ωt
(σz+1)
2 −ΩrottJz+E0t], needed to apply
the rotating–wave approximation, completely erases the effect of the physical rotation eiJzΩrott due to the inner degrees
of freedom. The rotation of the spin has effects only beyond the rotating–wave approximation in the off–resonant
term. The matrix in the right–hand–side of Eq. (A2) defines indeed the Rydberg dressing that we adopted to obtain
the state |g˜〉. In this way, within the rotating–wave approximation approximation, we can effectively consider dressed
atoms in the state |g˜〉 whose dynamics is correctly described by the effective vector potential ~A and by the van der
Waals interaction.
Based on this effective single-particle Hamiltonian, and by considering the long–range interaction in the spirit of
[28], we can write the Gross–Pitaevskii energy in the following form
E =
∫
d~r ψ†s(~r)
(
−i~~∇+ ~A
)2
2m
ψs(~r) +
mΩ2tr(1− γ2)r2
2
|ψs(~r)|2 +∫
d~rd~r′ |ψs(~r′)|2
[
g
2
δ(~r − ~r′) + V6
a6 + |~r − ~r′|6
]
|ψs(~r)|2 (A3)
In the following, we show that the main effect of the vortex lattice modulation p introduced in ψs is to cancel the
contribution of the artificial gauge potential ~A to the kinetic energy. Therefore the kinetic energy can be approximated
by the one obtained without the gauge potential based on a non-modulated Gaussian wavefunction, thus giving the
7first term in Eq. 5 of the main text. This will be shown based on a suitable Chern–Simons transformation [51].
The integral for the long–range interaction energy in Eq. 5 of the main text, instead, is obtained by considering the
relative coordinate ~r − ~r′ and integrating over its orientation.
Let us focus on the kinetic energy term in HRF . As we mentioned in the main text, our ansatz for the many–body
wavefunction corresponds to ψs(~r) = p(~r)ψ0(r), where ψ0(r) = e
− r2
2s2
√
N/pis2 is the normalized Gaussian envelop.
We adopted a Gaussian profile for simplicity: alternative approaches based on the interpolation between Gaussian
and Thomas–Fermi profiles [52, 53] would provide analogous results, with the effect of resulting in a slightly lower
average density. Therefore, for the purpose of estimating the onset of the QH regime, the Gaussian ansatz gives more
restrictive estimates. The function p(~r) defines instead a hexagonal unit cell with area 2pil2B . The average value of its
norm is 1, such that the average density of the system is approximately set only by its long–distance behavior, thus
by ψ0. Since we are mostly interested in the behavior in the LLL regime, we assume the following analytical form for
the periodic function p
p(z) =
∏
v∈V.L. (z − ηv)
N , (A4)
where the coordinate z = x + iy = reiφ and ηv is the complex coordinate xv + iyv of the vortex v belonging to the
vortex lattice. The sum is taken over all the vortices in the lattice. The normalization factor N is chosen such that
1
A
∫
u.c.
d~r |p(~r)|2 = 1 , (A5)
where A = 2pi~/B is the area of the unit cell of the triangular vortex lattice in the LLL regime.
To show that the main effect of the vortex lattice modulation p(z) is to cancel the artificial gauge potential in the
kinetic energy term of the Gross–Pitaevskii equation we apply the following Chern–Simons transformation (see, for
example, the review [54], and Ref. [55] for the application of the Chern–Simons transformation to vortex systems):
ψ′(z) = e−i
∑
v∈V.L. arg(z−ηv)ψ(z) . (A6)
The Chern–Simons phase is the inverse of the phase of p(z), such that ψ′ is a real-valued function. This transformation
is just a phase change that leaves the density |ψ|2 invariant, and must be treated as a gauge transformation. For the
transformed wavefunction ψ′ the kinetic energy term reads:
Ekin =
1
2m
∫
d~r ψ′†(~r)
(
−i~~∇+ ~A− ~a
)2
ψ′(~r) , (A7)
where we introduced the Chern–Simons potential:
~a = −~~∇
[ ∑
v∈V.L.
arg (z − ηv)
]
= ~
∑
v∈V.L.
xˆ (y − yv)− yˆ (x− xv)
(x− xv)2 + (y − yv)2
. (A8)
This potential corresponds to a magnetic field b which vanishes everywhere, except at the positions of the vortices
~b(~r) = ~∇× ~a = 2pi~zˆ
∑
v∈V.L.
δ (~r − ~rv) , (A9)
where ~rv = (xv, yv) is the position of the vortex v. The average value of the amplitude of the field ~b is thus given by
the density of the vortices
b¯ = 2pi~B/(2pi~) = B . (A10)
We conclude that, on average, the contribution of the phase of the vortices cancels the gauge potential ~A, corresponding
to the fact that each vortex carries a quantum of angular momentum. Therefore we approximate the kinetic energy
of the system by
Ekin ≈ − ~
2
2m
∫
d~r ψ′†~∇2ψ′ = ~
2
2m
∫
d~r
[
|p(~r)|2 (~∇ψ0)2 − ψ20 |p(~r)|~∇2|p(~r)|
]
. (A11)
To evaluate this expression, we apply the so-called averaged vortex approximation [30]: for a system in a strong
magnetic field such that s  lB and the area of the unit cell of the vortex lattice is much smaller than the system
8size, we can separate the rapidly oscillating contributions proportional to p from the global Gaussian contribution of
ψ0. In particular we consider that |p|2 averages to 1 whereas −|p|~∇2|p| averages to a constant c which depends on B
only. We finally obtain:
Ekin ≈ ~
2
2m
∫
d~r
[
(~∇ψ0)2 + ψ20c
]
=
~2N
2ms2
+ c . (A12)
The constant c does not depend on the parameter s; therefore it can be dropped in Eq. (5) because it has no effect
in the estimate (6).
A similar separation between slowly and rapidly varying contributions applies to the estimate of the trapping energy
(the second term in Eq. (5)). In this case, the rapidly oscillating modulation |p|2 averages to 1, thus leaving only the
result related to the Gaussian envelope. Concerning the contact interaction, instead, the role of the modulation is
to increase the effective interaction g to bg with b =
∫
u.c.
d~r |p(~r)|4 ≈ 1.1596. This holds in the LLL approximation,
whereas for weaker magnetic fields B, thus smaller densities of vortices, the factor b decreases to 1 in the limit B → 0.
The averaged vortex approximation allows us also to show that the parameter αξ does not depend on the long-range
Rydberg interactions. We observe indeed thatαξ is related to the ratio 2α
2
ξ between the vortex core and the unit
cell area at the cross-over between the superfluid and LLL regimes. In the superfluid phase, p does not match the
analytic function (A4). Its profile |p| and the size of the vortex core can be determined by minimizing the kinetic and
interaction energy of the superfluid in the unit cell [32]. In the limit s lB , the core area is essentially independent
of the long-range Rydberg interactions since its contribution to the energy is independent of p. This is because of two
reasons: (i) The leading contribution of the interaction energy is provided by the product of densities in well-separated
unit cells, such that these densities, effectively, average to the value provided by the slowly varying Gaussian envelope
and are not affected by p. (ii) The residual contribution of the density-density interaction within the same cell is
independent of p because the interaction profile is flat at short distances and the Rydberg radius a in our regime of
interest is typically larger than lB ; thus this contribution results in:∫
u.c.
d~r d~r′|p(~r)|2|p(~r′)|2VRydberg(~r − ~r′) ≈ V6A2/a6 , (A13)
which is independent of p. Therefore, we conclude that only the short range contact interactions influence the profile
p, and the value αξ is not affected by the long-range interactions.
Appendix B: Scattering length of Rydberg-dressed atoms
We estimate here the scattering length determined by the van der Waals effective interaction. Our starting point
is the Lippmann–Schwinger equation for the scattering state χ~k(~r). For the scattering in a 3D system with isotropic
interactions,
χ~k(~r) = χ0,k(~r)−
mr
2pi~2
∫
d3~r′
eik|~r−~r′|
|~r − ~r′|
V6
a6 + |r′|6χ~k(~r
′) , (B1)
where χ0,~k(~r) = e
i~k~r is an incoming plane wave, mr = m/2 is the reduced mass and we use the shorthand notation
v = |~v| for the moduli of momentum and position vectors. In particular we express the scattering wavefunction χ~k(~r)
as
χ~k(~r) = e
i~k~r +
eikr
r
f(~k′,~k) , (B2)
where ~k′ = krˆ is the outgoing wave-vector and f is the scattering amplitude. From the previous equations we derive
f(~k′,~k)
[
− 2pi~
2
mrV6
+
2pi
ik
∫ ∞
0
dr′
1− e2ikr′
a6 + r′6
]
= 2pi
∫ ∞
0
dr′
2r′
a6 + r′6
2 sin
(
r′
∣∣∣~k − ~k′∣∣∣)∣∣∣~k − ~k′∣∣∣ . (B3)
We consider only the isotropic s-wave component of the scattering amplitude by taking the angular average of the
previous equation. In particular, we define
f0 =
1
4pi
∫
dΩrf(~k
′,~k) , (B4)
9where Ωr is the direction of the vectors ~r and ~k
′. By integrating Eq. (B3) over Ωr we obtain
f0 =
−2pi
3a3
(
~2
mrV6
+
2pi
3
√
3a4
)−1
. (B5)
Considering the s-wave component of the scattering matrix S0 = 1 + 2ikf0 and taking the limit k → 0 we obtain the
scattering length:
as = −f0 = 2pi
3a3
(
~2
mrV6
+
2pi
3
√
3a4
)−1
. (B6)
We observe that in the Born approximation the last term in the parenthesis would be neglected and the result matches
the calculation in Ref. [56]. Eq. (B6) results in a scattering length of approximately 0.83 µm for the typical values of
the Rydberg dressing described in the main text, in proximity to the optimal point, thus to θ ≈ 0.05.
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