Abstract
Introduction
The problem of scheduling in distributed computing systems has generally been solved through load balancing schemes [5] . This is achieved by spreading evenly the computational load of a network among its hosts. In a distributed system, it is likely to find idle hosts, while there are jobs queueing for execution in other hosts. Hence, it would be advantageous to move jobs from heavily loaded hosts to idle or lightly hosts. An initial study by Livny and Melman in 1982 has been undertaken to confirm this hypothesis [24] . Their work has shown that there is indeed a high probability of finding within a distributed system some hosts idle while others have jobs queueing for execution. More recently, Rommel investigated the probability of load balancing success in distributed systems [32] . Subsequently, these findings suggested that load balancing is likely to benefit job response times. Several studies have also been performed on network of workstations to assess, in practice, the potential of idle workstations [27, 23, 28] , and these studies for example found that even during daytime only 30% of the total networkwide computation capacity is used. Over the past decade, dynamic load sharing and balancing algorithms have been an active area of research [33] .
Distributed-controlled dynamic load balancing algorithms are known to have several advantages over centralised algorithms such as scalability, and fault tolerance [37] . Distributed implies that the control is decentralised and that a copy of the algorithm (called a scheduler) is replicated on each host of the computer network. Hence, a Distributed Dynamic Load Balancing Algorithm (DDLBA) is composed of a set of cooperating schedulers. However, distributed control also contributes to the lack of global goals and lack of coherence. Most of distributed dynamic load balancing algorithms (DDLBAs) use strategies that take good local scheduling decisions and the effect on the global system may not be positive. For example most load balancing algorithms select the least loaded host for remote execution. The only measure of a good decision is the impact on the local host, regardless of the consequences of its actions on the global system. The selection of the least loaded host [38, 34] or a random host [9, 25, 6] for remote execution may lead to job thrashing or host overloading, requiring extraneous work to counter the limited scope for decision making. This paper presents a new algorithm called DGP (Decentralised Global Plans) that addresses the problem of coherence and coordination in DDLBAs. The DGP algorithm is based on a policy called GP (Global Plans), and aims at maintaining all the computational loads of the distributed system within a band called ∆. The rationale for the design of DGP is to allow each scheduler to consider the actions of its peer schedulers . With this understanding, the schedulers can act more as a coherent team. An evaluation of the DGP algorithm using the simulation approach is presented by comparing DGP with two well known algorithms from the literature Disted [38] , and algorithm #2 (called DJS2 in this paper) [34] . In general, the results of the experiments were consistent over the range of experiments, and it was found that DGP performed better than DJS2 and Disted in improving response time as well as load balancing.
Next section discusses the issues of coherence and coordination in distributed problem solving and their applications to DDLBA. Section 3 presents the Global Plans policy (GP), the DGP algorithm and explains their functionalities. Section 4 outlines the algorithms used for the analysis, experiments, and comparison of DGP. Section 5 provides an experimental performance evaluation of the DGP algorithm and also a discussion of the results obtained. An implementation of the DGP algorithm on a network of Sun4 workstations has been undertaken to assess the simulation/prototyping relationship. Section 6 discusses results from this implementation. Finally, section 7 presents conclusions and further work.
Analysis of Coherence and Coordination
Coherence and coordination have been widely applied to the analysis and design of distributed problem solving [3, 7, 8] , however, there is still some confusion as to the difference between these two abstractions. Distributed Problem solving considers how the work of solving a particular problem can be divided among a number of agents that cooperate at the level of dividing and sharing the knowledge about the problem. A dynamic load balancing algorithm can be modeled as a set of self-interested agents (i.e. schedulers) with the ability to communicate when it is to their mutual advantage.
Coherence refers to the properties of the total distributed problem solving system, i.e. how well the system behaves as a unit, along some dimensions of evaluation such as performance and efficiency [8] . The degree of coordination refers to interaction properties among a set of agents performing some collective activity. The degree of coordination exhibited among a collection of agents is the extent to which they can avoid extraneous work activity (e.g indirect activity of synchronising and aligning their tasks) in achieving their primary ends. This extraneous work is called articulation work. Effective coordination implies some degree of mutual predictability and lack of conflict. Coordination does not necessarily imply cooperation since antagonist agents can be coordinated such as in legal proceedings. Good local decisions do not necessarily contribute to good global goal behaviour because good local decisions may have unfortunate global effects. The primary difficulty in establishing coherence and coordination is the attempt to achieve them without centralised control [3] .
Host overloading occurs when several hosts target the least loaded host, which in turn becomes heavily loaded [37] . This process may restart again by targeting the new least loaded host. Most hosts spend their time in redistributing jobs and little on executing local jobs. Hence several jobs are continuously moving around the network before execution. This leads to job thrashing where jobs infinitely move around the network [9] . For example, Eager et al. [9] have shown that the uncontrolled random strategy is unstable, and that whatever the average load, it is guaranteed that eventually the system will reach a state in which the hosts are spending all their time to transferring tasks and none of their time to processing them. To prevent instability, Eager et al. provided a limit to the number of transfers of a host Tf. Zhou [37] tackled these issues by sending at most one task per period of time, whereas Stankovic [34] provides a mechanism by which if a host selects the least loaded, it won't select it for a period of time, even if the same host is found to be the least loaded again. Another mechanism developed by Stankovic and Mirchandaney to improve stability is priority encoded associative memory and was applied on algorithms based on the Bayesian Decision Theory [35] and also algorithms based on Stochastic Learning Automata [26] .
The Global Plan Policy
The Global Plan (GP) policy is applied to a network of hosts. The rationale for this policy is to develop a global goal that achieves load balancing and that is shared by all hosts of the network. Each host considers the actions of its peer hosts in the network. With this level of coordination, the hosts can act as a more coherent team. This new approach first explicitly specifies a global goal and then design a strategy around this global goal such that each host (1) takes into account local decisions made by other schedulers; (2) takes into account the effect of its local decisions on the overall system and (3) ensures load balancing. The global goal is defined as being to maintain the different loads of the network within a band, the smaller the band the more balanced is the network; and the larger the band the less balanced is the network. Under this assumption, the goal to be achieved by GP is as follows:
Global goal: A network of hosts is balanced if the load on all hosts are within a band called ∆, (where ∆ is constant, and has the same unit as the load of the hosts). Furthermore, ∆ r (t) is defined as the minimum band that contains all loads at a time t. In other words, a system is balanced at a time t if ∆ r (t) ≤ ∆.
To illustrate this definition, assume two snapshots of a network with five hosts were taken at time t 1 and t 2 . Figures 1 and 2 represent a network of five hosts at two different times, t 1 and t 2 respectively. The figures show the individual loads of the hosts. For example, at t 1 , host 1 has a load of 2 and host 4 has a load of 8. Assuming that ∆ = 3, figure 1 shows an unbalanced state, because ∆ r (t 1 ) = 7 and therefore ∆ r (t 1 ) > ∆. Figure  2 depicts a balanced system since all loads belong to the band ∆ or since ∆ r (t 2 ) = ∆ = 3. The Global Plan strategy aims to satisfy the global goal discussed above. The idea is to ensure that all loads are within ∆ to maintain the loads within the network balanced. Another factor in the design of GP is to avoid targeting least loaded hosts, as discussed in previous sections, as this leads to instability and host overloading. The GP strategy has four elements :
(1) A set of input loads X = (x 1 .... x n ), where x i represents the load of the host i, and n the number of hosts in the system.
(2) A parameter ∆, ∆ > 1. ∆ = 0, 1 results in an infinite loop. ∆ is the unique internal parameter of the GP policy. 
ensures that all loads are within ∆. The GP strategy outputs a set of loads y i (i=1, n) that range within an interval ∆, given an input set of loads x i . The allocations are performed by incremental allocations from hosts with maximum loads to hosts with minimum loads. if there are several hosts with the same maximum or minimum load, then the one with the lowest index is selected. The algorithm for GP is given below. It consists of a loop exiting when all the loads are within ∆. For each iteration, the allocations are recorded in the table T. 
{ (1). Search in T for an entry that matches the triple (p, h, l), for any p. if (search is successful) then increment triple by 1 : (p+1, h, l) else insert new entry (1, h, l) (2). Decrement y h ; Increment y l ; (3). compute l, h; }
The following is an example of GP applied to a network of 5 hosts at a time t, with the parameter ∆ = 2. Assume that X = (2,7,3,6,3), we present the execution of the algorithm step by step in the following table: Some details about the execution of the algorithm are as follows: The input set is (2, 7, 3, 6, 3) , hence ∆ r (t) = 5, which implies that ∆ r (t)>∆, and the system is unbalanced. step 1. The host 2 has the maximum load and host 1 has the minimum load. Since it is the first step, there is no triple (x, 2, 1). So the triple (1, 2, 1) is inserted in the table of allocations. The new set is (3, 6, 3, 6, 3) . The system is still unbalanced.
Step 2. There are now several hosts with the same maximum and minimum loads. We choose the host with the maximum load to be host 2 and the one with the lowest load to be host 1. A search in the table allocation finds the triple (1, 2, 1). The new triple inserted is (1+1, 2, 1). The new set is (4, 5, 3, 6, 3) . The system is still unbalanced.
Step 3. The host with maximum load is host 4 and the one with minimum load is host 3. The triple (1, 4, 3) is inserted. The new set is (4, 5, 4, 5, 3) . At this stage ∆ r (t) is equal to 2, so the system is balanced. The output set is (4, 5, 4, 5, 3) and the global table of allocations can be represented by { (2, 2, 1), (1, 4, 3) }.
The Decentralised Global Plans Algorithm
There is an extensive literature on load balancing in loosely-coupled distributed systems (see for example [10, 21, 31] ). Typically, a load balancing algorithm has three types of policies:
A load information policy.
This determines the type of information that makes a load index, and the way such information is communicated to other schedulers (for example, broadcasting, focussed addressing, polling).
A transfer policy.
This determines whether a job should be executed locally or remotely based on the local load conditions.
A placement policy.
This determines the method to find a suitable host for remote execution.
The Global Plan (GP) policy combines the transfer and placement policies. The dynamic load balancing algorithm discussed in this paper is based on the GP policy, is called Decentralised Global Plans (DGP), and is composed of a network of cooperating schedulers. Each cooperating scheduler is made up of the three communicating processes described above and operates as follows. The load information process is based on the periodic broadcasting policy. Periodically (with a period I p ), each scheduler broadcasts its local load to the other schedulers. The transfer and placement processes are implemented by the Global Plans (GP) strategy. The GP strategy is executed periodically with a period S p . The load metric used in DGP is based on resource (CPU) queue length. Zhou [38] has shown that algorithms using load index based on resource(s) queue length performs better than those based on CPU utilisation. Kunz [20] also investigated various load indices and reached a similar conclusion to Zhou's.
The application of the GP policy to a distributed algorithm leads to several considerations. The algorithm based on the GP policy is called Decentralised GP (DGP) because of the distributed nature of the environment in which GP is applied. Each host of the network system has only control over its own resources. The distributed nature of the network implies that no single host has a true image of the overall state (i.e loads) of the system. Load information are sent to the other hosts and hence is dated information.
After the execution of GP, each scheduler extracts only those allocations that are related to itself from the table of allocations. This means that for a component i, it executes all entries that include i as a source (*, i, *), if the algorithm is source initiated. For a server initiated policy, a component i would search for all entries that include i as a sink (*, *, i). As an example, assume that host 4 has run the GP policy with the input data presented in the previous example. Because, there is an entry (1, 4, 3) in the table, host 4 sends one of its six jobs to host 3.
Due to the distributed nature of the DGP algorithm (as with all DDLBA), there are two main sources of errors: asynchrony, and dated information. In [13] , we have assessed the effect of dated information on response time and job movement by simulating an ideal algorithm (PRF_DGP) which runs the DGP policy with an accurate global view of the system. A comparison with DGP has indicated that the dated information has a low impact so long as I p remains low (between 1 and 5 seconds under moderate load).
It is clear from the formulation of the global goal and the incremental iterations of GP that each scheduler responds to the three key points put forward to ensure coherent cooperation:
DGP takes into account local decisions by other hosts:
This is due to the fact that allocations are taken from the table of allocations, and this latter has been produced by taking into account of all other local decisions from the other hosts.
DGP takes into account the effect of its local decisions on the overall system:
Again this is due to the fact that a global scheduling took place and distribution of the allocations is carried out.
DGP ensures load balancing:
This is due to the global goal. To quantify this statement, a performance metric is devised, and used for performance evaluation, that assesses the fluctuation of the system load. This metric gives an idea to the extent of achieving the load balancing objective.
Other Algorithms
This section presents the two other algorithms used for evaluation purposes (Disted and DJS2). They share the same information policy as DGP, i.e. periodic broadcasting (with a period I p ), and their transfer and placement policies are also executed periodically (with a period S p ). Since DGP is a policy for transfer and placement policies, it is appropriate to to apply the same information policy for the three algorithms and differ the transfer and placement policies. These two algorithms are also known to perform well compared to other algorithms [38, 34] . Therefore, results will reveal performance differences in transfer and placement strategies.
Disted
Disted is a threshold based algorithm [38] ; it checks its local load against a threshold Tr, and if the local load is greater, then it sends one job to the least loaded host. We have implemented a variant whereby instead of sending one job, a parameter called M jm (for Maximum Job Movement) is used. This parameter sets the number of jobs to be sent (i.e. M jm = 1 is the default).
DJS 2
DJS2 has two parameters bias 1 and bias 2 [34] . If the local load is greater than bias 1, then send one job to the least loaded host, and if the local load is greater than bias 2, then send two jobs to the least loaded host.
For the purpose of comparison, another algorithm was implemented, NoLB (No Load Balancing). This is an algorithm based on an n*(M/M/1) model (Kendall's notation [11] ). Each processor works in an independent manner and communication between processors is not permitted. This algorithm is implemented for comparison purposes and should reflect the lower bound on performance.
Experimental Evaluation

Workload
In this study, the workload is represented by two dimensions: intensity (I wkl ), and pattern (P wkl ). The intensity is the average percentage of CPU used on all hosts of the network, and the pattern is defined by the standard deviation of the amount of CPU used on all hosts of the network. In [13] , experiments were carried out to assess the sensitivity of P wkl over a range of I wkl , and it was found that the effect of P wkl was greater for larger I wkl . Using Mirchandaney definition [25] , a workload is of type 2 if P wkl ≠0. The workload table for I wkl used in the sets of experiments is shown in table A1 (Appendix A), and was modified from Zhou [38] .
The default workload used for all experiments in this paper is moderate (I wkl =0.70, P wkl =0.28). The pattern of the workload was selected not to be too high to overemphasise the benefit of load balancing while not being realistic. On the other hand, P wkl was not chosen too low as to hide the effect of load balancing. The default number of hosts is set to 10, the workload corresponds to 1 idle, 1 lightly loaded, 2 moderately loaded and 6 highly loaded hosts (1I, 1L, 2M, 6H). This led to a pattern of 0.28 (see table A2 , Appendix A). A detailed analysis of the workload can be found in [13] .
Performance Indices
The aim of a load balancing algorithm is to provide a better response time by balancing the computational load, thus reducing the likelihood of jobs waiting on a host while there are other hosts idle. There are two separate issues: load balancing, and response time.
Most research implicitly assumes that by means of good load balancing, it is likely that good response time will be obtained [12, 29] . We define performance indices that distinguish between the objective of balancing the load of the system and the objective of improving response time.
Load balancing. Assuming that the sole objective of a load balancing algorithm is to balance the computational load of a distributed system, then it is necessary to define a metric that measures the quality of load fluctuations between hosts. A good indicator should reflect the fluctuations between the different loads of the hosts. One such indicator is the standard deviation of the loads of the hosts taken at a time t (σ ldb (t)). Load balancing may be identified by a two dimensional metric: the intensity of load balancing (I ldb ), and the pattern of load balancing (P ldb ). I ldb is the mean of σ ldb (t) over time (i.e an experimental session), while P ldb is the standard deviation of σ ldb (t) over time. I ldb indicates the fluctuations of all hosts over a period of time, and P ldb measures the steadiness of these fluctuations.
Response time. The response time R t is represented by the mean job response times. A job response time is the sum of its waiting time in the distributed system and its execution time.
Overheads. There are two types of overhead involved with running load balancing algorithms: the execution overhead, and the communication overhead. The execution overhead includes the time required for the execution of the algorithm. This overhead is known to count for a small percentage of the overall overhead [37] . Communication overhead is concerned with message transfers between hosts. Another type of cost is the Percentage of Wrong job Movements (P wm ) [37] . This is the ratio between the number of wrong job assignments over the number of job transfers. A job is wrongly transferred if the host to which it is sent is already overloaded at the time of receipt. P wm provides a metric on wrong decisions in the scheduling process. Table 2 : Performance indices
Distributed System Model
The model used for this study is an extension and a modification of the m*(M/M/1) distributed system model proposed by Krueger, Livny and Melman [24, 19] . Jobs arrive independently at each host and join an external queue. The arrival rate of each stream of tasks follows a Poisson distribution. The service time demand of the tasks has a negative exponential distribution. This description (based on queueing theory) has been used as the common approach in most simulations for scheduling in distributed systems [4, 9, 29, 34 ].
The network model used for this study displays some independency of the topology and is based on a mathematical model (similar to Stankovic's [34] ) that computes communication at the software level. It is defined as the size of the message to be sent (in Kbytes) times the average delay per Kbytes, this latter being a parameter of the simulation. For the distributed system model which is based on diskless workstations with file servers, there is not much difference between Zhou's communication overheads [38] and Stankovic's network overheads [34] since the job transfers and load information transfers involve the same message sizes respectively. Therefore, whether the overheads are fixed or based on a mathematical formula with fixed size messages, the result is the same as far as overhead assumptions are concerned. The choice made was of Stankovic's approach to distinguish communication protocol overheads from the network transmission overhead. In the communication model, each host has two queues, an input and an output queue (FCFS). The input messages are received from the network and depending on whether they are load information or job messages, they are sent to the scheduler or to the external queue respectively. The output queue submits messages to the network.
Simulation Tools
Simdsa is a simulation software that was developed for the analysis of the dynamic load balancing algorithms [14] . Simdsa aims at simulating the environment for testing distributed scheduling algorithms by taking into account the criteria and model outlined in the previous section. Simdsa was designed using the discrete-event simulation approach [1] , and was implemented in the C language under the SunOS operating system on Sun4 workstations. Simdsa offers a menu-driven program, as well as a library of C functions for simulation programming. Two other software tools were built to support Simdsa: expgen, and simdbm. Expgen (for automated experiment generator) is a translator which enables visual specifications of sets of experiments to be converted into a program written in Simdsa. Simdbm (for simulation database manager) is a network-based simulation manager that manages, schedules and checkpoints [22] several executions of simdsa on a network of workstations.
There are several ways to determine default values assigned to parameters used for simulations (calibration phase), such as experimental determination, assumptions based on other research work, or educated guesses based on heuristic or mathematical calculations. Some values assigned to parameters in this simulation are determined by experiments, such as the algorithm's internal parameters. Overheads for message packing and unpacking have a value of 20ms. Zhou [37] conducted experiments on the effect of message overheads for similar environments to the one described in the previous section, and he concluded that load balancing algorithms are quite insensitive to the overhead assumptions so long as these are not too high. The 20ms is based on measurements done by Zhou on a load balancer prototype and are accepted as being realistic. Algorithm overheads are assumed to be 50ms, a figure based on investigations by Stankovic [34] on the effect of algorithm overhead on performance. The network average delay was determined from experiments by Theimer and Lantz on local area networks as 12.5 Kbytes per second [36] . They provided this figure based on practical calculations of efficient broadcast and multicast communications. They assumed that at most 1% of the bandwidth would be used by the scheduling algorithms. In Stankovic's experiments, the average delay of 4 seconds seemed unrealistic with current hardware performance. The There are several ways to terminate experiments using simulation such as specifying the the timelength, the sample size, or the maximum error level attained. The latter is the most appropriate because results found are within equivalent boundaries, providing consistency in the interpretation of the results. Steady-state simulation of queueing processes are known to require several runs (or replications) to reach an acceptable level of confidence [30] . In this simulation, each experiment is executed for several runs. The precision error level is fixed at 5% at a 90% confidence interval. Each run is executed until all the performance indices reach a maximum error level of 5%. Then, independent runs are executed until the averages of the performance indices over these runs reach a maximum error level of 5%. This method of multiple runs is called the method of replications [17] .
Description of Experiments
This section presents in detail the experiments performed on the three algorithms using the simulation approach. The comparison of the three algorithms is carried out using three sets of experiments:
(1) Determination of the algorithms' internal parameters.
(2) Effect of the scheduling period (S p ∼ ∼I p ) on performance.
(3) Effect of scalability on performance, (i.e Varying the number of hosts).
Experiment 1.
The first experiment finds the optimum value for their internal parameters (given a workload †). These values are then retained and used for rest of the experiments. The values tested range from 0 up to a value where no further improvements by these algorithms over NoLB is noticed.
Experiment 2. The aim of this experiment is to determine the effect of the Scheduling period on the load balancing decisions, and hence performance. The scheduling period is the frequency of activation of a scheduler on a host (transfer and placement components). The selected three algorithms are run under different values of the scheduling period (in seconds), ranging from 0 up to a value where no further improvements by these algorithms over the NoLB algorithm is noticed.
Experiment 3.
This experiment has been carried out to support the default number of hosts selected (10) rather than address explicitly the issue of scalability. The algorithms are tested with a number of hosts varying from 1 to 40 hosts. It is important to emphasize that the same workload (0.70, 0.28) is roughly maintained for the different number of hosts selected (for number of hosts ≥ 2).
For all three experiments, the NoLB algorithm is run. The performance indices of the distributed dynamic load balancing algorithms presented in the results (graphs) are represented in terms of the relative performance over the NoLB algorithm. For example, the relative performance (percentage improvement) of the intensity of load balancing (I ldb ) of DGP over NoLB is
Results
Experiment 1
Graphs 1 and 2 represent respectively the results for the DGP algorithm. ∆ has been varied from its minimal value 2 up to a value after which little or no further improvement is obtained. All the curves in these graphs exhibits the same shape, they decrease steadily as ∆ increases. The best improvements in R t , I ldb , and P ldb are achieved for ∆ at its minimum (∆=2). For this same value, the highest cost in terms of P jm , and P wm is also obtained.
The decline in the cost (graph 2) is sharper than for the performance indices (graph 1). In graph 1, the curves of P ldb is always above I ldb curves. The DGP algorithm periodically attempts to maintain the load of all hosts within ∆ by moving jobs around the network following the GP policy. When reducing ∆, it is expected to improve load balancing. This experiment confirmed this fact, and indicated that this improvement implies improvement in response time R t . Furthermore, these improvements follow the same shape indicating a strong impact of load balancing on response time. On the other hand, when decreasing ∆, a larger number of movements of jobs is required to maintain all the loads within ∆, and a larger number of wrong job transfers follows too due to the outdated load information and the asynchrony of the schedulers. At the other extreme, for ∆ very large, the band is so large that prior to load balancing, most of the loads are already within ∆. Hence, the DGP has not much improvement to perform, and so converges to NoLB's behaviour.
The experiment 1 enabled the determination of the best values of DGP internal parameters. In [13] , similar experiments were undertaken for Disted and DJS2 algorithms. Best values for DJS2 were biais1 = 2 and Biais2 = 4, and for Disted M jm = 2. In all cases, it was found that internal parameters have an impact on performance and costs. However, compared to disk based systems [34] , these parameters seemed less sensitive. This is mainly related to the low cost of transferring jobs in a diskless environment.
Other interesting results may be drawn for all tests in this experiment: R t , I ldb , and P ldb curves have the same shape.
P ldb , and I ldb ≥ R t Sensitivity of internal parameters in diskless environment.
From these results, two conclusions can be drawn:
1. Load balancing and response time relationships. It can be seen from the graphs that improvements in I ldb , P ldb lead to improvements in R t . More importantly, their curves exhibit the same pattern underlining the strong impact of load balancing on response time R t .
Explicit Performance indices.
This experiment also indicated that the work on performance indices and the distinction between response time and load balancing carried out in section 5.2 was vital to identify the objectives and the derived objectives of the algorithms. Furthermore, it can be seen by the fact that P ldb , and I ldb ≥ R t , that the algorithms first balance the system and then improve response time.
Experiment 2
Graphs 3 and 4 depict the results for the performance indices R t and I ldb respectively. The rest of the performance indices are depicted in graphs B.1 to B.3 in Appendix B. The experiment has been run for S p = 0 up to S p = 200s where no further improvement of the performance indices over the NoLB algorithm was noticed. The R t exhibits an independent curve with two separate intervals 0<S p <0.5, and S p ≥0.5. In the first interval, the R t increases sharply with S p . In the second interval, a slight decrease in response time is noticed. The remaining performance indices roughly follow the same shape and decrease slowly. It can be seen from graph 3 that DGP provides a better improvement in response time and load balancing than Disted and DJS2 for the whole experiment. The P jm and P wm seem reasonably low for DGP because it has no upper limit parameters on the number of job movements. Disted has a lower number of job movements because of its parameter M jm , on the other hand this prevents from doing good allocations when needed. The point of DGP is that it has the freedom and effectively it performs the allocation needed to balance the system, even though there is the potential of two sources of errors (dated information and asynchrony).
There is a clear trade-off between the frequency of S p and the overhead incurred in the execution of the scheduler. A very small S p incurs large overheads due to the frequency of execution of the schedulers. On the other hand, jobs are more likely to be executed by the load balancing scheduler than the local scheduler. When S p is high, then the algorithms follow the behaviour of the NoLB algorithm. The best interval found for S p is between 1 and 7 seconds. This is because the average service times of the hosts are 5s, 6s and 7s. Hence there is no point in invoking the scheduler more frequently than required. The S p should not be too small as the scheduler would find no job to schedule, and only incur more overheads.
Experiment 3
Graphs 5 and 6 depict the results for the performance indices R t and I ldb respectively. The rest of the performance indices are depicted in graphs B.4 to B.6 in Appendix B. It can be seen that for a number of hosts beyond 5, the performance indices exhibit similar behaviour. Optimal performance is reached for a number of hosts equal to two because it is very unlikely that a wrong job transfer occurs. Though, to be realistic, it is clear that interpretations of these results should consider systems of 5 or 10 hosts upwards. When increasing the system size, the impact of the source of errors (asynchrony of schedulers and outdated information) on scheduling decision making increases dramatically with the size of the system. All the benefits expected to be gained from having a large system are consumed by the high number of wrong transfers, the broadcasting of messages (due to the information policy), and the processing of a large number of messages. Since these three algorithms differ in their transfer and placement policy, the problems highlighted of outdated information, the number of messages to process, and the large number of decisions and allocations to be made are common to all of them. The DJS2 allows at most two jobs to be sent per scheduling period which is less than that required for a large number of hosts. Hence a slowly growing number of job movements is carried out for an increasing number of hosts, while DGP has the freedom to send as many jobs as the GP dictates. On the other hand, GP exhibits a slightly higher rate of P wm . The strength of DGP over DJS2 and Disted is that it spreads the load evenly over the number of hosts, making use of the large number of hosts available, whereas DJS2 and Disted select the least loaded host regardless of the number of hosts available.
Barak and Kornatzky [2] have defined a scalable algorithm as one being able to maintain performance improvements as the number of hosts increases. the DGP algorithm provides a more steady and levelled set of curves (R t , I ldb , and P ldb (see Graph 5, 6, B.4) than Disted and DJS2, hence providing better scalability.
Implementation Measurements
The DGP algorithm has also been implemented on a prototype dynamic load balancing system running on a network of Sparc workstations. This prototype was dynamically reconfigurable and was implemented using a software tool called Flexis-I [15] . The experimental prototype had several objectives, including investigating distributed configurable scheduling systems, testing the DGP algorithm, and comparing the simulation results with prototype measurements. [14] .
For the experiments on the prototype, an application from office information systems was used as a case study. An artificial workload was developed to enable measurements [16] .
The performance results enabled to assess the benefits of having such a load balancing system on a network of hosts, and whether experiments used by the implemented system confirmed the conclusions and expectations put forward by the simulation approach.
It was found that under similar workload to the one used in the simulation, performance can reach up to 50% improvement in response time (this is compared to the 70% reached by DGP through simulation). The decrease in the performance was found to be sharper than that of the simulation because of several factors. In the simulation, all jobs are migratable, whereas in the implementation, there are several processes which are part of the implementation of the office information system that cannot be migrated. Also, an interpreter had to be resident on each host to translate office forms into processes. Furthermore, the office information system generates on average jobs that require very similar execution time (around 1.5s). Jobs requiring high execution time are likely to benefit more from load balancing because their transfer through the network should be relatively small compared to the overall execution time. This is the issue of granularity (computation versus communication). In the simulation, job execution times have an average of 5, 6, or 7 seconds (see appendix A). The jobs generated by the OIS are I/O intensive (due to the nature of a information system application which involves many file operations).
Since the experiments were run late at night (and under a controlled environment), the real network delay is less than the one used for the simulation assumptions (a throughput 12.5 Kbytes per second). However, the I/O intensive jobs compensate for the low network delay. As with the simulation, the response time and the load balancing indices followed the same shape. This confirmed the conclusions reached by the simulation that R t , I ldb , and P ldb are closely dependent and have the same behaviour. In addition, the relation P Pldb , and I ldb ≥ R t holds for the implementation, indicating that a load balancing algorithm (such as DGP) first improves load balancing, then response time. [13] .
Conclusions and Future Directions
In this paper, we have described a distributed-controlled algorithm (DGP) for dynamic load balancing that takes into account the issues of coherence and coordination of distributed systems. The experimental results obtained indicate that a distributed algorithm may deliver better performance results if it a global plan is embedded with it. We also believe that the issue of coherence and coordination will become more important with larger systems. The GP policy builds on its awareness of local and global interests of the schedulers.
There are several directions to further this work. We are currently investigating the problem of scalability and intercluster load balancing [18] . Recent studies on performance of dynamic load balancing algorithms have indicated that these algorithms, in general, do not scale very well [39] One approach to tackle the problem of scalability proposed by zhou [39] is to investigate intercluster load balancing . The idea is to perform load balancing within each cluster of hosts, and load balancing among the clusters using long term information. 
Experiment 3:
Varying the number of hosts. Algorithms used are DGP, DJS2, and Disted. The legend used for the algorithms is as follows. 
