Abstract: Built-up layers derived from medium resolution (MR) satellite information have proven their contribution to dasymetric mapping, but suffer from important limitations when working at the intra-urban level, mainly due to their difficulty in capturing the whole range of variation in terms of built-up densities. In this regard, very-high resolution (VHR) remote sensing is known for its ability to better capture small variations in built-up densities and to derive detailed urban land use, which plead in favor of its use when mapping urban populations. In this paper, we compare the added value of various combinations of VHR data sets, compared to a MR one. A top-down dasymetric mapping strategy is applied to reallocate population counts from administrative units into a regular 100 × 100 m grid, according to different weighting layers. These weighting layers are created from MR and/or VHR input data, using simple built-up proportion or reallocation "weights", obtained from a set of multiple ancillary data used to train a Random Forest regression model. The results reveal that (1) a built-up mask derived from VHR can improve the accuracy of the reallocation by roughly 13%, compared to MR; (2) using VHR land-use information alone results in lower accuracy than using a MR built-up mask; and (3) there is a clear complementarity between VHR land cover and land use.
Introduction
The less developed regions of the world have reached a symbolic milestone: Half of the population is now living in urban areas [1] . Even though this ratio is much lower in the least developed countries, most of which are located in sub-Saharan Africa (SSA), urbanization rates are increasing rapidly (where about 33% of the population is urban and are expected to face the highest growth rates during the next decades). It is expected that 40% of the population will live in urban areas by 2030 and 50% by 2050 [1] . As a consequence of these rapid transformations, SSA cities are exposed to increasing urban poverty and intra-urban inequalities [2] , while a large part of the urban population is extremely vulnerable to health and disaster risks. In this context, detailed population data is essential in improving evidence-based decision-making by relevant authorities and organizations [3] [4] [5] , as well as for any application relying on a human population denominator, such as estimating the population at risk, assessing vulnerability, and deriving health or development goals indicators [6] [7] [8] . However, this knowledge is often very limited in SSA and population data are regularly outdated and criticized utilizing high and very-high resolution information (i.e., land cover and land use), the accuracy of the dasymetric reallocation might be significantly improved.
In this paper, we compare the contribution of three data sets with different spatial and thematic resolutions (built-up mask, land cover, and land use) for disaggregating population counts into 1 hectare grid cells. The availability of extremely detailed census data for the city of Dakar (Senegal) enables the assessment of the added value of very-high resolution (0.5 m) data, compared to medium resolution (10 m) data, in the context of a top-down dasymetric approach. Different levels of information are extracted from these data sets to create different weighting layers and perform dasymetric mapping. While very-high resolution data are expected to increase the accuracy of the dasymetric mapping procedure, their acquisition and processing costs might hinder their applicability for large-scale population mapping in Africa. It is, therefore, important to evaluate the loss in accuracy when using freely-available medium resolution data.
Materials and Methods

General Workflow
A visual representation of the different administrative levels and geographical scales used in this study as well, as the major steps of the workflow, is provided in Figure 1 . Level 1 represents the finest level available with the reference population count (census data). It is reserved for validation purposes, and is kept completely independent from the dasymetric mapping procedure itself. It is important to understand that the total volume of the population of each administrative level is maintained during the disaggregation, meaning that, if the predictions at grid level are re-aggregated back to the original units, the initial population count is preserved (pycnophylactic property, [17] ). As a consequence, the population counts and administrative units in level 1 cannot be used directly for dasymetric mapping, since they are the finest official level at which a validation is possible. In order to keep level 1 units available for validation purposes, the first step aims at creating coarser administrative units, hereafter referred to as 'level 0', by aggregating level 1 units (more details about this aggregation procedure are provided in Section 2.4). The second step consists of the dasymetric reallocation of population counts from level 0 units to a regular grid layer of 100 × 100 m. The different tests performed as well as the procedure for the creation of weighting layers used for dasymetric reallocation are further described in Section 2.5. The purpose of the third step is validation. The grid level predictions are summed for each of the level 1 units, in order to compare them against the reference count kept available at this level. More details about the validation procedure is provided in Section 2.6. Figure 1 . Representation of the major steps of the workflow presented and the different scales used in the analysis. A population count at level 0 is reallocated at grid level using weighting layers. For accuracy assessment, the predictions at grid level are aggregated to reach level 1 boundaries, and are compared with the official reference data available at this level.
Remote Sensing Derived Data
We used three ancillary data sets, to design different approaches for creating weighting layers to be used for the reallocation of population counts at a finer-scale using dasymetric mapping. All were derived from earth observation (EO) data, but are different regarding their spatial and thematic resolution. These data sets were previously produced in the context of the MAUPP (http://maupp. ulb.ac.be) and REACT (http://react.ulb.be/) projects, and are publicly available (see Appendix A).
The first data set consists of a binary built-up mask (see Figure 2A) , recently published in [18] . It was derived from Landsat 8 and Sentinel-1 imagery from 2015, processed using a recently developed automated pixel-based fusion framework [19, 20] . The main advantage of this product is that it is accessible and reproducible at no cost, since the EO data it relies on are free of cost. This built-up mask has a spatial resolution of 10 m and, with regards to its accuracy, an F1-score of 0.92. As its resolution could be described as medium, this product is referred to hereafter as "MR-BU". The second data set consists of a very-high resolution land-cover map, derived from the Pleiades pan-sharpened tri-stereo images of 2015, with a spatial resolution of 0.5 m (see Figure 3 ). This map was previously produced thanks to a semi-automated open-source framework for object-based image analysis and supervised classification [21] [22] [23] . The overall accuracy (OA) of this product achieved 89.5%, and the building class reached 94% and 97% for user and producer accuracy, respectively (more details about the validation of this product are provided in [24] ). A post-processing step was used, to further reclassify the built-up class into three classes of buildings by applying a threshold on the height information provided by a photogrammetricaly-derived normalized digital surface model (nDSM). From the land-cover product, we extracted different combinations of land-cover classes in order to produce three very-high resolution layers for the analysis: (1) The land-cover map itself, including all the classes, as illustrated in Figure 3 (referred to as "VHR-LC"), (2) a built-up mask (referred to as "VHR-BU") (see Figure 2B) , and (3) a layer containing three building classes, categorized by height (referred to as "VHR-3BU").
The last data set used in this study consists of a map providing the dominant land use at the street block level (see Figure 4 ). This map, reaching an OA of 79%, was produced in a recent study [25] , in which street blocks were automatically created using OpenStreetMap data, and were further classified based on spatial metrics (also called 'landscape metrics') allowing characterization according to their composition and organization, in terms of land cover. This data set is an important complement to the land-cover or built-up masks, as it provides a distinction between residential and non-residential areas (e.g., commercial areas). Moreover, the map used here contains several residential classes that should help better estimate intra-urban population distribution. This product is referred to hereafter as "VHR-LU". 
Population Data
Population data used in this research comes from the most recent national census, performed in 2013 [26] , and provided by the National Agency for Statistics and Demography of Senegal (ANSD). A limited temporal shift of 2 years exists between census data and the imagery used. Here, we are working under the assumption that the urban expansion and/or densification that occurred during this two-year period is marginal and should not impact the main findings. Population counts are available at the 'neighborhood' level (admin-5 in the Senegalese scheme), consisting of 1347 administrative units for the whole extent of the Dakar agglomeration. The spatial extent of the population data was reduced, in order to only keep administrative units fully covered by the different map products to be used for the dasymetric mapping. This resulted in dropping 154 units (1193 remaining).
Creation of Validation and Training Levels
For this research, we had the opportunity to access population data at a very detailed scale. Figure 5A illustrates how fine this administrative level is, in terms of spatial resolution. It is important to point out that accessing such a fine-scaled population data, linked with the delineation of the corresponding administrative units (i.e., polygon geometries provided as Shapefile), is rather exceptional for SSA cities, as the connection between population data and the finest administrative units is usually limited [6] . In this research, we take advantage of a citywide coverage with spatially detailed data, to implement a top-down dasymetric approach and perform fine-scale validation in an intra-urban environment. In the core urban area, some administrative units are so small that they include only portions of a few 100 × 100 m grid cells, as illustrated in Figure 5B . This could create some issues when summing (aggregating) the predicted values from grid level to unit level. To mitigate these potential issues and ensure that units at level 1 cover a sufficient number of grid cells, a simple procedure was performed in order to automatically merge administrative units smaller than 8 hectares with the neighbor with which they share the longest border. This minimum size was chosen as a compromise between keeping enough administrative units at the finest level and having sufficiently big units to avoid potential issues during the validation procedure. The resulting layer, referred to as "level 1", consisted of 677 units and was used in our analysis as the validation level. Figure 6A gives an overview of the population density at this level. The official admin-4 level in the Senegalese administrative scheme could have been used to create a coarser base level for the dasymetric mapping procedure . However, only 40 admin-4 units were completely included in our area of interest, which would have dramatically affected the ability to train the RF model properly. Instead, we aggregated the level 1 administrative units to create a coarser level, to be used as basis for the disaggregation procedure (represented as step 1 in Figure 1 ). It was performed using K-means unsupervised clustering on the X/Y coordinates of the polygons' centroid. The desired number of clusters is specified by the user. Further refinement was performed to guarantee that the level 0 units consisted of at least 4 contiguous units from level 1. This procedure allowed for reduction of the 677 units available for validation (level 1) to 92 units, composing the level 0 on which to perform dasymetric mapping procedures. The reason of this drastic reduction is double: Firstly, the access to such spatially detailed data is quite rare for SSA cities. Therefore, having a limited number of units at level 0 gives a more realistic point of view regarding the data that are usually available. Secondly, the aim of the validation procedure is to assess the accuracy of the population reallocation from level 0 to level 1. With respect to the relevance of the validation scheme, it is important to have a sufficient ratio between the number of administrative units at the training and validation level. The average size of level 0 units and level 1 units are 167.42 hectares and 16.49 hectares, respectively (see Table 1 ). 
Analysis Design and Weighting Layer Creation
The aim of this study is to assess the contribution of very-high resolution land-cover and land-use products, in comparison to a medium resolution (10 m) built-up mask. Table 2 gives a snapshot of the different test layouts. When single binary built-up/non-built-up information is used as ancillary data, the built-up proportion is computed and directly used as weights for dasymetric mapping (tests A and B). On the other hand, when a larger amount of ancillary information is used, weights are derived through the use of a RF model, such as in tests C to J. Because they are derived from the same single source and consequently represent redundant information, a combination of VHR-BU, VHR-3BU, and/or VHR-LC layers are not used together in the same test. Table 2 . Layout of the different tests performed. The "X" marks inform about which layer(s) is used in each test.
Test
Weights Creation MR-BU VHR-BU VHR-3BU VHR-LC VHR-LU
A Simple proportion X B
Simple proportion X C RF-derived weights X D RF-derived weights X E RF-derived weights X F RF-derived weights X X G RF-derived weights X X H RF-derived weights X X I RF-derived weights X X J RF-derived weights X X X Expert knowledge could be sufficient for identifying evident trends in a data set, or for pointing out specific proxies for a well-known phenomenon. However, when numerous non-linear input data are used to derive a weighting layer, as in dasymetric mapping strategies, it can become very difficult to rely on expert knowledge. In this context, advantage can be taken from machine learning methods which have proved their efficiency in finding relevant relationships between data for predicting a response variable (e.g., the population density), as is in the WorldPop project that utilises the Random Forest (RF) regression algorithm [15] .
RF is a non-parametric supervised machine learning algorithm, which is efficient in handling noisy and highly correlated input data, in addition to its relative resistance to overfitting. It belongs to the category of "ensemble learning" strategies, and consists of an aggregation of several individual and independent trees (CART), each of them trained on a random bootstrapped sample of the training data. RF has a low number of (hyper-)parameters to be set when looking for model optimization. Usually, the number of trees to grow and the number of randomly selected features at each node within a tree are the most common. In the procedure we developed, these parameters are automatically fine-tuned, using a grid search procedure that considers all possible combinations from a range of potential parameter values, to train different models and assess their performance through a k-fold cross-validation. It should be noted that the RF algorithm can be used either for classification or, as in the case in this paper, for regression tasks. Interested readers can refer to the original publication of the RF algorithm [14] for a deeper understanding of its principles.
From the different ancillary data sets, we compute the proportion of each available class available in the different layers. This refers to the built-up proportion for the two binary mask products (MR-BU and VHR-BU), the proportions of three built-up classes categorized by elevation for the VHR-3BU layer, the proportion of each of the land cover classes for the VHR-LC layer, and the proportion of each land-use class provided by the VHR-LU layer. These results constitute the set of covariates used to train the RF model, according to the layout of the different tests designed (see Table 2 ). The proportions are computed at two levels: For each polygon at the administrative unit level, and for each pixel of the 100 × 100 m grid layer. After training on administrative unit level, the fitted model is used to predict the population density for each pixel of the grid layer. This means that this modeling strategy relies on the assumption that the relations that exist between the covariates and the response variable at the administrative unit level (training level) are the same that exist at the grid level (prediction level), which is unlikely to be completely true and is very dependent on the importance of the scale factor between these levels (MAUP effect). The natural log of the population density is used as response variable of the RF model, as previous research suggested it improved the quality of the weight prediction [15] , and a back-transformation is applied on the predicted values to retrieve population densities. The values predicted by RF can only be in the range of the response variable it was trained on. It is, thus, incapable of predicting zero values (there are no zero densities in our population data, but even if there were, the log transformation requires the removal of all units with zero population count). Prior to using the predicted weights for dasymetric mapping, we make the choice to force all the grid pixels with a 0% built proportion (in case of a test using LC information) or with 0% potentially inhabited areas (in case of a test using only LU), to have a zero weight value for the grid. This strategy was already used in previous studies [15, 27] .
Validation Scheme
The prime rationale for performing dasymetric mapping is to estimate population distribution at a finer scale than the one at which official reference data are released. Usually, when the finest reference data is not sufficiently detailed, validation procedures to assess the accuracy of the spatial reallocation are not performed. Here, we take advantage of the sufficient details of the population data (see description in Section 2.3) to systematically assess the contribution of input data with different spatial and thematic resolution in a dasymetric reallocation procedure.
As already mentioned in Section 2.1, the validation design consists in aggregating the grid-level predictions to get the total estimates (sum) for each of the level 1 units, and comparing them against the reference population count available at this level. It is important to note that this validation procedure only assesses the efficiency of the different weighting layers for reallocating the population count from level 0 to level 1. The validation of the grid level predictions cannot be achieved here, since official population counts do not exists at this level.
Two different metrics are used to evaluate the performance of the dasymetric models by confronting the population count estimates at level 1 against the reference counts: (1) The normalized version of the commonly used metric root-mean-square error (%RMSE), which uses the mean reference population of administrative units for normalization [15] ; and (2) the relative total absolute error (RTAE), which is the ratio between the sum of all absolute errors and the total reference population [28] . These metrics are computed as follows:
re f i * 100, and (1)
where re f i is the reference population count of the administrative unit i, and pred i is the sum (aggregation) of all the predictions at grid level that fall within the administrative unit i.
Software Environment and Computer Code Availability
All the analyses were performed in Python, using common libraries for the manipulation of geospatial data (GeoPandas, Fiona, Shapely) and machine learning (Scikit-learn [29] ). In addition, the "GRASS Python scripting library" enabled us to take advantage of the efficiency of the open-source software GRASS GIS [30] for raster processing and manipulation. All computer codes produced for the analysis are distributed in a "Jupyter notebook" format [31] and are available from a dedicated repository (see Appendix A). Where possible, the code was designed to support parallel processing on multiple cores, to save computing time.
Results
The analysis of the results, hereafter, is based on the validation performed by comparing the reference data against the aggregated estimates at administrative level 1. Several conclusions can be drawn, when analyzing the results (see Table 3 ). First, when relying only on built-up/non-built-up masks, the impact of the very-high resolution data is notable, since it allows the RTAE to decrease by 13% (from 36.7 to 31.7). As highlighted in Figure 7 , VHR-BU also leads to an important reduction of extreme relative errors of prediction. It is consistent with recent research which shows that VHR settlement layers systematically have better feature importance than lower resolution layers, in a RF-based dasymetric approach [27] .
Second, when taking advantage of the detailed spatial and thematic information provided by the VHR-LC layer, the accuracy of the dasymetric reallocation is significantly improved, with the RTAE reduced to 0.308; corresponding to a drop by 16%, relative to the results obtained using only the built-up mask at medium resolution (MR-BU). Third, when considered as a single source of ancillary data, the VHR-LU layer performs poorly, compared to VHR-LC alone, and is even worse than when only using the binary information provided by the VHR-BU layer. Regarding the data used, it is probable that the lower spatial resolution (characterization of land use at the street block level) and lower classification accuracy of the VHR-LU, compared to VHR-LC and VHR-BU, have a strong influence on this result. Fourth, combined use of VHR-LC and VHR-LU provides better result than when using either of them alone, which confirms that these data are complementary. Figure 8 depicts the feature importance provided by the RF model for the best-performing test (J). It supports the conclusion that VHR-LC and VHR-LU are complementary, since there is a clear alternation of land-cover and land-use variables in the sixth most important features. In addition, it is interesting to see that both the building classes from the LC layer ("Low buildings (> 5 m)" and "Medium buildings (5 to 10 m)") appear in the most important variable, as well as the distinction between planned residential areas and deprived residential areas from the LU layer. Table 3 . Accuracy assessment for the different tests performed. RF internal OOB score refers to the Out-Of-Bag score, computed during the internal cross-validation of the Random Forest. External validation refers to the validation scheme described in the methods section. As tests A and B did not use RF for the creation of the weighting layer, an OOB score is not available ("NA").
Test
Input Finally, in our analysis, the best-performing dasymetric reallocation was obtained when using all available data; that is, test J, whose predictions at the grid level are illustrated in Figure 9 . Surprisingly, the accuracy is improved when using MR-BU in addition to VHR-LC and VHR-LU. As shwon in Figure 10 , the majority of the large relative errors (in terms of percentage of the reference population) are located, not surprisingly, in less populated administrative units. Another interesting point, that can be highlighted from our analysis, is related to the validity of the Out-Of-Bag (OOB) score as a validation metric in dasymetric mapping. The OOB-score (or error) is an accuracy assessment metric, computed during the fitting of the Random Forest model. It is computed from the internal cross-validation procedure, and can be interpreted as an average goodness measure of the ability of the model to predict on unseen data in the training set. Since the training set is composed of administrative units of level 0, this metric could be seen as a measure of the ability of the model to predict on unseen units at the same specific level. Inversely, the external validation used here, as described in the "methods" section, is designed to assess the ability of the dasymetric mapping procedure to accurately redistribute population counts from one geographic scale to a finer one. When studies suffer from the lack of spatially detailed population data, external validations can not be systematically performed. In such contexts, it may be tempting to consider the OOB-score as a measure of the performance of the dasymetric reallocation. Nevertheless, our results show that there is no straightforward relationship between the external validation metrics and the internal OOB-score. Indeed, as visible in Table 3 , the best-performing combination of input data (covariates) appears to be in the case of test H (OOB of 0.85 for a RF model built at level 0). However, when considering the RTAE or %RMSE, test J is identified to be the best-performing one. Furthermore, fitting RF models on both administrative levels revealed that the best-performing set of covariates identified at one scale is not obviously the one that performs best at another scale, which could be interpreted as a result of the MAUP effect.
The gridded population layer resulting of the dasymetric mapping procedure presented in this paper is available for anyone interested and for any purposes. The reference is provided in Appendix A.
Discussion
Medium resolution built-up settlement layers have been commonly used in population modeling [15, 32] . They present the advantage of being free and providing global coverage, even though their spatial resolution is limited. However, high or very-high spatial resolution data are usually preferred for applications covering a relatively small geographic extent, as they allow the counting of dwelling units or the interpretation of residential land-use types, despite their expensive costs. To date, little research has explored the potential of built-settlement layers at different spatial resolutions for urban population mapping.
Even if the price of VHR remote sensing data tends to drop slowly, it is still an important limiting factor and reduces the merits of large-scale applications. Usually, the acquisition of VHR imagery is firstly dedicated to the production of detailed LC and LU maps, which are useful pieces of information by themselves. The gains that these VHR-LC and VHR-LU information could provide to the performance of a dasymetric mapping approach is important information regarding the cost effectiveness of these data. In this regard, our results show that there is a clear positive impact of using VHR products for population modeling, as well as a complementarity between VHR-LC and VHR-LU products. Future research could involve integrating low-cost imagery, such as SPOT-6/7 (1.5 m of spatial resolution for pan-sharpened images), which could provide an interesting cost-efficient compromise between MR and VHR.
Regarding the performance of the dasymetric mapping procedure presented here, it is important to mention that the accuracy of the predictions at the grid layer are probably lower than the one presented here (with a validation at level 1, after reaggregation of grid level estimates). Since grid population products tend to be commonly used in different fields of research, it is essential to inform end-users about the confidence and limitations of such products, as much as about their advantages. When using such population models, the end-user should always keep in mind that "The most that can be expected from any model is that it can supply a useful approximation to reality: All models are wrong; some models are useful" [33] (p. 440).
With regard to top-down dasymetric approaches, such as the one presented here, we should mention that they are completely dependent on official censuses which are frequently criticized regarding their reliability [6] . Furthermore, in the best case, official censuses are usually organized once in a decade, but in developing countries this rate is not systematically respected. This often forces studies to deal with population data that are asynchronous with ancillary geoinformation, used as covariates. When the official population data are not available or are outdated, remotely-sensed data can be used to support bottom-up approach [6, 7] . The latter uses population counts coming from micro-census surveys-i.e., the collection of census information through field surveys on a limited portion of the territory-to extrapolate the population count on the rest of the territory, thus allowing implementation with limited human and financial capacity, compared to a regular census [6] .
Additionally, we highlighted that, in a RF-based dasymetric mapping procedure, the OOB-score is not guaranteed to effectively help in the identification of the best-performing combination of input layers, in terms of reallocation accuracy. Therefore, a recommendation is made for future studies to exercise caution when using the OOB-score as an indicator of the performance of dasymetric mapping. More generally, the sensitivity of RF-based top-down population models to the scale factor and the MAUP effect is poorly explored in the literature. It would be beneficial for the field to further investigate the impact of the quantity and the spatial resolution of the administrative units used to train the RF model, and the impact of the difference of spatial resolutions between training and prediction (grid) levels.
Conclusions
Dasymetric mapping has been used to provide estimation of population densities at a finer scale than the available official data released in administrative units. To this end, this method relies on the use of ancillary data-such as settlement layers, land cover, or land use maps-that are used as proxies of the real spatial distribution of the population within the administrative units. On one hand, MR satellite imagery can be used to derive such ancillary data at no cost. Unfortunately, when working at the intra-urban level, these data often fail to provide sufficient details in the population model. On the other hand, VHR satellite imagery can provide very detailed information and thus improve the quality of the population models, but their acquisition is much more expensive. In this research, we assessed the added value of VHR remote-sensing derived products, compared to MR products, when used as ancillary data in a dasymetric mapping procedure. When using a simple binary built-up/non-built-up mask, we showed that the use of VHR resulted in a drop of 13% in the error (RTAE). Moreover, our results showed that the use of the spatially and thematically detailed information, which can be derived from VHR land cover and land use maps, which are useful pieces of information by themselves, enabled significant improvement in the dasymetric reallocation accuracy, compared to what can be achieved using a MR built-up mask alone. 
