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Abstract. An overview is given of a space-time discontinuous Galerkin finite element
method for the compressible Navier-Stokes equations. This method is well suited for prob-
lems with moving (free) boundaries which require the use of deforming elements. In addi-
tion, due to the local discretization, the space-time discontinuous Galerkin method is well
suited for mesh adaptation and parallel computing. The algorithm is demonstrated with
computations of the unsteady flow field about a delta wing and a NACA0012 airfoil in
rapid pitch up motion.
1 INTRODUCTION
The accurate numerical simulation of fluid-structure interaction is important in aero-
dynamics. Examples are wing flutter, control devices and the flow about helicopter rotors.
In all of these cases one encounters unsteady flows with complicated flow structures, such
as vortices which interact with each other and need to be captured over long distances,
flow separation and shocks, but one also has to deal with moving and deforming meshes
to accommodate for the boundary motion. The use of dynamic meshes, however, signifi-
cantly complicates the numerical discretization since special care has to be given to ensure
a conservative and accurate numerical discretization. A detailed discussion of the com-
plications of using time dependent meshes for finite volume and finite element methods
can be found in e.g. [7, 12].
An excellent frame work to solve flow problems on time dependent domains is to con-
sider them in space-time. The problem is then discretized directly in four dimensional
space using for instance a Galerkin least squares or a discontinuous Galerkin (DG) finite
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element method. In particular, discontinuous Galerkin methods are very attractive be-
cause they use a very compact discretization which is conservative and well suited for
local mesh refinement and/or the adjustment of the polynomial order in each element
(hp-adaptation). In addition, the method is very efficient on parallel computers. De-
tailed surveys of DG methods applied to hyperbolic, (incompletely) parabolic and elliptic
problems can be found in [1, 3, 4, 5, 6].
In this paper an overview is given of the space-time DG method for the compressible
Navier-Stokes equations and the algorithm is demonstrated with several aerodynamical
applications. The space-time DG technique discussed in this paper was originally de-
veloped for the Euler equations of gas dynamics in [15, 16] and applied to a variety of
aerodynamical applications, such as rotorcraft [2] and deforming wings [17]. Recently, the
space-time DG method has been extended to the compressible Navier-Stokes equations
and applied to vortex dominated flows, including dynamic stall problems, which require
the use of locally refined and deforming meshes [8]. A complete hp-error and stability
analysis of the space-time DG discretization for the advection-diffusion equation is given
in [14].
The space-time discretization results in an implicit time discretization which requires
the solution of a large system of nonlinear equations. This can be done either with a
Newton type method or using a pseudo-time stepping technique. In the pseudo-time
stepping method the nonlinear algebraic equations are solved by adding a pseudo-time
derivative of the unknown expansion coefficients in the DG discretization and marching the
equations to steady state in pseudo-time using a Runge-Kutta time integration scheme.
This technique has as main benefit that it preserves the locality of the discontinuous
Galerkin method and was initially applied to the space-time DG discretization of the Euler
equations of gas dynamics in combination with a multigrid method in [15]. Recently, the
pseudo-time integration method has been extended to space-time discretizations of the
compressible Navier-Stokes equations in [9] by reducing the serious time step limitation
due to the viscous contribution.
The outline of this paper is as follows. In Section 2 we summarize the Navier-Stokes
equations describing compressible viscous flows. The space-time DG discretization is
discussed in Section 3 and the pseudo-time integration technique to solve the resulting
algebraic equations in Section 4. Several applications are discussed in Section 5 and con-
cluding remarks are drawn in Section 6. For complete details of the algorithms discussed
in this paper we refer to [8, 9, 10, 15, 16].
2 COMPRESSIBLE NAVIER-STOKES EQUATIONS
We consider the compressible Navier-Stokes equations in an open domain E ⊂ R4. The
flow domain Ω(t) at time t is defined as Ω(t) := {x¯ ∈ R3 : (t, x¯) ∈ E}, where the point
with position x¯ = (x1, x2, x3) at time t = x0 has Cartesian coordinates x = (x0, x1, x2, x3).
The space-time domain boundary consists of Q := {x ∈ ∂E : t0 < x0 < T} and the
spatial domains at the initial and final time t0 and T , viz. Ω(t0) := {x ∈ ∂E : x0 = t0}
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and Ω(T ) := {x ∈ ∂E : x0 = T}. Using this notation, the compressible Navier-Stokes
equations can be written in conservation form as:

Ui,0 + F
e
ik(U),k − F
v
ik(U,∇U),k = 0 on E ,
U = U0 at Ω(t0),
U = B(U, U b) at Q,
with U ∈ R5 the vector of conservative variables, F e ∈ R5×3 the inviscid flux, F v ∈ R5×3
the viscous flux, U0 ∈ R
5 the initial flow field and B ∈ R5 the boundary operator with
Ub the prescribed boundary data. The summation convention on repeated indices is used
with i = 1, . . . , 5 and k = 1, 2, 3 and a comma denotes differentiation with respect to the
indicated Cartesian coordinate direction.
The conservative variables and the inviscid and viscous fluxes are defined as:
U =

 ρρuj
ρE

 , F ek =

 ρukρujuk + pδjk
uk(ρE + p)

 , F vk =

 0τjk
τkjuj − qk

 ,
with ρ the density, ρu the momentum density vector, ρE the total energy density, p the
pressure, δ the Kronecker delta function. The shear stress tensor τ is defined as:
τjk = −
2
3
µui,iδjk + µ(uj,k + uk,j) ,
with i = 1, 2, 3 and the dynamic viscosity coefficient µ given by Sutherland’s law:
µ
µ∞
=
T∞ + TS
T + TS
(
T
T∞
)3/2
,
where T is the temperature, TS a constant and (·)∞ denotes free-stream values. The heat
flux vector q is defined as:
qk = −κT,k ,
with κ the thermal conductivity coefficient. For a calorically perfect gas, the pressure p,
internal energy e and temperature T are given by the following equations of state:
p = ρRT, e = cvT, T =
1
cv
(
E − 1
2
uiui
)
where R = cp − cv is the specific gas constant and cp and cv the specific heats at constant
pressure and constant volume, respectively.
The viscous flux F v is homogeneous with respect to the gradient of the conservative
variables ∇U . This defines the homogeneity tensor A ∈ R5×3×5×3 as:
Aikrs(U) =
∂F vik(U,∇U)
∂(Ur,s)
.
This property is essential for the treatment of the viscous terms in the space-time formu-
lation of the compressible Navier-Stokes equations [8].
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3 SPACE-TIME DISCRETIZATION
The space-time discretization starts with the tessellation T nh = {K} in a space-time
slab, which is the flow domain E in the time interval (tn, tn+1). The associated function
spaces are defined as:
Wh :=
{
W ∈ (L2(Eh))
5 : W |K ◦GK ∈ (P
m(Kˆ))5, ∀K ∈ Th
}
,
Vh :=
{
V ∈ (L2(Eh))
5×3 : V |K ◦GK ∈ (P
m(Kˆ))5×3, ∀K ∈ Th
}
,
where GK denotes the mapping of the master element Kˆ = (−1, 1)
4 to element K and
Pm(Kˆ) denotes the space of polynomials of degree at most m. The set of internal faces
in a space-time slab is denoted by SnI and the set of boundary faces by S
n
B. The traces
from the left and right are denoted by (·)L and (·)R, respectively. The average operator is
defined as {{·}} = 1/2((·)L +(·)R) and the jump operator as [[·]]k = (·)
LnLk +(·)
RnRk , with n
the outward normal vector of the element under consideration. Using this notation, the
weak formulation of the compressible Navier-Stokes equations can be written as follows.
Find a U ∈ Wh, such that for all W ∈ Wh:
−
∑
K∈T n
h
∫
K
(
Wi,0Ui +Wi,k(F
e
ik − AikrsUr,s +Rik)
)
dK
+
∑
K∈T n
h
( ∫
K(t−
n+1
)
WLi U
L
i dK −
∫
K(t+n )
WLi U
R
i dK
)
+
∑
S∈Sn
I
∫
S
(WLi −W
R
i )Hi dS +
∑
S∈Sn
B
∫
S
WLi H
b
i dS
−
∑
S∈Sn
I
∫
S
[[Wi]]k{{AikrsUr,s − ηR
S
ik}} dS
−
∑
S∈Sn
B
∫
S
WLi
(
AbikrsU
b
r,s − ηR
S
ik
)
n¯Lk dS = 0.
Here, H(UL, UR) ∈ R5 is the inviscid numerical flux from the HLLC approximate Riemann
solver with the extension needed for moving meshes (cf. [15]) and (·)b indicates dependence
on the prescribed boundary data. The stability constant η must satisfy the condition
η > Nf , with Nf the number of faces per element. The local lifting operator is denoted
by RS ∈ R5×3 and defined [8] as:
Find an RS ∈ Vh, such that for all V ∈ Vh:
∑
K∈T n
h
∫
K
VikR
S
ik dK =


∫
S
{{VikAikrs}}[[Ur]]s dS for S ∈ S
n
I ,∫
S
V LikA
L
ikrs(U
L
r − U
b
r )n¯s dS for S ∈ S
n
B,
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The global lifting operator R ∈ R5×3 is obtained from the local lifting operator RS using
the relation:
R =
∑
S∈Sn
I
∪Sn
B
RS .
The upwind character of the numerical time-flux in the integrals over the time faces K(t+n )
and K(t−n+1) ensures causality in time. The trial function U and the test function W in
each element K ∈ T nh are represented as polynomials:
U(t, x¯)|K = Uˆjψj(t, x¯), and W (t, x¯)|K = Wˆlψl(t, x¯),
with (ˆ·) the expansion coefficients and ψ the basis functions described in [8]. The system
of algebraic equations for the expansion coefficients of U is obtained by replacing U and
W in the weak formulation with their polynomial expansions and using the fact that the
test functions W are arbitrary. For each physical time step the system can be written as:
L(Uˆn; Uˆn−1) = 0, (1)
and the algorithm is unconditionally stable with respect to the physical time step ∆t =
tn+1 − tn.
4 PSEUDO-TIME STEPPING METHODS
The solution of the system of non-linear algebraic equations (1) is a non-trivial task.
It consists of 5NeNp equations, with Ne the number of elements and Np the number of
degrees of freedom per element. Essentially, two main techniques are available for the
solution of this nonlinear system, a Newton method, which (approximately) linearizes
the equations and solves the nonlinear equations iteratively, or a pseudo-time integration
method. In the pseudo-time integration method we add a pseudo-time derivative to (1):
∂Uˆ
∂τ
= −
1
∆t
L(Uˆ ; Uˆn−1),
and iterate in pseudo-time τ to a steady-state using Runge-Kutta methods. At steady-
state we have Uˆn = Uˆ .
The key benefit of this approach is that the discretization maintains the same local
structure as the original space-time DG method, which is beneficial for parallel comput-
ing, and no large global linear system needs to be solved. In particular, when combined
with an efficient multigrid technique and using optimized coefficients in the Runge-Kutta
method, this results in an efficient algorithm to solve the algebraic equations in space-
time DG discretizations, as outlined in [15] for the Euler equations. For the compressible
Navier-Stokes equations one encounters, however, locally in viscous dominated regions a
serious pseudo-time step restriction. This would significantly reduce the efficiency of the
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numerical algorithm, but in [9] it is demonstrated that by using the family of Runge-Kutta
methods proposed by Kleb e.a. [11] it is possible to significantly alleviate this pseudo-
time step restriction. Combining the Runge-Kutta schemes for the inviscid and viscous
flow regimes then results in an efficient pseudo-time integration method for viscous com-
pressible flows, which can be further improved using a multigrid convergence acceleration
technique [10].
The pseudo-time algorithm is an explicit five stage Runge-Kutta method in inviscid flow
regions, which has optimized coefficients to ensure maximal damping of the transients and
a large stability domain, see [15]. This algorithm is combined with the Melson correction
[13] to enhance the stability of the pseudo-time integration when the pseudo-time step is
close to the physical time step.
This scheme is labelled as the EXI scheme and can be summarized as:
1. Initialize Vˆ 0 = Uˆ .
2. For all stages s = 1 to 5 compute Vˆ s as:
(
I + αsλI
)
Vˆ s = Vˆ 0 + αsλ
(
Vˆ s−1 − L(Vˆ s−1; Uˆn−1)
)
.
3. Return Uˆ = Vˆ 5.
The Runge-Kutta coefficients at stage s are denoted by αs and defined as: α1 = 0.0791451,
α2 = 0.163551, α3 = 0.283663, α4 = 0.5 and α5 = 1.0. The matrix I represents the
identity matrix. The factor λ is the ratio between the pseudo-time step ∆τ and the
physical time step: λ = ∆τ/∆t. The Melson correction consists in treating Vˆ semi-
implicitly, without this the scheme would become unstable for values of λ around one.
In the viscous dominated part of the flow domain we use the explicit four stage Runge-
Kutta method proposed by Kleb e.a. [11]. This algorithm has a very large stability
domain along the negative real axis which significantly enhances the stability in flow
regions where viscosity is dominant.
The method is labeled as the EXV scheme and can be summarized as:
1. Initialize Vˆ 0 = Uˆ .
2. For all stages s = 1 to 4 compute Vˆ s as:
Vˆ s = Vˆ 0 − αsλL(Vˆ
s−1; Uˆn−1).
3. Return Uˆ = Vˆ 4.
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Figure 1: Adapted mesh and vorticity field in primary vortex and cross-sections of a delta wing at
Rec = 100.000, Ma = 0.3 and α = 12.5 degrees.
The Runge-Kutta coefficients at stage s are defined as: α1 = 0.0178571, α2 = 0.0568106,
α3 = 0.174513 and α4 = 1. The EXV Runge-Kutta scheme does not require the use of
the Melson correction to ensure stability for small values of λ.
The performance of the pseudo-time integration method is enhanced by using the
maximum possible pseudo-time step in each element. This time step depends on both
the CFL and diffusion number and is estimated using Fourier analysis for the advection-
diffusion equation. This also determines which of the schemes, either EXI or EXV, is
locally applied. For details on this switching algorithm we refer to [9].
5 RESULTS
As a first application we consider the unsteady flow about a delta wing with sharp
leading edges. At the rear the delta wing is closed with a blunt trailing edge. The flow
7
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(a) x=0.6c (b) x=0.9c
Figure 2: Vorticity field near leading edge of delta wing (Rec = 100.000, Ma = 0.3 and α = 12.5 degrees).
conditions are a Reynolds number based on the chord length Rec = 100.000, a Prandtl
number of Pr = 0.72 and a Mach number Ma = 0.3. The angle of attack is 12.5 degrees.
Under these conditions the flow is turbulent. A Smagorinsky eddy viscosity model has
been used to simulate unresolved turbulent flow structures. For this an eddy-viscosity
term µe = ρ(cs∆)|S|, with |S| =
√
SijSij/2 the rate-of-strain magnitude, is added to
the dynamic viscosity coefficient in the momentum equation. This term is then treated
as a constant in each element in order to maintain the locality of the method. The
Smagorinsky constant cs is set to 0.075, while for the filter-width ∆ the typical length of
an element is used.
The computations are performed on a locally refined mesh with 1.919.489 active cells,
where the adaptation is controlled based on the vorticity in the flow field. A cross-section
of the mesh along the primary vortex above the delta wing is shown in Figure 1. Also
shown is the vorticity field in several cross-sections. Initially, the flow field is conical,
but further downstream secondary and tertiary vortices appear due to flow separation in
the boundary layer below the primary and secondary vortices. These features are well
captured by the locally refined mesh, see Figure 2. Due to the blunt trailing also an
unsteady periodic vortex street is generated in the wake, which is visible in Figure 1.
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(c) vorticity field
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(d) adapted mesh
Figure 3: Vorticity field and deformed and adapted meshes around a NACA0012 airfoil at an angle of
attack of 50.7 degrees in a laminar dynamic stall simulation (Rec = 10000, Ma = 0.2, Pr = 0.72).
The second example is the laminar flow about a NACA0012 airfoil in rapid pitch up
motion. The flow field is initially attached, but with increasing angle of attack flow
separation near the leading edge occurs and finally a large unsteady separation area
develops at the lee side of the airfoil, together with vortex shedding from the trailing
edge. The computations are done using a deforming and also a locally refined mesh.
Both the vorticity field and the meshes are shown in Figure 3. It is apparent that the
local mesh refinement significantly improves the capturing of the unsteady vortices, which
is not possible on the unadapted mesh since this only has sufficient mesh resolution near
the airfoil surface.
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6 CONCLUSIONS
A survey of a space-time discontinuous Galerkin finite element method for the com-
pressible Navier-Stokes equations has been given. The algorithm is capable of dealing with
deformed and locally refined meshes, which makes it suitable for fluid structure interaction
problems and significantly increases the accuracy in capturing important flow structures.
High Reynolds number turbulent flows are simulated using large eddy simulation with
a Smagorinsky subgrid model. Future work will concentrate on further improving the
computational efficiency of the algorithm using the newly developed multigrid method
and applying the algorithm to unsteady flow simulations, in particular helicopter rotors
in forward flight.
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