We discuss effects of pairwise aligning interactions in an ensemble of central place foragers or of searchers that are connected to a common home. In a wider sense, we also consider self moving entities that are attracted to a central place such as, for instance, the zooplankton Daphnia being attracted to a beam of light. Single foragers move with constant speed due to some propulsive mechanism. They explore at random loops the space around and return rhytmically to their home. In the ensemble, the direction of the velocity of a searcher is aligned to the motion of its neighbors. At first, we perform simulations of this ensemble and find a cooperative behavior of the entities. Above an over-critical interaction strength the trajectories of the searcher qualitatively changes and searchers start to move along circles around the home position. Thereby, all searchers rotate either clockwise or anticlockwise around the central home position as it was reported for the zooplankton Daphnia. At second, the computational findings are analytically explained by the formulation of transport equations outgoing from the nonlinear mean field Fokker-Planck equation of the considered situation. In the asymptotic stationary limit, we find expressions for the critical interaction strength, the mean radial and orbital velocities of the searchers and their velocity variances. We also obtain the marginal spatial and angular densities in the under-critical regime where the foragers behave like individuals as well as in the over-critical regime where they rotate collectively around the considered home. We additionally elaborate the overdamped Smoluchowskilimit for the ensemble.
I. INTRODUCTION
Some living entities with a home, a den or a nest perform local search around this localization playing the role of a hub in their life [1] . We will call the central place "home" and the local search "homing" in agreement with [2] . In a broader concept, we also understand other central places as food sources, patches or hiding places, also attractive light sources, etc. as a home. Such searchers are often refereed to as central place foragers.
Animals leave often these points in order to inspect the environment but return rhythmically to this location. Such behavior is called local search in contrast to extended global search [3] . It is found for foragers which are able to keep track of distances and orientations as they move and use these information to calculate their current position in relation to their home. If in a 2-dimensional landscape the distance and angle towards the home are known, the method is called path integration [1, 2, 4, 5] . The specific exploration behavior might be based on some internal storage mechanism [6, 7] or external cues [8] as for example special points of interest or pheromonic traces etc.
Research on this topic is often aligned on investigations concerned with ants, bees and flies [9] [10] [11] [12] [13] . For these animals and possibly for many others too, homing behavior is found during foraging. Especially, the various structured spatial patterns at which the entities move during their search and return have received a lot of interest and have been computed [14] [15] [16] [17] . Typically such trajectories begin at the home. The motion is then comprised of loops that start and end at the target.
One might add, that a deeper insight of homing or local search gains an increasing technical significance. New ways of spatial exploration [18] are developed in which robots are supposed to reach places which human beings have never approached [19] [20] [21] [22] . Homing behavior and local search are of high relevance to autonomous systems of surveillance, data collection, exploration, monitoring, etc. [21, 23] using internal path integration [24, 25] . Especially, the development of devices at lower technical level might benefit from the knowledge how simpler organism operate.
Recently, we introduced a stochastic minimal model for local search [26, 27] for single searchers with constant speed. During local search a forager, like a fly [12, 13] , or an ant [9] explores the neighborhood of the given home. The position of the home defines the central location and the symmetry of the problem. Throughout the paper it will be located at the origin of the coordinate system, for simplicity. In a wider sense such a home could also be the nest of the objects, it might be a target, or another food source or interesting place as, for example, a localized light source. Already Okubo [28] in the 80ies investigated swarms of midges. There the single animal of a group of males moves likewise being attracted by the common center of the swarm and escaping permanently after stochastic epochs.
Further work on midges compared those swarms [29] with self-gravity and a possible velocity dependence of the central force was found [30, 31] , see also [32, 33] .
In this work, we will be interested in general theoretical mechanisms of a cooperative behavior of the active searchers. We will investigate the dynamics of an ensemble of N interacting searchers. The searchers will share their common home, or as explained above, a common target, points of common interest or other objects mimicking a home position for the moving units.
Such swarming with a central place and moving aligning searchers around has many possible applications. We mentioned already the midgets studied by Okubo [28] . A broad variety of animal motions with this symmetry is listed in [34] , for example. We add here the experiments on Daphnia Magna, a zooplankton about 3 − 5mm, moving with speed v 0 = 4 − 16mm/s and being attracted by a light shaft oriented vertically through the water wherein the Daphnia moves [35] [36] [37] [38] , see also [39, 40] . These water fleas create a massive unidirectionally rotating swarm around the light shaft, as a result of the attraction, the motion and the interaction. The direction of the rotation depends on initial conditions and might change through external or internal perturbations.
This situation was multiple times simulated with moving and interacting particles [36, 38, [41] [42] [43] . The simulations prove the selection of one rotation direction demonstrating the survival of a single peak in the distribution of angular momentum of the animals. Here, we discuss for a generic model the transition for single particle motion to collective motion through explicitly considering interactions between searchers. Through the interactions individual trajectories qualitatively change.
Different kind of interactions have been applied for this situation: short range aligning correlations [36] , Morse like potentials [38] (see also [44] [45] [46] ), hydrodynamics Oseen interactions [38, 41] , a Lennard-Jones potential [42] , and avoidance potentials [43] .
Here we introduce a local alignment often used in swarming models. In fact, many of the just mentioned different interactions have such aligning effect. However, as reported explicitly in the experimental studies on the Daphnia Magna [36, 38] , the common motion of the animals induces a drag force of the surrounding fluid acting on the neighbors. For sufficiently high concentration of Daphnia, the water moves in the same direction as the animals. This experimental fact justifies the introduction of an mere alignment.
In detail, we assume the existence of a sensing radius (green area in Fig. 1 ). Inside this region the heading directions of searchers shall synchronize. Such interaction was proposed in the seminal book by Okubo and Levin as an "arrayal force" [47] being one of the fundamental forces in the dynamics of animal groups. Such an alignment is frequently used in models of active Brownian particles to model swarming behavior [48] [49] [50] [51] [52] [53] [54] and in models of synchronization [55, 56] . It appears also for self-propelled particles at the micro-scale via hydrodynamic interactions [57] [58] [59] [60] .
We will investigate the thermodynamic limit, meaning large particle numbers and vanishing sensing radius. The limit indicates a break of ergodicity and asymptotic states will depend on initial configurations. A few remarks concerning finite size effects are given in Appendix A. The coupling strength should be moderate to avoid density instabilities that might break the circular symmetry. We study this system through simulations and through an analytical approach based on the kinetics of the probability density function (pdf) and its moments [52] . We will be mainly interested in the long time asymptotic state. We find the stationary marginal spatial particle density for the distance of the searchers from their home and the density of their orbital direction. From transport equations we obtain the averaged radial velocity and the orbital velocity as well as their variances.
We give analytical expressions for the steady state of those quantities and find a phase transition of the second kind for the orbital velocity, depending on the coupling strength of the alignment. For small alignment the searchers will practically follow trajectories of the single particle model, while for large enough alignment the searchers will start rotating around the home. We compare the simulation results with the analytical expressions and find good agreement between the numerical and analytical results. 
(t), the velocity is v(t) =˙ r(t).
Its direction is the heading φ(t) and the angle z(t) = φ − β indicates the difference between the velocity and position vectors. The home is located at the origin and the green area stands for the interaction zone of the considered particle with surrounding particles.
II. ESCAPE AND RETURN DYNAMICS OF AN ISOLATED SEARCHER

A. Path integration
The model of the single searcher considers an active particle with position vector r(t) and moving with constant speed v 0 in two dimensions. Thus by definition it holdṡ
and φ(t) is the heading angle of the particle pointing along the velocity vector as is depicted in Fig. 1 . As consequence of the constant speed the kinetic energy is conserved as it was
proposed also in other models [2, 9, 15, 61] . The proposed deterministic dynamics is similar to the Mittelstaedt bicomponent model [15, 62] .
The main ingredient of the kinematics of the searcher is the dynamics of the heading direction standing for the decision making step of the searcher to choose a new direction. In [26, 27] , we assumedφ
Therein, β(t) ∈ [0, 2π) is the direction of the position vector in polar coordinates r(t) = r(t){cos(β(t)), sin(β(t))} with r(t) being the distance to the home. With respect to the Cartesian coordinates the angle is linked as
The first item of the r.h.s. of the heading dynamics (2) defines a search and return mechanism. If the searcher moves outwardly, the directions of the position and the velocity vectors differ less than |φ − β| ≤ π/2. The heading dynamics predicts a repulsion of the heading direction from the position vector. It describes the search phase of the particle and searchers look around. Alternatively, returning to the home the two angles behave as |φ − β| ≥ π/2.
The heading dynamics (2) leads to an anti-alignment of the heading vector with the position vector. As a result, the searcher will return to its home.
In the last term of the heading dynamics, ξ(t) stands for a source of white noise with strength σ. It grants the prediction of the new direction with an uncertainty at time t and might be originated by a limited knowledge of the searcher concerning the precise relations between the two angles β and φ. In the previous work we took α-stable Levý noise modeling large rapid changes in the orientation of the velocity vector as reported for the fruit fly [13] .
In the current study we fix α = 2 which makes ξ(t) to Gaussian white noise changing the heading more smoothly in a diffusive manner.
Our proposed model is strictly phenomenological. It means that we obtain the trajectories without having a neurophysiological manifestation and relations to external or internal cues.
Hence, our model does not answer the questions regarding the reasons for the decisions made during the search. This decision finding (2) and the path integration (1) is formulated as a stochastic dynamics which is a kind of instantaneous dead reckoning or vector handling based on an interaction between two directions. Knowing the current orientations of the position β(t) and heading φ(t) vectors, the future motion is defined by calculating the new heading φ(t + δt). How the two directions have been recovered at the given time t remains open in the model. Whether this information is achieved through a earlier training, orientation flights or by internal counting processes is not answered. More detailed discussions on possible storage of spatial information and consequences for the kinematics of the searcher, the role of external cues, rewarding and different food sources is part of a larger literature [9, 11, 61, [63] [64] [65] .
Otherwise, small variations of the basic dynamics (1) and (2) might model more complex behavior such as is documented in the large biological literature. The enlargement of the excursions in case of an unsuccessful search [9, 66] might be modeled by weakly lowering the coupling to the home, by decreasing slowly κ as time elapses. In contrast, a straight trajectory directly to the nest [67, 68] could be caused by a sudden switch to high values of κ. Similar modifications would allow to describe the change from an Archimedian search to the random loop. Narrow hairpin-like shaped excursions as observed for foraging search of honeybees and bumblebees [69, 70] could be reflected by considering κ dependent on the distance and an increase of the velocity. More difficult is the modeling of shifts of position of the searcher creating multiple fictive homes [67, 71] as well as a scale free flights of bees [72] [71, 73] . Such detailed biological analysis of our search and return model might be the contents of a future work in a biological journal.
B. Resume of dynamical properties of the model
The analytical tractability of the model becomes visible if transforming to a polar presentation. Let r(t) = x 2 (t) + y 2 (t) be the distance from the origin being the localization of the home. Further on, we introduce the difference between the two directions of the position and heading vector as z(t) = φ(t) − β(t). The third variable is the direction β(t) as in Eq.
(3). For these new variables the equations of motion reaḋ
It is immediately seen that the β(t) variable separates from the two others. The last equation in (4) can be integrated after having defined the couple r(t) and z(t).
Remarkably, the two equations for r, z define without noise σ = 0 a deterministic oscillatory motion in the (r, z) space. Stationary fixed points of the dynamics are saddles or centers as it was reported in [26] . Trajectories perform an oscillatory loops with alternating search and return epochs. In Fig. 2 we present deterministic and stochastic trajectories as computed from Eqs.(1) and (2) . The deterministic dynamics in the (x, y) space creates trajectories similar to a rosette with leaves, called also random loops. The searchers return periodically to the nest. The leaves are located around the center with a fixed precession of the perihelion. Such trajectories reflect the stereotypical behavior of central place foragers, which start at the home and then move in loops from and back to the home. In [26] we have calculated the period as well as the precession. We mention, that a similar model was introduced by Waldner and Merkle [17] who computed similar trajectories.
With noise the leaves become random loops. The stochastic sample path also returns permanently to the vicinity of the home in finite times. Inspection of the autocorrelation function of the distance exhibits a behavior of a damped oscillation with characteristic time τ φ from (7). Such random loops have been reported for the fruit fly [13] and the dessert ants [9] and isopods [66] . Also it was reported, that foraging honeybees [69, 74] and bumblebees [70, 75] move along random loops.
Without noise the dynamics is conservative, meaning there exist an integral of motion X which ins constant along the deterministic trajectories r(t), z(t) with initial states r 0 and z 0 . It reads
Since the sign of the integral X is also conserved, there is no trajectory which might cross the straight lines z = 0 or z = ±π in the r, z-space. This means that the deterministic angular momentum
along a trajectory never changes its sign. In the deterministic model a single particle either moves in a clockwise (z > 0) or a counterclockwise (z < 0) fashion around the home in the Cartesian coordinate system. This behavior of single searchers is in agreement with the observations for the Daphnia Magna [36, 38, 43] . Attracted by the light the singular Daphnia moves persistently a certain number of orbits clockwise or anti-clockwise before random influences induce a switch of the rotation sense. The existence of the noise in the model makes the full dynamics (1) and (2) irreversible.
There exist a relaxation time
After τ φ all angular dynamics becomes uniform and the integral of motion is damped out. At this time scale the noise also changes the directions of rotation. This behavior is illustrated in Fig. 3 wherein we show a sample trajectory in the (x, y) plane as well as in the r, z one. The particle starts at the home, marked as green dot at (x, y) = (0, 0). A time frame of ∆t = 30 is shown. The trajectory is under the influence of rather continuous random disturbances which is the Gaussian case. We see that the noise creates transitions between the two half-planes in the (r, z) dynamics. At values z = 0 and z = ±π the deterministic part in the z-dynamics (4) vanishes. However, the noise can cause transitions to z values with different sign corresponding to a change of the rotation mode.
As follows from Eq. (6), the angular momentum is linked directly to the integral of motion X. With noise this integral becomes stochastic, i.e. X ξ (t) and the angular momentum L ξ (t), as well. In [26] we showed that in case with noise the mean value of the integral X ξ (t) X 0 conditioned to a certain initial condition X 0 decays after the time τ φ . Consequently, we might conclude that the average angular momentum will vanish as well which reflects the permanent switches of the sign of L ξ (t).
With noise in the angular dynamics the spatial dynamics of a single searcher becomes stationary. Initial conditions x 0 , y 0 , φ 0 are lost and the corresponding pdf P (x, y, φ|x 0 , y 0 , φ 0 , t) approaches for t → ∞ a stationary shape P (x, y, φ) being the unique asymptotic attractor of the stochastic dynamics. Since after τ φ the angles φ and β are equi-distributed in [0, 2π], the further evolution of the system takes place in space. This overdamped evolution can be characterized by the time at which the particle spreads by diffusion over the characteristic length r c = v 0 /κ of this problem, i.e.
Therein we have used as diffusion coefficient
known for an active microswimmer with constant speed [76, 77] . In case of coupling, this diffusion coefficient changes as can seen below (see IV E).
Both time scales (7) and (8) are determined by the value of the noise intensity but scale differently with σ 2 . This different scaling causes an optimal noise for the mean time which is needed to find new food source in the neighborhood of the home as was reported earlier [26] .
In [26] we also derived the Smoluchowski-equation for the marginal spatial density ρ(x, y, t). Its stationary solution was found to be a exponential function
This marginal density agrees pretty well with experimental data from the fruit fly [13] .
Surprisingly, the marginal spatial density function to find a particle at a specific point (x, y)
is independent of the noise strength σ.
III. ENSEMBLES OF COUPLED ACTIVE SEARCHERS
A. The model of N active searchers with alignment
The interacting N searchers will move in two dimensions with constant speed v 0 . Their common home is situated at (x h , y h ) = (0, 0). The position vectors are given by r i (t) =
The direction of motion, the heading direction, is given by the angle φ i (t). A schematic representation of the coordinates of a single particle is shown in Fig.1 .
The equations of motion for the position are:
The local search and the alignment dynamics happen in the time evolution of the heading direction:
The first term on the right hand side causes local search [26, 27] as explained above. There κ is the common coupling strength towards the home and the β i (t) = arctan(y i /x i ) stands again for the position angle.
The second term on the right hand side is the new alignment interaction between neighboring searchers. For simplicity, we assume a Kuramoto-like or Vicsek-like interaction of the heading directions of the searchers [48, 52, 55] . With the assumed constant speed, it coincides with the arrayal force defined in [47] . The sum is taken over Ω i which lists the current numbers j of particles inside the sensing radius of particle i, i.e. with distances
The N i is the overall number of particles inside the sensing radius, respectively, the number of items in the list Ω i .
The coupling strength for the alignment is given by µ > 0. We divide the coupling strength µ by the number of neighbors to restrict the influence of the alignment on the overall motion. The searcher balances now the wish of coupling towards the home and alignment with its neighbor. The particles maintain in average a non vanishing distance as noise is present in the model and tends to uniform the particles, although we do not consider explicitly repulsion between particles. As already noticed, the couplings strength µ should be moderate to avoid density instabilities that might break the circular symmetry.
In particular, we consider always µ κ.
The third term on the right hand side represents Gaussian white noise with ξ i (t) = 0 and
It describes an uncertainty in the decision of the new direction.
Noise sources of different particles are considered to be uncorrelated. The parameter σ denotes an unique noise strength for all particles.
B. Numerical results of aligning active searchers 
For a system with a finite particle number N as defined by the set of Langevin equations in our model, the asymptotic marginal z pdf is always the sum of two pdf's, one with a clockwise and the other with a anti clockwise rotations. Due to the symmetry of this bistable situation connected with possible transitions between the two directions of rotation, both pdf's contribute equally to the steady pdf. Alternatively, in the thermodynamic limit as considered in the following analytic approach, ergodicity is broken and as final state we get one of the two possible pdf's in dependence on the initial state. Later on in the discussion of the analytical results, we restrict the consideration to the particular type of clock wise rotations.
C. Polar presentation of the particle dynamics
We change to polar coordinates, i.e., to the distance r i (t) = x 2 i (t) + y 2 i (t) and the direction β i (t) = arctan(y i (t)/x i (t)) of the position vector r i (t) (see Fig 1) . Furthermore, we introduce the angle z i (t) = φ i (t) − β i (t), being the difference between the heading and the position. A value of z = π/2 indicates counterclockwise rotation, a value of z = −π/2 clockwise rotation. Alternatively, values around 0 and π stand for motion pointing outwards, respectively, towards the home. Simulations in Fig. 4(b) show a clockwise rotation of the aligned collective motion, hence maximal probability in the z-distribution is expected for values around z ≈ −π/2.
We derive for the radial velocity:ṙ
and for the angular velocity:
The dynamics for the angle z becomes:
where again r c = v 0 /κ and Ω i contains the indices of the N i particles within the sensing radius of the particle i.
For the third equation (14), we assume that the position angles β i ≈ β j cancel each other.
The z dynamics becomes:
This approximation is valid if having a sufficient small sensing radius r sens r c = v 0 /κ.
Therein r c appears as the distance where searchers reside with maximal probability which will be shown, later on. The approximation fails obviously for small distances from the home. Hence, the typical length scales of (15) should be much larger than the interaction radius, i.e. r r sens .
And thus, the searchers are described by the actual values of the set r i (t), β i (t) and z i (t).
For a single independent searcher (µ = 0) the (r(t), z(t)) dynamics separates from the β(t)
dynamics [26] . With alignment present this is not the case as the position angle enters the z i dynamics through the neighborhood Ω i . Nevertheless, as will be discussed now, at larger time scales t τ φ the β i become uniform distributed as well as the heading directions φ i do. Only their binary relation expressed by z i (t) will matter for the behavior.
IV. PROBABILITY DENSITY FUNCTION AND TRANSPORT EQUATIONS
A. The nonlinear Fokker-Planck equation with effective aligning force We consider the many particle pdf P N (r 1 , z 1 , β 1 , . . . , r N , z N , β N , t) in polar presentation.
We consider the pdf to be well approximated by the product of the one particle PDF P (r, z, β, t) having in mind the limit of infinite particle numbers and assuming the validity of a mean field approximation. In consequence, we formulate the alignment force f al (r, β, z, t) which a particle experiences at position r, β from a second particle with coordinates r , β inside the sensing radius of the first one Ω(r, β) as:
The particle density in the sensing region reads accordingly
For the further evaluation of (16), we introduce the marginal spatial pdf ρ(r, β, t) and the mean velocities u r (r, β, t), u z (r, β, t) in dependence of the polar coordinates r, β as
Introducing (18)- (20) into the interaction term (16) and performing the z integration, leads to:
dr dβ (u z (r , β , t) cos(z) − u r (r , β , t) sin(z)) ρ(r , β , t) .
With the above assumptions about a small sensing radius r sens and that distances are with high probability around r ≈ r c one can simplify the expressions (16) and (17) . We equalize positions and directions r ≈ r and β ≈ β inside the integral. It means that for sufficient small sensing radius the average velocities as well as the marginal density are constant inside this radius. It results in u r (r , β , t) ≈ u r (r, β, t) and u z (r , β , t) ≈ u z (r, β, t). The same approximation is done in the expression for the N sens (r, β, t) in Eq. (17) . The latter drops together with the density N ρ(r , β , t) πr 2 sens ≈ N sens (r, β, t) in Eq. (16) . In consequence, it follows for the effective aligning force (16):
Note, that u z is defined as an orbital velocity being orthogonal to u r . It is neither an average angular velocity for the position angle β nor is it an average angular velocity derived from the z(t) dynamics given by Eq. (14). in the following we will assume rotational symmetry for the β and φ dynamics. We will not pay attention to the relaxation of angular inhomogeneities of these two variables being more interested in the properties of the asymptotic state as functions of r.
In consequence, the marginal density (24) becomes ρ(r, β, t) ≈ ρ(r, t), and the mean velocities (19) and (20) are approximated as u r (r, β, t) ≈ u r (r, t) and u z (r, β, t) ≈ u z (r, t).
As we approximated the alignment term (22) independent of the position angle the (r, z) dynamics separates from the angular β dynamics. Also the one particle pdf looses the β dependence. Hence the Fokker-Planck equation (FPE) is given by:
∂z 2 P , and P is the transition pdf P = P (r, z, t|r 0 , z 0 , t 0 ) describing the reduced (r, z) dynamics.
This FPE is valid for large particle numbers N → ∞, vanishing sensing radius r sens r c and at time scales t τ φ . The equation is nonlinear in P since the u r and u z are functions of the pdf.
B. Transport equations
In order to find approximate solutions, we derive transport equations for the first three moments (18), (19) and (20) being now independent of β. By respective standard multiplica-tion of the FPE and integration over z we obtain relations between the reduced moments of trigonometric functions depending on space and time. The marginal density of the distance obeys the continuity equation
The equations of the first moments read for the mean radial velocity
and for the mean orbital velocity
Therein, we have introduced the variances as
Note that due to the constant speed of the particles the variances and mean velocities are not independent
One of these values might be expressed by the three other moments.
We have also introduced the covariance as
In our theoretical consideration we will assume that the two velocity deviations from their mean δu r = v 0 cos(z) − u r and δu z = v 0 sin(z) − u z are not correlated. It was shown numerically for the asymptotic stationary limit as presented above (see Fig.5 ). We simplify our model here and will neglect the correlation by putting σ rz (r, t) = 0, further on.
We derive for the second moments (see Eqs. (27)): 
where we made use already of the assumed simplification.
In subsection IV D we will decouple higher moments in equations for second velocity moments. One usual way would be a Gaussian approximation of this higher moments. This case and its results are presented in the Appendix B. Here in the next subsection IV C we will derive an expression for the marginal density ρ z (z) of the angular variable z outgoing from the nonlinear FPE (23). It will be a von Mises distribution. The resulting decoupling scenario yields better agreement between the transport theory and the numeric findings.
C. The marginal z-density as von Mises distribution
The marginal density ρ z (z.t) of the angular variable z is defined by the integral
Likewise for the spatial marginal density, we derive here a dynamics for ρ(z, t) starting from the FPE (23) and integrating away this time the distance r. The corresponding FPE reads:
In this equation we formally abbreviated . r = dr . P (r, t|z) and P (r, t|z) is the conditional pdf of a distance r for a fixed z. In simulations this dependence on z appeared to be weak. In order to obey the numerically found asymptotic z-symmetry, the bracket 
Therein the I n stands for the modified Bessel function of the first kind.
In dependence on the sign of u z the von Mises distribution peaks above one of the values z = ±π/2 and has the minimum at z = ∓π/2. Since we deal with a nonlinear FPE, ergodicity is broken in the over-critical solution and the asymptotic solution depends on initial states. With under-critical coupling strength no mean orbital drift exists u z = 0 and the von Mises distribution collapses into the uniform distribution.
The von Mises distribution allows a self-consistent definition of the stationary mean orbital velocity u z . The latter is given as the solution of the expression:
Such self-consistent relations are well known from many disciplines in physics. Exemplarily we remind on atom physics [80] , on plasma physics [81] , chemical physics [82] , the theory of equilibrium [83, 84] and nonequilibrium [85, 86] phase transitions, and on synchronization phenomena of phase oscillators [55, 87] . The usual way of finding the solution is the geometric construction of the l.h.s and the r.h.s. Their intersection(s) yield the solution of (35) . It is known that this solution u z undergoes a pitchfork bifurcation at
It is just the value of the coupling strength at which the slope of the r.h.s. of (35) Later on, in the discussion part we present also the results obtained by means of the von Mises distribution. In the next subsection, the latter is used for decoupling the higher moments in the transport equations.
D. Analysis of the stationary asymptotic state
In this section we study the stationary states as they follow from the asymptotic limit of the transport equations and use the results of the last chapter.
Under-critical coupling strength
First, we take a look upon the stationary limit for the case µ µ crit . There no cooperation in the motion exists and the orbital velocity disappears u z (r) = 0. The density ρ(r, t) → ρ(r)
becomes stationary as well. The radial flux u r disappears which is a consequence of the continuity equation (24) . This disappearance can be confirmed by calculating the stationary mean flux using the von Mises distribution.
At second, with u z = 0 the orbital angle distribution ρ z (z) squeezes to the periodic equidistribution on z ∈ [−π, π). It causes the disappearance of all third order moments in the balance equations. Therefore, in agreement with Eqs. (31) and (32) 
The equation for the orbital flux reads
where we have dropped the stationary density and inserted the radial variance from (37).
Obviously, it possesses the solution u z = 0 which is homogeneous in space as also the variances in (37) are.
Eq. (38) also defines the border of stability of the present solution. The bracket at the r.h.s. vanishes at the critical coupling strength µ crit from (36) . Stability of the noncooperative behavior is given only for under-critical values µ.
The single value which depends on coordinates is the marginal density ρ(r). The equation which determines its functional dependence is the stationary equation for the mean radial flux ρu r . It becomes with the findings from above
As solution for the weakly coupled ensemble, we obtain the same stationary marginal density as it was derived for a single independent particle [26, 27] . There we have found
which we obtain here for the marginal density of weakly coupled searchers. We note that all moments with three trigonometric functions disappear. Hence, with the given variances (37) and vanishing fluxes all stationary transport equations are exactly fulfilled. Also the average 1/r − 1/r c + µu r /v 2 0 r vanishes with (40) which we used to obtain the von Mises distribution as in (34).
Over-critical coupling strength
Secondly, we formulate decoupling relations for the moments including three trigonometric functions if µ µ crit with u z = 0 in agreement with the simulations and the von Mises distribution. Here, we follow a partial integration scheme of the stationary von Mises distribution. Doing so and requiring u z = 0 we obtain the identity
with ρ z (z) from (34) and f (z) as polynomial of cos(z) and sin(z) functions. Note, that at the r.h.s. the single cos(z) function has disappeared and the order of the moment is reduced.
Using (41) and properties of the trigonometric functions one easily verifies that the expressions vanish for f (z) = cos 2 (z) and sin 2 (z). It also vanishes for f (z) = v 0 meaning again that the stationary radial flux disappears. i.e. u r (r) = 0, and the density becomes stationary ρ(r, t) → ρ(r).
And thus, the two remaining third order moments in our theory are linked to the second order moments. It holds
Afterwards, insertion of those expressions into the r.h.s. of the balance equations for the mean radial and orbital energies (31) and (32), we derive exactly
The transport equations confirm the decoupling by means of the von Mises distribution and both radial and orbital energies become stationary.
The stationary equation for the mean orbital velocity yields the same condition as in the under-critical case
Again the density drops out in the stationary state and this equation possesses spatially homogeneous steady states. One solution is u z = 0 which appears to be stable for undercritical coupling µ µ crit as discussed above. Since by assumption u z = 0 we select as solution for the cooperative regime
One might add here that the same expression could be obtained by determining the stationary mean radial energy via averaging with the von Mises distribution and setting u r = 0.
The equation for mean radial velocity u r becomes the equation for determining the marginal density ρ(r). Insertion of (46) into (25) gives
This equation can be integrated and we get the steady state of the spatial marginal density in case of µ µ c :
with C being the normalization constant. We mention that in case of the critical coupling strength, i.e. if µ = µ c the exponent in this distribution becomes unity. Hence, the marginal density (48) at critical coupling strength coincides with the marginal density in the undercritical situation (40) reminding the soft character of the pitchfork bifurcation.
In the cooperative regime the marginal density also depends on the coupling strength and on the noise intensity. In comparison to (40) the density in (48) appears more narrow above its maximal state r c as can be inspected in Fig.4 . That is why, the exponent is larger than unity in the over-critical situation. We also remark, that again the spatial average of
To close the analysis, we have to determine the mean orbital velocity and its variance.
The latter can be obtained using the conservation of speed (28) as variance
and it remains to determine the stationary u z .
We could rely here to the result of the self-consistent solution (35) using the von Mises distribution. But we will follow again the transport equations to obtain an analytic expression. For this purpose we inspect the balance for the second mixed moment ρu r u z . In case of under-critical coupling u r = 0 and u z = 0 and both sides of the balance equation vanish.
In case of an over-critical coupling the equation reads
wherein we start to decouple as we did before. We obtain (u z = 0)
To be in agreement with the equation for the stationary marginal density (47) we have to require that the mean orbital velocity is homogeneous in space and becomes
Afterwards, we can complete the set of stationary characteristics. We find for the orbital
which is smaller than the radial variance in the cooperative regime. Again we underline that all asymptotic characteristics of the velocity are homogeneous in space. Spatial dependence is determined over the dependence of the marginal density ρ(r), only.
The orbital velocity exactly vanishes at the critical value of the coupling strength. For infinitely large coupling all energy is concentrated in the orbital flow and the variances vanish. In comparison with the Gaussian decoupling it approximates the integral expression (35) and fits better the data from the simulations. Surprisingly, this velocity as well as the variances do not depend on the interaction strength κ with the home.
E. Marginal spatial densities: Smoluchowski equations
In order to find a kinetic equation for the radial distribution ρ(r, t), we take a look upon the dynamics of the mean radial velocity ρu r before it vanishes. It reads
Therein we again have neglected the covariance σ rz . The radial flux ρu r can be eliminated by taking the derivative with respect to r on both sides and using the continuity equation (18) . As result the radial flux disappears and we are left with the telegraph equation
and τ φ is from (7). This equation reflects still inertia and is of hyperbolic type. The reduction to the overdamped Smoluchowski equation as presented below consists in a transition to a parabolic diffusive behavior at larger time scales. A profound discussion of similar transitions was recently considered in [88] .
Further on, we distinguish again between under-and over-critical coupling strengths. For the expressions of the mean radial and orbital energies in (55) we will use the steady state homogeneous expressions as obtained for the two cases in the last section. The latter are valid in the asymptotic stationary limit, for which we eventually find the stationary densities of the two regimes.
First, if µ < µ c the second moments of the radial and orbital energy share the same kinetic energy v 2 0 /2. We get instead of (55):
The prefactor of the first temporal derivative at the l.h.s. is always positive for undercritical coupling. With assumed small the relaxation time τ φ at time scales t τ φ we can eliminate the inertia in the problem which is presented by the second temporal derivative.
We obtain the Smoluchowski equation
for the radial evolution at time scales t τ φ . Therein is
the effective diffusion coefficient of the marginal density of particles coupled with undercritical strength. We note that D eff is always positive for under-critical coupling strength but increases with the coupling strength. The stationary solution ρ(r) of Eq. (57) is the marginal density as presented in (40) . Remarkably, it is faster approached with increased coupling but exhibits no dependence on µ and σ 2 .
Let us now concern with the spatial density for over critical-coupling strength µ ≥ µ c .
We proceed in a similar way but the occurrence of the mean orbital velocity u z as derived in (52) changes the derivation significantly. After taking the derivative (54) with respect to r we obtain another telegraph equation which looks this time as:
We notice that the expression in front of the first derivative is always positive in the overcritical situation. This gives us again the possibility to eliminate the inertia in the problem at time scales t τ φ . We obtain the Smoluchowski equation for the over-critical regime which reads this time
The effective diffusion coefficient reads
and decays starting from the value of the critical coupling strength. The stationary solution of the Smoluchowski equation (60) was presented in the last section as Eq. (48).
V. DISCUSSION
In this section, we compare our analytical results with simulations and discuss our findings. We start by discussing the average velocities. In Fig. 7(a) , we compare simulation results for the average velocities u z and u r as symbols with the analytical results from Eq. (52) as blue dashed line, the von Mises distribution ( Finally, we show in Fig.9 the spatial density derived from simulations as symbols and the analytical result from (48) i.e. N = 2000. At distances r > 3 the searchers rarely interact with each other due to low density, while for the theory we assumed infinite particle numbers. Parameters are given in the capture of the figure. In Fig. 9(b) , we show the result for the marginal density of the position in the (x, y) plane, pointing out that for µ > µ crit , here chosen µ = 0.7 > µ crit = 0.2, the density at the center decays with increasing µ. The parameters for this figure are as given in the caption.
VI. CONCLUSION
We have studied the transition from individual motion to collective motion for an ensemble of coupled local searchers. Individually, each forager follows a simple version of a path integrating scenario given by a recently proposed search and return dynamics [26] . The searchers of the ensemble move with constant speed and were coupled via an interaction which aligns their heading directions. The latter models the possibility of the foragers to avoid collisions and might for instance result from a drag force of the comoved fluid around the searcher. As a experimental situation for which our model can apply we mention Daphnia moving around an attracting light shaft playing the role of a common home. Former studies on the transition from individual to cooperative trajectories were restricted to computer simulations [41] [42] [43] [44] 46] . Studies describing midges swarms [29] [30] [31] do not consider transitions between individual and collective behavior.
Here we give a profound analytical analysis based on a kinetic theory of an ensemble of searchers. Outgoing from a nonlinear FPE (23) we derive nonlinear transport equations and make a detailed bifurcation analysis of the latter.
The situation with a central position also reminisces of models with binary attractive forces between active particles [45, 52, 89] In the paper we found a good agreement for the nonequilibrium phase transition between the numerical simulations and the analytic expressions. Qualitatively, the undercritical situation does not reflect the interactions between particles. Nevertheless it might be worth to investigate correlations between the searchers despite the absence of collective order as recently reported and discussed for swarms of midges [31, 91, 92] . In the undercritical situation qualitatively maintain trajectories of the single forager model, while for overcritical coupling trajectories change to circular motion.
In our analysis the marginal density of the distance ρ(r) is the single value which exhibits asymptotically a space dependence. The other characteristics as the mean orbital and radial velocity and their variances get homogeneous in space. The covariance between the two vector components was neglected in agreement with the results of simulations. Except the latter one and the mean radial velocity, all mentioned characteristics change qualitatively their behavior at the critical coupling strength.
We discussed also differences between a decoupling of higher order moments with a von Mises distribution and using a Gaussian decoupling. The first one exhibits a better agreement with the simulations since it was able to reflect the periodicity of the angular variable.
Consistently, the two variances of the velocity components differ in their value in case of the von Mises decoupling. We also were able to derive this von Mises distribution for the marginal angular velocity outgoing from the mean field FPE.
The transition from the periodic uniform distribution to a single peaked at critical coupling strength had shown good agreement between simulations and analytics. Similar good agreement was reported for the marginal spatial density ρ(r) of distances from the home.
As effect of the alignment this density becomes more narrow around its most probable distance r max . The latter is determined by r max = r c = v 0 /κ in both under-and over-critical coupling situations. The localization of this peak appears to be independent of the strength µ between the entities. The contraction of the pdf around r max reflects the transition from random loops to circular motion of the single searcher.
We also discussed the derivation of a Smoluchowski-equation with under-and the overcritical coupling strength's. Usually this notion is applied for the kinetics of the pdf of spatial coordinates describing the diffusion of Brownian particles [93] in overdamped situations. Therein, the characteristic time scale is larger than the corresponding brake time τ γ of the Brownian particle [94] . In our situation, the role of the brake time is taken over by τ φ .
At time scales larger than the angular relaxation time, the inertia of the entities can be neglected which has resulted in the elimination of the angular dynamics. Along these time scales the approximate description of the spatial pdf is given as a diffusion in an external field which is the topic of a Smoluchowski equation.
Our analysis was restricted to values µ κ. Simulations suggest that for µ κ another transition to more exotic flocking patterns appears, where the particles no longer move in circles around the home and the circular symmetry is broken [46] . Research in such direction also with more complex interaction rules is done in [95] . While we focused our analysis on the continuum limit of infinite particle numbers and vanishing sensing radius, we numerically investigated the limits of our approximation for the stationary density (48) . For this purpose, we varied the particle numbers as well as the sensing radius. An important limiting factor is the number of interacting particles, that means the number of particles within one sensing radius r sens . Even for a rather small total number of simulated particles a transition to a collective rotation around the home can be found. The particles are initially randomly distributed and form over time a persistent rotating cluster. We present in Fig. 10(a) sample trajectories for such a rotating cluster.
The majority of the simulated particles (N = 50) is part of the cluster, while some particles follow their own path. The sensing radius is given by r sens = 0.1. Correspondingly the spatial density does not follow the undercritical steady state density (40) it slowly starts to approach the steady state density given by (48) . This can be seen in Fig. 10(b) . Here the total particle number N is varied. For N = 10 the density (black circles) follows the undercritical or free particles density (40) (line), while for N = 50 the simulation results (blue plus) for the density already clearly deviates from the undercritical density and approaches the overcritical density (dashed line). With increasing the particle numbers the overcritical density is further approached. Although the particles form a rotating cluster the ensemble average of several simulations has still rotational symmetry around the home. As already mentioned the number of interacting neighbors is important for the validity of the FPE (23) and its derivations. In order to clarify this aspect we show in vector of the position vector e r (t) = {cos(β(t), sin(β(t))} with orientation given by the angle β(t). The force is independent of the distance r(t) from the home and depends only on β(t). Now we allow infinitely large damping γ → ∞ as considered in the overdamped limit.
Projection on the speed and heading variables gives v(t) = v 0 e v (t) .
(C2)
We assumed that the limit k/γ vanishes for large damping. The situation reduces to a microswimmer with constant speed.
Alternatively, the heading dynamics readṡ
with κ = k/v 0 . We got Eq. (2) and, thus, the path integration program has been traced back from a mechanical problem given by the Newton law (C1) and formulating mechanical forces. During the path integration the searcher is always aware of the direction towards the home without having knowledge about the distance.
An alternative interesting model was recently proposed by Waldner and Merkle [17] . It considers a central harmonic force and recovers beautiful rosette like trajectories around the home which have been reported several times for dessert ants [2, 10, 11, 15] . Formally, one should replace k → k 0 * r(t) in (C1) and, subsequently, in(C3).
To take k as a function of the distance might be a fruitful direction to get better agreement with experimentally found trajectories. One could consider general central forces with a distant dependent k(r) in (C1) and will get the same k(r) in the heading dynamics (2).
Some particular cases have been investigated in [26] . Therein, the deterministic case well as the stationary stochastic problem with added angular noise in the φ-dynamics have been analytically solved.
