Two field experiments were conducted in 2009 and 2010 growing seasons at the experimental farm of the Faculty of Agriculture, Cairo University, Giza, Egypt. Sixteen Egyptian cultivars were evaluated in a balanced lattice design (4 x 4) with five replications for nine traits. The aims were to determine relationships between yield and its components and examine the efficiency of such components in building yield capacity by using six different statistical methods. Highly significant differences were detected among genotypes for all studied traits. Highly significant and positive correlation estimates were detected between seed cotton yield and each of number of fruiting branches per plant, number of opening bolls, lint cotton yield per plant, seed cotton yield per plant, lint cotton yield per plot, seed yield per plot and lint percentage. On the other hand, number of dry bolls per plant showed negative association with seed cotton yield. In multiple linear regressions, the relative contribution for all yield components explained 96% of the total variation in seed cotton yield. The stepwise regression showed that, seed yield per plot, lint cotton yield per plot and number of dry bolls, were the most contributing variables in seed cotton yield per feddan (99% of seed cotton yield variation). Stepwise multiple linear regression proved to be more efficient than the full model regression to determine the predictive equation for seed cotton yield. The criteria used in identifying the best subsets were based on monotone functions of the residual sum of squares (RSS) such as R 2 , adjusted R 2 and Mallow's Cp. Results revealed the best subset regression model, based on the three different criteria, were the predicted equation for seed cotton yield per fed (Y) was Y = -0.12 -0.011 x2 -0.011 x6 + 0.016 x7. The simplified results from best subset regression analysis indicate that the highest coefficient of determination (R 2 =99.9%), adjusted R 2 (99.8%) and lowest Mallows' conceptual predictive (Cp) value (2.0), and has three-independent variables. The factor analysis grouped the studied variables into two groups, which explained 83.4% of the total variability in the dependence structure. The first group contributed 58.9% while, the second group was responsible for 24.5% of the total variability. Cluster analysis reflected the tendency of each group of variables in one cluster to relate closely to each other. Analysis of six statistical procedures revealed that high yield of cotton can possibly be obtained by selecting breeding materials that have high seed yield per plot (x7) and high yield per plot (x6), but have low number of dry polls per plant (x2).
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Introduction
Cotton (Gossypium barbadense L.) is considered the main fiber crop through industry in Egypt as well as in the world. Attainment of maximum yield of cotton from the unit area is greatly dependent upon appropriate environmental and cultural practices as well as the yielding potential of cotton variety.
Cotton is considered one of the important strategic crops, where it has an effective influence on national income. Cotton contributes 2.5% of agriculture total income which equals about 4.8% of total plant production; cotton export value is about 3.9% of total Egyptian exportation "except petroleum oil". Regarding to agriculture exportation value, cotton contributes 36.6% that is considered about 53.7% of total raw material exportation as an average of 2000-2009 years. Also cotton is a main raw material of the textile industry which is considered the first important industry in Egypt. Cotton seeds also are used in oil and animal feed industries, which are fully needed especially to minimize imports of oil and animal feed that cost Egyptian economy a lot of hard currency.
The cultivated area of cotton is going lower year after year, in spite of its importance for national economy. Egyptian statistics indicate that the decrease of cotton cultivated area from 993 thousand feddans in 1990 to about 520 thousand feddans in 2011, led to a decrease in cotton production to about 90.9%. One of the lowest cotton cultivated area, due to unfair prices to producers and better net profits from alternatives crops especially cereal crops, at the same time increase of costs of cotton inputs. In addition to the very high cost of hand picking and insufficient trained picking workers. The decrease of cotton production in recent years has a negative reflection on local and international market supply.
The production of cotton can be increased either by increasing cultivated area or by increasing yield per unit area. Currently, it is nearly impossible to increase area under cotton crop due to competition with other crops and the restricted irrigation water supply, etc. Therefore, the only alternative way left is to increase it's per feddan yield by better crop management techniques and introducing high yielding varieties of resistance against environmental stresses.
Before initiating any cotton improvement program, the precise knowledge about the nature and genetic potential of existing germplasm, and extent of relationship and association of different morphological and yield contributing traits with the seed cotton yield is of vital importance (Badr 2003 and Batool et al. 2010 .
The main objective of plant breeders is to evolve high yielding varieties. There are many attributes, on which the yield of cotton crop depends, such as plant height, number of fruiting branches, number of bolls per plant, seed cotton yield per plant, lint cotton yield per plant, boll weight, seed index, lint percentage etc. It is desirable for plant breeders to know the extent of relationships between yield and its various components which will facilitate selecting plants of desirable characteristics. The needs of new cultivars having higher seed cotton yield leads to the objective of cotton breeding programs to develop new cultivars having higher quality and greater yielding ability. The knowledge of relationship among yield and various yield components has been successfully exploited towards cotton improvement.
Different statistical techniques have been used in modeling crop yield, including correlation and regression analyses, and factor and cluster analyses to evaluate yield and yield components for breeding programs (Massmart et al. 1997 and Ikiz et al. 2006) .
Determination of correlation coefficients between various characters helps to obtain best combinations of attributes in cotton crop for obtaining higher return per unit area. Multivariate statistics concern understanding the different aims and background, and explain how different variables are related with each other. The practical implementation of multivariate statistics to a particular problem may involve several types of univariate and multivariate analyses in order to understand the relationships among variables and their relevance to the actual problems being studied (Johnson and Wicheren, 1996) . Many different multivariate analyses such as regression analysis (multiple linear regression, stepwise multiple linear regression and best subsets regression), and factor and cluster analyses are available.
This study was undertaken in order to determine the dependence relationship between seed cotton yield and yield component characters of sixteen Egyptian cotton cultivars under Middle Egypt region conditions by using certain statistical procedures. The ultimate aim of this study is to help cotton breeders, how to determine the effect of yield components and what yield components could be efficiently used in breeding programs.
Materials And Methods Experimental site and plant materials
Two field experiments were carried out at the Agricultural Research and Experiment Station, of the Faculty of Agriculture, Cairo University, Giza, Egypt during the two successive seasons of 2009 and 2010. Six statistical procedures including; correlation, multiple linear regression, stepwise multiple linear regression, best subset regression, and factor and cluster analysis were used to study the relationship between cotton yield and its components. The genetic materials used in this experiment included sixteen Egyptian cotton cultivars (Gossypium barbadense L.) representing a wide range of variability in their agronomic traits. Seeds of all cultivars were obtained from Cotton Research Institute, Agricultural Research Center, Giza, Egypt. The names, classification and pedigree of these cultivars are shown in Table ( 
Experimental layout and crop Management
The trial was arranged in a balanced lattice design (4 x 4) with five replications. Each plot (experimental unit) included three ridges, each of 0.6 m in width and 3.0 m in length, occupying an area of 5.4 m 2 , where the genotypes were assigned to the experimental plots. Seeds were sown by hand on the first of April in both seasons. Hills were 20 cm apart to insure 15 hills per row. Hills were thinned to keep a constant stand of two plants per hill at seedling stage. The preceding crop was Egyptian cotton cultivars (Gossypium barbadense L.) in both seasons.
In each experiment the phosphorus fertilizer as ordinary superphosphate (15.5% P 2 O 5 ) at the levels of 25 kg P 2 O 5 /feddan was incorporated during seed bed preparation. Nitrogen fertilizer in the form of ammonium nitrate (33.5% N) at the rate of 60 kg N/feddan was applied in two equal doses, immediately before the first and the second irrigations. Potassium fertilizer was applied in the form of potassium sulfate (48% K 2 O) at the level of 25 kg K 2 O/feddan was sidedressed in one dose before the second irrigation. Standard agricultural practices were followed throughout the growing seasons. The pest and weed management was carried out during the growing season, according to practices used at the experimental station. All agronomic practices were kept normal and uniform for all the cultivars.
Data collection
At maturity ten plants were taken at random from the central row in each plot to measure the following traits: number of fruiting branches per plant, number of dry bolls per plant, number of opened bolls per plant, seed cotton yield per plant (g), lint cotton yield per plant (g), seed yield per plot (g), lint yield per plot and lint percentage (%).The seed cotton was handpicked and weighed for plot yields and then adjusted in kantar per feddan ( one kantar = 157.5 kg. and one feddan = 4200 m 2 ).
Statistical analysis and interpretation of data Analysis of variance
In the data analysis, normalizing the data distribution as one of the primary assumptions was carried out by using SPSS (2008) . Therefore, the normality of the data was evaluated using the Kolmogrov-Smirnov method. Also, data were tested for violation of assumptions underlying the analysis of variance. The data in the two seasons were subjected to a statistical analysis according to the technique of analysis of variance (ANOVA) for the balanced lattice design (4 x 4) according to Gomez and Gomez (1984) (Table 2) through Mstat-c computer program (Freed et al. 1989) , for all the traits to test the null hypothesis of no differences among the cotton cultivars. The combined data of seed cotton yield and its components across the two seasons of the study were analysed by the following statistical procedures:
Descriptive analysis
The row data was compiled by taking the means of all plants taken for each treatment and replication for different traits in both seasons. The pooled means of both seasons were subjected to further statistical and biometrical analysis. Simple statistical estimates, viz. average, range, standard error and coefficient of variation were analyzed according to Steel et al (1997) .
Simple correlation coefficients
To study the relationship among different traits, simple correlation coefficient for each pair of the traits was calculated. Pearson simple correlation coefficients were calculated, and the matrix of these correlations was studied (Snedecor and Cochran, 1981) .
Multiple linear regression
A multiple linear regression model was used for determining the relative contribution of related components to seed cotton yield per feddan (Y) variations by applying the following equation (Snedecor and Cochran, 1981) : Y= a + b 1 x 1 + b 2 x 2 +b 3 x 3 +……………….+ b i x i Where, Y is the dependent variable (yield), the x's are independent variables (measured traits) affecting dependent one, a is the intercept coefficient, and the b's are the related coefficients of independent variables in predicting the dependent variable. b i = Partial slope coefficient (also called partial regression coefficient, metric coefficient). It represents the change in Y associated with a one-unit increase in x i when all other independent variables are held constant.
We performed SPSS 17.0 to determine the intercept and regression coefficients, after that we tested them for significance (Draper and Smith, 1998) . Coefficients of determination (R 2 ) were estimated to show how the model of predictors fits the dependent or independent variables (higher R 2 , higher fit of the model and higher model goodness).
Stepwise multiple linear regression
Stepwise regression (Draper and Smith, 1998) was used in order to determine the most important variables significantly contributed to total yield variability.
Best subset regression
The regression model selection procedure is designed to help select the independent variables used in building a multiple regression model to predict a single quantitative dependent variable Y. The procedure considers all possible regressions involving different combinations of the independent variables. It compares models based on the coefficient of multiple determinations R 2 , adjust R-square, Mallows' Cp-statistic (Draper and smith 1998 and Montgomery et al 2001) , and mean square error. Of particular value for predictive model selection is the Cp-statistic proposed in Mallwos (1973 Mallwos ( , 1995 Mallwos ( and 1997 .
The best subset regression method, builds all one-variable models, all two-variable models, all three-variable models, and so on, until the last all-variable model is generated. The method requires a powerful computer (because a lot of models are produced), and selection of any one of the criteria: R -square, adjust R -square and Mallows' conceptual predictive Cp.
To determine an appropriate subset of predictor variables, there are several different criteria available. They include Rsquare, adjust R -square and Mallows' conceptual predictive Cp. in order to establish adaptation of the estimated regression model by empirical data we use standard error of the simple regression which represent the estimation of standard deviation of random error σ ɛ . It is marked by S ɛ , and it is presented as square root of repetition, or:
Where SS e is a sum of square root aberration of the empirical points of regression model (Error sum of squares). The standard error of regression as absolute measure of the unexplained variability is not convenient for comparison. That is reason why we use relative indicator coefficient of multiple determination R 2 . It is presented as a measure of explained variability and is calculated by this equation:
The coefficient of multiple determinations R 2 shows the percentage of variations of dependent variable Y which is described by common influence of independent variables which are involved in this model. During its calculation we should take care of the number of independent variables and of sample size. It is achieved by calculation of the adjusted coefficient of multiple determinations:
Where: n is the sample size and k number of independent variables.
Mallow's conceptual predictive (Cp) Criterion:
Mallow's Cp is a technique for model selection in regression (Mallows 1973) . The Cp statistic is defined as a criterion to assess fits when models with different numbers of parameters are being compared. If model (p) is correct then Cp will tend to be close to or smaller than p. Therefore a simple plot of Cp versus p can be used to decide amongst models. This criterion is related to the mean-square error of a fitted value as follows:
Where n is the sample size, p is the number of covariates including β 0 , RSS (p) is the residual sum of squares from a model containing p parameters, and S 2 is the mean residual sum of squares from the model containing all possible covariates (Full model).
A model is good according to this criterion if Cp ≤ p. We may choose the smallest model for which Cp ≤ p, so a benefit of this criterion is that it can achieve for us a `good' model containing as few variables as possible. To analyze the best subset regressions between seed cotton yield and yield components was performed for all genotypes using MINITAB V.14 software statistical package (Carver 2004) .
Factor Analysis
The factor analysis method is consisted of the reduction of a large number of correlated variables to a much smaller number of uncorrelated variables. After extracting main factors, the matrix of factor loading was used to a varimax orthogonal rotation, and the communality or variance of uncorrelated variables was estimated by the highest correlation coefficient in each array (Seiller and Stafford (1985) . The factor loadings of the rotated matrix, the variability percentage of each factor as well as commonalties for each variable were determined.
Cluster analysis
Also, cluster analysis was applied to identify variables which can be classified into main groups and subgroups based on similarity and dissimilarity. Cluster analysis was used for arranging variables into different clusters to find the clusters that the cases within are more similar and correlated to one another comparing to other clusters. The resulting similarity coefficients were used to evaluate the relationships among variables with a cluster analysis using an unweighted pair group method with arithmetic averages (UPGMA). This procedure was performed using a measure of similarity levels and Euclidean distance (Everitt 1993 and Eisen et al 1998) . Cluster analysis of the 9 traits was conducted using cluster (hierarchical cluster analysis by SPSS 17.0 for windows).
Results And Discussion Descriptive analysis
The data recorded on nine quantitative characters were subjected to descriptive analysis of quantitative traits such as mean, and measures of dispersion (range, variance, standard deviation, standard error and coefficient of variation). The descriptive statistics of the 9 quantitative traits is presented in Table 3 . Simple measures of variability include, range, standard deviation, variance, standard error and coefficient of variation. In plant breeding, these measures are commonly used for the assessment of variability. Data in Table 3 showed that the coefficient of variation was high for all characters, except lint percentage. High CV's were recorded in number of dry bolls (30.47 %), lint cotton yield per plot (28.28%), lint cotton yield per plant (27.42%), number of fruiting branches per plant (26.17%), seed cotton yield per plant (24.37%), seed cotton yield per feddan in kantar (23.08%), number of opening bolls (22.03%), seed yield per plot (20.84%), along with a wide range of 2.6-10.3, 57.1-163.3, 1.7-5.7, 3-10.8, 6-14.2, 2.9-7.3, 5.9-13.2, 131-304 and 33.9-40.3, respectively revealing a high level of diversity among the cultivars for these traits.
This provides evidence for sufficient variability and selection on the basis of these traits can be useful. Selection for seed cotton yield can only be effective if desired genetic variability is present in the genetic stock. Present data is in agreement with results obtained by Ahuja et al (2006) and Alishah et al (2008) .
Analysis of variance (ANOVA)
According to the technique of analysis of variance (ANOVA) for lattice design for 2009 and 2010 seasons. Mean squares of different traits are summarized in Tables 4 and 5 . Based on the results obtained, statistical analysis revealed that the cultivars included in the study had highly significant variation (p ≤ 0.01) for all traits under study.
It could be concluded that differences between cotton cultivars may be due to genetical differences between cultivars and indicating considerable amount of variation present in these material. This provided the evidence for the significant genetic variability present for these traits among the genotypes. This illustrates the high potential of these cultivars to be used as a genetically source for breeding purposes. Therefore, subsequent analysis was conducted. The varietal differences in growth, yield and yield components obtained in this study are in agreement with those obtained by Abouzaid et al (1997) , Hassan et al (2005) and Ahmad et al (2008) .
Simple correlation analysis
Correlation analysis is widely used in statistical evaluation and it shows efficiency of relationship between two variables (Rees 1995 and Ozdamar 1999) , considering the possibility of high yield through yield attributes, as primary interest in crop improvement, understanding that the amount of the magnitude of correlations among various yield traits is required. Correlation coefficient analysis measures the mutual relationship between various characters and determines the component of characters on which selection can be used for yield improvement.
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The knowledge about correlations between cotton traits allows measuring the magnitude of the relationship among multiple traits and determines the trait to guide the selection, in order to improve the yield, earliness, and fiber quality (Iqbal et al. 2006) . The simple correlation coefficients between quantitative characters in this study based on combined data across 2 years are given in Table 6 . **, *, ns: Significant at 1 and 5 % probability levels and non-significant, respectively.
X 1 = Number of fruiting branches per plant, X 2 = Number of dry bolls per plant, X 3 = Number of opening bolls per plant , X 4 = Lint cotton yield per plant, X 5 = Seed cotton yield per plant, X 6 = Lint cotton yield per plot, X 7 = Seed yield per plot, X 8 = Lint percentage, Y= Seed cotton yield per feddan in kantar It is evident from the statistical analysis of the data that there are positive and significant relationships existed between seed cotton yield and each of number of fruiting branches per plant, number of opening bolls, lint cotton yield per plant, seed cotton yield per plant, lint cotton yield per plot, seed yield per plot and lint percentage. On the other hand, number of dry bolls per plant showed negative association with seed cotton yield. Thus variability for these traits among different cultivars is a good sign and selection in the breeding material will have a significant effect on the seed cotton yield.
The study of Afiah and Ghoneim (2000) reported that seed-cotton yield was highly and positively correlated with each of number of fruiting branches, number of bolls per plant, boll weight and lint yield. The same relationship was found between lint yield and each of number of fruiting branches, number of bolls per plant, boll weight, seed cotton yield and lint percentage. Also, Abouzaid et al (1997) and Khan et al (2009) reported that the number of bolls per plant in upland genotypes had a positive correlation with yield. Bolls per plant is the key independent yield component and play prime role in managing seed cotton yield. From the results of correlation coefficients it can be concluded that selection for any character with a significantly positive association with seed cotton yield would improve the productivity of cotton crop.
The significant and positive correlation recorded between seed cotton yield per unit area and some yield components particularly number of fruiting branches per plant, number of opening bolls, lint cotton yield per plant, seed cotton yield per plant, lint cotton yield per plot, seed yield per plot and lint percentage indicated an inter dependency between these characters. It also indicated that these parameters are important yield determinants because the higher number of fruiting branches and the number of opining bolls significantly increased seed cotton yield per plant thereby leading to increased seed yield per unit area. These results suggested that improvement of seed yield in cotton is linked with these traits and selection of these characters might have good impact on seed yield. The obtained results also confirm the results reported by Salahuddin et al (2010) , Afiah and Ghoneim (2000) , Soomro (2000) , Larik et al (1999) , Murthy (1999) , Gomaa et al (1999) , Surriya (1996) , Killi (1995) and Baluch et al (1992) 
Multiple linear regression analyses
The Multiple linear regression method is used to determine the role of yield components in increasing the yield and selection efficiency by means of few traits as the effective indicator to obtain breeding aims (Farshadfar 2004) . To express the quality of fit between a regression model and the sample data, the coefficient of multiple determinations (R 2 ) was used. Table 7 shows the linear relationship between predictors and dependent variable is significant. Higher value of R 2 indicates a better fit of the model to the sample observations. However, adding any regressor variable in this model, even an irrelevant regressor, yields a greater R 2 . For this reason, R 2 by itself is not a good measure of the quality of fit. To overcome this problem in R 2 , an adjusted value could be used. Therefore, the adjusted R 2 was used for this model which is a more reliable indicator of model quality. We found that the value of adjusted R 2 is 0.960. As such, 96% of the variability in seed cotton yield can be predicted from the relation of the independent variables, while the remaining can be explained by the outliers beyond the model. Since the P-value in the ANOVA table is less than 0.01 level of probability, there is a statistically significant relationship between the variables at 99% confidence level. The R 2 statistic indicates that the model explains 96.1% of the variability in seed cotton yield per feddan. The adjust R 2 statistic, which is more suitable for comparing models with different number of independent variables, is 96.0%. The standard error of the estimate shows that the standard deviation of residuals is 0.069. The Durbin-Watson (DW) statistic tests the residuals to determine if there is any significant correlation based on the order in which they occur in data. Since the P-value is greater than 0.05, there is no indication of serial autocorrelation in the residuals at the 95.0% confidence level of probability.
Data in Table ( 8) shows that the fitting of multiple linear regression model to describe the relationship between seed cotton yield per feddan and eight independent variables. In determining whether the model can be simplified, it is noticed that the highest P-value on the independent variables was 0.886, belonging to seed cotton yield per plant (Table  8) . Since the P-value is greater or equal to 0.05, that term is not statistically significant at the 95.0% or higher confidence level.
Consequently, we should consider removing seed cotton yield per plant, from the model. These results are emphasized on the importance of the mentioned two variables (lint cotton yield per plot and seed yield per plot) in cotton selection for breeding programs. The equation of the fitting model was found as follows:
Seed cotton yield ( Yˆ) = -0.165 + 0.004 X l -0.004X 2 -0.004X 3 -0.003X 4 + 0.001X 5 + 0.015X 6 + 0.016 X 7 + 0.006 X 8 The relative contribution i.e., coefficient of determination (R 2 %) for yield factors explained 96.1% of the total variation in seed cotton yield which could be linearly related to variation in all variables, and 3.9% could be due to the residual. In this analysis, all variables were added in the prediction equation. It is well known that as more variables were added, the interpretation of association will be more complex. On the other hand, some variables may contribute a little to the accuracy of the prediction equation. In addition, given that the number of observations was much greater than the number of potential independent variables (x) under consideration, the addition of a new variable will always increase R 2 but it will not necessary increase the precision of the estimate of the response. At this point, the stepwise multiple linear regression analysis was carried out to determine the best variables accounted for most of variance in seed cotton yield.
Stepwise multiple regression analysis
Stepwise multiple regression analysis is a multiple statistical method that can screen or select the most important variables through a dependent variable such as the seed cotton yield. Stage regression method is used to determine the role of yield components in increasing the yield and selection efficiency by means of few traits as the effective indicator to obtain breeding aims (Farshadfar 2004) .
In order to gain a predictor model of seed cotton yield variation and study the traits effective on yield, regression modeling was conducted based on stepwise regression.
Stepwise regression analysis in the present study was calculated by considering the seed cotton yield as the dependent variable and other characters as the independent variables. The regression analysis of seed cotton yield (kantar per feddan) as dependant variable (Table 9 and Figure 1 ) according to stepwise method demonstrated that traits such as seed yield per plot (x 7 ), lint cotton yield per plot (x 6 ) and number of dry polls per plant (x 2 ) entered to the regression model and totally justified 99% of the variation existed in seed cotton yield. These results are in agreement with those of correlation matrix, so that the seed yield per plot character which was first entered into the regression model, had the most correlation with the seed cotton yield and lint yield per plot had a very high correlation with the seed cotton yield per feddan, negative and highly significant with number of dry bolls per plant. Therefore, these traits were considered as the main seed cotton yield components. The unexplained variation (1% of the total) may be due to variation in other yield components. Stepwise regression, with backward elimination, shows the results of fitting a linear regression model to describe the relationship between seed cotton yield per feddan and eight independent variables. Regression coefficients for the accepted variables are shown in Table 10 . According to this analysis the predication equation is given as follows:
Seed cotton yield ( Yˆ) = 0.041 + 0.016 X 7 +0.015 X 6 -0.011 X 2 (R-squared = 99 percent). Table 10 . Regression coefficient, standard error, t-value and probability of the accepted variables by the stepwise procedure to predict seed cotton yield. The other variables were not included in the analysis due to their low relative contributions. Existence of significant R square in a successful regression equation indicates the effectiveness of these traits to increase seed cotton yield. The for mentioned equation showed that the seed yield per plot and lint cotton yield per plot had positive and significant relationship at 1% probability level with seed cotton yield, whereas number of dry bolls per plant had the negative ones.
This model is apparently sufficient to cover most of the variation in yield where the adjusted R 2 equals 99.6%. Since the P-value in the ANOVA table is less than 0.01, there is a statistically significant relationship between the variables at the 99.0% confidence level. The R-squared statistic indicates that the model as fitted explains 99.7% of the variability in seed cotton yield per feddan. The adjusted R-squared statistic, which is more suitable for comparing models with different numbers of independent variables, is 99.6%.
The results in (Table 9) show that the stepwise method of linear regression could be used, since there was significant differences between seed cotton yield per feddan and other agronomic traits (P < 0.01). It was observed that three characters, viz. (Seed yield per plot (X 7 ), lint cotton yield per plot(X 6 ), number of dry bolls (X 2 ), had significant effect on seed cotton yield per feddan. Variables removed were number of fruiting branches per plant (X 1 ), number of opening bolls (X 3 ), lint cotton yield per plant in grams (X 4 ), seed cotton yield per plant in grams (X 5 ) and lint percentage (X 8 ).
Based on this method, seed yield per plot; lint cotton yield per plot and number of dry polls per plant were the most important characters and had the strongest variation in seed cotton yield per feddan.
Best subset regression analysis: All possible regressions and "best subset" regression models
Best subsets regression analysis determines the best fitting regression models, constructed with the specified predictor characters. Best subsets regression is an important analysis to clarify models achieving targets with least number of predictors as possible. Subset models could easily guess the regression coefficients and predict future responses with smaller variance than the full model using all predictors (Press and Wilson1978) . The model with the highest adjusted R, low Mallows' value and the lowest S value is assumed as the best model for determination of best predicted characters (Behnam et al. 2011) .
The best subset regression models requires a powerful computer (because a lot of models are produced), and selection of any one of the criteria: R 2 , adjusted R 2 , Mallows' Cp. The most commonly used criterion to help in choosing between alternative equations in multiple regression is the R 2 (adjusted or unadjusted), the F-ratio based on R 2 , along with the statistical significance of the F-ratio (Schumacker, 1994) .
Best subset regression identifies the best fitting regression models that can be constructed with the screened independent variables. Best subset regression is an efficient way to identify models that achieve in predicting cotton yield with as few independent variables as possible. Subset models estimate the actual regression coefficients and predict the future responses with smaller variance when comparing the full model using all independent variables. MINITAB examines all possible subsets of the independent variables, beginning with all models containing one independent variable, followed by all models containing two independent variables, and so on. By default, MINITAB displays the two best models for each number of independent variables as shown in Table ( 11). The table explains that each line of the output represents a different regression model. Independent variables that are present in the model are indicated by x. From the table, we explained several methods for determining the so-called "best" model according to various criteria. Table (11) shows these statistics for the 73 models fit (n = 16 for all models). When comparing models with the same number of parameters, the model with the highest R 2 value should typically be selected. A larger R 2 value indicates that more of the variation in the response variable is explained by the model. However, R 2 never decreases when another predictor is added (adding variables to the model can never decrease the amount of variation explained). Thus other techniques are suggested when comparing models with different numbers of explanatory variables (Broersen, 1986) .
A researcher must balance the idea of increasing R 2 versus keeping the model with lowest number of predictors. There are many additional statistics that have been developed in addition to R 2 to determine the "best" model, such as adjusted R 2 and Mallows' Cp criteria. Each of these statistics includes a penalty for including too many terms. While any one of these statistics is appropriate for some models, adjusted R 2 still tends to select models with too many terms. Best subsets techniques use several statistics to simultaneously compare several regression models with the same number of predictors (Miller, 1984) .
Best subsets regression was done using the three main criteria for model fitting, viz., coefficient of determination (R 2 ) achieved by least square fit, adjusted-R 2 , and Mallows' Cp statistics (Table 11 ) (Draper and Smith, 1998) . Based upon the selected criterion, the objective is to find the subset of independent variables that yields the lowest significance level among all possible subsets. Mallows (1973) proposed the statistic as a criterion for selecting among many alternative subset. Mallows' Cp compares the precision and bias of the full model to models with the best subsets of independent variables. It helps to strike an important balance with the number of independent variables in the model.
A Mallows' Cp value that is close to the number of independent variables plus the constant indicates that the model is relatively precise and unbiased in estimating the true regression coefficients and predicting future responses.
The highlighted models have acceptable Mallow's Cp. So we can choose the model with good Cp and the smallest number of variables to get best adjusted R 2 , which have the largest value of the model (100%). The best model includes number of dry bolls per plant (X 2 ), lint cotton yield per plot (X 6 ) and seed yield per plot (X 7 ). Other traits are not included.
A Mallows' Cp value that is close to the number of independent variables plus the constant indicates that the model is relatively precise and unbiased in estimating the true regression coefficients and predicting future res ponses.
The simplified results from best subset regression analysis show that the highest adjusted R 2 (99.8%) and lowest Mallows' Cp value (2.0), and the lowest S d value (0.045) has three-independent variables. The multiple regressions indicates that adding the number of fruiting branches per plant (X 1 ), number of opening bolls (X 3 ), lint cotton yield per plant in grams (X 4 ), seed cotton yield per plant in grams (X 5 ) and lint Percentage (X 8 ) does not improve the fit of the model.
Taking a closer look at the results of the different criteria, we observe that the model preferred by the adjusted Rsquared criteria (that is, the model containing X 2 , X 6 and X 7 ) has the first smallest value of Mallow's Cp (Cp=2.0). That is, although this model is the `best', according to the Cp criterion, it is still a `good' model. Also, the adjusted R-squared criterion is fairly large for this model: adjusted R 2 = 99.9%, which is almost the same as the adjusted R 2 for the maximum model (99.8%). These findings are consistent with the results of Nikolopoulos et al (2007) and Abdullahi et al (2010) .
By default, Table 11 shows the best model for each number of independent variables. For example, the best model involving only 3 independent variables includes variables X 2 , X 6 and X 7 , and gives an adjusted R 2 of 99.8%. The model with the best adjusted R 2 includes X 2 , X 6 and X 7 variables. The model with X 2 , X 6 and X 7 had the smallest Cp. Since its Cp value is less than 4, that model appears to be the best.
Considering multiple correlation coefficient (R = 0.998) of the three components under study, the determination of adjusted-R 2 shows that 99.8 percent of variation in cotton yield was due to these three factors (Table 12 ). The coefficient of adjusted R 2 (0.998) represents the influence of the traits involved in the study on total variability of cotton yield. The remaining 0.064% could be attributed to factors that were not included in this study.
After confirmation of the results based on the three criteria, seed cotton yield (Y) model was developed as follows: ( Yˆ) = -0.12-0.011 x 2 + 0.015 x 6 + 0.016 x 7
In this model Y is the seed cotton yield per feddan: while X 2 , X 6 and X 7 are number of dry bolls per plant, lint cotton yield per plot and seed yield per plot, respectively. From the previous model, it is deduced that for every unit increase in number of dry bolls per plant there is a decrease of 0.011 kantar of seed cotton yield per feddan and a increase of about 0.015 kantar of the seed cotton yield per feddan was observed. When the lint cotton yield per plot is increased by one unit, similarly, an increase of about 0.016 kantar of seed cotton yield per feddan was noted for every unit increase in seed yield per plot. The plant breeder would thus have available information which would enable him to determine for which yield component characters he should select in order to maximize yield.
Factor analysis
Factor analysis can be understood as a data reduction technique by removing the duplicated information from a set of correlated variables (Brejda 1998) . Factor analysis provides more information than a simple correlation matrix because it discriminates between groups of variables (factors) and indicates percentage contribution of variables to each factor (Seiler and Stafford 1985) . El-Badawy (2006) found that using factor analysis by plant breeders has the potential of increasing the comprehension of causal relationships of variables and can help to determine the nature and sequence of traits to be selected in breeding programs.
In order to identify vital components that contribute to total variation, factor analysis was conducted. Table 13 shows total variance of each factor in percentage, which shows its importance in interpretation of total variation of data. Therefore, the contribution of each trait according to other traits is obtained. Two classes of independent factors were chosen based on Eigen values >1, which together compose 83.57% of total variation. Validity of the factor selection was confirmed by Scree graph (Figure 2 ). Contribution of these two factors in total variation was 61.42 and 22.14%, respectively. Correlation and factor analysis would provide useful information for planning a successful breeding program. The true picture of correlation between seed cotton yield and traits is reflected from direct effect of that trait which will help for identifying the traits that contribute directly to improve seed cotton yield. A principal factor matrix after orthogonal rotation for these 2 factors is given in (Table 14) . The values in the table, or loadings, indicate the contribution of each variable to the factors. For the purposes of interpretation only, those factor loadings greater than 0.5 were considered important, these values are highly lighted in bold in Table 14 . Numbers in bold are those with factor loadings greater than 0.50. Table 14 demonstrated that two main factors (groups) were accounted for 83.57% of the total variability in the dependent structure. The first factor (group), which accounted for about 58.9% of the variation, was strongly associated with lint cotton yield per plant, seed cotton yield per plant, lint cotton yield per plot, seed yield per plot and lint percentage. This factor was regarded as productivity per plant factor since it included several traits which are components of yield. These variables had positive loadings in factor 1. The sign of the loading indicates the direction of the relationship between the factor and the variable.
Data in
The second factor (group) which accounts for about 24.5% of the variation were named a reproductive (fertility) and productivity per plant factors since it consisted of number of fruiting branches per plant, number of dry bolls per plant and number of opening bolls per plant which are associated with fertility and productivity. Again all these variables had positive loadings.
Results of factor analysis indicated that, number of fruiting branches per plant, number of dry bolls per plant, number of opening bolls per plant lint cotton yield per plant, seed cotton yield per plant, lint cotton yield per plot, seed yield per plot and lint percentage may be evaluated as selection criteria in breeding programs.
Similar results were obtained by Alishah et al (2008) who stated that factor analysis classified the fourteen cotton variables into four main groups which accounted for 83.58% of the total variability in the dependence structure.
Cluster analysis
Many algorithmic methods have been proposed for cluster analysis in this study. Hierarchical cluster analysis with cotton cultivars variables was used and results are presented in a dendrogram (Fig 3) . These methods start with the calculation of the distance of each variable in relation to other variables. Groups are then formed by the process of agglomeration division. In this process, all variables start individually in groups of one. Close groups are then gradually merged until finally all variables come to a single group.
Cluster technique is an agglomerative hierarchical method that begins with all variables separate, each forming its own cluster (Murphy et al 1986 and Martin et al 1981) . In this study cluster analysis and dendrogram are given in Figure 3 . In cluster analysis, distance of each variable related to the others is calculated and groups observed are established by agglomeration process in which all variables start individually in one's group. Groups closed to each other gradually merged until all variables come to a single group. Repeated splitting of groups result in all evaluated variables is being in groups of their own. For quantitative characters, cluster numbers are chosen from hierarchical analysis (Martin et al 1981) .
For quantitative characters, number of clusters was chosen from the hierarchical analysis. As shown in Fig. 3 , the examined nine variables could be categorized into three clusters. Cluster I includes seed yield per plot (X 7 ), while lint yield per plot (X 6 ) and lint percentage (X 8 ) belonged to Cluster II. Cluster III constituted of seed cotton yield per plant (X 5 ), number of opening polls per plant (X 3 ), number of fruiting branches (X 1 ), number of dry polls per plant (X 2 ), lint cotton yield per plant (X 4 ) and seed cotton yield (Y). Cluster analysis showed that, seed cotton yield per plant, number of opening polls per plant, number of fruiting branches, number of dry polls per plant and lint cotton yield per plant could be considered as important characters for high seed cotton yielding genotypes in cotton breeding programs.
The multiple statistical procedures which have been used in this study showed that the seed yield per plot (x 7 ), lint yield per plot (x 6 ) and number of dry polls per plant (x 2 ) were the most important yield variables to be considered for these cultivars. These procedures were shown at Table 15 for all studies variables. Thus, high yield of cotton plants based on these cultivars can possibly be obtained by selecting breeding materials with genotypes that have high seed yield per plot (x 7 ) and lint yield per plot (x 6 ), but have low number of dry polls per plant (x 2 ). X 1 = Number of fruiting branches per plant, X 2 = Number of dry bolls per plant, X 3 = Number of opening bolls per plant , X 4 = Lint cotton yield per plant, X 5 = Seed cotton yield per plant, X 6 = Lint cotton yield per plot, X 7 = Seed yield per plot, X 8 = Lint percentage.
Conclusion
In general, the following major findings can be summarized from this study According to the results obtained, it may be concluded that the sixteen Egyptian cotton cultivars exhibited a wide range of variability for most of the studied traits. In addition, the study demonstrated the existence of a high seed cotton yield variation among cotton cultivars. There is therefore high potential of intra-selection among cultivars for yield improvement.
Multivariate statistical technique is a form of statistics encompassing the simultaneous observations and analysis of more than one statistical variable. In this study we are trying to clarify how multivariate statistical methods such as multiple linear regression analysis, stepwise multiple linear regression, best subsets regression, factor and cluster analysis can be used as methods to explain relationships among different variables and making decisions for future works in cotton breeding programs.
Stepwise multiple linear regression proved to be more efficient than the full model regression to determine the predictive equation for seed cotton yield.
The findings of the study indicate that the two methods (stepwise multiple linear regression and best subsets regression analysis) are of close similarity, equivalent and effectiveness in detecting the relationships between seed cotton yield and yield components. Hence any one of these statistical methods could be used to describe and modeling the relationships between dependent and independent variables.
Our results obtained from 16 Egyptian cultivars proved that seed cotton yield per plot, lint cotton yield per plot yield and number of dry polls per plant appeared to be the most important sources affecting seed cotton yield variation and consequently may be considered as effective criteria for selecting towards seed cotton yield improvement in Egyptian cotton under the agro-ecological conditions of Middle Egypt.
The results of this research could be implemented for improving productivity of cotton crop. Last but not least the present investigation provided considerable information that could be useful for cotton breeders, statisticians and agronomists to understand the nature of the relationship between the most important factors affecting the yield of cotton, and developing statistical models to describe these relations.
