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MULTIPLICATION OPERATORS ON THE BERGMAN SPACE
OF BOUNDED DOMAINS IN Cd
HANSONG HUANG DECHAO ZHENG
Abstract: In this paper we study multiplication operators on Bergman spaces of
higher dimensional domains and those von Neumann algebras induced by them. We
will show an interplay of geometry, function theory and operator algebra. Local
inverses, the Hartogs phenomena and L2a-removable sets will play an important role
in the study.
1. Introduction
Let Ω denote a bounded domain in the complex space Cd, and dA the Lebesgue
measure on Ω. The Bergman space L2a(Ω) is the Hilbert space consisting of all
holomorphic functions over Ω which are square integrable with respect to dA. For
a holomorphic map F : Ω→ Cd, let JF denote the determinant of the Jacobian of
F.
For a bounded holomorphic function φ over Ω, letMφ,Ω denote the multiplication
operator with the symbol φ on L2a(Ω), given by
Mφ,Ωf = φf, f ∈ L2a(Ω).
In general, for a tuple Φ = {φj : 1 ≤ j ≤ n}, let {MΦ,Ω}′ denote the commutant of
{Mφj,Ω : 1 ≤ j ≤ n}:
{MΦ,Ω}′ = {Mφj,Ω : 1 ≤ j ≤ n}′
= {T ∈ B(L2a(Ω)) : TMφj,Ω =Mφj ,ΩT for 1 ≤ j ≤ n}.
where B(L2a(Ω)) denotes the algebra of bounded operators on the Bergman space
L2a(Ω) and MΦ,Ω denotes a family of multiplication operators. Let V∗(Φ,Ω) denote
the von Neumann algebra
{Mφj,Ω, M∗φj,Ω : 1 ≤ j ≤ n}′,
consisting of all bounded operators on L2a(Ω) which commutes with bothMφj ,Ω and
its adjoint M∗φj ,Ω for each j. In fact, there is a correspondence between orthogonal
projections in V∗(Φ,Ω) and joint reducing subspaces of {Mφj,Ω : 1 ≤ j ≤ n}
[20, 21, 24]. Precisely, the range of an orthogonal projection in V∗(Φ,Ω) must
be a joint reducing subspaces of {Mφj,Ω : 1 ≤ j ≤ n}, and vice versa. We say
that V∗(Φ,Ω) is trivial if V∗(Φ,Ω) = CI. This is equivalent to that {Mφj,Ω :
1 ≤ j ≤ n} has no nonzero joint reducing subspace other than the whole space.
In single-variable case, investigations on commutants and reducing subspaces of
multiplication operators and von Neumann algebras induced by those operators
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have been done in [12, 13, 14, 16, 19, 21, 22, 23, 24, 25, 35, 36, 37] and some special
multi-variable cases have been studied in [18, 26, 38, 39].
On the unit disk D, a remarkable result on commutants [12, 36, 37] states that if
φ is a nonconstant holomorphic function over D, then there exist a finite Blaschke
product B and an H∞-function ψ such that φ = ψ(B) and
{Mφ,D}′ = {MB,D}′. (1.1)
This gives
V∗(φ,D) = V∗(B,D).
It is shown in [20, 21] that V∗(B,D) is of finite dimensional if B is a finite Blaschke
product, and thus dimV∗(φ,D) <∞. In fact, in [36] the notion of admissible local
inverse plays an important role (see Section 2 for the notion). All admissible local
inverses of φ are exactly those of B, and each local inverse of B is necessarily
admissible. Using the local inverses and their analytic continuations yields an
operator E[ρ] on the Bergman space L2a(D) defined by
E[ρ]h =
∑
σ∈[ρ]
h ◦ σ Jσ, h ∈ L2a(D), (1.2)
where [ρ] denotes the equivalent class of ρ, consisting of all analytic continuations of
ρ, and the sum involves only finitely many terms. Indeed, it has been shown in [20]
that V∗(φ,D) is exactly the linear span of E[ρ] where ρ runs over all admissible local
inverses of φ or B and for each Blaschke product B, the dimension dimV∗(B,D)
of V∗(B,D) equals the number of components of a Riemann surface SB defined by
B. In this paper we will obtain some generalizations of the above results in multi-
variable case and also show some differences of the above results in multi-variable
case.
First we need some mild properties of a bounded domain Ω in Cd:
(1) The boundary ∂Ω of Ω is of Lebesgue measure zero in Cd;
(2) For each point ζ ∈ ∂Ω and any open neighborhood O(ζ) of ζ, O(ζ) − Ω
contains an open ball.
Note that (2) is equivalent to Cd − Ω ⊇ ∂Ω. All star-shaped domains with
smooth boundary, circled bounded domains and strictly pseudoconvex domains
satisfy properties (1) and (2). In fact, if for each point λ on ∂Ω, there is a neigh-
borhood V of λ such that all points z in V ∩ ∂Ω enjoy this property: up to a
rotation, Im zd can be presented as a function of z1, · · · , zd−1 and Re zd, then Ω
enjoys properties (1) and (2). A convex domain always satisfies (2). A strictly
pseudoconvex domain Ω with a smooth C2-smooth boundary satisfies (1) and (2).
To see this, the smoothness of boundary gives (1); and strict pseudoconvexity shows
that Ω is locally biholomorphically equivalent to strictly convex domains [27], which
gives (2). On the other hand, we will show that not all bounded domains Ω satisfy
(1) or (2) in Example 4.1.
We have the following theorem for V∗(Φ,Ω).
Theorem 1.1. Suppose that Ω satisfies the properties (1) and (2),
Φ : Ω → Cd is holomorphic on Ω and the image of Φ has an interior point. Then
V∗(Φ,Ω) is a finite dimensional von Neumann algebra. Furthermore, V∗(Φ,Ω) is
generated by E[ρ], where ρ run over admissible local inverses of Φ.
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If the image of Φ does not have an interior point, in Example 4.5, we will show
that V∗(Φ,Ω) may be of infinite dimension. Theorem 1.1 also gives the following
criterion of nontrivialness of V∗(Φ,Ω).
Corollary 1.2. Suppose both Ω and Φ satisfy the assumptions in Theorem 1.1.
Then V∗(Φ,Ω) is nontrivial if and only if there exists an admissible local inverse of
Φ distinct from the identity.
For d = 1, the assumption in Corollary 1.2 says that Φ is nonconstant and
holomorphic over Ω. In the special case of Ω = D, Corollary 1.2 is implicitly
contained in [36]. If Ω is a polygon, then V∗(Φ,Ω) is often trivial; the nontrivialness
of V∗(Φ,Ω) implies some geometric property of the polygon Ω [25].
In the definition of the operator E[ρ], for each function h in L2a(Ω), E[ρ]h is a
well-defined holomorphic function on Ω−A, where A is a relative closed subset of
Ω. This set A is “small” and one can show all such function E[ρ]h lies in L2a(Ω−A).
In the case of the unit disk, A is a countable subset of D, and thus by complex
analysis one can show easily
L2a(D−A) = L2a(D).
However, if Ω is a higher dimensional domain, A is usually something like a zero
variety, and hence A is far from discrete. We must show that each function in
L2a(Ω − A) extends analytically to Ω. This naturally involves a problem of remov-
ability. Precisely, a relatively closed subset E of Ω is called L2a-removable in Ω if
each function in L2a(Ω−E) extends analytically to a function in L2a(Ω) [5, 10]. It is
known that for a zero variety E of a domain Ω, E is L2a-removable in Ω [3, 6]. We
will need a generalization of this result.
Throughout this paper, for a subset E of Ω, E always denotes the closure of E
in Ω. A zero variety E of Ω is called good if for each point λ ∈ Ω, there is an open
ball U centered at λ such that
U ∩ E = {z ∈ U ∩ Ω : h(z) = 0},
where h is a holomorphic function on U. For example, if h is a nonconstant holo-
morphic function over Ω, then {z ∈ Ω : h(z) = 0} is a good zero variety of Ω. For
a map F : Ω→ Cd holomorphic over Ω, define
F−1(F (E)) = {z ∈ Ω : F (z) ∈ F (E)}.
Theorem 1.3. Suppose that E is a good zero variety of a domain Ω in Cd and
F : Ω → Cd is holomorphic on Ω such that the image of F contains an interior
point. Then both F (E) and F−1(F (E)) are L2a-removable.
Note that in Theorem 1.3, F−1(F (E)) is L2a-removable in Ω, but F (E) is L
2
a-
removable in any domain containing F (Ω). Theorem 1.3 tells us more than itself.
Letting F be the identity map, we know that each good zero variety is L2a-removable.
Since a zero variety can be presented as a union of countably many good zero
varieties, a zero variety is also L2a-removable [3, 6].
As mentioned before, if Φ is holomorphic over D, then V∗(Φ,D) = V∗(B,D) for
some finite Blaschke product B and all holomorphic proper maps on D must be
of the form h ◦ B, for some finite Blaschke product B and a biholomorphic map h
from D onto its image [15]. Thus we will focus on the structure of V∗(Φ,Ω) for a
holomorphic proper map Φ. The following result shows that in most cases V∗(Φ,Ω)
is nontrivial for a holomorphic proper map Φ on Ω.
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Theorem 1.4. Suppose Φ : Ω→ Ω′ is a holomorphic proper map. Then V∗(Φ,Ω)
is nontrivial if and only if Φ is not biholomorphic.
Recall that a holomorphic proper map is always onto [33, Proposition 15.1.5],
and hence a holomorphic proper map is biholomorphic if and only if it is univalent.
In higher dimensional case, “nontrivial” proper maps may be made of polyno-
mials. For example, both (z1+ z2, z1z2) and (z
2
1z
4
2 , z
2
1+ z
4
2) are holomorphic proper
maps on D2. Also, we have to pointed out that (z1+ z2, z1z2) is also a holomorphic
proper map on B2, but (z
2
1z
4
2 , z
2
1 + z
4
2) is not. More details about these maps are
contained in Section 6.
As in [20], let
SΦ = {(z, w) ∈ Ω2 : Φ(z) = Φ(w), z 6∈ Φ−1(Φ(Z))},
where Z denotes the zero variety of JΦ, the Jacobian of Φ. Then SΦ is a complex
manifold in C2d. We have the following.
Theorem 1.5. Suppose Φ is a holomorphic proper map on Ω. Then V∗(Φ,Ω) is
generated by E[ρ], where ρ are local inverses of Φ. In particular, the dimension of
V∗(Φ,Ω) equals the number of components of SΦ, and it also equals the number of
equivalent classes of local inverses of Φ.
Admissible local inverses will play an important role throughout this paper. In
the proof of Theorem 1.5 in Section 5, we will show that all local inverses of a
holomorphic proper map must be admissible. On the unit disk, a holomorphic
proper map φ is a finite Blaschke product up to composition of a biholomorphic
map and hence Theorem 1.5 generalizes the main result in [20].
However, concerning holomorphic proper maps there exist some differences be-
tween single variable and multi-variable cases. In known cases, V∗(Φ,Ω) is always
abelian if Ω = D [19]. But in multi-variable situation, V∗(Φ,Ω) can be non-abelian;
also, the deck transformation groupG(Φ) can be both abelian and non-cyclic. More-
over, under a mild condition, V∗(Φ,Ω) is ∗-isomorphic to the group von Neumann
algebra G(Φ).
Finally, we will study what happens to the von Neumann V∗(Φ,Ω) and {MΦ,Ω}′
under the deformation of the domain Ω. We will show that in multi-variable case
they diverge a lot. Perhaps the Hartogs phenomena is behind this. We will show
that under a slight deformation of Ω, dimV∗(Φ,Ω) does not increase and usually
V∗(Φ,Ω) becomes trivial, see Proposition 7.1 and Theorem 7.2. Some counterex-
amples are given to show that a generalization of the result in (1.1) fails in multi-
variable case.
This paper is arranged as follows. Section 2 contains some preliminaries such as
the notion of admissible local inverse, and some properties of holomorphic proper
maps. In Section 3 a new approach is presented to prove that a zero variety is L2a-
removable, and the idea is used to prove Theorem 1.3. In Section 4 we will present
the proof of Theorem 1.1 and one will see how admissible local inverse matches
L2a-removable property. In Section 5 the proofs of Theorems 1.4 and 1.5 will be
exhibited. Section 6 will provide many examples of V∗(Φ,Ω). We will show that
V∗(Φ,Ω) has fruitful structures. In Section 7 we will study the change of the von
Neumann algebra V∗(Φ,Ω) and the commutant {MΦ,Ω}′ under the deformation of
the domain Ω.
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2. Preliminaries
In this section, we will introduce some basic notations and give some prelimi-
naries. Notably, an essential generalization of admissible local inverse will be in-
troduced in multi-variable case and the notion and some properties of holomorphic
proper map will be presented.
Let F : Ω→ Cd be a holomorphic map and Z denote the zeros of the determinant
of the Jacobian JF of F . Then its image F (Z) is called the critical set of F . Each
point in F (Z) is called a critical value, and each point in F (Ω) − F (Z) is called a
regular point.
Let Ω and Ω′ be domains in Cd. A holomorphic function Ψ : Ω → Ω′ is called
a proper map if for any sequence {pn} of Ω without limit point in Ω, {Ψ(pn)} has
no limit point in Ω′. This is equivalent to say that for each compact subset K of
Ω′, Ψ−1(K) is compact. A holomorphic function Ψ on Ω is called proper if Ψ(Ω)
is open and Ψ : Ω→ Ψ(Ω) is proper. In particular, if Ψ is holomorphic on Ω, then
Ψ is proper on Ω if and only if Ψ(Ω) is open and Ψ(∂Ω) ⊆ ∂Ψ(Ω). For example,
a holomorphic proper map from the unit disk D to D is exactly a finite Blaschke
product. More generally, a holomorphic map Φ from Dd to Dd is proper if and only
if up to a permutation of coordinates
Φ(z) = (φ1(z1), · · · , φd(zd)),
where φj(1 ≤ j ≤ d) are finite Blaschke products [32, Theorem 7.3.3].
A holomorphic proper map is always onto [33, Proposition 15.1.5] and open. The
following result is covered by [33, Theorem 15.1.6].
Theorem 2.1. Suppose F : Ω→ Cd is a holomorphic function and for each point
w ∈ Cd, F−1(w) is compact. Then F is an open map.
A holomorphic proper map is always an m-folds map. In addition, its critical
set enjoys the following good properties [33, Theorem 15.1.9].
Theorem 2.2. For two domains Ω and Ω′ in Cd, suppose F : Ω → Ω′ is a holo-
morphic proper function. Let ♯(w) denote the number of elements in F−1(w) with
w ∈ Ω′. Then the following hold:
(1) There is an integer m such that ♯(w) = m for all regular values w of F and
♯(w′) < m for all critical values w′ of F ;
(2) The critical set of F is a zero variety in Ω′.
Let us introduce some notations about analytic continuation [34, Chapter 16]. A
function element is an ordered pair (f,D), where D is a simply-connected domain
and f is a holomorphic function on D. Two function elements (f0, D0) and (f1, D1)
are called direct continuations if D0 ∩ D1 is not empty and f0(z) equals f1(z) for
z ∈ D0 ∩ D1. A curve is a continuous map from [0, 1] into Cd. Given a function
element (f0, D0) and a curve γ with γ(0) ∈ D0, if there are a partition of [0, 1]:
0 = s0 < s1 < · · · < sn = 1
and function elements (fj , Dj)(0 ≤ j ≤ n) such that
1. (fj , Dj) and (fj+1, Dj+1) are direct continuation for all j with
0 ≤ j ≤ n− 1;
2. γ[sj , sj+1] ⊆ Dj(0 ≤ j ≤ n− 1) and γ(1) ∈ Dn,
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then (fn, Dn) is called an analytic continuation of (f0, D0) along γ ; and (f0, D0)
is called to admit an analytic continuation along γ. In this case, we write f0 ∼ fn.
Clearly, ∼ defines an equivalence and we write [f ] for the equivalent class of f .
Given a family {φj} of holomorphic maps over Ω(Ω ⊆ Cd), and a subdomain ∆
of Ω, a holomorphic function ρ : ∆ → Ω is called a local inverse of {φj} on ∆ if
φj ◦ ρ = φj for all j. In particular, if Φ = (φ1, · · · , φd), ρ is called a local inverse
of Φ if Φ ◦ ρ = Φ. On domains of higher dimension, it is possible that all φj can
extend analytically to a larger domain Ω˜. For example, if Ω = Ω˜−K where K is a
compact subset of Ω˜ and dim Ω˜ ≥ 2, by Hartogs’ extension theorem all φj over Ω
extend analytically to Ω˜. In such a situation, for ∆ ⊆ Ω, ρ : ∆ → Ω˜ is also called
a local inverse of {φj} on ∆ if
φj ◦ ρ = φj
for all j in the sense of analytic continuation. A local inverse is called nontrivial if
it is not the identity map.
Recall that a subset E of Ω is called a zero variety of Ω if there is a nonconstant
holomorphic function f on Ω such that E = {z ∈ Ω|f(z) = 0}. Let
A = Φ−1
(
Φ(Z(JΦ))
)
.
In fact, Proposition 3.5 tells us that Ω − A is connected. A local inverse ρ of
Φ : Ω → Cd is called admissible if for each curve γ in Ω − A, ρ admits analytic
continuation with values in Ω, we say ρ is admissible with respect to A. The notion
of admissible local inverse was first introduced by Thomson [36] in single variable
case, where A is a discrete subset in Ω.
For each map Φ : Ω→ Cd, the deck transformation group G(Φ) of Φ consists of
all holomorphic automorphism ρ of Φ satisfying Φ ◦ ρ = Φ. If all local inverses of a
holomorphic map Φ : Ω→ Cd lie in G(Φ), then Φ is called a regular map [29]. For
example, it is known that a finite Blaschke product is regular if and only if it is of
the form
m1 ◦ ϕ ◦m2,
where both m1 and m2 are in Aut(D), and ϕ(z) = z
n for some positive integer
n [23]. However, in multi-variable case we will see more examples induced by
polynomials.
The following lemma is contained in [21]. For the special case that Λ is a singlet,
it is first proved in [1, Proposition 5.1] or [2, Proposition A.1].
Lemma 2.3. Let H be a Hilbert space and let ekλ, fkµ (1 ≤ k ≤ n and λ, µ ∈ Λ) be
vectors in H satisfying
n∑
k=1
ekλ ⊗ ekµ =
n∑
k=1
fkλ ⊗ fkµ , λ, µ ∈ Λ.
Then there is an n× n numerical unitary matrix W such that
W


e1λ
...
enλ

 =


f1λ
...
fnλ

 , λ ∈ Λ.
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3. L2a-removable sets
In this section we will show that some set like zero variety enjoys the L2a-
removable property which is needed in the proofs of Theorems 1.1 and 1.5.
The following result was obtained in [3, 6]. We include a different approach, and
some ideas in the proof will be used in the proof of Theorem 1.3.
Theorem 3.1. Suppose that E is a zero variety of a domain Ω in Cd. Then E is
L2a-removable in Ω.
Proof. Without loss of generality, we assume d > 1. First let us deal with a special
case that Ω = Dd and
E = {z ∈ Ω : zd = 0}.
Then
Ω− E = Dd−1 × (D− {0}).
We will show that holomorphic functions in L2a
(
Dd−1 × (D − {0})) can extend
analytically to members in L2a(D
d). Recall that {zβ : β ∈ Zd+} is an orthogonal
basis of L2a(D
d) and each function in L2a(D
d) exactly has the following expansion:∑
β∈Zd
+
cαz
α, z ∈ Dd,
where
∑
α∈Zd
+
|cα|2‖zα‖2 < ∞. Let g be a member in L2a
(
Dd−1 × (D − {0})). By
expansion of Laurent series,
g(z) =
∑
α∈Zd
c′αz
α, z ∈ Dd−1 × (D− {0}).
Since g ∈ L2a
(
Dd−1 × (D− {0})), we have that c′α = 0 if α 6∈ Zd+, and∫
Dd−1×(D−{0})
|g(z)|2dA(z) =
∑
α∈Zd
+
|c′α|2‖zα‖2 <∞.
This immediately gives g ∈ L2a(Dd), as desired.
In general, suppose E is a zero variety of a domain Ω in Cd. We will show that
E is L2a-removable in Ω. Let
E = {z ∈ Ω|f(z) = 0},
where f : Ω → C is a nonconstant holomorphic function. Let h be a function in
L2a(Ω − E). We need only to show that h extends analytically to Ω since E is of
Lebesgue measure zero. Let H = (z1, · · · , zd−1, f). For λ ∈ E, if ∂f∂zd (λ) 6= 0,
JH(λ) =
∂f
∂zd
(λ) 6= 0.
Thus there is a domain U1 containing λ so that H is biholomorphic on a neighbor-
hood of U1. Hence the biholomorphic map H gives that U1−E is biholomorphic to
Dd−1 × (D − {0}) (if necessary, U1 will be replaced with a smaller domain). Since
holomorphic functions in L2a
(
Dd−1 × (D− {0})) extend analytically to members in
L2a(D
d), holomorphic functions in L2a(U1 − E) can extend analytically to members
in L2a(U1). Therefore each holomorphic function h ∈ L2a(Ω−E) extends analytically
to
{z ∈ E| ∂f
∂zd
6= 0} ∪ (Ω− E) = {z ∈ Ω| ∂f
∂zd
6= 0} ∪ (Ω− E).
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Let
Λj = {w ∈ Ω| ∂f
∂zj
(w) 6= 0}, 1 ≤ j ≤ d,
and for r = 1, 2, · · · ,
Λj1,··· ,jr = {w ∈ Ω|
∂rf
∂zj1 · · ·∂zjr
(w) 6= 0}, 1 ≤ jk ≤ d, 1 ≤ k ≤ r.
Repeating the above argument and by induction, we have that h extends analyti-
cally to ⋃
1≤j≤d
Λj ∪ (Ω− E).
By induction, h extends analytically to
(Ω− E)
⋃
[
⋃
1≤j≤d
Λj ]
⋃
[
⋃
1≤j,k≤d
Λj,k]
⋃
· · ·
To finish the proof, we will show that the union is exactly Ω, and thus h extends
analytically to Ω, forcing
h ∈ L2a(Ω).
For a point w0 in the complement of
(Ω− E)
⋃
[
⋃
1≤j≤d
Λj]
⋃
[
⋃
1≤j,k≤d
Λj,k]
⋃
· · · ,
we have
∂rf
∂zj1 · · · ∂zjr
(w0) = 0, 1 ≤ j1, · · · , jr ≤ d.
Taylor’s expansion of f gives that f is identically zero on a neighborhood of w0 and
hence f ≡ 0 on Ω, which contradicts that f is nonconstant on Ω. Thus this implies
that
(Ω− E)
⋃
[
⋃
1≤j≤d
Λj ]
⋃
[
⋃
1≤j,k≤d
Λj,k]
⋃
· · ·
is equal Ω. This completes the proof of Theorem 3.1. 
A relatively closed set A of Ω is called locally L2a-removable in Ω if for each λ
in Ω and ε > 0, there is an open domain U such that U is contained in the ball
centered at λ with radius ε and U ∩A is L2a-removable in U . By Theorem 3.1 a zero
variety is also locally L2a-removable. Furthermore, a proper subvariety is locally
contained in a zero variety, and thus a proper subvariety is locally L2a-removable
and L2a-removable, see [3, Removable singularity theorem]. For simplicity, we say
that a closed subset J of Cd is locally L2a-removable if for each λ ∈ Cd, there is a
domain Ω containing λ such that the set J ∩ Ω is locally L2a-removable in Ω.
In the proof of Theorem 1.3, we need the following lemma.
Lemma 3.2. Let E be a closed and locally L2a-removable set in Cd with Lebesgue
measure zero. Suppose F : Ω → Cd is holomorphic on Ω such that the image of F
has an interior point. Then F−1(E) is locally L2a-removable and L2a-removable in
Ω
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Proof. Let E be a closed and locally L2a-removable set in Cd with Lebesgue measure
zero. Suppose F satisfies the assumption in Lemma 3.2. Then JF does not equal
identically zero, and we will see that F−1(E) is of Lebesgue measure zero. In fact,
F−1(E) ⊆ Z(JF )
⋃
{z ∈ Ω : JF (z) 6= 0 and F (z) ∈ E}.
Since {z ∈ Ω : JF (z) 6= 0 and F (z) ∈ E} is contained in a union of countably
many biholomorphic images of subsets in E , it must have Lebesgue measure zero.
Also, note that a zero variety Z(JF ) has Lebesgue measure zero. Hence F−1(E) is
of Lebesgue measure zero.
Let Ω′ be an open subdomain in Ω. We will show that F−1(E) ∩ Ω′ is L2a-
removable in Ω′. To do this, we note that for each λ ∈ Ω, if JF (λ) 6= 0, then there
is an open neighborhood U(λ) of λ such that F is biholomorphic on a neighborhood
of U(λ). Since
F−1(E) ∩ U(λ) = {z ∈ U(λ)|F (z) ∈ E} = (F |U(λ))−1(E),
and E is locally L2a-removable, F−1(E) ∩ U(λ) is L2a-removable in U(λ). This im-
plies that for each h ∈ L2a(Ω′ − F−1(E)), h extends analytically to the union of
all U(λ), and hence h extends analytically to Ω′ ∩ {z : JF (z) 6= 0}. That is, h
extends analytically to Ω′−Z(JF ), where Z(JF ) denotes the zero set of JF. Since
h ∈ L2a(Ω′−F−1(E)) and F−1(E) is of Lebesgue measure zero, h is in L2a(Ω′ − Z(JF )).
By Theorem 3.1, a zero variety is L2a-removable, h extends analytically to Ω
′ and
hence F−1(E) ∩ Ω′ is L2a-removable in Ω′. This implies that F−1(E) is locally
L2a-removable in Ω. In particular, F
−1(E) is L2a-removable in Ω. 
Now we are ready to give the proof of Theorem 1.3.
Proof of Theorem 1.3. Let E be a good zero variety of a domain Ω, and
F : Ω→ Cd holomorphic on Ω such that the image of F has an interior point. We
will first prove that F (E) is contained in a union of finitely many sets Ψ(D
d−1×{0})
for some functions Ψ(·, 0) holomorphic over Dd−1. In fact, in the proof of Theorem
3.1, we consider the following sets:
{z : f(z) = 0},
where f is a locally holomorphic function satisfying ∂f
∂zj
6= 0 for some integer j
(1 ≤ j ≤ d). Without loss of generality we assume j = d. Then there is a point λ
such that
f(λ) = 0 and
∂f
∂zd
(λ) 6= 0. (3.1)
Then there exists a neighborhood Uλ of λ such that (z1, · · · , zd−1, f) is biholomor-
phic over Uλ. Hence, up to a biholomorphic transformation Uλ∩E can be regarded
as Dd−1 × {0} (if necessary, Uλ can be replaced with a smaller domain containing
λ).
In general, for each w ∈ E, there must be a multi-index β satisfying
∂βf
∂zβ
(w) 6= 0.
Then by induction, there is a multi-index α related with β so that a similar version
of (3.1) holds:
∂αf
∂zα
(w) = 0 and
∂
∂zj
∂αf
∂zα
(w) 6= 0
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for some integer j(1 ≤ j ≤ d). Let
hw =
∂αf
∂zα
,
and we have ∂hw
∂zj
(w) 6= 0. Repeating the above argument gives that there is a
neighborhood Vw of w such that Vw ∩ E is biholomorphic to Dd−1 × {0}. Since
E is good, the above discussion also holds for E. Thus E is covered by these Vλ
where λ ∈ E and so E is covered by finitely many sets Vλ ∩ E since E is compact.
Hence E is contained in a union of finitely many (distinct) biholomorphic images of
Dd−1 × {0}. Furthermore, we require these corresponding biholomorphic maps to
be biholomorphic on a neighborhood of D
d−1 × {0}. Therefore, F (E) is contained
in a union of finitely many sets Ψ(D
d−1 ×{0}), where Ψ(·, 0) are holomorphic over
D
d−1
.
Next we will show the following statement:
For n = 1, · · · , d − 1, G : Dn → Cd is holomorphic over Dn. Then G(Dn) is
locally L2a-removable.
To do this, we will use induction on n. For n = 1, there exist d holomorphic
functions g1, · · · , gd on D such that
G(z1) = (g1(z1), · · · , gd(z1)), z1 ∈ D.
Without loss of generality, assume that both G and g1 are not constant. Let
Z0 = {t ∈ D : g′1(t) = 0},
and
Z˜0 = {t ∈ D : g1(t) ∈ g1(Z0)}.
For each t 6∈ Z˜0, there are exactly finitely many points t1, · · · , tk ∈ D and domains
V and U1, · · · , Uk such that V ∩ g1(Z0) = ∅,
g−11 (V ) =
⊔
1≤m≤k
Um,
and all maps
g1 : Um → V, 1 ≤ m ≤ k,
are biholomorphic. For 1 ≤ m ≤ k, on each Um the complex variable z1 can be
written as a function of g1, and so does the functions g2, · · · , gd. Write
gj(z1) = f˜
(m)
j (g1(z1)), z1 ∈ Um, 1 ≤ m ≤ k, 2 ≤ j ≤ d.
Then G(D) ∩
(
V × Cd−1
)
is contained in⋃
1≤m≤k
{(w1, · · · , wd) : w1 ∈ V,wj = f˜ (m)j (w1), 2 ≤ j ≤ d},
and the latter is a union of finitely many zero varieties. Hence G(D)∩
(
V ×Cd−1
)
is
a relatively closed subset of a zero variety. Thus by Theorem 3.1 G(D)∩
(
V ×Cd−1
)
is locally L2a-removable and so G(D) is locally L
2
a-removable in
(
C−f(Z0)
)
×Cd−1.
Since f(Z0)× Cd−1 is a union of finitely many zero varieties in Cd, this gives that
G(D) is locally L2a-removable in C
d.
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If d = 2, then the proof is complete. We may assume that d > 2. Suppose the
above statement holds for n− 1 (1 < n ≤ d − 1). Let k∗ denote the maximal rank
of the Jacobian matrix of G. Write
G(z) = (g1(z), · · · , gd(z)), z ∈ Dn.
We have
k∗ ≤ n ≤ d− 1.
Without loss of generality, assume k∗ ≥ 1 and the determinant of the Jacobian
matrix (g1, · · · , gk∗) with respect to z1, · · · , zk∗ is not identically zero on Dn, and
denote the determinant by ϕ. Note that ϕ is holomorphic on D
n
and put
Z = {z ∈ Dn : ϕ(z) = 0}.
First we will show that G(Z) is locally L2a-removable. To do this, we note that
Z is the closure of a good zero variety in Dn. By the first paragraph of proof of
Theorem 1.3, G(Z) is contained in a union of finitely many holomorphic images
of D
n−1
. By induction each of such holomorphic image of D
n−1
is locally L2a-
removable. Since a union of finitely many locally L2a-removable sets with zero
measure is also locally L2a-removable, and a closed subset of a locally L
2
a-removable
set is also locally L2a-removable, we have that G(Z) is locally L
2
a-removable.
Next we will show that for z ∈ Dn − G−1(G(Z)), there is an enough small
neighborhood Wz of z so that G(Wz) is a zero variety. To do this, we choose
z ∈ Dn − G−1(G(Z)). Thus G(z) is not in G(Z) and ϕ(z) 6= 0. So there is a
connected neighborhood Wz of z satisfying
ϕ|Wz 6= 0.
On Wz the Jacobian matrix of G is of constant rank k
∗. We will use a complex
version of constant rank theorem ([7, p. 69], [28, p.53]). Precisely, let p ∈ Cn, and
Φ be holomorphic on a neighborhood O of p such that Φ(O) ⊆ Cd. If the Jacobian
matrix of Φ is of constant rank k on O, then there are open domains W1 and W2
with Φ(W1) ⊆ W2 and biholomorphic functions φ on W1 and ψ on W2 such that
Φ̂ = ψ ◦ Φ ◦ φ−1 is defined by
Φ̂(z1, · · · , zn) = (z1, · · · , zk, 0, · · · , 0),
and φ(p) = (0, · · · , 0) and ψ(Φ(p)) = (0, · · · , 0). In particular, Φ(W1) is a zero
variety if k < d. In the case discussed above, k = k∗ < d. Thus we can require that
Wz is enough small so that G(Wz) is a zero variety for each z ∈ Dn −G−1(G(Z)).
For each ε > 0, take an ε-neighborhood V (ε) of G(Z). Write
K = G(Dn)− V (ε),
and
K˜ = {z ∈ Dn : G(z) ∈ K}.
Then both K and K˜ are compact sets. For each z in K˜, G(z) 6∈ V (ε), and hence
G(z) 6∈ G(Z).
Then by above discussion, there is a neighborhood Wz of z such that G(Wz) is a
zero variety of some domain. Since K˜ is covered by all these Wz and K˜ is compact,
K˜ is covered by finitely many such sets Wz. Since K = G(K˜), K is covered by
finitely many of G(Wz). This gives that K is locally contained in a union of finitely
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many zero varieties and hence K is locally contained in a zero variety. By the
comments below Theorem 3.1 K is locally L2a-removable. Since
G(D
n
) ∩ (Cd − V (ε)) ⊆ K,
G(D
n
) is locally L2a-removable in C
d−V (ε). By arbitrariness of ε, G(Dn) is locally
L2a-removable in C
d − G(Z). Since G(Z) is of Lebesgue measure zero and G(Z)
is also locally L2a-removable, it follows that G(D
n
) is locally L2a-removable. This
completes the proof of the above statement.
The above statement gives that for any function Ψ, if Ψ(·, 0) is holomorphic over
D
d−1
, then Ψ(D
d−1×{0}) is locally L2a-removable. Since we have shown that F (E)
is contained in a union of finitely many sets Ψ(D
d−1 × {0}) for some holomorphic
functions Ψ, F (E) is locally L2a-removable. Also, F (E) is of Lebesuge measure
zero. Then by Lemma 3.2, we have that F−1(F (E)) is locally L2a-removable and
L2a-removable to complete the proof of Theorem 1.3. 
Theorem 1.3 and its proof immediately give that if F : Ω → Cd is holomorphic
on Ω and the image of F has no interior point then F (Ω) is locally L2a-removable
in Ω.
A simple version of Remmert’s Proper Mapping theorem ([11, p. 65] or [30, 31])
says that if f : Ω′ → Ω′′ is a holomorphic proper map and Z is a subvariety of Ω′,
then f(Z) is a subvariety of Ω′′. Since a subvariety can be locally represented as the
intersection of finitely many (locally-defined) zero varieties, f(Z) is L2a-removable.
We also have the following corollary of Theorem 3.1.
Corollary 3.3. Suppose that E is a zero variety of a domain Ω in Cd, and F
is a holomorphic proper map on Ω. Then F−1(F (E)) is relatively closed and L2a-
removable in Ω.
Proof. Suppose that E is a zero variety of a domain Ω, and F is a holomorphic
proper map on Ω. Note that by Remmert’s Proper Mapping theorem F (E) is
a subvariety of F (Ω). Thus F (E) is relatively closed and is locally contained in
a zero variety, and so is F−1(F (E)). By Theorem 3.1 F−1(F (E)) is locally L2a-
removable. Thus each function in L2a(Ω − F−1(F (E))) extends analytically to Ω.
Noting that F−1(F (E)) is of zero Lebesgue measure, we deduce that F−1(F (E))
is L2a-removable to complete the proof. 
Remark 3.4. Later in Sections 4 and 5, both F−1(F (E)) and F−1(F (E)) will be
discussed. If F is a holomorphic proper map, F−1(F (E)) is relatively closed in Ω. If
F is holomorphic over Ω, F−1(F (E)) is relatively closed in Ω. If F is holomorphic
over Ω and F is a proper map on Ω, then
F−1(F (E)) = F−1(F (E)).
It is known that if E is a zero variety of a domain Ω, then Ω − E is connected
[33, Chapter 14]. The following result gives a slight generalization.
Proposition 3.5. Suppose that E is a zero variety of a domain Ω in Cd. Then we
have the following:
(i) if E is good and F : Ω → Cd is holomorphic on Ω such that the image of
F has an interior point, then Ω− F−1(F (E)) is connected.
(ii) if F is a holomorphic proper map on Ω, then Ω−F−1(F (E)) is connected.
MULTIPLICATION OPERATORS ON THE BERGMAN SPACE OF BOUNDED DOMAINS IN Cd13
Proof. We first deal with (i). Suppose that E is a good zero variety of a domain
Ω, and F : Ω→ Cd is a holomorphic map such that the image of F has an interior
point. By the proof of Theorem 1.3, F (E) is contained in a union of finitely many
sets that each is a holomorphic image of Dd−1 × {0}. Therefore, F (E) can be
represented as a union of finitely many compact sets K ′n whose Hausdorff measures
h2d−2(K
′
n) <∞. Note that
F−1(F (E)) ⊆ Z(JF )
⋃
{z ∈ Ω : JF (z) 6= 0, F (z) ∈ F (E)}.
If JF (λ) 6= 0, then there is an open neighborhood U(λ) of λ such that F is biholo-
morphic on U(λ). Since {z ∈ Ω : JF (z) 6= 0, F (z) ∈ F (E)} can be written as a
union of countably many sets (F |U(λ))−1
(
F (E)
)
, it can be represented as a union of
countably many compact sets K ′′n whose Hausdorff measures h2d−2(K
′′
n) <∞. [33,
Theorem 14.4.9] states that a zero variety of a domain in Cd can be represented as
a union of countably compact sets Ln whose Hausdorff measures h2d−2(Ln) < ∞,
and so is F−1(F (E)). By [33, Theorem 14.4.5], for a connected domain U in R2d,
if a relatively closed set G can be written as the union of countably many compact
sets Kn whose Haudorff measure ht(Kn) <∞ for some t ∈ (0, 2d− 1), then U −G
is connected. Therefore, Ω− F−1(F (E)) is connected.
For (ii), Corollary 3.3 and its proof show that if F is a holomorphic proper map
on Ω, then F−1(F (E)) is relatively closed, and is locally contained in a zero variety.
Then by the same discussion as above, Ω− F−1(F (E)) is connected. 
Proposition 3.5 fails if the assumption on F is dropped. For example, put
Ω0 = {z ∈ D : |Re z| < 12}, E = {z ∈ Ω0 × D : z1 = z2} and
F (z1, z2) = (z2, z2).
Write Ω = Ω0 × D, and then
Ω− F−1(F (E)) = Ω0 × (D− Ω0),
which is not connected.
4. Proof of Theorem 1.1
In this section we will prove Theorem 1.1. First we will show examples of some
domains not satisfying property (1) or (2).
Example 4.1. Let K be a Cantor set in [0,1] with positive Lebesgue measure. Let
Ω = (D−K)×D. Since K ×D ⊆ ∂Ω and K ×D has positive Lebesgue measure in
C2, then Ω does not satisfy (1). Also, each point ζ in K × D does not satisfy the
assumption (2).
In the complex plane, D− [0, 1] is a domain not satisfying (2).
Let Φ denote (φ1, · · · , φd), where each φj(1 ≤ j ≤ d) is a holomorphic function
on Ω. Let Z denote the zeros of the determinant of the Jacobian JΦ of Φ.
We also need the following notion, representing local inverse, which will play an
important role in the proof of Theorem 1.1. If there is an operator T in V∗(Φ,Ω)
of the form:
Th(w) =
N∑
j=1
cjh(ρj(w))(Jρj)(w), h ∈ L2a(Ω), w ∈ ∆,
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on an open domain ∆ where ck 6= 0 and all ρj are local inverses of Φ on ∆, then
ρk is called a representing local inverse for V∗(Φ,Ω) on ∆ [37]. Later in Section 7
we will introduce the notion of a representing local inverse for {MΦ}′, which makes
significant difference. Though in the case of Ω = D, they are just the same [36].
We are ready to present the proof of Theorem 1.1.
Proof of Theorem 1.1. Suppose that Ω satisfies Properties (1) and (2) in intro-
duction, Φ : Ω→ Cd is holomorphic on Ω and the image of Φ has an interior point.
First we show that V∗(Φ,Ω) is of finite dimension. Since the image of Φ has an
interior point the complex dimension of Φ(Ω) would be d. This gives that JΦ 6≡ 0.
Recall that
Z = {z ∈ Ω| JΦ(z) = 0},
and Φ(Z) is a closed set of Lebesgue measure zero. For each λ ∈ Ω − Φ−1(Φ(Z))
there exists a ball ∆ (∆ ⊆ Ω) centered at λ satisfying
Φ(∆) ∩ Φ(Z) = ∅,
and Φ|∆ is biholomorphic. Therefore, for each w ∈ Φ−1(Φ(∆)) ∩ Ω, JΦ(w) 6= 0,
and there is an open ball Uw of w such that Φ : Uw → Φ(Uw) is biholomorphic.
Note that Φ−1(Φ(∆)) ∩ Ω is compact, and the union of all such balls Uw covers
Φ−1(Φ(∆)) ∩ Ω. Then by Henie-Borel’s theorem, one can pick finite from them:
U1, · · · , Un such that
n⋃
j=1
Uj ⊇ Φ−1(Φ(∆)) ∩ Ω.
and Φ|Uj is biholomorphic for each j. Since Φ is holomorphic on Ω, Φ is holomorphic
on a domain Ω˜ such that Ω˜ ⊇ Ω. Writing
U ′j = Uj ∩ Ω˜ ∩ Φ−1(Φ(∆)), j = 1, · · · ,K,
we still have
n⋃
j=1
U ′j ⊇ Φ−1(Φ(∆)) ∩ Ω. (4.1)
Since Φ|U ′
j
are all biholomorphic, Φ(λ) is attained by Φ in U ′j at most once. Then by
shrinking ∆, (4.1) shows that there are finitely many disjoint domains ∆1, · · · ,∆N
and biholomorphic maps ρ1, · · · , ρN such that
N⊔
j=1
∆j = Φ
−1(Φ(∆)) ∩ Ω
and
ρj(∆1) = ∆j and Φ ◦ ρj = Φ, 1 ≤ j ≤ N,
where ρ1(z) ≡ z and ∆1 = ∆. Again by shrinking ∆, we may require all these U ′j
have no intersection with ∂Ω. In fact, by the assumption (2) we may replace ∆ with
an open subset of ∆ to make sure that U ′1 have no intersection with ∂Ω. Note that
U ′2, · · · , U ′n will shrink automatically. By shrinking ∆ again, U ′2 has no intersection
with ∂Ω. After finite steps, all U ′j have no intersection with ∂Ω : some of them
become smaller, and some of them vanish. Besides, it is worthwhile to emphasize
that if
Φ−1(Φ)(λ) ∩ ∂Ω = ∅,
then ∆ can be replaced with a smaller ball centered at λ.
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Next we will give the representation of those operators in the von Neumann
algebra V∗(Φ) and the idea comes from [21]. To do this, let S be a unitary operator
in V∗(Φ). Given any function g and h in L2a(Ω), let
g˜ = Sg and h˜ = Sh.
Then for any multivariate polynomials P and Q,
〈P (Φ)g,Q(Φ)h〉 = 〈P (Φ)g˜, Q(Φ)h˜〉.
That is,∫
Ω
(
(PQ) ◦ Φ(w)g(w)h(w) − (PQ) ◦ Φ(w)g˜(w)h˜(w)
)
dA(w) = 0. (4.2)
Now let
X = span {pq : p, q are polynomials in d variables}.
By the Stone-Weierstrass Theorem, each continuous function on Φ(Ω) can be
uniformly approximated by members in X . Thus by (4.2)∫
Ω
(
u(Φ(w))g(w)h(w)− u(Φ(w))g˜(w)h˜(w)
)
dA(w) = 0, u ∈ C(Φ(Ω)). (4.3)
By Lebesgue’s Dominated Convergence Theorem, (4.3) holds for all u in L∞(Φ(Ω)).
Let ∆ denote the ball in the above paragraph. For each u in L∞(Φ(∆)), (4.3) gives
that∫
Φ−1(Φ(∆))
u(Φ(w))g(w)h(w)dA(w) =
∫
Φ−1(Φ(∆))
u(Φ(w))g˜(w)h˜(w)dA(w),
and hence by requirements on ∆ below (4.1),∫
∆
u(Φ(z))
N∑
j=1
(gh)◦ρj(z)|(Jρj)(z)|2dA(z) =
∫
∆
u(Φ(z))
N∑
j=1
(g˜h˜)◦ρj(z)|(Jρj)(z)|2dA(z).
Noting that Φ is univalent on ∆ and u can be an arbitrary function in L∞(Φ(∆)),
we immediately have
N∑
j=1
(gh) ◦ ρj(z)|(Jρj)(z)|2 =
N∑
j=1
(g˜h˜) ◦ ρj(z)|(Jρj)(z)|2, z ∈ ∆. (4.4)
In fact, we get that (4.4) holds almost everywhere on ∆ first, and then by continuity
(4.4) holds on ∆. Let H be the Bergman space over ∆. Set
ejg = g(ρj(z))(Jρj)(z) and f
j
g = g˜(ρj(z))(Jρj)(z), 1 ≤ j ≤ N, g ∈ L2a(Ω).
All ejg and f
j
g lie in H. By (4.4), the Berezin transforms of
∑N
j=1 e
k
g ⊗ ekh and∑N
j=1 f
k
g ⊗ fkh are equal. By the property of the Berezin transform,
N∑
k=1
ekg ⊗ ekh =
N∑
k=1
fkg ⊗ fkh , g, h ∈ L2a(Ω).
Then applying Lemma 2.3 gives that there is an N ×N unitary numerical matrix
W such that
W


g(ρ1(w))Jρ1(w)
...
g(ρN (w))JρN (w)

 =


g˜(ρ1(w))Jρ1(w)
...
g˜(ρN (w))JρN (w)

 , w ∈ ∆,
16 HANSONG HUANG DECHAO ZHENG
By expanding the first raw of W , we get N constants c1, · · · , cN such that
g˜(ρ1(w))Jρ1(w) =
N∑
j=1
cjg(ρj(w))(Jρj)(w).
Noting ρ1(w) ≡ w,
Sg(w) =
N∑
j=1
cjg(ρj(w))(Jρj)(w), w ∈ ∆. (4.5)
Since each operator in a von Neumann algebra is the linear span of finitely many
unitary operators, for any S in V∗(Φ), S has the same form as (4.5). Note that all
such vectors (c1, · · · , cN ) span a linear subspace of CN with dimension not larger
than N and S is uniquely determined by the formula (4.5) on ∆. Therefore,
dimV∗(Φ,Ω) ≤ N.
Next we will find the finitely many generators of V∗(Φ,Ω). By Proposition 3.5
Ω−Φ−1(Φ(Z)) is connected. Note that Φ is holomorphic on Ω, and then Φ−1(Φ(Z))
is relatively closed in Ω. Thus
Ω− Φ−1(Φ(Z))) = Ω− Φ−1(Φ(Z)).
Recall that a local inverse ρ of Φ : Ω → Cd is called admissible if for each curve γ
in Ω − Φ−1(Φ(Z)), ρ admits analytic continuation with values in Ω. Next we will
show that if ρ is a representing local inverse for V∗(Φ,Ω), then ρ is admissible.
To do this, assume that ρ is a representing local inverse for V∗(Φ,Ω). Letting
A0 = Φ
−1(Φ(Z)),
we will see that ρ is admissible with respect to A0. In fact, applying Proposition 3.5
shows that Ω−A0 is connected. Since ρ is a representing local inverse for V∗(Φ,Ω),
there are an operator S in V∗(Φ,Ω) and an open ball ∆ such that
Sg(w) =
N∑
j=1
cjg(ρj(w))(Jρj)(w), w ∈ ∆, g ∈ L2a(Ω), (4.6)
where ρj0 = ρ for some integer j0 and all cj 6= 0. This can be reformulated as
S∗Kw =
N∑
j=1
cj(Jρj)(w)Kρj(w), w ∈ ∆,
where Kw denotes the reproducing kernel of L
2
a(Ω) at w ∈ Ω. For each point
λ ∈ Ω − A0, there is an open ball ∆λ containing λ where a similar representation
as (4.6) for S holds. Thus, by similar discussion as above we get
S∗Kw =
Nλ∑
j=1
cλj (Jρ
λ
j )(w)Kρλj (w), w ∈ ∆λ. (4.7)
Let γ be an arbitrary curve in Ω − A0 and γ(0) ∈ ∆. Since the union of all these
open balls ∆λ covers γ, applying Henie-Borel’s theorem shows that there exist
finitely many such balls whose union covers γ. If the intersection of two such balls
is not empty, then by the uniqueness of the representations (4.7) we get direct
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continuations of the tuple {ρλj : 1 ≤ j ≤ N} and all Nλ are equal. Then it follows
that ρ admits analytic continuation along γ. Furthermore,
cλj 6= 0, 1 ≤ j ≤ Nλ,
as we showed before, we have that for these j the images ρλj (∆λ) of ρ
λ
j lie in Ω.
Hence the images of ρ and its continuations lie in Ω. Therefore, by arbitrariness of
γ, ρ is admissible with respect to A0. Thus, a representing local inverse for V∗(Φ,Ω)
is admissible.
For each point in Ω − A0, there is a neighborhood where all members in [ρ]
are holomorphic. As Ω − A0 is connected, if ρ is a representing local inverse for
V∗(Φ,Ω), then the number k([ρ]) of different members in [ρ] (defined on a same
domain ∆) does not depend on the choice of the domain ∆. In this sense, we denote
this integer k([ρ]) by ♯[ρ], called the multiplicity of [ρ] [23]. Now fix a representing
local inverse ρ of Φ. As done in [20] or [23], define
E[ρ]h(w) =
∑
σ∈[ρ]
h ◦ σ(w)Jσ(w), w ∈ Ω−A0, (4.8)
where h is an arbitrary function over Ω−A0 or Ω. In the case of Φ being holomorphic
over Ω, the right hand side of (4.8) is a finite sum. Also by the above paragraph
σ(z) ∈ Ω − A0 if z ∈ Ω− A0 and σ ∈ [ρ]. Then the formula (4.8) makes sense. In
the sequel, for a local inverse ρ of Φ, ρ− always denotes the inverse of ρ.
Next, we will prove that if ρ is admissible, then both E[ρ] and E[ρ−] are in V∗(Φ,Ω),
and E∗[ρ] = E[ρ−]. Also, one will see that if ρ is admissible, ρ is representing for
V∗(Φ,Ω). In fact, the proof of the theorem in [36, p. 526] shows that the class of
all admissible local inverses of Φ is closed under composition; if ρ is an admissible
local inverse, then its inverse ρ− is also admissible. Suppose that ρ is an admissible
local inverse of Φ with respect to A0, defined as above. We will apply the proof
of [23, Lemma 6.3] to show that E[ρ] maps each function in L2a(Ω) to a function in
L2a(Ω−A). Furthermore, there exists a constant C satisfying
‖E[ρ]g‖ ≤ C‖g‖, g ∈ L2a(Ω).
To do this, let h ∈ Cc(Ω−A); that is, h is a continuous function over Ω−A0 with
compact support. Let
l = ♯[ρ] and l′ = ♯[ρ−].
Note that there are only finitely many admissible local inverses. For each enough
small open set U , there exists l admissible local inverse {ρj}lj=1 on U with each in
[ρ]. We have
∫
U
|E[ρ]h(z)|2dA(z) ≤ C
∫
U
l∑
j=1
|h ◦ ρj(z)|2|Jρj(z)|2dA(z)
= C
l∑
j=1
∫
ρj(U)
|h(z)|2dA(z), (4.9)
where C is a numerical constant. Note that each point in Ω−A0 has a neighborhood
where each member in [ρ] is holomorphic. There exists an open covering {Uk}∞k=1
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of Ω−A0 such that each member in [ρ] is holomorphic on Uk for all Uk. Let
E1 = U1 and Ek = Uk −
⋃
1≤j<k
Uj (k ≥ 2).
Then {Ek}∞k=1 is a measurable covering of Ω−A0 with similar property as {Uk}∞k=1,
and (4.9) also holds if U is replaced with Ek. Since each point in the union of
ρj(Ek)(1 ≤ j ≤ l, 1 ≤ k <∞) is attained by l′ times by {ρj(Ek)},
∫
Ω
|E[ρ]h(z)|2dA(z) ≤ C
l∑
j=1
∞∑
k=1
∫
ρj(Ek)
|h(z)|2dA(z) ≤ Cl′‖h‖2, h ∈ L2a(Ω).
That is, E[ρ] : L2a(Ω)→ L2a(Ω−A0) is a bounded operator. Theorem 1.3 gives that
each member in L2a(Ω − A0) extends analytically to one in L2a(Ω), and thus E[ρ]
defines a bounded linear operator from L2a(Ω) to L
2
a(Ω). Similarly we can show
that E[ρ−] is also a bounded operator from L2a(Ω) to L2a(Ω). Furthermore, using the
similar argument in the proof of [23, Lemma 6.3] we will show
E∗[ρ] = E[ρ−]. (4.10)
Now let U be a fixed open subset of Ω − A0 where all admissible local inverses
of Φ are holomorphic, and h be a bounded measurable function whose support is
contained in ρi0(U) for some i0, and g ∈ Cc(Ω−A0). Since l′ = ♯[ρ−], then we may
write
[ρ−]ρi0 (U) =
l′⊔
j=1
ρˇj(U), (4.11)
where ρˇj are local inverses of Φ on U. Then for each j(1 ≤ j ≤ l′), there is an
admissible local inverse σj : ρˇj(U)→ ρi0(U) and σj is onto. Since σj ∈ [ρ] and h is
supported on ρi0(U), we have∫
ρˇj(U)
∑
ρk∈[ρ]
h ◦ ρk(z)Jρk(z)g(z)dA(z) =
∫
ρˇj(U)
h ◦ σj(z)Jσj(z)g(z)dA(z)
=
∫
ρi0 (U)
h ◦ σj(σ−j (w))Jσj(σ−j (w))|Jσ−j (w)|2g(σ−j (w))dA(w)
=
∫
ρi0 (U)
h(w)g(σ−j (w))Jσ
−
j (w)dA(w)
to get∫
ρˇj(U)
∑
ρk∈[ρ]
h ◦ ρk(z)Jρk(z)g(z)dA(z) =
∫
ρi0 (U)
h(w)g(σ−j (w))Jσ
−
j (w)dA(w).
Noting that h is supported in ρi0(U), by (4.11) we obtain that
E[ρ]h =
∑
ρs∈[ρ]
l′∑
j=1
χρˇj(U)h ◦ ρsJρs.
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This gives
〈E[ρ]h, g〉 =
l′∑
j=1
∫
ρˇj(U)
∑
ρs∈[ρ]
h ◦ ρs(z)Jρs(z)g(z)dA(z)
=
l′∑
j=1
∫
ρi0 (U)
h(w)g(σ−j (w))Jσ
−
j (w)dA(w).
=
∫
Ω
h(w)χρi0 (U)
∑
σ∈[ρ−]
g(σ(w))Jσ′(w)dA(w)
= 〈h, E[ρ−]g〉.
That is,
〈E[ρ]h, g〉 = 〈h, E[ρ−]g〉.
Since each compact subset of Ω − A0 is contained in the union of finitely many
open sets like ρi0(U), the above identity also holds for any h ∈ Cc(Ω−A0). Using
a limit argument, we will show that the above identity holds if we replace g and h
with members in L2a(Ω). To do this, first we can find a sequence {Kn} of compact
subsets of Ω−A0 and a sequence of continuous functions {un} over Ω such that
(1) the union of all Kn equals Ω − A0, and the interior of En+1 contains Kn
for each n (for example, write Kn = {z ∈ Ω−A0 : d(z, ∂(Ω−A0)) ≤ 1n});
(2) 0 ≤ un ≤ 1, un|Kn = 1, and un|Ω−En+1 = 0.
In this case, for g and h in L2a(Ω), both g
√
un and h
√
un lie in Cc(Ω−A0). Then
〈 E[ρ](h
√
un), g
√
un 〉 = 〈h√un, E[ρ−](g
√
un) 〉.
Noting that the Lebesgue measure of A0 is zero, we have∫
Ω
E[ρ](h
√
un)g
√
undA(z) =
∫
Ω
h
√
unE[ρ−](g
√
un)dA(z), n ≥ 1.
Since the integrand functions in left and right hand sides are dominated by |g| E|[ρ]||h|
and |h| E|[ρ]||g| (both in L1(Ω)), respectively as
E|[ρ]|f(w) =
∑
σ∈[ρ]
f ◦ σ(w) |Jσ(w)|, w ∈ Ω−A0,
by applying Lebesgue’s Dominating Theorem, we have
〈E[ρ]h, g〉 = 〈h, E[ρ−]g〉, g, h ∈ L2a(Ω),
to get
E∗[ρ] = E[ρ−].
Since both E[ρ] and E[ρ−] commute with MΦ,Ω = {Mφj,Ω : 1 ≤ j ≤ d}, they are in
V∗(Φ,Ω). This shows that ρ is a representing local inverse for V∗(Φ,Ω). Thus, all
admissible local inverses are representing for V∗(Φ,Ω).
Next we will derive a delicate form of (4.5). If S is in V∗(Φ), then it has the
form as (4.5)
Sg(w) =
N∑
j=1
cjg(ρj(w))(Jρj)(w), w ∈ ∆, g ∈ L2a(Ω),
where ∆ is a subdomain of Ω. By applying techniques of analytic continuation, if
ρk and ρl lie in the same equivalent class, then their coefficients are equal [20]; that
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is, ck = cl. To do this, let ρl be the analytic continuation of ρk along a loop γ, and
for each ρj let ρ˜j denote the analytic continuation of ρj along γ. Then we get
N∑
j=1
cjg(ρj(w))(Jρj)(w) =
N∑
j=1
cjg(ρ˜j(w))(Jρ˜j)(w), w ∈ ∆, g ∈ L2a(Ω).
By the uniqueness of coefficients cj in the above formula and noting ρ˜k = ρl we
have ck = cl, as desired. By arbitrariness of ∆, we can rewrite S as
Sg(w) =
∑
ρ
cρE[ρ]g(w), w ∈ Ω−A0, g ∈ L2a(Ω). (4.12)
This gives that each operator S in V∗(Φ,Ω) can be represented as a linear span of
E[ρ], where ρ are representing local inverses for V∗(Φ,Ω). Also, we have shown that
those ρ are exactly admissible local inverses of Φ, and each E[ρ] is a well-defined
bounded operator in V∗(Φ,Ω) to complete the proof of Theorem 1.1. 
Recall that for a local inverse ρ of Φ, ρ− denotes the inverse of ρ. The proof of
Theorem 1.1 gives the following result.
Proposition 4.2. Suppose both Ω and Φ satisfy the assumptions in Theorem 1.1.
Then ρ is a representing local inverse for V∗(Φ,Ω) if and only if ρ is admissible.
In this case, both E[ρ] and E[ρ−] are in V∗(Φ,Ω), and E∗[ρ] = E[ρ−].
In particular, ρ is admissible if and only if ρ− is admissible.
From the proof of Theorem 1.1, we see that if ρ is a local inverse of Φ and
ρ(∆) ∩ Ω = ∅,
where ∆ is a subdomain of Ω, then ρ does not appear in the representation (4.5).
That is, ρ is not admissible. Furthermore, since ρ(∆) is a domain, if ρ(∆)∩∂Ω 6= ∅,
then by property (2) of Ω (see introduction) we can shrink ∆ such that ρ(∆)∩Ω = ∅.
Then ρ does not appear in (4.5) and ρ is not admissible. The same is true for
analytic continuations of ρ.
Besides, we immediately have the following corollaries .
Corollary 4.3. Suppose both Ω and Φ satisfy the assumptions in Theorem 1.1.
Then the dimension of V∗(Φ,Ω) equals the number of equivalent classes of admis-
sible local inverses of Φ on Ω .
Corollary 4.4. Let Ω be a domain satisfying the properties (1) and (2). For n
(n ≥ d) holomorphic functions φ1, · · · , φn on Ω, if there are d members φi1 , · · · , φid
among them such that
J(φi1 , · · · , φid) 6≡ 0
on Ω, then V∗(φ1, · · · , φn,Ω) is of finite dimension.
On the other hand, Theorem 1.1 may fail if the assumption on Φ is not satisfied.
Example 4.5. Let p(z1, z2) = z1z2 and Ω = B2. Then dimV∗(p,B2) = ∞ since
Mp has infinitely many pairwise orthogonal reducing subspaces:
span {pkzn1 : k = 0, 1, · · · }, n ∈ Z+.
Let Φ = (p2, p3). Thus the image Φ(Ω) of Φ is contained in
{(z2, z3) : z ∈ D},
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and so Φ(Ω) has no interior point. Since
V∗(p,B2) ⊆ V∗(Φ,B2),
dimV∗(Φ,B2) =∞.
However, for a single polynomial q it may happen that dimV∗(q,Ω) < ∞ and
even V∗(q,Ω) = CI. For instance, there exist abundant polynomails q of degree
one such that V∗(q,Dd) = CI for d ≥ 1 [39, Theorem 5.1]. Also, it is shown that
for positive integers k and l, 2 ≤ dimV∗(zk + wl,Dd) <∞ [18, Theorem 1.1].
To end this section, we give more examples.
Example 4.6. Given k, l, k′, l′ ∈ Z+, let
Φ = (zk1 z
l
2, z
k′
1 z
l′
2 ), (z1, z2) ∈ D2.
Note that the image of Φ contains an interior point if and only if JΦ 6≡ 0, if and
only if ∣∣∣∣ k lk′ l′
∣∣∣∣ 6= 0.
Assume ∣∣∣∣ k lk′ l′
∣∣∣∣ 6= 0.
By Theorem 1.1 dimV∗(Φ,D2) < ∞. Furthermore, we claim that V∗(Φ,D2) is
trivial if and only if ∣∣∣∣ k lk′ l′
∣∣∣∣ = ±1.
To see this, assume without loss of generality∣∣∣∣ k lk′ l′
∣∣∣∣ = 1.
Then we have
l′(k, l)− l(k′, l′) = (1, 0),
and
−k′(k, l) + k(k′, l′) = (0, 1).
Given (z1, z2) ∈ C2 with z1z2 6= 0, let
Φ(w1, w2) = Φ(z1, z2). (4.13)
Then the only solution (w1, w2) for (4.13) is given by
w1 =
(wk1w
l
2)
l′
(wk
′
1 w
l′
2 )
l
=
(zk1z
l
2)
l′
(zk
′
1 z
l′
2 )
l
= z1,
and
w2 =
(wk
′
1 w
l′
2 )
k
(wk1w
l
2)
k′
=
(zk
′
1 z
l′
2 )
k
(zk1z
l
2)
k′
= z2.
That is, the only admissible local inverse for Φ is the identity map. Conversely,
assume ∣∣∣∣ k lk′ l′
∣∣∣∣ 6= ±1.
By computations, there is no integers m1,m2, n1 and n2 such that both of the fol-
lowing hold:
m1(k, l) + n1(k
′, l′) = (1, 0),
22 HANSONG HUANG DECHAO ZHENG
and
m2(k, l) + n2(k
′, l′) = (0, 1).
Therefore,
[Z(k, l) + Z(k′, l′)] ∩ Z2+ 6= Z2+.
Let
M = span{zα11 zα22 : (α1, α2) ∈ Z2+ and (α1, α2) ∈ Z(k, l) + Z(k′, l′)}.
It is easy to check that M is a nonzero proper reducing subspace for MΦ. This
implies that V∗(Φ,D2) is nontrivial. In summary, V∗(Φ,D2) is trivial if and only
if ∣∣∣∣ k lk′ l′
∣∣∣∣ = ±1.
In Example 4.6, we assume ∣∣∣∣ k lk′ l′
∣∣∣∣ 6= 0.
Under this assumption we will see that V∗(Φ,D2) is always abelian. In fact, letting
Φ(w1, w2) = Φ(z1, z2), by the techniques in Example 6.3 one can find positive
numbers j1 and j2 and functions h1 and h2 satisfying{
w
j1
1 = h1 ◦ Φ(w1, w2),
w
j2
2 = h2 ◦ Φ(w1, w2)
Then one can get {
w
j1
1 = z
j1
1 ,
w
j2
2 = z
j2
2
Thus, all local inverses ρ must have the form:
ρ(z1, z2) = (ε1z1, ε2z2),
where εj11 = ε
j2
2 = 1. So all admissible local inverses commute with each other under
composition. Then by Theorem 1.1, V∗(Φ,D2) is abelian.
The following is from [24, Example 8.4.3].
Example 4.7. Let Ω be D2 or B2. Let
p(z1, z2) = z
2
1 + z
2
2 and q(z1, z2) = z
2
1z
2
2 ,
and
Φ = (p, q).
There are exactly eight admissible local inverses of Φ: ρ1, · · · , ρ8, which are defined
by
ρ1(z1, z2) = (z1, z2), ρ2(z1, z2) = (−z1, z2), ρ3(z1, z2) = (z1,−z2),
ρ4(z1, z2) = (−z1,−z2); ρ5(z1, z2) = (z2, z1), ρ6(z1, z2) = (−z2, z1),
and
ρ7(z1, z2) = (z2,−z1), ρ8(z1, z2) = (−z2,−z1).
Each ρj defines a unitary operator Uj on L
2
a(Ω) :
Ujf = f ◦ ρj , f ∈ L2a(Ω).
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By Theorem 1.1, the von Neumann algebra V∗(Φ) is generated by {Uj : 1 ≤ j ≤ 8}.
Note that the deck transformation group G(Φ) equals {ρj : 1 ≤ j ≤ 8}. Then V∗(Φ)
is not abelian since G(Φ) is not abelian.
Example 4.7 is notable since it tells the difference between multi-variable and
single-variable cases. Douglas, Putinar and Wang’s result [19] gives that V∗(B,D)
is abelian if B is a finite Blaschke product. Hence by (1.1), if φ is holomorphic on
the closed unit disk D and φ is not constant, then V∗(φ,D) is abelian. But Example
4.7 shows that this fails in multi-variable case. In Section 6, we will see that the
map Φ defined in Example 4.7 is a holomorphic proper map.
5. Proofs of Theorems 1.4 and 1.5
In this section we will present the proofs of Theorems 1.4 and 1.5 and assume
that Ω is a bounded domain in Cd. First we present the proof of Theorem 1.4.
Proof of Theorem 1.4. If Φ is biholomorphic, the only local inverse of Φ is
the identity map and hence by the proof of Theorem 1.1, V∗(Φ,Ω) is trivial. We
will show that if Φ : Ω → Ω′ is a non-biholomorphic proper map then V∗(Φ,Ω) is
nontrivial.
First we show that each local inverse σ of Φ is admissible in Ω. To do this, let
E = Φ−1(Φ(Z)).
By Corollary 3.3, E is relatively closed and L2a-removable. We will show that for
each curve γ ⊆ Ω− E , σ admits analytic continuation with values in Ω. In fact, by
Proposition 3.5 Ω− E is connected. Given a curve γ in Ω− E , Theorem 2.2 shows
that for each point λ on γ there exists an enough small ball Bλ centered at λ such
that
Φ−1(Φ(Bλ)) =
n⊔
j=1
Uj(λ),
where U1(λ) = Bλ, and each Uj(λ)(1 ≤ j ≤ n) is a domain such that Φ|Uj(λ) is
biholomorphic. This integer n only depends on Φ. Then it is easy to define n local
inverses of Φ :
ρλ1 , ρ
λ
2 , · · · , ρλn,
which map Bλ bijectively to U1(λ), · · · , Un(λ), respectively. Since γ is compact,
there are finitely may balls Bλk(1 ≤ k ≤ N) whose union covers γ. After reordering
them, we may require that
Bλk ∩Bλk+1 6= ∅, k = 1, · · · , N − 1.
Clearly, those local inverses {ρλkj }(1 ≤ j ≤ n) on Bλk are direct continuations of
{ρλk+1j }(1 ≤ j ≤ n) defined on Bλk+1 , up to a permutation. Thus each local inverse
admits analytic continuation along γ with values in Ω, as desired. Therefore, by
arbitrariness of γ all local inverses of Φ are admissible.
Since Φ is not biholomorphic, by Theorem 2.2 Φ is not univalent and hence there
exists a nontrivial local inverse ρ of Φ. Recall that
E[ρ]h(w) =
∑
σ∈[ρ]
h ◦ σ(w)Jσ(w), w ∈ Ω− E .
By the proof of Theorem 1.1, both E[ρ] and E[ρ−] are bounded operators in V∗(Φ,Ω).
The only modification here is to replace Theorem 1.3 with Corollary 3.3. Since ρ
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is not the identity map, E[ρ] is not a scalar multiple of the identity operator. This
implies that V∗(Φ,Ω) is nontrivial to complete the proof of Theorem 1.4. 
In fact, the proof of Corollary 3.3 gives that for a holomorphic proper map Φ
over Ω and a zero variety E of Ω, Φ−1(Φ(E)) is locally contained in a zero variety.
Thus, for a holomorphic proper map Φ on Ω and a local inverse ρ of Φ, there is
a relatively closed subset A of Ω such that A is locally contained in a zero variety
and for each curve γ in Ω − A, ρ admits analytic continuation with values in Ω.
Now we are ready to give the proof of Theorem 1.5.
Proof of Theorem 1.5. To prove Theorem 1.5, we need show that the number
of equivalent classes of local inverses of Φ equals the number of components of SΦ.
To do this, first we have two observations. On one hand, each point (z, w) in SΦ
has the form (z, ρ(z)) for some local inverse ρ of Φ, and there is a neighborhood
O of (z, ρ(z)) such that each point in O ∩ SΦ has the form (λ, ρ(λ)). On the other
hand, for two local inverses ρ and σ of Φ, they are equivalent if and only if there
is a curve γ along which ρ admits analytic continuation σ. In this case, (z, ρ(z))
is jointed with (w, σ(w)) by a curve in SΦ. Therefore, if ρ is equivalent to σ, then
their images lie in the same component of SΦ. The converse is also true by a similar
discussion. Thus, the number of equivalent classes of local inverses of Φ equals the
number of components of SΦ. This completes the proof. 
Given a discrete group Γ, recall that the group von Neumann algebra L(Γ) is
the weak closure of the linear span of all left regular representations {Lρ : ρ ∈ Γ}
of Γ on l2(Γ), defined by
Lρg(σ) = g(ρ
−1σ), σ ∈ Γ, g ∈ l2(Γ).
Theorem 1.5 has an immediate corollary.
Corollary 5.1. Suppose Φ is a holomorphic regular proper map on Ω. Then
V∗(Φ,Ω) is ∗-isomorphic to L(G(Φ)), where G(Φ) is the deck transformation group
of Φ.
Proof. Suppose Φ is a holomorphic regular proper map on Ω. Then each local
inverses of Φ extends to a member in G(Φ). Let
G(Φ) = {ρj : 1 ≤ j ≤ n}.
For each local inverse ρ of Φ, ρ is in G(Φ), and thus E[ρ] defines a unitary operator
in V∗(Φ,Ω). Now we rewrite Eρ for E[ρ], and by Theorem 1.5 V∗(Φ,Ω) is generated
by Eρ for ρ in G(Φ). Noting
E∗ρE∗σ = E∗ρ◦σ, ρ, σ ∈ G(Φ),
we define
n∑
j=1
cjE∗ρj 7→
n∑
j=1
cjLρj .
Thus the above map gives a ∗-isomorphism from V∗(Φ,Ω) to L(G(Φ)). 
Note that the assumption of Corollary 5.1 can be reformulated as: Φ is a holo-
morphic proper map and each local inverse of Φ is holomorphic in Ω. To see this,
suppose ρ is a local inverse of Φ, then so is its inverse ρ−. Since both ρ ◦ ρ− and
ρ−◦ρ locally are identity, and all local inverses of Φ are holomorphic in Ω, it follows
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that both ρ and ρ− are holomorphic automorphisms of Ω, forcing ρ ∈ G(Φ). Thus
Φ is regular, as desired.
6. Concrete examples of V∗(Φ,Ω)
This section contains some examples of V∗(Φ,Ω), where Φ is often a holomorphic
proper map. We focus on the abelian property of V∗(Φ,Ω). Let us begin with an
example in single variable case, suggested by Professor Qiu [24].
Example 6.1. For a fixed r ∈ (0, 1), let
Vr , {z : r < |z| < 1
r
},
and
Wr = {x+ iy : x
2
(r + 1
r
)2
+
y2
(r − 1
r
)2
< 1, x, y ∈ R}.
Consider the Zhukovski function:
f(z) =
1
2
(z +
1
z
), z ∈ Vr.
One can check that f is a holomorphic proper map from Vr to Wr. Define
ρ1(z) = z and ρ2(z) =
1
z
.
Then ρ1 and ρ2 are the only local inverses of f . Define an operator S on the
Bergman space L2a(Vr) by
Sh(z) = h ◦ ρ2(z)ρ′2(z), z ∈ Vr , h ∈ L2a(Vr).
We conclude that the von Neumann algebra V∗(f, Vr) equals the linear span of I
and S. In particular, V∗(f, Vr) is abelian.
In general, for an n-connected bounded domain Ω in C, a theorem of Bieberbach
grantees that there always exist abundant holomorphic proper maps from Ω to the
unit disk [4, 3, 8, 9].
We will present many examples of holomorphic proper maps on high dimensional
domains. The following proposition tells us that the map Φ defined in Example 4.7
is a holomorphic proper map.
Proposition 6.2. Let Ω be D2 or B2, and write Φ(z1, z2) = (z
2
1 + z
2
2 , z
2
1z
2
2). Then
Φ(Ω) is open and Φ is a holomorphic proper map from Ω to Φ(Ω).
Proof. Write Ψ(z1, z2) = (z1 + z2, z1z2). We will first show that Ψ is an open
map in C2; that is, Ψ maps each open ball to an open set. If so, noting that
Φ(z1, z2) = Ψ(z
2
1 , z
2
2), Φ is also an open map. To show Ψ is open, we just need
show that for a given point w = (w1, w2) and for any neighborhood U of w, Ψ(U)
contains an open ball centered at Ψ(w). Write Ψ(w) = (s1, s2), and note that w1
and w2 are zeros of the polynomial v defined by
v(x) = x2 − s1x+ s2.
Clearly, there exist two disks D1 and D2 centered at w1 and w2, respectively, and
D1 ×D2 ⊆ U.
If w1 6= w2, we can require that D1 ∩D2 = ∅. By applications of Rouche’s theorem
on ∂D1 and ∂D2, respectively, if s
′ = (s′1, s
′
2) is enough close to Ψ(w), then the
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polynomial u(x) = x2 − s′1x + s′2 has exactly two zeros: one in D1 and the other
in D2. If w1 = w2, then let D2 = D1. By similar discussion, the polynomial
u(x) = x2 − s′1x + s′2 has exactly two zeros in D1. In either case, Ψ(D1 × D2)
contains an open ball centered at Ψ(w), and so does Ψ(U). Therefore, both Ψ and
Φ are open maps.
Now it remains to prove that Φ is a proper map. In fact, noting Φ is holomorphic
on Ω, we have that Φ is a proper map if and only if Φ(∂Ω) ⊆ ∂Φ(Ω). Since Φ(Ω) is
open, it suffices to show that Φ(∂Ω) ∩ Φ(Ω) = ∅. To do this, fix λ = (λ1, λ2) and
µ = (µ1, µ2). Write
x1 = λ
2
1 + λ
2
2 and x2 = λ
2
1λ
2
2.
Then λ21 and λ
2
2 are the solutions of the equation
x2 − x1x+ x2 = 0 (x ∈ C).
Therefore, Φ(λ) = Φ(µ) if and only if (λ21, λ
2
2) is a permutation of (µ
2
1, µ
2
2). This is
equivalent to that there exists a member ρ ∈ G(Φ) (see Example 4.7) satisfying
µ = ρ(λ).
Since both Ω and ∂Ω are invariant under G(Φ). If Φ(λ) = Φ(µ), we have that
λ ∈ ∂Ω if and only if µ ∈ ∂Ω. This gives Φ(∂Ω) ∩ Φ(Ω) = ∅, to complete the
proof. 
From the proof of Proposition 6.2, we see that if Ω is replaced with any domain
invariant under the deck transformation group G(Φ), then the same results hold.
Similarly, one can prove that (z1 + z2, z
2
1 + z
2
2) is a holomorphic proper map on
either D2 or B2. By the same idea, one can also show that for positive integers
α1, · · · , αd, (zα11 , zα22 , · · · , zαdd ) defines a holomorphic proper map on Bd. In these
cases, a direct application of Corollary 5.1 shows that V∗(Φ,Ω) is ∗-isomorphic to
L(G(Φ)). In fact, Proposition 6.2 induces more holomorphic proper maps as shown
in the following example.
Example 6.3. Suppose Φ = (z1z
2
2 , z1 + z
2
2). Since Φ is the composition of
(z1z2, z1 + z2) and (z1, z
2
2), Φ is a holomorphic proper map on D
2. By Theorem
1.5, studying the structure of V∗(Φ,D2) reduces to determining all admissible local
inverses of Φ on D2. To do so, we will solve the following equation in D2:
Φ(w) = Φ(z).
The proof of Proposition 6.2 gives that Φ(z) = Φ(w) if and only if one of the
following holds: {
w1 = z1,
w22 = z
2
2 ,
or {
w1 = z
2
2 ,
w22 = z1.
By solving these equations, we get three equivalent classes of admissible local in-
verses of Φ: (z1, z2), (z1,−z2) and
(z22 ,±
√
z1).
These local inverses naturally derives three operators in V∗(Φ,D2): I, S1 and S2,
defined by
S1f(z1, z2) = f(z1,−z2), (z1, z2) ∈ D2,
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and
S2f(z1, z2) =
z2√
z1
[−f(z22 ,
√
z1) + f(z
2
2 ,−
√
z1)], (z1, z2) ∈ (D− {0})× D,
for f ∈ L2a(D2). Thus the dimension of V∗(Φ,D2) equals 3. For a finite dimensional
von Neumann algebra A on a Hilbert space H, A is ∗-isomorphic to⊕rk=1Mnk(C)
[17, Theorem III.1.2]. Thus V∗(Φ,D2) is ∗-isomorphic to C ⊕ C ⊕ C, and so
V∗(Φ,D2) is abelian.
We have to point out that Φ is not a proper map on Bd. On the other hand, Φ has
exactly two admissible local inverses on Bd: (z1, z2), (z1,−z2). Then by Theorem
1.1, dimV∗(Φ,B2) = 2, and then V∗(Φ,B2) is ∗-isomorphic to C⊕ C.
To contrast with Example 6.3 we have the following interesting example.
Example 6.4. Suppose Φ = (z21z
4
2 , z
2
1 + z
4
2). Then Φ is a holomorphic proper
map on D2 but not on B2. By the argument in Example 6.3 we get exactly twelve
equivalent classes of admissible local inverses of Φ on D2:
(z1, i
kz2), (−z1,−ikz2), (1 ≤ k ≤ 4);
(z22 ,±
√
z1), (−z22 ,±
√
z1); (z
2
2 ,±i
√
z1), (−z22 ,±i
√
z1).
A simple computation gives that not all these equivalent classes commute with each
other under composition. Theorem 1.5 gives that V∗(Φ,D2) is not abelian.
But there are only eight admissible local inverses of Φ on B2: (z1, i
kz2) and
(−z1, ikz2)(1 ≤ k ≤ 4), each corresponding to a unitary operator in V∗(Φ,B2).
Applying Theorem 1.1 shows that V∗(Φ,B2) is ∗-isomorphic to L(G(Φ,B2)). Note
that G(Φ,B2) is abelian but not cyclic.
In single-variable case, all known abelian deck transformation groups G(Φ) are
∗-isomorphic to Zn or Z, a cyclic group. For example, the deck transformation
group G(zn) of zn over D is isomorphic to Zn. If Φ(z) = exp(− 1+z1−z ), then Φ is a
covering map from D onto D − {0}, and G(Φ) is isomorphic to π1(D − {0}) ∼= Z.
Example 6.4 provides a different example.
The following example is of interest in its own to contrast with the main result
in [19] that for each finite Blaschke product B, V∗(B,D) is abelian.
Example 6.5. Given a finite Blaschke product B, let
ΦB = (B(z1) +B(z2), B(z1)B(z2)), (z1, z2) ∈ D2.
Observe that ΦB is the composition of two proper maps (z1+z2, z1z2) and (B(z1), B(z2)).
Thus ΦB is a holomorphic proper map on D
2. We claim that V∗(ΦB ,D2) is abelian
if and only if order B=1. First assume order B > 1, and we will show that
V∗(ΦB ,D2) is nonabelian. The special case of B(z1) = z21 is Proposition 6.2. To
do this, we solve the following equation in the bidisk D2:
ΦB(w) = ΦB(w).
It is not difficult to see either {
B(w1) = B(z1),
B(w2) = B(z2),
or {
B(w1) = B(z2),
B(w2) = B(z1).
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Then either (w1, w2) = (ρ(z1), τ(z2)) or (w1, w2) = (ρ(z2), τ(z1)), where both ρ and
τ are local inverses of B. Since order B > 1 and B is proper, there is a local inverse
σ different from the identity map on D. Now consider the following admissible local
inverse classes of ΦB :
([σ](z1), z2), (z2, z1),
where ([σ](z1), z2) denotes the family of those maps (z1, z2) 7→ (σ˜(z1), z2)
with σ˜ running over the equivalent classes [σ] of σ, and (z2, z1) denotes
the map (z1, z2) 7→ (z2, z1). It is easy to check that they do not commute. Then
by Theorem 1.1 V∗(ΦB ,D2) is not abelian.
On the other hand, if order B = 1, then by applying the proof of Proposition 6.2
we deduce that V∗(ΦB,D2) = CI and V∗(ΦB,D2) is abelian. Therefore, V∗(ΦB,D2)
is abelian if and only if order B=1.
Inspired by Proposition 6.2, we consider the permutation groups Sd (d ≥ 2).
Write
φ1 =
∑
1≤j≤d
zj ,
φ2 =
∑
1≤i<j≤d
zizj ,
· · ·
and φd = z1z2 · · · zd [24, Chapter 8]. Also put Φ = (φ1, · · · , φd).
Proposition 6.6. As defined above, Φ is an open map on Cd. Furthermore, Φ is
a holomorphic proper map on Ω if Ω is invariant under Sd.
Proof. First we will prove that Φ is an open map on Cd. To see this, we first
show that for each λ in Cd, Φ−1(Φ(λ)) is a finite set. This reduces to show that
Φ(λ) = Φ(µ) if and only if there is a permutation ρ on Cd such that µ = ρ(λ). In
fact, write Φ(λ) = w and w = (w1, · · · , wd). Consider the complex equation in x:
xd − w1xd−1 + · · ·+ (−1)d−1wd−1x+ (−1)dwd = 0.
Let Q denote the polynomial defined by the left hand side of this equation. Since
Φ(λ) = w, λ are the d zeros of Q, counting multiplicity. Since
Φ(λ) = Φ(µ),
µ are the d zeros of Q. Therefore, up to a permutation µ equals λ, as desired. Then
applying Theorem 2.1 shows that Φ is an open map on Cd.
Using the same argument as in the proof of Proposition 6.2, one can show that
Φ is a holomorphic proper map on Ω if Ω is invariant under Sd. 
Let Φ be defined as above Proposition 6.6. The deck transformation group G(Φ)
of Φ is isomorphic to Sd. Since Ω is invariant under Sd, by Corollary 5.1 V∗(Φ,Ω)
is ∗-isomorphic to L(Sd). Therefore, V∗(Φ,Ω) is abelian if and only if Sd is abelian,
if and only if d = 1, 2. In the case of Ω = Bd or D
d, this was obtained by [24,
Proposition 8.4.6].
As holomorphic proper maps are natural generalizations of finite Blaschke prod-
ucts on the unit disk D, it is reasonable to ask whether and to what extent (1.1)
holds. To the best of our knowledge, it is not known whether it holds on multi-
connected planar domains. But in general, it’s plain generalization fails in multi-
variable case, which is to be demonstrated in the next section. Also, we will see that
deformation plays an important role in the structures of V∗(Φ,Ω) and {MΦ,Ω}′.
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7. Deformation of the domains
In this section, under the deformation of the domain Ω we will study what
happens to the von Neumann V∗(Φ,Ω) and the commutant {MΦ,Ω}′. It turns
out that in multi-variable case they diverge a lot. Also, different definitions of
representing local inverse are presented and some differences between V∗(Φ,Ω) and
{MΦ,Ω}′ are shown. For simplicity, in this section we require all domains satisfy
the properties (1) and (2) defined in introduction.
We begin with an observation. Let Ω˜ be a bounded domain in Cd with d ≥ 2,
and Ω = Ω˜−K is a domain, where K is a compact subset of Ω˜. Letting Φ denote
a family of holomorphic functions over Ω, we will see {MΦ,Ω}′ equals {MΦ,Ω˜}′ in
the following sense. By Hartogs’ extension theorem each holomorphic function in Ω
uniquely extends to a function holomorphic on Ω˜. Furthermore, there is a bounded
linear bijection between the Bergman spaces L2a(Ω) and L
2
a(Ω˜). Precisely,
f 7→ f˜ , f ∈ L2a(Ω)
where f˜ denotes the holomorphic extension of f to Ω˜. For an operator S ∈ {MΦ,Ω}′,
S naturally induces an operator in {MΦ,Ω˜}′. More precisely,
S˜f˜ = S˜f , f ∈ L2a(Ω˜).
It remains to check that S˜ ∈ {MΦ,Ω˜}′. Let φ be a member in Φ and we regard φ
as a holomorphic function over Ω˜. For any f ∈ L2a(Ω),
SMφ,Ωf =Mφ,ΩSf.
That is,
S(φf) = φSf.
Therefore,
S˜M
φ,Ω˜f˜ = S˜(φf˜) = S˜(φ˜f) = S˜(φf) = φ˜Sf = φS˜f =Mφ,Ω˜S˜f˜ .
Then S˜ ∈ {Mφ,Ω}′. This gives that S˜ is in {MΦ,Ω˜}′.
Conversely, given S˜ ∈ {MΦ,Ω˜}′, let
Sf = S˜f˜
for each f in L2a(Ω). Using similar argument as above one gives that S is in {MΦ,Ω}′
corresponding to S˜. In this sense, we write
{MΦ,Ω}′ = {MΦ,Ω˜}′.
But to compare V∗(Φ,Ω) with V∗(Φ, Ω˜) we have a different story. Proposition7.3
gives that for a nontrivial V∗(Φ, Ω˜), V∗(Φ,Ω) may be trivial. In addition, we
emphasize that in single variable case
{MΦ,Ω}′ = {MΦ,Ω˜}′
usually fails. A main reason is that in most cases H∞(Ω) 6= H∞(Ω˜).
Let Ω˜∆Ω denote the symmetric difference of the sets Ω˜ and Ω, and O(∂Ω, ε)
the ε-neighborhood of ∂Ω. The following proposition shows that the dimension of
V∗(Φ,Ω) will not increase and the abelian property of V∗(Φ,Ω) is preserved under
a small deformation of Ω.
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Proposition 7.1. Suppose Φ : Ω→ Cd is a holomorphic map on Ω and the image
of Φ has an interior point. Then there is a positive number ε such that for any
domain Ω˜ satisfying Ω˜∆Ω ⊆ O(∂Ω, ε),
dimV∗(Φ, Ω˜) ≤ V∗(Φ,Ω).
Furthermore, if V∗(Φ,Ω) is abelian, then so is V∗(Φ, Ω˜).
In Proposition 7.1, if ε is large, then it is possible that
dimV∗(Φ, Ω˜) > dimV∗(Φ,Ω).
For example, for a finite Blaschke product B with order n(n > 2), it is shown
that dimV∗(B,D) ≤ n in [21] and in most cases dimV∗(B,D) = 2 in [24]. But
there is a connected compact set K of D such that the restriction of B on D−K
is a covering map whose deck transformation group is a finite cyclic group [19].
Furthermore, it is shown that V∗(B,D − K) is abelian as well as V∗(B,D), and
dimV∗(B,D−K) = n. Thus
dimV∗(B,D−K) > dimV∗(B,D).
Now we turn to the proof of Proposition 7.1.
Proof of Proposition 7.1. Since Φ : Ω → Cd is holomorphic on Ω, there is a
positive number δ such that Φ is holomorphic in the δ-neighborhood of Ω. Each
operator S in V∗(Φ,Ω) has the form as (4.12):
Sg(w) =
∑
ρ
cρE[ρ]g(w),
where each ρ is a representing local inverse. To show
dimV∗(Φ, Ω˜) ≤ dimV∗(Φ,Ω),
it suffices to show that if a local inverse ρ is not representing for V∗(Φ,Ω), then it is
not representing for V∗(Φ, Ω˜). Recall that a local inverse is not representing if and
only if one local inverse in its equivalent class is not representing. By Proposition
4.2, all representing local inverses are exactly admissible local inverses, and their
family is closed under analytic continuation. Without loss of generality assume
that there is a point λ ∈ Ω − Φ−1(Φ(Z)) such that ρ(λ) 6∈ Ω, but ρ(λ) still lies in
the δ-neighborhood of Ω. If the deformation is enough small such that
λ ∈ Ω˜ and ρ(λ) 6∈ Ω˜, (7.1)
then by the comments below Proposition 4.2 ρ is not representing for V∗(Φ, Ω˜).
Since there are finitely many local inverses for Φ (either representing or not), one
can find a positive number ε such that (7.1) is satisfied for all non-representing
local inverses ρ for V∗(Φ,Ω) if Ω˜∆Ω ⊆ O(∂Ω, ε). Thus we have proved
dimV∗(Φ, Ω˜) ≤ dimV∗(Φ,Ω).
To prove that the abelian property is preserved under a small perturbation, we
observe that those operators in V∗(Φ,Ω) or V∗(Φ, Ω˜) have local representations.
Theorem 1.1 gives that V∗(Φ,Ω) is generated by E[ρ], where ρ run over admissible
local inverses of Φ. To show that V∗(Φ, Ω˜) is abelian if V∗(Φ,Ω) is abelian, we need
an observation: the representing local inverses and related equivalent classes for
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V∗(Φ, Ω˜) are “contained” in those of V∗(Φ,Ω) under a small deformation of Ω. In
fact, there are only finitely many representing local inverses for V∗(Φ,Ω), say
ρ1, · · · , ρN .
Let ρj1 , · · · , ρjk consist of an equivalent class [ρj1 ]Ω, where we use Ω to note that
those analytic continuations are done via curves in Ω. Then one can find a point
a ∈ Ω and k − 1 loops in Ω such that ρj1 is analytic at a and admits analytic
continuation ρjs(2 ≤ s ≤ k) along these k − 1 loops. Let K be the closure of a
domain containing these k−1 loops so that K ⊆ Ω. Then under a small permutation
of Ω,
K ⊆ Ω˜.
Therefore, ρj1 admits analytic continuation ρjs along the same loops in Ω˜. Since
there are only finitely many local inverses and loops involved, we may assume K
is enough large so that all analytic continuations admitted by ρj(1 ≤ j ≤ N) in Ω
can also be done in Ω˜, and in this sense we write
[ρj ]Ω ⊆ [ρj ]Ω˜, 1 ≤ j ≤ N.
Thus for each j, [ρj ]Ω˜ is the union of several distinct members [ρk]Ω. Then by
Theorem 1.1 it immediately follows that V∗(Φ, Ω˜) is abelian if V∗(Φ,Ω) is abelian.
The proof is completed. 
By Corollary 1.2, the necessary and sufficient condition for V∗(Φ, Ω˜) 6= CI is that
there exists a nontrivial admissible local inverse ρ for Ω˜. That is, there is a local
inverse ρ (ρ(z) 6≡ z) such that for each local inverse σ ∈ [ρ] defined in a subdomain
in Ω˜, the image of σ is contained in Ω˜. In short, we write
[ρ]
(
Ω˜− Φ−1(Φ(Z))) ⊆ Ω˜. (7.2)
As Ω is fixed, we can find a point w outside Ω ∪ Φ−1(Φ(Z)) but in the ε-
neighborhood N of Ω. By the proof of the former part of Theorem 1.1 there
exist finitely many points in Φ−1(Φ(w)) in the closure of N . Draw a smooth curve
γ in N which connects w and a point in Ω such that
γ ∩ Φ−1(Φ(w)) = {w}.
Then thicken γ and smoothen it, we get a larger domain Ω̂. Then one can check
that the only admissible local inverse of Φ on Ω̂ is the identity map. To see this,
write
Φ−1(Φ(w)) ∩ Ω̂ = {w1, · · · , wK , w}.
Noting
Φ−1(Φ(w)) ∩ Ω̂ ∩ Z = ∅,
we can get K + 1 disjoint domains U0, U1, · · · , Uk such that
Φ(U0) = Φ(Uj), 1 ≤ j ≤ K,
and Φ|Uj (0 ≤ j ≤ K) are biholomorphic; in addition, we require that w ∈ U0 and
U0 contains a boundary point λ of Ω̂. This can be done because the thicken part
of γ can be as thin as possible. For each local inverse η distinct from the identity,
[η](λ) ⊆
K⊔
j=1
Uj .
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Then some member in [η−] maps a point in
⊔K
j=1 Uj to λ, and thus by (7.2) η
−
can not be an admissible local inverse. By the comment below Proposition 4.2, η
is not admissible. Thus there is no nontrivial admissible local inverses for Ω̂. Then
applying Theorem 1.1 gives the following theorem.
Theorem 7.2. Suppose Φ : Ω→ Cd is a holomorphic map on Ω and the image of
Φ has an interior point. For any positive number ε there is a domain Ω̂ satisfying
Ω̂∆Ω ⊆ O(∂Ω, ε) and V∗(Φ, Ω̂) is trivial.
Furthermore, by Proposition 7.1 there is a positive number δ such that δ < ε and
for any domain Ω˜ satisfying Ω̂∆Ω˜ ⊆ O(∂Ω̂, δ) and V∗(Φ, Ω˜) is trivial. Thus under
the assumption of Theorem 7.2, for small deformations Ω′ of Ω, V∗(Φ,Ω′) are often
trivial.
Proposition 7.3. Suppose Φ : Ω → Cd is a holomorphic map on Ω. For each
λ ∈ Ω, and ε > 0, there exists an open ball U satisfying U ⊆ B(λ, ε) such that
V∗(Φ,Ω− U) is trivial.
Proof. Since the Lebesgue measure of ∂Ω is zero, one can show that the Lebesgue
measure of Φ−1(Φ(∂Ω)) is also zero. Then there is a point λ˜ in the ball B(λ, ε2 )
such that
Φ−1(Φ(λ˜)) ∩ Z = ∅ = Φ−1(Φ(λ˜)) ∩ ∂Ω.
We pick ∆1 = B(λ˜,
ε′
2 ) where ε
′ < ε is so small such that there are finitely may
disjoint domains ∆1, · · · ,∆N and biholomorphic maps ρ1, · · · , ρN on ∆1 satisfying
N⋃
j=1
∆j = Φ
−1(Φ(∆1)) ∩ Ω
and
ρj(∆1) = ∆j and Φ ◦ ρj = Φ, 1 ≤ j ≤ N,
where ρ1(z) ≡ z. Without loss of generality, we may assume that Ω − ∆1 is
connected. Note that ∆1 ∩ (Ω−∆1) = ∅, and⋃
2≤j≤N
∆j ⊆ Ω−∆1.
Since ρ−j (∆j) = ∆1 for all j, by the comments after Proposition 4.2 ρ
−
k
(2 ≤ k ≤ N) are not representing local inverse for V∗(Φ,Ω − ∆1), and nor are
their inverses ρk(2 ≤ k ≤ N). Since ρk(1 ≤ k ≤ N) are all possible local inverses,
the only representing local inverse is the identity map ρ1. Since each operator S in
V∗(Φ,Ω−∆1) has the form (4.5), we obtain V∗(Φ,Ω− U) = CI if we choose U to
be ∆1 to complete the proof. 
Proposition 7.3 reveals great difference between V∗(Φ,Ω) and {MΦ,Ω}′. By the
second paragraph of this section, {MΦ,Ω}′ and {MΦ,Ω−U}′ can be regarded as the
same. But Theorem 1.4 tells us that if Φ is a holomorphic proper map on Ω and is
not biholomorphic, then V∗(Φ,Ω) is nontrivial and Proposition 7.3 gives that one
can pick an open ball U such that V∗(Φ,Ω − U) is trivial. A concrete example is
constructed as follows.
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Example 7.4. Let Ω˜ denote the unit ball B2 or D
2. Let U denote the open ball of
radius 1100 centered at (
1
2 ,
i
2 ), respectively. Write
Ω = Ω˜− U,
and
Φ(z1, z2) = (z
2
1 + z
2
2 , z
2
1z
2
2).
As done in Example 4.7, we have local inverses ρ1, · · · , ρ8 and bounded operators
U1, · · · , U8. For 1 ≤ j ≤ 8,
Uj ∈ {MΦ,Ω˜}′.
By the discussion at the beginning of this section,
Uj ∈ {MΦ,Ω}′, 1 ≤ j ≤ 8.
We will show that V∗(Φ,Ω) = CI. To do this, note that
ρ−1j (
1
2
,
i
2
) ∈ Ω, 2 ≤ j ≤ 8.
But
ρj [ρ
−1
j (
1
2
,
i
2
)] 6∈ Ω, 2 ≤ j ≤ 8.
Then by the comments after Proposition 4.2 ρj(2 ≤ j ≤ 8) are not admissible local
inverses for V∗(Φ,Ω). Applying Theorem 1.1 shows that V∗(Φ,Ω) = CI.
Inspired by [36], we present a different definition for representing local inverse.
Suppose that Φ is holomorphic over Ω, and there is an operator T in {MΦ,Ω}′ such
that
Tg(w) =
N ′∑
j=1
sj(w)g(ρj(w)), w ∈ ∆,
where sj are holomorphic over ∆, and sk 6≡ 0, then ρk is called a representing local
inverse (on ∆) for {MΦ,Ω}′. Example 7.4 shows that local inverses representing for
{MΦ,Ω}′ and those representing for V∗(Φ,Ω) can be different. But in single-variable
case, they are the same under a mild condition [36].
Recall that V∗(z,D) = CI and {Mz,D}′ = {Mh,D : h ∈ H∞(D)}. It is clear that
for a finite Blaschke product B, V∗(B,D) = V∗(z,D) if and only if
{MB,D}′ = {Mz,D}′.
Thomson’s proof [36] indeed shows that for a function φ holomorphic over D,
V∗(φ,D) = V∗(z,D) if and only if {Mφ,D}′ = {Mz,D}′. But Example 7.4 shows
that this fails in multi-variable case.
Now we reformulate (1.1) as follows. If φ is holomorphic over D, then there
exist a holomorphic proper map ψ on D and an H∞-function h on ψ(D) such that
φ = h ◦ ψ and {Mφ,D}′ = {Mψ,D}′. This fails in high dimensional case, see the
following.
Example 7.5. Let Φ, Ω, and Uj , ρj(1 ≤ j ≤ 8) be defined as in Example 7.4.
Suppose conversely that there is a holomorphic proper function Ψ on Ω such that
{MΦ}′ = {MΨ}′,
and Φ can be written as a function of Ψ. We will derive a contradiction. In fact,
Uj ∈ {MΦ}′ = {MΨ}′, 1 ≤ j ≤ 8.
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This implies
Ψ ◦ ρj = Ψ, 1 ≤ j ≤ 8,
and Ψ is at least an 8-folds map, see Theorem 2.2. Since Φ can be written as
a function of Ψ, Φ − Φ(λ) has at least 8 roots once λ 6∈ Φ−1(Φ(Z)), where Z
denotes the zeros of JΦ. Note that ( i2 ,
1
2 ) ∈ Ω− Φ−1(Φ(Z)) and (12 , i2 ) 6∈ Ω. Write
w = ( i2 ,
1
2 ), and Φ − w has exactly 7 roots in Ω. This is a contraction. Therefore,
a generalization of (1.1) fails in this case.
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