Let (Si) n i=0 be the random walk process generated by a sequence of real valued i.i.d. random variables (Xi) n i=1 having symmetric densities(with respect to the origin). This paper studies statistical properties of the associated convex minorant process. The random variable whose value is the length of the longest segment of the minorant process is investigated; we also discover a formula for the probability that the number of segments composing the minorant process is m. The methods of calculating these quantities seem to be new and may lend insight into other problems. For example, these methods allow one to calculate the density of the random variable whose value is the length of the longest segment of the minorant process generated by Brownian motion on finite intervals; this functional of Brownian motion is useful in understanding several problems in adhesion dynamics and Burgers equation with random initial conditions. In addition, we describe analogous statements for random walks with random time increments. * AMS 2000 subject classification.Primary 60Gxx; secondary, 60C05, 82C22.
Introduction
The present work studies properties of convex minorants of random walks generated by real-valued independent identically distributed (i.i.d.) random variables with densities. Before section 6 we do not even require these random variables to have first moment. In section 2 we prove several surprising properties of sequences of real numbers. The important probabilistic corollary which follows from these statements is: The probability that a random walk of length N remains above the line which connects the origin to its endpoint is 1 N ; a conditional version of this statement is also given. In section 3 we assume the random variables to be symmetric and calculate a quantity which is used in section 4. In section 4 we calculate the statistics of the length in time of the longest segment of the convex minorant process generated by the random walk process. In particular, we prove that for a random walk of length N and n > N 2 the probability of having a segment in the convex minorant of exactly length n is 1 n . In section 5 we calculate an explicit formula for the probability that the convex minorant of a random walk of length N is composed of m segments:
A connection with the Stirling numbers of the first kind is discovered. In Section 6 we calculate an explicit density for the random variable whose value is the length of the longest segment in the convex minorant process generated by Brownian motion on finite time intervals. We find that for Brownian motion on [0, 1], the density for this random variable is 1 s for s ∈ [ 1 2 , 1]. Section 7 addresses similar issues for random walks with random time increments.
The methods used to calculate these quantities seem to be new and have been of use in mass aggregation adhesion dynamics and the study of statistics of shock size in Burgers equation with random initial data.
Several Theorems on Finite Sequences of Real Numbers
We begin by defining several notions. Let T : R n → R n be the shift operator T (x 1 , ..., x n ) = (x 2 , ..., x n , x 1 ); T is a bijection. Denote by T m = T • ... • T m times. For a = (a 1 , ..., a n ) ∈ R n we define the walk generated by a, R t (a), as follows:
where t * denotes the greatest integer less than t. Define the m th cyclic shift of a ∈ R n by T m (a) and the m th cyclic shift of the walk generated by a ∈ R n by R t (T m (a)). Let µ be a positive T invariant Borel measure on R n which is absolutely continuous with respect to Lebesgue measure. Define the positive Borel measure µ R by µ R (C) = µ(C ∩ B R ), where B R is the open ball of radius R centered about the origin and C is any Borel set; note that µ R is also T invariant. Define A = {a = (a 1 , ..., a n ) ∈ R n : R t (a) > t n R n (a), ∀t ∈ (0, n)}. For α ∈ R, define B α = {a = (a 1 , ...a n ) ∈ R n : n i=1 a i = α}. We now state two lemmas followed by several theorems and their probabilistic corollaries; we prove these lemmas at the end of this section.
µ R i (R n ) exists and is equal to 1 n . In particular, if µ is a probability measure then µ(A) = 1 n .
Proof. Simple consequence of Lemma 1, Lemma 2, and the fact that µ is T invariant.
Corollary 1 If X 1 , ..., X n are real valued i.i.d. random variables with densities, then P ( i j=1 X j > i n n j=1 X j , ∀i ∈ {1, ..., n − 1}) = 1 n . Note that there is no assumption on the existence of moments.
Proof. It is enough to check that the product measure on R n generated by the densities of X 1 , ..., X n , satisfies the above conditions on µ.
Suppose µ has a density g ∈ L 1 loc (R n ). We define the essential support of µ, ess(µ), in the following way: Let Ω be the collection of open subsets ω ⊂ R n such that g(x) = 0 for µ almost every x ∈ ω; let ω * = ∪ ω∈Ω ω; ess(µ) = (ω * ) c . We will now define the conditional measure of A with respect to B α , µ(A|B α ).
These limits exist as we shall see in the proof of the next theorem.
Theorem 2 If α ∈ A µ then µ(A|B α ) = 1 n .
Proof : We make several observations:
) c ) = 0 by Lemma 2. We now conclude that given α ∈ A µ and ǫ > 0 for sufficiently large R, µ R (A ∩ B ǫ α ) = 1 n µ R (B ǫ α ). Since this quantity does not depend on ǫ, as ǫ → 0 we see that the above limits are well defined and desired result follows.
Corollary 2 Let X 1 , ..., X n be real valued i.i.d. random variable with densities in L 1 loc (R) and P the joint probability distribution on R n generated by the joint distributions of X 1 , ..., X n . For all α ∈ A P we have P ( i j=1 X j > i n n j=1 X j , ∀i ∈ {1, ..., n − 1}| n j=1 X j = α) = 1 n .
Proof. We need only check that P satisfies the hypothesis of Theorem 2. This is straight-forward. One should think of Theorem 2 as a statement about the conditional measures of A conditioned on the family of hyperplanes B α .
We need one more concept, the convex hull of R t (a), co(a). co(a) is defined to be the smallest convex set in R 2 containing the graph of R t (a). This notion is well defined. We are now ready to prove Lemma 1 and Lemma 2.
Proof of Lemma 1. Define E = {a = (a 1 , ..., a n ) ∈ R n : ∃i ∈ {1, ..., n − 1}, ∃m ∈ Z, R i (T m a) = i n R n (a)}. Since E is a finite union of codimension 1 submanifolds of R n , the Lebesgue measure of E, L(E), is zero, thus µ(E) = 0. Define F = E c . We will soon see that F = ∪ n−1 j=0 T j A. Let a ∈ F . We will show that there is exactly one 0 ≤ j < n such that T j a ∈ A; this, coupled with the fact that T is a bijection completes the proof of the Lemma. Suppose that a ∈ A, then the following calculation shows that T m a / ∈ A for m = 1, ..., n − 1.
The last statement shows T m a / ∈ A. This tells us that for a ∈ F the orbit {T i a} n−1 i=0 has at most one point in A. Next we give an algorithm for finding the i ∈ {0, 1, ..., n − 1} so that T i a ∈ A. This will rely on a geometric argument involving the walk generated by a, R t (a), and the convex hull of this walk, co(a). Define s(a) = Rn(a) n and consider the parameterized family of lines in
The line y c * (x) lies below co(a) except at one t a ∈ [0, n) where they intersect. Since R t (a) is a piecewise linear function with corners at integer points, we see that t a ∈ {0, 1, ..., n − 1}. At this point a simple geometric argument which can easily be formalized will show that T ta a ∈ A. If t a = 0 then a ∈ A as can be seen from drawing a picture (at no time does the path R t (a) intersect the line segment connecting the origin to (n, R n (a)) ∈ R 2 ; this is exactly the definition of a ∈ A). If t a = 0 then partition R t (a) into two pieces at t a ; we refer to these as the left and right piece; attach the right piece to the origin and the left piece to the end of the right piece; this corresponds to constructing the walk generated by T ta a, R t (T ta a); this walk has the property of not crossing the line connecting the origin to (0, R n (a)), thus showing that T t a a ∈ A as desired. This completes the proof of Lemma 1.
Proof of Lemma 2. Define E as before and recall that µ(E) = 0. We have shown that if a ∈ F = E c then there exists j ∈ {0, 1, ..., n} so that T j a ∈ A.
of a which partitions R t (a) into a left and right part, one of which may be trivial. By arguments similar to those in the proof of Lemma 1 of the previous section there is a unique pair
In other words, there is a unique line with slope u so that co(a) lies above the line except at one point (i, R i (a)) where there is intersection. Let I u : F u → {0, 1, ..., n} assign to each a ∈ F u the unique intersection time i just described. The u-decomposition of a ∈ F u is the partition of R t (a) at I u (a) into a left and right side, one of which may be empty or trivial (this happens if I u (a) = 0 or n). The right side of this partition satisfies the condition a Iu(a) + ...+ a Iu(a)+i > u(i + 1) for 0 ≤ j < n− I u (a), while the left side of this partition satisfies the condition −(a Iu(a)−1 + ...+ a Iu(a)−j ) > −ju for 1 ≤ j < I u (a). The uniqueness of the u-decomposition leads us to the following decomposition of F u :
We will use this partition of F u to calculate a useful quantity. Let X 1 , ..., X n be real valued i.i.d. random variables which have a distribution with density symmetric about 0; we do not assume existence of moments. Define P to be the joint probability distribution on R n of these random variables. Finally, for u ∈ R we let G j (u) = P (X 1 + ... + X i > ui, 0 < i ≤ j) for j = 1, ...n and we set G 0 (u) = 1.
Proof. Fix u ∈ R. Since P ≪ L, P (E u ) = 0, so P (F u ) = 1; this is due to the fact that E u is the finite union of codimension 1 submanifolds (hyperplanes) and thus has Lebesgue measure zero. F = ∪ n j=0 D u j and {D u j } disjoint imply that n j=0 P (D u j ) = 1. We note that P is a product probability measure symmetric about each axis. The following set manipulations make the proof clear:
The first equality is due to the fact that P is a product measure; the second equality holds because P is symmetric about each axis; and the last equality holds because P is a product measure generated by i.i.d. random variable and is thus invariant under permutation of coordinates. The statement of the theorem follows.
4 Calculation of a Quantity Related to the Longest Segment of the Convex Minorant Process Generated by Symmetric Random Walks For a ∈ R N , we define the convex minorant of R t (a) as the lower boundary of co(a); that is, the union of segments of the boundary which lie below co(a). This definition can be made more formal (for example we can define the convex minorant of R t (a) as R t (a) * * , where * denotes the Legendre transform) but it seems that the less formal definition should suffice. Let X 1 , ..., X N be real-valued i.i.d. random variables with densities symmetric about 0. We calculate the probability L n that the longest segment of the convex minorant process generated by X 1 , ..., X N is of length n; the length of a segment refers to its projected length on the time axis. Define p n (u) to be the density for the random variable X1+...+Xn n . We are now ready to calculate L n for n > N 2 .
Theorem 4 L n = 1 n for n > N 2 .
Proof. In the following it should be understood that n > N 2 . We will also refer to time in the spirit of probability and random walk processes. The probability that a segment of length n begins at time j ≤ N − n is:
Since the event of having a segment of the convex minorant of size exactly n > N 2 at j and at l are disjoint, the probability of having a segment of size exactly n is:
We see that for 1 2 < s < t ≤ 1 the probability that there is a segment of of the convex minorant of length n where sN ≤ n ≤ tN is sN ≤n≤tN 1 n , which tends to log( t s ) as N → ∞.
Statistics of the Number of Segments Composing the Convex Minorant of Symmetric Random Walk Processes of Length N
As has become customary, let X 1 , ..., X N be real valued i.i.d. random variables with density which is not necessarily symmetric with respect to the origin. The probability that the convex minorant of the random walk process is composed of exactly m segments is:
This can be seen by a combinatorial argument outlined in the appendix. Roughly speaking the factor 1 m! arises from the fact that for almost every realization of m slopes only one of the m! arrangements will be increasing. The probability that the segments are of some given lengths is given by the formulas in previous sections. We sum up over all possible partition of N objects into m subcollections of objects.
We can evaluate the above expression by using generating functions. Let
z i i ; note that ξ(z) = − log(1 − z) for |z| < 1. Also note that:
We recognize that:
We are finally able to write an explicit formula for the probability that the convex minorant of the the random walk process of length N is composed of exactly m segments:
.
We note one more fact. 
The Convex Minorant of Brownian Motion
Let C[0, 1] be the Banach space of continuous functions on [0, 1] equipped with the standard supremum norm; define C to be the Borel sigma algebra of C[0, 1], and W to be the standard Wiener measure on the measurable space (C[0, 1], C) (Billingsley, 1968) . For any ω ∈ C[0, 1] define L(ω) to be the length (in time) of the longest segment of the convex minorant of ω. It is easy to check that L is upper semicontinuous and thus measurable. In this section we will use the results of section 4 to calculate an explicit expression for part of the density of L, where L is considered a random variable on the probability space (C[0, 1], C, W ) which takes values in [0, 1].
For s ∈ [0, 1] define M s = L −1 [s, 1]; this set is closed. The goal will be to calculate W (M s ) for s ∈ [ 1 2 , 1]. We begin by observing that W (∂M s ) = 0, where ∂M s denotes the boundary of M s ; this is intuitively obvious, but a proof will be sketched in the appendix. This fact allows us to use the theory of weak convergence of probability measures on metric spaces (Billingsley, 1968) . In particular consider the random walk processes described earlier and assume the random variables generating the random walks, X 1 , ..., X N , satisfy the same conditions as those in section 4 and have second moment; we appeal to Donsker's theorem which shows that W N =⇒ W where the double arrow denotes weak convergence of measures, and W N denotes the measures on (C[0, 1], C) induced by the scaled random walk process on [0, 1], Y t , which is defined by
where S i = i j=1 X j . Since W (∂M s ) = 0, we conclude that lim N →∞ W N (M s ) = W (M s ). In section 4 we proved that for 1 2 < s ≤ 1, W N (M s ) tends to log 1 s as N tends to infinity. We have proven the following theorem.
Thus the density for L in the range [ 1 2 , 1] is 1 s .
Other Related Theorems and Facts
This section addresses the same questions as in sections 2,3, and 4 for random walk processes that have random time increments; the precise meaning of this will be explained. We also address similar questions pertaining to random samplings of Brownian Motion and continuous time stochastic processes with stationary independent increments.
Let T 1 , ...T N be positive i.i.d. random and X 1 , ...X N i.i.d. random variables with densities. In addition, we assume that all of random variables involved are independent. Define S 0 = 0, S i = i j=1 X i for i = 1, 2, ..., N , and the random variable φ t = max m ∈ Z : m j=1 T j < t for t positive; it will be convenient to denote by T N the random variable N j=1 T j . Define
F t is a stochastic process on [0, 1]; we note that all the theorems in this section which deal with F t have natural analogues for G t . In the following we will denote by P the product probability measure on R 2N which is generated by the distribution of the random variables X 1 , ..., X N , T 1 , ..., T N .
Theorem 6 P (F t > tF 1 , ∀t ∈ (0, 1)) = 1 N .
Here A P is defined as in section 2 with the exception that B α is replaced by B α × R N . In the next two theorems we will condition on the random times as well as the sum of the X i ; however, we will not explicitly worry about conditions like " α ∈ A P "; technically, these need to be imposed, but for the purpose of this section we will take comfort in the fact that these conditions are straight forward to impose. We define σ(t 1 , ..., t N ) to be the set of cyclic permutations of (t 1 , ..., t N ) ∈ R N .
Theorem 8 P (F t > tF 1 , ∀t ∈ (0, 1)|(T 1 , ..., T N ) ∈ σ(t 1 , ..., t N )) = 1 N Theorem 9 P (F t > tF 1 , ∀t ∈ (0, 1)|(T 1 , ..., T N ) ∈ σ(t 1 , ..., t N ), F 1 = α) = 1 N The proofs of these theorems resemble those in section 2. The proofs essentially rely on the fact that it is possible to consider the convex hull of random walks and cyclic shifts of these walks. Let us impose that the densities of X 1 , ..., X N are symmetric with respect to the origin. Fix t 1 , ..., t N positive and define G j (u) = P X1,...,XN (X 1 + ... + X i > u(t 1 + ...t i ), ∀i ∈ {1, 2, ..., j}) for j = 1, 2, ..., N and G 0 (u) = 1; in these definitions, u ∈ R and P X1,...,XN is the product probability measure on R N generated by X 1 , ..., X N . A natural modification of the u-decomposition of section 3 gives If we change our notion of length of a segment we can prove similar results to those in section 4. Let the degree of a segment of the convex minorant of the random walk process F t be the number of time increments that compose it; this is a natural definition since the time increments of this process are defined by T 1 , ..., T N are random. Define H n to be the probability that the highest degree of any segment of the convex minorant is n. By following essentially the proof in section 4 we prove Theorem 11 H n = 1 n for n > N 2 This shows that for 1 2 < s < t ≤ 1 the probability that a segment of degree r belongs to the convex minorant, sN ≤ r ≤ tN , tends to log t s as N tends to infinity.
We mention a fact in the spirit of section 5. We no longer assume that the density of X 1 , ..., X N is symmetric with respect to the origin. The probability that exactly m segments compose the convex minorant of the random walk process having N random increments is
The reasoning is similar to that of section 5. It is important to emphasize the use of the theorems with conditioning. The conditioning shows the independence of the 1 n property and the slope of the segment, a crucial fact used in the calculation.
The last result of this nature concerns continuous time stochastic processes, R t , having independent, stationary increments; we suppose that for each t, R t has a density. Suppose T 1 , ..., T N are positive i.i.d. random variables; let l 1 , ..., l N be the random variables
is such a stochastic process on [0, 1], we have Theorem 12 P (R li > l i R 1 |(l 1 , ..., l N ) ∈ σ(t 1 , ..., t N )) = 1 N Here σ(t 1 , ..., t N ) is the set of cyclic shifts of (t 1 , ..., t N ). Once again we emphasize that we need technical conditions imposed on t 1 , ..., t N so that the conditioning makes sense, but these are clear. This statement is proven in a similar way to the theorems at the beginning of this section; but it is a different statement, and it applies to random (or equidistant) samplings of Brownian motion with or without drift.
Concluding Remarks
In this paper, we prove a number of facts about random walks. Most of these facts depend on the use of the convex minorant of random walks and the cyclic shift property. The only other crucial tool is the decomposition of R n into parts which correspond nicely to random walk paths. We believe that these tools may be useful in other contexts.
The probabilistic facts we derive are useful in the context of adhesion dynamics and Burgers equation with random initial data.
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Appendix A
This appendix contains the combinatorial argument which leads to (1). We begin with a few definitions. Let Z N m = {(a 1 , ..., a m ) ∈ Z m : a i > 0, a 1 + ... + a m = N }. Define the equivalence relation r on Z N m to be: (a 1 , ..., a m )r(b 1 , ..., b m ) if and only if (a 1 , ..., a m ) = τ (b 1 , ..., b m ) for some element τ of the symmetric group of order m. Denote by H the quotient space Z N m /r. We define the multiplicity function g on H to be: For a ∈ H, g(a) = 1 r1!r2!...rj! where r 1 , ..., r j are the multiplicities of the coordinates in a; for example, if N = 20, m = 7, and a representative of a ∈ H is (4, 2, 2, 5, 3, 1, 3), then g(a) = 1 2!2! = 1 4 . Define P (a) = g(a) a1...am . We rewrite several expressions: The meaning of this expression will be clear once the expression for P (a) is motivated. For (a 1 , ..., a m ) ∈ H, P (a) is the probability that exactly m segments compose the convex minorant with the restriction that the lengths of the segments are some ordering of a 1 , .., a m . The multiplicity factor comes from the fact that not all permutations of a 1 , ..., a m are distinct from the point of view of segment ordering. It is essential to note that the rest of the reasoning uses the conditional theorems. Using this fact one can easily proceed to the formula for P (a).
