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1. Introduction
Structural vector autoregressions have become one of the major ways of 
extracting information about the macro 
economy. One might cite three major uses 
of them in macroeconometric research: for 
quantifying impulse responses to macro-
economic shocks; for measuring the degree 
of uncertainty about the impulse responses 
or other quantities formed from them; and 
for deciding on the contribution of different 
shocks to fluctuations and forecast errors 
through variance decompositions.
To determine this information, a vector 
autoregression (VAR) is first fitted to 
summarize the data and then a structural 
VAR (SVAR) is proposed whose structural 
equation errors are taken to be the 
economic shocks. The parameters of these 
structural equations are then estimated by 
utilizing the information in the VAR. The 
VAR is a reduced form that summarizes the 
data; the SVAR provides an interpretation 
of the data. As for any set of structural 
equations, recovery of the structural 
equation parameters (shocks) requires the 
use of identification restrictions that reduce 
the number of “free” parameters in the 
structural equations to the number that can 
be recovered from the information in the 
reduced form.
Five major methods for recovering the 
structural equation parameters (identify-
ing the shocks) are present in the literature. 
Four of these explicitly utilize parametric 
restrictions. These involve the nature of the 
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structural equations. Parametric restrictions 
on these equations can vary according to 
whether particular variables appear in the 
latter (Cowles Commission), whether there 
is a recursive causal structure (Herman 
O. A. Wold 1951; Maurice H. Quenouille 
1957; Christopher A. Sims 1980), and 
whether shocks have known short-run 
(Jordi Gali 1992) or long-run (Olivier Jean 
Blanchard and Danny Quah 1989) effects. 
In each case, the parametric restrictions 
free up enough instruments for the con-
temporaneous endogenous variables in the 
structural equations, thereby enabling the 
parameters of those equations to be esti-
mated. Recently, a fifth method for esti-
mating SVARs has arisen that employs sign 
restrictions upon the impulse responses 
as a way of identifying shocks (Jon Faust 
1998; Harald Uhlig 2005; Fabio Canova 
and Gianni De Nicoló 2002). Applications 
of this method have been growing, as seen 
in the papers listed in table 1. The table is 
a subset of published studies and adopts a 
taxonomy that distinguishes between cases 
where only sign restrictions are used (often 
there are mixtures of sign and parametric 
restrictions), the type of shock (permanent 
or transitory), the number of shocks identi-
fied, and whether the sign restrictions come 
from a formal model or not. Consequently, 
it is worth examining this literature in more 
detail, and the aim of our paper is to exposit 
how the method works and to identify 
some of the difficulties that can arise in its 
application.
In practical work, it is often found that a 
combination of all the methods mentioned 
above need to be employed in order to be 
able to identify all the shocks of interest. 
We emphasize that which of the five meth-
ods mentioned above is used in practice 
does not depend on the data, but rather 
on the preferences of the investigator and/
or of those who wish to utilize a SVAR to 
study some issue. These preferences may 
well be incompatible as some users may feel 
that certain types of restrictions are more 
plausible than others. Prima facie it does 
seem likely that long-run and sign restric-
tions would be regarded as less restrictive 
than the other approaches, but without a 
specific context there can be no basis for 
recommending any particular approach. 
Each has difficulties and these need to be 
understood when making an informed judg-
ment on their utility. Although it is likely in 
practice that a mixed set of restrictions will 
be employed, because the literature on sign 
restrictions is more recent than that of the 
other methods, it is convenient to simply 
assume that only sign restrictions are being 
employed.
Section 2 introduces the most common 
summative model (a VAR) and two struc-
tural models used in later analysis—a simple 
demand–supply model (called the market 
model) and a basic macroeconomic model 
determining output, interest rates, and 
inflation (called the macro model). Section 
3 then examines how the five approaches 
described above would identify the shocks 
of the market model. Only a brief account 
of the parametric approaches is provided in 
order to allow for a more detailed descrip-
tion of the sign restriction methodology. By 
using the market model, it is shown that 
sign restrictions do implicitly impose para-
metric restrictions. In section 4, we outline 
some difficulties that can arise when imple-
menting sign restrictions and the various 
solutions that have been proposed to them. 
One example is how one is to respond to the 
fact that a unique set of impulse responses 
is not available. This arises because, while 
the sign restrictions solve the structural 
identification problem by providing suffi-
cient information to identify the structural 
parameters, they leave unresolved what 
Alan J. Preston (1978) called the model 
identification problem—the latter referring 
to the fact that there are many models with 
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 identified parameters that provide the same 
fit to the data. Another is what one does if 
only the effects of a single shock, such as 
technology or money, is of interest? Section 
5 addresses a range of more complex ques-
tions involving whether the methodology 
can recover the correct impulse responses 
and how one is to handle both permanent 
and transitory shocks. Finally, section 6 
concludes.
2. The VAR Representation and Two 
Simple Structural Models
2.1 VAR and SVAR Representations
Most of the literature we deal with assumes 
that the data can be represented by a VAR 
(for simplicity we will make it of first order) 
(1)   z t =  A 1  z t−1 +  e t , 
TABlE 1 
Summary of Empirical SVAR Studies Employing Sign Restrictions
Fluctuations Peersman (2005) STNI
Rüffer/Sanchez/Shen (2007) STNI
Sanchez (2007) STNF
Exchange rate An (2006) STOI
Farrant/Peersman (2006) STNF
lewis (2007) STNF
Bjørnland/Halvorsen (2008) MTNI
Scholl/Uhlig (2008) STNI
Fiscal policy Mountford/Uhlig (2005, 2008) STNI
Dungey/Fry (2009) MPTNI
Housing Jarocin´ski/Smets (2008) MTNI
Vargas-Silva (2008) STOI
Monetary policy Faust (1998) STOI
Canova/De Nicoló (2002) STOF
Mountford (2005) STNI
Uhlig (2005) STOI
Rafiq/Mallick (2008) STOI
Scholl/Uhlig (2008) STNI
Technology Francis/Owyang/Theodorou (2003) MPTOI
Francis/Owyang/Roush (2005) MPTOF
Dedola/Neri (2006) SPTOF
Chari/Kehoe/McGrattan (2008) MPTNF
Peersman/Straub (2009) STNF
Various Hau/Rey (2004) STNF
Eickmeier/Hofmann/Worms (2009) STNI
Fujita (2011) STOI
Notes: Restriction Type: S=Sign only, M=Mixed
Shock Types: P=Permanent, T=Transitory
Number of Shocks: O=One only, N=Numerous
Restriction Source: F=Formal, I=Informal
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where  z t is an n × 1 vector of variables and  e t 
is a set of errors that have zero expectation, 
constant covariance matrix Ω and no serial 
correlation. From this, an interpretation of 
the data is provided through a SVAR 
(2)  B 0  z t =  B 1  z t−1 +  ε t , 
where  ε t are shocks that have zero mean, no 
serial correlation, constant variances, and no 
correlation between the individual shocks, 
i.e., E( ε it  ε jt ) = 0. Comparing (1) and (2) gives 
 B 0  e t =  ε t i.e., the structural shocks  ε t we seek 
to measure are linear combinations of the 
VAR errors  e t . The latter can be estimated by 
the VAR residuals   et . To estimate the struc-
tural (economic) shocks,  ε t , then requires that 
one construct an appropriate set of weights 
(  B 0 ) on   et . Clearly the VAR is the reduced 
form of the structure set out in the SVAR.
The solution to the VAR(1) is the moving 
average (MA) form 
(3)  z t =  D 0  e t +  D 1  e t−1 +  D 2  e t−2 + ⋯,
where  D j is the jth period impulse response 
of  z t+j to a unit change in  e t ( D 0 =  I n ). It fol-
lows that the MA form for the SVAR is 
  z t =  C 0  ε t +  C 1  ε t−1 ⋯,
with the jth period impulse response of 
z t+j to  ε t being  C j =  D j  B 0 −1 =  D j  C 0 as  C 0 =  B 0 −1 . 
It is important to note that, since  A 1 can be 
estimated by regressing  z t on  z t−1 , and so 
does not require a structural model specifi-
cation,  D j can be estimated from that infor-
mation (in the first order case  D j =  A 1 j ). 
Hence, if one knows  C 0 , one can find all the 
C j without stipulating a structural model. For 
this reason, we will sometimes set  A 1 = 0 in 
our illustrations of the various approaches, 
as that facilitates a focus upon how  C 0 is 
 determined by each of them. Moreover, a 
failure to accurately estimate  C 0 will mean 
that further  C j will be estimated inaccurately.
2.2 Two Simple Structural Models
2.2.1 A Market (Demand/Supply) Model
We take the case of a simple model com-
prising a demand and a supply function with 
associated shocks. This will be termed the 
market model. Specifically the SVAR system 
will be 
(4)  q t = −β  p t + ϕqq  q t−1 + ϕqp p t−1 
 +  ε Dt 
(5)  p t = γ  q t + ϕpq  q t−1 + ϕpp  p t−1 
 +  ε St ,
where the shocks have expected values of 
zero and are assumed uncorrelated with 
standard deviations of  σ D and  σ S respec-
tively. Hence, in terms of the SVAR discus-
sion above,  z t = [   q t    p t ]. The reduced form of 
the market model is a VAR(1) with the form
(6)  q t = aqq  q t−1 +  a qp  p t−1 +  e 1t 
(7)  p t =  a pq  q t−1 +  a pp  p t−1 +  e 2 t  .
Since the equations (4) and (5) are essen-
tially identical for arbitrary parameter 
values, at this point there is nothing that dis-
tinguishes the demand ( ε Dt ) and cost shocks 
( ε St ), and the task is to introduce extra infor-
mation that does enable us to identify these. 
It would seem likely that most researchers 
would agree with the sign information in 
table 2 for the impact of positive shocks upon 
the contemporaneous variables (a positive 
movement in  ε St will mean a negative supply 
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side shock).1 Since the patterns are distinct, 
this suggests that we are likely to be able to 
identify separate shocks. Indeed it is clearly 
going to be a requirement that shocks have 
distinct sign patterns in their effects on vari-
ables if we are to isolate them separately.
2.2.2 A Small Macro Model
A small macro model that is used a lot 
involves an output gap ( y t ), inflation ( π t ), and 
a policy interest rate ( i t ). In terms of (1), the 
system variables are  z t ′ = [  y t  π t  i t ]. A first-
order SVAR model for these variables would 
then be
(8)  y t =  z t−1 ′  γ y +  β  yi  i t +  β yπ π t +  ε yt 
(9)  π t =  z t−1 ′  γ π +  β πi  i t +  β πy y t +  ε π t 
(10)  i t =  z t−1 ′  γ i +  β iy  y t +  β iπ π t +  ε it .
The three shocks will be monetary policy 
( ε it ), a demand shock ( ε yt ), and a cost-push 
(supply) shock ( ε πt ). For simplicity, the 
shocks will be treated as having no serial 
1 Although in later analyses we will always exhibit the 
pattern matrix in response to positive shocks, it needs to 
be recognized that a pattern for  C 0 of [ − − − + ] would also be 
consistent with demand and cost shocks, although with 
negative signs. So one needs to allow for this in any search. 
Of course [ − + − −] and [ + +  + −] would also be acceptable. Clearly 
the need to check for the complete set of compatible sign 
restrictions will grow as the number of shocks increases.
correlation, so that the reduced form is a 
VAR(1) of the form
(11)  y t =  z t−1 ′ αy +  e 1t 
(12)  π t =  z t−1 ′  α π +  e 2t 
(13)  i t =  z t−1 ′  α i +  e 3t .
The signs of the contemporaneous effects 
to positive shocks will most likely be those 
in table 3. Again these are distinct and this 
enables the separation of the three structural 
shocks. 
3. Identifying Shocks
3.1 The Parametric Approaches
In order to contrast the sign restriction 
approach to other methods of identifying 
shocks, let us think about how one might 
estimate the market model using the types 
of parametric restrictions distinguished in 
the introduction (we ignore the first pos-
sibility of constraining some coefficients of 
lagged values to zero). These restrictions are 
designed to identify the structural equations 
and hence the shocks.
 (a) If the system is assumed to be recur-
sive, e.g., β is set to zero, then ordinary 
least squares (OlS) can be applied to 
the supply equation, since  q t is a func-
tion of  ε Dt and this is uncorrelated with 
TABlE 2 
Sign Restrictions for Market Model Shocks
Model (demand/supply) shocks
Variable\shock Demand Supply
pt + +
qt + −
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ε St . Three unknown parameters are 
left and there are three pieces of infor-
mation to estimate them with—the 
estimated variances of  p t ,  q t and the 
covariance of  p t and  q t . 
 (b) A restriction that (say) a demand shock 
has no long-run effect upon the price 
would imply that ϕpq = − γ, and so the 
supply curve would become a function 
of Δ q t and  p t−1 . This implies that there 
is one less structural parameter to esti-
mate in the supply curve and  q t−1 is 
then freed up to be used as an instru-
ment for Δ q t . Once the supply equa-
tion is estimated the demand equation 
can be found by using the residuals 
  εSt as an instrument for  p t . 
 (c) An assumption that the short run 
effect of a demand shock upon prices 
is zero would imply that  γ _____ 
(1 + β γ) = 0 in 
the reduced form (VAR) equation for 
 p t 
(14)  p t =  ψ 1  q t−1 +  ψ 2  p t−1 
 +  γ  ε Dt  _ 
(1 + βγ) +  
 ε St  _ 
(1 + βγ) , 
where ψj are functions of ϕij and γ, β. 
Consequently, the VAR residual for  p t would 
not involve  ε Dt and so can be used as an 
instrument for  p t in the demand curve.
Thus, in all cases, the identification problem 
is solved by reducing the number of param-
eters to be estimated to three and by making 
available suitable instruments for estimation.
3.2 Sign Restrictions
Now a set of n estimated shocks   et will be 
available from the model we choose to be 
the summative one. For the market model, 
the VAR shocks  e 1t and  e 2t are from (6)–(7) 
while in the macro model the shocks  e jt are 
in (11)–(13). By combining them in an appro-
priate way, we can produce candidate struc-
tural shocks   εt that are uncorrelated. Now 
there will be many such combinations. Some 
of them will produce impulse responses that 
have the correct signs, while others will not. 
Thus, in the market model case, there will 
only be some weights that produce shocks 
that respect the patterns in table 2. So our 
first task is to select an algorithm that gives 
a set of weights. Once one has these we can 
check if they are “successful” in the sense that 
the impulse response functions   C j for the cor-
responding structural shocks agree with the 
postulated sign information. If they are not 
successful we will discard them and “draw” 
another set of weights.
Now the critical constraint needed in 
designing an algorithm to do this is that 
the generated weights must be such as to 
ensure that the constructed structural shocks 
  εt are uncorrelated. Suppose we begin by 
first estimating a recursive VAR, e.g., in 
the market model we could act as if β was 
TABlE 3 
Sign Restrictions for Macro Model Shocks
Variable\shock Demand Cost-push Interest rate
yt + − −
τt + + −
it + + +
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zero. In that case, after estimation, we would 
have a set of shocks   vt such that   et =   B 0 −1  vt , 
where   B 0 is a lower triangular matrix, as this 
characterizes a recursive system.2 By design, 
these shocks,   vt , are uncorrelated. However, 
rather than work directly with such shocks, 
it is desirable to work with shocks that have 
unit variance, and this can be done by divid-
ing each of the   vkt by its standard deviation. 
Hence, let   S be the matrix that has the esti-
mated  standard deviations of the   vt on the 
diagonal and zeros elsewhere. Then 
  et =   B 0 −1  S  S−1  vt =   T  ηt , where   ηt =   S−1  vt are 
now regarded as structural shocks. These 
shocks possess unit variances and can be 
thought of as coming from a structural 
 system  T −1  z t =  T −1  B 1  z t−1 +  η t . These   ηt 
shocks will be termed our base set. Notice 
that they are just a rescaled version of the   vt , 
so their nature has not changed.3
Now we form combinations of the   ηt using 
a matrix Q, i.e.,   η t * = Q  ηt . The   η t * are can-
didates for “named” structural shocks, e.g. 
“supply” and “demand.” They need to be 
uncorrelated and so Q must be restricted. 
The appropriate restriction is that Q is a 
square matrix such that Q′Q = QQ′ =  I n , 
since that means 
   et =   TQ′ Q  ηt 
 =   T*   η t * ,
and cov( η t *  η t * ′) = Q cov(  ηt   η t ′) Q′ =  I n . Thus 
we have found a new set of shocks,   η t * , with the 
same covariance matrix as   ηt (and which will 
2 Although the residuals   vt could be thought of as struc-
tural shocks,   εt , we want to make the point that they are 
just shocks to begin the search process with, and there 
is no need to regard the recursive system as a plausible 
structure. It is the fact that shocks found from a recursive 
system are uncorrelated that makes them useful. later we 
mention other ways of initiating the search.
3 Numerically it is generally more efficient to estimate 
  ηt by estimating the covariance matrix of the residuals 
  et ,  ˆ 
 
 Ω, and then applying a Cholesky decomposition
reproduce the var( z t )), but which will have 
a different impact (  T * ) upon  e t and the vari-
ables  z t . It is this ability to create a large 
number of candidate shocks with varying 
impulse responses that is the basis of sign 
restriction methods. It is clearly very simple 
to construct all these shocks using programs 
that do matrix operations once we have a 
method for forming a Q with the property 
Q′Q = QQ′ =  I n . There are many such Qs 
and we will refer to each as a “draw.”
How does one find a Q matrix? There 
are actually quite a few ways of doing this. 
The two most popular utilize Givens and 
Householder transformations (the latter is 
the basis of the QR decomposition used in 
many ill-conditioned regression problems), 
but this does not exhaust the possibilities. 
We provide an account of each of these and 
the relationship between them in the follow-
ing subsections.
3.2.1 Givens Matrices
In the context of a three variable VAR (the 
macro model), a 3 × 3 Givens matrix  Q 12 has 
the form 
 Q 12 = [ cos θ  sin θ
0
  
− sin θ
   cos θ 
0
  
0
 
 
0 
1
]
i.e., the matrix is the identity matrix in which 
the block consisting of the first and second 
columns and rows has been replaced by 
cosine and sine terms and θ lies between 
 F   −1  ˆ    ΩF ′ −1 =  I n to form   ηt =  F  −1   et rather than first estimat-
ing a recursive system. The   ηt constructed in this way will 
have unit variances and be uncorrelated. This is a useful 
way of proceeding since all that is needed to implement 
it is the estimated covariance matrix of the errors in the 
equations of the summative model. It also means that the 
summative model need not be a VAR. It could be a vector 
error correction model or a state space model and we use 
that fact in later sections.
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0 and π.4  Q 12 is called a Givens rota-
tion. Then  Q 12 ′ Q 12 =  I 3 using the fact that 
co s 2 θ + si n 2 θ = 1. There are then three pos-
sible Givens rotations for a three variable 
system; the others being  Q 13 and  Q 23 . Each 
of the Qij depends on a separate parameter θ k . In practice, most users of the approach 
have adopted the multiple of the basic set of 
Givens matrices as Q, e.g., in the three vari-
able case we would use 
  Q G (θ) =  Q 12 ( θ 1 ) ×  Q 13 ( θ 2 ) ×  Q 23 ( θ 3 ).
It is clear that  Q G is orthogonal and so shocks 
formed as  η t * =  Q G  η t will be uncorrelated 
and their impact upon  z t will be   T
  * =   TQ G ′ . 
Now, the matrix  Q G above depends upon 
three different  θ k . Canova and De Nicoló 
(2002) suggested that one make a grid of M 
values for each of the values of  θ k between 0 
and π, and then compute all the possible  Q G . 
Of course all of these models distinguished 
by different numerical values for  θ k are 
observationally equivalent in that they pro-
duce an exact fit to the variance of the data 
on  z t .5 Only those  Q G producing shocks that 
agree with the maintained sign restrictions 
would be retained.
As an example, we look at the macro 
model described in Seonghoon Cho and 
Antonio Moreno (2006) estimated with 
some data on the U.S. output gap, inflation, 
and the Federal Funds rate. As described 
above, begin with a recursive model impos-
ing  β yi = 0,  β yπ = 0,  β πi = 0. OlS on each of 
(8)–(10) then gives structural equation resid-
uals that are uncorrelated. More potential 
structural shocks can subsequently be found 
by combining these residuals (after rescal-
ing to make them have unit variances) with 
Q matrices. Two of these Q matrices (from 
4 In general, Qij is formed by taking a n × n identity 
matrix and setting  Q ij ii = cos θ,  Q ij ij = − sin θ,  Q ij ji = sin θ, 
Q ij 
jj = cos θ, where the superscripts refer to the row and 
column of Qij. 
5 It is assumed in the analysis that the  z t have been mean 
corrected before the VAR is fitted.
the Givens approach) are given below. They 
have the property that Q′Q =  I 3 .6
(15)  Q (1) = [ − .4551    − .5853 
.6710
   
.3848
 
  
 − .8089 
− .4446
 
.8030
 
 
.0559
.5933
],
   Q (2) = [ .0444  .8612
.5062
 
− .8431
 
  
− .2395 
.4815
  
.5359
 
  
 − .4482 
 .7155
 ].
When  Q (2) is used, the generated struc-
tural shocks have a sign pattern for  C 0 of
 [ +  + +  −  + +  +  + +], which disagrees with the
restrictions in table 3. In contrast,  Q (1) does 
produce a set of impulse responses that is 
consistent with the table. Hence, employ-
ing the sign restriction methodology only the 
impulses found using  Q (1) would be retained.
3.2.2 Householder Transformations
The alternative method of forming an 
orthogonal matrix Q is to generate some 
3 × 3 random variables W from an N(0, 
I 3 ) density (for a three variable VAR) and 
then decompose W =  Q R R, where  Q R is 
an orthogonal matrix and R is a triangular 
matrix. Householder transformations of a 
matrix are used to decompose W. The algo-
rithm producing  Q R is often called a QR 
decomposition. Clearly  Q R = I corresponds 
to the matrix used in recursive orderings. 
Since many draws of W can be made, one 
can find many  Q R . Juan Francisco Rubio-
Ramírez, Daniel Waggoner, and Tao Zha 
(2005) seem to have been the first to pro-
pose this, and they have argued that, as the 
size of the VAR grows, this is a computation-
ally efficient strategy relative to the Givens 
approach. In Renée Fry and Adrian Pagan 
6 The fact that we retain only four decimal places above 
means that Q′Q is not exactly  I 3 . 
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(2007), we show that the methods are equiv-
alent, so the main factor in choice would be 
computational speed. As the system grows 
in size, we would expect the Householder 
method to be superior.
3.3 Sign Restrictions in the Market Model
So how do sign restrictions resolve the 
structural identification problem in the 
market model? As noted previously, the key 
problem is how to identify the initial impulse 
responses  C 0 . For illustrative purposes, it is 
convenient to suppress the dynamics by set-
ting  B 1 = 0 and to study the solutions for 
C 0 alone. Information on the signs expected 
for the elements of  C 0 is given in table 2. In 
the next step, a recursive system is set up 
and estimated. Of course the market model 
is generally not recursive, but this is simply 
a mathematical device to generate a set of 
shocks   vt that are uncorrelated. We there-
fore assume the following recursive system 
(16)  p t =  v 1t 
(17)  q t − τ  p t =  v 2t .
Three parameters are estimated in this 
system—τ = cov( q t ,  p t )/var( p t ) and the two 
variances of  v jt ,  σ j 2 . Effectively, this means that 
the variances of  p t and  q t and their covari-
ance are used for estimation. A base set of 
impulses will then be found from  η jt =  σ j  v jt , 
where  σ j is the inverse of the standard devia-
tion of  v jt . By definition,  η 1t =  σ 1  v 1t =  σ 1  p t 
and  η 2t =  σ 2  v 2t =  σ 2 ( q t − τ  p t ). 
These base impulses are then used to con-
struct new shocks  η jt * by using a Givens rota-
tion as the weighting matrix. Since there is 
only one Givens matrix in the two variable 
case, Q = [ cos θ sin θ  − sin θ  cos θ], the transformed sys-
tem becomes 
[    η 1t *     η 2t *  ] = [    σ 1  p t cos θ −  σ 2 ( q t − τ  p t ) sin θ     σ 1 p t sin θ +  σ 2 ( q t − τ  p t ) cos θ  ],
letting  ϕ 1 = cos θ and  ϕ 2 = sin θ the two 
equations can be written as 
(18) ( σ 1 ϕ 1 +  σ 2 ϕ 2 τ) p t −  σ 2 ϕ 2 q t =  η 1t * 
(19) ( σ 1 ϕ 2 −  σ 2 τ  ϕ 1 ) p t +  σ 2 ϕ 1 q t =  η 2t * , 
with impulse responses of ( p t ,  q t ) to  η jt * being
[    σ 1 ϕ 1 +  σ 2 ϕ 2 τ  σ 1 ϕ 2 −  σ 2 τ  ϕ 1     − σ 2 ϕ 2     σ 2 ϕ 1    ] −1 =  G −1 
=  1 _ 
det(G)  [    σ 2 ϕ 1   −  σ 1 ϕ 2 +  σ 2 τ  ϕ 1      σ 2 ϕ 2     σ 1 ϕ 1 +  σ 2 ϕ 2 τ   ].
Because  σ j are fixed by the data, the sign of 
the impact of the shocks upon  p t and  q t will 
be dependent on sgn( ϕ 1 ) and sgn( ϕ 2 ), and 
these can be positive or negative depending 
upon the values taken by θ. Consequently 
there may be many impulse responses which 
satisfy the sign restrictions, each of which 
is indexed by a value of θ. Note that, even 
though we started with a recursive system, 
we will generally not have one as θ varies.
It is useful now to observe that, given θ, the 
number of unknown parameters in (18)–(19) 
has been reduced to three (τ,  σ 1 ,  σ 2 ), just as 
happened with the parametric methods. This 
reduction means that a unique set of param-
eters can be recovered for a given system 
of equations (and a specified θ), and so the 
structural parameter identification problem 
has been solved.
4. Some Basic Issues with 
Sign Restrictions
4.1 Model and Structural Identification
Now in the discussion of the previous 
section we only retain those shocks whose 
impulses agreed with the postulated signs. 
But it is clear that there may be many impulse 
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responses that satisfy these sign restrictions. 
Thus, when using Givens matrices, it is 
unlikely that there will be a single value of 
θ that will produce the requisite sign restric-
tions. Figure 1 shows the large range of 
impulse responses one gets by applying the 
contemporaneous sign restrictions of table 3 
to the macro model data that we used ear-
lier when illustrating the effects of choosing 
two values for Q. It is noticeable that, even 
though the initial response of output to the 
interest rate has been forced to be negative, 
there are some cases where that response 
becomes positive very quickly. Each value 
of θ produces a new model constituting a 
new set of structural equations and shocks. 
Consequently, although we have converted 
any given system of equations (consistent 
with a given θ) to one that has a structure that 
is identified, we have not identified a unique 
model. The difference between structural 
and model identification was emphasized by 
Preston (1978).
What should one do about this multiple 
models problem? One response is to try to 
summarize the information in the graphs 
in some way, e.g., reporting a central ten-
dency and the magnitude of the spread 
of responses. Thus, if the impulse responses 
C j (k) that satisfy the sign restrictions are 
 computed, where k indexes the different 
values of θ, various percentiles, such as the 
5 percent, 50 percent, and 95 percent might 
be reported. This is done in figure 2.
Figure 1. 1,000 Impulse Responses Found with the Sign Restrictions of Table 2
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It may seem as if this is emulating the 
approach when one presents percentiles 
of a distribution from either a Bayesian or 
bootstrap experiment. But it is important to 
recognize that the distribution here is across 
models. It has nothing to do with sampling 
uncertainty. Referring to this range as if it is 
a confidence interval (something that is very 
common in the applied literature) is quite 
false. All you get is a glimpse of the possible 
range of responses as the model varies. Of 
course, this might be valuable. Often we do 
present information about how our answers 
change as models are varied. Edward E. 
leamer (1978) did this in a regression con-
text with his extreme bounds analysis. But 
it should not be imbued with probabilistic 
 language. Even if the VAR parameters  A 1 
and Ω were known with certainty, there will 
be a question of how one proceeds whenever 
there are many θ. There is of course a greater 
range when one accounts for the uncertainty 
in  A 1 and Ω, as is often done in this litera-
ture. Examples are Uhlig (2005) and Gert 
Peersman (2005), where Bayesian meth-
ods are applied to estimate the summative 
model, but it does not help to understand the 
model identification issue by confusing these 
two sources of variation.
Do any difficulties arise in interpreting 
(say) these summary measures? let us illus-
trate the issues by considering the median 
0.2
0.1
−0.0
−0.1
−0.2
−0.3
−0.4
0     4     8    12    16   20   24   28   32         0     4     8    12    16   20   24   28   32        0     4     8    12    16   20   24   28   32
s:int  rate  r:gap                                   s:int  rate  r:inf                                     s:int  rate  r:int      
0.2
−0.0
−0.2
−0.4
−0.6
−0.8
0.6
0.5
0.4
0.3
0.2
0.1
0.0
−0.1
−0.2
0.2
0.1−0.0−0.1−0.2−0.3−0.4−0.5−0.6
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0−0.1
0.8
0.6
0.4
0.2
−0.0
−0.2
0     4     8    12    16   20   24   28   32         0     4     8    12    16   20   24   28   32        0     4     8    12    16   20   24   28   32
0     4     8    12    16   20   24   28   32         0     4     8    12    16   20   24   28   32        0     4     8    12    16   20   24   28   32
0.30
0.20
0.10
−0.00
−0.10
−0.20
0.35
0.25
0.15
0.05
−0.05
s:cost  push  r:gap                                s:cost  push  r:inf                                  s:cost  push  r:int      
s:demand  r:gap                                   s:demand  r:inf                                    s:demand  r:int      
MT
Median
5th percentile
95th percentile
Figure 2. Impulse Responses for Macro Model: MT, Median, and 5, 95 Percentiles
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of the impulse responses, by far the most 
popular choice for capturing the central 
tendency. Suppose there is a single variable 
and two shocks, and that we have impulse 
responses  C 11 (k) and  C 12 (k) , where k indexes 
the models (values for θ). Ordering these 
into ascending order enables one to find 
the medians  C 11 ( k 1 ) = med{ C 11 (k) } and  C 12 ( k 2 ) = 
med{ C 12 (k) }. But  k 1 may not equal  k 2 , and 
so the model that produced the impulse 
response that is the median of { C 11 (k) } may 
not be the same as that for { C 12 (k) }. Presenting 
the medians may be likened to presenting 
the responses to technology shocks from a 
real business cycle model, and the monetary 
shocks from a monetary model, and it is hard 
to believe that this is a reasonable approach. 
Clearly, this comment applies to other per-
centiles so that the extreme values that are 
being reported may come from very differ-
ent models.
Another piece of information presented 
in many papers is a variance decomposition 
of var( z t ) into the contributions from various 
shocks. Often this is done using the medians 
of the impulse responses. Is this correct? 
Now a variance decomposition requires that 
the shocks be defined in the same way, neces-
sitating a common value of θ be used, since 
only in this case will the shocks be uncorre-
lated by design. If shocks are not uncorre-
lated then a variance decomposition does not 
make much sense. This issue is not resolved 
by another common practice that computes 
the fraction of the variance explained by 
the j th shock (j = 1, … , n) in the kth model 
(k = 1, … , M),  ψ j (k) , j = 1, … , n, and then 
reports the n medians of { ψ j (k) } k=1, … , M . Since 
in general these medians will not come 
from the same model, there is nothing that 
ensures that the med { ψ j (k) } sum to one across 
all shocks, i.e., the variance is exhaustively 
accounted for.
Now it needs to be said that the issue of 
model identification is always present and is 
not specific to sign restrictions. Thus, if one 
used a recursive system to get structural iden-
tification, there are many other such systems 
(orderings) that will yield the same VAR and 
give the same fit to the data. Each structure 
coming from a given ordering is parametri-
cally identified but, as all of the orderings 
exactly replicate the data, there is no unique 
model. Only if one is prepared to consider 
that there is a single recursive model that is 
tenable as the data generating process will 
this occur, and that is rare. Indeed, one often 
sees comments to the effect that reordering 
the equations did not modify the conclusions 
much.
Why then should we pay any more atten-
tion to this model identification issue for 
sign restrictions than for other ways of iden-
tifying VARs? Some insight into this comes 
from examining the two possible recursive 
versions of the market model—that given in 
(16) and (17) and the other being where  p t 
and  q t are interchanged in these equations. 
Although observationally equivalent, the 
two models can be treated as different views 
about how the market operates. In one case, 
quantity is treated as predetermined, and so 
prices reconcile supply and demand, while 
the other has price being set and quantity 
doing the adjustment. A choice between 
these might be made using institutional 
knowledge that is difficult to put into a 
VAR framework. But, in the sign restriction 
approach to the market model, there is no 
equivalent interpretation, as the restriction 
employed for identification essentially ties 
the supply and demand elasticities together. 
Nevertheless, any solution to the multiple 
models problem has to be the same as for 
recursive models, namely the introduction 
of extra information that enables one to dis-
criminate between them.
What sort of extra knowledge might be 
used? There is no one way of doing this in 
the literature. One possibility is to continue 
to add on sign restrictions that relate to lon-
ger lags in the impulses. Thus one can see 
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from the curves in figure 1 that, imposing 
a negative effect of an interest rate shock 
upon output and inflation for ten periods 
rather than one period, would eliminate 
many of the 1,000 models in that figure. To 
formally understand why this might work 
and the limitations to it, we examine the 
relation between impulses noted earlier viz. 
 C j =  D j  C 0 . Because  D j can be estimated 
from the VAR and does not need structural 
information, restrictions on  C j translate into 
indirect restrictions on  C 0 , and so  C j > 0 
requires  C 0 to be such that  D j  C 0 > 0. This 
may well reduce the number of possible 
 C 0 ′ s (models) that jointly satisfy sign restric-
tions on the higher order impulses as well 
as on  C 0 . If the restrictions on  C j were 
quantitative, then the indirect restrictions 
implied on  C 0 would certainly narrow the 
possible values of  C 0 . However, the same 
effect does not necessarily hold for quali-
tative restrictions. For example, if all ele-
ments of  C 0 are positive, and so too are the 
estimated  D 1 from a VAR(1) fitted to the 
data, then a restriction that the elements 
of  C 1 are positive adds nothing to what has 
already been assumed about the signs of  C 0 . 
There appears to be a belief in the litera-
ture that adding on sign restrictions for lon-
ger impulse responses,  C j , j > 0, provides 
stronger identifying information, and this 
seems to stem from the Monte Carlo study 
in Matthias Paustian (2007). However, 
as is clear from the connections that exist 
between the  C j and  C 0 noted above, nothing 
guarantees this.
Quantitative information about the likely 
magnitude of the impulse responses is 
sometimes invoked in order to reduce the 
set of models. Thus Kilian and Murphy 
(2009) argue that some estimates generated 
of the short-run supply elasticity of oil and 
the initial impact of oil prices upon activity 
are implausible, and so models producing 
them should be discarded. A second group 
of methods looks at setting up a criterion 
based upon the magnitude of impulses and 
minimizing it with respect to θ. Faust (1998) 
and Uhlig (2005) do this. Uhlig’s criterion 
is to give a high weight to “large” standard-
ized impulses over “small” ones. Thus he 
says “Given a choice among many candi-
date monetary impulse vectors . . . it might 
therefore be desirable to pick the one which 
generates a more decisive response of the 
variables” (Uhlig 2005, p. 414). The exact 
form of the penalty function varies with the 
application. Thus, in general, all one can 
say is that a value for θ is found by mini-
mizing a criterion that is a function of the 
magnitude of the impulse responses  C j (k) . 
Provided it is clear that this is being done, 
it is simply a matter of deciding if the sup-
plementary quantitative criterion is accept-
able, although one needs to recognize that 
non-sign information is being invoked to get 
a unique model.
A different approach to selecting a single 
value of θ by minimizing a criterion is that 
in Fry and Pagan (2005). This begins with 
the observation that researchers seem to 
be attracted to the idea of presenting the 
median as a good summary of the central 
tendency of impulse responses across mod-
els. Our second observation was that the 
median responses may come from different 
models, potentially making them impos-
sible to utilize in exercises such as variance 
decompositions. So it seems logical to find 
a single model whose impulse responses are 
as close to the median values as possible. 
We will term this the median target (MT) 
method. The MT solution is to choose that 
value of  θ (k) that produces impulses that are 
as close to the median responses as pos-
sible. To devise a criterion to do this, it is 
necessary to recognize that the impulses 
need to be made unit-free by standardiz-
ing them. This is done by subtracting off 
their median and dividing by their standard 
deviation, where these are measured over 
whatever set of models has been retained 
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as  satisfying the sign restrictions. These 
standardized impulses are then placed in 
a vector  ϕ (l) (in a two variable case, ϕ is 
4 × 1 as there are four impulses) for each 
value  θ (l) . Subsequently we choose the l 
that minimizes MT =  ϕ (l) ′ ϕ (l) , and then use 
that  θ (l) to calculate impulses. Whether this 
strategy produces a unique l is an empirical 
question, although in applications we have 
made it turns out to do so. In the event that 
the median shocks are uncorrelated, then 
we would find that the median responses 
would be selected by this criterion. So a 
difference between the median responses 
and the MT-selected responses essen-
tially indicates that the shocks associated 
with the median impulses are correlated. 
Consequently, the MT methodology can be 
regarded as a diagnostic device.
Figure 2 also shows the median impulses 
and those coming from the MT approach. 
Clearly major differences in the effects of 
an interest rate shock upon output emerge 
when it is insisted that the shocks must come 
from a single model. A comparison of the 
median with the adjusted measure for other 
shocks does not reveal as great a difference, 
except perhaps in the initial impact of mon-
etary policy on inflation. In Fry and Pagan 
(2005), we found that applying the MT 
method to the data in Blanchard and Quah 
(1989) produced very little difference when 
assessing the impact of demand and supply 
shocks. A number of other papers also report 
that the results are not too dissimilar, e.g., 
Rasmus Rüffer, Marcelo Sanchez, and Jian-
Guang Shen (2007) and Canova and Paustian 
(2010). It does seem to us however that it is 
more satisfactory to ensure that the impulses 
come from the same model rather than get-
ting them from different models, even if in 
some specific instances the adjustment does 
not produce major changes. At the very least, 
one needs to check that a failure to insist that 
shocks come from a single model has not 
created any distortions. The adjustment is 
simple to compute. One might also observe 
that, although the discussion above has been 
about the median, it also applies to any of the 
“percentile” measures.
4.2 Identifying a Single Shock
In the description above, it was assumed 
that n shocks were to be found. But some-
times only a single shock is of interest 
and therefore only one shock is isolated. 
Examples are M. S. Rafiq and S. K. Mallick 
(2008), lian An (2006), and Uhlig (2005), 
although there are many others where the 
number of shocks identified is greater than 
one but less than n. Dealing with the single 
shock case, we might still utilize the n × n 
Q-matrices above to produce n uncor-
related structural shocks, but only focus 
upon one of them. Two issues arise here. 
Firstly, in some papers one has the impres-
sion that it is only necessary that the weights 
used for  constructing the structural shocks 
be a n × 1 vector q that has unit length. 
Uhlig’s papers often state it in this way, e.g., 
Almuth Scholl and Uhlig (2008, p. 5). If q 
is not selected from a Q that is orthogonal, 
then the resulting shock need not be uncor-
related with the remaining (unidentified) 
n − 1 shocks. To the extent that one does not 
need this property for analysis, then there is 
no problem, but if one is trying to perform a 
variance decomposition it is mandatory. Our 
reading of a number of papers in the litera-
ture is that q was not selected in a way to 
ensure orthogonality.
A second problem arises from the follow-
ing scenario. Suppose that there are two 
variables and we believe that one shock 
has a positive initial effect on the first vari-
able. However we are unwilling to describe 
either its effects on the second variable or 
to set any signs for the initial effects of the 
second shock. This scenario would generate 
signs for  C 0 of   [ + ?   ? ? ] , where ? means that 
no sign information is provided. It is clear 
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that this is not enough information to dis-
criminate between the shocks. Indeed, even 
the  pattern  [ + ?   + ? ] would not suffice, since 
it is possible that the impulse responses 
found from a draw of Q might be 
 [ + +    + + ] , and then we are faced with the 
fact that both shocks have the same sign 
pattern. In any finite number of draws, one 
may not encounter this, but that is just for-
tuitous. Hence a problem arises if there is 
a failure to specify enough information to 
discriminate between shocks. We will refer 
to this as the multiple shocks problem, as 
distinct from the multiple models problem 
that was mentioned earlier.
As an illustration of the multiple shocks 
problem, suppose we look at the macro 
model when  Q (2) in (weights) is used as the 
weighting matrix to form shocks. Suppose it 
is desired to identify only a single shock—
demand—using the sign restrictions from 
the macro model. Then, when  Q (2) is used 
to construct three shocks, two of these 
would produce the right signs, and so both 
are potential demand shocks. However, we 
cannot accept both as demand shocks given 
that they are in the same model. It is only if 
one describes the signs patterns for all of the 
shocks that it is possible to rule out the use 
of  Q (2) . Consequently, if only a single shock 
is to be isolated (more generally any number 
less than n) some information will need to be 
provided on what strategy was used to deal 
with this issue. At the moment little men-
tion is made in many published articles using 
sign restrictions. The problem does seem to 
come up quite a bit, e.g., Rüffer, Sanchez, 
and Shen (2007) mention that it occurs in 
their study, although they offer no com-
ment on what they did about it, and Andrew 
Mountford (2005) also alludes to it.
4.3 The Origin of Sign Restrictions
Generally these have been rather infor-
mal, although increasingly they have been 
drawn from dynamic stochastic general 
equilibrium (DSGE) models. Thus the New 
Keynesian (NK) policy model with the form 
  y t =  α 1y  y t−1 +  β 1y  E t ( y t+1 ) 
 +  γ 1i ( i t −  E t ( π t+1 )) +  ε yt 
  π t =  α 2π  π t−1 +  β 2π  E t ( π t+1 ) 
 +  γ 2y  y t +  ε π t 
  i t =  α 3π  i t−1 +  γ 3y  y t +  β 3π  E t π t+1 +  ε it ,
is often invoked as a small macro model. 
Assuming that there is no serial correlation 
in the shocks, the solution is a VAR(1) in 
 z t ′ = [  y t  π t  i t ], with the VAR(1) coeffi-
cients  A 1 , Ω being a function of the NK 
model parameters θ. Maximum likelihood 
estimates of θ can be found with the same 
data as used to fit the VAR(1) for the sign 
restriction work. Using the maximum like-
lihood estimates of θ, the resulting impulse 
responses are in  figure 3, along with those 
coming from the MT method of producing 
a unique set of impulses under sign restric-
tions. There are some very large quantita-
tive differences. Indeed, the NK impulses 
often lie well outside the range coming 
from the 1,000 models produced with sign 
restrictions. It might be wondered why this 
is the case as the NK model implies a VAR 
for the variables. But it is a restricted VAR. 
Hence, if the sign restriction impulses are 
C j 
SR =  C 0 SR  D j VAR , then those from the NK 
model will be governed by  C j NK =  C 0 NK   D j NK . 
Consequently, there can be two reasons for 
the difference between impulses from the two 
approaches—a discrepancy between the 
initial effects  C 0 SR and  C 0 NK and a difference 
between the estimated VAR coefficients  D j .7 
7 In this case, the coefficients of  π t−1 in the VAR equation 
for  π t are 0.4 (NK) and 0.9 (unrestricted). The covariance 
matrix of the VAR errors also shows some differences—the 
correlation between the output gap and inflation VAR equa-
tion errors being 0.4 in the data and 0.1 implied by the NK 
model.
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All the sign restriction models keep  D j fixed 
at the OlS estimates of the VAR(1). In con-
trast, the NK model says there are restric-
tions on the VAR parameters, and these are 
imposed in the maximum likelihood estima-
tion. Hence, if the NK model restrictions are 
incorrect, there will be a bias in   D j 
NK , which 
will show up as different impulse responses to 
the unrestricted ones. This points to a ratio-
nale for just using the NK model as a source 
of sign restrictions rather than exploiting its 
stronger implications for VAR coefficient 
relations. Of course the sign restrictions may 
depend upon the structural model coeffi-
cient values fed into the NK model, and so it 
has been proposed that the model be simu-
lated for a wide range of these,  retaining only 
those signs that are robust to the parameter 
variations. The sign restrictions in table 3 
are likely to be broadly consistent with those 
found by simulating models, such as the NK 
above, for a range of parameter values.
As we will see in the next section, this 
strategy of using theoretic models to pro-
duce sign restrictions has been increasingly 
used in the literature. Canova and Paustian 
(2010) examine it in some detail, simulat-
ing data from a DSGE model and then see-
ing if the correct impulse responses would 
be recovered. They find that it recovers 
the shocks reasonably well, provided that 
enough of these are used and all shocks are 
identified. In contrast, Jarkko Jääskelä and 
Jennings (2010) found that they could not 
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Figure 3. Comparison of the Impulse Responses of the Small Macro Model (MT method—solid line), 
and a New Keynesian Model (dashed line)
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recover the correct impulse responses from 
an NK model of a small open economy, 
despite using many sign restrictions.
The model-based approach to produc-
ing sign restrictions seems a useful way to 
 proceed, as it does not commit the user to 
the DSGE model, but has the advantage that 
it restricts the informal approach in a fashion 
that probably commands reasonable assent. 
A lot depends on why one is performing the 
VAR analysis. If one is trying to “discover” 
what the data says about relations then 
imposing sign restrictions from (say) the NK 
model above would not appeal as much, since 
one would never see (say) that interest rates 
had a positive impact on inflation in the data. 
“Puzzles” like this are sometimes the source 
of productive theorizing and so one should 
be careful about predetermining outcomes. 
Of course one check on this is available from 
the draws that yielded impulse responses 
that didn’t agree with the sign restrictions. 
If there are a large number of these, then 
one might well conclude that the evidence 
is compatible with too many models to make 
one comfortable with the idea of restricting 
attention to those satisfying the sign restric-
tions. Sometimes the number rejected is very 
high, e.g., Kilian and Murphy (2009) report 
only 30,860 “successful” models from 1.5 
million draws. Roland Straub and Peersman 
(2006) used the rejected information in this 
way to assess whether the NK model was a 
good description of the data.
5. Some Advanced Issues with 
Sign Restrictions
A number of questions and issues arise 
with sign restrictions that deserve comment. 
First, do sign restrictions recover the cor-
rect impulse responses? This question is 
considered in the next subsection by using 
the market model, and it is concluded that, 
while they can be potentially recovered up 
to an unknown scaling factor, the standard 
strategies for dealing with the multiple mod-
els problem may mean that the true impulse 
responses are not isolated. But even if there 
is no certainty that the correct impulses 
can be found, it is desirable to maximize 
the chances of doing so and we therefore 
examine some recommendations that have 
been made about how to do this. Second, if 
we wish to align the summative model with 
theoretical models, it is often necessary to 
recognize that, whilst the latter generally 
imply a VAR in all the model variables, only a 
subset of variables are actually used in mod-
eling, and these may not follow a VAR, i.e., 
using a VAR as the summative model would 
be incorrect. We show how this complication 
can be dealt with fairly easily. Finally, we ask 
what one does if there are both permanent 
and transitory shocks in the system? Again a 
VAR is not the correct summative model and 
it needs to be replaced by a VECM. Hence 
we spend some time indicating how to adapt 
the methods proposed earlier in connection 
with VARs to the vector error correction 
model (VECM) case.
5.1 Can We Recover Correct Impulse 
Responses from Sign Restrictions?
In the literature, one sometimes gains 
the impression that the answer to the ques-
tion posed above is in the affirmative. But it 
is a tricky question to give an answer to, as 
it depends on what type of experiment you 
wish to perform with the impulse responses. 
To see why, note that, in the market model 
with no dynamics, the VAR equations for  p t 
and  q t would be
(20)  q t = (1 −  β γ _ (1 + β γ) ) ε Dt −  β ε St  _ (1 + β γ) 
(21) p t =  γ ε Dt  _ (1 + β γ) +  
 ε St  _ 
(1 + β γ) .
Now, because  ε St and  ε Dt are uncorrelated, 
dividing by their standard deviations would 
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produce some base shocks  η jt that have unit 
variance, namely  η 1t =  σ D −1 ε Dt ,  η 2t =  σ S −1 ε St . 
This leads to a rewriting of (20) and (21) as
(22)  q t * =  σ D −1 q t 
 = (1 −  β γ _ (1 + βγ) ) η 1t −  βρ η 2t  _ (1 + β γ) 
(23)  p t * =  σ S −1 p t 
 =  γ ρ −1 η 1t  _
(1 + β γ)  +  
 η 2t  _ 
(1 + β γ) , 
where ρ =   σ S  __ σ D . Now the impulse responses to ε jt have exactly the same signs as those for η jt but the magnitude of the latter depends 
upon the ratio of the standard deviations 
of the cost and demand shocks (ρ), and not 
on their separate values. Moreover, it is 
clear from (22) and (23) that the impulse 
responses for a unit shock to  η jt describe 
the effects on  q t * and  p t * and not on  q t and 
p t . Fundamentally, the difficulty is that 
 ε Dt =  σ D  η 1t and  ε St =  σ S  η 2t , meaning that 
the  η jt are not equal to the demand and sup-
ply shocks, but are scaled versions of them. 
Another way of describing the significance 
of this is that the impulse responses to unit 
shocks in  η jt indicate the responses of  q t 
and  p t to one standard deviation shocks in 
 ε Dt and  ε St . Hence, in partial answer to the 
question of this subsection, correct impulse 
responses to one standard deviation demand 
and cost shocks should be recoverable using 
sign restrictions (provided the summative 
model is correct).
When would we be happy to have just one 
standard deviation responses, i.e., those pro-
vided by sign restriction information? Two 
cases come to mind. One is if we are look-
ing at when a peak in impulses occurs, e.g., 
whether there is overshooting in exchange 
rates as in Scholl and Uhlig (2008), since the 
location of the peak is invariant to any posi-
tive scaling factor for the impulses. Another 
would be when variance decompositions are 
being computed, since here what is needed 
are impulse responses to one standard devia-
tion shocks.
When would we be less enthusiastic about 
the impulses found with sign restrictions? 
In many policy-related contexts, we want to 
answer questions such as “what would be the 
responses to a 100 basis point interest rate 
shock” or, in the market model context, to 
a unit shock in demand? In the latter case, 
we would need to know the standard devia-
tion of the demand shocks  ε Dt in order to 
work out an answer from the sign restric-
tion impulse responses, as these only provide 
the impact of one standard deviation shocks. 
But, because the magnitude of the stan-
dard deviation of the demand shocks is not 
an estimable quantity with just sign restric-
tions, we cannot construct impulse responses 
to answer questions like those just posed 
(unless of course  σ D = 1). In this important 
sense, the sign restriction approach would 
not recover the required impulse responses.8
The discussion above has centered on 
whether the true impulses would be in the 
range of models identified by sign restric-
tions. leaving aside the issue that one might 
need to generate a very large number of these 
models to ensure that, we are still left with the 
problem of which one to select. As we have 
mentioned earlier, the “median” impulses are 
often presented. But there is nothing that says 
that the true impulses would coincide with 
the median. One feels that often the “median” 
impulses are thought of as “most probable,” 
but, as we pointed out earlier, the range of 
8 It might be that the differences between the impulse 
responses seen in figure 3 come from the fact that the stan-
dard errors of shocks estimated from the NK model are 
inaccurate due to specification problems with that model, 
and so these cannot be compared with the one unit shock 
responses in the  η jt found from the sign restrictions. As 
mentioned, the latter would be equivalent to doing one 
standard deviation shocks from the “true” model (provided 
it is described by a VAR(1)).
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impulses is due to multiple models and not 
any uncertainty coming from data.
To emphasize that multiple models cre-
ate problems in deciding on the values of 
the true impulses, we perform the follow-
ing experiment. Suppose a structural macro 
model is used to generate a very large sample 
of data, and the model is designed so that it 
has impulse responses that agree with the sign 
restrictions in table 3. In the analysis of section 
3, alternative impulses were found by recom-
bining those for the shocks in an arbitrary 
recursive model. We termed these the base 
shocks. Instead, let us take the base shocks 
to be those from the structural macro model 
itself. These certainly qualify, being uncorre-
lated, although they would not be available in 
practice. Nevertheless, if we were fortunate 
enough to know them, the impulse responses 
generated by sign restrictions will be combina-
tions of the true ones, with weights given by 
Q. When Q = I, we will get the true impulse 
responses. So where in the range of models 
do the true impulse responses lie? In our sce-
nario, the true impulse responses were chosen 
to obey the table 3 sign restrictions and were 
close to those of the empirically estimated NK 
model. Computing a range of estimates by 
choosing different Q, it was found that the true 
impact impulse responses of output and infla-
tion to an interest rate shock lay at the 12.5 and 
0.4 percentiles, far from the median. Hence, 
the implication of this experiment is that, even 
if the true impulses lie in the range of models 
generated by the sign restrictions, we do not 
know where in the range they are. All we can 
say is that, if the range is very narrow, then we 
should get a good indication of what the true 
impulses are. Otherwise we cannot know.
Paustian (2007) performs Monte Carlo 
experiments on models where sign restrictions 
on a set of (primary) variables are imposed to 
identify the shocks, and then the impulses to 
other (secondary) variables are checked to see 
if they have the correct sign. He draws two 
conclusions from the  experiments. Firstly, it 
is likely that the correct signs for the impact 
of the shocks on the secondary variables 
will be found if the identified shocks have a 
dominant influence on the primary variables. 
Secondly, the more shocks that are identi-
fied the greater is the likelihood that the cor-
rect signs will be recovered. This leads him 
to conclude that sign restrictions can reliably 
recover some qualitative features of impulse 
responses under certain conditions.
The results he gets can be explained. 
Because the reduced form VAR shocks are  e t , 
and the structural ones are  ε t , the connection 
between them is  e t =  B 0 −1 ε t . If there are no 
lags and n = 3, the first “VAR” equation will 
have the following relation between its error 
and the structural shocks: 
(24)  e 1t =  b 0 11  ε 1t +  b 0 12  ε 2t +  b 0 13  ε 3t ,
where  b 0 
ij are the coefficients of  B 0 −1 . If  ε 1t 
was known, then  b 0 11 (the impact response) 
could be consistently estimated by regress-
ing  e 1t on  ε 1t , since the omitted regressors 
 ε 2t ,  ε 3t are uncorrelated with  ε 1t . However, ε 1t is not known and sign restrictions involve 
combining the VAR errors  e jt with weights to 
extract an estimate  ε it * . Such an estimate can 
be written as a combination of the  ε jt :
(25)  ε 1t * =  ϕ 1  ε 1t +  ϕ 2  ε 2t +  ϕ 3  ε 3t .
From (25) it is clear that a regression of 
 e 1t on  ε 1t * will produce a biased estimator of 
b 0 11 owing to the simultaneous presence of 
 ε 2t ,  ε 3t in the regressor and the error term of 
the equation. Of course this bias will decline 
as the variance of  ε 1t * increases relative to the 
variance of  b 0 12  ε 2t +  b 0 13  ε 3t , and this is the 
first conclusion Paustian reaches.
To see the second, we just need to note 
that, if a second shock is identified, the regres-
sion becomes one of  e 1t on  ε 1t * and  ε 2t * . There is 
no certainty, but it is likely that the biases will 
be smaller now than before. If it was the case 
that  ε 2t had been correctly estimated then it 
would have been eliminated from the error 
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term of the regression, leaving only  ε 3t . So it is 
likely that, as we estimate more shocks using 
sign restrictions, the bias will be reduced. 
Again however this is not a general result as it 
depends upon the extent to which the shocks 
have been correctly extracted.
5.2 Other Summative Representations
As mentioned in the introduction to the 
section, if we try to align theory-inspired 
interpretative models (such as DSGE mod-
els) with the summative model, we often 
encounter the situation that there are vari-
ables in the former that are not observable, 
and so the latter model is fitted with a smaller 
number of variables.9 let the observable 
variables (data) be  z t and the larger set in the 
theoretical model be  z t + . Then, it has been 
known for a long time, see Kenneth F. Wallis 
(1977) and Arnold Zellner and Franz Palm 
(1974), that a VAR in  z t + becomes a vector 
autoregressive moving average (VARMA) 
in  z t . Thus a VAR will not represent the 
data precisely if it should be generated by a 
theoretical model with latent (unobserved) 
variables, although, if one makes the order 
sufficiently high, it might be argued to be 
approximately correct. Basically this implies 
that the impulse responses from the theo-
retical model,  C j + , will not be equal to those 
from an approximating VAR, unless the order 
is infinite. As shown in George Kapetanios, 
Pagan, and Alasdair Scott (2007), this dif-
ference can be very large for some shocks 
and models and so one needs to exercise 
care in using information from theory-con-
sistent models to identify shocks in VARs.10 
9 Technology is an obvious example of a variable in a 
DSGE model that is rarely present in an estimated VAR. 
But it is also the case that researchers often treat the capital 
stock as unobservable and so it is omitted from the list of 
variables in the empirical VAR.
10 Using a model that was a smaller version of the Bank 
of England Quarterly Model but a VAR with only a stan-
dard set of six variables, Kapetanios, Pagan, and Scott 
(2007) found that a VAR(50) and thirty thousand observa-
tions were needed to recover the true impulse responses.
Of course it is possible that this problem is 
less of an issue for the signs of the responses 
than it is for the magnitudes, i.e., the signs of 
 C j + and  C j may agree even if the magnitudes 
do not.11 Fundamentally, the problem is that 
a VAR is not the correct summative  model.12 
As an alternative one might estimate a 
VARMA process or a VAR with some latent 
variables, but mostly researchers have dealt 
with the latent variable problem by express-
ing the theoretic model in a state space form 
(SSF) 
(26)  z t = H z t + 
(27)  z t + = M z t−1 + + G ε t + , 
and then estimating this. Readily available 
computer programs such as Dynare are 
designed to do so. Thus the role of a theory-
inspired model is to provide the variables 
in  z t + , and the order of the VAR associated 
with them, while the empirical investigator 
selects  z t . In the DSGE model, M and G 
will be functions of the model parameters θ 
(H simply selects variables and so generally 
doesn’t depend on θ). The appropriate sum-
mative model therefore is the SSF (26)–(27), 
but with M being treated as unrestricted and 
G ε t + being replaced by some errors  e t . Once 
estimated the residuals   et can be combined 
together using the Q matrices dealt with 
earlier to produce new shocks  η t and then 
passed through the estimated SSF to find 
the impulse responses for these new shocks. 
As noted in footnote 1, it will generally be 
easiest to produce initial  η t shocks that are 
uncorrelated by performing a Choleski 
decomposition upon   et , but an alternative 
approach would be to make M triangular, 
11 Indeed this seems to be supported by the simulations 
in Canova and Paustian (2007), although it may just reflect 
the particular context they are working in.
12 There are even cases where there is no invertible MA 
representation, and so no VAR exists.
Journal of Economic Literature, Vol. XLIX (December 2011)958
and to then estimate the resulting SSF by 
a MlE. A program such as Dynare would 
enable one to do this efficiently.
5.3 Permanent and Transitory Shocks
If there are as many permanent shocks 
to be identified as there are observable 
variables, then this would imply that there 
is no cointegration between the variables. 
Therefore, the appropriate summative model 
is a VAR in differenced variables. Hence 
it is only how the data is measured that 
changes, allowing sign restrictions to be eas-
ily imposed by working on the residuals from 
the differenced-variables VAR. Sometimes 
one sees such a summative model in the sign 
restrictions literature. Examples are Marek 
Jaroci ´    nski and Frank R. Smets (2008) and 
Katie Farrant and Peersman (2006). But it 
needs to be stressed that all shocks have to 
be regarded as transitory for this summative 
model to be correct. When there are both 
transitory and permanent shocks there is 
cointegration, and so the summative model 
will be the VECM 
 Δ  z t + = αβ′  z t−1 + +  e t .
Correspondingly, a structural VECM 
(SVECM) of the form
(28)  B 0 Δ  z t + = ( B 0 α)β′  z t−1 + +  ε t , 
would be used to interpret the data. Because 
this is a relatively simple extension of the 
standard approach, it does not need any 
extensive development. It is only if there 
are latent variables that special issues arise. 
Hence, if  z t rather than  z t + is observed (and 
z t has less variables than  z t + ), the problems 
identified in the preceding subsection arising 
from latent variables occur again, although 
they can be solved in the same way, namely 
via a state space form. This situation arises in 
many DSGE models in which the  permanent 
shock is technology while all other shocks are 
transitory.
Care does need to be exercised in finding 
the structural shocks. There are standard 
formulae for converting the VECM residu-
als   et into n − r permanent   et P and r transi-
tory   et T uncorrelated shocks, where r is the 
degree of cointegration. It would then be 
necessary to recombine these with Q matri-
ces to produce new uncorrelated permanent 
and transitory structural shocks   η t P and   η t T . 
In doing so, we need to recognize that one 
cannot combine the permanent shocks to 
produce a transitory shock. Consequently, it 
is simplest to work with  Q P ,  Q T (each being 
Givens or QR) such that   η t P =  Q p   et P and 
  η t T =  Q T  et T . To initialize the sequence, one 
could begin with a recursive SVAR in which 
n – r of the structural shocks are desig-
nated to be permanent and r to be transi-
tory. The  methodology outlined in Pagan 
and M. Hashem Pesaran (2008) illustrates 
how such a system can be constructed and 
estimated.
6. Conclusion
When sign restriction work first began, it 
was mainly about the identification of a sin-
gle shock. Since then it has become popular 
to identify multiple shocks. Moreover, the 
range of applications has grown from the ini-
tial focus on monetary policy. Given that sign 
information is rather weak, we suspect that it 
is best to utilize the restrictions in conjunc-
tion with parametric restrictions and that 
seems to be an emerging tendency as well. 
A number of other themes also seem to be 
developing. One is that contemporaneous 
restrictions might be preferable to impos-
ing restrictions on longer lags. Another is 
that DSGE models are a useful way of find-
ing out likely sign restrictions, particularly as 
the number of variables in the VAR grows. 
We have tried to show these tendencies in 
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the review, and have also argued that more 
care often needs to be taken in devising the 
model that is to summarize the data, a clear 
statement about whether shocks are perma-
nent or transitory should be provided, and 
an account of how the multiple models and 
multiple shocks problems were dealt with 
must be present in the research. In some 
instances, the latter have not been well 
understood and often the responses to them 
have been not well documented.
Table 1 provides a quick summary of the 
studies that appear in the literature, charac-
terized by a number of the items mentioned 
above—viz. whether there are a mixture of 
sign and other restrictions, namely whether 
there are permanent shocks, how many 
shocks are identified and whether the source 
of the restrictions comes from informal ideas 
or from a formal theory-oriented model. 
This provides a quick overview of the diver-
sity of the studies. As well we classify them 
 according to the main issue being dealt with 
such as the isolation of the effects of tech-
nology shocks, monetary policy shocks, and 
fiscal policy shocks. It is apparent from this 
table that sign restrictions have become of 
increasing interest to applied researchers 
seeking information about a large range of 
phenomena.
On balance, we do feel that sign restric-
tions have provided a useful technique for 
quantitative analysis. There are a number of 
instances in which variables are simultane-
ously determined and it is hard to justify any 
parametric restrictions to resolve the identi-
fication problem. A classic example is that of 
interest and exchange rates. In these cases, 
sign restrictions appeal. In other situations, 
such as isolating monetary policy, it seems 
more likely that using institutional knowledge 
to provide parametric restrictions would be a 
better way to proceed. This points to the fact 
that combinations of restrictions are likely to 
be what we will need to adopt in the future 
to carry out good applied work.
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