Full waveform inversion requires a good estimation of the source wavelet to improve our chances of a successful inversion. This is especially true for an encoded multisource time-domain implementation, which, conventionally, requires separatesource modeling, as well as the Fourier transform of wavefields. As an alternative, we have developed the source-independent time-domain waveform inversion using convolved wavefields. Specifically, the misfit function consists of the convolution of the observed wavefields with a reference trace from the modeled wavefield, plus the convolution of the modeled wavefields with a reference trace from the observed wavefield. In this case, the source wavelet of the observed and the modeled wavefields are equally convolved with both terms in the misfit function, and thus, the effects of the source wavelets are eliminated. Furthermore, because the modeled wavefields play a role of low-pass filtering, the observed wavefields in the misfit function, the frequency-selection strategy from low to high can be easily adopted just by setting the maximum frequency of the source wavelet of the modeled wavefields; and thus, no filtering is required. The gradient of the misfit function is computed by back-propagating the new residual seismograms and applying the imaging condition, similar to reverse-time migration. In the synthetic data evaluations, our waveform inversion yields inverted models that are close to the true model, but demonstrates, as predicted, some limitations when random noise is added to the synthetic data. We also realized that an average of traces is a better choice for the reference trace than using a single trace.
INTRODUCTION
Waveform inversion relies on the dynamic properties of the seismic data to extract velocity information, whereas traveltime tomography is performed on the basis of the kinematic properties of the data. Full waveform inversion estimates the subsurface velocity model by minimizing the differences between the observed and modeled seismograms, composed of the Green's function and the source wavelet. Therefore, knowledge of the source wavelet of the observed seismogram is necessary for a successful waveform inversion. If there is no prior information of the source wavelet, a process for source estimation is needed for a successful waveform inversion.
The source can be estimated by incorporating it as part of the inversion. The sensitivity of the inversion to the source function can be assessed by taking the derivative of the misfit function with respect to the source wavelet. Consequently, the gradient of the misfit function with respect to the source wavelet is obtained by back-propagating the residual seismograms (Tarantola, 1984; Zhou et al., 1997) . To scale the gradient, the second derivative of the misfit function with respect to the source wavelet, which is expressed as the autocorrelation of Green's function (Pratt, 1999; Shin et al., 2007) , is required. Instead of the exact Green's function, we typically use the band-limited Green's function or the Fourier transformed wavefields to apply the full-Newton method (Lines and Treitel, 1984) for source-estimation in the time-domain waveform inversion.
Recently, Krebs et al. (2009) suggested an encoded multisource approach to dramatically reduce the computational cost of timedomain, full-waveform inversion. In their approach, each source function (i.e., function of source time and position) used for forward modeling is randomly multiplied by either þ1 or −1 and gathered into a super-source function for the simultaneous-source modeling. Another important step in their method is varying the set of random numbers used at each iteration to reduce crosstalk artifacts. However, because the gradient of the misfit function with respect to the source wavelet is just the back-propagated wavefield (not including crosstalk artifacts), the process of varying the random number set at each iteration complicates the estimation of the source wavelet. Therefore, we need a few additional separate-source modeling and Fourier transforms of wavefields for a successful source estimation in the encoded multisource time-domain waveform inversion. Because we need only two modeling applications for each gradient calculation in the multisource waveform inversion, a few additional modeling steps are still costly in the multisource waveform inversion.
The cross-convolved wavefields suggested in this paper can help us avoid the need for source-estimation in the multisource timedomain waveform inversion because in this case, the effect of the source wavelet is removed at each iteration in source-independent waveform inversion. So far, many source-independent algorithms for waveform inversion have been developed in the frequency domain (Lee and Kim, 2003; Zhou and Greenhalgh, 2003; Choi et al., 2005; Cheong et al., 2006; Xu et al., 2006) . There are two kinds of source-independent algorithms: one based on the deconvolution and one based on the convolution approach. In the deconvolution-based approach, the wavefields are normalized by a reference wavefield and expressed as a ratio of Green's functions in the frequency domain (Lee and Kim, 2003; Xu et al., 2006) in which the source function gets canceled. On the other hand, Choi et al. (2005) and Cheong et al. (2006) suggest the convolution-based approach for the source-independent waveform inversion in which the wavefields are multiplied by a cross-reference wavefield in the frequency domain. Because the deconvolution-based approaches for timedomain waveform inversion demands additional Fourier transforms and careful treatment of the division involved, we prefer a more straightforward convolution-based approach.
In this paper, we apply the convolution-based method to the encoded multisource time-domain waveform inversion method. We first convolve the observed wavefields with a reference trace of the modeled wavefield, and vice versa, we convolve the modeled wavefields with a reference trace of observed wavefield and construct the misfit function using these convolved wavefields. The reference wavefield can be a single trace or an average of all traces in the shot gather. In the misfit function, both source wavelets of the observed and the modeled wavefields are equally convolved in both terms. Therefore, their effect is removed because of the linear behavior of convolution. Another important feature of this misfit function is that the modeled wavefields act as a low-pass filter of the observed wavefields based on the frequency range of the source used for modeling. Therefore, we can easily employ a frequencyselection strategy moving from low to high frequencies for waveform inversion (Bunks et al., 1995; Sirgue and Pratt, 2004) just by setting the maximum frequency of the source wavelet of the modeled wavefields. In addition, we can also obtain the gradient of misfit function with respect to velocities by using the backpropagation algorithm based on the adjoint-state technique (Laily, 1983; Tarantola, 1984; Gauthier et al., 1986; Zhou et al., 1995; Pratt et al., 1998; Shin and Min, 2006; Choi et al., 2008) .
We start by introducing the new misfit function using the convolved wavefields, and provide the expression of the gradient of the misfit function using the back-propagation algorithm. We then adapt this expression for multisource waveform inversion. Finally, to test our algorithm, we apply our waveform inversion with a single-trace reference and with an average-of-traces reference. We then compare these choices to the known-source inversion approach for noise-free and random noise-added synthetic data generated with the Marmousi2 model (Martin et al., 2002) .
THEORY
Key elements of waveform inversion are the misfit (objective) function that we seek to minimize, the minimization (optimization) tool, and the scaling and regularization required to make the minimum unique and reachable. In this section, we will develop the inversion for our suggested convolutional approach, considering multisources.
Misfit function using the convolved wavefields
The misfit function E for waveform inversion is generally defined as the l 2 norm of the residuals between the modeled data and the observed:
where ns and nr are the number of shots and receivers, respectively; and u i;j and d i;j are traces of the modeled and the observed data for the ith shot and jth receiver, respectively. If we express u i;j and d i;j as the convolutions of the Green's functions and the source wavelets, the misfit function takes the following form:
where g and s are Green's function and source wavelet, respectively; the symbol Ã represents the convolution process, and superscripts u and d stand for the modeled and observed data, respectively. In waveform inversion, the subsurface model parameters are updated by minimizing the misfit function E in equation 2. Theoretically, the source wavelet (s d ) could be estimated in the process of minimizing the misfit function as well.
To avoid the source estimation in the time-domain waveform inversion, we suggest a source-independent algorithm using the cross-convolved wavefileds. For each shot gather, the modeled wavefields are convolved with a reference trace from the observed wavefield, and the observed wavefields are convolved with a reference trace from the modeled wavefield. As a result, the new misfit function is defined by
where u i;k and d i;k are the reference traces from the modeled and the observed data, respectively, at the kth receiver position. We can express equation 3 using the convolution of the Green's function with the source wavelet as follows:
In equation 4, the new source wavelet (s u Ã s d ) is convolved in both terms equally. Based on the linear nature of the convolution process, the effect of the sources is removed from the misfit function. Thus, the misfit function becomes source independent and its estimation is no longer needed for waveform inversion.
Calculation of the gradient of the misfit function
The l 2 norm in equation 3 can be rewritten as a dot product:
The gradient of the misfit function is obtained by taking the derivative of equation 5 with respect to the mth model parameter p m as follows:
where
We recast the dot product and the convolution in the first term on the right-hand side of equation 6 in an integral form as
If we set t − τ ¼ ξ, then dτ ¼ −dξ, and equation 7 is rewritten as
In equation 8, r 0 i;j ðξÞ is the crosscorrelation of the residual seismogram and the reference traces from the observed wavefield. Equation 8 can be expressed as a dot product between the partialderivative wavefield (∂u i;j ∕∂p m ) and the first correlated-residual seismogram (r 0 i;j ), which has the same general form as in the conventional formulas of the gradient of the misfit function for full waveform inversion. In equation 8, ∂u i;j ∕∂p m can be obtained from the convolution of the up-going Green's function, g u x;j , and the virtual-source, v u i;x (Pratt et al., 1998; Shin et al., 2001) , where x represents the variable of subsurface model space. For a constant-density acoustic wave equation, v u i;x is expressed as ð2∕p 3 m Þ × ð∂ 2 u i;x ∕∂t 2 Þ or 2p m Δu i;x based on the Born approximation where p represents velocity. The expression for the virtual source depends on the type of wave equation. The term "virtual source" is used by Pratt et al. (1998) and Shin et al. (2001) . The virtual source is similar to the weighted downgoing Green's function convolved with the source wavelet (or the weighted forward-propagated source wavefield). Therefore, equation 8 is also regarded as a Born-approximation-type inversion. Using the convolution of g 
Again, by setting ξ − τ ¼ t and dτ ¼ −dt, equation 9 becomes
The Green's function, g u x;j , satisfies the reciprocity theorem, and thus, g u x;j ¼ g u j;x . Therefore, the crosscorrelation, ∫ g u x;j ðξ − tÞr 0 i;j ðξÞdξ, can be regarded as a back-propagation of the first correlatedresidual seismogram r 0 i;j . Because the back-propagated wavefield, ∫ g u x;j ðξ − tÞr 0 i;j ðξÞdξ, in equation 10 is time-reversed with respect to the variable t, equation 10 can be regarded as the zero-lag convolution of the back-propagated wavefield and the virtual source. Therefore, this equation is equivalent to the imaging condition for reverse-time migration, except for back-propagating the first correlated-residual seismogram instead.
The second term in equation 6 can be also formulated in a similar fashion, resulting in 
In equations 11 and 12, we note that the second correlated-residual seismogram r 0 0 i;j should be back-propagated only at the kth reference receiver position.
Consequently, the gradient of the misfit function for the sourceindependent time-domain waveform inversion is computed by back-propagating the first correlated-residual seismogram,
at each jth receiver position, and the second correlated-residual seismogram,
back-propagated only at the kth reference receiver position. The first and second correlated-residual seismograms are backpropagated at the same time, which requires only one modeling step. In equations 13 and 14, ⊗ stands for the crosscorrelation operation. In equation 13, the kth trace of the observed data is correlated to all traces of the residual seismogram, whereas in equation 14, the crosscorrelation is done trace by trace between the observed data and the residual seismogram. In practice, the second correlated-residual seismogram in equation 14 can be summed across receivers to make a single-trace that is back-propagated at the kth receiver position. In theory, the position of the reference trace is not important. However, in practice, our experimentations suggest that a near-offset trace is a better reference than a far-offset trace. The flowchart of our waveform inversion is very similar to the one of Krebs et al. (2009) except for the back-propagation of the first and second correlated-residual seismograms. We note that the convolution of the observed and modeled data with reference traces affect both amplitude and phase information. However, in the residual seismograms, the correlation steps cancel out any time shift introduced by the convolution. Yet, these convolution and crosscorrelation operations could increase the nonlinearity of the problem, resulting in slower convergence and increased sensitivity to the presence of local minima. Therefore, our method might require more accurate starting models and better multiscale strategies.
Application to encoded multisource waveform inversion
The encoded multisource method of Krebs et al. (2009) was developed to reduce the computational cost of the time-domain, full-waveform inversion. In their method, two simulations are also needed for each gradient calculation: one for the simultaneous forward extrapolation of the encoded shots and one for the backward extrapolation of the encoded residual seismograms. Each source function is randomly multiplied by either þ1 or −1 and summed into a super-source gather. The set of random numbers is regenerated at each iteration to reduce crosstalk artifacts arising from the convolution of the back-propagated wavefield and the forward modeled wavefield (or virtual-source wavefield in our examples). However, because the gradient of the misfit function with respect to the source wavelet is just the back-propagated wavefield (not including crosstalk artifacts), different random numbers generate entirely different gradients with respect to the source wavelet at each iteration. Therefore, source estimation using the encoded shots approach would require some extra computational steps that our source-independent scheme would not. Note that when we use our approach with the encoded multisource scheme, single-shot gathers are simply replaced with encoded multishot gathers.
Scaling and optimization
To compensate for the geometrical spreading effects, we scale the gradient using the diagonal term of the Pseudo-Hessian matrix (Shin et al., 2001) , which is written as 
where each column of V is a virtual-source vector v u i;x , which is described below equation 8, superscript T denotes the transpose operation, λ is a damping factor, and I is the identity matrix. We also use the conjugate-gradient method (Gill et al., 1981) 
where α ðnÞ is the step length at the ðnÞth iteration. To obtain a proper step length, we could employ a line-search method, but, for simplicity, we fix the value of the step length. The value is fixed to a relatively small step size that worked fine for all our numerical experiments.
SYNTHETIC EXAMPLES
We first generate synthetic data for the Marmousi2 model (Martin et al., 2002) by using a time-domain finite-difference modeling technique to solve the constant-density acoustic wave equation. We also use an absorbing boundary condition (Clayton and Engquist, 1977) , and the first derivative of a Gaussian function with a maximum frequency of 8 Hz (FDGF 8 Hz) for the source wavelet. Then, we test our waveform inversion algorithm on a generated 2D synthetic data set. Figure 1 shows the P-wave velocities for the Marmousi2 model and our starting guess for the waveform inversion tests. The grid interval for both horizontal and vertical directions is 20 m. We position 212 shots every 80 m at a 20-m depth and receivers at all grid points at a 20-m depth as well. The data recording time is 6 s. For the modeled data, we use the second derivative of a Gaussian function (SDGF) for the source wavelet. In these synthetic examples, we use either a single trace or an average of traces (in a shot gather) as our reference trace. Although a near-offset trace is a preferred for the inversion of single shots, a different strategy is used when encoded-shots are inverted. In practice, we choose the trace at a distance of ð120 þ 80iÞ m, where i is the iteration number (if i is greater than the number of shots, we subtract the number of shots from i for choosing a reference trace), and for the average trace, we sum all receiver traces and divide it by the number of traces.
A look at the correlated-residual seismogram
To demonstrate some of the features of the newly suggested residual seismograms, we compare them with the conventional ones by first using the single-source inversion approach. Because the second correlated-residual seismogram is regarded as a single trace in equation 14, we consider only the first correlated-residual seismogram in this section. Figure 2a shows the observed seismogram generated for the Marmousi2 model using the FDGF 8 Hz source, Figure 2b shows the modeled seismogram for the starting model in Figure 1 using the SDGF 4 Hz source, and Figure 2c and 2d shows the residual seismograms. Figure 3 shows the FDGF 8 Hz source function used for the observed seismogram, the SDGF 4 Hz source function used for the modeled seismogram, and the traces of the residual seismograms of Figure 2c and 2d at a distance of 6 km. When using the FDGF 8 Hz source for both the observed and modeled seismograms, the conventional seismogram (Figure 2d ) contains only reflected and the refracted waves. However, even though different source wavelets (Figure 3a and 3b) are used, the first correlated-residual seismogram (Figure 2c ) does not contain direct waves and shows similar features to those in the residual seismogram (Figure 2d ) for which the exact source (FDGF 8 HZ) was used. From this comparison, we realize two features of the first correlated-residual seismogram. First, it has similar features to the known-source conventional residual seismogram, despite the fact that we did not require the knowledge of the source. Second, the first correlated-residual seismogram is a low-pass filtered version of the conventional residual seismogram for a known source, which can be observed clearly in Figure 3c and 3d by comparing their amplitude spectra. The trace corresponding to the conventional residual seismogram in Figure 3c has a maximum frequency of 8 Hz, whereas the trace extracted from the first correlated-residual seismogram, has a maximum frequency of 4 Hz. This is because the modeled seismogram plays the additional role of a low-pass filter applied to the observed seismogram. Therefore, we can easily employ a frequency-selection strategy moving from low to high frequencies (Bunks et al., 1995; Sirgue and Pratt, 2004) by selecting the maximum frequency of the source wavelets of the modeled seismograms.
Noise-free synthetic data examples
In the following waveform inversion example, we invert encoded seismograms. Also, we adopt a frequency-selection strategy moving from low to high frequencies (Bunks et al., 1995; Sirgue and Pratt, 2004) . For this frequency-selection strategy, we use the SDGF source for the modeled seismogram and set its maximum frequency to 2, 4, 6, and 8 Hz. We ran 200 iterations for each frequency band, using the result of the previous scale as a starting guess for the next. The amplitudes of the SDGF increase with the increase in the maximum frequencies to maintain constant wavelet energy. It also implies that the peak frequencies increase as we increase the maximum frequencies of the source wavelets. Figure 4a shows the observed encoded seismogram using the FDGF 8 Hz source for one realization of the encoding function and Figure 4b shows the encoded super-shot modeled seismogram using the SDGF 2 Hz source for the same encoding function as in Figure 4a . The modeled seismogram is computed by using the starting model in Figure 1b . The random signal appearing on the top of the seismograms in Figure 4 explicitly displays the pattern of the random numbers sequence used to create the encoded shots and seismograms. Figure 5a , 5b, 5c, and 5d show the inverted models when using the SDGF 2 Hz, SDGF 4 Hz, SDGF 6 Hz, and SDGF 8 Hz sources for the modeled seismograms, respectively. Each inverted model uses a single-reference trace. Figure 5e also shows the final inverted model using an average trace reference and Figure 5f shows the inverted model obtained by the encoded multisource waveform inversion using the known source (EMSWIKS; FDGF 8 Hz is used for the modeled data). If we choose an average trace reference in the randomly encoded multisource waveform inversion, the effect of the second correlated residual is much weaker than that of the first correlated residual because we sum the randomly encoded residual seismogram across receivers and divide it by the number of receivers for the second correlated residual. Therefore, for convenience, we only back-propagate the first correlated-residual seismogram as defined in equation 13 in the example of the average trace reference. We can clearly observe the overall convergence of the inversion and the value of each frequency step up on the resolution. Figure 6 . Depth profiles of the Marmousi2 model, the starting model, and the final inverted model at the distance of (a) 6 km and (b) 10 km. Figure 6 shows corresponding depth profiles for the Marmousi2 model, the starting model, and the final inverted models at locations 6 and 10 km. In Figure 6 , we observe that the shallow part of the final inverted model is comparable to the true model, whereas the deeper part appears smoother. From Figures 5 and 6 , we note that the inverted models using our algorithm (a single-trace reference and an average trace reference) show some limitations in resolution (e.g., the part at a horizontal distance of 12 km and a depth of 1.5 km in Figure 5 ) when compared with the inverted model of the EMSWIKS. This is because the modification of amplitude and phase of original data caused by convolution in the objective function affects the results of inversion. Figure 7 shows the history of the misfit functions for our different methods for the first frequency band (0-2 Hz) (each normalized to one). Figure 7 shows that our source-independent approach has more severe fluctuations than that of the EMSWIKS. An alternate definition of the misfit function (especially, the convolution operation in the misfit function) and a choice of a different reference trace might alter this conclusion. Even though the history of the misfit function of our algorithm shows severe fluctuations, the inverted models of our algorithm converge smoothly to the right answer, as Figure 8 demonstrates: the value of the model-fit decreases as the number of iterations increases.
Although the EMSWIKS shows a general better model-fit, our waveform inversion results converged well to the true model. In fact, the inversion using an average trace reference shows a better model-fit result than that using a single-trace reference, in agreement with the result of Xu et al. (2006) . Therefore, our waveform inversion algorithm works well with the noise-free synthetic data.
Random noise added to the observed data
To test our waveform inversion algorithm in more realistic conditions, we add random noise to the observed (synthetic) data. Again, and for comparison purposes, we apply both our inversion and the EMSWIKS algorithms to the noisy data. Figure 9 shows the synthetic seismogram in Figure 2a contaminated with random noise with a signal-to-noise ratio (S/N) of 34 dB. Figure 10 shows the inverted models at 800th iteration for the noisy data. The same source wavelet and frequency-selection strategy used in the previous inversion example are used here. Figure 11 shows the history of the model-fit between the Marmousi2 model and the inverted models for the noisy synthetic data inversion. From these figures, we note that the inverted models of the EMSWIKS and the average trace reference show good convergence, whereas the inverted model of a single-trace reference does not. We think that the average trace strategy mitigates the effect of random noise by summing all receiver traces together, whereas a single trace does not. Therefore, we can conclude that, for our algorithm, averaging traces is a better strategy for the reference than selecting a single one. Still, we note that our waveform inversion algorithm is sensitive to random noise, and that noise reduction is required before inversion.
CONCLUSIONS
We developed a source-independent algorithm using convolved wavefields. Our waveform inversion algorithm can be applied to both the separate-source and multisource waveform inversion. The misfit function for each shot gather consists of convolving the observed wavefield with a reference trace from the modeled wavefield and the modeled wavefield with a reference trace from the observed wavefield. The reference trace can be a single-chosen trace or an average of traces within a shot gather. Because the source wavelets of the observed and modeled wavefields are equally convolved in both terms in the misfit function, its influence is readily removed. Furthermore, the modeled wavefields play the role of a low-pass filter in the misfit function that make the frequencyselection strategy for waveform inversion easy to set up by adjusting the maximum frequency of the source wavelet. In addition, to compute the gradient of the misfit function with respect to the subsurface velocities, we use the back-propagation method based on the adjoint-state technique.
The synthetic examples showed that, without estimating the source wavelet, the inverted model obtained from our waveform inversion algorithm is compatible with the true model for the noisefree synthetic data. We also note that the average of traces is a better choice for reference trace than a single trace. However, if we include random noise, the inverted model shows some limitations in resolution and the choice of the reference trace (single or average) affect the inversion results. More study is required to mitigate this problem. Nevertheless, because multisource time-domain waveform inversion requires the knowledge of the source wavelet, this source-independent approach can be an alternative. Figure 11 . The history of the model-fit between the Marmousi2 model and the inverted models for the random noisy data with S/N of 34 dB.
