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Abstract
We consider the full Navier-Stokes-Fourier system in the singular limit for the small Mach and large Reynolds
and Pe´clet numbers, with ill prepared initial data on R3. The Euler-Boussinesq approximation is identified as the
limit system.
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1 Introduction
Scale analysis and the associated mathematical problems of singular limits reveal the dominant features of complete
fluid systems in the regime where some characterictic parameters become small or infinitely large. We apply the
method of relative entropies developed in [5] to study the asymptotic limit in the complete Navier-Stokes-Fourier
system for low Mach and large Reynolds and Pe´clet numbers.
In order to avoid unnecessary technical difficulties, we consider the hypothetical situation when a compressible fluid,
described by means of the Eulerian density ̺ = ̺(t, x), the velocity field u = u(t, x), and the absolute temperature
ϑ = ϑ(t, x) occupies the entire physical space R3. The associated Navier-Stokes-Fourier system of field equations
reads:
∂t̺+ divx(̺u) = 0, (1.1)
∂t(̺u) + divx(̺u⊗ u) + 1
ε2
∇xp(̺, ϑ) = εadivxS(ϑ,∇xu), (1.2)
∂t(̺s(̺, ϑ)) + divx(̺s(̺, ϑ)u) + ε
βdivx
(
q(ϑ,∇xϑ)
ϑ
)
=
1
ϑ
(
ε2+aS(ϑ,∇xu) : ∇xu− εbq(ϑ,∇xϑ) · ∇xϑ
ϑ
)
, (1.3)
where p = p(̺, ϑ) is the pressure, s = s(̺, ϑ) the specific entropy, while the symbol S(ϑ,∇xu) denotes the viscous
stress satisfying Newton’s rheological law
S(ϑ,∇xu) = µ(ϑ)
(
∇xu+∇txu−
2
3
divxu
)
, (1.4)
and q = q(ϑ,∇xϑ) is the heat flux determined by Fourier’s law
q(ϑ,∇xϑ) = −κ(ϑ)∇xϑ. (1.5)
Note that, again for the sake of simplicity and clarity of presentation, we have omitted the effect of any external force
in the momentum equation (1.2) as well as the bulk viscosity contribution to the viscous stress (1.4).
The scaling of the pressure in (1.2) corresponds to the Mach number proportional to a small parameter ε, whereas
the Reynolds and Pe´clet numbers scale as ε−a and ε−b, respectively. We consider the initial data in the form
̺(0, ·) = ̺0,ε = ̺+ ε̺(1)0,ε, ϑ(0, ·) = ϑ0,ε = ϑ+ εϑ(1)0,ε, u(0, ·) = u0,ε, (1.6)
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together with the boundary conditions “at infinity”
̺→ ̺, ϑ→ ϑ, u→ 0 as |x| → ∞. (1.7)
Under these circumstances, the limit (target) problem can be identified as the incompressible Euler system
divxv = 0, (1.8)
∂tv + v · ∇xv +∇xΠ = 0, (1.9)
supplemented with a transport equation for the temperature deviation T ,
∂tT + v · ∇xT = 0. (1.10)
Here, the function v is the limit velocity while T ≈ ϑ−ϑε . Note that the system (1.8 - 1.10) can be obtained as a
hydrodynamic of the Boltzmann equation, see Golse [6]. The exact statement of our results including the initial data
for the target system (1.8 - 1.10) will be given in Theorem 3.1 below.
Our approach is based on the concept of (very) weak solutions for the Navier-Stokes-Fourier system (1.1 - 1.3),
developed in [4], and extended to problems on unbounded domains in [8]. Accordingly, the convergence to the limit
problem takes place on any time interval [0, T ] on which the Euler system (1.8), (1.9) possesses a regular solution.
Similar results for the compressible barotropic Navier-Stokes system were obtained by Masmoudi [12], see also the
survey paper [13] of the same author. Alazard [1], [2], [3] studies the singular limits of the compressible Euler and the
Navier-Stokes-Fourier system using the approach proposed by Klainerman and Majda [10] based on strong solutions.
To the best of our knowledge, the present paper represents the first result of this kind for compressible and heat
conducting fluids in the framework of weak solutions. The main novelty of our approach is the use of the relative
entropy for the Navier-Stokes-Fourier system discovered in [5] to establish the necessary uniform bounds independent
of the scaling parameter ε, and, more importantly, to obtain stability of solutions to the limit system.
The paper is organized as follows. In Section 2, we collect the necessary preliminary material and introduce the
concept of very weak solution to the Navier-Stokes-Fourier system on R3. The main result on the asymptotic limit
for ε → 0 is stated in Section 3. The remaining part of the paper will be devoted to the proof of the main theorem.
In Section 4, we use the total dissipation balance associated to the Navier-Stokes-Fourier system to establish all
necessary uniform bounds independent of ε→ 0. The crucial ingredient of the proof is the relative entropy inequality
introduced in Section 5 that provides the necessary stability estimates for the limit system. As is typical for this kind
of problems, the most difficult part is to establish the convergence of the oscillatory gradient component of the velocity
field corresponding to the presence of acoustic waves. Since the problem is considered on the whole space R3, this can
be accomplished by the standard dispersive estimates, see Section 6. Finally, the proof of convergence towards the
limit system is finished in Section 7.
2 Preliminaries, very weak solutions for the full Navier-Stokes-Fourier
system
We start by listing the technical hypotheses imposed on constitutive relations. They are analogous to those introduced
in the framework of the existence theory developed in [4, Chapter 3], where the interested reader can find all relevant
information concerning the physical background as well as possible generalizations.
We suppose that the pressure p = p(̺, ϑ) is given by the formula
p(̺, ϑ) = ϑ5/2P
( ̺
ϑ3/2
)
+
a
3
ϑ4, a > 0, (2.1)
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while the specific internal energy e = e(̺, ϑ) and the specific entropy s = s(̺, ϑ) read
e(̺, ϑ) =
3
2
ϑ
ϑ3/2
̺
P
( ̺
ϑ3/2
)
+ aϑ4 (2.2)
s(̺, ϑ) = S
( ̺
ϑ3/2
)
+
4a
3
ϑ3
̺
, (2.3)
where
P ∈ C1[0,∞) ∩ C3(0,∞), P (0) = 0, P ′(Z) > 0 for all Z ≥ 0, (2.4)
lim
Z→∞
P (Z)
Z5/3
= P∞ > 0, (2.5)
0 <
5
3P (Z)− P ′(Z)Z
Z
< c for all Z > 0, (2.6)
and
S′(Z) = −3
2
5
3P (Z)− P ′(Z)Z
Z2
, lim
Z→∞
S(Z) = 0. (2.7)
Let us only remark that the rather misteriously looking relation (2.6) expresses positivity and uniform boundedness
of the specific heat at constant volume.
In addition, the transport coefficients µ and κ vary with the temperature, specifically,
µ ∈ C1[0,∞) is (globally) Lipschitz continuous, 0 < µ(1 + ϑ) ≤ µ(ϑ) for all ϑ ≥ 0, (2.8)
κ ∈ C1[0,∞), 0 < κ(1 + ϑ3) ≤ κ(ϑ) ≤ κ(1 + ϑ3) for all ϑ ≥ 0. (2.9)
2.1 Very weak solutions
To begin, we introduce the ballistic free energy
HΘ(̺, ϑ) = ̺
(
e(̺, ϑ)− Θs(̺, ϑ)
)
, where Θ > 0. (2.10)
Following [8] we shall say that a trio of functions {̺, ϑ,u} represents a very weak solution of the Navier-Stokes-Fourier
system (1.1 - 1.7) on the space time cylinder (0, T )× Ω if:
• ̺ ≥ 0, ϑ > 0 a.a. in (0, T )× Ω,
(̺− ̺) ∈ L∞(0, T ;L2 + L5/3(R3), (ϑ− ϑ) ∈ L∞(0, T ;L2 + L4(R3)),
∇xϑ, ∇x log(ϑ) ∈ L2(0, T ;L2(R3;R3)),
u ∈ L2(0, T ;W 1,2(R3;R3));
• the equation of continuity (1.1) is replaced by a family of integral identities∫
R3
[
̺(τ, ·)ϕ(τ, ·) − ̺0,εϕ(0, ·)
]
dx =
∫ τ
0
∫
R3
(
̺∂tϕ+ ̺u · ∇xϕ
)
dx dt (2.11)
for any τ ∈ [0, T ] and any test function ϕ ∈ C∞c ([0, T ]×R3);
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• the momentum equation (1.2), together with the initial condition (1.6), is satisfied in the sense of distributions,
specifically, ∫
R3
[
̺u(τ, ·) · ϕ(τ, ·)− ̺0,εu0,εϕ(0, ·)
]
dx (2.12)
=
∫ τ
0
∫
R3
(
̺u · ∂tϕ+ ̺u⊗ u : ∇xϕ+ 1
ε2
p(̺, ϑ)divxϕ− εaS(ϑ,∇xu) : ∇xϕ
)
dx dt
for any τ ∈ [0, T ], and any ϕ ∈ C∞c ([0, T ]×R3;R3);
• the entropy production equation (1.3) is relaxed to the entropy inequality∫
R3
[
̺0,εs(̺0,ε, ϑ0,ε)ϕ(0, ·)− ̺s(̺, ϑ)(τ, ·)ϕ(τ, ·)
]
dx (2.13)
+
∫ τ
0
∫
R3
1
ϑ
(
ε2+aS(ϑ,∇xu) : ∇xu− εbq(ϑ,∇xϑ) · ∇xϑ
ϑ
)
ϕ dx dt
≤ −
∫ τ
0
∫
R3
(
̺s(̺, ϑ)∂tϕ+ ̺s(̺, ϑ)u · ∇xϕ+ εbq(ϑ,∇xϑ)
ϑ
· ∇xϕ
)
dx dt
for a.a. τ ∈ [0, T ] and any test function ϕ ∈ C∞c ([0, T ]×R3), ϕ ≥ 0;
• the total dissipation inequality
∫
R3
[
1
2
̺|u|2 + 1
ε2
(
Hϑ(̺, ϑ)−
∂Hϑ(̺, ϑ)
∂̺
(̺− ̺)−Hϑ(̺, ϑ)
)
(τ, ·)
]
dx (2.14)
+ϑ
∫ τ
0
∫
R3
1
ϑ
(
εaS(ϑ,∇xu) : ∇xu− εb−2q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
dx dt
≤
∫
R3
[
1
2
̺0,ε|u0,ε|2 + 1
ε2
(
Hϑ(̺0,ε, ϑ0,ε)−
∂Hϑ(̺, ϑ)
∂̺
(̺0,ε − ̺)−Hϑ(̺, ϑ)
)]
dx
holds for a.a. τ ∈ [0, T ].
Under the hypotheses (2.1 - 2.9), the existence of very weak solutions to the Navier-Stokes-Fourier system in
(0, T ) × R3 was shown in [8], along with the property that a very weak solution coincides with the strong solution
emanating from the same initial as long as the latter exists (known as the weak-strong uniqueness principle).
3 Main result
Suppose that v0 is a given vector field such that
v0 ∈W k,2(R3;R3), k > 5
2
, ‖v0‖Wk,2(Ω;R3) ≤ D, divxv0 = 0.
It is well-known that the Euler system (1.8), (1.9), supplemented with the initial condition
v(0, ·) = v0.
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possesses a regular solution v, unique in the class
v ∈ C([0, Tmax);W k,2(R3;R3)), ∂tv ∈ C([0, Tmax);W k−1,2(R3;R3)), (3.1)
defined on a maximal time interval [0, Tmax), Tmax = Tmax(D), see Kato [9].
For each vector field U ∈ L2(R3;R3) we denote by H[U] the standard Helmholtz projection on the space of
solenoidal functions.
We are ready to state the main result of this paper.
Theorem 3.1 Let the thermodynamic functions p, e, and s comply with hypotheses (2.1 - 2.7), and let the
transport coefficients µ and κ satisfy (2.8), (2.9). Let
b > 0, 0 < a <
10
3
. (3.2)
Furthermore, suppose that the initial data (1.6) are chosen in such a way that
{̺(1)0,ε}ε>0, {ϑ(1)0,ε}ε>0 are bounded in L2 ∩ L∞(R3), ̺(1)0,ε → ̺(1)0 , ϑ(1)0,ε → ϑ(1)0 in L2(R3), (3.3)
and
{u0,ε}ε>0 is bounded in L2(R3;R3), u0,ε → u0 in L2(R3;R3), (3.4)
where
̺
(1)
0 , ϑ
(1)
0 ∈W 1,2 ∩W 1,∞(R3), H[u0] = v0 ∈W k,2(R3;R3) for a certain k >
5
2
. (3.5)
Let Tmax ∈ (0,∞] denote the maximal life-span of the regular solution v to the Euler system (1.8), (1.9) satisfying
v(0, ·) = v0. Finally, let {̺ε, ϑε,uε} be a very weak solution of the Navier-Stokes-Fourier system (1.1 - 1.7) in
(0, T )×R3, T < Tmax.
Then
ess sup
t∈(0,T )
‖ ̺ε(t, ·)− ̺ ‖L2+L5/3(R3) ≤ εc, (3.6)
√
̺εuε →
√
̺ v in L∞loc((0, T ];L
2
loc(R
3;R3)) and weakly-(*) in L∞(0, T ;L2(R3;R3)), (3.7)
and
ϑε − ϑ
ε
→ T in L∞loc((0, T ];Lqloc(R3;R3)), 1 ≤ q < 2, and weakly-(*) in L∞(0, T ;L2(R3)), (3.8)
where v, T is the unique solution of the Euler-Boussinesq system (1.8 - 1.10), with the initial data
v0 = H[u0], T0 = ̺
∂s(̺, ϑ)
∂ϑ
ϑ
(1)
0 −
1
̺
∂p(̺, ϑ)
∂ϑ
̺
(1)
0 . (3.9)
It is worth noting that the initial distribution of the temperature deviation T0 includes a contribution proportional
to ̺
(1)
0 . This is related to the well-known data adjustment problem observed by physicists, see Zeytounian [15] and
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the discussion in [4, Chapter 5.5.3]. The rest of the paper is devoted to the proof of Theorem 3.1.
4 Uniform bounds
Thanks to the hypotheses (3.3), (3.4), the integral on the right-hand side of the total dissipation inequality (2.14)
remains bounded uniformly for ε → 0. On the other hand, in accordance with the structural properties of the
thermodynamic functions stated in (2.1 - 2.7), the function
HΘ(̺, ϑ)− ∂HΘ(r,Θ)
∂̺
(̺− r) −HΘ(r,Θ)
enjoys the following coercivity properties: For any compact K ⊂ (0,∞)2 and
(r,Θ) ∈ K,
there exists a strictly positive constant c(K), depending only on K and the structural properties of P , such that
HΘ(̺, ϑ)− ∂HΘ(r,Θ)
∂̺
(̺− r) −HΘ(r,Θ) ≥ c(K)
(|̺− r|2 + |ϑ−Θ|2) if (̺, ϑ) ∈ K, (4.1)
HΘ(̺, ϑ)− ∂HΘ(r,Θ)
∂̺
(̺− r) −HΘ(r,Θ) (4.2)
≥ c(K)
(
̺e(̺, ϑ) + ̺Θ|s(̺, ϑ)|+ 1
)
if (̺, ϑ) ∈ (0,∞)2 \K,
see [4, Proposition 3.2].
In view of (4.1), (4.2) it is convenient to introduce a decomposition
h = [h]ess + [h]res for a measurable function h,
where
[h]ess = h 1{̺/2<̺ε<2̺; ϑ/2<ϑε<2ϑ}, [h]res = h− hess,
see [4, Chapter 4.7].
Consequently, combining (2.14) with (4.1), (4.2) and the hypotheses (2.1 - 2.9) we deduce the following list of
estimates:
ess sup
t∈(0,T )
‖√̺εuε(t, ·)‖L2(R3;R3) ≤ c, (4.3)
ess sup
t∈(0,T )
∥∥∥∥
[
̺ε − ̺
ε
(t, ·)
]
ess
∥∥∥∥
L2(R3;R3)
+ ess sup
t∈(0,T )
∥∥∥∥
[
ϑε − ϑ
ε
(t, ·)
]
ess
∥∥∥∥
L2(R3;R3)
≤ c, (4.4)
ess sup
t∈(0,T )
∫
R3
([
̺5/3ε (t, ·)
]5/3
res
+ [ϑε(t, ·)]4res + 1res(t, ·)
)
dx ≤ ε2c, (4.5)
and ∥∥∥εa/2uε∥∥∥
L2(0,T ;W 1,2(R3;R3))
≤ c, (4.6)
∥∥∥ε(b−2)/2 (ϑε − ϑ)∥∥∥
L2(0,T ;W 1,2(R3;R3))
+
∥∥∥ε(b−2)/2 (log(ϑε)− log(ϑ))∥∥∥
L2(0,T ;W 1,2(R3;R3))
≤ c, (4.7)
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where the symbol c denotes a generic constant independent of ε. We remark that (4.6) follows from the generalized
Korn’s inequality ∥∥∥∥∇xw+∇txw − 23divxwI
∥∥∥∥
L2(R3)
≥ c ‖∇xw‖L2(R3) for w ∈ W 1,2(R3;R3),
combined with the estimates (4.3), (4.5). Similar arguments based on the Sobolev inequality and (4.4), (4.5) yield
(4.7).
5 Relative entropy inequality
Motivated by [5], we introduce the relative entropy
Eε
(
̺, ϑ,u
∣∣∣r,Θ,U) = ∫
R3
[
1
2
̺|u−U|2 + 1
ε2
(
HΘ(̺, ϑ)− ∂HΘ(r,Θ)
∂̺
(̺− r) −HΘ(r,Θ)
)]
dx, (5.1)
where HΘ was defined through (2.10). As shown in [8], any very weak solution solution {̺, ϑ,u} of the scaled Navier-
Stokes-Fourier system satisfies the relative entropy inequality in the form:
[
Eε
(
̺, ϑ,u
∣∣∣r,Θ,U)]τ
t=0
+
∫ τ
0
∫
R3
Θ
ϑ
(
εaS(ϑ,∇xu) : ∇xu− εb−2q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
dx dt (5.2)
≤
∫ τ
0
∫
R3
(
̺
(
∂tU+ u · ∇xU
)
· (U− u) + εaS(ϑ,∇xu) : ∇xU
)
dx dt
+
1
ε2
∫ τ
0
∫
R3
[(
p(r,Θ)− p(̺, ϑ)
)
divU+
̺
r
(U− u) · ∇xp(r,Θ)
]
dxdt
− 1
ε2
∫ τ
0
∫
R3
(
̺
(
s(̺, ϑ)− s(r,Θ)
)
∂tΘ+ ̺
(
s(̺, ϑ)− s(r,Θ)
)
u · ∇xΘ+ εbq(ϑ,∇xϑ)
ϑ
· ∇xΘ
)
dx dt
+
1
ε2
∫ τ
0
∫
R3
r − ̺
r
(
∂tp(r,Θ) +U · ∇xp(r,Θ)
)
dx dt
for any trio of continuously differentiable “test” functions defined on [0, T ]×R3,
r > 0, Θ > 0, r ≡ ̺, Θ ≡ ϑ outside a compact subset of R3,
U ∈ C([0, T ];W k,2(R3;R3)), ∂tU ∈ C([0, T ];W k−1,2(R3;R3)), k > 5
2
.
It seems interesting to notice that the mere relative entropy inequality (5.2) could be taken as a definition of “dissipa-
tive” solutions to the Navier-Stokes-Fourier system in the spirit of a similar concept introduced by Lions [11, Chapter
4.4] in the context of the incompressible Euler system.
We take
̺ = ̺ε, ϑ = ϑε, u = uε
8
and choose the functions {r,Θ,U} in the following way:
r = rε = ̺+ εRε, Θ = Θε = ϑ+ εTε, U = Uε = v +∇xΦε; (5.3)
where v is the solution to the incompressible Euler system (1.8), (1.9), with the initial condition (3.9), and Rε, Tε,
and Φε solve the acoustic equation:
ε∂t(αRε + βTε) + ω∆Φε = 0, (5.4)
ε∂t∇xΦε +∇x(αRε + βTε) = 0, (5.5)
with the initial data determined by
Rε(0, ·) = R0,ε, Tε(0, ·) = T0,ε, Φε(0, ·) = Φ0,ε, (5.6)
where we have set
α =
1
̺
∂p(̺, ϑ)
∂̺
, β =
1
̺
∂p(̺, ϑ)
∂ϑ
, ω = ̺
(
α+
β2
δ
)
.
Noting that the functions Rε, Tε are not uniquely determined by (5.4 - 5.6), we introduce the transport equation
∂t(δTε − βRε) +Uε · ∇x(δTε − βRε) + (δTε − βRε)divxUε = 0, (5.7)
with
δ = ̺
∂s(̺, ϑ)
∂ϑ
,
where the initial data are determined by (5.6). Equation (5.7) is nothing other than a convenient linearization of the
entropy balance (1.3). Now, the system of equations (5.4), (5.5), (5.7) is well-posed.
5.1 Data regularization
Our goal is to apply a Gronwall-type argument to the relative entropy inequality (5.2) to deduce the strong convergence
to the limit system claimed in Theorem 3.1. To this end, we choose the initial data
R0,ε = R0,ε,η = χη ∗ [ψη̺(1)0,ε], T0,ε = T0,ε,η = χη ∗ [ψηϑ(1)0,ε], η > 0 (5.8)
where {χη(x)}η>0 is a family of regularizing kernels, and ψη ∈ C∞c (R3) are the standard cut-off functions ψη ր 1.
Similarly,
Φ0,ε = Φ0,ε,η = χη ∗
[
ψη∆
−1divx[u0,ε]
]
, with ∇x∆−1divx[u0,ε] ≡ H⊥[u0,ε]. (5.9)
To avoid excessive notation, we omit writing the parameter η in the course of the limit passage ε→ 0.
6 Auxiliary estimates
We summarize the well known estimates for solutions of the auxiliary problems (5.4), (5.5), and (5.7).
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6.1 Dispersive estimates
The acoustic equation (5.4 - 5.6) possesses a (unique) smooth solution Φε, Zε = αRε + βTε satisfying the energy
equality[
‖∇xΦε(t, ·)‖2Wk,2(R3;R3) +
δ
β2 + αδ
‖αRε(t, ·) + βTε(t, ·)‖2Wk,2(R3)
]t=τ
t=0
= 0 for all τ ≥ 0, k = 0, 1, 2, . . . . (6.1)
In addition, we have the dispersive estimates
‖∇xΦε(t, ·)‖Wk,q(R3;R3) + ‖αRε(t, ·) + βTε(t, ·)‖Wk,q(R3) (6.2)
≤ c
(
1 +
t
ε
)−( 1p− 1q ) (
‖∇xΦ0,ε‖Wd+k,p(R3;R3) + ‖αR0,ε + βT0,ε‖Wd+k,p(R3)
)
,
for all t ≥ 0, where
2 ≤ q ≤ ∞, 1
p
+
1
q
= 1, d > 3
(
1
p
− 1
q
)
, k = 0, 1, . . . ,
see Strichartz [14]. Moreover, by virtue of the finite speed of propagation of acoustic waves, the quantities ∇xΦε(t, ·)
and (αRε + βTε)(t, ·) are compactly supported in R3, see (5.8), (5.9).
6.2 Estimates for the transport equation
The transport equation (5.7) reads
∂t(δTε − βRε) + (v +∇xΦε) · ∇x(δTε − βRε) + (δTε − βRε)∆Φε = 0.
In particular, we have [ ∫
R3
|δTε − βRε|2 dx
]τ
0
= −
∫ τ
0
∫
R3
∆Φε|δTε − βRε|2 dx dt, (6.3)
and
sup
t∈[0,T ]
‖δTε − βRε‖W 1,q(Ω) ≤ c(η, T ) ‖δT0,ε − βR0,ε‖W 1,q(Ω) , 1 ≤ q ≤ ∞. (6.4)
Moreover, since the velocity of transport in the transport equation is bounded and since ∆Φε(t, ·) and the initial data
δT0,ε − βR0,ε are compactly supported, the solution (δTε − βRε)(t, ·) is as well compactly supported in R3.
7 Convergence
Fixing η > 0 our goal is perform the limit for ε→ 0. This will be carried over in several steps.
7.1 Viscous and heat conducting terms
We show that the dissipative terms related to viscosity and to heat conductivity on the right-hand side of (5.2) are
negligible. To this end, we write
εaS(ϑε,∇xuε) : ∇xUε = εaµ(ϑε)
(
∇xuε +∇txuε −
2
3
divxuεI
)
: ∇xUε
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= εa
[
µ(ϑε)
(
∇xuε +∇txuε −
2
3
divxuεI
)]
ess
: ∇xUε + εa
[
µ(ϑε)
(
∇xuε +∇txuε −
2
3
divxuεI
)]
res
: ∇xUε,
where
εa
∫
R3
∣∣∣∣
[
µ(ϑε)
(
∇xuε +∇txuε −
2
3
divxuεI
)]
ess
: ∇xUε
∣∣∣∣ dx ≤
εa/2
∥∥∥∥εa/2
(
∇xuε +∇txuε −
2
3
divxuεI
)∥∥∥∥
L2(R3;R3×3)
‖∇xUε‖L2(R3;R3) ;
whence, by virtue of (4.6), (6.1),
εa
[
µ(ϑε)
(
∇xuε +∇txuε −
2
3
divxuεI
)]
ess
: ∇xUε → 0 in L2((0, T )× Ω) as ε→ 0.
Similarly, in accordance with (4.5), (4.6), and hypothesis (2.8),
εa
[
µ(ϑε)
(
∇xuε +∇txuε −
2
3
divxuεI
)]
res
: ∇xUε
= εa
√
[ϑε]res
√
[µ(ϑε)]res
√
µ(ϑε)
ϑε
(
∇xuε +∇txuε −
2
3
divxuεI
)
: ∇xUε → 0 in L2(0, T ;L4/3(Ω;R3)) as ε→ 0.
Next, we have
εb−2
q(ϑε,∇xϑε) · ∇xΘε
ϑε
= −εb−1κ(ϑε)∇x(ϑε − ϑ)
ϑε
· ∇xTε
= −εb/2
[
ε(b−2)/2
κ(ϑε)
ϑε
∇x(ϑε − ϑ)
]
ess
· ∇xTε − εb/2
[
ε(b−2)/2
κ(ϑε)
ϑε
∇x(ϑε − ϑ)
]
res
· ∇xTε,
where, as a consequence of (4.7), (6.2), (6.4),
εb/2
[
ε(b−2)/2
κ(ϑε)
ϑε
∇x(ϑε − ϑ)
]
ess
· ∇xTε → 0 in L2((0, T )×R3) as ε→ 0.
Moreover, in accordance with hypothesis (2.9),
εb/2
∣∣∣∣
[
ε(b−2)/2
κ(ϑε)
ϑε
∇x(ϑε − ϑ)
]
res
· ∇xTε
∣∣∣∣
≤ cεb/2
(∣∣∣ε(b−2)/2∇x( log(ϑε)− log(ϑ))∣∣∣+ ∣∣∣ε(b−2)/2 [ϑε]2res∇x(ϑε − ϑ)∣∣∣) |∇xTε| ,
where, by virtue of (4.5), (4.7), (6.2), and (6.4), the right-hand side tends to zero in L1((0, T )×R3).
Thus (5.2) reduces to
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[
Eε
(
̺ε, ϑε,uε
∣∣∣rε,Θε,Uε)]τ
t=0
(7.1)
≤
∫ τ
0
∫
R3
̺ε
(
∂tUε + uε · ∇xUε
)
(Uε − uε) dx dt
+
1
ε2
∫ τ
0
∫
R3
[(
p(rε,Θε)− p(̺ε, ϑε)
)
divUε +
̺ε
rε
(Uε − uε) · ∇xp(rε,Θε)
]
dxdt
−1
ε
∫ τ
0
∫
R3
(
̺ε
(
s(̺ε, ϑε)− s(rε,Θε)
)
∂tTε + ̺ε
(
s(̺ε, ϑε)− s(rε,Θε)
)
uε · ∇xTε
)
dx dt
+
1
ε2
∫ τ
0
∫
R3
rε − ̺ε
rε
(
∂tp(rε,Θε) +Uε · ∇xp(rε,Θε)
)
dx dt+ χε(τ, η)
with
χε(·, η)→ 0 in C[0, T ] as ε→ 0 for any fixed η > 0.
7.2 Velocity dependent terms
Our goal is to handle the integral∫ τ
0
∫
R3
[
̺ε(Uε − uε) · ∂tUε + ̺ε(Uε − uε)⊗ uε : ∇xUε
]
dx dt =
∫ τ
0
∫
R3
[
̺ε(Uε − uε) · ∂tUε + ̺ε(Uε − uε)⊗Uε : ∇xUε
]
dx dt+
∫ τ
0
∫
R3
̺ε(Uε − uε)⊗ (uε −Uε) : ∇xUε dx dt,
where the second term on the right-hand side is bounded by∫ τ
0
∥∥∥∇xUε∥∥∥
L∞(Ω;R3×3)
Eε
(
̺ε, ϑε,uε
∣∣∣rε,Θε,Uε)dt ≤
∫ τ
0
(
c+ χε(t, η)
)
Eε
(
̺ε, ϑε,uε
∣∣∣rε,Θε,Uε)dt,
with c independent of ε, η, and, by virtue of (3.1) and (6.2), χε(·, η)→ 0 in C[0, T ] as ε→ 0.
On the other hand, ∫ τ
0
∫
R3
[
̺ε(Uε − uε) · ∂tUε + ̺ε(Uε − uε)⊗Uε : ∇xUε
]
dx dt
=
∫ τ
0
∫
R3
̺ε(Uε − uε) ·
(
∂tv + v · ∇xv
)
dx dt+
∫ τ
0
∫
R3
̺ε(Uε − uε) · ∂t∇xΦε dx dt
+
∫ τ
0
∫
R3
̺ε(Uε − uε)⊗∇xΦε : ∇xv dx+
∫ τ
0
∫
R3
̺ε(Uε − uε)⊗ v : ∇2xΦε dx dt
+
1
2
∫ τ
0
∫
R3
̺ε(Uε − uε) · ∇x|∇xΦε|2 dx dt.
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In view of the uniform bounds (3.1), (4.3 - 4.5), and the dispersive estimates stated in (6.2), the last three integrals
tend to zero for ε → 0, uniformly with respect to τ . Accordingly, we focus on the first two terms, where the former
reads ∫ τ
0
∫
R3
̺ε(Uε − uε) ·
(
∂tv + v · ∇xv
)
dx dt = −
∫ τ
0
∫
R3
̺ε(Uε − uε) · ∇xΠ dx dt
=
∫ τ
0
∫
R3
̺εuε · ∇xΠ dx dt−
∫ τ
0
∫
R3
̺ε(v +∇xΦε) · ∇xΠ dx dt.
As a consequence of the estimates (4.3 - 4.5), we get
̺εuε → ̺u weakly-(*) in L∞(0, T ;L2 + L5/4(R3;R3)), (7.2)
where, thanks to the continuity equation (2.11),
divx(̺u) = 0, (7.3)
in particular, ∫ τ
0
∫
R3
̺εuε∇xΠ dx dt→ 0 in Lq(0, T ) for any 1 ≤ q <∞.
Next, we have ∫ τ
0
∫
R3
̺ε (v +∇xΦε) · ∇xΠ dx dt
= ε
∫ τ
0
∫
R3
̺ε − ̺
ε
v · ∇xΠ dx dt+ ε
∫ τ
0
∫
R3
̺ε − ̺
ε
∇xΦε · ∇xΠ dx dt+
∫ τ
0
∫
R3
̺∇xΦε · ∇xΠ dx dt,
where the first two integrals vanish in the limit ε→ 0, while∫ τ
0
∫
R3
∇xΦε · ∇xΠ dx dt = −
∫ τ
0
∫
R3
∆Φε · Π dx dt = ε̺
ω
∫ τ
0
∫
R3
∂t(αRε + βTε)Π dx dt
=
ε̺
ω
[∫
R3
(αRε + βTε)Π dx
]τ
t=0
− ε̺
ω
∫ τ
0
∫
R3
(αRε + βTε)∂tΠ dx dt = χε(τ, η),
where here and hereafter, the symbol χε(τ, η) denotes a generic function satisfying
χε(·, η)→ 0 in L1(0, T ) as ε→ 0 for any fixed η > 0.
Thus, it remains to handle ∫ τ
0
∫
R3
̺ε(Uε − uε) · ∂t∇xΦε dx dt
= −
∫ τ
0
∫
R3
̺εuε · ∂t∇xΦε dx dt+
∫ τ
0
∫
R3
̺εv · ∂t∇xΦε dx dt+ 1
2
∫ τ
0
∫
R3
̺ε∂t|∇xΦε|2 dx dt,
where, in accordance with (4.4), (4.5), and the dispersive estimates (6.2),∫ τ
0
∫
R3
̺εv · ∂t∇xΦε dx dt =
∫ τ
0
∫
R3
(̺ε − ̺)v · ∂t∇xΦε dx dt
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= −
∫ τ
0
∫
R3
̺ε − ̺
ε
v · ∇x (αRε + βTε) dx dt = χε(η, τ)
while
1
2
∫ τ
0
∫
R3
̺ε∂t|∇xΦε|2 dx dt = ε
2
∫ τ
0
∫
R3
̺ε − ̺
ε
∂t|∇xΦε|2 dx dt+ 1
2
∫ τ
0
∫
R3
̺∂t|∇xΦε|2 dx dt.
Finally, using (5.5), we get
ε
2
∫ τ
0
∫
R3
̺ε − ̺
ε
∂t|∇xΦε|2 dx dt = −
∫ τ
0
∫
R3
̺ε − ̺
ε
∇xΦε · ∇x(αRε + βTε) dx dt,
where, by virtue of the dispersive estimates (6.2), the last integral tends to zero.
Thus relation (7.1) reduces to
[
Eε
(
̺ε, ϑε,uε
∣∣∣rε,Θε,Uε)]τ
t=0
(7.4)
≤
[∫
R3
̺
1
2
|∇xΦε|2 dx
]t=τ
t=0
−
∫ τ
0
∫
R3
̺εuε · ∂t∇xΦε dx dt
−1
ε
∫ τ
0
∫
R3
[
̺ε
(
s(̺ε, ϑε)− s(rε,Θε)
)
∂tTε + ̺ε
(
s(̺ε, ϑε)− s(rε,Θε)
)
uε · ∇xTε
]
dx dt
+
1
ε2
∫ τ
0
∫
R3
(
(rε − ̺ε) 1
rε
∂tp(rε,Θε)− ̺ε
rε
uε · ∇xp(rε,Θε)
)
dx dt− 1
ε2
∫ τ
0
∫
R3
(
p(̺ε, ϑε)− p(̺, ϑ)
)
∆Φε dx dt
+
∫ τ
0
(
c+ χ1ε(t, η)
) Eε (̺ε, ϑε,uε∣∣∣rε,Θε,Uε) dt+ χ2ε(τ, η),
where
χiε(·, η)→ 0 in L1(0, T ) as ε→ 0 for any fixed η > 0, i = 1, 2,
and where we have used the identity∫
R3
[(
p(rε,Θε)− p(̺ε, ϑε)
)
divxUε +
(
1− ̺ε
rε
)
Uε · ∇xp(rε,Θε) + ̺ε
rε
(Uε − uε) · ∇xp(rε,Θε)
]
dx
= −
∫
R3
(
p(̺ε, ϑε)− p(̺, ϑ)
)
∆Φε dx−
∫
R3
̺ε
rε
uε · ∇xp(rε,Θε) dx.
Recall that ∇xΦε(t, ·) is compactly supported and divxv = 0, which justifies the by-parts integration used in the
above.
7.3 Pressure terms
We write
1
ε2
̺εuε · 1
rε
∇xp(rε,Θε) = 1
ε
̺εuε · 1
rε
(
∂p(rε, Tε)
∂̺
∇xRε + ∂p(rε, Tε)
∂ϑ
∇xTε
)
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=
1
ε
̺εuε · 1
rε
[(
∂p(rε, Tε)
∂̺
− ∂p(̺, ϑ)
∂̺
)
∇xRε +
(
∂p(rε, Tε)
∂ϑ
− ∂p(̺, ϑ)
∂ϑ
)
∇xTε
]
+
1
ε
̺εuε · ̺
rε
∇x (αRε + βTε)
=
1
ε
̺εuε · 1
rε
[(
∂p(rε, Tε)
∂̺
− ∂p(̺, ϑ)
∂̺
)
∇xRε +
(
∂p(rε, Tε)
∂ϑ
− ∂p(̺, ϑ)
∂ϑ
)
∇xTε
]
+
1
ε
̺εuε · ∇x (αRε + βTε) + 1
ε
̺εuε ·
(
̺
rε
− 1
)
∇x (αRε + βTε) ,
where, by virtue of (4.3), (4.4), and the dispersive estimates (6.2),
1
ε
̺εuε ·
(
̺
rε
− 1
)
∇x (αRε + βTε)→ 0 in Lq(0, T ;L2 + L5/4(R3;R3)), 1 ≤ q <∞ for ε→ 0,
while, in accordance with (5.5),
1
ε
̺εuε · ∇x (αRε + βTε) = −̺εuε · ∂t∇xΦε.
Finally, using the Taylor expansion formula, we obtain
∫ τ
0
∫
R3
1
ε
̺εuε · 1
rε
[(
∂p(rε, Tε)
∂̺
− ∂p(̺, ϑ)
∂̺
)
∇xRε +
(
∂p(rε, Tε)
∂ϑ
− ∂p(̺, ϑ)
∂ϑ
)
∇xTε
]
dx dt
=
∫ τ
0
∫
R3
̺εuε ·
[
1
2
∂2p(̺, ϑ)
∂̺2
∇xR2ε +
∂2p(̺, ϑ)
∂̺∂ϑ
∇x(RεTε) + 1
2
∂2p(̺, ϑ)
∂ϑ2
∇xT 2ε
]
dx dt+ χε(τ, η);
where, furthermore, as ̺εuε satisfies (7.2), (7.3),∫ τ
0
∫
R3
̺εuε ·
[
1
2
∂2p(̺, ϑ)
∂̺2
∇xR2ε +
∂2p(̺, ϑ)
∂̺∂ϑ
∇x(RεTε) + 1
2
∂2p(̺, ϑ)
∂ϑ2
∇xT 2ε
]
dx dt→ 0 in L1(0, T ).
Consequently, we may infer that (7.4) reduces to
[
Eε
(
̺ε, ϑε,uε
∣∣∣rε,Θε,Uε)]τ
t=0
≤
[∫
R3
̺
1
2
|∇xΦε|2 dx
]t=τ
t=0
(7.5)
−1
ε
∫ τ
0
∫
R3
[
̺ε
(
s(̺ε, ϑε)− s(rε,Θε)
)
∂tTε + ̺ε
(
s(̺ε, ϑε)− s(rε,Θε)
)
uε · ∇xTε
]
dx dt
+
1
ε2
∫ τ
0
∫
R3
rε − ̺ε
rε
∂tp(rε,Θε) dx dt− 1
ε2
∫ τ
0
∫
R3
(
p(̺ε, ϑε)− p(̺, ϑ)
)
∆Φε dx dt
+
∫ τ
0
(
c+ χ1ε(t, η)
) Eε (̺ε, ϑε,uε∣∣∣rε,Θε,Uε) dt+ χ2ε(τ, η),
where
χiε(·, η)→ 0 in L1(0, T ) as ε→ 0 for any fixed η > 0, i = 1, 2.
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7.4 Replacing velocity in the convective term
Our next goal is to “replace” uε by Uε in the remaining convective term in (7.5). To this end, we write∫ τ
0
∫
R3
̺ε
s(̺ε, ϑε)− s(rε,Θε)
ε
uε · ∇xTε dx dt
=
∫ τ
0
∫
R3
̺ε
s(̺ε, ϑε)− s(rε,Θε)
ε
Uε · ∇xTε dx dt+
∫ τ
0
∫
R3
̺ε
s(̺ε, ϑε)− s(rε,Θε)
ε
(uε −Uε) · ∇xTε dx dt,
where ∫ τ
0
∫
R3
̺ε
s(̺ε, ϑε)− s(rε,Θε)
ε
(uε −Uε) · ∇xTε dx dt
=
∫ τ
0
∫
R3
̺ε
[
s(̺ε, ϑε)− s(rε,Θε)
ε
]
ess
(uε −Uε) · ∇xTε dx dt
+
∫ τ
0
∫
R3
̺ε
[
s(̺ε, ϑε)− s(rε,Θε)
ε
]
res
(uε −Uε) · ∇xTε dx dt.
Next, we get ∣∣∣∣
∫ τ
0
∫
R3
̺ε
[
s(̺ε, ϑε)− s(rε,Θε)
ε
]
ess
(uε −Uε) · ∇xTε dx dt
∣∣∣∣
≤ c
∫ τ
0
‖∇xTε(t, ·)‖L∞(R3;R3)
∫
R3
(
̺ε|uε −Uε|2 +
∣∣∣∣
[
̺ε − rε
ε
]
ess
∣∣∣∣
2
+
∣∣∣∣
[
ϑε −Θε
ε
]
ess
∣∣∣∣
2
)
dx dt;
whence this term can be “absorbed” by means of Gronwall argument.
As for the residual component, we have to control the most difficult term [̺εs(̺ε, ϑε)]resuε. To begin, the hypotheses
(2.3 - 2.7) imply that
̺|s(̺, ϑ)| ≤ c (ϑ3 + ̺| log(̺)|+ ̺[log(ϑ)]+) .
Consequently, by virtue of the estimates (4.5), (4.6),∥∥[ϑ3ε]res uε∥∥L1(R3;R3) ≤ ε−a/2 ∥∥[ϑ3ε]res∥∥L6/5(R3) ‖εa/2uε‖W 1,2(R3;R3)
c2 ≤ ε(
5
3
− a
2 )‖εa/2uε‖W 1,2(R3;R3) → 0 in L2(0, T ) whenever 0 < a <
10
3
.
Estimating the remaining integrals in a similar way, we can rewrite inequality (7.5) in the form
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[
Eε
(
̺ε, ϑε,uε
∣∣∣rε,Θε,Uε)]τ
t=0
≤
[∫
R3
̺
1
2
|∇xΦε|2 dx
]t=τ
t=0
(7.6)
−1
ε
∫ τ
0
∫
R3
[
̺ε
(
s(̺ε, ϑε)− s(rε,Θε)
)
∂tTε + ̺ε
(
s(̺ε, ϑε)− s(rε,Θε)
)
Uε · ∇xTε
]
dx dt
+
1
ε2
∫ τ
0
∫
R3
rε − ̺ε
rε
∂tp(rε,Θε) dx dt− 1
ε2
∫ τ
0
∫
R3
(
p(̺ε, ϑε)− p(̺, ϑ)
)
∆Φε dx dt
+
∫ τ
0
c
(
1 + χ1ε(t, η) + ‖∇xTε(t, ·)‖L∞(R3;R3)
) Eε (̺ε, ϑε,uε∣∣∣rε,Θε,Uε) dt+ χ2ε(τ, η),
where
χiε(·, η)→ 0 in L1(0, T ) as ε→ 0 for any fixed η > 0, i = 1, 2.
7.5 Entropy and pressure
In order to handle the remaining integrals in (7.6), we first show that all terms can be replaced by their linearization
at ̺, ϑ. To this end, we first observe that we may neglect the “residual part” of all integrals. Indeed,
1
ε
∫ τ
0
∫
R3
[
̺ε
(
s(̺ε, ϑε)− s(rε,Θε)
)]
res
∂tTε dx dt =
1
ε2
∫ τ
0
∫
R3
[
̺ε
(
s(̺ε, ϑε)− s(rε,Θε)
)]
res
ε∂tTε dx dt,
where, by virtue of the estimates (6.2 - 6.4), the equations (5.4 - 5.7), and the identities,
(β2 + αδ)T = β(αR + βT ) + α(δT − βR), (β2 + αδ)R = δ(αR + βT )− β(δT − βR), (7.7)
we get
sup
t∈[0,T ]
ε‖∂tRε(t, ·)‖L∞(R3), sup
t∈[0,T ]
ε‖∂tTε(t, ·)‖L∞(R3) ≤ c(η), (7.8)
ε‖∂tRε(t, ·)‖L∞(R3) → 0, ε‖∂tTε(t, ·)‖L∞(R3) → 0 for any t > 0, (7.9)
while, in accordance with (4.5),
ess sup
t∈(0,T )
∫
R3
̺ε
[
s(̺ε, ϑε)− s(rε,Θε)
)]
res
dx ≤ ε2c.
A similar treatment can be applied to the integrals
1
ε
∫ τ
0
∫
R3
̺ε [s(̺ε, ϑε)− s(rε,Θε)]resUε · ∇xTε dx dt and
1
ε2
∫ τ
0
∫
R3
[
p(̺ε, ϑε)− p(̺, ϑ)
]
res
∆Φε dx dt.
Finally,
1
ε2
∫ τ
0
∫
R3
[
rε − ̺ε
rε
]
res
∂tp(rε,Θε) dx dt
=
1
ε2
∫ τ
0
∫
R3
[
rε − ̺ε
rε
]
res
(
∂p(rε,Θε)
∂̺
ε∂tRε +
∂p(rε,Θε)
∂ϑ
ε∂tTε
)
dx dt;
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whence (7.8), (7.9) yield the desired conclusion.
Since all remaining integrals in (7.6) can be reduced to their “essential component” it is easy to check that
− 1
ε
∫ τ
0
∫
R3
[
̺ε
(
s(̺ε, ϑε)− s(rε,Θε)
)
∂tTε + ̺ε
(
s(̺ε, ϑε)− s(rε,Θε)
)
Uε · ∇xTε
]
dx dt (7.10)
− 1
ε2
∫ τ
0
∫
R3
̺ε − rε
rε
∂tp(rε,Θε) dx dt− 1
ε2
∫ τ
0
∫
R3
(
p(̺ε, ϑε)− p(̺, ϑ)
)
∆Φε dx dt
= −
∫ τ
0
∫
R3
(
δ
ϑε −Θε
ε
− β ̺ε − rε
ε
)(
∂tTε +Uε · ∇xTε
)
dx dt
−
∫ τ
0
∫
R3
̺ε − rε
ε
∂t
(
αRε + βTε
)
dxdt+
∫ τ
0
∫
R3
δ
β2 + αδ
(
α
̺ε − ̺
ε
+ β
ϑε − ϑ
ε
)
∂t
(
αRε + βTε
)
dx dt+ χε(τ, η)
=
∫ τ
0
∫
R3
(
δTε − βRε
)
∂tTε dxdt +
∫ τ
0
∫
R3
Rε∂t
(
αRε + βTε
)
dx dt
−
[∫ τ
0
∫
R3
(
δ
ϑε − ϑ
ε
− β ̺ε − ̺
ε
)
∂tTε dx dt+
∫ τ
0
∫
R3
( β2
β2 + αδ
̺ε − ̺
ε
− βδ
β2 + αδ
ϑε − ϑ
ε
)
∂t
(
αRε + βTε
)
dx dt
]
−
∫ τ
0
∫
R3
(
δ
ϑε −Θε
ε
− β ̺ε − rε
ε
)
Uε · ∇xTε dx dt+ χε(τ, η),
where we have used (5.3–5.5).
In the next step, we use the identities (7.7) to compute,∫ τ
0
∫
R3
(
δTε − βRε
)
∂tTε dx dt+
∫ τ
0
∫
R3
Rε∂t
(
αRε + βTε
)
dx dt (7.11)
=
∫ τ
0
∫
R3
[
β
β2 + αδ
(
δTε − βRε
)
∂t
(
αRε + βTε
)
+
α
β2 + αδ
(
δTε − βRε
)
∂t
(
δTε − βRε
)
+
δ
β2 + αδ
(
αRε + βTε
)
∂t
(
αRε + βTε
)
− β
β2 + αδ
(
δTε − βRε
)
∂t
(
αRε + βTε
)]
dx dt
=
1
2
δ
β2 + αδ
[∫
R3
|αRε + βTε|2 dx
]τ
0
+
1
2
α
β2 + αδ
[∫
R3
|δTε − βRε|2 dx
]τ
0
.
Similarly, we get
−
∫ τ
0
∫
R3
(
δ
ϑε − ϑ
ε
−β ̺ε − ̺
ε
)
∂tTε dx dt−
∫ τ
0
∫
R3
( β2
β2 + αδ
̺ε − ̺
ε
− βδ
β2 + αδ
ϑε − ϑ
ε
)
∂t
(
αRε+βTε
)
dx dt (7.12)
= − α
β2 + αδ
∫ τ
0
∫
R3
(
δ
ϑε − ϑ
ε
− β ̺ε − ̺
ε
)
∂t
(
δTε − βRε
)
dx dt
Finally, the last line on the right-hand side of (7.10) reads
−
∫ τ
0
∫
R3
(
δ
ϑε −Θε
ε
− β ̺ε − rε
ε
)
Uε · ∇xTε dx dt (7.13)
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= − β
β2 + αδ
∫ τ
0
∫
R3
(
δ
ϑε −Θε
ε
− β ̺ε − rε
ε
)
Uε · ∇x
(
αRε + βTε
)
dx dt
− α
β2 + αδ
∫ τ
0
∫
R3
(
δ
ϑε −Θε
ε
− β ̺ε − rε
ε
)
Uε · ∇x
(
δTε − βRε
)
dx dt
where the first term tends to zero due to the dispersion estimates (6.2).
Summing (7.12–7.13) we deduce the following result
− α
β2 + αδ
∫ τ
0
∫
R3
(
δ
ϑε −Θε
ε
− β ̺ε − rε
ε
)(
∂t(δTε − βRε) +Uε · ∇x(δTε − βRε)
)
dx dt
=
α
β2 + αδ
∫ τ
0
∫
R3
(
δ
ϑε −Θε
ε
− β ̺ε − rε
ε
)
∆Φε dx dt+ χ
1
ε(η, τ) = χε(η, τ),
where we have used (5.7), and, again, the dispersive estimates (6.2). Resuming the calculations in this section, we can
rewrite inequality (7.6) as follows
[
Eε
(
̺ε, ϑε,uε
∣∣∣rε,Θε,Uε)]τ
t=0
≤
[∫
R3
̺
1
2
|∇xΦε|2 dx
]t=τ
t=0
(7.14)
+
1
2
δ
β2 + αδ
[ ∫
R3
|αRε + βTε|2 dx
]τ
0
+
1
2
α
β2 + αδ
[ ∫
R3
|δTε − βRε|2 dx
]τ
0
+
∫ τ
0
c
(
1 + χ1ε(t, η) + ‖∇xTε(t, ·)‖L∞(R3;R3)
) Eε (̺ε, ϑε,uε∣∣∣rε,Θε,Uε) dt+ χ2ε(τ, η),
where
χiε(·, η)→ 0 in L1(0, T ) as ε→ 0 for any fixed η > 0, i = 1, 2.
Consequently, in accordance with the energy balances (6.1), (6.3), and dispersive estimates (6.2), inequality (7.14)
reduces to
[
Eε
(
̺ε, ϑε,uε
∣∣∣rε,Θε,Uε)]τ
t=0
(7.15)
≤
∫ τ
0
c
(
1 + χ1ε(t, η) + ‖∇xTε(t, ·)‖L∞(R3;R3)
) Eε (̺ε, ϑε,uε∣∣∣rε,Θε,Uε) dt+ χ2ε(τ, η),
where
χiε(·, η)→ 0 in L1(0, T ) as ε→ 0 for any fixed η > 0, i = 1, 2.
7.6 Conclusion
Summarizing (4.3), (4.4) and (7.2), we obtain
√
̺εuε → √̺u weakly in L∞(0, T ;L2(R3;R3))
̺ε − ̺
ε
=
[
̺ε − ̺
ε
]
ess
+
[
̺ε − ̺
ε
]
res
,
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where [
̺ε − ̺
ε
]
ess
→ R weakly-(*) in L∞(0, T ;L2(R3)),
while [
̺ε − ̺
ε
]
res
→ 0 in L∞(0, T ;L5/3(R3)).
Similarly [
ϑε − ϑ
ε
]
ess
→ T weakly-(*) in L∞(0, T ;L2(R3)),
and [
ϑε − ϑ
ε
]
res
→ 0 in L∞(0, T ;Lq(R3)) for any 1 ≤ q < 2.
On the other hand,
∇xΦε → 0 in L1(0, T ;W k,p(R3;R3)) ∩ L∞loc((0, T ];W k,p(R3;R3)) for any 2 < p ≤ ∞, k = 0, 1, . . . ,
whereas
Rε → Rη, Tε → Tη in L1(0, T ;W 1,∞(R3)) ∩ L∞loc((0, T ];W 1,∞(R3)),
where, in view of the dispersive estimates (6.2),
αRη + βTη = 0, (7.16)
and due to (5.7),
∂t(δTη − βRη) + v · ∇x(δTη − βRη) = 0 (7.17)
with the initial data
R0,η = χη ∗ [ψη̺(1)0 ], T0,η = χη ∗ [ψηϑ(1)0 ].
Now, applying Gronwall’s lemma to (7.15) we obtain
∫
R3
[
1
2
|√̺εuε −√̺ε∇xΦε −√̺εv|2 (τ, ·)
]
dx (7.18)
+
1
ε2
∫
R3
[
HΘε(̺ε, ϑε)−
∂HΘε(rε,Θε)
∂̺
(
̺ε − ̺
ε
− Rε
)
−HΘε(rε,Θε)
]
(τ, ·) dx
≤ exp
(∫ τ
0
c
(
1 + χ1ε(t, η) + ‖∇xTε(t, ·)‖L∞(R3;R3)
)
dt
)[
χ2ε(τ, η) +
1
2
∫
R3
̺0,ε |u0,ε −∇xΦ0,ε − v0|2 dx
]
+c exp
(∫ τ
0
c
(
1 + χ1ε(t, η) + ‖∇xTε(t, ·)‖L∞(R3;R3)
)
dt
)[∥∥∥̺(1)0,ε −R0,ε∥∥∥2
L2(R3)
+
∥∥∥ϑ(1)0,ε − T0,ε∥∥∥2
L2(R3)
]
for any τ ∈ [0, T ].
Thus, letting ε → 0 in (7.18) and making use of the convergence relations established earlier in this section, we
get
lim sup
ε→0
(∫
K
[
1
2
∣∣∣√̺εuε −√̺v∣∣∣2 (τ, ·)
]
dx (7.19)
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+
1
ε2
∫
K
[
HΘε(̺ε, ϑε)−
∂HΘε(rε,Θε)
∂̺
(
̺ε − ̺
ε
−Rε
)
−HΘε(rε,Θε)
]
(τ, ·) dx
)
≤ exp
(∫ τ
0
c
(
1 + ‖∇xTη(t, ·)‖L∞(R3;R3)
)
dt
)[
̺
2
∫
R3
∣∣∣∇x∆−1[divxu0]−∇x (χη ∗ (ψη∆−1[divxu0])) ∣∣∣2 dx
]
+c exp
(∫ τ
0
c
(
1 + ‖∇xTη(t, ·)‖L∞(R3;R3)
)
dt
)[∥∥∥̺(1)0 − χη ∗ (ψη̺(1)0 )∥∥∥2
L2(R3)
+
∥∥∥ϑ(1)0 − χη ∗ (ψηϑ(1)0 )∥∥∥2
L2(R3)
]
for any τ ∈ (0, T ] and any compact K ⊂ R3.
Finally, in accordance with (7.16), (7.17),
∂tTη + v · ∇xTη = 0, Tη(0, ·) = ̺∂s(̺, ϑ)
∂ϑ
χη ∗ [ψηϑ(1)0 ]−
1
̺
∂p(̺, ϑ)
∂ϑ
χη ∗ [ψη̺(1)0 ]; (7.20)
whence, by virtue of hypothesis (3.5),
‖∇xTη‖L∞(R3;R3) is bounded in L∞(0, T ) uniformly for η → 0.
Consequently, making use of the estimate
1
ε2
∫
K
[
HΘε(̺ε, ϑε)−
∂HΘε(rε,Θε)
∂̺
(
̺ε − ̺
ε
−Rε
)
−HΘε(rε,Θε)
]
(τ, ·) dx
≥ c
(∥∥∥∥
[
̺ε − ̺
ε
−Rε
]
ess
∥∥∥∥
2
L2(K)
+
∥∥∥∥
[
ϑε − ϑ
ε
− Tε
]
ess
∥∥∥∥
2
L2(K)
)
we may let η → 0 in (7.19) to obtain the desired conclusion (3.7), (3.8). Thus, passing to the limit η → 0 in (7.20) and
letting ε→ 0 in the momentum equation (2.12) for solenoidal test functions ϕ completes the proof of Theorem 3.1.
8 Concluding remarks
Similar results can be obtained on a general (unbounded) domain Ω ⊂ R3 as soon as the following conditions hold:
• the velocity field u satisfies the complete slip conditions
u · n|∂Ω = 0, (S(ϑ,∇xu)n)× n|∂Ω = 0,
or Navier’s boundary conditions
u · n|∂Ω = 0, [S(ϑ,∇xu)n]tan + βu|∂Ω = 0,
where β ≥ 0 is a “friction” coefficient;
• the target Euler system (1.8), (1.9) possesses a regular solution on [0, Tmax);
• the acoustic equation (5.4), (5.5) admits the dispersive estimates (6.2);
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• the generalized Korn inequality holds: For any M > 0 there exists c(M) > 0 such that
‖w‖2W 1,2(Ω;R3) ≤ c(M)
(∥∥∥∥∇xw +∇txw − 23divxwI
∥∥∥∥
2
L2(Ω;R3×3)
+
∫
Ω\V
|w|2 dx
)
, w ∈W 1,2(Ω;R3),
for any measurable set V ⊂ Ω, |V | ≤M .
These conditions are satisfied, for example, if Ω ⊂ R3 is an exterior domain with Lipschitz boundary, see Alazard
[1], Isozaki [7], and [4, Appendix].
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