The problem of predicting a non-stationary time series y n using a single correlated reference channel represented by a time series x n is described here [1] . We limit this appendix to one reference channel without loss of generality. For the purposes of univariate data we simply choose x n = y n .
Letŷ n+k denote the predicted time series when data at time steps ≤ n are available, i.e. we are making a prediction k steps ahead by using the linear prediction
where the error at each step is defined by e l = y l −ŷ l , and λ is the forgetting factor introduced to enforce adaptation of the filter to the most recent changes in the data. The role of the forgetting factor can be understood by considering the quan- 
The recursion begins with a zero filter and a covariance matrix that is a large multiple of the unity matrix. The multiple look feature introduced in this paper relates to the prediction error that is fed back into the filter update (the last step).
