A. We consider centred mean-square continuous random fields for which the incremental variance between two points depends only on the distance between these points. The relations between the asymptotic behaviour of the incremental variance near zero and the asymptotic behaviour of the spectral measure of the field near infinity are investigated. We prove several Abelian and Tauberian theorems in terms of slowly varying functions.
I
Let ξ(x) be a centred, mean-square continuous random field on the space R n with the covariance function B(x, y) = Eξ(x)ξ(y). Classical definition of the homogeneous and isotropic random field (Yadrenko, 1983) can be formulated in two different, but equivalent ways. Definition 1. A random field ξ(x) is called homogeneous and isotropic if its covariance function B(x, y) is invariant with respect to the isometry group G of the space R n .
Definition 2. A random field ξ(x) is called homogeneous and isotropic if its covariance function B(x, y) depends only on the distance between the points x and y.
The (very easy) proof of equivalence of Definitions 1 and 2 depends on the next important property of the space R n . Its isometry group is transitive on equidistant pairs of points. It means that whenever x 1 , x 2 , y 1 , y 2 ∈ R n with distance ρ(x 1 , y 1 ) = ρ(x 2 , y 2 ), there is an isometry g such that g(x 1 ) = x 2 and g(y 1 ) = y 2 . X G K α β S n SO(n + 1) SO(n) (n − 2)/2 (n − 2)/2 RP n SO(n + 1) O(n) (n − 2)/2 −1/2 CP n SU(n + 1) S(U(n) × U(1)) n − 1 0 HP n Sp(n + 1) Sp(n) × Sp(1) 2n − 1 1 CaP 2 F 4(−52) Spin(9) 7 3 T 1. Compact two-point homogeneous spaces
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Any metric space X with such a property is called two-point homogeneous space. We are interested in the case when X is simultaneously a two-point homogeneous space and a connected Riemannian manifold. The complete classification of such spaces is known (Wolf, 1984) . It is presented in Tables 1  and 2 .
In Table 1 , S n , n ≥ 1 denotes the n-dimensional sphere, RP n , CP n , and HP n , n ≥ 2 denote the n-dimensional projective spaces over real numbers R, complex numbers C or quaternion numbers H respectively, CaP 2 denotes the projective plane over Caley numbers. Similarly, in Table 2 , R n , n ≥ 1 denotes the n-dimensional Euclidean space, RΛ n , CΛ n , and HΛ n , n ≥ 2 denote the n-dimensional hyperbolic spaces over real numbers R, complex numbers C or quaternion numbers H respectively, CaΛ 2 denotes the hyperbolic plane over Caley numbers.
We must distinguish between the dimension n of the space X considered over some number system, and the topological dimension N of the manifold X. For the case of real numbers we have N = n, for complex numbers N = 2n, for quaternion numbers N = 4n, and for Caley numbers N = 8n = 16.
In what follows X denotes one of the spaces from Tables 1 or 2. The connected component G of the identity element of the isometry group is described in the second columns of Tables 1 and 2 . We use standard notation for Lie groups, see (Helgason, 2001) .
Let K denotes the stationary group of some fixed point o ∈ X, i.e., K = { g ∈ G : go = o }. This group is described in the third columns of Tables 1 and 2 . Then the space X can be represented as the homogeneous space G/K.
Definition 3 ( (Yaglom, 1961) ). The random field ξ(x) on the space X = G/K is called homogeneous if its covariance function is invariant with respect to the group G.
However, for two particular cases generally accepted terms do not coincide with Definition 3. First, in the case of X = R n = ISO(n)/SO(n) such fields are called homogeneous and isotropic according to Definition 1. Second, in the case of the sphere X = S n = SO(n + 1)/SO(n) such fields are called isotropic (Yadrenko, 1983) . In these two cases we will use generally accepted terms.
In what follows ξ(x) denotes the homogeneous random field on the space X. The covariance function B(x, y) of the random field ξ(x) can be represented as B(x, y) = B(r), where r denotes the distance between points x and y. Homogeneous random fields on compact two-point homogeneous spaces studied in (Askey and Bingham, 1976) . The case of non-compact spaces studied in (Molchan, 1980) .
Consider the incremental variance of the random field ξ(x):
It is easy to see, that σ 2 (x, y) = σ 2 (r), where r = ρ(x, y). Indeed,
The converse assertion is not true. A random field η(x) on the space X whose incremental variance between the points x and y depends only on the distance r = ρ(x, y), is not necessarily homogeneous.
Consider the example. Let W 1 (t) and W 2 (t), t ∈ [0, ∞) be two independent Wiener processes. Define a random process η(t) as
The incremental variance of the process η(t) is equal to σ 2 (s, t) = |s − t|, but the process is not homogeneous.
Random fields η(x) whose incremental variance between two points depends only on the distance between these points, were studied in (Gangolli, 1967) for different spaces X under additional assumption η(o) = 0. We are interested in the cases when X is one of the spaces from Tables 1 or 2. It is easy to see that the incremental variance of the random field η(x) = ξ(x) − ξ(o) depends only on the distance between points. According to (Gangolli, 1967) this is the only possibility for compact spaces. But in the case of non-compact spaces there exist additional possibilities. For simplicity, we consider only the case X = R n that corresponds to the first row of Table 2 . In what follows η(x) denotes a centred, mean-square continuous random field on the space X = R n whose incremental variance between two points depends only on the distance between these points.
In many questions connected to local properties of trajectories of Gaussian and sub-Gaussian random fields, it is very important to know the asymptotic behaviour of the function σ 2 (r) near zero. See (Adler, 1990; Buldygin and Kozachenko, 2000) . In this paper we prove several theorems concerning relations between the asymptotic behaviour of the spectral measure of the random fields ξ(x) and η(x) near infinity and the asymptotic behaviour of their incremental variances near zero. Other kinds of Abelian and Tauberian theorems for homogeneous and isotropic random fields studied in (Leonenko and Olenko, 1991; 1993; Malyarenko, 1999; Olenko, 1996; Yadrenko, 1983) .
In Section 2 we give formulations of our results. Their proofs will be given in Section 3. Concluding remarks will be presented in Section 4.
I am thankful to Professor N. H. Bingham for helpful discussions of Abelian and Tauberian theorems.
F  
To formulate our results, we need some preparation. Consider the case of the homogeneous random field ξ(x). Denote by π the mapping from G onto X that maps g ∈ G to the corresponding coset gK ∈ X. Recall that the subgroup K of the group G is called massive (Vilenkin, 1968) if any irreducible unitary representation U of the group G contain no more then one trivial representation of the group K. The representation U is called the representation of class 1 with respect to the group K if it contains exactly one trivial representation of the group K.
For all spaces from Tables 1 and 2 the group K is massive. Then, according to (Yaglom, 1961) , the covariance function B(x, y) of the random field ξ(x) has the form (2) B(x, y) =
whereĜ K denotes the set of equivalence classes of the irreducible unitary representations of class 1 of the group G with respect to the group K, T 00 (λ; g −1 2 g 1 ) denotes the zonal spherical function (Vilenkin, 1968) corresponding to λ ∈Ĝ K , g 1 is an arbitrary element from π −1 x, g 2 is an arbitrary element from π −1 y, and µ denotes an arbitrary finite measure onĜ K . The measure µ is called the spectral measure of the random field ξ(x).
For all compact spaces (Table 1 ) the setĜ K can be identified as the set Z + of non-negative integers (Askey and Bingham, 1976) . For the space R n we haveĜ K = [0, ∞). For all the other non-compact spaces ( Table 2 ) the setĜ K can be identified as {iρ} ∪ [0, is 0 ] ∪ (0, ∞), where the parameters ρ and s 0 are calculated as (Flensted-Jensen and Koornwinder, 1979) :
Next, consider the random field η(x), x ∈ R n , whose incremental variance depends only on the distance between two points. We assume that η(0) = 0. Then, according to (Gangolli, 1967) , the covariance function of the field η(x) has the form:
where c ≥ 0 is some constant, J ν (z) denotes the Bessel function of the νth order, and µ denotes the so called Lèvy-Khintchin measure on (0, ∞), i.e., the measure that satisfies the condition
Thus in all cases we can talk about the asymptotic behaviour of the spectral measure µ near infinity.
We give the alternative characterisation of the above described class of random fields. Recall that the random field η(x) has homogeneous increments, if its incremental variance σ 2 (x, y) satisfies the condition
Definition 4. (Yadrenko, 1983) A random field η(x) is called isotropic if the expectation Eη(x) depends only on the norm x , and for any g ∈ SO(n) we have B(gx, gy) = B(x, y).
Lemma 1. Let η(x), x ∈ R n , be the centred mean-square continuous random field. Then the next two conditions are equivalent:
(1) the incremental variance of the random field η(x) between two points depends only on the distance between these points; (2) η(x) is an isotropic random field with homogeneous increments.
Let α ≥ β > −1 be any real numbers. Let P (α,β) m (r) denotes the Jacobi polynomials, i.e., the polynomials orthogonal on [−1, 1] with respect to the measure (1 − r)
Lemma 2. Let ξ(x) be the centred, mean-square continuous homogeneous random field on the space X. Let η(x) be the centred, mean-square continuous isotropic random field on the space R n with homogeneous increments. In both cases there exists the sequence of real numbers a m , m ≥ 1, that depends only on the spectral measure µ, and the real numbers α and β that depends only on the space X such that
Moreover, we have
The values of the numbers a m , α , and β for different spaces are described by equations (16), (20), (22)-(27).
In order to formulate theorems we need a lemma. Denote
For any α > −1 and β > −1 denote
Here (2m + α + β + 1)Γ(m + α + β + 1) is to be interpreted as 1 if m = 0 and α = β = −1/2. This coefficient has the following sense (Bingham, 1978) : the norm of the polynomial R
−1/2 . The probabilistic measure G is defined as
Lemma 3. For r ↓ 0 the next asymptotic relation holds true:
where
Recall some definitions from the theory of regular variation (Bingham et al., 1987) . The function L(t) is called slowly varying at infinity, if for any a > 0 we have lim
We will suppose that
for some slowly varying function L. In the case of γ = 0 we must suppose in addition that L(m) → 0, m → ∞, because A m is the remainder of the convergent series.
For different values of γ and different spaces X the series in the right hand side of (7) has different character of convergence. Following (Bingham, 1978) , we distinguish between three types of convergence: absolute convergence, conditional convergence and Abel summability. The type of convergence is shown in Table 3 .
The regions corresponding to different type of convergence For every kind of two-point homogeneous space Table 3 shows the values of the parameter γ ∈ [0, 1) for which the series in the right hand side of (7) has the prescribed type of convergence. For each type of convergence we formulate two theorems: the Abelian one and its Tauberian counterpart. One more theorem will be formulated for the limiting value γ = 1.
Recall that ξ(x) denotes the centred, mean-square continuous homogeneous random field on the space X and η(x) denotes the centred, mean-square continuous isotropic random field on the space R n with homogeneous increments. Such a field is completely determined by its spectral measure µ. Using Lemma 2 and equation (5), one can calculate the values of the coefficients A m . Theorem 1. Let the parameter γ lies in the region of absolute convergence (Table 3 , column 2). Let equation (9) holds. Then the incremental variance of both random fields ξ(x) and η(x) has the next asymptotical behaviour:
Theorem 1 states that the asymptotical relation (10) follows from the asymptotical relation (9) without any additional assumptions. Such theorems are called Abelian. The Tauberian counterpart of Theorem 1 should state that conversely, (9) follows from (10). In most cases (and in this case as well) this requires additional conditions, which are called Tauberian conditions. Now we are ready to formulate Tauberian conditions. 
Moreover, we have lim
Recall that a sequence a m is slowly decreasing in Schmidt's sense (Bingham, 1978) Theorem 2. Let the parameter γ lies in the region of absolute convergence (Table 3 , column 2). Let equation (10) and any one of the Conditions 1, 2, or 3 hold. Then (9) holds. Now we move to the region of conditional convergence. Recall that a positive function f (t) is called quasi-monotone (Bingham, 1978) if it is of bounded variation on compact subsets of [0, ∞), and if for some δ > 0,
Theorem 3. Let the parameter γ lies in the region of conditional convergence (Table 3 , column 3). Let equation (9) holds with a slowly varying and quasimonotone function L(t). Then equation (10) holds.
Theorem 4. Let the parameter γ lies in the region of conditional convergence (Table 3 , column 3). Let equation (10) and Condition 3 hold. Then equation (9) holds.
In the region of Abel summability the situation is simpler. The set of Tauberian conditions is empty. (7) absolutely converges. In this case we have
If the above mentioned series diverges, one has
P
Proof of Lemma 1. It is enough to prove that all the possible covariance functions of centred mean-square continuous isotropic random fields with homogeneous increments are exhausted by equation (3). Let η(x), x ∈ R n has homogeneous increments. According to (Yaglom, 1957) , its covariance function has the form
where A denotes a non-negatively defined linear operator in the space R n , and ν denotes the Lèvy-Khintchin measure. Now suppose that the random field η(x) is isotropic. In this case the operator A must commute with all operators g ∈ SO(n). According to Schur's lemma (Vilenkin, 1968 ) the operator A should have the form
Next, the measure ν should satisfy the equality:
where B(R n ) denotes the σ-algebra of Borel sets in the space R n . In this case it has the form
where ω n−1 ( p ) denotes the Lebesgue measure of the sphere S n−1 ( p ) of radius p in the space R n , and µ denotes the measure on the interval [0, ∞) which is defined as
Substituting (12) and (13) to (11) and using the next formula from (Yadrenko, 1983) :
we obtain (14) B(x, y) = c(x, y)
where we denote λ = p . Substituting (14) to (1), we obtain (3).
Proof of Lemma 2. First, consider the case of compact two-point homogeneous space X (Table 1) . According to (Askey and Bingham, 1976) , our equation (2) for this case has the form
where the numbers α and β are shown in the corresponding columns of Table 1 , and
Substituting (15) to (1), we obtain (4) with
. Now consider the case of non-compact two-point homogeneous space X (Table 2). In the case X = R n let M = SO(n − 1). In all remaining cases the group G is a rank 1 semisimple Lie group. Let G = KAN be its Iwasawa decomposition (Helgason, 2001) . The group A can be identified with the group R. Let M denotes the centraliser of the group A in the group K, i.e., the set of all elements k ∈ K that commute with every element a ∈ A. The group M is shown in the fourth column of Table 2 . Here we use notation from (Flensted-Jensen and Koornwinder, 1979) :
Denote by R δ (k) the zonal spherical function corresponding to δ ∈K M . Then we have:
Here a j ∈ R and k j ∈ K/M are uniquely determined by g j , j = 1, 2. T δ0 (λ; a), δ ∈K M denote the associated spherical functions (Vilenkin, 1968) . The homogeneous space K/M is the sphere S N−1 = { x ∈ X : ρ(x, o) = 1 }. Formula (17) was proved in (Flensted-Jensen and Koornwinder, 1979) , but for the cases X = R n and X = RΛ n it was proved before, see (Vilenkin, 1968) . Substitute (17) to (2). We obtain
and after substituting this formula to (1) we have
For r = ρ(x, y) small enough we can find such element g ∈ G that the points gx and gy lie on the surface of the sphere S N−1 . But the random field ξ(x) is homogeneous, so we have σ 2 (gx, gy) = σ 2 (x, y) = σ 2 (r). That's why we can suppose from the very beginning that x, y ∈ S N−1 . For such points x and y we have a 1 = a 2 = 1.
Consider the restriction of the random field ξ(x) onto the sphere S N−1 . This random field is homogeneous with respect to the group K. In the cases of X = R n and X = RΛ n ( Table 2 ,
is the isotropic random field on the sphere. Its incremental variance must have the form
where r is the distance between the points x and y that is measured along the geodesic line on the sphere S n−1 . It is easy to see that r ∼ r (r ↓ 0). Compare (19) and (18) . We obtain that one can identify the setK M with the set Z + . Moreover, in this case the zonal spherical function R m depends on real variable r and we have
In the remaining cases from Table 2 the situation is more complicated (FlenstedJensen and Koornwinder, 1979) . The group K is the subgroup of the group SO(N − 1). The setK M can be identified with the set
The zonal spherical function R δ is described in (Flensted-Jensen and Koornwinder, 1979) and depends on two real variables. It has the form
where 0 ≤ u ≤ 1, and −π < ϕ ≤ π in the case of X = CΛ n , 0 ≤ ϕ ≤ π for the cases of X = HΛ n and X = CaΛ 2 . Formula (18) can be rewritten as
where r = ρ(x, y). It is proved in (Flensted-Jensen and Koornwinder, 1979 ) that cosh r = | cosh a 1 cosh a 2 − ue iϕ sinh a 1 sinh a 2 |.
For r small enough we can find such g ∈ G that gx and gy lie on the sphere S N−1 (so a 1 = a 2 = 1), and u = 1. Now we have cosh r = | cosh 2 1 − e iϕ sinh 2 1|
and r ∼ r (r ↓ 0). So (21) can be rewritten in the form (4), where
The remaining case is the case of the isotropic random field η(x), x ∈ R n with homogeneous increments. Let T m0 (λ; x ) denotes the associated spherical functions of the space R n = ISO(n)/SO(n) (Vilenkin, 1968 ). Then we have
where ϕ denotes the angle between the vectors x and y. Substituting these formulae to (3) and putting the points x and y onto the surface of the sphere S n−1 , we obtain (4). Moreover, the numbers b m , α and β are defined by equation (20) .
For the case X = R n the associated spherical function has the form (Vilenkin, 1968) (23)
For the case of X = RΛ n the associated spherical function has the form (FlenstedJensen and Koornwinder, 1979) (24)
T m (λ; a) = w
and for all the other cases it has the form (Flensted-Jensen and Koornwinder, 1979)
π (α,β) k,l = (2k − 2l + 2β + 1)(k + l + α + β + 3/2)Γ(l + α + 1) Γ(α + 1)Γ(2β + 2)Γ(α + β + 5/2) × Γ(k − l + 2β + 1)Γ(k + α + β + 3/2)Γ(β + 3/2) l!(k − l)!Γ(k + β + 3/2) .
Here 2 F 1 denotes the hypergeometric function. The coefficient π (α,β) k,l is equal to the dimension of the representation δ = (k, l) ∈K M .
Condition 1 (9) follows from (10) by (Bingham, 1978, Theorem 2) . Similarly, under Condition 2 (9) follows from (10) by (Bingham, 1978, Corollary 1) , and under Condition 3 (9) follows from (10) by (Bingham, 1978, Corollary 2) .
To prove Theorem 3, we use in the same manner (Bingham, 1978, Theorem 3a) . For Theorem 4 we use (Bingham, 1978, Theorem 3b) . Similarly, we use (Bingham, 1978, Theorem 4a) to prove Theorem 5, and (Bingham, 1978, Theorem 4c ) to prove Theorem 6. For Theorem 7, we use (Bingham, 1978, Theorem 6) .
4. C  Remark 1. Our methods do not work for the case of X = R 1 . Abelian and Tauberian theorems for this case can be found in (Pitman, 1968) .
Remark 2. Let X denotes one of the spaces from Table 2 . Let η(x), x ∈ X denotes a centred, mean-square continuous random field whose incremental variance between two points depends only on the distance between these points, with η(o) = 0. Lemma 1 describes all such fields in the case of X = R n . For the other cases from Table 2 , these fields were particularly described in (Gangolli, 1967) . Abelian and Tauberian theorems for such fields can be obtained, using the above described methods.
Remark 3. In the case of non-compact spaces Condition 9 can be written directly in terms of the spectral measure µ. For example, for the isotropic random field with homogeneous increments on the space R n we combine ( It would be interesting to obtain equivalent conditions directly in terms of the asymptotic behaviour of the measure µ near infinity.
