This paper describes about an application of genetic algorithms (GAS) 
Introduction
Object modeling is very important issue of computer vision, which can be applied to object recognition, environment recognition, construction of virtual 3-D space? and so on. Current techniques for object modeling mostly requires human operators [l] . Therefore, automatic object modeling techniques from real images can reduce the cost of model construction.
Many methods have recently been studied for recovering range information from a sequence of CCD images of multiple views. In such methods, some corresponding points between each images must be detected. If the detection of the corresponding points can successfully be performed, the range information can be accurately recovered by using some methods [2, 3, 41 based on principal component analysis, and so on. However, some mistaken correspondence are usually detected, since there are a lot of candidates for the corresponding features in the real scene images. Then recovered range information includes some errors. If we think that the object problem is not estimating accurate range information but generating accurate object models, we don't have to explicitly recover the range information from the images. For example, interactive operation system for object modeling [5] efficiently provides the model from multiple view real images. Using this system, operator can be obtain accurate object modeling by repeating generation of hypothesis of models and evaluation of the hypothesis on the multiple view images. -4lthough this system can give good object models, the system requires human interaction.
In this paper, we propose an application of genetic algorithms (GAS) to object modeling from multiple view images. In this method, the model matching to every input image is efficiently found by applying GAS which repeat evaluation of hypotheses of the models. There are some applications of GAS to finding registrated patterns from images [6], obtaining superquadrics models from shading images [7] , and so on [9] . As described in the previous applications of GAS, GAS can effectively provide almost optimized solution from variety of candidates. In our modeling method by GAS, the efficiency in the optimization is the same. Shape, position, and pose of the object are simultaneously determined by optimizing the evaluation of the similarity between the model and the images.
Proposed Method

Definition of the Problem
In this study, we assume the object is a building which can be regarded as the polyhedral model. Then, the problem is how to estimate shape, position, and pose of the model from the input multiple view images. Figure 1 shows an example of the assumed scheme in the proposed method. Here, several images of the object are taken from several view directions. In the experiment performed in this paper, the camera parameters are previously known.
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Figure 1. Scheme of t h e shape modeling assumed i n t h i s paper.
Modeling by GAS
The modeling from the multiple view images is performed by maximizing an evaluation function by the use of (2-4s. The evaluation function is determined by the similarity between the input multiple view images and the projected images of the estimated object model shape. The flow of the modeling process by the G.4 is shown in figure 2.
In this method, an object is regarded as a set of simple primitives as shown in figure 1 (b). Because the actual objects are supposed to artificial buildings, the primitives can be limited to rectangular solids or triangular pillars which have arbitrary position, size and pose. As shown in figure 3, parameters of each primitive are position of the object barycenter, size and pose of the primitive, which are defined as (xc, yc, zc) , (ilX,AY,AZ) , and 0, respectively. The pose of the primitive has only one degree of freedom because the assumed object is buildings which are constructed parallel to the ground plane.
Encoding of parameters
A set of the parameters is encoded into a string in the GA. For each parameters, eight bits are used. One bit is allocated to distinguish rectangles and triangles. Then, a string consists of 57 bits binary. The total evaluation function E is
where a is a weighting constant.
Sharing
Because the object may consist of multiple primitives, they must be obtained simultaneously. The GA is suitable for finding multiple solutions; because the G.4 hold many strings in the population. For finding multiple solutions efficiently, we employ sharing scheme [8] .
By the sharing, evaluation of the string is decreased if the string is similar to other strings in the population. This prevents the one point convergence of the solution, and then the multiple solutions can be obtained. The
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Genetic operations
First, The initial strings are generated at random. Next, each string is evaluated by E,. According to the evaluation, some elite strings are selected. The selected elite strings are improved by a local search method and preserved as offspring strings. For the rest of strings, the parent strings are selected according to the selection probability which is proportional to the evaluation E , (Reproduction). Then the offspring strings are generated by the one-point crossover which is performed bit-wise. Some bits which are selected at random are reversed by the mutation. This process is repeated.
After repeating the alternation of generations, some strings gather around a solution, and some other strings gather around the other solution as shown in figure 6 . According to the distribution of the strings in the searching space, we have to segment some solutions which represents object models. However, the segmentation is quite difficult problem because the strings are not perfectly separated in the searching space. In our experiments, we employ a heuristic way for the segmentation, but it does not work for every condition. This problem must be studied for the future work.
Experiments
For demonstrating the efficacy of the proposed algorithm, we try to obtain object models from both synthetic and real images.
In this experiments, three view images with 45" interval are used for modeling. In the GA, 256 strings are used in a population, and 100 generations are repeated for obtaining optimal solutions. Figure 6 . By t h e sharing, t h e population tend t o have multiple s o l u t i o n s by t h e a l t e r n a t i o n of generations.
solids can be obtained simultaneously. However, the obtained model does not match with the input images completely, because the string segmentation does not work well. Figure 8 (b) shows an example of synthesized image of the object at other view using the obtained model. Figure 10 shows the object model obtained from the real multiple view images shown in figure 9 . The object is a toy building replica put on the iloor of our laboratory. Because there are many features on the background scene in those multiple view images, it is difficult to successfully detect correct corresponding points on the object, and to recover accurate range information. By the proposed algorithm, however. the best hypothesis of the model is efficiently found without explicit recovery of the range information. Thus, the object modeling is successfully performed as shown in figure 10 (4.
Conclusion
In this paper, we propose a method for object modeling from multiple view images using genetic algorithms (GAS). In the proposed algorithm, the best hypothesis of the model is efficiently found without explicitly recovering the range information, the object modeling is successfully performed. Some results of object modeling experiments from synthetic and real multiple view images demonstrates the proposed method can robustly generate model by using the GA. 
