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Ce qui ne nous tue pas nous rend plus fort.
F. W. Nietzsche,
Cre´puscule des idoles (1888)

Abstract
The rogue wave phenomenon, which is of majeur interest for marine safety, cannot be cor-
related to any specific geophysical phenomenon. Such waves can appear on every ocean of the
world, in deep or shallow water, and encounter strong winds in tempest zones. This work aims
to study the influence of wind on rogue waves.
An experimental approach showed that rogue waves generated by means of energy focusing due
to the dispersive nature of water waves, were slightly amplified, that there was a drift of the
focusing point, and that their life time was significantly increased. A strong asymmetry is in-
deed observed between the focusing and defocusing stages. Numerical simulations are performed
to analyse, understand, and reproduce the phenomenon. Experiments performed in the air-sea
interaction facility are reproduced in a numerical wave tank using boundary integrals method.
Miles’ mechanism and the modified Jeffreys sheltering mechanism are both considered to model
wind action. Jeffreys’ sheltering mechanism is modified by introducing a threshold in local slope
above which air flow separation occurs over steep crests. Rogue waves can also be generated
using another physical mechanism : modulationnal instability of wave fields, or Benjamin-Feir
instability. An extension of the study to rogue waves due to modulationnal instability is develo-
ped. Numerical simulations of this phenomenon are performed with a pseudo-spectral method.
These simulations show that the modified Jeffreys’ sheltering mechanism is responsible for a
significant increase of the lifetime of those extreme waves, such as for rogue waves due to dis-
persive focusing. However, the underlying physics are different in both cases.
However, these approaches are both based on a linear wind wave coupling, neglecting the in-
fluence of waves on the air flow, and based on a potential description of the flow. The existence
of a recirculation area (air vortex) observed experimentally above the highest crests can only be
simulated correctly when vorticity is taken into account. A numerical method to simulate the
rotationnal flow of the two phases viscous fluids, separated by an interface, is introduced.
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Re´sume´
Le phe´nome`ne de vague sce´le´rate, qui constitue un enjeu majeur pour la se´curite´ maritime,
ne peut eˆtre corre´le´ a` un phe´nome`ne ge´ophysique particulier. En effet, de telles vagues peuvent
surgir sur tous les oce´ans du monde, en eaux profonde ou peu profonde, en eaux calmes ou
en zone de tempeˆte. Ce travail s’attache a` e´tudier l’influence du vent sur la dynamique de ces
vagues.
Une approche expe´rimentale a mis en e´vidence que des vagues sce´le´rates ge´ne´re´es par focalisation
d’e´nergie due a` la nature dispersive des vagues, e´taient le´ge`rement amplifie´es par le vent, et que
leur point de formation variait peu, mais surtout que leur dure´e de vie e´tait significativement
augmente´e. Une forte asyme´trie est effectivement observe´e entre les phases de focalisation et de
de´focalisation. Des simulations nume´riques sont re´alise´es dans le but d’analyser, de comprendre,
et de mode´liser ce phe´nome`ne. Les expe´riences effectue´es dans la grande souﬄerie des e´changes
air-mer de Luminy sont reproduites dans un canal nume´rique a` partir d’une me´thode d’inte´grales
de frontie`re. Le me´canisme de Miles, ainsi que le me´canisme d’abri de Jeffreys modifie´ sont tous
les deux conside´re´s pour mode´liser l’influence du vent. Le me´canisme d’abri propose´ par Jeffreys
est modifie´ par l’introduction d’un seuil de pente pour lequel un de´collement de l’e´coulement
ae´rien se produit au-dessus des creˆtes les plus cambre´es. Les vagues sce´le´rates peuvent e´galement
eˆtre dues a` un autre me´canisme physique : l’instabilite´ modulationnelle des champs de vagues
ou instabilite´ de Benjamin-Feir. Une extension de l’e´tude a` des vagues sce´le´rates obtenues par
instabilite´ modulationnelle est donc de´veloppe´e. Des simulations nume´riques de ce phe´nome`ne a`
partir d’un mode`le pseudo-spectral ont e´te´ re´alise´es. Ces simulations montrent, comme dans le
cas de la focalisation dispersive, que le me´canisme d’abri modifie´ de Jeffreys augmente la dure´e
de vie de ces vagues extreˆmes, bien que la physique mise en oeuvre soit diffe´rente.
Cependant, ces approches reposent toutes sur un couplage vent/vagues line´aire sans re´troaction
des vagues sur l’e´coulement ae´rien, ainsi qu’une description potentielle de l’e´coulement. Or la
pre´sence d’une recirculation (tourbillon ae´rien) au-dessus des creˆtes les plus hautes mise en
e´vidence expe´rimentalement ne peut eˆtre correctement simule´ que si la vorticite´ est prise en
compte. Nous introduisons donc une approche nume´rique permettant la simulation de l’e´coulement
rotationnel et diphasique de deux fluides visqueux se´pare´s par une interface.
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Chapitre 1
Motivations de l’e´tude
Depuis que l’homme navigue, il est impressionne´ par l’oce´an. En effet, cet e´le´ment est relati-
vement hostile a` l’activite´ humaine, et inspire respect et crainte. Pour te´moigner de cette peur,
de nombreuses le´gendes ont toujours circule´ au sein de la communaute´ des marins, telles que
les re´cits faisant part de l’existence de sire`nes naufrageuses, de vaisseaux fantoˆmes attaquant
sauvagement les navires, ou bien encore plus re´cemment les croyances relatives au triangle des
Bermudes, dans lequel disparaˆıtraient les navires de manie`re inexplique´e. Parmi ces le´gendes,
figure celle des vagues sce´le´rates.
Figure I.1.1 – Exemples de vagues sce´le´rates conformes aux le´gendes maritimes.
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6 Chap. 1: Motivations de l’e´tude
De nombreux te´moignages de marins ont fait allusion a` des murs d’eau se levant sans au-
cune raison au milieu de la mer, et percutant les navires avec une violence extraordinaire. Ces
re´cits e´taient peu cre´dibles, jusqu’en 1978, date a` laquelle le cargo  Munchen disparut dans
des circonstances myste´rieuses. Ce navire a` la pointe de la technologie navale faisait route en
Atlantique nord, sans aucun proble`me apparent, jusqu’a` la nuit du 12 de´cembre. Il envoya un
ultime message de de´tresse, et sombra totalement, ne laissant que quelques traces du naufrage.
Parmi ces traces, les e´quipes de sauvetage trouve`rent un cannot de sauvetage qui avait mani-
festement e´te´ arrache´ violemment, vingt me`tres au dessus de la ligne de flottaison. La me´te´o
n’ayant enregistre´ aucune tempeˆte cette nuit la`, une vague sce´le´rate constituait un bon candidat
pour expliquer le naufrage.
Figure I.1.2 – Exemples de de´gaˆts cause´s par des vagues sce´le´rates.
En 1980, Philippe Lijour, commandant de bord du pe´trolier  Esso Languedoc , te´moignait
avoir fait route dans une tempeˆte face a` la houle. Une vague extraordinaire, spe´ciale, beau-
coup plus haute que les autres, les avait pris par surprise, de´ferlant sur le pont. Cependant, le
Commandant Lijour avait eu le temps de prendre une photographie de la vague, apportant la
premie`re preuve de l’existence des vagues sce´le´rates.
Les te´moignages et re´cits relatant des e´ve´nements de vagues sce´le´rates se sont alors multi-
plie´s, fournissant de pre´cieuses informations a` la communaute´ scientifique afin de comprendre
le phe´nome`ne. Notamment, le capitaine Mallory (1974), recense une se´rie d’e´ve´nements surve-
nus dans le courant des Aiguilles, le long de la coˆte sud-est Africaine. De manie`re similaire,
Lavrenov (1998) e´nume`re d’autres e´ve´nements qui se sont de´roule´s au meˆme endroit, le long
du courant des Aiguilles. Plus re´cemment, Lawton (2001), relate les te´moignages de plusieurs
navires, te´moignages re´alise´s dans de nombreuses parties du monde, et dans diverses conditions
de vent, de courant, ou de profondeur.
D’autre part, le de´veloppement des moyens d’observation en milieu marin au cours du sie`cle
dernier, et plus particulie`rement au cours de ces vingt dernie`res anne´es, ont permis d’obtenir de
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par la plate-forme Draupner, en mer du Nord.
nouvelles donne´es, de plus en plus fiables. Ainsi, avec le de´veloppement de l’industrie pe´trolie`re,
sont apparues de nombreuses sondes a` vagues, fixes, au large de nos coˆtes. Ces sondes ont
permis d’enregistrer en un point, et de manie`re quasiment permanente, l’e´le´vation du niveau de
la mer. L’exemple le plus connu est certainement l’enregistrement de la plate-forme Draupner,
une plate-forme situe´e en mer du Nord, au dessus d’une zone de profondeur a` peu pre`s constante,
et d’environ 70 me`tres. Le 1er Janvier 1995, la sonde de la plate-forme a enregistre´ une vague
d’une hauteur creˆte-creux voisine de 26 me`tres, tandis que l’e´tat de mer environnant pre´sentait
une hauteur significative d’environ 12 me`tres. L’enregistrement de cette vague est pre´sente´ sur
la Figure (I.1.3), et permet d’illustrer l’importance d’une telle vague.
L’existence des vagues sce´le´rates, dites  Freak , ou  Rogue , en anglais, est universelle-
ment reconnue a` pre´sent. De nombreuses images sont disponibles, dont certaines sont pre´sente´es
en Figure (I.1.1) et quelques exemples de de´gaˆts occasionne´s apparaissent en Figure (I.1.2).
Cependant, la compre´hension du phe´nome`ne, ainsi que sa pre´diction ne sont pas comple`tement
maitrise´es. Devant le nombre croissant de naufrages associe´s a` des vagues sce´le´rates, cet enjeu
devient pre´ponde´rant. En effet, le nombre de vies disparues dans des naufrages lie´s a` des vagues
sce´le´rates augmente sans cesse, et pour des raisons e´videntes, des solutions doivent eˆtre trouve´es.
D’autre part, des conside´rations financie`res entrent en ligne de compte. L’e´tude du phe´nome`ne,
graˆce notamment au projet europe´en Maxwave, tend a` montrer que la fre´quence d’apparition des
vagues sce´le´rates ne peut eˆtre ne´glige´e. Les diffe´rentes observations satellitaires obtenues au sein
de ce projet re´ve`lent un nombre tre`s e´leve´ de vagues sce´le´rates, augmentant significativement
la probabilite´ pour un navire ou une plate-forme d’en rencontrer une un jour. Il devient donc
ne´cessaire de chiffrer cette fre´quence, afin de savoir s’il faut en tenir compte comme crite`re de
design des navires et plates-formes offshore.
Dans cette logique, de nombreux auteurs ont essaye´ de comprendre la dynamique de ces
vagues, afin de mieux les pre´voir. Notamment, Kharif & Pelinovsky (2003) ont passe´ en revue
les diffe´rents me´canismes susceptibles d’eˆtre a` l’origine de leur formation. Diverses tentatives de
pre´diction de la distribution statistique de tels e´ve´nements ont e´te´ re´alise´es, comme l’ont fait
Osborne et al. (2000). Les re´sultats ont e´te´ plus ou moins satisfaisants, mais la dynamique de
ces e´ve´nements est globalement mieux comprise. Cependant, a` l’heure actuelle, personne ne s’est
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encore interroge´ sur l’influence que peut avoir le vent sur de telles vagues. Comme nous l’avons vu,
ces vagues peuvent apparaˆıtre partout. Lorsqu’elles se forment en zone de tempeˆte, elles peuvent
subir l’action de vents violents. Or les de´gaˆts cause´s par les vagues sce´le´rates sont spe´cialement
importants dans ces zones de tempeˆtes. Il est donc le´gitime de se demander si les vents peuvent
influencer leur dynamique. Le travail pre´sent est base´ sur ce constat. Une de´marche scientifique
est ici mise en place pour mesurer l’influence du vent sur les vagues extreˆmes. Diffe´rents outils
nume´riques sont mis en œuvre afin de de´crire et d’expliquer les observations expe´rimentales.
Ainsi, la premie`re partie du manuscrit s’attache a` de´crire en de´tails le contexte de cette e´tude.
Tout d’abord, le chapitre 2 de´crit les connaissances actuelles en matie`re de vagues sce´le´rates.
Les me´canismes de ge´ne´ration de ces vagues sont ainsi passe´s en revue, d’une manie`re globale.
Notre e´tude utilisera deux des me´canismes de ge´ne´ration pre´sente´s dans ce chapitre, a` savoir
la focalisation dispersive et l’instabilite´ modulationnelle. Ensuite, le chapitre 3 retrace l’histo-
rique des the´ories associe´es a` l’interaction vent-vagues. Deux des me´canismes d’amplification des
vagues par le vent, pre´sente´s dans ce chapitre, seront conside´re´s dans la suite de notre e´tude
comme les candidats potentiels pour expliquer le comportement des vagues sce´le´rates sous l’ac-
tion du vent. Le me´canisme de Miles est en effet le mode`le utilise´ de manie`re classique dans
l’interaction vent-vagues. Le me´canisme de Jeffreys, quant a` lui, a e´te´ initialement abandonne´
car aucun de´collement n’e´tait observe´ au dessus d’une majeure partie des vagues. Nous introdui-
sons ici un seuil d’activation, te´moignant du fait qu’un tourbillon se forme au dessus des vagues
de´passant une certaine cambrure locale. Ce me´canisme de Jeffreys modifie´ pourrait eˆtre adapte´
a` la description de l’interaction entre vent et vagues sce´le´rates.
Les travaux pre´sente´s ici s’appuient essentiellement sur une approche nume´rique, permettant
de simuler les vagues conside´re´es et leur e´volution en pre´sence de vent. La seconde partie s’attache
a` de´crire les diffe´rents sche´mas nume´riques mis en œuvre, ainsi qu’a` expliquer leurs avantages
et inconve´nients respectifs. Ainsi, le chapitre 5 de´crit deux approches en the´orie potentielle, a`
savoir une me´thode a` inte´grales de frontie`re (BIEM), et une approche pseudo-spectrale (HOSM).
Ces deux me´thodes ne permettent l’introduction de vent qu’a` partir d’un terme mode`le, et ne
permettent donc pas la simulation directe du couplage entre les deux e´coulements. Le chapitre 6
de´crit une me´thode Volume of Fluid (VOF) qui permettra, a` terme, de prendre en compte cette
interaction, c’est-a`-dire conside´rer aussi l’effet des vagues sur l’e´coulement d’air.
La troisie`me partie du manuscrit pre´sente les travaux re´alise´s pour e´tudier l’interaction entre
le vent et les vagues sce´le´rates. Les premie`res observations ont e´te´ re´alise´es expe´rimentalement sur
des vagues sce´le´rates ge´ne´re´es par focalisation dispersive dans la grande souﬄerie de simulation
des e´changes air-mer de l’IRPHE, a` Luminy. Ces expe´riences, ainsi que les diffe´rentes approches
mode`le effectue´es dans ce contexte, au moyen de la me´thode BIEM, sont pre´sente´es dans le
chapitre 7. Cette approche a ensuite e´te´ e´tendue a` des vagues sce´le´rates obtenues par instabilite´
modulationnelle. Pour cela, le mode`le de vent utilise´ dans le chapitre 7 a e´te´ introduit dans la
me´thode HOSM. Les diffe´rents re´sultats sont pre´sente´s dans le chapitre 8. Le chapitre 9 expose
les travaux pre´liminaires re´alise´s sur la me´thode de projection couple´e a` un suivi d’interface de
type Volume of Fluid (VoF) pour la re´solution des e´quations de Navier-Stokes en diphasique.
En effet, la simulation nume´rique directe de l’interaction vent-vagues n’a, a` ce stade, pas encore
e´te´ re´alise´e. Les tests pre´liminaires e´tant concluants, il parait donc inte´ressant de les pre´senter
ici, re´alisant ainsi une ouverture sur les travaux futurs a` re´aliser. L’utilisation d’une me´thode
re´solvant les e´quations de Navier-Stokes autorise la simulation d’e´coulements rotationnels, et du
tourbillon associe´ au de´collement ae´rien au dessus des creˆtes des vagues. Une e´tude parame´trique
de la transition entre les e´coulements laminaire et turbulent est donc ne´cessaire. Cette transition
de´pend de la pente locale des vagues, ainsi que de la vitesse du vent, comme l’ont montre´ des
expe´riences pre´liminaires re´alise´es a` Luminy. La de´termination pre´cise de cette transition reste
a` faire.
Chapitre 2
Les vagues sce´le´rates
Comme nous l’avons brie`vement souligne´, les vagues sce´le´rates e´taient encore particulie`rement
me´connues il y a quelques anne´es. Depuis, de nombreux travaux ont e´te´ re´alise´s afin de mieux
comprendre le phe´nome`ne. Ce chapitre pre´sente le contexte, et les connaissances actuelles en
matie`re de vagues sce´le´rates.
2.1 De´finition d’une vague sce´le´rate
Parmi les approches permettant de repre´senter les de´formations de la surface marine, la plus
simple consiste a` conside´rer les vagues comme une somme de sinuso¨ıdes d’amplitudes et de phases
diffe´rentes. Dans l’approximation line´aire, un e´tat de mer ale´atoire obe´it a` une distribution
ale´atoire Gaussienne stationnaire. La densite´ de probabilite´ des e´le´vations de la surface marine
est alors
g (η) =
1√
2piσ
exp
(
− η
2
2σ2
)
, (I.2.1)
ou` la variable ale´atoire η de´signe l’e´le´vation de la mer, et σ2 correspond a` la variance de cette
variable. La variance est obtenue a` partir du spectre en fre´quence, S(ω),
σ2 =< η2 >=
∫ ∞
0
S(ω)dω. (I.2.2)
Traditionnellement, le spectre de la mer du vent est suppose´ eˆtre un spectre a` bande e´troite.
Par conse´quent, les hauteurs de vagues suivent une distribution de Rayleigh
f(H) =
H
2σ2
exp
(
−H
2
8σ2
)
. (I.2.3)
Cette densite´ de probabilite´ est illustre´e Figure (I.2.1(a)). En estimant la fonction de re´partition
de probabilite´ associe´e, c’est-a`-dire la probabilite´ qu’une vague, pour un e´tat de mer conside´re´,
de´passe une certaine hauteur H∗, on a
P (H > H∗) =
∫ ∞
H∗
f(H)dH = exp
(
−H
∗2
8σ2
)
. (I.2.4)
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Figure I.2.1 – (a) : Distribution de Rayleigh, correspondant a` la densite´ de probabilite´ des
hauteurs de vagues. (b) : Fonction de re´partition de probabilite´ associe´e a` cette distribution.
Cette distribution, pre´sente´e sur la Figure (I.2.1(b)), nous permet d’introduire une hauteur
couramment utilise´e en oce´anographie physique et en inge´nierie coˆtie`re, la hauteur significative
d’un e´tat de mer Hs. Ce concept a e´te´ introduit par Sverdrup & Munk (1947), qui ont de´fini
la hauteur significative Hs comme la moyenne des hauteurs du tiers des vagues les plus hautes.
En utilisant une distribution de Rayleigh, Massel (1996) a montre´ que la hauteur significative
correspond a`
Hs = 3
√
2pi erfc
(√
ln(3) + 2
√
2 ln(3)
)
σ ' 4σ (I.2.5)
ou` erfc(.) de´signe la fonction d’erreur comple´mentaire de Gauss. En effet, la hauteur H∗ du tiers
des vagues les plus hautes est fournie par P (H > H∗) = 1/3, c’est-a`-dire que
H∗ = 2
√
2 ln(3)σ (I.2.6)
Ainsi, la hauteur moyenne des vagues conside´re´es est obtenue en e´crivant que
Hs =
∫ ∞
H∗
Hf(H)dH. (I.2.7)
La hauteur significative correspond environ a` quatre fois l’e´cart type. Cette hauteur correspond
a` peu pre`s a` la hauteur moyenne d’un champ de vague estime´e par l’oeil humain. En introduisant
cette grandeur, l’e´quation (I.2.3) se re´e´crit
P (H > H∗) = exp
(
2H∗2
H2s
)
. (I.2.8)
De manie`re classique, une vague est conside´re´e comme sce´le´rate de`s que
H > 2.2Hs, (I.2.9)
Ce qui, conforme´ment a` l’e´quation (I.2.8) correspond statistiquement a` la formation d’une vague
sce´le´rate toutes les 16000 vagues. En conside´rant une pe´riode caracte´ristique des vagues de 10s,
cela signifie que l’on observerait une vague sce´le´rate toutes les 44 heures.
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2.2 Me´canismes physiques mis en jeu
De nombreux te´moignages concernant les vagues sce´le´rates existent. La Figure (I.2.2) pre´sente
sur un planisphe`re quelques uns de ces e´ve´nements, survenus pendant la pe´riode 1968–1994. Le
Figure I.2.2 – Localisation de plusieurs collisions lie´es a` des vagues sce´le´rates survenues pendant
la pe´riode 1968–1994.
premier constat que l’on peut faire est la varie´te´ ge´ographique des lieux d’apparition de ces
vagues. En effet, on constate que ces e´ve´nements surviennent au beau milieu des oce´ans, a` la
coˆte, en pre´sence de forts courants, ou non, ou encore avec ou sans l’action de vents violents. Par
conse´quent, il paraˆıt impossible d’e´tablir une corre´lation directe entre un phe´nome`ne ge´ophysique
en particulier, et entre ces vagues. C’est pour cette raison que de nombreux me´canismes phy-
siques ont e´te´ avance´s pour expliquer la formation des vagues sce´le´rates. Nous nous attachons
ici a` pre´senter ces diffe´rents me´canismes, de´crits par Kharif & Pelinovsky (2003).
2.2.1 Interactions Vagues/Courant
Historiquement, les premie`res observations ave´re´es de vagues sce´le´rates ont e´te´ re´alise´es
dans le courant des Aiguilles, longeant la coˆte Est de l’Afrique du Sud. En effet, cette zone
tre`s fre´quente´e par la marine commerciale a e´te´ le the´aˆtre de nombreux accidents, comme en
te´moignent les re´cits de Mallory (1974). Smith (1976), a sugge´re´ que ces vagues ge´antes se
forment aux endroits ou` les groupes sont bloque´s par le courant. Ce re´sultat a` e´te´ observe´
expe´rimentalement par Wu & Yao (2004). En utilisant une approche line´aire plus globale, La-
vrenov (1998) a` montre´ que la transformation des vagues par le courant conduisait a` la focali-
sation de rayons, formant des caustiques pouvant justifier l’apparition de telles vagues. Dysthe
(2001a,b) a d’ailleurs montre´ que la courbure de ces rayons de´pendait de la vorticite´ du cou-
rant. Ainsi, une faible distribution des directions initiales d’un train de vague pouvait conduire
a` la formation de vagues sce´le´rates. White & Fornberg (1998) ont e´galement e´tudie´ l’interaction
vagues-courant, mais d’un point de vue statistique. Ils ont montre´ qu’une distribution ale´atoire
de courants conduisait a` la formation de vagues sce´le´rates. De plus, la distribution de probabilite´
de ces vagues est universelle, c’est-a`-dire inde´pendante de la statistique du courant.
Pour reprendre ces approches, conside´rons un champ de vagues comme un syste`me d’ondes
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propagatives quasi-sinuso¨ıdales de fre´quence dominante ω, de vecteur d’onde k, et d’ampli-
tude a, re´els. Toutes ces grandeurs sont conside´re´es comme faiblement variables en fonction de
x = (x, y), les coordonne´es spatiales horizontales, et de t, le temps. La fre´quence et le nombre
d’onde de´rivent alors d’une fonction de phase χ(x, t), et sont donne´s par les relations
ω = −χt et k =∇hχ, (I.2.10)
ou` ∇h = (∂/∂x, ∂/∂y) est le gradient horizontal. Fre´quence et vecteur d’onde sont lie´s en tous
points par la relation de dispersion
ω = W (k,x, t), (I.2.11)
ou` la pre´sence des coordonne´es d’espace et de temps te´moignent de la variabilite´ du milieu. A
partir de l’e´quation (I.2.10) on obtient les relations
∂k
∂t
+∇hω = 0, (I.2.12)
∇h × k = 0, (I.2.13)
Les composantes de la vitesse de groupe sont fournies par
cgi =
∂W
∂ki
, i = 1, 2. (I.2.14)
Ainsi, en utilisant les e´quations (I.2.12), (I.2.13) et (I.2.14), et en introduisant la notation d/dt =
∂/∂t+ cgi∂/∂xi, on obtient
dki
dt
= −∂W
∂xi
sur la caracte´ristique d′e´quation
dxi
dt
=
∂W
∂ki
. (I.2.15)
De la meˆme manie`re, on peut montrer que
dω
dt
=
∂W
∂t
sur la caracte´ristique d′e´quation
dxi
dt
=
∂W
∂ki
. (I.2.16)
En particulier, si le milieu est homoge`ne, ∂W/∂xi = 0, et k est un vecteur constant le long
des droites caracte´ristiques de´finies par dxi/dt = cgi . Si le milieu est stationnaire, ∂W/∂t = 0,
et ω est constant le long des caracte´ristiques. En pratique, les e´quations (I.2.15) et (I.2.16) ne
de´pendent que de l’existence de la fonction de phase χ, et de la relation de dispersion (I.2.11).
Dans le cadre d’un train de vague de´crit par η(x, t) = Re (a(x, t) exp (iχ(x, t))), et se propageant
sur un courant inhomoge`ne et instationnaire U(x, t), la fre´quence est donne´e par
ω = k ·U(x, t) + σ(k) = W (k,x, t), (I.2.17)
ou` σ(k) est la fre´quence intrinse`que, c’est-a`-dire la fre´quence lie´e au re´fe´rentiel se de´plac¸ant a`
la vitesse du courant.
Dans le cas line´aire, Bretherton & Garrett (1969) ont montre´ la conservation de l’action E/σ
∂
∂t
(
E
σ
)
+ cg ·∇h
(
E
σ
)
= 0, (I.2.18)
ou` E(x, t) est proportionnelle a` la densite´ moyenne d’e´nergie par unite´ de surface. Or la densite´
d’e´nergie, et la vitesse de groupe sont donne´es par
E(x, t) = ρg|a(x, t)|2 (I.2.19)
2.2 Me´canismes physiques mis en jeu 13
cg = U +∇kσ (I.2.20)
ou` g de´signe la gravite´, et ou` ∇kσ correspond a` la vitesse de groupe intrinse`que, c’est-a`-dire la
vitesse de groupe lie´e au re´fe´rentiel se de´plac¸ant a` la vitesse du courant.
Conside´rons tout d’abord le cas le plus simple, bidimensionnel, dans lequel les vagues et le
courant sont coline´aires. On conside`re le cas d’un re´fe´rentiel dans lequel le courant est U(x, t) =
(U(x), 0) et le vecteur d’onde k(x, t) = (k(x), 0). Le milieu e´tant stationnaire, on a` ω = const.
et donc
ω = kU + σ = k0U0 + σ0 = const. (I.2.21)
ou` l’indice fait re´fe´rence a` la valeur au repos, ou U0 = 0. On obtient alors
c
c0
=
1
2
(
1 +
√
1 + 4
U
c0
)
(I.2.22)
ou` c2 = g/k et c20 = g/k0 sont respectivement les vitesses de phases intrinse`ques et initiales dans
le milieu au repos. Plus de de´tails figurent dans Grue & Palm (1985). On constate qu’un courant
adverse (U ≤ 0) ralentit les vagues et diminue leur longueur d’onde. On observe l’existence d’une
valeur critique Uc = −c0/4 = −c/2, qui correspond au bloquage des vagues dans un courant
adverse. De plus, en inte´grant l’e´quation de conservation de l’action (I.2.18), on montre que
CgE/σ = const., et par conse´quent,
a2
a20
=
σ
σ0
U0 + ∂σ0/∂k0
U + ∂σ/∂k
=
4(
1 +
√
1 + 4 Uc0
)(
1 + 4 Uc0 +
√
1 + 4 Uc0
) (I.2.23)
L’e´quation (I.2.23) met en e´vidence une singularite´ pour le cas U = −∂σ/∂k, c’est-a`-dire quand
la vitesse du courant est e´gale et oppose´e a` la vitesse de groupe intrinse`que.
De la meˆme manie`re, on peut se restreindre au proble`me de la propagation bidimensionnelle,
comme l’ont fait Longuet-Higgins & Stewart (1961). Ces derniers conside`rent un courant sta-
tionnaire, inhomoge`ne, de la forme U(x) = (0, V (x), 0), avec ∂V/∂y = ∂V/∂z = 0. Ils supposent
e´galement que l’amplitude et le nombre d’onde des vagues e´taient inde´pendants de y. L’angle
entre le vecteur d’onde et l’axe x est note´ θ. Pour des conside´rations d’ordre cine´matique, il en
re´sulte que la composante y du vecteur d’onde, |k| sin θ, est inde´pendante de x. Par conse´quent,
|k| sin θ = |k0| sin θ0, (I.2.24)
ou` l’indice fait re´fe´rence a` la valeur pour laquelle la composante transverse s’annule. En utilisant
la relation de dispersion (I.2.17), la relation de dispersion en profondeur infinie σ2 = g|k|, et
graˆce a` la relation (I.2.24), on montre que
sin θ =
sin θ0
(1− (V/c0) sin θ0)2
(I.2.25)
avec ici c0 = ω0/|k|, et avec ω0 = ω, le milieu e´tant stationnaire. La fonction sinθ e´tant borne´e,
l’e´quation (I.2.25) admet clairement un maximum permettant a` la solution d’exister. Ainsi,
V
c0
≤ 1−
√
sin θ0
sin θ0
(I.2.26)
Cette limite d’existence correspond a` θ = pi/2, angle pour lequel les vagues sont comple`tement
re´fle´chies par le courant. En terme d’amplitude, on obtient la relation
a
a0
=
√
sin 2θ0
sin 2θ
. (I.2.27)
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Figure I.2.3 – (a) : Evolution du facteur d’amplification lie´e a` l’action d’un courant coline´aire.
(b) : Evolution du facteur d’amplification pour des vagues se propageant sur un courant cisaille´,
avec un angle θ, pour diffe´rents angles initiaux θ0.
Sur la Figure (I.2.3) sont porte´s les facteurs d’amplification en fonction de la vitesse du courant.
La Figure (I.2.3a) correspond au cas d’un train de vagues se propageant sur un courant coline´aire
faiblement variable. La Figure (I.2.3b) montre l’e´volution d’un train de vagues se propageant
sur un courant transverse cisaille´, pour diffe´rents angles d’incidence initiaux. Dans les deux cas,
on constate que le crite`re de vague sce´le´rate H > 2.2Hs est atteint, et largement de´passe´.
2.2.2 Focalisation Spatio-Temporelle
En the´orie line´aire, un champ de vagues donne´ peut eˆtre interpre´te´ comme une somme de
groupes d’ondes sinuso¨ıdales monochromatiques. Par conse´quent, la ge´ome´trie du champ de
vagues peut tout a` fait conduire a` une interaction constructive de ces diffe´rentes composantes.
Dans le cadre bidimensionnel, la focalisation est due uniquement au caracte`re dispersif des
vagues. Ainsi, les vagues de grandes longueurs d’ondes se propagent plus vite que celles de lon-
gueurs d’ondes plus faibles. Une focalisation spatio-temporelle peut alors se produire. Les vagues
les plus rapides vont rattraper les plus lentes, pouvant conduire a` une interaction constructive
de ces ondes, engendrant une vague d’amplitude beaucoup plus e´leve´e. Cette me´thode a notam-
ment e´te´ utilise´e par Baldock et al. (1996), qui ont e´tudie´ expe´rimentalement le comportement
de vagues fortement non line´aires, obtenues par focalisation dispersive. Plus re´cemment, Johan-
nessen & Swan (2003) ont reproduit ces expe´riences nume´riquement, obtenant plus de pre´cisions
sur l’e´cart a` la the´orie line´aire de vagues tre`s cambre´es. Dans le contexte des vagues sce´le´rates,
plus spe´cifiquement, Pelinovsky et al. (2000) ont e´tudie´ ce sce´nario dans le cadre de la the´orie
de l’eau peu profonde. Enfin, Slunyaev et al. (2002) ont conside´re´ le proble`me tridimensionnel
en profondeur finie a` partir du syste`me d’e´quations de Davey-Stewartson.
Repre´sentons la surface de l’oce´an comme la superposition de groupes d’ondes line´aires de
fre´quences ω(x, t), qui ve´rifient l’e´quation cine´matique donne´e par Whitham (1974) :
∂ω
∂t
+ cg(ω)
∂ω
∂x
= 0 (I.2.28)
ou` la vitesse de groupe cg = ∂ω/∂k est calcule´e a` partir de la relation de dispersion ω2 =
gk tanh(kh), dans laquelle h de´signe la profondeur d’eau, et k le nombre d’onde. Cette e´quation
aux de´rive´es partielles est une e´quation hyperbolique qui peut eˆtre re´solue par la me´thode des
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Figure I.2.4 – Repre´sentation sche´matique du principe de focalisation spatio-temporelle.
caracte´ristiques. Ainsi, si ω(x, 0) = ω0(x) de´signe la condition initiale du proble`me, et en ope´rant
le changement de variables ξ = x− cgt, la solution de cette e´quation s’e´crit
ω(x, t) = ωo(ξ) = ωo(x− cgt). (I.2.29)
D’autre part, la de´rive´e spatiale de la fre´quence est donne´e par
∂ω
∂x
=
dωo/dξ
1 + tdcg/dξ
. (I.2.30)
Le cas dcg/dξ < 0 a` t = 0 correspond au cas ou` les vagues courtes pre´ce`dent les longues.
Dans ce cas, une singularite´ apparaˆıt pour la de´rive´e spatiale de ω, et les vagues focalisent en
Xf au temps Tf = 1/max(−dcg/dx). La vitesse de groupe cg est constante le long des lignes
caracte´ristiques, qui sont les droites repre´sente´es par la Figure (I.2.4). La distribution initiale
de cg est donc fournie par
cg =
Xf − x
Tf
, (I.2.31)
ou encore, avec kh→∞, puisque cg = g/(2ω),
ω0(x) =
g
2
Tf
Xf − x (I.2.32)
D’autre part, Whitham (1974) montre que l’amplitude des vagues doit satisfaire l’e´quation
∂a2
∂t
+
∂
∂x
(cga2) = 0 (I.2.33)
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Figure I.2.5 – E´le´vation de la surface libre correspondant a` la focalisation ge´ome´trique d’un
train de vagues a` diffe´rents instants T = −30, T = −20, T = −10 et T = 0.
dont la solution explicite est donne´e par
a(x, t) =
ao(ξ)√
1 + t(dco/dξ)
(I.2.34)
ou` ao(x) de´signe la distribution initiale des amplitudes du champ de vagues, et c0 = cg(ω0).
Cette solution devient infinie au point de focalisation, te´moignant de la limite de cette approche
line´aire. Le me´canisme de focalisation dispersive est utilise´ pour engendrer les vagues sce´le´rates
du chapitre 7.
2.2.3 Focalisation Ge´ome´trique
Dans le cas tridimensionnel, une focalisation ge´ome´trique est e´galement possible. Johan-
nessen & Swan (2001) ont conside´re´ la focalisation ge´ome´trique de trains de vagues en un
point de l’espace. Ils ont ainsi pu e´tendre les e´tudes de Baldock et al. (1996) sur les groupes
d’ondes non-line´aires au cas tridimensionnel. Peu apre`s, Bateman et al. (2001) ont re´alise´ des
comparaisons nume´riques aux expe´riences de Johannessen & Swan (2001), et ont ainsi montre´
l’importance de l’interaction vague-vague non-line´aire au sein de ces groupes. Plus re´cemment,
Fochesato et al. (2007) ont re´alise´ une e´tude de´taille´e du roˆle de la non-line´arite´ sur la forme
de ces vagues, obtenues nume´riquement par focalisation ge´ome´trique. Dans ces travaux, cette
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focalisation ge´ome´trique est obtenue a` partir de trains de vagues propage´s dans un faisceau de
directions diffe´rentes. Ce phe´nome`ne existe e´galement a` l’e´tat naturel. Ainsi, Whitham (1974) a
e´tudie´ l’e´volution du front d’onde en fonction de la bathyme´trie, et a montre´ que la topographie
courbait les rayons de propagation de la houle, conduisant a` la formation de caustiques. En
milieu naturel, sur des fonds variables, les interactions entre champs de vagues deviennent beau-
coup plus complexes, et peuvent conduire a` la formation de nombreux points de focalisation,
comme l’ont illustre´ Kharif & Pelinovsky (2003). Ce phe´nome`ne peut justifier la formation de
vagues sce´le´rates.
L’exemple le plus classique traite de l’evolution des fronts d’ondes en profondeur constante.
Sur un tel fond, la houle se propage en suivant des droites. Ainsi, deux trains de vagues qui se
propagent dans des directions diffe´rentes de´finiront deux droites dont l’intersection constituera
un point de focalisation ge´ome´trique. L’interaction constructive de la houle en ce point conduira
a` la formation d’une vague extreˆme. L’e´quation de Schro¨dinger permet d’illustrer ce phe´nome`ne.
En effet, cette e´quation s’e´crit
i
(
∂a
∂t
+ cg
∂a
∂x
)
=
ω0
8k20
∂2a
∂x2
− ω0
4k20
∂2a
∂y2
= 0. (I.2.35)
Introduisons le changement de variables :
T =
ω0t
2
, X = 2k0x− ω0t, Y =
√
2k0y, et q =
1√
2
k0a
∗, (I.2.36)
ou` ∗ de´signe le conjugue´ complexe, et on obtient ainsi l’equation de Schro¨dinger sous sa forme
adimensionnelle
i
∂q
∂T
+
∂2q
∂X2
− ∂
2q
∂Y 2
= 0. (I.2.37)
Cette e´quation admet pour solution la forme Gaussienne, illustre´e par la Figure (I.2.5), et donne´e
par la relation
q(X,Y, T ) =
q0
(GXGY )1/4
exp
(
− l
2X2
GX
− m
2Y 2
GY
)
×
exp
[
i
(
4TX2l4
GX
− 4TY
2m4
GY
− arctan(4T l
2)
2
+
arctan(4Tm2)
2
)]
.
(I.2.38)
Sur cette figure, l’e´le´vation de la surface libre est repre´sente´e a` diffe´rents instants. On constate
que les trains de vagues convergent en (X,Y ) = (0, 0) pour donner naissance a` une vague
d’amplitude extreˆme. Ce me´canisme illustre donc l’empilement de trains d’ondes se propageant
dans des directions diffe´rentes.
2.2.4 Instabilite´ Modulationnelle
Il existe un autre me´canisme de formation des vagues sce´le´rates correspondant a` la modu-
lation de groupes d’ondes. Parmi les phe´nome`nes remarquables lie´s a` la non-line´arite´ des ondes
de surface, on peut citer l’instabilite´ modulationnelle mise en e´vidence par Benjamin & Feir
(1967). Cette instabilite´, connue sous le nom d’instabilite´ de Benjamin-Feir, correspond a` la
modulation progressive d’un train d’ondes de Stokes. En pratique, la modulation est due aux
e´changes d’e´nergie entre la composante fondamentale du spectre et les nombres d’onde voisins
(les satellites). Ce re´sultat est d’ailleurs en accord avec des travaux ante´rieurs de Lighthill (1965)
et Zakharov (1966, 1968), qui avaient e´galement observe´ et pre´dit cette instabilite´. Un train de
vagues soumis a` cette instabilite´ pre´sente un cycle de modulation-de´modulation, la re´currence de
Fermi-Pasta-Ulam. De nombreux auteurs, comme par exemple Henderson et al. (1999), Dysthe
18 Chap. 2: Les vagues sce´le´rates
l
m
0 1 2 30
1
2
3
(I)
(S)
(S)
Figure I.2.6 – Lignes de niveau du taux de croissance de l’instabilite´ modulationnelle dans le
plan (l−m) des nombres d’onde longitudinal et transversal. Les zones note´es (S) correspondent
aux zones stables. La zone note´e (I) correspond a` la zone instable.
& Trulsen (1999), Osborne et al. (2000), Calini & Schober (2002), Slunyaev et al. (2002), ou en-
core Dyachenko & Zakharov (2005), ont sugge´re´ qu’au maximum de modulation de la re´currence
de Fermi-Pasta-Ulam une vague sce´le´rate pouvait se former.
L’approche la plus simple permettant de tenir compte d’une faible non-line´arite´ est l’e´quation
non-line´aire de Schro¨dinger (NLS). Cette e´quation s’e´crit
i
(
∂a
∂t
+ cg
∂a
∂x
)
=
ω0
8k20
∂2a
∂x2
− ω0
4k20
∂2a
∂y2
+
ω0k
2
0
2
|a|2a (I.2.39)
ou` l’e´le´vation de surface libre est donne´e par
η(x, y, t) = Re {a(x, y, t) exp(ik0x− iω0t)} . (I.2.40)
ω0 et k0 font re´fe´rence a` la fre´quence et au nombre d’onde de la porteuse, et cg0 = ∂ω/∂k est
la vitesse de groupe. L’amplitude complexe a est une fonction lentement variable de l’espace et
du temps. Il est important de constater que cette e´quation a un comportement anisotropique.
Les perturbations longitudinales et transverses ne se comportent pas de la meˆme manie`re. No-
tamment, les perturbations transverses au sens de propagation sont stables. En introduisant,
ici encore, le changement de variables (I.2.36), l’e´quation non-line´aire de Schro¨dinger se re´e´crit
sous sa forme adimensionnelle
i
∂q
∂T
+
∂2q
∂X2
− ∂
2q
∂Y 2
+ 2|q|2q = 0. (I.2.41)
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Figure I.2.7 – (a) : Repre´sentation du breather alge´brique, ou` soliton de Peregrine, dans le plan
(X − T ). (b) : Repre´sentation spatiale de ce soliton aux instants T = ±2, T = ±0.4, T = ±0.2
et T = 0.
L’e´quation NLS est une e´quation universelle qui a joue´ un roˆle essentiel dans la compre´hension
du comportement des ondes non-line´aires. Une des solutions de cette e´quation s’e´crit
q(X,Y, T ) = q0e2iq
2
0T , (I.2.42)
et n’est autre que l’onde de Stokes. Il est cependant connu que ces ondes de surface sont soumises
a` l’instabilite´ modulationnelle. Afin de re´aliser une e´tude de stabilite´ de ces ondes, on peut
chercher des solutions a` cette e´quation sous la forme
q(X,Y, T ) = q0 (1 + p(X,Y, T )) e2iq
2
0T , (I.2.43)
ou` p est une grandeur complexe petite devant q0 qui doit eˆtre de´termine´e. Physiquement,
p(X,Y, T ) correspond a` une modulation de l’onde de Stokes, dont on s’interroge sur la sta-
bilite´. En introduisant cette de´composition dans l’equation (I.2.41), et en ne conservant que les
termes d’ordre O(p), on constate que p doit satisfaire l’e´quation
i
∂p
∂T
+
∂2p
∂X2
− ∂
2p
∂Y 2
+ 2q20(p+ p
∗) = 0. (I.2.44)
Cherchons des solutions a` cette nouvelle e´quation sous la forme
p(X,T ) = p1 exp(ΩT + ilX + imY ) + p2 exp(Ω∗T − ilX − imY ), (I.2.45)
ou` p1 et p2 sont des constantes complexes, l et m sont respectivement les nombres d’onde
longitudinal et transverse, et Ω un taux de croissance, de`s qu’il s’agit d’un re´el positif. On
obtient alors la relation de dispersion
Ω2 =
(
4q20 − l2 +m2
) (
l2 −m2) , (I.2.46)
qui permet de mettre en e´vidence les limites du domaine d’instabilite´. En effet, cette re´gion
est contenue, dans le plan (l − m), entre les droites d’e´quations l = ±m, et les hyperboles
d’e´quations l2−m2 = 4q20. Le maximum de Ω, qui correspond au taux de croissance maximal, est
Re(Ω) = a20k
2
0 = 2q
2
0, et est atteint le long des courbes l
2−m2 = 2q20. La figure (I.2.6) repre´sente
les lignes de niveau du taux de croissance dans le plan (l −m). La zone instable est note´e (I),
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Figure I.2.8 – E´le´vation de la surface libre, trace´e avec son enveloppe, correspondant a`
l’e´volution d’un train d’ondes de Stokes de cambrure initiale a0k0 = 0.03, excite´ par la per-
turbation instable ∆k/k0 = a0k0.
tandis que le domaine stable apparaˆıt sous la notation (S). L’instabilite´ modulationnelle est un
phe´nome`ne qui a e´te´ largement e´tudie´, comme en te´moigne l’article de revue de Dias & Kharif
(1999). Dans le cadre tridimensionnel, Slunyaev et al. (2002) ont utilise´ cette instabilite´ pour
justifier la formation de vagues sce´le´rates en profondeur finie. Cependant, McLean (1982a,b) a
montre´ qu’en profondeur infinie et pour des cambrures mode´re´es, les modes les plus instables sont
les modes longitudinaux, bidimensionnels. Ce constat justifie l’effort important qui a e´te´ consacre´
a` l’e´tude du cas bidimensionnel par de nombreux auteurs. En propagation 1D, l’e´quation non-
line´aire de Schro¨dinger se re´e´crit
i
∂q
∂T
+
∂2q
∂X2
+ 2|q|2q = 0. (I.2.47)
On retrouve dans ce contexte tous les re´sultats pre´ce´dents, avec m = 0. Ainsi, un train de
vagues est instable de`s que 0 ≤ l ≤ 2q0, et le mode le plus instable est le mode l =
√
2q0. Son
taux de croissance est RE(Ω) = 2q20. En terme de variables dimensionnelles, cela correspond
a` une limite marginale de stabilite´ ∆k/k0 ≤ 2
√
2a0k0 et a` un maximum d’instabilite´ pour
∆k/k0 = 2a0k0, ou` ∆k correspond au nombre d’onde dimensionnel de la perturbation. Le
taux de croissance correspondant est ω0(a0k0)2/2. Dans le cas bidimensionnel, de nombreuses
solutions de l’e´quation non-line´aire de Schro¨dinger sont connues. Notamment, certaines d’entre
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elles pre´sentent un inte´reˆt particulier dans le cadre des vagues sce´le´rates. Il s’agit de solutions
qui satisfont localement dans le temps et dans l’espace le crite`re de vague sce´le´rate (I.2.9).
Notamment, Henderson et al. (1999) ont montre´ que certaines fonctions particulie`res, les solitons,
de´crivaient l’e´volution non-line´aire de l’enveloppe des groupes de vagues. Dysthe & Trulsen
(1999) ont constate´ que le soliton de Ma, le soliton d’Akhmediev, ou encore le soliton de Peregrine
(ou` ”breather alge´brique”) pouvaient repre´senter la formation de vagues sce´le´rates. Le soliton
de Peregrine s’exprime, dans un re´fe´rentiel fixe,
a
a0
=
(
1− 4(1 + 2iω0t)
1 + 16k20x2 − 16k0ω0xt+ 8ω20t2
)
exp(iω0t). (I.2.48)
ou` encore, dans le syste`me de coordonne´es introduit pre´ce´demment,
q
q0
=
(
1− 4(1 + iT )
1 + 4X2 + 16T 2
)
exp(2iT ), (I.2.49)
La figure (I.2.7) repre´sente le soliton de Peregrine dans le plan (X − T ), ansi que quelques
coupes a` des instants choisis. Cette figure permet de mettre en e´vidence la re´currence tempo-
relle observe´e au cours de l’e´volution de ce soliton. En effet, lorsque t → ±∞, on constate que
l’enveloppe du train de vagues tend vers une constante, ce qui correspond a` un champ de vagues
d’amplitude constante, et d’extension infinie dans l’espace. Au voisinage de T = 0, et en X = 0,
on observe un cycle de modulation-de´modulation de ce train de vague. Il pre´sente une amplitude
trois fois supe´rieure a` sa valeur a` l’infini, et donne ainsi naissance a` une vague sce´le´rate.
Cependant, cette e´volution reste the´orique, dans la mesure ou` toute une gamme de modulations
est instable. La Figure (I.2.8) repre´sente l’e´volution d’un train d’ondes de Stokes de cambrure
initiale a0k0 = ε = 0.03, initialement excite´ par une perturbation instable de nombre d’onde
∆k/k0 = a0k0. Cette perturbation, comme nous l’avons vu, ne correspond pas a` la perturba-
tion la plus instable ∆k/k0 = 2a0k0. La modulation lie´e a` la premie`re perturbation excite la
perturbation la plus instable, et un nouveau de cycle de modulation-de´modulation lie´ a` cette
perturbation se met en place. Cette approche permet de simplifier la dynamique des ondes de
surface en conside´rant la dynamique de solitons. Certains auteurs, comme Osborne et al. (2000)
ou` encore Calini & Schober (2002) ont utilise´ l’approche des orbites homoclines (”Inverse Scat-
tering Technique”) pour de´crire le proble`me des vagues sce´le´rates a` partir de cette approche.
Le me´canisme d’instabilite´ modulationnelle est utilise´ pour engendrer les vagues sce´le´rates du
chapitre 8.
2.2.5 Collision de solitons
Russell (1844) est le premier a` avoir observe´ une onde solitaire. Il observa une vague qui se
propageait dans un canal en conservant sa forme et sa vitesse. Depuis, le phe´nome`ne de soliton
est largement documente´, et son importance est remarquable, dans de nombreux domaines de la
physique. L’e´quilibre entre dispersion et non line´arite´ permet a` cette vague d’eau peu profonde de
conserver sa forme. L’e´quation de Korteweg-De Vries (KdV), initialement obtenue par Korteweg
& de Vries (1895), s’e´crit
∂η
∂t
+ c0
(
1 +
3η
2h
)
∂η
∂t
+ c0
h2
6
∂3η3
∂x3
= 0. (I.2.50)
Cette e´quation est tre`s adapte´e pour repre´senter les solitons. L’e´quation de Kadomtsev-Petviashvili
(ou e´quation de KP), qui n’est autre que la ge´ne´ralisation au cas tridimensionnel de l’e´quation de
KdV, permet donc de repre´senter la collision de deux solitons se propageant dans des directions
diffe´rentes. Cette e´quation s’e´crit
∂
∂x
(
∂η
∂t
+ c0
(
1 +
3η
2h
)
∂η
∂t
+ c0
h2
6
∂3η3
∂x3
)
= −c0
2
∂2η
∂y2
, (I.2.51)
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Figure I.2.9 – Vagues de fortes amplitudes lie´es a` l’interaction de solitons en eau peu profonde.
Figure extraite de Peterson et al. (2003).
ou` c0 =
√
gh est la vitesse de l’onde. Cette e´quation, au meˆme titre que les e´quations non-
line´aires de Schro¨dinger et de Korteweg–De Vries, est inte´grable. On peut donc en trouver
certaines solutions. En particulier, une solution tridimensionnelle pre´sentant l’e´volution de deux
solitons s’e´crit
η(x, y, t) = h3
∂2 log(F )
∂x2
, (I.2.52)
avec F (x, y, t) = 1 + eζ1 + eζ2 + de(ζ1+ζ2)
ζi = kix− piy − Vit, i = 1, 2,
Vi = cg
(
k2i + p
2
i
)
, i = 1, 2,
d =
(k1 + k2)2 − (p1 − p2)2
(k1 − k2)2 − (p1 − p2)2
Cette solution est obtenue par Onkuma & Wadati (1983), et plus de de´tails sont donne´s par
Pelinovsky (1996). En se limitant au cas simplifie´ k1 = k2 et p1 = −p2, on observe l’interaction
de deux solitons d’amplitudes et de vitesses e´gales. Ce proble`me est e´quivalent au proble`me
d’un soliton se re´fle´chissant sur un mur situe´ en y = 0, c’est-a`-dire paralle`le a` la composante
longitudinale du vecteur d’onde. Ainsi, l’amplitude au point de contact est donne´e par
a
a0
=
4
1 +
√
1− 3a0
4h tan2(θ)
(I.2.53)
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Figure I.2.10 – Evolution au temps longs de solitons d’enveloppe, conduisant a` la formation
de vagues sce´le´rates. Figure extraite de Clamond et al. (2006).
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ou` a0 est l’amplitude de la vague incidente, et ou θ de´signe l’angle entre le vecteur d’onde et
l’axe x. On constate que pour de petits angles, de l’ordre du parame`tre de non-line´arite´ a0/h, le
facteur d’amplification devient significatif. Ce re´sultat est confirme´ Porubov et al. (2005), qui ont
obtenu une autre solution de l’e´quation KP, et ont observe´ un comportement similaire dans un
cadre plus ge´ne´ral. Peterson et al. (2003) et Soomere & Engelbrecht (2005) ont sugge´re´ que les
solutions a` N-solitons de l’e´quation de KP expliquaient tre`s bien la formation de vagues sce´le´rates
tridimensionnelles en eau peu profonde. La Figure (I.2.9) repre´sente diffe´rents exemples de ces
vagues pour diffe´rentes valeurs d’angle d’incidence. Il est important de constater que ces vagues
d’amplitudes extreˆmes ont une dure´e de vie infinie, et se propagent a` vitesse constante. Cepen-
dant, ces solitons n’existent qu’en profondeur finie, et de telles vagues ne peuvent se former que
dans des zones de faible profondeur. Cette approche ne s’applique qu’aux zones coˆtie`res.
Clamond et al. (2006) ont propose´ un autre me´canisme de formation des vagues sce´le´rates,
base´ sur la collision de solitons limite´s au cas bidimensionnel. Ces solitons d’enveloppe se pro-
pagent a` des vitesses diffe´rentes, et peuvent entrer en collision. La Figure (I.2.10) pre´sente
l’e´volution a` long terme de groupes de vagues, dont l’enveloppe n’est pas solution de l’e´quation
non-line´aire de Schro¨dinger. On constate que ce groupe initial e´volue tout d’abord en don-
nant naissance a` une vague d’amplitude extreˆme. Deux groupes distincts se forment alors. Ces
groupes, qui se propagent a` des vitesses diffe´rentes, entrent ensuite en collision, formant une
seconde vague extreˆme. Un troisie`me groupe est alors forme´. Les trois groupes obtenus se pro-
pagent alors de manie`re inde´pendante, a` des vitesses qui leur sont propres. Les re´sultats laissent
supposer qu’aux temps longs, d’autres collisions se produiront, donnant naissance a` d’autres
vagues sce´le´rates. Cette approche en terme de solitons d’enveloppe permet de de´crire une nou-
veau me´canisme de ge´ne´ration de vagues sce´le´rates valable en profondeur infinie.
Chapitre 3
L’interaction vent vagues
La question de l’interaction entre le vent et les vagues est une question qui est ouverte depuis
de nombreuses anne´es. Au cours du dernier sie`cle, de nombreux scientifiques se sont penche´s
sur la question, et diffe´rentes the´ories ont vu le jour. Nous nous attachons ici a` pre´senter les
principaux me´canismes permettant de de´crire le proble`me de la ge´ne´ration et de l’amplification
des vagues par le vent. Les the´ories de Kelvin-Helmholtz, de Jeffreys, de Phillips, et de Miles
sont ainsi brie`vement pre´sente´es.
3.1 Instabilite´ de Kelvin-Helmholtz
Le proble`me de l’interaction entre le vent et les vagues est un proble`me qui est e´tudie´ depuis
plus d’un sie`cle. Cependant, comme nous allons le voir, la question n’est toujours pas ferme´e. En
effet, ce de´bat a conduit a` de nombreuses controverses, ce qui se justifie par plusieurs raisons.
Tout d’abord, il faut garder en teˆte la complexite´ du proble`me. Il s’agit effectivement de de´crire
le proble`me d’un e´coulement turbulent au dessus d’une surface de´formable, mobile, dont on
ne connaˆıt pas la position a priori. D’autre part, l’approche expe´rimentale du proble`me est
particulie`rement complique´e, puisqu’il s’agit d’e´tudier les taux de croissance de vagues, ce qui
ne´cessite une tre`s grande pre´cision dans la mesure de la position de l’interface. Il faut e´galement
acce´der aux fluctuations de pression a` l’interface, d’amplitudes tre`s faibles, et qui ne peuvent
eˆtre observe´es qu’au moyen d’appareils extreˆmement pre´cis, qui ne supportent pas l’eau.
Les premiers travaux avanc¸ant une the´orie probante quant a` la formation des vagues sous
l’action du vent sont dus a` Kelvin (1871) et Helmholtz (1868), qui ont d’ailleurs laisse´ leurs noms
a` l’instabilite´ d’une interface entre deux fluides en e´coulement cisaille´. Ainsi, le proble`me qu’ils
conside`rent est celui de deux fluides superpose´s, en configuration stable au sens de Rayleigh-
Taylor, et dont l’interface est soumise a` un cisaillement lie´ a` la diffe´rence de vitesse entre les deux
fluides. Ce proble`me est illustre´ par la Figure (I.3.1). On note U1 et U2 les vitesses respectives
des deux fluides, tandis que ρ1 et ρ2 de´signent leurs masses volumiques. L’analyse de stabilite´
line´aire correspond donc a` l’e´tude de petites oscillations au voisinage de la position d’e´quilibre
z = 0. On utilise une approche perturbative, et on note les potentiels vitesses des deux fluides
Φ1 = U1x+ ϕ1, et Φ2 = U2x+ ϕ2. (I.3.1)
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Figure I.3.1 – Pre´sentation sche´matique du proble`me de Kelvin-Helmholtz.
ou` ϕ1 et ϕ2 sont petits, par hypothe`se. En e´crivant la condition cine´matique a` l’interface, pour
chaque fluide, on obtient
∂η
∂t
+ U1
∂η
∂x
=
∂Φ1
∂z
, (I.3.2)
∂η
∂t
+ U2
∂η
∂x
=
∂Φ2
∂z
. (I.3.3)
Si l’on e´crit a` pre´sent la condition dynamique dans le fluide le´ger, on obtient
∂Φ1
∂t
= −
(∇Φ1
2
+
p
ρ1
+ gη
)
. (I.3.4)
En introduisant la de´composition (I.3.1), puis en ne´gligeant les termes d’ordre 2, cette e´quation
nous fournit
− p
ρ1
=
∂ϕ1
∂t
+ U1
∂ϕ1
∂x
+ gz. (I.3.5)
En tenant le meˆme raisonnement dans l’autre fluide, et en e´crivant la condition de continuite´ de
pression a` l’interface, on peut donc e´crire que
ρ1
(
∂ϕ1
∂t
+ U1
∂ϕ1
∂x
+ gη
)
= ρ2
(
∂ϕ2
∂t
+ U2
∂ϕ2
∂x
+ gη
)
. (I.3.6)
Si l’on suppose que les deux fluides sont de profondeur infinie, on peut chercher des solutions de
la forme
ϕ1 = C1e−kz+i(σt−kx), ϕ2 = C2ekz+i(σt−kx) et η = aei(σt−kx). (I.3.7)
La condition cine´matique (I.3.2) impose les relations
i (σ − kU1) a = kC1 et i (σ − kU2) a = −kC2, (I.3.8)
tandis que la continuite´ de pression (I.3.6) nous donne
ρ1 {i(σ − kU1)C1 + ga} = ρ2 {i(σ − kU2)C2 + ga} . (I.3.9)
Aussi, en e´liminant C1 et C2, on obtient
ρ1(σ − kU1)2 + ρ2(σ − kU2)2 = gk(ρ2 − ρ1). (I.3.10)
Les solutions de cette e´quation s’e´crivent sous la forme
σ
k
=
ρ1U1 + ρ2U2
ρ1 + ρ2
±
√
g
k
ρ2 − ρ1
ρ1 + ρ2
− ρ1ρ2
(ρ1 + ρ2)2
(U1 − U2)2. (I.3.11)
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Le premier terme du membre de droite peut eˆtre compris comme une vitesse moyenne de
l’e´coulement, ou bien une vitesse ponde´re´e par les masses volumiques. De plus, ces solutions
mettent en e´vidence la pre´sence d’ondes propagatives, dont la vitesse, relativement a` cette vi-
tesse moyenne, est donne´e par
c2 = c20 −
ρ1ρ2
(ρ1 + ρ2)2
(U1 − U2)2, (I.3.12)
ou` c0 fait re´fe´rence a` la vitesse des ondes en l’absence de courant. D’autre part, il est important
de remarquer que σ prend des valeurs imaginaires de`s que
(U1 − U2)2 > g
k
ρ22 − ρ21
ρ1ρ2
. (I.3.13)
Par conse´quent, on pourra toujours trouver un nombre d’onde k permettant de ve´rifier cette
condition, c’est-a`-dire un mode instable. Ceci signifie que le moindre souﬄe de vent a` la surface
de l’eau devrait suffire a` faire croˆıtre des vagues. Ce re´sultat, bien entendu, n’est pas ve´rifie´ dans
la nature, et il est donc inte´ressant de reprendre notre e´tude en incluant la tension de surface.
En prenant en compte les effets capillaires, la condition dynamique de surface libre se re´e´crit
p2 − p1 = T ∂
2η
∂x2
, (I.3.14)
T de´signant la tension capillaire, et par conse´quent, l’e´quation (I.3.6) devient
ρ1
(
∂ϕ1
∂t
+ U1
∂ϕ1
∂x
+ gη
)
= ρ2
(
∂ϕ2
∂t
+ U2
∂ϕ2
∂x
+ gη
)
+ T
∂2η
∂x2
. (I.3.15)
En recherchant des solutions de la meˆme forme que (I.3.7), on obtient alors
ρ1(σ − kU1)2 + ρ2(σ − kU2)2 = gk(ρ2 − ρ1) + k3T, (I.3.16)
et la re´solution de cette nouvelle condition nous fournit
σ
k
=
ρ1U1 + ρ2U2
ρ1 + ρ2
±
√
g
k
ρ2 − ρ1
ρ1 + ρ2
+
kT
ρ1 + ρ2
− ρ1ρ2
(ρ1 + ρ2)2
(U1 − U2)2. (I.3.17)
Ainsi, on constate que σ est complexe de`s que
(U1 − U2)2 > g
k
ρ22 − ρ21
ρ1ρ2
+ kT
ρ1 + ρ2
ρ1ρ2
. (I.3.18)
Cette condition d’instabilite´ est cependant moins triviale que la condition obtenue pre´ce´demment.
En effet, le membre de gauche admet un minimum pour
km =
√
g
T
(ρ2 − ρ1), (I.3.19)
et ce nombre d’onde correspond aux ondes les plus lentes pouvant se propager a` la surface
d’un liquide avec tension de surface. De cette manie`re, Lamb (1932) e´tablit que dans le cas de
l’interface air-eau, ces ondes, de longueur d’onde λm ' 1.8cm, se propagent a` cm ' 23.2cm/s, et
que l’on obtient un seuil de stabilite´ de l’ordre de |U1−U2| = 6.46m/s. Cependant, il est e´vident
que dans ce cas pre´cis, des vagues, ou des rides, peuvent se former a` l’interface air-eau pour
des vitesses de vent beaucoup plus faibles, de l’ordre de |U1 − U2| = 1.1m/s. Par conse´quent,
le me´canisme sugge´re´ par Kelvin (1871) et Helmholtz (1868) permet d’expliquer un me´canisme
a` seuil pour la ge´ne´ration des vagues par le vent, mais ne reproduit pas quantitativement les
seuils observe´s dans la nature.
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3.2 Me´canisme d’abri de Jeffreys
Devant l’e´chec de la the´orie de Kelvin-Helmholtz pour expliquer la ge´ne´ration des vagues
par le vent, Jeffreys (1925, 1926) remet en cause l’hypothe`se de mouvement irrotationnel du
fluide le´ger (phase 1) pour de´crire l’interaction vent-vagues. Il est en effet le premier a` sugge´rer
que les mouvements irre´guliers de cette phase au dessus de l’interface peuvent eˆtre a` l’origine
de la formation des oscillations de cette interface. Il suppose ainsi que les lignes de courant de
l’e´coulement dans la phase 1 pourraient ne pas suivre les de´formations de la surface. Par analogie
aux tourbillons observe´s dans le sillage d’une sphe`re, il suppose l’existence de de´collements
ae´riens au dessus des creˆtes des vagues.
Si l’on conserve l’hypothe`se de mouvement irrotationnel dans le fluide lourd (phase 2), une
solution line´aire du proble`me est donne´e par
φ(x, z, t) =
ω
k
ae−kz sin(ωt− kx) (I.3.20)
η(x, t) = a cos(ωt− kx) (I.3.21)
ou` a est l’amplitude des vagues. En tenant compte de la viscosite´, on peut estimer le taux de
dissipation d’e´nergie moyenne´ sur une pe´riode
dE
dt
= −µ
∫∫
∂∇φ2
∂n
ds = −2µkω2a2, (I.3.22)
n e´tant la normale a` l’interface. D’autre part, l’e´nergie moyenne des vagues e´tant donne´e par
E = ρ2ω2a2/2k, nous de´duisons que l’amplitude varie comme
a(t) = a0 exp(−2νk2t), (I.3.23)
ν faisant re´fe´rence a` la viscosite´ cine´matique du fluide 2. On peut a` pre´sent s’inte´resser au
mouvement rotationnel de la phase 1. En supposant que des de´collements puissent survenir au
dessus de l’interface, la pression variera en fonction de l’espace et du temps. Ainsi, Jeffreys
(1925) suppose que ce phe´nome`ne correspond a` une distribution de pression de la forme
p = sρ1(U − c)2 ∂η
∂x
a` l′interface, (I.3.24)
ou` c = ω/k de´signe la vitesse de phase des vagues, et ou` s est le coefficient d’abri empirique.
Il s’agit d’une mesure de la re´sistance de traˆıne´e oppose´e a` l’e´coulement dans la phase 1 par la
de´forme´e de l’interface. Ainsi, le flux d’e´nergie transfe´re´e a` l’interface par le fluide 1 est donne´e
par
ddE
dt
= −
∫
p
∂η
∂t
dx, (I.3.25)
et sa moyenne sur une pe´riode est
dE
dt
=
1
2
sρ1(U − c)2kωa2. (I.3.26)
On de´duit de cette relation que le taux de croissance de l’amplitude des vagues est de l’ordre
de sρ1(U − c)2k/2ρ2c. Par conse´quent, en comparant le taux de croissance lie´ a` l’e´coulement
dans la phase 1 au taux de dissipation lie´ a` la viscosite´ de la phase 2, on obtient directement le
crite`re de stabilite´
(U − c)2
c
< 4s
ρ2
ρ1
νk. (I.3.27)
Cette condition met donc en e´vidence un me´canisme a` seuil. Cependant, le coefficient d’abri reste
un parame`tre ajustable. En jouant sur sa valeur, Jeffreys (1925, 1926) parvient a` reproduire le
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Figure I.3.2 – Pre´sentation sche´matique du proble`me de Jeffreys.
seuil d’instabilite´ observe´, pour des vitesses de vent de l’ordre de U = 1.1m/s. Cependant,
des expe´riences ulte´rieures ont mis en e´vidence que les pressions mesure´es au dessus d’une
surface rigide ne correspondaient pas aux valeurs de s avance´es par Jeffreys (1925, 1926). Il
a de plus e´te´ mis en e´vidence expe´rimentalement qu’aucun de´collement de l’e´coulement ae´rien
n’e´tait observe´ au dessus de surfaces rigides pre´sentant des de´formations de faibles amplitudes
(Stanton et al., 1932). Cette the´orie a alors e´te´ abandonne´e, dans la mesure ou` elle ne pouvait
expliquer le phe´nome`ne de ge´ne´ration des vagues par le vent. De nombreuses the´ories ont suivi,
base´es sur diffe´rentes hypothe`ses. On pourra notamment citer les travaux de Eckart (1953),
qui a repre´sente´ les distributions de pression associe´es a` un vent turbulent par des agre´gats de
surpressions limite´s en espace et en temps, sche´matisant ainsi les rafales du vent. Ursell (1956)
publie alors une revue des diffe´rentes the´ories existantes a` cette e´poque, et conclut qu’elles ne
peuvent de´crire correctement le phe´nome`ne d’amplification des vagues par le vent. Toutefois, des
travaux plus re´cents (Banner & Melville (1976),Reul et al. (1999)) indiquent que ces de´collements
existent dans certains cas. Ils ont en effet observe´ la formation de tourbillon au dessus de vagues
tre`s cambre´es. Cette remarque nous incite a` introduire un me´canisme d’abri modifie´. En effet,
nous pouvons conside´rer que la pente locale pre´sente´e par les vagues est un crite`re de formation
du tourbillon, au meˆme titre que la vitesse du vent. Ainsi, de`s que la pente locale critique
sera rencontre´e, on appliquera une distribution de pression de type Jeffreys au dessus de la
vague concerne´e. La pression sera nulle au dessus des vagues ne rencontrant pas ce crite`re. Le
me´canisme de Jeffreys modifie´ ainsi de´fini est utilise´ dans la partie IV.
3.3 The´orie de Phillips
Devant l’e´chec des the´ories pre´ce´dentes, Phillips (1957) propose une approche un peu diffe´rente.
En effet, il conserve les hypothe`ses de Jeffreys (1925, 1926), c’est-a`-dire que le fluide lourd de
la phase 2 rele`ve de la the´orie potentielle, et que l’e´coulement de la phase 1 est en revanche
turbulent. Son approche n’est pourtant pas une analyse de stabilite´. Il montre en effet que la
ge´ne´ration des vagues par le vent s’explique par un phe´nome`ne de resonance entre des fluctua-
tions de pression ale´atoires ge´ne´re´es par la turbulence et les vagues forme´es par ces fluctuations.
Conside´rons que la phase 2 est initialement au repos, et de profondeur infinie. Le vent
correspond a` une distribution de fluctuations de pression p(x, t) repre´sente´es par une fonction
ale´atoire stationnaire. Ces structures sont advecte´es par le vent a` une vitesse U c(κ) variable
en fonction de leur vecteur d’onde κ. On de´finit le spectre de la pression par le spectre de sa
covariance, avec
Π(κ, t) =
1
4pi2
∫
p(x, t′)p(x+ r, t′ + t)eiκ·rdr. (I.3.28)
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Figure I.3.3 – Pre´sentation sche´matique du proble`me de Phillips.
Si l’on utilise la transforme´e de Fourier-Stieltjes
p(x, t) =
∫
d$(κ, t)eiκ·xdκ, (I.3.29)
le spectre des fluctuations de pression Π est relie´ a` d$ par la relation
Π(κ, t) =
d$(κ, t′)d$∗(κ, t′ + t)
dk1dk2
, (I.3.30)
ou` ∗ de´signe le conjugue´ complexe, et dk1dk2 correspond a` dκ. On proce`de de la meˆme manie`re
pour les e´le´vations η de l’interface, et
Φ(κ, t) =
1
4pi2
∫
η(x, t)η(x+ r, t)eiκ·rdκ, (I.3.31)
c’est-a`-dire que
Φ(κ, t) =
dA(κ, t)dA∗(κ, t)
dk1dk2
, ou` η(x, t) =
∫
dA(κ, t)eiκ·xdκ. (I.3.32)
Supposons a` pre´sent que les vitesses dans la phase 2 de´coulent d’un potentiel vitesse ϕ, et que
la profondeur est infinie. La condition cine´matique a` l’interface s’e´crit
∂ϕ
∂z
=
∂η
∂t
− Ui ∂η
∂xi
=
∫
dA′ − iκ ·UdAeiκ·xdκ en z = 0. (I.3.33)
En prenant en compte la condition de de´croissance du potentiel en profondeur infinie, nous
obtenons l’expression du potentiel vitesse en terme de transforme´e de Fourier-Stieltjes
ϕ =
∫
dA′ − iκ ·UdA
k
e−kzeiκ·xdκ, (I.3.34)
ou` k = |κ|. D’autre part, la condition dynamique a` l’interface s’exprime, dans un re´fe´rentiel se
de´plac¸ant a` une vitesse U arbitraire,
p
ρ2
=
∂ϕ
∂t
− Ui ∂ϕ
∂xi
− gη + T
ρ2
(
∂2ϕ
∂x21
+
∂2ϕ
∂x22
)
, en z = 0, (I.3.35)
ρ2 e´tant la masse volumique de la phase 2, et T la tension superficielle. Cette equation devient,
en terme de transforme´e de Fourier-Stieltjes,
dA′′ − 2in1dA′ − (n21 − n22)dA = −
k
ρ2
d$(t), (I.3.36)
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avec
n1 = κ ·U = kU cos(α), et n2 =
√
gk + Tk3/ρ2. (I.3.37)
L’e´quation (I.3.36) de´crit la croissance de chaque composante de l’e´le´vation de la surface, en
fonction de la composante correspondante des fluctuations de pression. Si l’on impose la vitesse
arbitraire U e´gale a` la vitesse d’advection des fluctuations de pression U c, on constate de plus
que n1 correspond a` la fre´quence de vagues de nombre d’onde k, se propageant a` une vitesse
Uc cos(α) dans une direction d’angle α avec la vitesse du vent. n2 = c(k)k correspond a` la
fre´quence des ondes de surface libre de nombre d’onde k, qui se de´placent a` la vitesse c(k). En
supposant que la surface e´tait initialement au repos, les conditions initiales du proble`me sont
donc dA = dA′ = 0 a` t = 0. La solution de l’e´quation (I.3.36) s’exprime alors
dA(κ, t) = ik
2ρ2n2
∫ t
0
d$(κ, τ)
[
e−i(n1−n2)(τ−t) − e−i(n1+n2)(τ−t)
]
dτ. (I.3.38)
Le spectre des e´le´vations, Φ, devient alors
Φ(κ, t) =
dA(κ, t)dA∗(κ, t)
dk1dk2
(I.3.39)
=
k2
4ρ22n
2
2
∫ t
0
∫ t
0
Π(κ, τ − τ ′)
[
e−i(n1+n2)(τ−τ
′) + e−i(n1−n2)(τ−τ
′)
−2e−in1(τ−τ ′)e−in2(τ+τ ′) cos(2n2t)
]
dτdτ ′.
En introduisant les variables τ1 = τ − τ ′ et τ2 = τ + τ ′, le comportement asymptotique de cette
expression, lorsque t→∞, est donne´ par
Φ(κ, t) ' k
2t
4ρ22n
2
2
∫ +∞
−∞
Π(κ, τ1)
[
e−i(n1+n2)τ1 + e−i(n1−n2)τ1
]
dτ1. (I.3.40)
Introduisons, par souci de simplification, un nouveau re´fe´rentiel mobile a` une vitesse V par
rapport au re´fe´rentiel pre´ce´dent. Dans ce re´fe´rentiel, r = q+V τ , et la relation entre la covariance
des fluctuations de pression et son spectre devient
p(x, τ)p(x+ q, τ) =
∫
Π(κ, τ)ei(κ·q+κ·V τ)dκ, (I.3.41)
c’est-a`-dire que
Π(κ, t)eiκ·V τ =
1
4pi2
∫
p(x, τ)p(x+ q, τ)e−iκ·qdq. (I.3.42)
Ceci nous permet d’introduire l’e´chelle de temps globale θ(κ,V ) lie´e au vecteur d’onde κ dans
le nouveau re´fe´rentiel : ∫ +∞
−∞
Π(κ, t)eiκ·V τdτ = 2Π(κ, 0)θ(κ,V ). (I.3.43)
Ce temps caracte´ristique peut s’interpre´ter comme le temps caracte´ristique de dure´e de vie des
structures de vecteur d’onde κ dans le re´fe´rentiel se de´plac¸ant a` la vitesse V . L’e´quation (I.3.40)
devient, avec cette notation,
Φ(κ, t) ' k
2Π(κ, 0)t
2
√
2ρ22n
2
2
[θ(κ,V 1) + θ(κ,V 2)] . (I.3.44)
dans laquelle
− κ · V 1 = n1 + n2 = κ ·U c +
√
gk + Tk3/ρ2 (I.3.45)
−κ · V 2 = n1 − n2 = κ ·U c −
√
gk + Tk3/ρ2 (I.3.46)
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si bien que
(Uc + V1) cos(α) = −c(k) et (Uc + V2) cos(α) = c(k). (I.3.47)
ou` c(k) de´signe, comme pre´ce´demment, la vitesse des ondes de surface libre de nombre d’onde
k. Le signe ne´gatif, dans l’expression de V1, fait re´fe´rence a` des ondes se de´plac¸ant dans le
sens oppose´ au vent. Il paraˆıt e´vident, dans ces conditions, que le temps caracte´ristique d’exis-
tence de structure remontant au vent est bien plus faible que celui de structures advecte´es par
l’e´coulement, et par conse´quent, θ(κ,V 1) << θ(κ,V 2). Ainsi,
Φ(κ, t) ' k
2Π(κ, 0)t
2
√
2ρ22n
2
2
θ(κ,V 2), (I.3.48)
ou` bien, en terme de covariance,
η2 ' k
2p2t
2
√
2ρ22n
2
2
θ(κ,V 2), (I.3.49)
Ce re´sultat met en e´vidence la de´pendance du spectre des e´le´vations en fonction du temps. En
effet, puisque le temps intervient line´airement dans le seul membre de droite, la variance des
e´le´vations croˆıt line´airement en fonction du temps. D’autre part, on constate que l’allure du
spectre n’est pas fonction du temps, puisqu’il est toujours proportionnel au spectre a` l’origine
de la pression. Toutefois, le de´veloppement asymptotique de l’e´quation (I.3.40) n’est valide que
sous l’hypothe`se de vagues tre`s faiblement non-line´aires. Cette the´orie ne s’applique donc qu’aux
premiers instants de la vie des vagues de vent. Notre e´tude se focalise sur des vagues extreˆmes,
de cambrures tre`s importante, et donc tre`s fortement non-line´aires. Cette the´orie ne s’applique
donc pas dans le cadre des vagues sce´le´rates.
3.4 The´orie de Miles
Au meˆme moment que Phillips (1957), Miles (1957) reprend les travaux ante´rieurs, et pose
plusieurs hypothe`ses. Ainsi, il suppose que la phase 2 peut eˆtre de´crite par un mouvement
irrotationnel, obe´issant ainsi aux e´quations potentielles. Comme l’avait fait Jeffreys (1925), il
estime l’effet de la viscosite´ a posteriori, comme une perturbation du mouvement non-visqueux.
Miles (1957) suppose e´galement que l’influence de la phase 1 sur la vitesse des vagues se limite
a` l’influence de la composante en phase avec les oscillations de l’interface. En ce qui concerne
la phase supe´rieure, il estime qu’il s’agit d’un e´coulement non-visqueux, et incompressible. La
viscosite´, ici aussi, est introduite a posteriori en supposant que l’e´coulement moyen dans cette
phase pre´sente un profil cisaille´ U(z). Pour reprendre son approche, on peut supposer que les
perturbations sont suffisamment petites pour permettre de line´ariser les e´quations du mouve-
ment. Ainsi, les conditions cine´matique et dynamique a` l’interface peuvent se re´e´crire sous la
forme
Lη +mηtt = −p, (I.3.50)
ou` η est l’e´le´vation de l’interface, m de´signe une masse effective par unite´ de surface, L un
ope´rateur line´aire correspondant a` la contrainte re´sistant a` la de´formation de la surface, et p fait
re´fe´rence a` la pression ae´rodynamique qui agit a` la surface. De cette manie`re, on peut supposer
que les solutions de cette e´quation sont de la forme
η(x, t) = a exp(ik(x− ct)), (I.3.51)
a e´tant naturellement l’amplitude des ondes, k le nombre d’onde, et c la vitesse de phase.
Supposons a` pre´sent que le terme de pression p obe´isse a` une loi de la forme
p = (α+ iβ)ρ1U21kη, (I.3.52)
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Figure I.3.4 – Pre´sentation sche´matique du proble`me de Miles.
ou` ρ1 est la densite´ de la phase supe´rieure, U1 de´signe une vitesse arbitraire, caracte´ristique
de l’e´coulement dans cette phase, et kη correspond a` la pente locale des vagues. Le coefficient
complexe (α + iβ) est alors un coefficient de pression sans dimension, ou` α et β, en pratique,
sont des fonctions de c et k, solutions d’un proble`me aux limites que nous conside´rerons plus
loin. L’e´quation (I.3.50) peut de`s lors se re´e´crire
Lη −mk2c2η = −(α+ iβ)ρ1U21kη, (I.3.53)
qui n’est autre qu’une e´quation aux valeurs propres reliant c et k dans le cadre des hypothe`ses
formule´es. En introduisant c0, la vitesse des ondes en l’absence de pression ae´rodynamique, on
peut e´liminer L. En effet,
Lη = mk2c20η. (I.3.54)
On obtient ainsi le re´sultat, que l’on peut e´crire sous la forme
c2 = c20
{
1 +
ρ1
mk
(α+ iβ)
(
U1
c0
)2}
. (I.3.55)
On notera toutefois que cette e´quation ne correspond pas a` une solution explicite de c, dans la
mesure ou` α et β sont de´pendants de c. Pour le cas des ondes de gravite´ en profondeur infinie,
on a
c20 = g/k et m = ρ2/k, (I.3.56)
et l’on pourra constater, en prenant U1 = U − c, que (i) la the´orie de Kelvin-Helmholtz corres-
pond au cas (α+ iβ) = −1, et que (ii) la the´orie de Jeffreys correspond au cas (α+ iβ) = is, s
e´tant le coefficient d’abri introduit par Jeffreys. Le taux de croissance de l’amplitude des ondes
de surface sera de la forme
τ−1 =
1
2
ρ1
ρ2
β
(
U1
c
)2
kc. (I.3.57)
Si l’on s’interesse a` pre´sent aux e´quations re´gissant la phase 1, on peut e´crire les e´quations
d’Euler pour un e´coulement cisaille´ U(z), et
ρ1
(
∂u
∂t
+ U
∂u
∂x
+ v
∂U
∂z
)
= −∂p
∂x
, (I.3.58)
ρ1
(
∂v
∂t
+ U
∂v
∂x
)
= −∂p
∂z
, (I.3.59)
∂u
∂x
+
∂v
∂z
= 0, (I.3.60)
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ou` u et v de´signent respectivement les composantes horizontale et verticale d’une petite pertur-
bation de vitesse de l’e´coulement, tandis que p de´signe la pression associe´e a` cette perturbation.
Si, de plus, on introduit une fonction de courant ψ telle que
u =
∂ψ
∂z
et v = −∂ψ
∂x
, (I.3.61)
et que l’on suppose que ψ et p pre´sentent une de´pendance pe´riodique en temps et en espace du
meˆme type que (I.3.51), on obtient le syste`me
ρ1
(
(U − c)∂ψ
∂z
− ∂U
∂z
ψ
)
= p, (I.3.62)
ρ1k
2(U − c)ψ = ∂p
∂z
, (I.3.63)
qui, en e´liminant p, nous permet d’obtenir l’e´quation de Rayleigh (1880), c’est-a`-dire
(U − c)∂
2ψ
∂z2
−
(
k2(U − c) + ∂
2U
∂z2
)
ψ = 0. (I.3.64)
On peut remarquer que cette e´quation correspond a` l’e´quation de Orr-Sommerfeld, dans laquelle
nous avons ne´glige´ la viscosite´. Introduisons a` pre´sent les variables sans dimensions
ξ = kz, w(ξ) = (U − c)/U1, et φ(ξ) = ψ/U1η(x, t). (I.3.65)
L’e´quation (I.3.64) se re´e´crit alors
φ′′ − [1 + w′′/w]φ = 0. (I.3.66)
Deux conditions aux limites sont alors a` prendre en compte. Tout d’abord, l’interface entre
les deux phases doit rester une ligne de courant pour l’e´coulement dans la phase 1. Ainsi, en
conside´rant que la composante horizontale de la vitesse de l’e´coulement est voisine de U − c, on
obtient la condition
ψx/(U − c) = ikη en z = z0 + η ' z0, (I.3.67)
c’est-a`-dire, en terme de variables adimensionnelles (I.3.66),
φ0 = w(ξ0). (I.3.68)
La seconde condition limite doit exprimer le fait que la perturbation doit disparaˆıtre quand z
tend vers l’infini, et par conse´quent,
φ→ 0 quand ξ →∞. (I.3.69)
D’autre part, en introduisant les variables sans dimensions dans l’e´quation (I.3.62), on obtient
l’expression de la pression
p = ρ1U21k(wφ
′ − w′φ)η. (I.3.70)
Ainsi, en comparant ce re´sultat a` l’e´quation (I.3.52), il vient imme´diatement
α+ iβ = w0(φ′0 − w′0). (I.3.71)
Par conse´quent, le proble`me ae´rodynamique est re´sume´ par les e´quations (I.3.66), (I.3.68),
(I.3.69) et (I.3.71). Si on multiplie a` pre´sent l’e´quation (I.3.66) par φ∗, le conjugue´ complexe de
φ, que l’on calcule l’inte´grale de l’e´quation obtenue de ξ0 a` +∞, que l’on re´alise une inte´gration
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Figure I.3.5 – Taux de croissance adimensionnel γ/f trace´ en fonction de l’age des vagues
U ∗ /c. (4, , ◦) : Donne´es obtenues in situ ; (×, •) : Donne´es obtenues en laboratoire ; (—) :
The´orie de Miles
par parties du terme φ′′φ∗, et que l’on prend en compte les conditions aux limites (I.3.68) et
(I.3.69), on obtient la relation∫ +∞
ξ0
{|φ′|2 + [1 + (w′′/w)]|φ|2} dξ = [φ∗φ′]+∞0 = −w0φ′0. (I.3.72)
D’apre`s la de´finition de w, on peut en premie`re approximation conside´rer que w est re´el. Par
conse´quent, on obtient une estimation de β de la forme
β = −=
{∫ +∞
ξ0
|φ|2(w′′/w)dξ
}
. (I.3.73)
On peut constater, cependant, que cette inte´grale contient une singularite´ en ξc, altitude critique
a` laquelle U(zc) = c, c’est-a`-dire ou` w(ξc) = 0. Une extraction de cette singularite´ permet
d’obtenir
β = −pi|φc|2(w′′c /w′c), wc = 0. (I.3.74)
Ce re´sultat indique donc que des ondes de surface seront stables, ou instables, selon le signe de
la courbure du champ de vitesse (U ′′(zc)) a` une altitude critique a` laquelle U = c. Un profil de
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vitesse dont la courbure a` l’altitude critique est positif stabilise donc les vagues, tandis qu’un
profil de courbure ne´gative de´stabilise ces ondes.
De cette manie`re, il paraˆıt clair que ce me´canisme de´crit le phe´nome`ne de croissance des vagues
sous l’action de vent de manie`re relativement satisfaisante. En effet, cette approche met en
e´vidence l’importance du profil vertical du vent au dessus de la surface, qui influence la stabilite´
de l’interface. La re´solution pre´cise repose donc sur la connaissance de ce profil. L’approche la
plus classique tend a` repre´senter la couche limite turbulente a` flux constant de l’e´coulement au
moyen d’un profil logarithmique du type
U(z) = U1 log(z/z0), U1 = U∗/κ, (I.3.75)
ou` κ de´signe la constante de Von Karman, U∗ = τ0/ρ1 est la vitesse de frottement a` l’interface,
τ0 la contrainte a` l’interface, et z0 de´signe un parame`tre de rugosite´. Sous ces hypothe`ses, Miles
(1957) obtient des re´sultats tre`s similaires aux donne´es expe´rimentales, donne´es obtenues in situ
aussi bien qu’en souﬄerie. La Figure (I.3.5), extraite de l’article de Janssen (2004), pre´sente une
comparaison des taux de croissance
γ
f
=
pi
κ2
ρ1
ρ2
β
(
U∗
c
)2
(I.3.76)
obtenus graˆce a` la the´orie de Miles avec diffe´rentes valeurs expe´rimentales. Cette the´orie est ac-
tuellement la meilleure de´crivant le phe´nome`ne. Depuis, de nombreuses e´tudes se sont succe´de´es,
et ont permis d’ame´liorer cette the´orie. Toutefois, la question reste ouverte. En effet, l’existence
des de´collements ae´riens, sugge´re´e par Jeffreys (1925), reste tre`s controverse´e. Une extension de
la the´orie de Miles a` des vagues tre`s cambre´es paraˆıt donc ne´cessaire.
Deuxie`me partie
Me´thodes nume´riques dans le
contexte de l’interaction vent-vagues
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Chapitre 4
Ge´ne´ralite´s sur les me´thodes
nume´riques
Dans la partie pre´ce´dente, nous avons pre´sente´ un certain nombre d’e´quations mode`les per-
mettant de simuler les e´coulements a` surface libre, ainsi que les proble`mes lie´s a` l’interaction
entre le vent et les vagues. Dans tous les cas, ces e´quations simplifie´es sont obtenues au moyen
d’hypothe`ses fortes quant a` la nature de l’e´coulement. Notamment, la dynamique des ondes de
surface est fre´quemment e´tudie´e en conside´rant que le proble`me est faiblement non-line´aire, ou
bien faiblement dispersif. De la meˆme manie`re, l’e´tude de l’interaction entre le vent et les vagues
se restreint a` une approche purement spatiale, ou purement temporelle. Les champs de vagues
sont souvent conside´re´s comme parfaitement pe´riodiques, d’extensions infinies en temps et en
espace, et d’amplitudes suffisamment faibles pour conside´rer un comportement line´aire.
Dans le proble`me qui nous interesse, les champs de vagues se caracte´risent par des e´volutions
d’amplitudes tre`s importantes, sur des temps caracte´ristiques tre`s courts. La dynamique pre´sente
ainsi un comportement extreˆmement non-line´aire. Cette caracte´ristique est partiellement ne´glige´e
par les hypothe`ses des diffe´rentes e´quations mode`le que nous avons pre´sente´es au chapitre 2 de
la partie I. En effet, le caracte`re ponctuel de cette non-line´arite´ peut, lors d’une approche globale
du proble`me, e´ventuellement eˆtre ne´glige´. Nous avons vu d’autre part, dans le chapitre 3, que
le vent e´tait repre´sente´, de manie`re classique, par un terme de pression agissant sur une surface
de dynamique line´aire. Ce choix, ici encore, peut eˆtre justifie´ par la faible cambrure des vagues
e´tudie´es.
Cependant, dans le cadre de l’interaction entre le vent et les vagues sce´le´rates, ces deux hy-
pothe`ses deviennent criticables. En effet, l’action du vent sur une vague sce´le´rate est extreˆmement
locale, et s’applique a` des de´formations tre`s importantes de l’interface. La dynamique du champ
de vagues est largement affecte´ par l’action du vent sur une pe´riode tre`s courte d’existence de la
vague sce´le´rate, ou` la non-line´arite´ est extreˆmement importante. Ce constat impose donc de tirer
deux conclusions. Tout d’abord, la prise en compte de la non-line´arite´ est essentielle pour simuler
correctement cette interaction. D’autre part, les mode`les classiques d’amplification des vagues
par le vent sont mis en de´faut dans le cas conside´re´. Nous avons donc choisi, pour de´crire les
mouvements de la surface, d’avoir recours a` des me´thodes permettant de simuler parfaitement
le caracte`re non-line´aire des ondes de surface.
Historiquement, la premie`re me´thode nume´rique permettant de re´soudre les e´quations po-
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tentielles comple`tes du proble`me d’ondes de surface a` e´te´ introduite par Longuet-Higgins &
Cokelet (1976). Cette me´thode (BIEM), base´e sur la discre´tisation d’une e´quation inte´grale, a
ensuite e´te´ utilise´e par Vinje & Brevig (1981) pour simuler le proble`me du de´ferlement, dans
la mesure ou` elle permettait de repre´senter le retournement de la surface. Par la suite, cette
me´thode a largement e´te´ e´tudie´e, et ame´liore´e. La me´thode que nous avons retenue, et que
nous pre´sentons ici est base´e sur les travaux de Greco (2001), et de Faltinsen et al. (2002). Elle
permet de simuler un canal nume´rique, et de reproduire des expe´riences re´alise´es en souﬄerie.
Cette me´thode, comme nous venons de l’e´voquer, de´crit le mouvement d’ondes extreˆmement
non-line´aires, incluant le retournement de la surface, mais s’arreˆtant toutefois a` la reconnection
de l’interface. Ceci est donc tre`s avantageux pour la description de notre proble`me. Cependant,
l’aspect nume´rique de cette me´thode pre´sente quelques limitations. Les temps de calcul, en effet,
sont importants, dans la mesure ou` la discre´tisation de l’e´quation inte´grale conduit a` l’inversion
d’une matrice ne pre´sentant aucune particularite´ de syme´trie, et donc aucun algorithme perfor-
mant d’inversion. Cette me´thode est bien adapte´e a` l’e´tude de houles extreˆmement cambre´es,
allant jusqu’au de´ferlement, mais ne l’est pas particulie`rement pour l’e´tude de ces houles aux
temps longs.
Pour pallier a` ce de´faut, Dommermuth & Yue (1987) ont de´veloppe´ une me´thode pseudo-
spectrale (HOSM). Cette me´thode simule l’e´volution de houles dans un domaine pe´riodique,
graˆce a` l’analyse de Fourier. Elle se base sur un de´veloppement de Taylor des e´quations poten-
tielles a` un ordre extreˆmement e´leve´. L’ordre d’approximation y est suffisamment e´leve´ pour
que l’on puisse estimer qu’il s’agit d’une me´thode exacte. Cette me´thode a depuis e´te´ largement
e´tudie´e et ame´liore´e. Les travaux pre´sente´s ici se basent sur ceux ante´rieurs de Skandrani et al.
(1996) et Skandrani (1997). L’usage de la transforme´e de Fourier justifie une vitesse de calcul
extreˆmement e´leve´e, graˆce aux nombreux algorithmes de FFT (Fast Fourier Transform) connus.
En revanche, l’usage d’une repre´sentation spectrale de la surface interdit intrinse`quement de
repre´senter des pentes tendant vers l’infini, et exclut donc la mode´lisation du de´ferlement.
L’usage de la me´thode inte´grale et de la me´thode pseudo-spectrale sont donc comple´mentaires,
et nous permettent d’acce´der a` une large gamme de phe´nome`nes physiques. Toutefois, ces deux
me´thodes sont potentielles, et se bornent a` l’e´tude de la dynamique non-line´aire des ondes de
surface. L’action du vent n’est pre´sente´e qu’a` travers l’usage d’un terme de pression agissant a` la
surface. Si d’un point de vue hydrodynamique, cette approche est tre`s satisfaisante, elle pre´sente
un de´faut majeur du point de vue ae´rodynamique. En effet, aucune simulation de l’e´coulement
ae´rien n’est re´alise´e, et cette approche nous contraint, par conse´quent, a` avoir recours a` une
approche mode`le pour le terme de pression utilise´. Comme nous l’avons e´voque´ pre´ce´demment,
le de´bat porte e´galement sur la structure de l’e´coulement d’air au dessus des vagues. Il paraˆıt
donc essentiel de le repre´senter de manie`re satisfaisante. Cette remarque nous a donc incite´ a`
mettre en oeuvre un troisie`me outil, permettant de mode´liser comple`tement le proble`me a` tra-
vers une approche diphasique, et rotationnelle. La me´thode de´veloppe´e par Lafaurie et al. (1994)
correspond parfaitement aux conditions du proble`me. Il s’agit en effet d’une me´thode Volume of
Fluid (VOF) re´solvant les e´quations de Navier-Stokes, en diphasique, et simulant la structure de
l’e´coulement ae´rien ainsi que la dynamique de l’interface entre les deux fluides. Cette approche,
contrairement aux me´thodes pre´ce´dentes utilise un maillage Eule´rien du domaine complet, ce
qui pose un proble`me de traitement nume´rique dans des temps de calculs raisonnables. Elle ne
permet donc que l’e´tude a` court terme de la dynamique du phe´nome`ne qui nous inte´resse.
Le but de cette partie est de pre´senter les diffe´rentes me´thodes e´voque´es ci-dessus, tout en don-
nant suffisamment de de´tails quant a` leur mise en oeuvre nume´rique pour permettre au lecteur
de les reproduire. Les approches potentielles sont pre´sente´es dans un premier temps, chapitre 5,
puis une description de la me´thode diphasique est re´alise´e au chapitre 6.
Chapitre 5
Approches Potentielles
Dans ce chapitre, nous pre´sentons les deux mode`les mathe´matiques utilise´s pour simuler les
proble`mes a` surface libre, sous hypothe`se d’e´coulements potentiels, ainsi que leur mise en œuvre
nume´rique. Tout d’abord, la me´thode inte´grale est adapte´e a` la simulation d’un canal a` houle
nume´rique. Elle permet en effet de simuler des proble`mes a` valeur aux limites, et ainsi de repro-
duire les expe´riences de focalisation spatio-temporelle re´alise´es en souﬄerie. Elle autorise de plus
la description d’interfaces  multivalue´es . La me´thode pseudo-spectrale, quant a` elle, permet
une repre´sentation fre´quentielle de l’e´volution temporelle d’un groupe de vagues, et ne´cessite
donc l’usage de conditions aux limites pe´riodiques. Cet outil est plus adapte´ a` la simulation de
l’e´volution de la houle aux temps longs, et donc a` l’e´tude de l’instabilite´ modulationnelle.
5.1 Equations ge´ne´rales dans le domaine fluide
Le proble`me est re´solu en supposant que la the´orie potentielle est applicable, c’est-a`-dire que
le fluide est suppose´ eˆtre non-visqueux, incompressible, et soumis a` un mouvement irrotationnel.
En introduisant l’incompressibilite´ dans l’e´quation de conservation de la masse, on obtient
∇ ·U = 0, (II.5.1)
ou` U de´signe le vecteur vitesse de l’e´coulement. De plus, l’approximation selon laquelle le mou-
vement du fluide est irrotationnel s’e´crit ∇ × U = 0. Ceci permet de justifier que la vitesse
de´rive d’un potentiel Φ, c’est-a`-dire que ∇Φ = U . En introduisant ce potentiel dans l’e´quation
(II.5.1), on constate que ce dernier est re´git par l’e´quation de Laplace
∆Φ = 0, (II.5.2)
Sous les meˆmes hypothe`ses, les e´quations d’Euler se re´e´crivent
∂ (∇Φ)
∂t
+∇Φ ·∇ (∇Φ) = −gez − 1
ρ
∇p (II.5.3)
ou` ez de´signe le vecteur unitaire vertical. Elles peuvent eˆtre inte´gre´es en espace,
∂Φ
∂t
+
∇Φ2
2
= −gz − p
ρ
+ C(t), (II.5.4)
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ou` C(t) de´signe une constante spatiale d’inte´gration, qui peut eˆtre inte´gre´e dans le potentiel des
vitesses. On obtient ainsi l’e´quation de Bernoulli. Pour e´valuer la solution du proble`me, l’e´quation
(II.5.2) doit eˆtre re´solue a` tout moment dans le domaine fluide. La de´pendance temporelle
intervient dans le proble`me a` travers les conditions aux limites.
5.2 Me´thode inte´grale (BIEM)
5.2.1 La seconde identite´ de Green
Comme nous venons de le voir, le proble`me se rame`ne donc principalement a` la re´solution
de l’e´quation de Laplace (II.5.2). En effet, a` chaque pas de temps, la ge´ome´trie est fige´e et le
proble`me peut s’e´crire 
∆Φ = 0 dans le domaine fluide (Ω)
Φ connu sur la surface libre (∂ΩF )
∂Φ
∂n
connu sur les parois (∂ΩB)
L’e´quation de Laplace, graˆce au the´ore`me de Stokes, peut eˆtre ramene´e a` une inte´grale de
frontie`re. L’e´quation inte´grale ainsi obtenue est connue sous le nom de seconde identite´ de
Green ∫
∂Ω
Φ(P)
∂G
∂n
(P,Q)d`−
∫
∂Ω
∂Φ
∂n
(P)G(P,Q)d` = c(Q)Φ(Q), (II.5.5)
dans laquelle ∂Ω = ∂ΩF ∪∂ΩB de´signe la frontie`re du domaine fluide, G une fonction de Green,
et le vecteur n est la normale a` ∂Ω, pointant vers l’exterieur du domaine fluide. P et Q de´signent
deux points du domaine. L’angle c(Q) est de´fini par
c(Q) =

0 si Q est hors du domaine fluide
α si Q est sur la frontie`re
2pi si Q est dans le domaine fluide
pour le cas bidimensionnel, et ou` α est l’angle inte´rieur relatif au domaine fluide au point Q. En
appliquant cette representation a` tous les points Q le long des frontie`res du domaine fluide ∂Ω,
nous obtenons les e´quations ne´cessaires a` la re´solution du proble`me. Ainsi, si Q appartient a` la
surface libre,
αΦ−
∫
∂ΩF
Φ(P)
∂G
∂n
(P,Q)d` +
∫
∂ΩB
∂Φ
∂n
(P)G(P,Q)d` = (II.5.6)∫
∂ΩB
Φ(P)
∂G
∂n
(P,Q)d`−
∫
∂ΩF
∂Φ
∂n
(P)G(P,Q)d`,
et si Q appartient aux parois solides,∫
∂ΩF
Φ(P)
∂G
∂n
(P,Q)d` −
∫
∂ΩB
∂Φ
∂n
(P)G(P,Q)d` = (II.5.7)
αΦ −
∫
∂ΩB
Φ(P)
∂G
∂n
(P,Q)d`+
∫
∂ΩF
∂Φ
∂n
(P)G(P,Q)d`.
Les inconnues sont ∂Φ/∂n sur ∂ΩF et Φ sur ∂ΩB. En discre´tisant la frontie`re du domaine ∂ΩF
en NF panneaux, soit NF + 1 points de collocation, et la frontie`re du domaine solide ∂ΩB en
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NB panneaux (ou` NB + 1 points de collocation), les e´quations (II.5.6) et (II.5.7) deviennent
αΦi −
NF∑
j=1
∫
j
Φ
∂G
∂n
(i, j)ds +
NB∑
j=1
∫
j
∂Φ
∂n
G(i, j)ds = (II.5.8)
NB∑
j=1
∫
j
Φ
∂G
∂n
(i, j)ds−
NF∑
j=1
∫
j
∂Φ
∂n
G(i, j)ds,
ou` 1 < i < NF + 1 fait re´fe´rence au ie`me point de la surface libre, et
NF∑
j=1
∫
j
Φ
∂G
∂n
(i, j)ds −
NB∑
j=1
∫
j
∂Φ
∂n
G(i, j)ds = (II.5.9)
αΦi −
NB∑
j=1
∫
j
Φ
∂G
∂n
(i, j)ds+
NF∑
j=1
∫
j
∂Φ
∂n
G(i, j)ds,
ou` 1 < i < NB + 1 fait re´fe´rence au ie`me point de la paroi solide. La fonction de Green choisie
est la source de Rankine. Ainsi,
G(P,Q) = ln(|Q−P|). (II.5.10)
Il est inte´ressant de constater que cette fonction, qui ne fait intervenir que la distance entre les
points P et Q, est inde´pendante du syste`me de coordonne´es. Ainsi, si l’on de´finit des coordonne´es
locales au panneau d’inte´gration, (ξ, ϑ), cette fonction se re´e´crit
G(P,Q) = ln(
√
ξ2 + ϑ2). (II.5.11)
On peut alors calculer la de´rive´e normale, qui n’est autre que la de´rive´e suivant ϑ, et on obtient
∂G
∂n
(P,Q) =
ϑ
ξ2 + ϑ2
. (II.5.12)
Si nous supposons a` pre´sent que Φ et ∂Φ/∂n varient line´airement le long de chacun des panneaux,
alors les e´quations (II.5.8) et (II.5.9) deviennent
c(i)Φi −
NF∑
j=1
{
Φj+1
I4 − ξjI2
ξj+1 − ξj + Φj
I2ξj+1 − I4
ξj+1 − ξj
}
+
NB∑
j=1
{
Ψj+1
I3 − ξjI1
ξj+1 − ξj + Ψj
I1ξj+1 − I3
ξj+1 − ξj
}
=
NB∑
j=1
{
Φj+1
I4 − ξjI2
ξj+1 − ξj + Φj
I2ξj+1 − I4
ξj+1 − ξj
}
−
NF∑
j=1
{
Ψj+1
I3 − ξjI1
ξj+1 − ξj + Ψj
I1ξj+1 − I3
ξj+1 − ξj
}
(II.5.13)
pour les points i de la surface libre, et
NF∑
j=1
{
Φj+1
I4 − ξjI2
ξj+1 − ξj + Φj
I2ξj+1 − I4
ξj+1 − ξj
}
−
NB∑
j=1
{
Ψj+1
I3 − ξjI1
ξj+1 − ξj + Ψj
I1ξj+1 − I3
ξj+1 − ξj
}
=
c(i)Φi +
NF∑
j=1
{
Ψj+1
I3 − ξjI1
ξj+1 − ξj + Ψj
I1ξj+1 − I3
ξj+1 − ξj
}
−
NB∑
j=1
{
Φj+1
I4 − ξjI2
ξj+1 − ξj + Φj
I2ξj+1 − I4
ξj+1 − ξj
}
(II.5.14)
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pour les points i des parois solides. Ψ fait ici re´fe´rence a` la de´rive´e normale du potentiel ∂Φ/∂n,
et les termes I1, I2, I3 et I4 sont de´finis par
I1 =
∫ ξ2
ξ1
ln(
√
x2 + ϑ2)dx
=
1
2
ξ2 ln(ξ22 + ϑ
2)− ξ2 + ϑ arctan(ξ2
ϑ
)− 1
2
ξ1 ln(ξ21 + ϑ
2) + ξ1 − ϑ arctan(ξ1
ϑ
)
I2 =
∫ ξ2
ξ1
ϑ
x2 + ϑ2
dx
= arctan(
ξ2
ϑ
)− arctan(ξ1
ϑ
)
(II.5.15)
I3 =
∫ ξ2
ξ1
x ln(
√
x2 + ϑ2)dx
=
1
4
ξ22 ln(ξ
2
2 + ϑ
2) +
1
4
ϑ2 ln(ξ22 + ϑ
2)− 1
4
ξ22 −
1
4
ξ21 ln(ξ
2
1 + ϑ
2)− 1
4
ϑ2 ln(ξ21 + ϑ
2) +
1
4
ξ21
I4 =
∫ ξ2
ξ1
x.ϑ
x2 + ϑ2
dx
=
1
2
ϑ ln(ξ22 + ϑ
2)− 1
2
η ln(ξ21 + ϑ
2)
Ainsi, les e´quations (II.5.13) et (II.5.14) constituent un syste`me line´aire, dont tous les termes
connus sont e´crits dans les membres de gauches, et toutes les inconnues dans les membres de
droite. La re´solution de ce syste`me permet de connaˆıtre Φ et ∂Φ/∂n partout sur les frontie`res
du domaine Ω. Si besoin est, on peut de`s lors utiliser l’e´quation (II.5.5) et obtenir le potentiel
vitesse en tous points du fluide.
5.2.2 Conditions aux limites
Comme nous l’avons vu, la re´solution du proble`me ne´cessite de connaˆıtre les valeurs du
potentiel Φ sur la surface, et de sa de´rive´e normale ∂Φ/∂n sur les parois solides. Ces valeurs
sont obtenues a` chaque instant graˆce aux conditions aux limites, qui doivent eˆtre exprime´es sur
les contours du domaine fluide. Etant donne´e la ge´ome´trie de notre proble`me, ces conditions
sont exprime´es par des conditions de mur sur le batteur et les parois, et par les conditions
cine´matique et dynamique de surface libre.
a/ Condition de mur
Nous nous plac¸ons ici dans le cadre de la the´orie potentielle. Par conse´quent, il n’existe pas
de contrainte sur la composante tangentielle de la vitesse sur les parois. La condition de mur
s’exprime par la condition d’imperme´abilite´
∇Φ · n = V · n, (II.5.16)
ou` V de´signe le vecteur vitesse de la paroi. Pour notre proble`me, la vitesse des parois est une
donne´e du proble`me. Par conse´quent, ces termes sont connus et fixe´s par les conditions que nous
nous donnons.
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b/ Condition de surface libre
Au niveau de la surface libre, on peut introduire une de´finition cine´matique. Les particules
fluides de la surface libre doivent rester sur cette surface. Il faut donc exprimer une condition de
non-pe´ne´tration, bien que nous ne connaissions pas a priori sa position. Ainsi, en introduisant
une description Lagrangienne de la surface libre,
dx
dt
=
∂Φ
∂x
,
dy
dt
=
∂Φ
∂y
.
(II.5.17)
ou` d/dt = ∂/∂t +∇Φ ·∇ correspond a` une de´rive´e particulaire. En utilisant cette description
de la surface libre, la condition de non-pe´ne´tration est automatiquement satisfaite. Puisque la
position de la surface libre est inconnue, nous avons besoin d’une condition supple´mentaire. La
condition dynamique de surface libre consiste a` supposer que la pression a` la surface sera e´gale
a` la pression atmosphe´rique. En introduisant cela dans l’e´quation de Bernoulli (II.5.4), nous
obtenons
∂Φ
∂t
= −
(
1
2
∇Φ2 + gz + p
)
, (II.5.18)
ou` p de´signe la pression atmosphe´rique. En re´alisant une inte´gration temporelle de ces e´quations,
nous connaissons la nouvelle position de la surface libre, et la valeur de Φ sur cette surface. Cette
inte´gration temporelle est re´alise´e au moyen du sche´ma classique de Runge-Kutta d’ordre quatre,
a` pas constant.
5.3 Me´thode pseudo-spectrale (HOSM)
5.3.1 Conditions aux limites
Ici, les e´quations a` re´soudre sont celles que nous avons de´ja` pre´sente´es, mais la surface libre
est de´crite de la manie`re suivante
z = η(x, t) sur ∂ΩF (II.5.19)
Ceci interdit notamment de repre´senter un de´ferlement, puisque cette fonction ne peut fournir
deux valeurs de z pour un x donne´. Cette description est intrinse`quement monovalue´e. On
introduit e´galement le potentiel a` la surface Φs donne´ par
Φs(x, t) = Φ(x, z = η(x, t), t). (II.5.20)
En introduisant ce potentiel a` la surface Φs dans les conditions cine´matique et dynamique de
surface libre, que nous avons e´crites dans le cadre de la me´thode inte´grale, nous obtenons, en
adimensionnel,
ηt + Φsxηx − (1 + η2x)Φz(x, z = η, t) = 0
(II.5.21)
Φst + η +
1
2
Φs
2
x −
1
2
(1 + η2x)Φ
2
z(x, z = η, t) = −p
ou p de´signe la pression atmosphe´rique. La condition de fond est ici remplace´e par une hypothe`se
de profondeur infinie, c’est-a`-dire que ∇Φ → 0 lorsque z → −∞. Le domaine est limite´ a` ses
bords par une hypothe`se de pe´riodicite´, impose´e par le traitement spectral des e´quations.
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5.3.2 Re´solution du proble`me
En supposant que Φ et η sont des quantite´s de l’ordre de O(ε), ou` ε est la cambrure de la
vague, nous de´veloppons Φ en se´rie de puissances de ε.
Φ(x, z, t) =
M∑
m=1
Φ(m)(x, z, t) (II.5.22)
ou` Φ(m) est une quantite´ de l’ordre de grandeur de O((m)). En de´veloppant chaque Φ(m) en
se´rie de Taylor autour de la position z = 0, nous obtenons
Φs(x, t) = Φ(x, z = η, t) =
M∑
m=1
M−m∑
k=0
ηk
k!
∂k
∂zk
Φ(m)(x, z = 0, t). (II.5.23)
En pratique, le rayon de convergence de cette se´rie nous fournit la cambrure maximale a`
conside´rer. D’autre part, en de´veloppant cette expression, et en regroupant tous les termes du
meˆme ordre de grandeur, nous obtenons un syste`me de conditions aux limites pour les inconnues
Φ(m).
Φ(m)(x, z = 0, t) = R(m), m = 1, . . . ,M (II.5.24)
avec
R(1) = Φs
R(m) = −
m−1∑
k=1
ηk
k!
∂k
∂zk
Φ(m−k)(x, z = 0, t), m = 2, . . . ,M
On se rame`ne a` un proble`me de valeurs aux limites pour Φ(m), m = 1, . . . ,M dans le domaine
z ≤ 0. En de´composant chaque Φ(m) sur une base de modes propres Ψn satisfaisant le proble`me
line´arise´, ainsi que la condition de fond, les Φ(m) se re´e´crivent
Φ(m)(x, z, t) =
∞∑
n=1
Φ(m)n (t)Ψn(x, z), z ≤ 0, (II.5.25)
ou`, en pratique, le nombre de modes propres est tronque´ a` une valeur N . En introduisant cette
notation dans le syste`me pre´ce´dent, puis dans l’e´quation (II.5.23), nous obtenons
Φs(x, t) =
M∑
m=1
M−m∑
k=0
ηk
k!
N∑
n=1
Φ(m)n (t)
∂k+1
∂zk+1
Ψn(x, z = 0), (II.5.26)
qui, en l’introduisant dans les conditions de surface libre (II.5.21), nous fournit le re´sultat final
ηt + Φsxηx − (1 + η2x)
[
M∑
m=1
M−m∑
k=0
ηk
k!
N∑
n=1
Φ(m)n (t)
∂k+1
∂zk+1
Ψn(x, z = 0)
]
= 0
(II.5.27)
Φst + η +
1
2
Φs
2
x −
1
2
(1 + η2x)
[
M∑
m=1
M−m∑
k=0
ηk
k!
N∑
n=1
Φ(m)n (t)
∂k+1
∂zk+1
Ψn(x, z = 0)
]2
= −p
Ces e´quations sont les e´quations d’e´volution de Φs et η en termes d’amplitudes modales. Ici
encore, elles sont inte´gre´es au moyen d’un sche´ma de Runge-Kutta d’ordre quatre, a` pas constant.
Chapitre 6
Approche diphasique
Dans le chapitre pre´ce´dent, nous avons de´taille´ les me´thodes potentielles permettant de
de´crire les e´coulements a` surface libre qui nous inte´ressent. Nous pre´sentons ici une me´thode
diphasique, permettant de traiter la surface de l’eau comme une interface entre air et eau, et
non plus comme une simple surface libre. De plus, cette description abandonne l’hypothe`se
d’e´coulement irrotationnel. Cette approche permet donc la re´solution comple`te du proble`me,
incluant la simulation de la structure de l’e´coulement ae´rien, tout en re´duisant significativement
les hypothe`ses de base.
6.1 Equations ge´ne´rales du mouvement
Le proble`me qui nous inte´resse ici consiste a` suivre la position d’une interface entre deux
fluides non miscibles. Pour cela, il est ne´cessaire de re´soudre les e´quations du mouvement dans
les deux phases, de de´crire l’interface dans l’espace, et de caracte´riser son mouvement. La des-
cription du mouvement ne´cessite de re´aliser quelques hypothe`ses. Notamment, les deux fluides
sont suppose´s eˆtre newtoniens. Nous conside´rons qu’ils sont immiscibles, et incompressibles.
Nous ne´gligeons e´galement tous les transferts de chaleur. Sous ces hypothe`ses, le mouvement de
chacun des fluides est de´crit par les e´quations de Navier-Stokes, qui s’e´crivent
ρ
(
∂u
∂t
+ u ·∇u
)
= −∇p+∇ (2µD) + fv, (II.6.1)
ou` u de´signe la vitesse locale du fluide, p la pression locale, ρ et µ sont respectivement la
masse volumique et la viscosite´, fv de´signe une force volumique, dans notre proble`me la gravite´
(fv = ρg), et ou` D est le tenseur des taux de de´formation, de´fini par
D =
1
2
(∇u+∇uT ) . (II.6.2)
∇uT de´signe ici la transpose´e du tenseur ∇u. En ajoutant a` ces e´quations la condition d’in-
compressibilite´, qui s’e´crit
∇ · u = 0 (II.6.3)
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on obtient le syste`me d’e´quations permettant de de´crire les mouvements fluides, sous ces hy-
pothe`ses. Cependant, notre proble`me fait intervenir deux fluides. Pour les diffe´rencier, il est
ne´cessaire d’introduire une fonction caracte´ristique χ. En effet, cette fonction prend pour va-
leur 1 dans une fluide, et 0 dans l’autre. En l’absence de transfert de masse, cette fonction se
comporte comme un scalaire passif, et
∂χ
∂t
+ u ·∇χ = 0. (II.6.4)
La discontinuite´ de χ correspond a` la position de l’interface. Ainsi, on peut de´crire les mouve-
ments de l’interface graˆce a` une de´finition cine´matique de cette dernie`re. En effet, si l’on note
u1 et u2 les vitesses des fluides 1 et 2 respectivement, et si l’on de´signe par n et t les vecteurs
normaux et tangents de l’interface, on obtient
u1 · n = u2 · n, (II.6.5)
u1 · t = u2 · t. (II.6.6)
L’e´quation (II.6.5) exprime le fait que la composante normale de la vitesse de l’interface est
e´gale aux composantes normales des vitesses des fluides pre´sents de part et d’autre de l’inter-
face. L’e´quation (II.6.6), elle, exprime la condition de non glissement des fluides au niveau de
l’interface, puisque les composantes tangentielles des deux fluides pre´sents de chaque coˆte´ de
l’interface sont e´gales. De plus, il faut exprimer la continuite´ des contraintes fluides en traver-
sant l’interface. Il y a en effet continuite´ de la contrainte tangentielle. Si on ne´glige la tension
de surface, il y a e´galement continuite´ de la contrainte normale. On obtient ainsi la condition
dynamique
δ {pn+ 2µD · n}S = 0, (II.6.7)
ou` δ{}S de´signe la discontinuite´ d’une valeur en traversant l’interface. En e´crivant cette condition
en projection sur (n, t), on obtient alors
δ {p+ 2µn.D.n}S = 0, (II.6.8)
et δ {2µt.D.n}S = 0. (II.6.9)
L’e´quation (II.6.8) permet notamment de retrouver, dans un cas statique, la condition de conti-
nuite´ du champ de pression
p1 = p2 (II.6.10)
de part et d’autre de l’interface. En inte´grant l’e´quation (II.6.1), on constate que l’on retrouve
les e´quations (II.6.8) et (II.6.9). Ceci signifie que le proble`me a` l’interface est intrinse`quement
de´crit par le syste`me d’e´quations (II.6.1,II.6.3). En revanche, une me´thode de suivi d’interface
est ne´cessaire pour de´crire la condition cine´matique (II.6.5,II.6.6).
6.2 Me´thode de suivi d’interface
Comme nous l’avons de´ja` e´voque´, la re´solution de notre proble`me ne´cessite de de´crire la
ge´ome´trie de l’interface, et de caracte´riser son mouvement. La litte´rature fournit de nombreuses
me´thodes permettant de re´aliser cette description. Ces me´thodes sont tre`s diffe´rentes les unes
des autres, et le choix d’une de ces me´thodes doit eˆtre fait en fonction de la nature du proble`me.
La me´thode que nous avons choisie ici pre´sente l’inte´reˆt d’eˆtre une me´thode implicite. En effet,
l’interface n’est pas de´crite comme une surface qui traverse le maillage, mais elle est de´crite
au moyen d’une fonction de phase. Le suivi de l’e´volution de cette fonction de phase permet
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de de´crire l’e´volution de l’interface. Traditionnellement, les me´thodes de type Volume of Fluid
(VoF) utilisent un champ de fraction volumique C, de´fini dans la cellule (i, j) par
Ci,j =
1
hx.hz
∫ hx
0
∫ hz
0
χ(x, z)dxdz, (II.6.11)
ou` hx et hz de´signent les dimensions horizontales et verticales de la cellule (i, j). Cette fraction
volumique prend pour valeur 0 ou 1 dans toute cellule ne contenant que du fluide 1, ou que du
fluide 2. Dans les cellules traverse´es par l’interface, en revanche, cette fraction volumique prend
une valeur strictement comprise entre 0 et 1. A chaque pas de temps, la position de l’interface
n’est pas connue, et elle doit donc eˆtre reconstruite. Cette interface doit ensuite eˆtre advecte´e
par l’e´coulement. De nombreuses me´thodes permettant de re´aliser les e´tapes de reconstruction et
d’advection ont e´te´ de´veloppe´es depuis l’introduction des me´thodes de type VoF, dans les anne´es
70. Ces me´thodes sont pre´sente´es Figure (II.6.1). Ainsi, a` l’origine, la me´thode SLIC (Simple
Line Interface Calculation) a e´te´ introduite par Noh & Woodward (1976). Cette me´thode uti-
lisait des segments de droite aligne´s avec l’une des directions du maillage, comme l’illustre la
Figure (6.1(b)). Hirt & Nicholls (1981) ont par la suite de´veloppe´ une me´thode de reconstruction
d’interface en escaliers. Cette me´thode est illustre´e par la Figure (6.1(c)). Une autre me´thode
possible est la me´thode PLIC (Piecewise Linear Interface Calculation) ou CIAM (Calcul d’In-
terface Affine par Morceaux), en Franc¸ais. Cette me´thode, pre´sente´e en Figure (6.1(d)), re´alise
une estimation affine par morceaux de l’interface. Une me´thode plus re´cente, introduite par
Ashgriz & Poo (1991), est la me´thode FLAIR. Cette dernie`re reconstruit une interface affine
par morceaux, dont les segments sont connecte´s au niveau des faces des cellules. Cette me´thode
est pre´sente´e en Figure (6.1(e)). Elle pre´sente l’avantage d’obtenir des interfaces plus re´gulie`res,
mais elle impose une contrainte intrinse`quement incompatible avec la conservation de la masse.
Compte tenu du proble`me que nous conside´rons, et au regard de l’efficacite´ de ces diffe´rentes
me´thodes, nous avons de´cide´ d’utiliser ici la me´thode PLIC, ou CIAM, introduite par Li (1995),
et que nous pre´sentons ici.
Comme nous l’avons e´voque´, la premie`re e´tape de cette me´thode consiste a` reconstruire
l’interface. Pour cela, nous commenc¸ons par estimer son vecteur normal. Ainsi,
n =∇C. (II.6.12)
Par conse´quent, pour notre cas bidimensionnel, nous avons
ni+1/2,j+1/2 =

1
2hx
(Ci+1,j − Ci,j + Ci+1,j+1 − Ci,j+1)
1
2hz
(Ci,j+1 − Ci,j + Ci+1,j+1 − Ci+1,j)
 . (II.6.13)
On peut donc de´finir le vecteur normal de l’interface au centre de la cellule, en e´crivant que
ni,j =
1
4
(ni+1/2,j+1/2 + ni+1/2,j−1/2 + ni−1/2,j−1/2 + ni−1/2,j+1/2). (II.6.14)
Une fois ce vecteur connu, on connaˆıt l’ensemble des droites admettant ce vecteur pour normale.
En effet, les droites d’e´quations
n1x+ n2z = α, αR, (II.6.15)
sont toutes perpendiculaires au vecteur n = (n1, n2). Cependant, il existe une unique droite
appartenant a` cette famille, et de´limitant une aire A e´gale a` Ci,j dans la cellule conside´re´e. Le
parame`tre α correspondant a` cette droite de´fini donc le segment qui nous interesse, et nous
pouvons identifier α en inversant un syste`me du type
A = F(α, n1, n2, hx, hz). (II.6.16)
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(a) Interface a` reconstruire. Le champ de
fraction volumique correspondant est in-
dique´.
(b) Reconstruction avec une me´thode de
type SLIC.
(c) Reconstruction avec une me´thode en
escalier.
(d) Reconstruction avec une me´thode de
type PLIC.
(e) Reconstruction avec une me´thode de
type FLAIR.
Figure II.6.1 – Illustration des diffe´rents types de me´thodes de reconstruction d’interfaces.
Figure extraite de Gueyffier (2000).
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De pures conside´rations ge´ome´triques nous permettent d’e´crire, dans tous les cas, la valeur de
l’aire qui nous inte´resse :
A =
α2
2n1n2
[
1−H(α− hxn1)
(
α− hxn1
α
)2
−H(α− hzn2)
(
α− hzn2
α
)2]
(II.6.17)
ou` H(.) de´signe la fonction de Heaviside. On peut a` pre´sent proce´der a` l’e´tape d’advection de
l’interface. La me´thode introduite par Li (1995) s’appuie sur une advection lagrangienne a` pas
fractionnaires. En effet, a` chaque pas de temps, l’interface est advecte´e dans une direction, puis
dans l’autre. Inte´ressons nous ici au pas dans la direction x, ge´ne´ralisable a` l’autre direction de
l’espace. De´signons par u1 et u2 les composantes horizontales respectives de la vitesse du fluide
en x = 0 et en x = hx. On peut notamment supposer que la vitesse dans la cellule admet une
variation line´aire, c’est-a`-dire que
u(x) =
(
1− x
hx
)
u1 +
x
hx
u2. (II.6.18)
Ainsi, un point M(x, z) de l’interface aura pour coordonne´es, apre`s advection par ce champ de
vitesse,
x′ = x+ δt.u(x)
z′ = z, (II.6.19)
δt faisant naturellement re´fe´rence au pas de temps. L’image du plan reconstruit sera alors l’image
de l’e´quation (II.6.15) par la transformation (II.6.19). Par conse´quent, son e´quation sera
n′1x
′ + n′2z
′ = α′, (II.6.20)
ou` n′1, n′2 et α′ sont de´finis par
n′1 =
n1
1 + (u2 − u1)δt/hx (II.6.21)
n′2 = n2 (II.6.22)
α′ = α+
n1δtu1
1 + (u2 − u1)δt/hx (II.6.23)
Cette nouvelle e´quation e´tant connue, il devient possible d’estimer Φ−i,j et Φ
+
i,j , les flux alge´briques
de fraction volumique entrant dans la cellule (i, j) et provenant des cellules voisines (i− 1, j) et
(i+ 1, j). Si l’on de´signe par Φ0i,j la fraction volumique pre´sente au de´but du pas fractionnaire,
on obtient
Ci,j = Φ0i,j + Φ
−
i,j + Φ
+
i,j (II.6.24)
Il est a` noter que cette me´thode de´crit les changements de pente de l’interface, et prend ainsi
en compte les e´tirements et les compressions de l’interface.
6.3 Re´solution du proble`me
6.3.1 Me´thode de projection
Afin de re´soudre le proble`me conside´re´, il est ne´cessaire de discre´tiser les e´quations du mou-
vement (II.6.1,II.6.3). Pour cela, nous avons recours a` un maillage de type ”Marker And Cell”
(MAC). La ge´ome´trie de telles mailles est pre´sente´e Figure (II.6.2). Nous notons hx et hz les
longueurs horizontale et verticale de la maille. Le pas de temps est note´ δt. De plus, afin de
faciliter l’obtention d’un sche´ma discret conservatif, on peut re´e´crire l’e´quation (II.6.1) sous la
forme
ρ
∂u
∂t
= −ρu ·∇u−∇p+∇ (2µD) + ρg. (II.6.25)
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Figure II.6.2 – Ge´ome´trie d’une maille de type ”Marker And Cell” (MAC).
De`s lors, la re´solution de notre proble`me se divise en plusieurs e´tapes, permettant d’obtenir le
champ de vitesse u(n+1) du pas de temps (n+ 1), connaissant tous les champs au pas de temps
(n). Pour cela, on a recours a` une me´thode de projection, qui consiste a` obtenir un champ de
vitesse interme´diaire, note´ u∗, dans un premier temps, que l’on utilise par la suite pour re´soudre
la condition d’incompressibilite´. Ainsi,
ρ
∂u∗
∂t
= −ρu(n) ·∇u(n) +∇ ·
(
2µD(n)
)
+ ρg, (II.6.26)
ou u(n) de´signe le champ de vitesse au pas de temps (n). Cette e´quation e´tant valable dans tout
le domaine fluide, la masse volumique ρ et la viscosite´ µ sont des fonctions d’espace que l’on
obtient graˆce a` la fonction de phase χ. On a, en effet,
ρ = χρ1 + (1− χ)ρ2, (II.6.27)
µ = χµ1 + (1− χ)µ2. (II.6.28)
On utilise alors un sche´ma aux diffe´rences finies centre´ standard pour re´e´crire l’e´quation (II.6.26)
sous forme discre`te. Ainsi, en notant u = (u, v), et ρg = (fxv , f
z
v ) les composantes horizontale et
verticale de la vitesse, et des forces volumiques, cette e´quation devient, en projection
ρi+1/2,j
δt
(u∗i+1/2,j − u(n)i+1/2,j) + ρi+1/2,j(∇xuu)
(n)
i+1/2,j + ρi+1/2,j(∇zvu)
(n)
i+1/2,j =
(∇x(µDxx))(n)i+1/2,j + (∇y(µDxz))
(n)
i+1/2,j + f
x
vi+1/2,j
(II.6.29)
ρi,j+1/2
δt
(v∗i,j+1/2 − v(n)i,j+1/2) + ρi,j+1/2(∇xuv)
(n)
i,j+1/2 + ρi,j+1/2(∇zvv)
(n)
i,j+1/2 =
(∇x(µDzx))(n)i,j+1/2 + (∇y(µDzz))
(n)
i,j+1/2 + f
z
vi,j+1/2
(II.6.30)
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dans laquelle les diffe´rents ope´rateurs de diffe´rences finies sont de´finis par
∇xφi,j = 1
hx
(
φi+1/2,j − φi−1/2,j
)
(II.6.31)
∇zφi,j = 1
hz
(
φi,j+1/2 − φi,j−1/2
)
(II.6.32)
Dxx = ∆xu (II.6.33)
Dzz = ∆zv (II.6.34)
Dxz =
1
2
(∇xv +∇zu) (II.6.35)
Dzx =
1
2
(∇xv +∇zu) (II.6.36)
et ou` les quantite´s non de´finies sont obtenues par interpolation,
uui,j =
1
4
(ui+1/2,j + ui−1/2,j)2 (II.6.37)
uvi,j =
1
4
(ui+1/2,j + ui−1/2,j)(vi,j+1/2 + vi,j−1/2) (II.6.38)
vvi,j =
1
4
(vi,j+1/2 + vi,j−1/2)2. (II.6.39)
Les e´quations (II.6.29) et (II.6.30) nous permettent donc d’obtenir le champ de vitesse in-
terme´diaire u∗. Cependant, ce champ n’est que partiellement solution du syste`me, puisqu’il
n’est pas de divergence nulle.
6.3.2 Re´solution de l’e´quation de type Poisson
Connaissant le champ de vitesse interme´diaire u∗ obtenu dans la section pre´ce´dente, on
souhaite a` pre´sent obtenir le champ de vitesses u(n+1) au pas de temps (n+ 1). Ce dernier doit
ve´rifier la condition d’incompressibilite´ (II.6.3). Ainsi, le champ de vitesses u(n+1) de´fini par
un+1 = u∗ − δt
ρ
∇p (II.6.40)
sera de divergence nulle de`s que le champ de pression p sera solution du proble`me de type Poisson ∇ ·
(
1
ρ
∇p
)
=
1
δt
∇ · u∗ dans Ω
∇p · n = − ρ
δt
(
un+1 − u∗) · n = ρg · n sur ∂Ω (II.6.41)
ou` Ω est le domaine fluide, ∂Ω sa frontie`re, et n la normale a` cette frontie`re. En conservant les
notations (II.6.31) et (II.6.32) introduites dans la section pre´ce´dente, l’e´quation (II.6.41) devient,
sous forme discre`te,
hz
ρx,i+1/2,j
(∇xp)i+1/2,j −
hz
ρx,i−1/2,j
(∇xp)i−1/2,j +
hx
ρz,i,j+1/2
(∇zp)i,j+1/2 −
hx
ρz,i,j−1/2
(∇zp)i,j−1/2
=
hz
δt
(u∗i+1/2,j − u∗i−1/2,j) +
hx
δt
(v∗i+1/2,j − v∗i−1/2,j)
(II.6.42)
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Figure II.6.3 – A Gauche : Extrapolation d’une grille grossie`re () a` partir d’une grille fine
(•). A Droite : Algorithme de V-cycle repre´sente´ ici sur 5 niveaux de grilles.
ou` ρx,i,j et ρz,i,j sont de´finis par
ρx,i,j =
1
2
(
Ci−1/2,j + Ci+1/2,j
)
ρ1 +
(
1− 1
2
(
Ci−1/2,j + Ci+1/2,j
))
ρ2 (II.6.43)
ρz,i,j =
1
2
(
Ci,j−1/2 + Ci,j+1/2
)
ρ1 +
(
1− 1
2
(
Ci,j−1/2 + Ci,j+1/2
))
ρ2. (II.6.44)
Ainsi, l’e´quation (II.6.42) se rame`ne sur tout le domaine Ω a` un proble`me line´aire classique de
la forme
Ap = B. (II.6.45)
La re´solution de cette e´quation constitue la difficulte´ majeure de notre approche. En effet, il
s’agit d’un proble`me elliptique classique, dont l’inversion a e´te´ largement e´tudie´e. L’inversion
directe e´tant exclue pour des raisons de taille me´moire et de temps de calcul, de nombreuses
me´thodes ite´ratives ont e´te´ de´veloppe´es. Parmi elles on pourra citer les me´thodes de relaxation
de Gauss-Seidel, ou encore de Jacobi. Ces me´thodes pre´sentent l’avantage d’eˆtre tre`s simples a`
mettre en œuvre. Cependant, elles pre´sentent des lacunes en terme de convergence, et donc de
temps de calcul. En effet, si on repre´sente l’erreur de la me´thode, c’est-a`-dire de l’e´cart entre la
solution p et sa solution approche´e p˜, sur une base de Fourier, les taux de convergence ne sont
pas du tout les meˆmes selon la longueur d’onde conside´re´e. Ainsi, Briggs (1987) et Wesseling
(1992) ont observe´ que les me´thodes de relaxation convergent tre`s vite sur des composantes de
longueurs d’ondes proches de la taille de la maille, et beaucoup moins vite sur les composantes
de longueurs d’ondes tre`s grandes devant cette dimension. Les me´thodes multigrilles, que nous
avons choisi d’utiliser ici, ont e´te´ de´veloppe´es pour re´soudre ce proble`me. Ces me´thodes font en
effet appel a` une hie´rarchie de grilles de re´solutions diffe´rentes. Ainsi, la me´thode peut re´aliser
quelques ite´rations de relaxation sur des grilles de diffe´rentes tailles, permettant a` la me´thode de
converger tre`s rapidement sur un grand nombre de composantes de l’erreur. Les grilles grossie`res
permettent en effet de re´duire rapidement l’erreur re´gulie`re, tandis que les grilles fines permettent
de re´duire l’erreur oscillante tre`s efficacement.
En pratique, on peut conside´rer dans un maillage diffe´rents niveaux de grilles, note´s Ω1, Ω2,
. . ., ΩN , ou` la grille la plus fine est Ω1 et ou` N de´signe le nombre de grilles. Sur chaque grille,
les inconnues sont de´finies au centre des cellules, ce qui facilite le traitement des proble`mes a`
interfaces, comme l’indique Wesseling (1992). La Figure (II.6.3), a` gauche, indique comment la
grille Ωk est obtenue a` partir de la grille Ωk−1. Puisque les inconnues sont exprime´es au centre
des cellules, de nouveaux centres sont de´finis par interpolation sur la grille fine. Par conse´quent,
si la grille Ωk−1 contient Nx ×Ny cellules, la grille Ωk en contiendra Nx/2×Ny/2. Pour passer
d’une grille a` l’autre, nous pouvons de´finir des ope´rateurs de prolongation et de restriction. Ainsi,
les grandeurs connues sur la grille Ωk pourront eˆtre restreintes a` la grille Ωk+1 par interpolation
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graˆce a` l’ope´rateur
R : Ωk → Ωk+1
uk 7→ uk+1
avec uk+1i,j =
1
4
(
uk2i,2j + u
k
2i−1,2j + u
k
2i−1,2j−1 + u
k
2i,2j−1
) (II.6.46)
De la meˆme manie`re, un ope´rateur de prolongation simple s’e´crit
P : Ωk+1 → Ωk
uk+1 7→ uk
avec uk2i,2j = u
k+1
i,j
uk2i−1,2j = u
k+1
i,j
uk2i−1,2j−1 = u
k+1
i,j
uk2i,2j−1 = u
k+1
i,j
(II.6.47)
Ainsi, sur chaque grille, on peut de´finir le proble`me de Poisson
Akpk = Bk. (II.6.48)
Introduisons e´galement les quantite´s
ek = pk − p˜k, (II.6.49)
rk = Bk − Akp˜k, (II.6.50)
dans lesquelles pk de´signe la solution exacte du proble`me, et p˜k de´signe sa solution approche´e.
On constate que ek et rk sont e´galement solutions du proble`me de Poisson (II.6.48). Ainsi,
l’algorithme de V-cycle re´alise une convergence successive sur diffe´rentes longueurs d’ondes ca-
racte´ristiques de ces erreurs. Cet algorithme comporte diffe´rentes e´tapes, organise´es de la manie`re
suivante.
i). Cette me´thode e´tant ite´rative, il est ne´cessaire de connaˆıtre une valeur initiale de la pression
pour de´buter l’algorithme. La valeur naturellement choisie est la valeur de la pression au
pas de temps (n). Ainsi, le premier re´sidu est initialise´ a` la valeur r1 = B − Ap(n).
ii). Une phase de calcul de l’erreur est mise en oeuvre ite´rativement sur les diffe´rentes grilles,
de la grille la plus fine a` la grille la plus grossie`re :
– La valeur initiale de l’erreur ek est impose´e nulle. On re´alise de`s lors un petit nombre
d’ite´rations αk de la me´thode de relaxation sur l’e´quation Akek = rk, ce qui nous fournit
une premie`re approximation de ek.
– L’obtention de ek nous permet de calculer une valeur finale de re´sidu r
f
k = rk − Akek.
– Le re´sidu rfk ainsi obtenu est restreint a` la grille Ωk+1, graˆce a` l’ope´rateur de restriction
rk+1 = Rk+1k rfk et la de´marche est reprise sur cette grille.
iii). Lorsque la grille ΩN est atteinte, et que l’on connaˆıt la valeur de rN , on effectue αN
ite´rations de la me´thode de relaxation, et on obtient l’erreur eN sur cette grille.
iv). L’erreur obtenue sur les grilles les plus grossie`res, une phase de prolongation de cette erreur
sur les grilles les plus fines est mise en oeuvre.
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– Lorsque l’on connaˆıt la valeur de l’erreur sur la grille Ωk+1, on peut la prolonger sur
la grille Ωk graˆce a` l’ope´rateur de prolongation Pkk+1. On obtient ainsi une nouvelle
estimation de l’erreur corrige´e eck = ek + Pkk+1ek+1.
– On effectue alors un nombre restreint d’ite´rations βk de la me´thode de relaxation sur
l’e´quation Akek = rk, en prenant eck comme valeur initiale. On obtient ainsi une nouvelle
valeur de l’erreur ek sur la grille Ωk.
v). Une fois la grille la plus fine atteinte, l’erreur obtenue est ajoute´e a` la pression initiale
p = p(n) + e1. Un test est alors re´alise´ sur l’erreur. En effet, si ||e1||∞ ≥ ε, un V-cycle
est recommence´ depuis l’e´tape (ii). Sinon, la condition de convergence est ve´rifie´e, et la
me´thode est conside´re´e comme ayant converge´.
Cet algorithme est repre´sente´ sche´matiquement sur la Figure (II.6.3). On y pre´sente trois V-
cycles de l’algorithme de´fini sur cinq niveaux de grilles. La phase descendante correspond a` la
phase de restriction, permettant de capturer les grandes longueurs d’onde de l’erreur, tandis que
la phase montante correspond a` la phase de prolongation, permettant d’affiner la convergence
ainsi obtenue pour de plus petites longueurs d’onde. Dans notre code, la me´thode de relaxation
utilise´e est une me´thode classique de Gauss-Seidel.
Troisie`me partie
Interaction entre vent et vagues
sce´le´rates
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Chapitre 7
Vagues sce´le´rates ge´ne´re´es par
focalisation dispersive
Dans ce chapitre, nous nous inte´ressons au comportement de vagues sce´le´rates obtenues par
focalisation dispersive sous l’action de vent. En partant de l’observation expe´rimentale, une
approche mode`le est utilise´e pour expliquer le phe´nome`ne.
7.1 Touboul J., Giovanangeli J.-P., Kharif C., Pelinovsky E.,
Freak waves under the action of wind : experiments and si-
mulations, Eur. J. Mech. B/ Fluids, 25, p. 662–676, 2006
Une approche expe´rimentale de l’influence du vent sur les vagues sce´le´rates obtenues par
focalisation dispersive dans la souﬄerie de Luminy a` mis en e´vidence une de´rive du point de
focalisation, une le´ge`re amplification de ces vagues, ainsi qu’une augmentation significative de
leur dure´e de vie. Cette augmentation est directement lie´e a` une forte asyme´trie qui apparaˆıt
entre la phase de focalisation, et celle de de´focalisation au cours de l’e´volution du groupe de
vagues. En effet, l’une des caracte´ristiques inte´ressantes est la faible influence du vent observe´e
sur le cycle de focalisation-de´focalisation avant le point de focalisation. Cette remarque nous
incite, dans un premier temps, a` ne´gliger l’influence du courant induit par le vent, ainsi qu’a`
ne´gliger l’influence du me´canisme de Miles dans le forc¸age atmosphe´rique, qui est the´oriquement
actif en permanence, au cours de l’e´volution du groupe. Nous suspectons plutoˆt l’existence d’un
phe´nome`ne de transfert d’e´nergie du vent au vagues aussi bref que violent. Nous pensons a` un
me´canisme a` seuil, comme par exemple l’apparition de de´collement dans l’e´coulement ae´rien
lorsqu’un seuil en cambrure est franchi. Nous sugge´rons donc une approche mode`le de type
Jeffreys (voir le chapitre I.3), mais qui ne serait active qu’au dela` d’un seuil en pente locale
du groupe de vagues. Une se´rie de simulations nume´riques est alors conduite, fonde´e sur cette
hypothe`se. Nous utilisons la me´thode BIEM pour re´aliser une se´rie d’expe´riences nume´riques
similaire a` celle conduite dans la souﬄerie, en mode´lisant le vent graˆce au me´canisme de Jeffreys
modifie´. Un comportement comparable est alors observe´.
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Abstract
The freak wave formation due to the dispersive focusing mechanism is investigated experimentally without wind and in presence
of wind. An asymmetric behaviour between the focusing and defocusing stages is found when the wind is blowing over the
mechanically generated gravity wave group. This feature corresponds physically to the sustain of the freak wave mechanism on
longer periods of time. Furthermore, a weak amplification of the freak wave and a shift in the downstream direction of the point
where the waves merge are observed. The experimental results suggest that the Jeffreys’ sheltering mechanism could play a key
role in the coherence of the group of the freak wave. Hence, the Jeffreys’ sheltering theory is introduced in a fully nonlinear model.
The results of the numerical simulations confirm that the duration of the freak wave event increases with the wind velocity.
© 2006 Elsevier SAS. All rights reserved.
Keywords: Freak waves; Wind interaction; Jeffreys’ sheltering mechanism
1. Introduction
Freak, or rogue waves, refer to giant waves appearing suddenly on the sea surface (waves from nowhere). Since
they are unpredictable, they are responsible for an important number of marine disasters. Freak waves have been part
of the marine folklore for centuries. But confronted to the increasing number of data gathered by oil and shipping
industry, the oceanographers began to believe them. A large number of disasters connected to freak waves events have
been reported by Mallory, Lawton and others [1,2]. These events took place in a large number of basins, in deep or
shallow waters, with or without current.
Several mechanisms have been suggested to explain the formation of rogue waves in so various environments.
Among them one can mention the wave-current interaction [3], the geometrical focusing, the dispersive focusing
[4,5], the modulational instability or nonlinear focusing [6,7], the soliton collisions [8], etc. More details can be found
in a paper by Kharif and Pelinovsky [9].
A statistical approach of the phenomenon has shown that these events could occur really more often than predicted
by the linear theory, as it has been pointed out by an increasing number of oceanographers (see [10]). For long-crested
waves (narrow angular distribution), a strong correlation is observed between the density increase of large waves and
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the spectral change (strong increase of the kurtosis). For short-crested waves (broad angular distribution), the extended
Tayfun’s distribution approximates quite well the distribution of extreme waves (see Fig. 9 in [10]).
The direct influence of wind has never been taken into account to investigate its role on the dynamics of freak waves.
In order to fill in this gap, the paper reports on a series of experiments and numerical simulations designed to analyze
the influence of wind on freak waves. Experiments conducted in the Large Air-Sea Interaction Facility (LASIF) of
IRPHE, are first described. The results are presented and discussed. The analysis of the mechanism involved in the
interaction between wind and freak waves suggests that Jeffreys’ sheltering phenomenon could explain some features
observed during the experiments. Hence, the Jeffreys’ sheltering theory is introduced in a fully nonlinear model.
A series of numerical simulations is performed for different values of the wind velocity. Finally, experimental and
numerical results are qualitatively compared.
2. Experimental study
2.1. Set-up and experimental conditions
The experiments have been conducted in the large wind-wave tank of IRPHE at Marseille Luminy. Fig. 1 gives a
schematic presentation of the facility. It is constituted of a closed loop wind tunnel located over a water tank 40 m long,
1 m deep and 2.6 m wide. The wind tunnel over the water flow is 40 m long, 3.2 m wide and 1.6 m high. The blower
allows to produce wind speeds up to 14 m/s and a computer-controlled wave maker submerged under the upstream
beach can generate regular or random waves in a frequency range from 0.5 Hz to 2 Hz. Particular attention has
been taken to simulate pure logarithmic mean wind profile with constant shear layer over the water surface. A trolley
installed in the test section allows to locate probes at different fetches all along the facility. The water surface elevation
is determined by using three capacitive wave gauges of 0.3 mm outer diameter with DANTEC model 55E capacitance
measuring units. A wave gauge is located at a fixed fetch of 1 m from the upstream beach. The other wave gauges are
installed on the trolley in order to determine the water surface elevation at different fetches from the upstream beach.
The typical sensitivity of the wave probes is of order 0.6 V/cm.
Freak waves are generated by means of a spatio-temporal focusing mechanism. This mechanism is based upon
the dispersive behaviour of water waves. A linear approach of the problem would lead to consider sea surface as a
superposition of linear waves of frequencies ω(x, t). According to Whitham (see [11]), the spatio-temporal evolution
of the frequency of these components is governed by the following hyperbolic equation
∂ω
∂t
+ cgr(ω)∂ω
∂x
= 0 (1)
where cgr is the group velocity. This equation can be solved by using the method of characteristics. Its solution is
ω(x, t) = ω0(τ ), vg(τ ) = cgr
(
ω0(τ )
)
on t = τ + x/vg(τ ) (2)
where ω0 corresponds to the temporal frequency distribution of the wave train at x = 0. By differentiating the fre-
quency, one obtains
∂ω
∂t
= v
2
g dω0/dτ
v2g − x dvg/dτ
(3)
Fig. 1. A schematic representation of the large air-sea interactions facility.
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Fig. 2. Surface elevation (in cm) at fetch X = 1 m, for wind speeds U = 0 and 6 m/s.
and one can notice that the case dvg/dτ > 0, which corresponds to the case of short waves emitted before longer
waves, leads to a singularity. This singularity corresponds to the focusing of several waves at t = Tfth and x = Xfth .
For infinite depth, the frequency to impose to a wave maker located at x = 0 is given by
ω(0, t) = g
2
Tfth − t
Xfth
(4)
where Xfth and Tfth are the coordinates of the focusing point in the (x–t) plane
Tfth = T
fmax
fmax − fmin ,
Xfth =
gT
4π
1
fmax − fmin
(5)
and g is the acceleration due to gravity.
Experimentally, the values fmax = 1.3 Hz and fmin = 0.8 Hz correspond to the maximal and minimal frequencies of
the wave maker and T = 10 s is the duration of the wave generation. The surface elevation given by the probe located
at 1 m from the upstream beach is presented in Fig. 2. From these data we find that Tfth = 26 s and Xfth = 17 m while
the experimental values are Tfexp = 26 s and Xfexp = 20 m (see Fig. 3). Experimental data show a good agreement
with the linear theory. The slight difference observed between the theoretical and experimental values of Xf is mainly
due to the nonlinearity of the experimental wave train.
The focusing experiments are performed with and without wind. The same initial wave train is propagated freely
(without wind), and under the action of wind for several values of the wind velocity equal to U = 4 m/s, 5 m/s, 6 m/s,
8 m/s and 10 m/s. When the wind blows, the focusing wave train is generated once wind waves have developed. For
each value of the mean wind velocity U the water surface elevation is measured at 1 m fetch and at different fetches
between 3 m and 35 m. The wave maker is driven by an analog electronic signal, in order to produce this signal
linearly varying with time from 1.3 Hz to 0.8 Hz in 10 s, with an almost constant amplitude of the displacement. The
fetch is measured from the entrance of the wave-tank where the air flow meets the water surface i.e. at the end of the
upstream beach. The wave maker is totally submerged, in order to avoid perturbation of the air flow which could be
induced by its displacement.
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Fig. 3. Surface elevation (in cm) at several fetches (in m), for wind speed U = 0 m/s, as a function of time.
Table 1
The r.m.s. elevation for different values of the wind ve-
locity at fetch 1 m
Wind velocity (m/s)
√
〈η2〉 (cm)
0 1.88
4 1.88
5 1.87
6 1.88
8 1.87
10 1.88
To ensure the repeatability of the experimental conditions under the wind action, the water elevations at 1 m were
recorded with and without wind. Fig. 2 shows two time-series of this probe, recorded with no wind, and under a wind
speed U = 6 m/s. The probe record corresponding to a wind of 6 m/s is artificially increased by 10 cm, for more
clarity of the figure. We see that the two signals are very similar, since frequency properties, phases and duration
are maintained. Some weak differences in amplitude are locally observed. Table 1 shows the root mean square of the
elevation η(x, t) obtained at fetch 1 m for different wind speeds. It is clear from these data that no significant variations
are observed, and the experiment is considered to be repeatable in presence of wind. Results of these experiments are
presented in the following subsection.
2.2. Experimental results
Fig. 3 presents the time series of the water surface elevation η(x, t) at different fetches for U = 0 m/s. For sake of
clarity, as it has been done for Fig. 2, the probes records given here are recursively increased by 10 cm. As predicted
by the linear theory of the free deep-water waves (no wind), dispersion leads short waves to propagate slower than
long waves, and as a matter of fact, the waves focus at a precise distance leading to the occurrence of a large amplitude
freak wave. Downstream the point of focusing, the amplitude of the group decreases rapidly (defocusing).
Fig. 4 shows the same time series of η(x, t), at several values of the fetch x, and for a wind speed U = 6 m/s.
The wave groups mechanically generated by the wave maker are identical to those used in the case without wind (see
Fig. 2). Whatever, some differences appear in the time–space evolution of the focusing wave train.
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Fig. 4. Surface elevation (in cm) at several fetches (in m), for wind speed U = 6 m/s, as a function of time.
Fig. 5. Evolution of the amplification factor A(x,U) as a function of the distance (in m), for several values of the wind speed.
For each value of the wind velocity, the amplification factor A(x,U) of the group between fetches x and 1 m can
be defined as
A(x,U) = Hmax(x,U)
Href
(6)
where Hmax(x,U) is the maximal height between two consecutive crest and through in the transient group. The height,
Href, of the quasi uniform wave train generated at the entrance of the tank is measured at 1 m. The mean height crest
to through is Href = 6.13 cm.
Fig. 5 gives this amplification factor as a function of the distance from the upstream beach for various values
of the wind velocity, equal to 0 m/s, 4 m/s and 6 m/s. This figure shows that the effect of the wind is twofold:
(i) it increases weakly the amplification factor, and (ii) it shifts downstream the focusing point (caustic). Moreover,
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contrary to the case without wind, an asymmetry appears between focusing and defocusing stages. The slope of the
curves corresponding to defocusing changes. One can observe that the freak wave criterium (A > 2) is satisfied for
a longer period of time. The effect of the wind on the freak wave is to shift the focusing point downstream, and to
increase slightly its amplitude. It is also interesting to emphasize that the freak wave criterium is satisfied for a longer
distance, while the wind velocity increases.
To better understand the time–space evolution of the wave group with and without wind, the time series are ana-
lyzed by means of a wavelet analysis. Fig. 6 displays the wavelet analysis at several fetches, without wind. It shows
the time-frequency evolution of the wave group as it propagates downstream the wave tank. At small fetches, the
waves of high frequencies are in front of the group and the waves of lower frequencies at its back. As it propagates
downstream, a focusing and defocusing process is observed. Downstream the focusing point, the waves of low fre-
quencies are in front of the group, and the high frequencies at its back. In Fig. 7 is shown the wavelet analysis of probe
records at the same fetches, for a wind speed of 6 m/s. Contrary to the case without wind, the focusing point seems to
be shifted downstream the wave tank, confirming what we observe in Fig. 5. The freak wave mechanism is sustained
longer. We note that the coherence of the group is maintained longer. This could explain the asymmetry observed in
the amplification curves.
We observe in Figs. 4 and 7, that the background wind waves are suppressed by the freak wave. The phenomenon
of high frequency waves suppressed by strongly nonlinear low frequency waves has been investigated by Balk [12].
He showed that the effect of the long wave is to transport the short wave action to high wave numbers, where high
dissipation occurs.
To summarize the main experimental results we can claim that the effect of wind on the freak wave mechanism is
to shift the focusing point downstream, to increase its amplitude and lifetime due to an asymmetry of the amplification
curve. Figs. 6 and 7 demonstrate that the effect of the wind is to transform the short group containing the freak wave
into a long-lived short group. The effect of the wind is to delay the defocusing stage.
3. Wind action modeling
As it has been mentioned in the description of the experimental setup, the focusing wave group is generated only
once the wind is established in the wind tunnel. This means that the waves generated mechanically propagate on a
current induced by the wind near the water surface. In a recent approach, Giovanangeli et al. [13] suggested that the
presence of this current could explain the shift of the focusing point downstream. The comparison with a linear theory
based on the parabolic equation for the evolution of the amplitude, showed that indeed the shift was due to the action
of the current. A good agreement between experimental and theoretical amplification was obtained. Unfortunately,
the linear theory was unable to explain the asymmetry of the amplification curve observed during the experiments.
Since the asymmetry observed experimentally in the amplification curve cannot be explained by the effect of the
current induced by the wind one should find an explanation in the direct action of the wind on the freak wave. To model
this interaction, two mechanisms can be considered: the Miles’ mechanism, and the Jeffreys’ sheltering mechanism.
The Miles’ mechanism is a quasi laminar model of the transfer of energy to a surface wave from a turbulent shear
flow [14]. The Jeffreys’ sheltering mechanism assumes that this transfer is due to the air flow separation occurring
over very steep waves [15,16].
To see what is the dominant phenomenon prevailing in our experiments, one can calculate the characteristic time
scale of each mechanism. According to the Jeffrey’s theory the energy flux for a monochromatic wave is given by
∂E
∂t
= 1
2
Sρa(U − cϕ)2a2k2cϕ (7)
where S is the Jeffreys’ sheltering coefficient, ρa is the atmospheric density, U is the mean wind velocity, cϕ is the
wave phase velocity, a and k are the amplitude and wavenumber of the wave respectively, E = ρwga2/2 is the mean
wave energy (ρw is the water density).
The normalized growth rate is given by
1
E
∂E
∂t
= S ρa
ρw
(U − cϕ)2
c2ϕ
ω = ΓJeffreys (8)
where the wave frequency is ω = √gk.
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Fig. 6. Wavelet analysis of probe records for fetches x = 15, 20, 25 and 30 m for a wind speed value of U = 0 m/s.
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Fig. 7. Wavelet analysis of probe records for fetches x = 15, 20, 25, and 30 m, for a wind speed value of U = 6 m/s.
670 J. Touboul et al. / European Journal of Mechanics B/Fluids 25 (2006) 662–676
Fig. 8. Air flow separation observed by PIV over a breaking wave (Reul et al., [17]).
Based upon the same idea, the normalized growth rate relative to the Miles’ mechanism is written as follows
1
E
∂E
∂t
= ρa
ρw
β
κ2
U2∗
c2ϕ
ω = ΓMiles (9)
where κ is von Karman’s constant, β is the energy-transfer parameter of Miles and U∗ is the friction velocity.
The ratio of the two characteristic time scales is given by
ΓJeffreys
ΓMiles
= S κ
2
β
(U − cϕ)2
U2∗
. (10)
The sheltering coefficient, S = 0.5, was calculated from experimental data. The friction velocity is U∗ = U√Cd
where the measured drag coefficient is Cd = 0.004. The energy transfer parameter β is a function of the wave age
obtained from Fig. 1 of [14]. For U varying from 4 m/s to 8 m/s, and by assuming that the freak wave generated
experimentally presents a peak at 1 Hz, it is found that the Miles’ characteristic time scale is roughly three times the
Jeffreys’ characteristic time scale. Furthermore, Fig. 5 shows that the amplification factor does not depend on the wind
velocity during the focusing stage up to the freak wave occurrence. The asymmetry which develops rapidly is due to a
fast phenomenon such as flow separation occurring on the leeward side of wave crests. The picture presented in Fig. 8
was provided by Reul et al. [17] who performed PIV measurements of the air flow over a breaking wave. They showed
that above the leeward face of a nearly breaking wave, i.e. a high steepness wave, a well organized vortex appears due
to an air flow separation process. Moreover Banner [18] demonstrated that air flow separation is responsible for large
increments in the form drag. These remarks lead us to consider that Jeffreys’ mechanism is more relevant than the
Miles’ mechanism to describe the air sea interaction process observed in the present experiments.
Under the assumption of the air flow separation, Jeffreys suggested that the air flow pressure at the interface,
z = η(x, t), is related to the local wave slope, according to the following expression
p = ρaS(U − cϕ)2 ∂η
∂x
. (11)
He considered that the out of phase pressure-surface elevation variations could lead to wave growth. We use this
approach and apply the Jeffreys’ mechanism when the wave steepness is larger than a given threshold. Hence, we
introduce a critical value of the local slope ηxc , above which an energy transfer from the wind to the waves occurs.
The corresponding pressure distribution at the surface given by Eq. (11) is shown in Fig. 9. For each wave, the maximal
local slope is computed, and the pressure distribution on the surface of the wave is given by{
p(x) = 0 if ηxmax < ηxc ,
p(x) = ρaS(U − cϕ)2 ∂η∂x (x) if ηxmax > ηxc .
(12)
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Fig. 9. Pressure distribution (dotted line, given in 10−1 Hpa) on the interface (solid line, given in m) in the model.
This critical value ηxc is arbitrarily chosen as a parameter, varying from 0.44 to 0.57. These values correspond to
angles close to 30 degrees. One can note that this value corresponds to the maximal local slope reached by a Stokes
wave. The Stokes’ corner presenting exactly this value. In this way the Jeffreys’ sheltering mechanism works when
the critical steepness of the surface is locally reached. The transfer of energy from the wind to the water waves stops
as soon as the maximal local steepness becomes lower than ηxc .
4. Numerical study
4.1. Mathematical formulation and numerical modeling
4.1.1. Mathematical formulation
The problem is solved by assuming the fluid to be inviscid, incompressible, and the motion irrotational. Hence, the
velocity field is given by u = ∇φ where the velocity potential φ(x, z, t) satisfies the Laplace’s equation
φ = 0. (13)
Eq. (13) is solved within a domain bounded by the fluid interface and solid boundaries of the numerical wave tank.
The boundary conditions are defined below.
The impermeability condition writes
∇φ · n = V · n on ∂B (14)
where ∂B is the solid boundaries, V is the velocity of these solid boundaries, set equal to zero on the walls of the
wave tank, and equal to the velocity of the paddle at any point of the wave maker and n is the unit normal vector to
the boundaries.
A Lagrangian description of the free surface is used
Dx
Dt
= ∂φ
∂x
,
Dz
Dt
= ∂φ
∂z
(15)
where D
Dt
= ∂
∂t
+ ∇φ · ∇ .
The dynamic free surface condition states that the pressure at the surface is equal to the atmospheric pressure:
Dφ
Dt
= 1
2
∇φ2 − gz − p, (16)
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where p(x, t) is given by Eq. (11). Thus the problem to be solved is⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
φ = 0 in the fluid domain,
∂φ
∂n
= V · n on the solid boundaries,
Dφ
Dt
= ∇φ
2
2
− gz − p,
Dx
Dt
= ∂φ
∂x
on the free surface,
Dz
Dt
= ∂φ
∂z
.
(17)
4.1.2. Numerical modeling
The equations are solved using a boundary integral equation method (BIEM) and a mixed Euler Lagrange (MEL)
time marching scheme. The Green’s second identity is used to solve Laplace’s equation∫
∂
φ(P )
∂G
∂n
(P,Q)dl −
∫
∂
∂φ
∂n
(P )G(P,Q)dl = c(Q)φ(Q) (18)
for the velocity potential. Here ∂ = ∂F ∪ ∂B , where ∂F is the free surface boundary, and ∂B is the body
boundary. Thus, ∂ is the fluid domain boundary. G is the free space Green’s function. The unit normal vector n
points outside the fluid domain. The angle c(Q) is defined as
c(Q) =
⎧⎨
⎩
0 if Q is outside the fluid domain,
α if Q is on the boundary,
−2π if Q is inside the fluid domain
(19)
where α is the inner angle relative to the fluid domain at point Q along the boundary. Eq. (18) can be rewritten as
follows
αφ −
∫
∂F
φ(P )
∂G
∂n
(P,Q)dl +
∫
∂B
∂φ
∂n
(P )G(P,Q)dl =
∫
∂B
φ(P )
∂G
∂n
(P,Q)dl −
∫
∂F
∂φ
∂n
(P )G(P,Q)dl
for Q ∈ ∂F , and∫
∂F
φ(P )
∂G
∂n
(P,Q)dl +
∫
∂B
∂φ
∂n
(P )G(P,Q)dl = αφ +
∫
∂B
φ(P )
∂G
∂n
(P,Q)dl −
∫
∂F
∂φ
∂n
(P )G(P,Q)dl
for Q ∈ ∂B .
The unknowns are ∂φ
∂n
on ∂F and φ on ∂B in the integrands of the right-hand side of the above equations. These
equations satisfied at a discrete set of N nodes on the boundaries, are transformed into a linear system of algebraic
equations for a finite number of unknowns (see [19,20]).
4.2. Tests of convergence
In order to check the convergence of the numerical scheme we have performed a series of numerical simulations
for different values of the number of meshes N . A modulated motion is imposed to the wave maker generating a
focusing modulated wave train. An absorbing beach located at the end of the wave tank dissipates the incident wave
energy. For more details about the principle of the experiment see Section 4.4.1. To avoid numerical instability the
grid spacing x and time increment t have been chosen to satisfy the following Courant relation derived from the
linearized surface conditions
t2 6 8x
πg
. (20)
Table 2 displays the values of the maximum of elevation at the focusing fetch for increasing values of the number of
meshes. For N = 2000 the accuracy of the computations is less than 10−3.
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Table 2
Maximum elevation of the surface as a function of N ,
the number of meshes
N ηmax
500 0.076409205
750 0.092047992
1000 0.098460514
1250 0.101706569
1500 0.103529434
1750 0.104587033
2000 0.105057848
4.3. Verification of the method
Following Dommermuth et al. [21] who conducted numerical simulations and experiments of focusing gravity
waves in infinite depth, we reproduced numerically their experimental setup by adopting similar numerical parameters.
4.3.1. Principle of the simulations
The spatio-temporal focusing mechanism is simulated in a 25 m long wave tank, 0.7 m wide, and 0.6 m deep. The
piston wave maker is moving periodically with the velocity
U(t) =
72∑
n=1
Un cos(ωnt − θn), (21)
where the coefficients Un, ωn and θn are the parameters of the initial value signal. These parameters can be found
in [21]. This corresponds to the spatio-temporal focusing mechanism. Short waves are emitted first, followed by
longer waves. All waves meet at a point of the wave tank. Using these data, we have reproduced the same numerical
conditions.
For these simulations, Dommermuth et al. used 250 meshes on the free surface. A dynamic regridding was per-
formed every five time steps. They used a dynamic time step to perform the time integration, almost constant and close
to 0.05 s before the occurrence of breaking. When breaking occurred, a mesh refinement was iteratively performed,
and then the time step decreased.
To compare with their results, the time step t is fixed equal to 0.05 s, and reduced when approaching breaking.
we use 250 meshes on the free surface before breaking, and mesh refinement is applied iteratively.
4.3.2. Numerical results
Comparison between our numerical simulations and the results obtained by Dommermuth et al. before breaking
stage is presented in Fig. 10.
These curves show the time records of probes located along the tank, at fetches equal to (a): 3.17 m, (b): 5.00 m,
(c): 6.67 m, (d): 9.17 m, and (e): 10.83 m. The origin of the tank corresponds to the wave maker position at rest.
Fig. 10 displays the focusing of several waves into an extreme wave. One can notice that the agreement is quite good,
but some differences appear when the wave group focuses, and begins to break.
4.4. Effect of the wind: numerical simulations
4.4.1. Principle of the experiment
A 2D numerical wave tank simulating the Large Air-Sea Interaction Facility has been considered. The tank has
a length of 40 m, and a depth of 1 m. A focusing wave train is generated by a piston wave maker, leading to the
formation of a rogue wave followed by a defocusing stage. The free surface, and the solid walls (downstream wall,
bottom and wave maker) are discretized by 1300, and 700 meshes respectively, uniformly distributed.
The time integration is performed by using a RK4 scheme, with a constant time step of 0.01 s. The focusing process
is studied successively with and without wind.
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Fig. 10. Numerical results of the spatio-temporal focusing: elevation as a function of time for fetches (a): 3.17 m, (b): 5.00 m, (c): 6.67 m,
(d): 9.17 m, and (e): 10.83 m. Dotted line: present results. Solid line: from Dommermuth et al.
4.4.2. Numerical results
The numerical simulations have been run for several values of the critical wave slope ηxc , and wind velocity.
Fig. 11 shows the spatial evolution of the amplification factor computed numerically by using Eq. (6). These curves
plotted for three values of the wind velocity, U = 0 m/s, 4 m/s and 6 m/s present the same behavior than those in
Fig. 5 and emphasize again the asymmetry found in the experiments. Herein, the critical slope beyond which the wind
forcing is applied is ηxc = 0.5. One can notice that the effect of the wind is not sufficient to increase the amplification
of the freak wave. A very weak increase of the amplification factor is observed in presence of wind. The increase
of the amplification due to the wind is significantly larger in the experiments. This feature will be discussed later.
However, one can observe a significant asymmetry between the focusing and defocusing stages of the wave train. This
asymmetry results in an increase of the life time of the freak wave event. Furthermore, a comparison between Fig. 11
and Fig. 5 shows that the numerical maxima of the amplification factor are larger than those obtained experimentally.
This can be due in part to spilling breaking events which were observed in the experiments, resulting in dissipation
of energy, and in saturation in the growth of the amplification factor. The comparison between experimental and
numerical results should remain qualitative since the initial conditions used in the experiments and simulations are
different. The fact that no downstream shifting of the focusing point is observed in the numerical simulations is due
to the absence of current in the model.
It is important to emphasize that the transfer of energy from the wind to the water waves depends mainly on two
parameters, which are the wind velocity, and its duration depending on the critical parameter ηxc . Fig. 12 shows the
duration of the transfer of energy as a function of the critical parameter ηxc for several values of the wind velocity.
The curve U = 0 m/s which corresponds to no wind shows the time during which the group presents a local slope
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Fig. 11. Evolution of the numerical amplification factor A(x,U)
as a function of fetch (in m) and for wind speeds U = 0, 4 and
6 m/s. The critical slope is ηxc = 0.5.
Fig. 12. Duration of energy transfer from wind as a function of
the critical slope ηxc .
larger than a critical value. One can notice that the critical wave slope ηxc = 0.57 corresponds to a value that is never
exceeded during the simulation without wind, meaning that no forcing can exist, whatever the wind velocity is. Curves
relative to wind velocity values of U = 4 m/s and 6 m/s correspond to the time during which a transfer of energy is
imposed. The duration of transfer of energy increases wind velocity, nevertheless it is seen from the latter curve that
it stops due to the occurrence of breaking.
The wind velocity and threshold critical wave slope have a strong influence on the duration of the transfer of energy
from the wind to the waves. For a given critical wave slope, this time increases significantly as the wind velocity
increases. Owing to the large difference existing between air and water densities, the time of forcing corresponding to
the wind input is not long enough to amplify significantly the height of the freak wave event. The main effect of the
sheltering mechanism is to sustain the coherence of the short group involving the freak wave.
5. Conclusions
The direct effect of the wind on a freak wave event generated by means of a dispersive spatio-temporal mechanism
has been investigated experimentally and numerically.
The experiments have shown that, in presence of wind, the focusing point is shifted downstream, which is due to
the action of the current induced by the wind (see Giovanangeli et al. [13]). A weak increase of the freak wave height,
and an asymmetry in the amplification curve occurs in presence of wind. This asymmetry results in an enhancement
of the life time of the freak wave event.
The mechanism suggested to explain the energy transfer needed to sustain the envelope of the group involving the
freak wave event is the Jeffreys’ sheltering mechanism. This phenomenon is due to the air flow separation process
occurring over very steep waves (see [15–17]). Following Jeffreys we expressed the normal wind tension at the sea
surface as a sum of two terms, one being a constant reference to atmospheric pressure and the other to the wind
pressure. The numerical results presented here have demonstrated that this mechanism may explain the sustain of the
freak wave event.
Both experimental and numerical results are in qualitative good agreement even if some quantitative differences
have been observed for the height of the freak wave and the point of focusing. The experiments have been performed
under strong wind, and with high values of initial steepness of the wave group, generating some spilling breakers.
Hence, it has not been possible to reproduce exactly these experiments numerically. This can explain the deviations
noticed previously. In order to provide quantitative comparisons, the next step should be to perform some new experi-
676 J. Touboul et al. / European Journal of Mechanics B/Fluids 25 (2006) 662–676
ments, using an initial wave train of smaller amplitude, to avoid breaking of the freak wave. Thus, it would be possible
to reproduce these experiments numerically, and to obtain some quantitative comparisons.
Acknowledgements
The authors thank the referees for their useful comments and IRPHE for the computations assistance. The authors
would also like to thank B. Zucchini and A. Laurence for their helpful technical assistance during the experiments.
References
[1] G. Lawton, Monsters of the deep (the perfect wave), New Scientist 170 (2297) (2001) 28–32.
[2] J.K. Mallory, Abnormal waves on the South-East Africa, Int. Hydrog. Rev. 51 (1974) 89–129.
[3] I.V. Lavrenov, The wave energy concentration at the Agulhas current of South Africa, Natural Hazards 17 (1998) (1974) 117–127.
[4] E. Pelinovsky, T. Talipova, C. Kharif, Nonlinear-dispersive mechanism of the freak wave formation in shallow water, Physica D 147 (2000)
83–94.
[5] A. Slunyaev, C. Kharif, E. Pelinovsky, T. Talipova, Nonlinear wave focusing on water of finite depth, Physica D 173 (2002) 77–97.
[6] K. Trulsen, K.B. Dysthe, Freak waves – A three-dimensional wave simulation, in: Proc. 21st Symp. on Naval Hydrodynamics, National
Academy Press, 1997, pp. 550–560.
[7] A.R. Osborne, M. Onorato, M. Serio, The nonlinear dynamics of rogue waves and holes in deep water gravity wave train, Phys. Lett. A 275
(2000) 386–393.
[8] D. Clamond, J. Grue, Interaction between envelop solitons as a model for freak wave formation, C. R. Mecanique 330 (2002) 575–580.
[9] C. Kharif, E. Pelinovsky, Physical mechanisms of the rogue wave phenomenon, Eur. J. Mech. B Fluids 22 (2003) 603–634.
[10] H. Socquet-Juglard, K. Dysthe, K. Trulsen, H. Krogstad, Probability distributions of surface gravity waves during spectral changes, J. Fluid
Mech. 542 (2005) 195–216.
[11] G.B. Whitham, Linear and Non Linear Waves, Willey & Sons, New York, 1974.
[12] A.M. Balk, The suppression of short waves by a train of long waves, J. Fluid Mech. 315 (1996) 139–150.
[13] J.P. Giovanangeli, C. Kharif, E. Pelinovsky, Experimental study of the wind effect on the focusing of transient wave group, in: Rogue Waves
Proceedings, Rogue Waves (Brest, 2004).
[14] J. Miles, Surface wave generation: a viscoelastic model, J. Fluid Mech. 322 (1996) 131–145.
[15] H. Jeffreys, On the formation of water waves by wind, Proc. Roy. Soc. London Ser. A 107 (1925) 189–206.
[16] H. Jeffreys, On the formation of water waves by wind, Proc. Roy. Soc. London Ser. A 110 (1926) 241–247.
[17] N. Reul, H. Branger, J.P. Giovanangeli, Air flow separation over unsteady breaking waves, Phys. Fluids 11 (1999) 1959–1961.
[18] M.L. Banner, The influence of wave breaking on the surface pressure distribution in wind-wave interactions, J. Fluid Mech. 211 (1990)
463–495.
[19] M. Greco, A two-dimensional study of green water loading, PhD thesis, Dept. Marine Hydrodynamics, NTNU, Norway, 2001.
[20] T. Vinje, P. Brevig, Breaking waves on finite depth: a numerical study, Ship Res. Inst. Norway, R-118-81, 1981.
[21] D. Dommermuth, D. Yue, W. Lin, R. Rapp, E. Chan, W. Melville, Deep-water plunging breakers: a comparison between potential theory and
experiments, J. Fluid Mech. 189 (1988) 423–442.
7.2 Touboul J., Peliniovsky E., Kharif C., Nonlinear Focusing Wave groups on current, J.
Kor. Soc. Coast. and Oce. Eng., 19(3), p. 222–227, 2007 79
7.2 Touboul J., Peliniovsky E., Kharif C., Nonlinear Focusing
Wave groups on current, J. Kor. Soc. Coast. and Oce. Eng.,
19(3), p. 222–227, 2007
L’un des effets les plus naturels du vent sur une surface libre est d’engendrer un courant de
de´rive. Dans la section pre´ce´dente, nous avons ne´glige´ cet effet, en conside´rant que le courant
de de´rive, se propageant dans le sens de propagation des vagues, avait un effet ne´gligeable sur
l’asyme´trie du processus de focalisation-de´focalisation. Dans cette section, nous introduisons un
courant uniforme sur toute la couche de fluide dans la me´thode BIEM. Ce choix est criticable,
dans la mesure ou` le courant induit par le vent a` la surface est un courant cisaille´. Il nous est
cependant impose´ par la condition de conservation de la masse, qui nous impose d’avoir un
champ de vitesse de divergence nulle.
Nous introduisons d’autre part un mode`le line´aire, permettant de simuler l’e´volution de
vagues sce´le´rates. Une comparaison des deux mode`les tend a` montrer que si la non-line´arite´ joue
un roˆle dans le cas d’un courant oppose´ au sens de propagation du groupe de vagues, elle est en
revanche ne´gligeable dans le cas d’un courant coline´aire au sens de propagation des vagues. Ceci
permet donc de justifier que le comportement d’un groupe de vagues dans un courant coline´aire
au sens de propagation tend a` avoir un comportement line´aire, et qu’un courant n’augmente
donc pas l’amplitude maximale atteinte au cours du processus de focalisation-de´focalisation,
mais qu’il la diminue. Ce courant, de la meˆme manie`re, ne brise pas la syme´trie du processus de
focalisation-de´focalisation, bien qu’il augmente le´ge`rement la dure´e de vie de la vague sce´le´rate.
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Nonlinear Focusing Wave Group on Current
흐름의 영향을 받는 파랑 그룹의 비선형 집중
Julien Touboul*, Efim Pelinovsky** and Christian Kharif*
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Abstract : Formation of freak waves is studied in deep water from transient wave packets propagating on
current. Those waves are obtained by means of dispersive focusing. This process is investigated by solving both
linear and nonlinear equations. The role of nonlinearity is emphasized in this interaction. 
Keywords : dispersive focusing, wave-current interaction, kinematic model, nonlinear equations.
요 지 :심해에서 생성된 최극해파가 파랑과 상호작용하는 현상에 대한 연구를 수행하였다. 이러한 파랑은 분
산집중을 이용하여 산정하였다. 이러한 과정은 선형 및 비선형 방정식의 해를 구하여 얻을 수 있다. 상호작용에
서 비선형성의 역할을 강조하였다. 
핵심용어 :분산집중, 파랑-흐름 상호작용, 운동학적 모형, 비선형방정식
1. Introduction
Freak, rogue or giant waves are extreme events. They are
characterized by their unpredictability, which explains that
they are known as ”waves from nowhere”. As a matter of
fact, they are responsible for an important number of large
damages, caused to ships or offshore rigs. Over the last
twenty years, a large number of events has been reported,
and a lot of ship disappearances have been correlated to
rogue waves events. Up to now there is no definite consen-
sus about a unique definition of freak wave. The most pop-
ular definition is the amplitude criterion: the height of a
freak wave should exceed twice the significant height of
the background wave field. Several mechanisms have been
suggested to explain the formation of freak waves, such as
spatio-temporal focusing (Kharif et al., 2001; Johannessen
and Swan, 2003; Gibson and  Swan), nonlinear or modula-
tional instability (Benjamin-Feir instability) (Benjamin and
Feir, 1967; Dyachenko and Zakharov, 2005), envelope soli-
ton and breather interactions (Clamond and Grue, 2002).
Those mechanisms have been reviewed by Kharif and Peli-
novsky in (2003) and by Dysthe in (2001). 
Wave-current interaction contributes also in the freak
wave formation and historically, this mechanism was the rst
to explain the origin of freak waves (Peregrine, 1976; Smith,
1976). In fact, the vertical shear of the oceanic current is
important for short wind waves with length shorter than a
few meters (Craik, 1985; Thomas, 1981; Thomas, 1990;
Silva and Peregrine, 1988; Shrira and Sazonov, 2001), but
can be ignored for typical gravity waves. The horizontal
variability of the oceanic current is relatively high (for instance
in the vicinity of the Agulhas current off South Africa) and
leads to the strong spatial (geometrical) focusing of the
swell (Lavrenov, 1998; White and Fornberg, 1998). Mean-
while the current (even uniform) can influence the temporal
focusing of wind waves. Recently Wu and Yao (2004) stud-
ied the last problem experimentally. They observed a shift
of the focusing point, and by analyzing the shape of limit-
ing freak waves, and their spectral evolution, they con-
cluded that the nonlinearity of freak waves is affected by
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the presence of current. Indeed, the role of nonlinearity on
uniform wave trains propagating on currents has been
investigated numerically in by Ryu et al. (2003).
This work presents a series of numerical simulations of a
focusing wave train propagated with and without current in
infinite depth. The current is assumed to be constant in
space. The wave packet with linear frequency modulation
is generated at a fixed point. Herein we emphasize the
problem we are dealing with is a boundary value problem
(BVP) and not an initial value problem (IVP). In this partic-
ular case, the Galileo transformation is not used directly.
Firstly (section 2), we demonstrate the shifting of focal
points in the framework of kinematic approach. Then, the
fully nonlinear numerical method is briey introduced (sec-
tion 3). Numerical results of freak wave formation on the
current obtained in the framework of the fully nonlinear
model are presented and compared to results given by lin-
ear theory, including the kinematic model. A special interest is
taken to analyze the evolution of the spectral components
present in the focusing wave group. 
2. The Kinematic Model
Due to the dispersive behaviour of water waves, when
short waves propagate in front of longer waves, they will be
overtaken, and large amplitude wave can occur at a fixed
point. A linear approach of the problem would lead to con-
sider sea surface as a superposition of linear waves of fre-
quencies ω(x, t). Following Whitham (1974) and Brown
(2001), the spatio-temporal evolution of these components
is governed by the following hyperbolic equation
(1)
 
where c
g
 is the group velocity. The boundary value prob-
lem for this equation can be solved by using the method
of characteristics. Its solution is 
(2)
where ω
0
 corresponds to the temporal frequency distribu-
tion of the wave train at x = 0. By differentiating the fre-
quency, it comes 
(3)
and one can notice that the case dω
0
/dτ < 0, which corre-
sponds to the case of short waves emitted before longer waves,
leads to a singularity. This singularity corresponds to the
focusing of several waves at t = T
f
 and x = X
f
. For infinite
depth, the group velocity of each components is given by
c
g
(ω) = g/2ω . As a matter of fact, the frequency to
impose to a wave maker located at x = 0, and for 0 < t <
T is given by
(4)
where g is the acceleration due to gravity. This frequency
modulation, varying linearly from ω
min
 to ω
max
, provides
the optimal focusing of the linear wave packets in still
water and is very often applied in the laboratory condi-
tions. Components following this law will all merge at
the same place X
f
, and the same time T
f
, coordinates of
the focusing point in the (x - t) plane, given by 
(5)
In presence of current, equation (1) should be modified,
to take care of the Doppler effect. It rewrites 
(6)
where U is the current velocity. The solution, previously
given by (2), becomes 
(7)
By differentiating the frequency, it comes 
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One can notice that the dynamics of the wave group is
more complicated. The denominator is now a function of
time, and is equal to zero for several values of space and
time. The waves do not merge at the same place, at the
same time. The focusing point is theoretically spread to a
focusing area, extending from L
min
 to L
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, where 
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The kinematic model presented above has some limita-
tions. It demonstrates the shifting of the focusing point,
but cannot predict wave amplitudes which are formally
infinite at this point. To avoid this problem, a fully linear
approach is used based on the Fourier integral. It is based
on the linear dispersion relation in infinite depth, in pres-
ence of current, that reads 
(10)
where k(ω) is the wave number. This equation is solved
iteratively, by means of Newton’s method. Solutions
preserving the sign of (kx – ωt) are considered. By
introducing this dispersion relation into linear equa-
tions, it comes
(11)
that can be solved at any place and any time by knowing
η(0, t). 
3. Mathematical Formulation of the Fully Nonlinear 
Problem
The problem is solved numerically by assuming valid the
potential theory. Hence, φ, the velocity potential, satises the
Laplace’s equation ∆φ = 0. By introducing the decomposi-
tion
(12)
where Ux is the potential due to the presence of current,
and ϕ  can be understood as a perturbed potential, one
can notice that ϕ is also solution of the Laplace’s equa-
tion ∆ϕ = 0. Classical free surface conditions, respec-
tively kinematic and dynamic, reads 
(13)
The solution of the Laplace’s equation for j, with the
above boundary conditions can be obtained by using Green’s
second identity. A mixed Euler-Lagrange description of
the problem is adopted, meaning that a particular description
of the surface is used. More details can be found in
Brown (2006). This method has been checked by compari-
son with numerical simulations by Zhu and Zhang (1997), and
a good agreement has been found.
4. Results and Discussion
Numerical simulations presented here show the interac-
tion of the focusing wave packet and current. The focusing
wave group has a frequency varying from 1.3 to 0.7 Hz. It
is propagated numerically with, and without a current vary-
ing from U/c
g
 = -0.25 to U/c
g
 = + 0.25. If the mean steepness,
during simulations, is of order ε ~ 0.1, it can locally reach
0.35 for large wave events corresponding to an important
nonlinearity. 
Figure 1 presents the free surface obtained at each focus-
ing point by solving the nonlinear equations, without cur-
rent, and with current velocities of U/c
g
 = - 0.125 and U/c
g
= + 0.125. Here c
g
 is the mean group velocity of the frequency
modulated wave group. The focusing point is defined as the
location where maximum elevation is reached. Differences
appear between those profiles. The group propagated with
a co-current focuses further (and later) than the one propa-
gated freely, while its elevation is lower. On the other hand,
the group propagated in a counter-current focuses closer
(and faster), and its amplitude is larger than the amplitude
of the group propagated freely. Variation of freak wave
amplitude is of order 10%. The evolution of the focusing
ω kU–( )
2
gk=
η x t,( )
1
2π
-----  η 0 τ,( )exp iωτ( ) τd
∞–
+∞
∫
i kx ωt–( )[ ]dωexp=
φ x z t, ,( ) Ux φ x z t, ,( )+=
∂η
∂ t
------
∂ϕ
∂z
------
∂ϕ
∂x
------
∂η
∂x
------– U
∂η
∂x
------–=
∂ϕ
∂x
------
∇ϕ( )
2
2
-------------
U
∂ϕ
∂x
------– gη–=
Fig. 1. Free surface elevation at each focusing time for a group
propagated freely (solid line) with counter-current of
velocity U/c
g
= -0.125 (dashed line), and with co-cur-
rent of velocity U/c
g
= +0.125 (dotted line).
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point corresponds to linear prediction. Indeed, one can notice
from equation (9) that linear theory predicts an area spread-
ing closer than X
f
 for counter-stream, and further for co-
stream. On the other hand, results concerning wave ampli-
tudes are surprising. Actually, linear theory predicts a spread-
ing of the focusing area in both counter and co-stream,
which should result in a decay of the wave amplitude in
both cases. Quantitative comparisons can be obtained with
linear approach presented above. 
Figure 2 presents the location of the focusing point
obtained from both linear and nonlinear methods, plotted as
a function of current velocity. Theoretical values obtained
from the kinematic model also appear. One can notice a
very good agreement between linear and nonlinear meth-
ods. Focusing appears in an area spreading from L
max
 to
L
min
, as predicted by the kinematic model. Very weak dif-
ferences can be observed between linear and nonlinear
methods, especially in strong countercurrents, where the
waves become steeper. This shows that from a kinematic
point of view, the linear representation of the problem is a
relevant approach. 
Figure 3 shows the maximum elevation reached at the
focusing point as a function of the current velocity, for both
linear and nonlinear models. Differences are more impor-
tant here. For the linear model, the maximum is reached
without any current. This can be understood by considering
that the focal point turns into a focusing area in both cases
of counter and co-current. The energy is spread, and the
resulting wave is lower. The influence of current, through
Doppler effect, leads to non-optimal focusing, as it was
shown in the framework of the kinematic model. Disper-
sion parameter, d
2
k/dω
2
 
increases for counter-current more
than for co-current, which results in a decay of the focal
amplitude for counter-current. For the nonlinear case, the
observation is different. If the behavior in co-currents is
very similar to the behavior presented by the kinematic
model, the evolution in counter-currents is different. These
differences have a pronounced maximum in a counter-cur-
rent of U/c
g
 = - 0.125. The amplification of the wave ampli-
tude on counter-current is due to two effects. Firstly, wave
dispersion (deviation from optimal focusing) is decreased
in counter-currents when nonlinearity is taken into account,
as it is emphasized later. This mechanism tends to keep
coherence of components, and maintain focusing on counter-
currents. Secondly, the role of the modulational (Benjamin-
Feir) instability increases while the wave steepness is
enlarged in counter-currents. Thus, the nonlinear parameter
ak is increased, and the growth rate of modulational insta-
bility is also increased. This mechanism also tends to increase
wave amplitude on focusing point. Development of this
mdoulational instability in frequency modulated wave groups
propagated has been observed in by Brown and Jensen
(2001). One can notice that this phenomenon should disap-
pear for two dimensional waves propagating in finite depth,
Fig. 2. Numerical focusing point as a function of the current
velocity, for both linear (circles) and nonlinear models
(triangles), plotted together with the theoretical extreme
values of the focusing area L
min
 and L
max
 from the kine-
matic model.
Fig. 3. Amplitude at the focal point as a function of the current
velocity, for both linear (circles) and nonlinear models
(triangles).
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since modulational instability is not relevant in this case. 
The time frequency representation of the focused wave
group, obtained by means of wavelet analysis, is presented
on Figure 4 for freak waves obtained on several current
velocities U/c
g
. A perfect focusing should be represented as
a vertical straight line. Results obtained with the linear
model are plotted together with results of the fully nonlin-
ear simulations. As expected, the agreement is excellent for
a freak wave obtained on a co-stream (c). It emphasizes the
linear behavior of the waves during the focusing process in
a co-stream. It can be understood by the low steepness of
waves involved in the process. In both linear and nonlinear
simulations, the focusing obtained is not perfect, illustrat-
ing the spread area of focusing. Weak differences appear
for the case without current. Those differences concern high
frequencies, corresponding to the most nonlinear waves.
Components are almost perfectly focused in the (t - f )
plane, explaining the high amplitude reached for that cur-
rent velocity. As mentioned earlier, the differences between
nonlinear and linear simulations are larger in the case of
U/c
g
= -0.125. Figure 4 confirms that high frequencies propa-
gate faster in the nonlinear simulation, as predicted by first-
order correction of the linear dispersion relation (see
Whitham (1974)). Therefore, high frequencies components
focus on longer distances in this case, than in the linear one.
Nonlinearity seems to balance the linear effect, by acceler-
ating slowest components of the group, and maintaining
focusing on larger locations. This explains partially the dif-
ferences observed in amplitudes between kinematic model
and nonlinear one. 
5. Conclusion 
The interaction between a focusing wave group and cur-
rent is studied numerically. Two methods are used. In linear
theory we use an approximated kinematic approach as well
as full linear solution based on the Fourier integral. Another
approach is to solve numerically the nonlinear equations.
The results obtained for both models are compared. The
global kinematic behavior (locations of the focal points) is
found to be similar. In terms of maximum amplitude, some
differences are obtained. In the linear description, maximal
amplitudes of freak waves are obtained without current,
while in the nonlinear case, maximal amplitude of freak
waves occurs in a weak opposing current. The presence of
a maximum of the amplitude curve in linear theory is related
with the shift from optimal conditions of linear focusing. In
nonlinear theory, waves propagated on counter-current suf-
fer a decay of wavelength resulting in an increase of their
steepness. Increasing nonlinearity results in two phenom-
ena. First, the dispersion relation is changed, leading non-
linear waves to propagate faster than the group velocity
predicted by the linear dispersion relation. Secondly, the
modulational instability can develop. These phenomena result
in larger values of the wave amplitude at the focal point.
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7.3 Touboul J., Kharif C., Pelinovsky E., Giovanangeli J.-P., Mi-
les’ mechanism effect on gravity wave groups, J. Fluid Mech.,
In Revision
Comme nous l’avons e´voque´ dans la section 7.1, nous avons choisi, dans notre premie`re
approche, de ne´gliger le me´canisme de Miles dans le processus de transfert d’e´nergie entre le
vent et les vagues. Ce choix e´tait en partie lie´ au peu de diffe´rences observe´es entre les phases
de focalisation d’un groupe de vagues propage´ avec ou sans vent. Ceci sugge`re en effet qu’un
me´canisme de transfert d’e´nergie pre´ponde´rant devant le me´canisme de Miles intervient au bout
d’un certain temps. Il convient cependant de ve´rifier cette hypothe`se, en constatant que le
me´canisme de Miles a peu d’influence sur la dure´e de vie des vagues sce´le´rates.
Pour cela, un mode`le line´aire est mis au point a` partir de l’e´quation de Schro¨dinger. Le vent
y est introduit comme un taux de croissance d’amplitude identique a` celui de Miles. Une tre`s
faible asyme´trie est alors observe´e dans le processus de focalisation-de´focalisation, ainsi qu’une
le´ge`re augmentation de l’amplitude du pic de focalisation. Devant ce constat, il est important
de se demander si la non-line´arite´ ne peut jouer un roˆle dans le processus. Le mode`le de Miles
est donc introduit dans la me´thode BIEM, et les simulations sont reproduites. Ici encore, une
le´ge`re augmentation du pic est observe´e, et la dure´e de vie des vagues sce´le´rates est a` pre´sent
augmente´e. La non-line´arite´ est alors prise comme parame`tre de l’e´tude, et il apparaˆıt qu’elle joue
un roˆle pre´ponde´rant dans le processus. Quoi qu’il en soit, une comparaison avec les re´sultats
obtenus graˆce au mode`le de Jeffreys permet de mettre en e´vidence que l’augmentation de la
dure´e de vie lie´e au me´canisme de Miles est faible devant celle lie´e au me´canisme de Jeffreys
modifie´. Ceci nous permet donc de valider notre hypothe`se initiale, bien qu’en toute rigueur, il
faudrait tenir compte des deux me´canismes.
Under consideration for publication in J. Fluid Mech. 1
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The interaction of wind and wave groups is investigated theoretically and numerically. A
steep wave is generated by means of dispersive focusing, using both linear theory and fully
nonlinear equations. Linear theory is based on Schro¨dinger equation while nonlinear study
is performed numerically in the framework of potential theory. The interaction between
the chirped wave packet and wind is described by the Miles’ mechanism. The differences
between both approaches are discussed, and the influence of nonlinearity is emphasized.
Furthermore, a comparison is performed using a different mechanism described by the
modified Jeffreys’ sheltering theory. It is found that the persistence of the wave group
depends on the physical process used, and is significantly increased using the latter
mechanism.
1. Introduction
The problem of modelling the interaction of wind and sea waves has been widely stud-
ied during the last century. A large number of theories have been proposed to describe
the phenomenon. None of them were completely satisfying before the theory derived
by Miles (1957), as pointed out by Ursell (1956). Popular Miles’ theory is based on the
modelling of the resonant interaction of a sheared air flow with weakly nonlinear periodic
wave field. This theory, complementary to the theory proposed by Phillips (1957), was
the first to predict an exponential growth of waves corresponding to the growth observed,
using the same set of parameters. The principal parameter controlling growth rate was
the curvature of the mean wind vertical profile at the critical height. This growth rate
was then parameterized by using the wave age (c/u∗), c being the wave phase velocity,
and u∗ the wind friction velocity. Since then, this mechanism as been widely studied
and improved, for example through incorporating Reynolds stresses originally ignored in
the model (Miles (1996, 1999)). It is now recognized as an excellent description of the
wind-wave interaction (Janssen (2004)).
However, the specific case of wind interacting with space limited wave groups was not
the central point of the previous investigations. This situation changed recently, with the
growing interest of the scientific community in rogue waves. The increasing number of
accidents related to those waves lead oceanographers to focus on the study of such events.
As suggested by Kharif & Pelinovsky (2003), rogue waves can appear in various places,
and are related to numerous physical phenomena. Especially, such waves can appear in
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storm areas, where they encounter strong winds. In this context, the influence of wind
on such unusual waves became a key point.
Recent work by Touboul et al. (2006),Touboul & Kharif (2006), and Kharif et al. (2008)
investigated experimentally and numerically the influence of wind on focusing wave
groups. Their study emphasized the existence of a strong asymmetry in the focusing-
defocusing process, related to the interaction between wind and very steep waves. The
previous authors suggested that the process could be described by a modified Jeffreys’
sheltering mechanism. This mechanism, first introduced by Jeffreys (1925), is based on
the difference of pressure between the leeward and the windward faces of the waves in-
duced by air flow separation over high wave crests. With this assumption, they considered
that local air flow separation observed over steep waves was predominant to describe the
global process of wind and steep waves events.
In the framework of wind interaction with steep waves, one should recall that very steep
waves are very short-lived events in a wave group presenting low steepness’ value most
of the time. Hence, it is questionable to consider the role of air flow separation as domi-
nant mechanism. One can wonder if Miles’ mechanism could be relevant to describe this
specific interaction, since it should act during the whole lifetime of the group. Present
work has been motivated by this remark.
In a first step, a linear model based on Schro¨dinger equation is derived, describing the
evolution of a chirped wave packet. Wind is introduced in this model using Miles’ theory.
In a second step, full nonlinearity of hydrodynamical equations is introduced with the
Miles’ mechanism. Theoretical and numerical results obtained with both models are com-
pared. The role of nonlinearity is emphasized. The asymmetry induced by this process is
then quantified and discussed. Values of asymmetry obtained do not explain experimen-
tal observation presented in Kharif et al. (2008). Thus, a comparison with the modified
Jeffreys’ sheltering mechanism is finally provided and discussed.
2. Theoretical model
The spatio-temporal evolution of the envelope of narrow-banded weakly nonlinear wa-
ter waves may be described by the nonlinear Schro¨dinger equation (NLS), initially derived
in the context of water waves by Benney & Newell (1967). A balance between dispersion
and nonlinearity results in this universal equation that reads
i(
∂A
∂t
+ cg
∂A
∂x
)− εω0
8k20
∂2A
∂x2
− εω0k
2
0
2
| A |2 A = 0, (2.1)
where A is the complex amplitude, where ε is a small parameter of nonlinearity corre-
sponding to wave steepness, and where the surface elevation η(x, t) is given by
η(x, t) =
1
2
A(x, t) exp[i(k0x− ω0t)] + c.c. (2.2)
The wavenumber and frequency of the carrier wave are k0 and ω0 respectively, cg =
(dω/dk)k0 is the group velocity and c.c. denotes the complex conjugate. The complex
amplitude is assumed to be a slowly varying function of x and t. Introducing the trans-
formation τ = ω0(t−x/cg), y = εk0x, a = k0A, and introducing wind forcing in equation
(2.1) yields to the forced spatial nonlinear Schro¨dinger equation
i
∂a
∂y
− ∂
2a
∂τ2
− | a |2 a = iδa. (2.3)
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The RHS term represents the wind action, where δ is the spatial growth rate. It was
initially introduced in an ad hoc manner by Trulsen & Dysthe (1992) to model wind
influence. However, this term can also be obtained by expressing the interface dynamic
condition in presence of wind. Writing the kinematic boundary condition, with the as-
sumption δ ' ε2, provides a link between the pressure term p and the vertical component
of the velocity ika. Within the framework of water waves, a proper derivation of the forced
NLS equation is done by Leblanc (2007).
Let us consider the focusing of a linear wave group under wind action. Equation (2.3)
reduces to the following linear parabolic equation
i
∂a
∂y
=
∂2a
∂τ2
+ iδa, (2.4)
By introducing a(τ, y) = b(τ, y) exp(δy) into equation (2.4), this equation rewrites
i
∂b
∂y
=
∂2b
∂τ2
. (2.5)
Equation (2.5) is generally used to describe the wave focusing of chirped wave trains (see
Clauss (1999) and Kharif & Pelinovsky (2003)), since it admits the following solution
b(τ, y) =
B1√
1− 4iΩ21y
exp(− Ω
2
1τ
2
1− 4iΩ21y
). (2.6)
The corresponding amplitude is given by
| b(τ, y) |= B1
(1 + 16Ω41y2)
1
4
exp(− Ω
2
1τ
2
1 + 16Ω41y2
), (2.7)
and the related phase is
arg[b(τ, y)] = −atan(4Ω
2
1y)
2
− 4Ω
4
1τ
2y
1 + 16Ω41y2
. (2.8)
The maximum of amplitude, reached for τ = 0, decreases as y−1/2. The frequency mod-
ulation, Ω(τ, y) = ∂arg(b)/∂τ , varies linearly with time in the wave train. Hence, the
low frequency oscillations are located ahead of the wave group as it is expected for a
dispersive system. Under the transformation y → −y the high frequency oscillations are
now located in front of the wave train (see Figure 1). The dispersive behavior of water
waves leads this modulated wave group to focus energy in time and space. A caustic is
formed, corresponding to a large amplitude wave. It describes the dispersive focusing of
a chirped wave packet, generating an extreme wave event of maximal amplitude B1 and
characteristic spectral width Ω1, at point y = 0.
Let us put the wave maker at point y = −Xf , and introduce the new spatial coordinate
z = y/L+1. Here, L = k0Xf is a dimensionless focusing length with Xf the dimensional
coordinate of the focus point. Let us also introduce q = 4Ω21L, the phase index. The
amplitude (2.7) of solution (2.6) reads now
| b(τ, z) |= B0
(
1 + q2
1 + q2(z − 1)2
)1/4
exp
(
−Ω20τ2
1 + q2
1 + q2(z − 1)2
)
, (2.9)
while the argument (2.8) becomes
arg[b(τ, z)] =
atan(q(z− 1))
2
+
(
1 + q2
1 + q2(z − 1)2
)
q(z − 1)Ω20τ2. (2.10)
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In equation (2.9) and (2.10), B0 and Ω0 refer to initial amplitude and characteristic
spectral width. They are connected to B1 and Ω1 by relations
B0 =
B1
(1 + q2)1/4
and Ω0 =
Ω1
(1 + q2)1/2
. (2.11)
The linear evolution of a transient wave packet yielding a steep wave event is completely
described by equations (2.9) and (2.10), which only depend on the three independent
parameters: the initial maximum amplitude B0, the initial characteristic spectral width
Ω0, and the phase index q.
As mentioned earlier, wind effect is introduced by multiplying solution (2.9) by exp(δy).
Maximum amplitude of the envelope of the chirped wave packet propagated under the
action of wind is given by
A(z) = A0
(
1 + q2
1 + q2(z − 1)2
)1/4
exp(γz), (2.12)
where A0 = B0 is the maximum amplitude of the initial condition’s envelope, and where
γ = δL is the dimensionless spatial growth rate of wave energy. It is clear that the
wave amplitude A(z) is now non-symmetric around focusing point z = 1, while it was in
absence of wind.
The spatial growth rate of energy is computed using Miles’ theory. Hence, the spatial
growth rate of wave amplitude due to a wind of velocity U is given by
δ =
2β
κ2
ρa
ρw
(
u∗
c
)2
. (2.13)
In equation (2.13), β is the energy-transfer parameter of Miles, κ = 0.4 is the Von Karman
constant, ρa and ρw are the densities of air and water respectively, u∗ =
√
CdU is the
friction velocity, c is the wave phase velocity and k0 is the corresponding wave number.
The drag coefficient Cd = 0.004 is known experimentally for such wave groups, and for
inverse wave age u∗/c = 0.2. These experiments are described in Kharif et al. (2008). The
value of β is considered as a parameter, as it will be discussed later. Phase velocity and
wave number are obtained using linear dispersion relation in infinite depth: k0 = ω20/g,
and c = g/ω0.
3. Numerical model
The focusing wave group has low steepness during the major part of its existence. This
feature can justify the use of the linear approach. Nevertheless, the steepness reached in
the vicinity of the focusing point becomes important, and one should consider nonlinear
effects due to large steepness. Thus, the fully nonlinear potential equations governing the
free surface motion are considered here to describe the evolution of the transient wave
group. These equations are the Laplace equation and nonlinear boundary conditions
∆φ = 0, for − h < z < η(x, t), (3.1)
∂η
∂t
+
∂η
∂x
∂φ
∂x
− ∂φ
∂z
= 0, on z = η(x, t), (3.2)
∂φ
∂t
+
1
2
∇φ · ∇φ+ gη = − p
ρw
, on z = η(x, t), (3.3)
∂φ
∂n
= 0 on z = −h, (3.4)
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where φ(x, z, t) is the velocity potential, z = η(x, t) is the equation of the surface, g is
the acceleration due to gravity, p is the atmospheric pressure at the surface, x and z
are the horizontal and vertical coordinates respectively and t is the time. The numerical
wave tank is closed using wall conditions on its ends. One of these ends is mobile and
used as a wavemaker. The equations are solved with a boundary integral element method
(BIEM), using a mixed Euler Lagrange description of the above equations. Time stepping
is performed using a fourth order Runge & Kutta scheme, with a constant time step.
More details can be found in Touboul et al. (2006).
The wind effect is described by the pressure term p(x, t) applied at the interface, in
equation (3.3). Following Banner & Song (2002), this term is assumed to be in phase
with the wave slope. The surface pressure is assumed to have a distribution of the form
p(x, t) = αρau∗
2 ∂η
∂x
, (3.5)
where ρa is the air density, and α an unknown parameter. The total energy input from
this pressure term is
∫
λ
(p∂η/∂t) dx, where λ is a wavelength. Thus, the relation between
α and the spatial growth rate is easily established by using a linear description of η(x, t),
and calculating this integral. It comes
δ =
2β
κ2
ρa
ρw
(
u∗
c
)2
= α
ρa
ρw
(
u∗
c
)2
. (3.6)
The simulations are conducted using the pressure term of equation (3.5), with the value
α = 2β/κ2. The growth rates respectively due to this pressure term and to the theoret-
ical approach are the same. However, it is important to notice that full nonlinearity is
only introduced in water. This description of air flow, based on Miles’ theory, neglects
nonlinearity. The friction velocity u∗ is assumed constant along the group, which is a
basic assumption. However, the recent work by Makin et al. (2007) emphasizes that the
variation of u∗ in the range of steepness considered in our groups is of order 10%.
4. Results and discussion
To investigate the effect of nonlinearity, several initial conditions are used. Table 1
presents these conditions, with the corresponding nonlinearity reached during the simu-
lations. εth = B1×k0 is the maximum steepness at the focusing point, from linear theory.
|∂η/∂x| is the maximum local slope obtained from nonlinear simulations without wind,
while εs is the steepness of a nonlinear Stokes wave presenting the same maximal slope.
One should note that linear theory underestimates steepness up to 70%.
Initial conditions correspond to initial parameters Xf = 15m and Ω1 = 0.3. The fre-
quency of the carrier wave is chosen such as ω0 = 2pi rad/s, which is similar to the value
used in Kharif et al. (2008). Figure 1 shows the theoretical initial elevation (solid line)
versus time, obtained from equations (2.2) and (2.9), at z = 0. It corresponds to the ini-
tial focusing wave train, with initial parameter B1 = 0.3. Figure 1 displays the nonlinear
free surface elevation (dotted line) too, recorded one carrier wavelength away from the
paddle. It has been obtained iteratively, to reproduce theoretical initial condition. This
probe location is considered as being the origin of the x axis in the following simula-
tions. The comparison between both theoretical and numerical probes shows an excellent
agreement.
These initial conditions are used to propagate numerically wave groups without wind,
and under wind, for u∗/c = 0.2. For this value of inverse wave age, several values of α
extending from 27 and 38 are available in the literature (see Figure 1 of Banner & Song
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B1 εth |∂η/∂x| εs
1 0.075 0.024 0.030 0.030
2 0.150 0.048 0.061 0.061
3 0.225 0.072 0.098 0.098
4 0.300 0.095 0.131 0.130
5 0.375 0.119 0.181 0.178
6 0.450 0.144 0.227 0.220
7 0.525 0.168 0.305 0.289
Table 1. Initial conditions used for the simulations and corresponding maximal steepness
t
η
0 10 20 30 40 50-0.01
-0.005
0
0.005
0.01
Figure 1. Surface elevation η (m) as a function of time t (s) corresponding to initial condition
4 of Table 1: theoretical solution (—) and numerical simulation (· · ·).
(2002)). The latter authors used α = 32.5. According to equation (3.6), this value corre-
sponds to β = 2.6, obtained graphically. Simulations are then performed with β = 2.2,
β = 2.6 and β = 3, and results are compared.
Figure 2 shows the amplification factor A/A0 versus dimensionless fetch z. Amplification
parameter is defined numerically by
A
A0
(z) =
max{η(z, t)}
max{η(0, t)} . (4.1)
Figure 2(a) corresponds to the theoretical solution and numerical solution corresponding
to the initial condition 4 of Table 1, without wind. Nonlinear effects results in a widening
of the curve around the peak. The nonlinear interactions among the different components
of the group produce a detuning effect that diminishes the peak height. The maximum
amplitude is weaker in the nonlinear simulation than predicted by the linear theory.
Figure 2(b) shows the spatial evolution of the numerical solution corresponding to initial
condition 4 of Table 1 and theoretical solutions with and without wind. The growth rate
used herein is β = 2.6. A comparison between theoretical linear solutions emphasizes
the effect of the wind. An increase of the amplification factor and a weak asymmetry
between focusing and defocusing stages are observed. These features are more important
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Figure 2. (a): Amplification factor A/A0(z) for a transient wave group propagated without
wind. (—): Theoretical linear solution; (o): Numerical solution. (b): Amplification factor for a
wave group propagated under wind action, with growth rate β = 2.6. (—): Theoretical linear
solution without wind; (- -): Theoretical linear solution with wind; (o): Numerical solution. Both
simulations are conducted with initial condition 4 of Table 1.
when the nonlinearity is introduced.
In both Figures 2(a) and 2(b), oscillations of wave number k0 appear around the peak.
They are not obvious without wind, but increase significantly in presence of wind. Similar
oscillations have already been observed by Song & Banner (2002) around the maximum
of modulation for a wave group submitted to Benjamin-Feir instability, without wind.
They noticed that these oscillations were the consequence of the asymmetry between
wave crests and troughs. When a crest or a trough are located at the maximum enve-
lope amplitude, the densities of energy are not the same. This results in an oscillation
of frequency 2ω0, and wave number k0, of the maximum amplitude of the envelope of
the group. Thus, this phenomenon is correlated to nonlinearity, rather than wind action.
However, it is reasonable to consider that wind increases nonlinearity. The phenomenon
observed is similar to the one described by Song & Banner (2002).
Figures 2(a) and 2(b) also display an horizontal line, which corresponds to A/A0 = 2.2.
This criterion is often used as a rogue wave definition. A wave is considered to be a
rogue wave as soon as A/A0 > 2.2, as mentioned by Kharif & Pelinovsky (2003). This
criterion is used to define a significant length of existence of steep waves in the group.
This length Lf during which this criterion is satisfied, depends on the asymmetry of the
focusing-defocusing curve.
Figures 3(a) and 3(b) show respectively the length Lf , normalized by its value without
wind Lf0, and the maximum amplitude Af reached by the transient wave packet during
the focusing-defocusing process, normalized by the corresponding value without wind
Af0, for several values of the growth rate β. Both quantities are presented as a function
of the steepness parameter εs. This nonlinear parameter used as abscissa is the steepness
presented in Table 1. It corresponds to an estimate of the steepness reached in the simu-
lations without wind. The value εs = 0 corresponds to the theoretical solution, and the
corresponding points on Figures 3(a) and 3(b) show respectively the normalized length
Lf and the normalized amplitude Af obtained with the theoretical approach. Simulations
have been performed with growth rates β = 2.2, β = 2.4, and β = 3 respectively. Points
corresponding to larger steepness are not presented, because breaking occurred during
these simulations. It is important to emphasize that the local slope |∂η/∂x| obtained in
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Figure 3. (a): Length of existence of the steep wave under wind action Lf/Lf0 as a function
of the nonlinear parameter εs. (b): Maximum amplitude reached by the transient wave group
under wind action versus nonlinear parameter εs. The value εs = 0 corresponds to theoretical
model in both cases.
the simulations with wind can be larger than 0.5.
One can notice from Figure 3(a) that nonlinearity plays a significant role in sustaining
steep wave groups. For small value of the growth rate β = 2.2, the deviation from the
linear theory is not very important (about 10%). For larger values of β, 2.6 and 3, the
deviation from the linear theory is quite more significant (up to 50%). For the latter
cases, wind input is more important, and nonlinearity is increased. The transient wave
packet which is affected by nonlinearity, presents steep waves over significant distances.
From Figure 3(b), it is observed that the normalized amplification A/A0 is not signifi-
cantly affected by the nonlinear parameter εs. In every simulations, the deviation from
linear theory has never been larger than 13%. This confirms the fact that nonlinear in-
teractions between waves lead to the detuning process mentioned above.
However, as mentioned in section 3, nonlinearity in the air flow is not taken into account
using this mechanism. Its relevance to describe the interaction of wind and steep waves
might be questionable. The Jeffreys’ sheltering mechanism describes air flow separation
over waves. This mechanism is not relevant for low steepness waves as shown by Stanton
et al. (1932). However, for larger steepness, it is well known that air flow separation
occurs, resulting in a significant increase of wind to wave energy flux. Belcher & Hunt
(1998) suggested that the Jeffreys sheltering mechanism would be appropriate to describe
wind forcing over the steepest waves. This behavior can be described by introducing a
threshold in slope, and expressing the pressure term of Equation (3.5) by{
p(x) = 0 if |∂η/∂x|max < |∂η/∂x|c
p(x) = ρas (U − c)2 ∂η
∂x
(x) if |∂η/∂x|max > |∂η/∂x|c (4.2)
where s is a sheltering coefficient, introduced by Jeffreys (1925). More details about the
modified Jeffreys’ sheltering mechanism can be found in Touboul et al. (2006).
In order to compare Miles’ theory with the modified Jeffreys’ sheltering mechanism, sim-
ulations have also been performed using this latter phenomenon. Each initial condition
has been propagated under the Jeffreys’ sheltering mechanism. The parameter |∂η/∂x|c
was chosen to be 60% of the maximum value presented in Table 1, while the sheltering
coefficient was chosen to be s = 0.5, as suggested by Jeffreys (1925), and confirmed
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Figure 4. Amplification factor A/A0(z) for a transient wave group. (—): Theoretical linear
solution without wind; (o): Numerical solution corresponding to a wave group of steepness
εStokes = 0.28 propagated under wind modelled through the modified Jeffreys’ sheltering mech-
anism.
experimentally. The numerical and theoretical spatial evolutions of the amplification fac-
tor A/A0(z) are plotted in Figure 4. The solution computed numerically from the fully
nonlinear equations corresponds to the initial condition 7 of Table 1 under wind action
when the modified Jeffreys’ sheltering mechanism is used. The theoretical solution given
by the linear theory without wind effect and the horizontal straight line corresponding
to the rogue wave criterion are also plotted, for the sake of reference.
Jeffreys pressure term is applied on the surface of each wave of the group overcoming
this threshold. It is the critical parameter |∂η/∂x|c mentioned above. Thus, during the
focusing-defocusing process, the modified Jeffreys’ sheltering mechanism is only active
near the focusing point. This is very different from Miles’ mechanism, which is effective
during the whole process. The total amount of energy transferred from wind to waves is
larger through Jeffreys’ mechanism during extreme wave event, but the energy distribu-
tion in time and space is different from a mechanism to another. This changes consider-
ably the dynamics of the chirped wave packets under wind action. In absence of wind,
wave groups of large steepness are near breaking in the vicinity of the focusing point.
In presence of wind, some energy is added. Using Miles’ mechanism, a large amount
of energy have already been transferred before occurrence of the extreme wave event.
With Jeffreys’ mechanism, the transfer starts when the chirped wave packet reaches the
focusing point. If wind is introduced using Miles’ mechanism, this would result in the
disappearance of the group close to that point because breaking will occur. It is not the
case for wave groups propagated using Jeffreys’ sheltering mechanism. Results can be
seen in Figure 4. In that case, the length of existence of the rogue wave event is signif-
icantly increased (at least 200%). This result is sensitive to the set of parameters used
to model air flow separation. However, this model produces a persistence of rogue waves
which is in good agreement with experimental behavior observed by Kharif et al. (2008).
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5. Conclusions
The influence of wind on the dynamics of extremely steep waves obtained from chirped
wave packets has been studied theoretically and numerically. Wind has been described
by the Miles’ theory. The role of nonlinearity in the process has been investigated.
The theory, derived from linear Schro¨dinger equation points out that the wind is re-
sponsible for an increase of the maximum wave amplitude. A weak asymmetry in the
focusing-defocusing process is also observed.
The nonlinear simulations have partially confirmed these results. Several initial condi-
tions have been used in the numerical wave tank. These initial conditions, corresponding
to different values of the steepness εs, lead to several behaviors. Results are analyzed as
a function of the nonlinear parameter εs. In every simulations, a weak deviation from
linear theory for the maximum of amplitude is observed (less than 13%) while it is not
the case for the length Lf which is proportional to wind input. Major differences are
found when considering the asymmetry in the focusing-defocusing process. The asym-
metry observed in the focusing-defocusing process is significantly larger than expected,
resulting in the persistence over larger distances of the extreme wave event. The relative
deviation between nonlinear and linear models with wind action presents values up to
50%. However the relative deviation between the nonlinear models with and without
wind never exceeds 70%.
Experimentally, Touboul et al. (2006) and Kharif et al. (2008) found an increase of du-
ration length larger than 200%. We can conclude that Miles’ mechanism cannot explain
correctly experimental observations. Hence, simulations have also been performed using
the modified Jeffreys’ sheltering theory. In this case, a better agreement between nu-
merical and experimental results is found. The relative deviation between the nonlinear
models with and without wind exceeds 200%, for large values of εs.
We are grateful to the referees for their useful comments that helped us to improve
the paper. This work was supported by the INTAS Grant No06− 1000013− 9236
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Les sections 7.1, 7.2 et 7.3 ont permis de mettre en e´vidence qu’une approche faisant appel
au me´canisme de Jeffreys modifie´ semblait approprie´e pour de´crire l’interaction entre le vent et
les vagues sce´le´rates obtenue par focalisation dispersive. Ce constat phe´nome´nologique est base´
sur la nature du comportement observe´. La section 7.3 a d’ailleurs permis de montrer qu’un
me´canisme de type Miles pouvait ici eˆtre e´carte´. Cependant, a` ce stade de l’e´tude, nous ne
pouvons pas affirmer que le phe´nome`ne sugge´re´ est bien fide`le a` la physique observe´e. Dans
ce chapitre, nous nous attachons a` e´toffer notre hypothe`se de manie`re conse´quente. De nou-
velles expe´riences ont e´te´ conduites dans la souﬄerie. Ces expe´riences permettent d’obtenir une
confrontation directe entre le mode`le et la the´orie. Un de´collement ae´rien au dessus d’une vague
sce´le´rate est e´galement observe´. Les travaux pre´sente´s ici permettent de conclure quand a` la
pertinence du choix d’un me´canisme a` seuil, faisant appel au me´canisme de Jeffreys, qui de´crit
le de´collement ae´rien au dessus des vagues.
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The inﬂuence of wind on extreme wave events in deep water is investigated
experimentally and numerically. A series of experiments conducted in the Large Air–
Sea Interactions Facility (LASIF-Marseille, France) shows that wind blowing over
a short wave group due to the dispersive focusing of a longer frequency-modulated
wavetrain (chirped wave packet) may increase the time duration of the extreme wave
event by delaying the defocusing stage. A detailed analysis of the experimental results
suggests that extreme wave events may be sustained longer by the air ﬂow separation
occurring on the leeward side of the steep crests. Furthermore it is found that the
frequency downshifting observed during the formation of the extreme wave event is
more important when the wind velocity is larger. These experiments have pointed out
that the transfer of momentum and energy is strongly increased during extreme wave
events.
Two series of numerical simulations have been performed using a pressure
distribution over the steep crests given by the Jeﬀreys sheltering theory. The ﬁrst
series corresponding to the dispersive focusing conﬁrms the experimental results.
The second series which corresponds to extreme wave events due to modulational
instability, shows that wind sustains steep waves which then evolve into breaking
waves. Furthermore, it was shown numerically that during extreme wave events the
wind-driven current could play a signiﬁcant role in their persistence.
1. Introduction
The main objective of this paper is to understand better the physics of extreme
wave events in the presence of wind. This study deals with the fundamental problem
of the air ﬂow structure above steep water wave groups and its impact on wind–
wave coupling, namely its eﬀects on air–sea ﬂuxes. The present experimental and
numerical investigations concern the rogue wave phenomenon in the presence of
wind. This work, which has been motivated primarily by the problem of rogue waves,
goes beyond the scope of these water waves and can be applied to the ﬁeld of the
interaction between wind and strongly modulated surface wave groups in deep water.
There are a number of physical mechanisms that focus the wave energy into a small
area and produce the occurrence of extreme waves called freak or rogue waves. These
events may be due to refraction (presence of variable currents or bottom topography),
dispersion (frequency modulation), wave instability(the Benjamin–Feir instability also
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called modulational instability), soliton interactions, etc. For more details on these
diﬀerent mechanisms see the reviews on freak waves by Dysthe (2001) and Kharif
& Pelinovsky (2003). At present, there is no consensus about a unique deﬁnition of
rogue wave events. One deﬁnition often used is based on height criterion. A wave is
considered to be a rogue wave if its height, Hf , satisﬁes the condition
Hf > 2.2Hs, (1.1)
where Hs is the signiﬁcant height.
To our knowledge, the present experimental and numerical study is the ﬁrst one to
consider the direct eﬀect of strong wind on the rogue wave formation. In diﬀerent
situations, several authors have investigated experimentally the inﬂuence of wind
on the evolution of mechanically generated gravity water waves. Bliven, Huang &
Long (1986), Li, Hui & Donelan (1987) and Waseda & Tulin (1999) have studied
the inﬂuence of wind on Benjamin–Feir instability. Contrary to results reported by
Bliven et al. and Li et al. Waseda & Tulin found that wind did not suppress the
sideband instability. Banner & Song (2002) have studied numerically the onset of
wave breaking in nonlinear wave groups in the presence of wind forcing. In the
present paper, we investigate how wind forcing modiﬁes unforced extreme wave
events due to spatio-temporal focusing and modulational instability.
Extreme wave events that are due to spatio-temporal focusing phenomena can
be described as follows. If initially short wave packets are located in front of longer
wave packets having larger group velocities, then during the stage of evolution, longer
waves will overtake shorter waves. A large-amplitude wave can occur at some ﬁxed
time because of superposition of all the waves merging at a given location (the
focus point). Afterwards, the longer waves will be in front of the shorter waves,
and the amplitude of the wavetrain will decrease. This focusing–defocusing cycle
was described by Pelinovsky, Talipova & Kharif (2000) within the framework of the
shallow-water theory. Slunyaev et al. (2002) used the Davey–Stewartson system for
three-dimensional water waves propagating in ﬁnite depth. This technique was also
used in the experiments on extreme waves conducted by Giovanangeli, Kharif &
Pelinovsky (2005) and Touboul et al. (2006).
Another mechanism generating extreme wave events is the modulational instability
or the Benjamin–Feir instability. Owing to this instability, uniform wavetrains
suﬀer modulation–demodulation cycles (the Fermi–Pasta–Ulam recurrence). At the
maximum of modulation, a frequency downshifting is observed and very steep waves
occur. Many authors have investigated rogue waves or extreme wave events due to
modulational instability (e.g., Henderson, Peregrine & Dold 1999; Dysthe & Trulsen
1999; Osborne, Onorato & Serio 2000; Kharif et al. 2001; Calini & Schober 2002;
Janssen 2003; Dyachenko & Zakharov 2005; Clamond et al. 2006). Nevertheless,
none of these studies considered the direct eﬀect of wind on the dynamics of extreme
wave events.
In the presence of wind, separation of the air ﬂow occurring in the lee of very steep
crests, suggests that the Jeﬀreys sheltering mechanism can be applied locally in space
and time. Banner & Melville (1976) explored both experimentally and analytically
the occurrence of air-ﬂow separation over a simple gravity surface wave. Herein we
used the simple wind modelling suggested by Jeﬀreys (1925).
The wind inﬂuence on extreme wave events due to spatio-temporal focusing is
investigated experimentally and numerically while extreme wave events caused by
modulation instability are considered numerically only.
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Figure 1. A schematic description of the Large Air–Sea Interactions Facility.
In §2 we present the experimental facility and results concerning extreme waves
generated through the spatio-temporal focusing. A wind modelling is proposed in §3,
based on the Jeﬀreys sheltering mechanism that is used for the numerical simulations
corresponding to the spatio-temporal focusing and the nonlinear focusing due to the
Benjamin–Feir instability, respectively.
2. Experiments and results
2.1. Experimental facility
The experiments have been conducted in the large wind-wave tank of IRPHE at
Marseille Luminy (ﬁgure 1). It consists of a closed loop wind tunnel located over a
water tank 40 m long, 1 m deep and 2.6 m wide. The wind tunnel over the water ﬂow
is 40 m long, 3.2 m wide and 1.6 m high. The blower can produce wind velocities up
to 14 m s−1 and a computer-controlled wavemaker submerged under the upstream
beach can generate regular or random waves in a frequency range from 0.5 Hz to
2 Hz. Particular attention has been paid to simulate a pure logarithmic mean wind
velocity proﬁle with a constant shear layer over the water surface. A trolley installed
in the test section allows probes to be located at diﬀerent fetches all along the facility.
The water-surface elevation is measured by using three capacitive wave gauges of
0.3 mm outer diameter with DANTEC model 55E capacitance measuring units. A
wave gauge is located at a ﬁxed fetch of 1 m from the upstream beach. The other wave
gauges are installed on the trolley to measure the water surface elevation at diﬀerent
fetches from the upstream beach. The typical sensitivity of the wave probes is of the
order of 0.6 V cm−1. The longitudinal and vertical air ﬂow velocity ﬂuctuations, u′
and w′, have been measured by means of an X hot wire. The fetch is deﬁned as the
distance between the probes on the trolley and the end of the upstream beach where
air ﬂow meets the water surface.
2.2. The spatio-temporal focusing mechanism
Extreme wave events are generated by means of a spatio-temporal focusing
mechanism. This mechanism is based upon the dispersive behaviour of water waves.
In this chirped wave packet, the leading waves have a higher frequency than trailing
waves. Within the framework of a linear approach to the problem, the sea surface is
a superposition of linear waves of frequencies ω(x, t). According to Whitham (1967),
the spatio-temporal evolution of the frequency of these components is governed by
the hyperbolic equation
∂ω
∂t
+ cg(ω)
∂ω
∂x
= 0, (2.1)
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where cg is the group velocity. This equation can be solved by using the method of
characteristics. The solution is given by
ω(x, t) = ω0(τ ), vg(τ ) = cg(ω0(τ )) on t = τ + x/vg(τ ), (2.2)
where ω0 corresponds to the temporal frequency distribution of the wavetrain at
x = 0. The temporal partial derivative of the frequency is
∂ω
∂t
=
dω0
dτ
1 − x
v2g
dvg
dτ
. (2.3)
We can see that the case dvg/dτ > 0, which corresponds to short waves emitted before
longer waves, leads to a singularity. This singularity corresponds to the focusing of
several waves at t = Tfth and x = Xfth . For inﬁnite depth, the frequency to impose on
the wavemaker located at x = 0 is given by
ω(0, t) =
g
2
Tfth − t
Xfth
, (2.4)
where Xfth and Tfth are the coordinates of the point of focus in the (x, t)-plane. Using
ω = 2πf the coordinates of the focus point reads
Tfth = T
fmax
fmax − fmin , (2.5a)
Xfth =
gT
4π
1
fmax − fmin , (2.5b)
where fmax and fmin are the maximal and minimal values of the frequency imposed
to the wavemaker during a period of time equal to T and g is the acceleration due
to gravity.
The wave amplitude, a, satisﬁes the following equation
∂a2
∂t
+
∂
∂x
(cga
2) = 0. (2.6)
This equation corresponds to the conservation of wave energy, and its solution is
found explicitly by
a(x, t) =
a0(τ )√
1 − x
v2g
dvg
dτ
, (2.7)
where a0(τ ) is the temporal distribution of the wave amplitude at x = 0. Within the
framework of the linear theory, focus points are singular points where the amplitude
becomes inﬁnite and behaves as (Xfth − x)−1/2.
Experimentally, the values fmax = 1.3 Hz and fmin = 0.8 Hz correspond to the
maximal and minimal frequencies of the wavemaker and T = 10 s is the duration
of the wave generation. The surface elevation given by the probe located at 1 m from
the upstream beach is presented in ﬁgure 2. From these data we ﬁnd that Tfth = 26 s
and Xfth = 17 m while the experimental values are Tfexp = 26 s and Xfexp = 20 m
(see ﬁgure 3). Experimental data are in close agreement with the linear theory. The
diﬀerence observed between the theoretical and experimental values of Xf is mainly
due to the nonlinearity of the experimental wavetrain. The wavetrain generated at
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Figure 2. Surface elevation (in cm) at fetch X = 1m, for wind speeds U = 0 and 6m s−1
(note that for U = 0ms−1, the origin of the elevation corresponds to the value 10 cm).
the wavemaker is uniform in amplitude, hence the short waves are more nonlinear
than the longer waves, and the result is a downstream shift of the focusing location.
2.3. Experimental results
The focusing experiments are performed with and without wind. The same initial
wavetrain is generated and propagated without wind, and under the action of wind
for several values of the wind velocity equal to U = 4 m s−1, 5 m s−1, 6 m s−1, and
8 m s−1 respectively. When the wind blows, the focusing wavetrain is generated once
wind waves have developed. For each value of the mean wind velocity U , the water
surface elevation is measured at 1 m fetch and at diﬀerent fetches between 3 m and
35 m. The wavemaker is driven by an analogue electronic signal to produce this signal
linearly varying with time from 1.3 Hz to 0.8 Hz in 10 s, with an almost constant
amplitude of the displacement. The wavemaker is totally submerged to avoid any
perturbation of the air ﬂow which could be induced by its displacement.
To ensure the repeatability of the experimental conditions under the wind action,
the water elevations at 1 m were recorded with and without wind.
Figure 2 shows two time series of this probe, recorded with no wind, and under a
wind speed U = 6 m s−1. The probe record corresponding to a wind velocity equal to
6 m s−1 is artiﬁcially increased by 10 cm, for more clarity of the ﬁgure. We see that
the two signals are very similar, since frequency properties, phases and duration are
maintained. Some weak diﬀerences in amplitude are locally observed. Table 1 shows
the root mean square of the elevation η(x, t) obtained at fetch 1 m for diﬀerent wind
speeds. It is clear from these data that no signiﬁcant variations are observed, and the
experiment is considered to be repeatable in the presence of wind. Results of these
experiments are presented in the following subsection.
Figure 3 presents the time series of the water-surface elevation η(x, t) at diﬀerent
fetches for U = 0 m s−1. For the sake of clarity, as has been done for ﬁgure 2, the
probe records given here are recursively increased by 10 cm. As predicted by the linear
theory of free deep-water waves (no wind), dispersion leads short waves to propagate
more slowly than long waves, and as a result, the waves focus at a given position in
the wave tank leading to the occurrence of a large-amplitude wave. Downstream of
the point of focus, the amplitude of the group decreases rapidly (defocusing).
Figure 4 shows the same time series of η(x, t), at several values of the fetch x,
and for a wind speed U = 6 m s−1. The wave groups mechanically generated by the
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Wind velocity (m s−1)
√〈η2〉 (cm)
0 1.88
4 1.88
5 1.87
6 1.88
8 1.87
10 1.88
Table 1. The r.m.s. elevation for diﬀerent values of the wind velocity at fetch 1m.
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Figure 3. Surface elevation (in cm) at several fetches (in m), for wind speed U = 0ms−1, as
a function of time.
wavemaker are identical to those used in the experiments without wind (see ﬁgure 2).
Some diﬀerences appear in the time–space evolution of the focusing wavetrain. We
can see that the group of the extreme wave event is sustained longer.
For each value of the wind velocity, the ampliﬁcation factor A(x,U ) of the group
between fetches x and 1 m can be deﬁned as
A(x,U ) =
Hmax(x,U )
Href
, (2.8)
where Hmax(x,U ) is the maximal height between two consecutive crests and troughs
in the transient group. The height, Href , of the quasi-uniform wavetrain generated
at the entrance of the tank is measured at 1 m. The mean height crest to trough is
Href = 6.13 cm.
Figure 5 gives this ampliﬁcation factor as a function of the distance from the
upstream beach for various values of the wind velocity, equal to 0 m s−1, 4 m s−1 and
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Figure 4. As ﬁgure 3, but for wind speed U = 6ms−1.
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Figure 5. Evolution of the ampliﬁcation factor A(x,U ) as a function of the distance, for
several values of the wind speed. , u = 0ms−1; o, 4m s−1; ∗, 6m s−1
6 m s−1. This ﬁgure shows that the eﬀect of the wind is twofold: (i) it increases weakly
the ampliﬁcation factor; and (ii) it shifts the focus point downstream. Moreover,
contrary to the case without wind, an asymmetry appears between the focusing and
defocusing stages. The slope of the curves corresponding to defocusing changes. Note
that before the focus point, the wind has no eﬀect on the ampliﬁcation factor. We
can see that the rogue wave criterion (A > 2.2) is satisﬁed for a longer period of time.
The eﬀect of the wind on the rogue wave is to shift the focusing point downstream,
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and to increase its amplitude slightly. Also, the rogue wave criterion is satisﬁed for a
longer distance, while the wind velocity increases.
To better understand the time–space evolution of the wave group with and without
wind, the time series are analysed by means of a wavelet analysis. Figure 6 displays
the local wavelet power spectra of probe records at several fetches, without wind.
The wavelet power spectrum is deﬁned as the square of the modulus of the wavelet
transform. These spectra show the time–frequency evolution of the wave group as
it propagates downstream in the wave tank. At short fetches, the waves of high
frequencies are in front of the group and the waves of lower frequencies at the back.
As it propagates downstream, focusing and defocusing processes are observed. The
focus point corresponds to the merging of all the frequencies. Downstream of the
focus point, the low-frequency waves are in front of the group, and the high-frequency
waves at the back.
Figure 7 shows the local wavelet power spectra of probe records at the same fetches,
for a wind speed of 6 m s−1. Contrary to the case without wind, the focusing point
is shifted downstream in the wave tank, conﬁrming what we observe in ﬁgure 5.
We note that the coherence of the group is maintained longer and consequently the
extreme wave event mechanism is sustained longer. This could explain the asymmetry
observed in the ampliﬁcation curves.
We observe in ﬁgures 4 and 7, that the background wind waves are suppressed
by the extreme wave event. The phenomenon of high-frequency waves suppressed
by strongly nonlinear low-frequency waves has been investigated by Balk (1996). He
showed that the eﬀect of the long wave is to transport the short-wave action to high
wavenumbers, where high dissipation occurs.
To summarize the main experimental results, we can claim that the eﬀect of wind
on the extreme wave-event mechanism is to shift the focus point downstream, to
increase its amplitude and lifetime, leading to an asymmetry of the ampliﬁcation
curve. Figures 6 and 7 demonstrate that the eﬀect of the wind is to transform the
short group containing the extreme wave into a long-lived short group. The eﬀect of
the wind is to delay the defocusing stage.
2.4. Wind–wave coupling over focusing group
The previous results show that in presence of wind the focusing/defocusing
phenomenon is signiﬁcantly modiﬁed. The focus point is shifted downstream, the
amplitude and duration of the extreme wave event are increased even for weak values
of wind velocity. To clarify the physical processes which could explain these results,
a second series of experiments has been conducted to investigate the wind–wave
interaction during the focusing and defocusing stages.
The experimental conditions are similar to those described previously except that
other probes have been installed on the trolley to measure pressure and velocity
ﬂuctuations in the air ﬂow at diﬀerent heights in the turbulent boundary layer
and diﬀerent fetches in the wave tank. The longitudinal and vertical wind speed
ﬂuctuations, u′ and w′, are measured by means of a cross-wire mounted on two
DANTEC model constant-temperature anemometers. The two hot wires of the cross-
wire have been calibrated before and after the experiments in a small wind tunnel. A
least-squares regression law is used to relate the output voltages of each anemometer
to the eﬀective cooling velocities Ueﬀ 1 and Ueﬀ 2, respectively, for the wires i = 1, 2,
using the Collis and Williams law
E2i = Ai + BiU
ni
eﬃ (i = 1, 2), (2.9)
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Figure 6. Local wavelet power spectra of probe records at fetches (a) x = 15, (b) 20, (c) 25
and (d) 30m for a wind speed value of U = 0ms−1. The vertical and bottom axes are the
frequency and time, respectively.
where the eﬀective velocities Ueﬃ are related to the wind speed by the following
relationship
Ueﬃ =
√
cos2 Φi + K
2
i sin
2 Φi (i = 1, 2), (2.10)
Here, Ki is the cooling factor of wire i and Φi is the angle between the wind speed
vector and the normal to wire i. The coeﬃcients Ai , Bi and ni are computed during
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Figure 7. Local wavelet power spectra of probe records at fetches (a) x = 15, (b) 20, (c) 25
and (d) 30m for a wind speed value of U = 6ms−1. The vertical and bottom axes are the
frequency and time, respectively.
the calibration. The two components u′ and w′ of the wind velocity are determined
from the ratio E1/E2.
The pressure ﬂuctuations in the air ﬂow are measured using a method developed
by Giovanangeli (1988) whereby the static pressure is determined from the diﬀerence
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Figure 8. A schematic representation of the experimental set-up.
between the observed total pressure and the dynamical pressure derived from the
velocity measurements. The total pressure is measured using a bleed-type pressure
sensor TSI model 1412J. Details about the method and features of the pressure probe
can be found in Giovanangeli & Chambaud (1987). It was shown that the pressure
probe in combination with the method used here allows measurements of the static
pressure ﬂuctuations in the air ﬂow, particularly close to steep surface waves, with an
accuracy of 0.05 Pa.
The key point of the present experiments is to measure the static pressure
ﬂuctuations in the presence of paddle waves. As proved by others (Latif 1974;
Papadimitrakis, Hsu & Street 1986; Banner 1990), the driving mechanism and the
displacements of the wavemaker induce rather large acoustic pressure ﬂuctuations
inside the wave tank. Hence, they used diﬀerent methods to correct this eﬀect. Rather
than trying to correct the contamination of the acoustic mode, we choose to avoid
this eﬀect by recording the wavemaker displacements and analysing the data only
when it is turned oﬀ. Since acoustic pressure ﬂuctuations propagate at the sound
velocity, we record output voltage of the probes without acoustic contamination. The
procedure summarized herein is described in detail by Mastenbroeck et al. (1996).
The amplitude and longitudinal wave slope are computed by means of two wave
gauges installed on the trolley and 2 cm spatially separated in the mean wind direction.
Figure 8 gives a schematic representation of the experimental set-up installed on the
trolley. Figure 9 shows the time series of the water surface elevation η in cm, the total
vertical momentum ﬂux from wind to water waves 〈u′w′〉, the form drag 〈p′∂η/∂x〉
and energy ﬂux 〈p′∂η/∂t〉 from wind to water waves. The pressure ﬂuctuation is p′,
∂η/∂x is the longitudinal wave slope and ∂η/∂t is the time derivative of the surface
elevation. The form drag, momentum and energy ﬂuxes are time averaged on an
interval of 2 s. For a wind velocity U = 6 m s−1, at fetch 20 m and height of 13 cm
220 C. Kharif, J.-P. Giovanangeli, J. Touboul, L. Grare and E. Pelinovsky
–15 –10 –5 0 5 10 15 20
0.2
0.1
0
0.1
0.2(a)
(b)
(c)
–u′ w′
(m2 s–2)
–15 –10 –5 0 5 10 15 20
0.5
0
0.5
p′ ηx
(Pa)
p′ ηt
(Pa m s–1)
–15 –10 –5 0 5 10 15 20
0.4
0.2
0
0.2
0.4
Time (s)
Figure 9. Time series of the surface elevation η (dashed lines), vertical momentum ﬂux (solid
line in (a)), form drag (solid line in (b)) and energy ﬂux (solid line in (c)).
above the mean water level, it can be observed that the occurrence of focusing wave
groups corresponds to a signiﬁcant enhancement of the ﬂuxes. Notice that the time
origin corresponds to the occurrence of the extreme wave event. Note that the air
ﬂow pressure ﬂuctuations p′ were measured at diﬀerent heights above the interface.
Hence, it was not possible to determine the exact value of the form drag 〈p′∂η/∂x〉 at
z = η(t). However the determination of 〈p′∂η/∂x〉 at the height z will provide crucial
information about wind–wave coupling between the air ﬂow and the interface during
the focusing event.
Local wavelet power spectra of the surface elevation has been computed and, as
shown in ﬁgure 7, the duration of the extreme wave event is increased in the presence
of wind.
Figures 10 and 11 correspond to the local wavelet power spectra of the longitudinal
wind velocity ﬂuctuation u′ and pressure ﬂuctuation p′ along the wave tank, at height
z = 13 cm above the mean water level, for mean wind velocity U = 6 cm s−1.
From these ﬁgures, it is not easy to observe the coupling between the group and
the turbulent boundary layer. This is mainly due to the broadband character of the
spectra.
To emphasize this coupling, a cross-wavelet analysis has been applied between u′
and w′, p′ and ∂η/∂x, and p′ and ∂η/∂t , respectively (for more detail see Torrence
& Compo 1998). These terms are considered as a contribution in time and frequency
range to the total stress, form drag and energy ﬂux from wind to waves, respectively.
Figure 12 shows the cross-wavelet power for u′ and w′. The cross-wavelet spectrum for
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Figure 10. Local wavelet power spectra of the longitudinal wind velocity ﬂuctuations, u′, at
several fetches for a mean wind velocity U = 6ms−1 and 13 cm above the mean water level.
The vertical and bottom axes are the frequency and time, respectively.
the longitudinal and transversal velocity ﬂuctuations is deﬁned as the product of the
wavelet transform of u′ and complex conjugate wavelet transform of w′. The cross-
wavelet power is the modulus of the cross-wavelet spectrum. For more details see
the practical step-by-step guide to wavelet analysis by Torrence & Compo (1998). A
strong correlation between u′ and w′ is observed above the groups. At fetch x = 11 m,
two groups can be seen, the higher-frequency components propagate in front of the
lower-frequency components. At fetch x = 17 m, the two groups have begun to merge
into one group which propagates downstream. We can observe that the maximum of
the cross-wavelet power travels downstream with the group.
Figures 13 and 14 conﬁrm the behaviour observed above and demonstrate the
strong correlation existing between the group and the form drag and the energy
transfer from wind to water waves. Air–sea ﬂuxes are strongly enhanced in presence
of strongly modulated wave groups.
An accurate measurement of the maximum of the wavelet power spectrum of the
surface elevation η is calculated. Figure 15 displays the characteristic curves of this
maximum for several values of the wind velocity. The ﬁgure shows that the maximum
propagates downstream with a constant velocity which increases as the wind speed
increases. This velocity is equal to 0.87 m s−1, 0.90 m s−1, 0.92 m s−1 and 0.93 m s−1
for U = 0 m s−1, 4 m s−1, 6 m s−1 and 8 m s−1 respectively. These values which are
equal to the slope of the characteristic curves plotted in ﬁgure 15 correspond to mean
values of the group velocity in the vicinity of the focus area. For U = 0 m s−1, a
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Figure 11. Local wavelet power spectra of the pressure ﬂuctuations, p′, at several fetches for
a mean wind velocity U = 6ms−1 and 13 cm above the mean water level. The vertical and
bottom axes are the frequency and time, respectively.
more careful inspection shows ﬂuctuations of the group velocity during the extreme
wave event as observed numerically by Song & Banner (2002) at the maximum of
modulation due to Benjamin–Feir instability. The distance between two consecutive
probes is too large to detect the group velocity ﬂuctuations accurately.
Figure 16 shows the characteristic curves corresponding to the maximum of the
cross-wavelet power for u′ and w′ at several altitudes above the mean water surface
from z = 13 cm to z = 30 cm, for U = 6 m s−1. We can see that this maximum travels
at a speed close to the velocity deﬁned previously, independently of the altitude z
above the mean water level. This ﬁgure emphasizes that the coupling between the air
ﬂow and the water wave group is eﬀective in the whole boundary layer and strongly
attached to the group.
Figure 17 shows the characteristic curves corresponding to the maximum of the
cross-wavelet power for u′ and w′ at the altitude z=14 cm above the mean water level
for U =4m s−1, 6m s−1 and 8m s−1 respectively. The space–time diagram shows that
this maximum propagating at a velocity close to the velocity of the maximum of the
wavelet power spectrum of the surface elevation.
Figure 18 shows the characteristic curves corresponding to the maximum of the
cross-wavelet power of u′ and ∂η/∂t at several altitudes above the mean water
surface from z=13 cm to z=30 cm, for U =6m s−1. Herein again this maximum
corresponding to the transfer of energy between wind and waves propagates with the
velocity of the maximum of the wavelet power spectrum of the surface elevation. As for
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Figure 12. Cross-wavelet power for wind velocity ﬂuctuations u′ and w′ at height z = 13 cm,
for mean wind velocity U = 6ms−1. The vertical and bottom axes are the frequency and time,
respectively.
the maximum of the cross-wavelet power for u′ and w′ corresponding the momentum
ﬂux, the maximum of cross-wavelet power corresponding to the instantaneous ﬂux
of energy to waves due to pressure ﬂuctuations above the group, p′∂η/∂t , travels
downstream at the velocity of the maximum of the cross-wavelet power spectrum of
the surface elevation.
Figure 19 shows the spatial evolution of the frequency corresponding to the
maximum of the cross-wavelet power spectrum of the surface elevation as a function
of x for 11 m < x < 29 m, i.e. in the vicinity of the focus point for several values of the
wind velocity. It can be seen that the frequency decreases during the formation of the
extreme wave event. Hence, rogue waves are associated with frequency downshifting.
This feature which has been observed by Clamond et al. (2006) when extreme waves
are due to modulational phenomenon or envelope–soliton collision, can be extended
to extreme waves due to spatio-temporal focusing. Furthermore, the ﬁgure emphasizes
two main features pointed out previously: The downwind shift of the focus point
and time duration of the extreme wave event increase with wind velocity. Notice
that the frequency minimum decreases as wind velocity increases. The curves exhibit
a minimum which corresponds to a maximum of the group velocity calculated
from the linear dispersion relation. The maxima of the associated group velocity are
0.814 m s−1, 0.819 m s−1, 0.825 m s−1 and 0.841 m s−1 for U = 0 ms−1, 4 m s−1, 6 m s−1
and 8 m s−1, respectively. These values of the group velocity are less than those of the
velocity calculated previously. The deviations can be explained by nonlinear eﬀects.
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Figure 13. Cross-wavelet power for pressure ﬂuctuations p′ and ∂η/∂x at height z = 13 cm,
for mean wind velocity U = 6ms−1. The vertical and bottom axes are the frequency and time,
respectively.
Indeed, the extreme waves are strongly nonlinear and their envelope velocities on
average are larger than the group velocities calculated from the linear dispersion
relation. Nevertheless, as emphasized previously, the group velocity ﬂuctuates during
an extreme wave event and may be locally less than the linear value. This feature has
been pointed out by Song & Banner (2002) in the case of nonlinear spatio-temporal
focusing due to Benjamin–Feir instability. This tendency which is also observed
experimentally for the dispersive focusing investigated herein has been conﬁrmed by
numerical simulations.
Figure 20 shows the wind stress as a function of z for U = 4 m s−1 with or without
the presence of focusing wave groups. It can be seen that when there is no extreme
wave event, the wind stress varies 20% from z = 10 cm to z = 19 cm whereas
it varies 130% between the same altitude values when extreme wave events occur.
This feature can be explain by a strong longitudinal mean pressure gradient due to
the modiﬁcation of the air-ﬂow structure in the presence of extreme wave events or
strongly modulated wave trains.
The previous experimental results suggest that air-ﬂow separation could explain the
strong increase of the transfer of momentum and energy during extreme wave events.
To verify the validity of this assumption, a series of experiments using an original
probe (ﬁgure 21) developed at the laboratory by Giovanangeli et al. (1999) to detect
air-ﬂow separation mechanism (AFS) has been conducted. A hot wire and a cold wire
separated from each other by 1 mm in the direction of the mean wind direction are
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Figure 14. Cross-wavelet power for pressure ﬂuctuations p′ and ∂η/∂t at height z = 13 cm,
for mean wind velocity U = 6ms−1. The vertical and bottom axes are the frequency and time,
respectively.
installed on a wave-follower. Any temperature ﬂuctuation can be detected by the cold
wire when it is located in the hot wake generated by the hot wire. In the presence
of air-ﬂow separation, a reverse ﬂow directed towards the upstream direction can
occur in the vicinity of the leeward face of the crest (Reul, Branger & Giovanangeli
1999) which produces both a positive temperature ﬂuctuation measured by the cold
wire and a negative wind velocity ﬂuctuation measured by the hot wire. Using the
wave-follower, the AFS probe was located close to the instantaneous water-wave
surface and particularly close to the wave trough. Figure 22, corresponding to the
case U = 4 m s−1 shows the elevation of the interface, elevation of the AFS probe
ﬁxed at 3 cm from the water-wave surface, and output voltage given by the cold and
hot wires. We can see that during the burst of the local wave slope, there is a decrease
of the wind velocity and a positive temperature ﬂuctuation measured by the cold wire.
Hence, even for a wind velocity of 4 m s−1 an air-ﬂow separation occurs when the local
wave slope of the interface reaches a threshold value which has been evaluated herein
as close to 0.35. This suggests that the local wave slope is a signiﬁcant parameter
which is highly correlated to the air-ﬂow separation phenomenon. In the presence of
steep wave events, the wave age is not the unique parameter to be considered, the
local wave slope is a signiﬁcant parameter too. Furthermore, it has been observed
that the occurrence of air-ﬂow separation is generally accompanied by breaking. This
is in agreement with the results of Banner & Melville (1976).
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Figure 15. Trajectories of the maximum of the wavelet power spectrum of the surface
elevation for several values of the wind velocity in the (x, t)-plane. U = 0ms−1 (3), U = 4ms−1
(2), U = 6ms−1 (©), U = 8ms−1 ().
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Figure 16. Trajectories of the maximum of the cross-wavelet power for u′ and w′ at several
altitudes above the mean water level for U = 6ms−1 in the (x, t)-plane. Z = 13 cm (•),
Z = 14 cm (2), Z = 15 cm (◦), Z = 16 cm (×), Z = 17 cm (∗), Z = 18 cm (©), Z = 19 cm (+),
Z = 20 cm (), Z = 25 cm (−), Z = 30 cm (3).
In §3, the critical slopes that will be used in the numerical simulations of the
spatio-temporal focusing are chosen close to the experimental threshold of 0.35.
3. Numerical simulations
One of the main objectives of the present section is to study frequency-modulated
wavetrains generated in a numerical wave tank to compare their behaviour with
experiments with and without wind. To consider conditions similar to those of the
previous experiments we used a numerical wave tank based on a boundary-integral
equation method (BIEM). In the previous experiments, sporadic breaking has been
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Figure 17. Trajectories of the maximum of the cross-wavelet power for u′ and w′ at altitude
z = 14 cm, for several wind velocities in the (x, t)-plane. U = 4ms−1 (3), U = 6ms−1 (2),
U = 8ms−1 ().
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Figure 18. Trajectories of the maximum of the cross-wavelet power for p′ and ∂η/∂t at
several altitudes above the mean water level for U = 6ms−1, in the (x, t)-plane. Z = 13 cm
(3), Z = 14 cm (2), Z = 15 cm (), Z = 16 cm (×), Z = 17 cm (∗), Z = 18 cm (•), Z = 19 cm
(+), Z = 20 cm (−), Z = 25 cm (—), Z = 30 cm (©).
observed. To avoid this two-phase dissipative process which our numerical model
cannot simulate, a third series of experiments has been conducted to compare both
experimental and numerical results and also to check the validity of the numerical
wave tank.
Beside the focusing due to the dispersion of a chirped wave group, another
mechanism, the modulational instability or Benjamin–Feir instability of uniform
wavetrains, can generate extreme wave events. This instability was discovered by
Benjamin & Feir (1967). Zakharov (1968), using a Hamiltonian formulation of the
water-wave problem, arrived at the same instability. The nonlinear evolution of
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Figure 19. Evolution of the frequency of the maximum of the wavelet power spectrum of
the surface elevation with the fetch for several values of the wind velocity. U = 0ms−1 (3),
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Figure 20. The wind stress −〈u′w′〉 as a function of the altitude z above the mean surface
elevation for U = 4ms−1: 2, over the focusing group and •, without focusing group.
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Figure 21. Schematic representation of the air-ﬂow separation probe.
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Figure 22. (a) Wave-surface elevation (solid line), AFS probe elevation (dotted line), cold-wire
ouput (thick dashed line) and hot-wire output (thin dashed line) as a function of time for
U = 4ms−1. (b) Local longitudinal wave slope (dashed line) and wave surface elevation as a
function of time for U = 4ms−1.
this periodic phenomenon is investigated numerically using a high-order spectral
method (HOSM), without experimental counterpart. The question is how do extreme
wave events due to modulational instability under wind action evolve? How are the
ampliﬁcation and time duration of these waves under wind eﬀect modiﬁed? Are these
eﬀects similar to or diﬀerent from those observed in the case of extreme wave events
due to the spatio-temporal focusing discussed previously?
3.1. Wind modelling: the modiﬁed Jeﬀreys sheltering theory
In §2, it was demonstrated experimentally for a wind velocity U = 4 m s−1 that
steep wave events occurring in water-wave groups are accompanied by air-ﬂow
separation. Furthermore, a careful inspection of ﬁgure 5 suggests that a signiﬁcant
wind eﬀect takes place when the steep wave event occurs. The focusing stage is almost
independent of the wind velocity. Deviations can be observed only in the vicinity of
the focus point where the waves become steep. This observation reinforces the idea
that separation of the air ﬂow in the lee of the wave crests is responsible for the
growth and persistence of steep waves. The Jeﬀreys sheltering mechanism (Jeﬀreys
1925) could be used as wind modelling. Since air-ﬂow separation occurs only over
steep waves, the Jeﬀreys sheltering mechanism has to be applied locally in time and
space and not permanently over the whole wave ﬁeld. It is well known that this
mechanism cannot be applied continuously over water waves. This mechanism works
only when air-ﬂow separation occurs over steep waves (Banner & Melville 1976;
Kawai 1982).
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Previous works on rogue waves have not considered the direct eﬀect of wind on their
dynamics. It was assumed that they occur independently of wind action, that is, far
away from storm areas where wind-wave ﬁelds are formed. Herein the Jeﬀreys theory
(see Jeﬀreys 1925) is invoked for the modelling of the pressure, pa . Jeﬀreys proposed
a plausible mechanism to explain the phase shift of the atmospheric pressure, pa ,
required for an energy transfer from wind to the water waves. He suggested that
the energy transfer was due to the form drag associated with the ﬂow separation
occurring on the leeward side of the crests. The air-ﬂow separation would cause
a pressure asymmetry with respect to the wave crest, resulting in a wave growth.
This mechanism can be invoked only if the waves are suﬃciently steep to produce
air-ﬂow separation. Banner & Melville (1976) have shown that separation occurs
over breaking waves. For weak or moderate steepness of the waves this phenomenon
cannot apply and the Jeﬀreys sheltering mechanism becomes irrelevant.
Following Jeﬀreys (1925), the pressure at the interface z = η(x, t) is related to the
local wave slope according to
pa = ρas(U − c)2 ∂η
∂x
, (3.1)
where the constant s is termed the sheltering coeﬃcient, U is the wind speed, c is the
wave phase velocity and ρa is atmospheric density. The sheltering coeﬃcient, s = 0.5,
has been calculated from experimental data. In order to apply (3.1) for steep waves
only we introduce a threshold value for the slope (∂η/∂x)c. When the local slope of the
waves becomes larger than this critical value, the pressure is given by (3.1), otherwise
the pressure at the interface is taken equal to a constant which is chosen equal to
zero without loss of generality. This means that wind forcing is applied locally in time
and space. According to the experiments, the critical value of the slope, (∂η/∂x)c,
is chosen close to 0.35, in the range (0.30–0.40) for the spatio-temporal focusing.
For the nonlinear focusing due to modulational instability, we used higher values to
avoid a rapid evolution towards breaking. When the critical value is low, the transfer
of energy from the wind to the waves leads to wave breaking, and when it is too
high, this transfer becomes negligible in inﬂuencing the wave dynamics. The choice
of the value of the sheltering coeﬃcient is also important. This coeﬃcient has been
computed experimentally. We have not performed a systematic study on the inﬂuence
of (∂η/∂x)c and s on the wind–wave coupling. Our main purpose is to show that the
application of the modiﬁed Jeﬀreys mechanism could explain simply some features
of the interaction between wind and strongly modulated water-wave groups.
Figure 23 shows the pressure distribution at the interface in the vicinity of the crest,
given by equation (3.1), for a threshold value close to the slope corresponding to the
Stokes’ corner.
3.2. Basic equations
We consider two-dimensional propagating nonlinear gravity wavetrains on the surface
of an inviscid and incompressible ﬂuid. Under the assumption that the motion is
irrotational, the governing equations are the Laplace equation and nonlinear boundary
conditions
φ = 0 for z < η(x, t), (3.2)
lim
z→−∞ ∇φ = 0, (3.3)
∂η
∂t
+
∂η
∂x
∂φ
∂x
− ∂φ
∂z
= 0, z = η(x, t), (3.4)
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Figure 23. Pressure at the interface given in 10−1 HPa (dashed line) and surface elevation
given in m (solid line) as a function of x .
∂φ
∂t
+
1
2
∇φ·∇φ + gη = −pa
ρw
, z = η(x, t), (3.5)
where φ(x, z, t) is the velocity potential, z = η(x, t) is the equation of the surface,
g is the acceleration due to gravity, pa is the atmospheric pressure, x and z are the
horizontal and vertical coordinates, respectively, and t is the time.
3.3. The spatio-temporal focusing
Herein we considered a numerical wave tank simulating the experimental water-wave
tank described in the previous section. The gravity wavetrain is generated by a piston-
type wavemaker. An absorbing beach located at the end of the wave tank dissipates
the incident wave energy.
The Laplace equation (3.2) is solved within a domain bounded by the water surface
and solid boundaries of the numerical wave tank. The condition on the solid boundary
is
∇φ·n = v·n on ∂ΩS, (3.6)
where ∂ΩS corresponds to solid boundaries, v is the velocity of the solid boundaries,
set equal to zero on the horizontal bottom and downstream wall of the wave tank
and equal to the velocity of the piston at any point of the wavemaker, and n is the
unit normal vector to the boundaries.
A Lagrangian description of the water surface is used
Dη
Dt
=
∂φ
∂z
, (3.7)
Dx
Dt
=
∂φ
∂x
, (3.8)
where x is the abscissa of the water surface and D/Dt = ∂/∂t + ∇φ·∇.
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Equation (3.7) is an alternative form of (3.4). The kinematic boundary condition is
DS
Dt
= 0, (3.9)
where S(x, z, t) = η(x, t) − z = 0 is the water-surface equation.
The dynamic boundary condition (3.5) is rewritten as follows:
Dφ
Dt
=
1
2
(∇φ)2 − gη − pa
ρw
, (3.10)
where the pressure, pa(x, t), at the water surface is given by (3.1), i.e. the Jeﬀreys
theory presented in §4 is used for modelling the wind eﬀect on extreme waves. Over
waves presenting slopes of less than a threshold value, the atmospheric pressure is
uniform, set equal to zero without loss of generality.
The system of equations to solve is (3.2), (3.6), to (3.8) and (3.10). The method
to integrate numerically this system is a boundary-integral equation method (BIEM)
with a mixed Euler–Lagrange (MEL) time-marching scheme. The numerical method
is based on the Green’s second identity. For more details see Touboul et al. (2006).
A focusing wavetrain is generated by the piston wavemaker, leading during the
focusing stage to the generation of an extreme wave followed by a defocusing
stage. The water surface and the solid boundaries (downstream wall, bottom
and wavemaker) are discretized by 2000 and 1000 meshes, respectively, uniformly
distributed. The time integration is performed using an RK4 scheme, with a constant
time step of 0.01 s. To avoid numerical instability, the grid spacing x and time
increment t have been chosen to satisfy the following Courant criterion derived
from the linearized surface conditions:
(t)2 
8x
πg
. (3.11)
Figure 24 shows the experimental and computed surface elevation η(t) at fetch x = 1 m
while ﬁgure 25 shows the surface elevation at several fetches, measured experimentally
and computed numerically. The origin of the surface elevation corresponding to
fetches x = 18 m and x = 21 m are located at 0.05 and 0.1, respectively. The data at
fetch x = 1 m are in excellent agreement while discrepancies observed for steep waves
at fetches x = 11 m, 18 m and 21 m are possibly due to local breaking. Nevertheless,
the phases of the numerical and experimental wavetrains are the same, demonstrating
the eﬃciency of the numerical code in reproducing correctly the nonlinear evolution
of water-wave groups during the focusing–defocusing cycle.
In the ﬁrst series of experiments described in §2, spilling breaking events were
observed, resulting in energy dissipation and in saturation in the growth of amplitude.
The present model which is based on the assumption of inviscid ﬂuid cannot describe
energy dissipation. In our model, the transfer of energy from the wind to the water
waves depends on the wind velocity and threshold wave-slope value. If the latter
value is low, the energy transferred becomes high and breaking occurs.
To avoid breaking waves, a third series of experiments and numerical simulations
have been performed with an initial group of waves of weaker amplitude. For these
experiments and simulations, the period during which water waves are emitted is
increased so that the initial group contains a greater number of waves. This explains
why the ampliﬁcation factor is greater for this case, as can be seen in ﬁgure 26. The
frequency of the wavemaker is varied linearly from fmax = 1.85 Hz to fmin = 0.8 Hz
during T = 23.5 s. The focusing mechanism is investigated with and without wind
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Figure 24. Surface elevation (m) as a function of time (s) at fetch x = 1m. Experiments (solid
line) and numerical simulation (dotted line) within the framework of the spatio-temporal
focusing.
as well. A series of numerical simulations has been run for two values of the wind
velocity: U = 0 m s−1 and 6 m s−1. Using (2.8), ﬁgure 26 describes the spatial evolution
of the ampliﬁcation factor computed numerically. For (∂η/∂x)c = 0.3, a blow-up of
the numerical simulation occurs owing to the onset of breaking. This threshold value
is too low and the transfer of energy from the wind to the steep waves leads to wave
breaking. The threshold value of the slope beyond which the wind forcing is applied
has been increased and is (∂η/∂x)c = 0.4. This value corresponds to a wave close to
the limiting form for which the modiﬁed Jeﬀreys theory applies. It can be observed
that the numerical curves behave similarly to those in ﬁgure 5 and thus emphasize the
asymmetry found in the experiments. The observed asymmetry between the focusing
and defocusing regimes can be explained as follows. Without wind, the amplitude of
the extreme wave is decreasing during defocusing. In presence of wind, the modiﬁed
Jeﬀreys mechanism, which is acting locally in time and space, ampliﬁes only the
highest waves and hence delays their amplitude decrease during the very beginning
of the defocusing stage. The competition between the dispersive nature of the water
waves and the local transfer of energy from the wind to the extreme wave event
leads to a balance of these eﬀects at the maximum of modulation. This asymmetry
results in an increase of the lifetime of the steep wave event which increases with the
wind velocity. Hence the duration of the wind eﬀect is relatively short to increase the
ampliﬁcation of the extreme wave event signiﬁcantly. However, a weak increase of
the ampliﬁcation factor is observed in the presence of wind. The main eﬀect of the
Jeﬀreys sheltering mechanism is to sustain the coherence of the short group involving
the steep wave event.
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Figure 25. Surface elevation (m) as a function of time (s) at fetches x = 21m (top), x = 18m
(middle) and x = 11m (bottom). Experiments (solid line) and numerical simulation (dotted
line) within the framework of the spatio-temporal focusing.
Figure 27 shows the experimental ampliﬁcation factor and numerical ampliﬁcation
factor as a function of the normalized fetch x/xf where xf is the abscissa of
the point of focus without wind. We can observe an excellent agreement between
the experimental and numerical results. The experimental and numerical values of
the abscissa of the focus point, xf , and ampliﬁcation factor, A, are almost the same.
In the presence of wind of velocity U = 6 m s−1, ﬁgure 28(a) demonstrates that the
numerical and experimental ampliﬁcation factors disagree beyond the focus point.
For the value (∂η/∂x)c = 0.4, the Jeﬀreys sheltering mechanism is not eﬀective enough
in the present case whereas a reduction of the threshold value to 0.30 produces the
onset of breaking at the focus point.
Wind waves are generally propagating in the presence of a current. Figure 28(b)
corresponds to the spatio-temporal focusing in the presence of wind and current
with (∂η/∂x)c = 0.3. The wind velocity is U = 6 ms
−1 and a uniform following
current corresponding to 2% of U has been introduced to have the numerical value
of the focus point equal to the experimental value. Generally, the current induced
by wind is taken equal to 3% of the wind velocity. More information about the
introduction of a current in the model can be found in Touboul et al. (2007) who
considered the formation of rogue waves from transient wavetrains propagating on
a current. The introduction of the following current prevents the onset of breaking.
During extreme wave events, the wind-driven current may play a signiﬁcant role in
the wind–wave interaction. The combined action of the Jeﬀreys sheltering mechanism
and wind-driven current may sustain longer extreme wave events. We can see good
agreement between the numerical simulation and experiment. The steep wave event
is propagating over a longer distance (or period of time) in the numerical simulation
and experiments as well.
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Figure 26. Numerical ampliﬁcation factor A(X,U ) as a function of the distance (in m) for two
values of the wind velocity within the framework of the spatio-temporal focusing: U = 0ms−1
(solid line), U = 6ms−1 and (∂η/∂x)c = 0.4 (dotted line), U = 6ms−1 and (∂η/∂x)c = 0.3
(dashed line).
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Figure 27. Numerical (solid line) and experimental (circle) ampliﬁcation factor A(X/Xf ,U )
as a function of the normalized distance without wind within the framework of the
spatio-temporal focusing.
To summarize, we can claim that within the framework of the spatio-temporal focus-
ing, both experimental and numerical results are in qualitative good agreement even
if some quantitative diﬀerences have been observed, namely when the wind-induced
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Figure 28. (a) Numerical (solid and dashed lines) and experimental (circle) ampliﬁcation
factor A(X/Xf ,U ) as a function of the normalized distance with wind (U = 6ms
−1) for
(∂η/∂x)c = 0.3 (solid line) and (∂η/∂x)c = 0.4 (dashed line) within the framework of the
spatio-temporal focusing. (b) Numerical (solid and dashed lines) and experimental (circle)
ampliﬁcation factor A(X/Xf ,U ) as a function of the normalized distance in presence of wind
(U = 6ms−1) and following current for (∂η/∂x)c = 0.3 (solid line) and (∂η/∂x)c = 0.4 (dashed
line) within the framework of the spatio-temporal focusing.
current is ignored. The importance of a following current on the evolution of the
wave group has been emphasized as well.
3.4. Focusing due to modulational instability
Beside the focusing due to dispersion of a chirped wave group, another mechanism,
the modulational instability or Benjamin–Feir instability (Benjamin & Feir 1967) of
uniform wavetrains, can generate extreme wave events. This periodic phenomenon
is investigated numerically using a high-order spectral method (HOSM) without
experimental counterpart. The question is how do extreme wave events due to
modulational instability under wind action evolve? How are the ampliﬁcation and
time duration under wind eﬀect modiﬁed? Are these eﬀects similar to or diﬀerent
from those observed in the case of extreme wave due to dispersive focusing?
Using the fully nonlinear equations, Henderson, Peregrine & Dold (1999) and
Dyachenko & Zakharov (2005) investigated numerically the onset of extreme wave
events due to modulational instability, but without considering wind inﬂuence.
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Introducing the potential velocity at the free surface φs(x, t) = φ(x, η(x, t), t), (3.4)
and (3.5) can be written as
∂φs
∂t
= −η − 1
2
∇φs ·∇φs + 1
2
W 2[1 + (∇η)2] − pa, (3.12)
∂η
∂t
= −∇φs ·∇η + W [1 + (∇η)2]. (3.13)
where
W =
∂φ
∂z
(x, y, η(x, y, t), t). (3.14)
Equations (3.12) and (3.13) are given in dimensionless form. Reference length,
reference velocity and reference pressure are, 1/k0,
√
g/k0 and ρwg/k0, respectively.
The numerical method used to solve the evolution equations is based on a pseudo-
spectral treatment with a fourth-order Runge–Kutta integrator with constant time
step, similar to the method developed by Dommermuth & Yue (1987). For more
details see the paper by Skandrani, Kharif & Poitevin (1996).
It is well known that uniformly travelling wavetrains of Stokes waves are unstable
to the Benjamin–Feir instability (or modulational instability) which results from
a quartet resonance, that is, a resonance interaction between four components of
the wave ﬁeld. This instability corresponds to a quartet interaction between the
fundamental component (the carrier) k0 = k0(1, 0) counted twice and two satellites
k1 = k0(1 + p, q) and k2 = k0(1 − p,−q) where p and q are the longitudinal
wavenumber and transversal wavenumber, respectively, of the modulation. Instability
occurs when the following resonance conditions are fulﬁlled:
k1 + k2 = 2k0, (3.15)
ω1 + ω2 = 2ω0, (3.16)
where ωi with i = 0, 1, 2 are frequencies of the carrier and satellites.
A presentation of the diﬀerent classes of instability of Stokes waves is given by
Dias & Kharif (1999).
The procedure used to calculate the linear stability of Stokes waves is similar to
the method described by Kharif & Ramamonjiarisoa (1988). Let η = η¯ + η′ and
φ = φ¯ + φ′ be the perturbed elevation and perturbed velocity potential where (η¯, φ¯)
and (η′, φ′) correspond, respectively, to the unperturbed Stokes wave and inﬁnitesimal
perturbative motion (η′  η¯, φ′  φ¯). Following Longuet-Higgins (1985), the Stokes
wave of amplitude a0 and wavenumber k0 is computed iteratively. Substituting these
decompositions into the boundary conditions linearized about the unperturbed motion
and using the following forms for a two-dimensional ﬂow:
η′ = exp(λt + ipx)
∞∑
−∞
aj exp(ijx), (3.17)
φ′ = exp(λt + ipx)
∞∑
−∞
bj exp(ijx + γjz)), (3.18)
where λ, aj and bj are complex numbers and γj =| p + j |.
Equations (3.17) and (3.18) correspond to an eigenvalue problem for λ with
eigenvector u = (aj , bj )
t :
(A − λB)u = 0. (3.19)
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where A and B are complex matrices depending on the unperturbed wave steepness
of the basic wave,  = a0k0, and the arbitrary real number p. The eigenvalue, λ,
satisﬁes
det(λB − A) = 0. (3.20)
The physical disturbances are obtained from the real part of the complex expressions
η′ and φ′ at t = 0.
McLean et al. (1981) and McLean (1982) showed that the dominant instability of
a uniformly travelling train of Stokes waves in deep water is the two-dimensional
modulational instability (class I), provided its steepness is less than  = 0.30. For
higher values of the wave steepness three-dimensional instabilities (class II) become
dominant, phase locked to the unperturbed wave. Herein we shall focus on the
two-dimensional nonlinear evolution of a Stokes wavetrain suﬀering modulational
instability with and without wind action. Two series of numerical simulations have
been performed corresponding to two wavetrains of ﬁve and nine waves, respectively.
3.4.1. Numerical simulations without wind action
First, we consider the case of wavetrains of ﬁve waves. The initial condition is
a Stokes wave of steepness  = 0.11, disturbed by its most unstable perturbation
which corresponds to p ≈ 0.20 = 1/5. The fundamental wavenumber of the Stokes
wave is chosen so that integral numbers of the sideband perturbations (satellites)
can be ﬁtted into the computational domain. For p = 1/5, the fundamental wave
harmonic of the Stokes wave is k0 = 5 and the dominant sidebands are k1 = 4 and
k2 = 6 for subharmonic and superharmonic parts of the perturbation, respectively.
The wave parameters have been re-scaled so that the wavelength of the perturbation
is equal to 2π. There exist higher harmonics present in the interactions which are not
presented here. The normalized amplitude of the perturbation relative to the Stokes
wave amplitude is initially taken to be equal to 10−3. The order of nonlinearity is
M = 6, the number of mesh points is N > (M + 1)kmax where kmax is the highest
harmonic taken into account in the simulation. The latter criterion concerning N is
introduced to avoid aliasing errors. The deﬁnition of the integer M can be found in
Dommermuth & Yue (1987). To compute the long-time evolution of the wavetrain,
the time step t is chosen to be equal to T/100 where T is the fundamental period
of the basic wave. This temporal discretization satisﬁes the CFL condition.
For the case without wind, the time histories of the normalized amplitude of
the carrier, lower sideband and upper sideband of the most unstable perturbation
are plotted in ﬁgure 29(a). Another perturbation which was initially linearly stable
becomes unstable in the vicinity of the maximum of modulation resulting in the
growth of the sidebands k3 = 3 and k4 = 7. The nonlinear evolution of the two-
dimensional wavetrain exhibits the Fermi–Pasta–Ulam recurrence phenomenon. This
phenomenon is characterized by a series of modulation–demodulation cycles in which
initially uniform wavetrains become modulated and then demodulated until they are
again uniform. Herein one cycle is reported. At t ≈ 360T the initial condition is
more or less recovered. At the maximum of modulation t = 260T , we can see a
temporary frequency (and wavenumber) downshifting since the subharmonic mode
k1 = 4 is dominant. At this stage, a very steep wave occurs in the group (ﬁgure 30a).
Notice that the solid line represents the free surface without wind eﬀect while the
dotted line corresponds to the case with wind eﬀect which will be discussed below.
Figures 30(b) to 30(d) show the free-surface proﬁles at several instants of time.
The solid lines correspond to the case without wind action. We can emphasize
Inﬂuence of wind on extreme wave events 239
a(k)
a(k)
100 200 300 400
0
0.2
0.4
0.6
0.8
1.0(a)
(b)
t/T
100 200 300 400 500
0.2
0
0.4
0.6
0.8
1.0
Figure 29. (a) Time histories of the amplitude of the fundamental mode, k0 = 5 (solid line),
subharmonic mode, k1 = 4 (dashed line), and superharmonic mode, k2 = 6 (dotted line),
for an evolving perturbed Stokes wave of initial wave steepness  = 0.11 and fundamental
wave period T , without wind action. The two lowest curves (dot-dot-dashed and dot-dashed
lines) correspond to the modes k3 = 3 and k4 = 7. (b) Time histories of the amplitude of
the fundamental mode, k0 = 9 (solid line), subharmonic modes, k1 = 7 (dashed line) and
k3 = 8 (dot-dashed line), and superharmonic modes, k2 = 11 (dotted line) and k4 = 10
(dot-dot-dashed line), for an evolving perturbed Stokes wave of initial wave steepness  = 0.13
and fundamental wave period T , without wind action.
that no breaking occurs during the numerical simulation. Dold & Peregrine (1986)
have studied numerically the nonlinear evolution of diﬀerent modulating wavetrains
towards breaking or recurrence. For a given number of waves in the wavetrains,
breaking always occurs above a critical initial steepness, and below a recurrence
towards the initial wave group is observed. This problem was revisited by Banner
& Tian (1998) who, however, did not considered the excitation at the maximum of
modulation of the perturbation corresponding to p = 2/5.
A second numerical simulation corresponding to the case of wavetrains of nine
waves is now considered. The initial condition is a Stokes wave of steepness  = 0.13,
disturbed by its most unstable perturbation which corresponds to p ≈ 2/9. The
unstable sideband perturbations corresponding to p = 1/9 are introduced as well.
Hence, we consider the nonlinear evolution of the wavetrain when two unstable
modulations are now present whereas in the previous case only one unstable
modulation was introduced. For p = 2/9, the fundamental wave harmonic of the
Stokes wave is now k0 = 9 and the dominant sidebands are k1 = 7 and k2 = 11 for
the subharmonic and superharmonic parts of the perturbation, respectively, whereas
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Figure 30. Surface wave proﬁle at (a) t = 260T , (b) t = 265T , (c) t = 270T , (d) t = 275T :
without wind (solid line) and with wind (dotted line).
the satellites k3 = 8 and k4 = 10 are the sidebands of the unstable perturbation
corresponding to p = 1/9. The time histories of the normalized amplitude of the
carrier, lower sideband and upper sideband of the two unstable perturbations are
plotted in ﬁgure 29(b). A kind of Fermi–Pasta–Ulam recurrence can be observed,
which is stopped at t ≈ 500T by the onset of breaking. Herein the onset of breaking
is delayed by the presence of two unstable perturbations. This result is in agreement
with those of Dold & Peregrine (1986) and Banner & Tian (1998). At t = 192T ,
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Figure 31. Surface wave proﬁle at (a) t = 192T , (b) t = 195T , (c) t = 200T , (d) t = 210T ,
(e) t = 360T , (f )t = 445T : without wind (solid line) and with wind (dotted line).
t = 360T and t = 445T which correspond to the ﬁrst, second and third maxima
of modulation without wind, a extreme wave event occurs (ﬁgures 31a (solid line),
31e and 31f). The subharmonic sideband, k1 = 7, is dominant and a temporary
frequency downshifting is observed. Figures 31(b), 31(c) and 31(d) give the proﬁles of
the wavetrain at t = 195T , t = 200T and t = 210T , respectively.
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Figure 32. (a) Time histories of the amplitude of the fundamental mode, k0 = 5 (solid line),
subharmonic mode, k1 = 4 (dashed line), and superharmonic mode, k2 = 6 (dotted line),
for an evolving perturbed Stokes wave of initial wave steepness  = 0.11 and fundamental
wave period T , with wind action (U = 1.75c). The two lowest curves (dot-dot-dashed and
dot-dashed lines) correspond to the modes k3 = 3 and k4 = 7. (b) Time histories of the
amplitude of the fundamental mode, k0 = 9 (solid line), subharmonic modes, k1 = 7 (dashed
line) and k3 = 8 (dot-dashed line), and superharmonic modes, k2 = 11 (dotted line) and k4 = 10
(dot-dot-dashed line), for an evolving perturbed Stokes wave of initial wave steepness  = 0.13
and fundamental wave period T , with wind action.
Owing to a mode competition between the satellites of the two unstable
disturbances, it is now the subharmonic sideband, k3 = 8, of the initially less unstable
perturbation which is dominant at the second maximum of modulation.
3.4.2. Numerical simulations with wind action
Figures 32(a) and 32(b) are similar to ﬁgures 29(a) and 29(b), respectively, except
that now water waves evolve under wind action. Wind forcing is applied over crests
of the group of ﬁve waves of slopes larger than (∂η/∂x)c = 0.405 while for the group
of nine waves it is applied over crests of slope steeper than 0.5125. These conditions
are satisﬁed for 256T < t < 270T for the ﬁrst wavetrain and for 187T < t < 200T
and 237T < t < 240T for the second, that is during the maximum of modulation
which corresponds to the formation of the extreme wave event. When the values of
the wind velocity are too high, numerical simulations fail during the formation of
the extreme wave event, owing to breaking. During the breaking wave process, the
slope of the surface becomes inﬁnite, leading numerically to a spread of energy into
high wavenumbers. This local steepening is characterized by a numerical blow-up (for
methods dealing with an Eulerian description of the ﬂow). To avoid a wave breaking
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Figure 33. (a) Numerical ampliﬁcation factor as a function of time for a wavetrain of ﬁve
waves without wind (solid line) and with wind (dotted line) for U = 1.75c. (b) Numerical
ampliﬁcation factor as a function of time for a wavetrain of nine waves without wind (solid
line) and with wind (dashed line) for U = 1.75c.
too early, the wind velocity U is ﬁxed close to 1.75c. Owing to the weak eﬀect of the
wind on the kinematics of the crests on which it acts, the phase velocity, c, is computed
without wind. The eﬀect of the wind reduces signiﬁcantly the demodulation cycle and
thus sustains the extreme wave event. This feature is clearly shown in ﬁgures 33(a)
and 33(b), corresponding to wavetrains of ﬁve and nine waves, respectively. The
ampliﬁcation factor is stronger in the presence of wind and the rogue wave criterion
given by (1.1), A > 2.2, is satisﬁed during a longer period of time. In the presence of
wind forcing, extreme waves evolve into breaking waves at t ≈ 330T and t ≈ 240T
for wavetrains of ﬁve and nine waves, respectively. For the case of a wavetrain of ﬁve
waves, ﬁgures 30(a) to 30(d) display water-wave proﬁles at diﬀerent instants of time
in the vicinity of the maximum of modulation with and without wind. The solid lines
corresponds to waves propagating without wind while the dotted lines represent the
wave proﬁles under wind action. These ﬁgures show that the wind does not modify
the phase velocity of the very steep waves while it increases their height and their
duration. A similar behaviour is shown in ﬁgures 31(a) to 31(d), corresponding to
the group of nine waves. We can conclude that extreme waves occurring under wind
action in both wavetrains present the same features.
244 C. Kharif, J.-P. Giovanangeli, J. Touboul, L. Grare and E. Pelinovsky
To summarize the results of this section, we can claim that extreme wave events
generated by modulational instability in the presence of wind behave similarly to
those due to dispersive spatio-temporal focusing discussed in the §§2 and 3.3. It is
found that extreme wave events generated by two diﬀerent mechanisms exhibit the
same behaviour in the presence of wind. Furthermore, in the presence of local wind
forcing, extreme waves evolve to breaking waves for initial wavetrains of steepness
 = 0.11 and  = 0.13 considered herein. In another context, Banner & Song (2002)
have investigated numerically the onset and strength of breaking for deep-water waves
under wind forcing and surface shear. In their study, wind modelling is based on the
Miles theory which is diﬀerent from the Jeﬀreys sheltering mechanism used in this
paper.
4. Conclusions
A series of experiments on the formation of extreme waves through the spatio-
temporal focusing mechanism has been conducted in the large wind-wave tank of
IRPHE and corresponding numerical simulations have been run as well. Furthermore,
a second mechanism due to modulational instability and yielding to the generation
of these extreme wave events has been considered numerically.
Experiments have shown that in presence of wind, the kinematics and dynamics of
the wave group are modiﬁed, namely the focus point is shifted downstream, the height
and duration of the extreme waves are increased. A more careful and detailed analysis
of the wind–wave interaction during the wave focusing emphasized the strong coupling
between the wave group and the turbulent boundary layer when the extreme wave
event occurs. Hence, it has been shown that air-sea ﬂuxes are strongly enhanced in the
presence of strongly modulated wave groups. This strong correlation between the very
steep waves of the group and the wind suggests that the Jeﬀreys sheltering mechanism
could be a suitable model. In the presence of wind, it is shown experimentally that the
occurrence of extreme wave events is accompanied by a reverse ﬂow. Note that this
mechanism, which is applied only over very steep water waves, works locally in space
and time. For the smallest wind velocity, U = 4ms−1, considered herein, it has been
shown experimentally that the wind has a suﬃcient aerodynamic inﬂuence to maintain
extreme wave events. Nevertheless from our experiments, it is not possible to provide
the value of the critical velocity for which aerodynamic inﬂuence becomes appreciable,
that is, when air ﬂow separation occurs. For U < 4m s−1, a new series of experiments
is required to determine the critical wind velocity for which air-ﬂow separation is
observed. This phenomenon depends strongly on wind velocity and local wave slope
as well. Numerical simulations based on two-phase-ﬂow Navier–Stokes equations and
experiments are planned to investigate the occurrence of reverse air-ﬂow events as a
function of both wind velocity and local wave slope.
Similar numerical simulations have been performed, corresponding to the spatio-
temporal focusing studied experimentally and the wave focusing due to modulational
instability as well. For the spatio-temporal focusing, a numerical wave tank has been
used to generate the water waves while the Jeﬀreys theory has been applied for the
wind modelling to reproduce the experimental conﬁguration. The numerical results
are in qualitative good agreement with those obtained experimentally. The generation
of extreme wave events due to modulational instability has concerned two numerical
simulations of wavetrains of ﬁve waves and nine waves, respectively, using a pseudo-
spectral method. It was found that in the presence of wind, extreme wave events due
to modulational instability behave similarly to those due to spatio-temporal focusing.
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For both cases considered in the present study, namely modulating wave trains of
ﬁve and nine waves, it was found that steep waves evolve to breaking waves under
local wind forcing. The role of the wind-driven current has been emphasized during
extreme wave events. Following Banner & Song (2002), it should be interesting to
introduce wind forcing with surface shear instead of the uniform current used in the
present investigation. Another issue is to ﬁnd an indicator for the onset of rogue
waves.
The present study has demonstrated that under speciﬁc conditions, the modiﬁed
Jeﬀreys sheltering mechanism can be physically relevant for inﬂuencing the dynamics
of extreme wave events. The wave breaking or/and limited length of the numerical
wind–wave tank do not allow this information to be readily determined and require
more attention. Nevertheless, from ﬁgure 26, we can obtain an estimate for U = 6ms−1
and (∂η/∂x)c = 0.4. The duration of the extreme wave event is roughly multiplied
by 1.75. For (∂η/∂x)c = 0.3, we observe a blow-up of the numerical simulation that
corresponds to breaking. On the other hand when a co-ﬂowing current is introduced,
no breaking occurs and the extreme wave event is sustained longer. In our numerical
experiments, the normalized amplitude does not become less than 2.2 beyond the
maximum of modulation (see ﬁgure 28-b).
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138 Chap. 7: Vagues sce´le´rates ge´ne´re´es par focalisation dispersive
Chapitre 8
Vagues sce´le´rates ge´ne´re´es par
instabilite´ modulationnelle
Nous avons vu, dans le chapitre pre´ce´dent, que le vent augmentait significativement la dure´e
de vie des vagues sce´le´rates forme´es par focalisation dispersive. Nous tentons dans ce chapitre
de ge´ne´raliser notre approche mode`le a` des vagues sce´le´rates engendre´es par instabilite´ modu-
lationnelle.
8.1 Touboul J., Kharif C., On the interaction of wind and ex-
treme gravity waves due to modulational instability, Phys.
Fluids, 18, 108103, 2006
Dans le chapitre pre´ce´dent, nous avons observe´ que des vagues sce´le´rates engendre´es par
focalisation dispersive e´taient largement soutenues par l’action du vent. Une le´ge`re augmentation
de leur amplitude, ainsi qu’une le´ge`re de´rive du point de focalisation e´tait observe´e. Nous sommes
donc conduits a` nous interroger sur la ge´ne´ralite´ de ce phe´nome`ne. En effet, cette observation
est-elle inhe´rente aux vagues sce´le´rates dans l’absolu, ou bien s’agit d’un phe´nome`ne lie´ au
me´canisme de focalisation dispersive ? Pour le ve´rifier, nous nous proposons d’e´tudier l’action
du vent sur des vagues sce´le´rates engendre´es par instabilite´ modulationnelle. Cependant, une
approche expe´rimentale est ici extreˆmement difficile a` mettre en œuvre, dans la mesure ou` les
taux de croissance de cette instabilite´ sont tre`s faibles. La distance de de´veloppement de cette
instabilite´ est donc tre`s grande, et il est difficile d’observer un cycle de modulation-de´modulation
(cycle de Fermi-Pasta-Ulam) complet dans le canal de Luminy. Nous nous restreignons donc
ici a` l’e´tude nume´rique du phe´nome`ne. Pour cela, nous introduisons le vent dans la me´thode
pseudo-spectrale (HOSM), sous la forme du me´canisme de Jeffreys modifie´ introduit dans le
chapitre pre´ce´dent. Les vagues sce´le´rates ainsi obtenues pre´sentent un comportement similaire
sous l’action du vent que celles obtenues par focalisation dispersive.
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Freak waves are generated numerically by means of modulational instability. Their interaction with
wind is investigated. Wind is modeled as Jeffreys’ sheltering mechanism. Contrary to the case
without wind, it is found that wind sustains the maximum of modulation due to the Benjamin-Feir
instability. The general kinematic behavior observed for freak waves due to dispersive focusing is
recovered here, even if the underlying physics are different in both cases. © 2006 American
Institute of Physics. DOI: 10.1063/1.2374845
Extreme wave events such as rogue waves correspond to
large-amplitude waves occurring suddenly on the sea sur-
face. In situ observations provided by oil and shipping indus-
tries and capsizing of giant vessels confirm the existence of
such events. Up to now there is no definitive consensus about
a unique definition of a rogue wave event. The definition
based on height criterion is often used. When the height of
the wave exceeds twice the significant height it is considered
as a rogue wave. Owing to the non-Gaussian and nonstation-
ary character of the water wave fields on the sea surface, it is
a very tricky task to compute the probability density function
of rogue waves. So, the approaches presented herein are
rather deterministic than statistical. Recently, Refs. 1 and 2
provided reviews on the physics of these events when the
direct effect of the wind is not considered. Rogue waves can
occur far away from storm areas where wave fields are gen-
erated. In that case huge waves are possible on quasi-still
water.
There are a number of physical mechanisms producing
the occurrence of rogue waves. Extreme wave events can be
due to refraction presence of variable currents or bottom
topography, dispersion frequency modulation, wave insta-
bility Benjamin-Feir instability, soliton interactions, etc.
that may focus the wave energy into a small area. All these
different mechanisms can work without direct effect of wind
on waves. More details can be found in Refs. 2 and 3.
Among the mechanisms that generate extreme wave
events, is the modulational instability or the Benjamin-Feir
instability. Numerical simulations of the fully nonlinear
equations have been performed by Refs. 4–6. Due to a reso-
nant four wave interaction, the uniform wave trains suffer
modulation-demodulation cycles the Fermi-Pasta-Ulam re-
currence. At the maximum of modulation a frequency
downshift is observed and very steep waves occur.
Several experimental and theoretical studies have con-
cerned the wind action on the modulational instability.7–10
Herein we used a different theory based on the Jeffreys shel-
tering mechanism to describe the air flow separation over
very steep waves.
Recently, the authors in Ref. 11 took interest in the in-
teraction of wind and freak waves due to dispersive focusing.
They found a weak amplification of the freak waves under
the action of wind, and a significant increase of their life-
time. Those observations were explained by means of
Jeffreys’ sheltering mechanism. The purpose of this Brief
Communication is to extend those results to freak waves due
to modulational instability.
The fluid is assumed to be inviscid and the motion irro-
tational, such that the velocity u may be expressed as the
gradient of a potential x ,z , t :u=. If the fluid is as-
sumed to be incompressible, the equation that holds through-
out the fluid is the Laplace’s equation.
The waves are supposed to propagate in infinite depth,
and the bottom condition writes
→ 0 when z→ −  . 1
The kinematic requirement that a particle on the sea surface,
z=x , t, remains on it is expressed by

t
+

x

x
−

z
= 0 on z = x,t . 2
Since surface tension effects are ignored, the dynamic
boundary condition which corresponds to pressure continuity
through the interface, can be written

t
+
2
2
+ g +
pa
w
= 0 on z = x,t , 3
where g is the gravitational acceleration, pa is the pressure at
the sea surface, and w is the density of water. The atmo-
spheric pressure at the sea surface can vary in space and
time.
By introducing the potential velocity at the free surface
sx , t=x ,x , t , t, Eqs. 2 and 3 write
s
t
= −  −
s2
2
+
1
2
W21 + 2 − pa, 4

t
= − s ·  + W1 + 2 , 5
where
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W =

z
x,x,t,t . 6
Equations 4 and 5 are given in dimensionless form. Ref-
erence length, reference velocity and reference pressure are
1/k0, g /k0, and wg /k0 respectively.
The numerical method used to solve the evolution equa-
tions is based on a pseudo-spectral treatment with a fourth-
order Runge-Kutta integrator with constant time step, similar
to the method developed by Ref. 12. More details can be
found in Ref. 13.
It is well known that the uniformly traveling wave train
of the Stokes’ waves are unstable to the Benjamin-Feir insta-
bility, or modulational instability, which results from a quar-
tet resonance, that is, a resonance interaction between four
components of the wave field. This instability corresponds to
a quartet interaction between the fundamental component
k0 counted twice and two satellites k1=k01+ p and
k2=k01− p where p is the wave number of the modulation.
Instability occurs when the following resonance conditions
are fulfilled:
k1 + k2 = 2k0, 7
1 + 2 = 20, 8
where i with i=0,1 ,2 are frequencies of the carrier and
satellites. A presentation of the different classes of instability
of the Stokes waves is given in the review paper by Dias and
Kharif.14
The procedure used to calculate the linear stability of the
Stokes waves is similar to the method described by Kharif
and Ramamonjiarisoa.15 Let = ¯+ and =¯ + be the
perturbed elevation and perturbed velocity potential where
¯ ,¯  and  , correspond, respectively, to the unper-
turbed Stokes wave and infinitesimal perturbative motion
¯ ,¯ . Following Ref. 16, the Stokes wave of am-
plitude a0 and wave number k0 is computed iteratively. This
decomposition is introduced in the boundary conditions 4
and 5 linearized about the unperturbed motion, and the fol-
lowing form is used:
 = expt + ipx
−

aj expijx , 9
 = expt + ipx
−

bj expijx +  jz , 10
where , aj, and bj are complex numbers and where  j = p
+ j. An eigenvalue problem for  with eigenvector
u= aj ,bjt : A−Bu=0 is obtained, where A and B are
complex matrices depending on the unperturbed wave steep-
ness of the basic wave. The physical disturbances are ob-
tained from the real part of the complex expressions  and
 at t=0.
References 17 and 18 showed that the dominant instabil-
ity of a uniformly traveling train of Stokes’ waves in deep
water is the two-dimensional modulational instability,
or class I instability, as soon as its steepness is less than
	=0.30.
In our simulations, the initial condition is a Stokes wave
of steepness 	=0.11, disturbed by its most unstable pertur-
bation which corresponds to p0.20=1/5. The fundamental
wave number of the Stokes wave is k0=5 and the dominant
sidebands are k=4 and k=6 for the subharmonic and super-
harmonic part of the perturbation, respectively. There exists
higher harmonics present in the interactions which are not
presented here. The normalized amplitude of the perturbation
relative to Stokes wave amplitude is initially taken to be
equal to 10−3. The order of nonlinearity is M =6, and the
number of mesh points is N
 M +1kmax, where kmax is the
highest harmonic taken into account in the simulation. The
latter criterion concerning N is introduced to avoid aliasing
errors. To compute the long time evolution of the wave
packet the time step t is chosen to be equal to T /100, where
T is the fundamental period of the basic wave. This temporal
discretization satisfies the CFL condition.
Previous works on the rogue wave have not considered
the direct effect of wind on their dynamics. It was assumed
that they occur independently of wind action, that is far away
from storm areas where wind wave fields are formed. Herein
the Jeffreys’ theory see Ref. 19 is invoked for the model-
ling of the pressure, pa. Jeffreys suggested that the energy
transfer was due to the form drag associated with the flow
separation occurring on the leeward side of the crests. The
air flow separation would cause a pressure asymmetry with
respect to the wave crest resulting in a wave growth. This
mechanism can be invoked only if the waves are sufficiently
steep to produce air flow separation. Reference 20 has shown
that separation occurs over near breaking waves. For weak or
moderate steepness of the waves this phenomenon cannot
apply and the Jeffreys’ sheltering mechanism becomes irrel-
evant.
Following Ref. 19 the pressure at the interface
z=x , t is related to the local wave slope according to the
following expression:
pa = asU − c2

x
, 11
where the constant, s is termed the sheltering coefficient, U
is the wind speed, c is the wave phase velocity, and a is the
atmospheric density. The sheltering coefficient, s=0.5, has
been calculated from the experimental data. In order to apply
the relation 11 for only very steep waves we introduce a
threshold value for the slope  /xc. When the local slope
of the waves becomes larger than this critical value, the pres-
sure is given by Eq. 11, otherwise the pressure at the inter-
face is taken to be equal to a constant which is chosen to be
equal to zero without loss of generality. This means that
wind forcing is applied locally in time and space.
The initial condition described previously is propagated
numerically with the high order spectral method. Both cases
with and without wind are studied and compared.
For the case without wind, the time histories of the nor-
malized amplitude of the carrier, lower sideband and upper
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sideband of the most unstable perturbation are plotted in Fig.
1. Another perturbation which was initially linearly stable
becomes unstable in the vicinity of maximum of modulation
resulting in the growth of the sidebands k3=3 and k4=7. The
nonlinear evolution of the two-dimensional wave train exhib-
its the Fermi-Pasta-Ulam recurrence phenomenon. This phe-
nomenon is characterized by a series of modulation-
demodulation cycles in which initially uniform wave trains
become modulated and then demodulated until they are
again uniform. Herein one cycle is reported. At t360 T the
initial condition is more or less recovered. At the maximum
of modulation t=260 T, one can observe a temporary fre-
quency and wave number downshifting since the subhar-
monic mode k1=4 is dominant. At this stage a very steep
wave occurs in the group.
Figure 2 is similar to Fig. 1, except that now water
waves evolve under wind action. Wind forcing is applied
over crests of slopes larger than  /xc=0.405. This con-
dition is satisfied for 256 T t270 T, that is during the
maximum of modulation which corresponds to the formation
of the extreme wave event. When the values of the wind
velocity are too high numerical simulations fail during the
formation of the rogue wave event, due to breaking. During
the breaking wave process the slope of the surface becomes
infinite, leading numerically to a spread of energy into high
FIG. 2. Time histories of the amplitude of the fundamental, k0=5 solid
line, subharmonic, k1=4 dashed line, and superharmonic, k2=6 dotted
line, modes with wind action U=1.75c. The two lowest curves dashed-
dotted lines correspond to the modes k3=3 and k4=7.
FIG. 3. Numerical maximum elevation normalized by the initial wave am-
plitude amplification factor as a function of time without wind solid line
and with wind dotted line for U=1.75c.
FIG. 4. Surface wave profile at t=270T: without wind solid line and with
wind dotted line.
FIG. 1. Time histories of the amplitude of the fundamental, k0=5 solid
line, subharmonic, k1=4 dashed line, and superharmonic, k2=6 dotted
line, modes without wind action. The two lowest curves dashed-dotted
lines correspond to the modes k3=3 and k4=7.
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wave numbers. This local steepening is characterized by a
numerical blowup. In order to avoid a too early breaking
wave, the wind velocity is fixed at U1.75c. Owing to the
weak effect of the wind on the phase velocity of the crests on
which it acts, the phase velocity is computed without wind.
The effect of the wind reduces significantly the demodulation
cycle and thus sustains the rogue wave event. This feature is
clearly shown in Fig. 3. The amplification factor A is the
maximal wave height of the packet normalized by the initial
wave height of the Stokes wave. It is stronger in the presence
of wind and the rogue wave criterion A
2 is satisfied during
a longer period of time. Figure 4 displays the water wave
profile at t=170 T in the vicinity of the maximum of modu-
lation with and without wind. The solid line corresponds to
waves propagating without wind while the dotted line repre-
sents the wave profile under wind action. This figure shows
that the wind does not significantly modify the phase veloc-
ity of the very steep waves while it increases their height.
To summarize the results, it appears that extreme wave
events generated by modulational instability in the presence
of wind behaves similarly to those due to dispersive spatio-
temporal focusing discussed in Ref. 11 at least from a kine-
matic point of view. An amplification of the freak wave event
and a significant increase of its lifetime are found. The be-
havior observed here is correlated with the change in the
Fermi-Pasta-Ulam recurrence.
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Dans le chapitre 7, nous avons pu constater que des vagues sce´le´rates obtenues par focali-
sation dispersive e´taient conside´rablement soutenues par l’action du vent. Dans la section 8.1,
nous venons de voir que ce comportement e´tait reproduit pour des vagues sce´le´rates engendre´es
par instabilite´ modulationnelle. Toutefois, les deux processus physiques sont fondamentalement
diffe´rents, dans la mesure ou` le premier cas correspond a` la focalisation line´aire de composantes
re´alise´e graˆce au caracte`re dispersif des ondes de surface, tandis que le second correspond a` l’in-
teraction re´sonnante, fondamentalement non-line´aire, de quatres ondes voisines. Or nous savons,
pour le premier cas, que le vent est responsable d’un maintien de la cohe´rence de groupe des
composantes. Une e´tude de´taille´e des analyses temps-fre´quence pre´sente´es chapitre 7, sections
7.1 et 7.3 montre effectivement que les composantes sont maintenues en phases cine´matiquement
par l’action du vent. Ce ne peut eˆtre le cas ici, e´tant donne´ la nature du processus, et nous nous
interrogeons donc sur la nature du processus physique mis en œuvre ici. Pour cela, une se´rie
de simulations nume´riques est re´alise´e ici afin de tenter de mettre ce processus en e´vidence.
Deux conditions initiales sont utilise´es, chacune d’elles contenant diffe´rentes perturbations. Il
apparaˆıt alors clairement que le vent excite toujours la meˆme perturbation, qu’elle soit initiale-
ment pre´sente dans la simulation ou` non. L’action du vent consiste donc a` exciter l’instabilite´
modulationnelle, mais pas ne´cessairement son mode le plus instable.
Nat. Hazards Earth Syst. Sci., 7, 123–128, 2007
www.nat-hazards-earth-syst-sci.net/7/123/2007/
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Abstract. This work studies the impact of wind on extreme
wave events, by means of numerical analysis. A High Or-
der Spectral Method (HOSM) is used to generate freak, or
rogue waves, on the basis of modulational instability. Wave
fields considered here are chosen to be unstable to two kinds
of perturbations. The evolution of components during the
propagation of the wave fields is presented. Their evolution
under the action of wind, modeled through Jeffreys’ shelter-
ing mechanism, is investigated and compared to the results
without wind. It is found that wind sustains rogue waves.
The perturbation most influenced by wind is not necessarily
the most unstable.
1 Introduction
Extreme waves events, called rogue, or freak waves, are well
known from the seafarers. Historically believed to belong to
the domain of myth, more than to the domain of physics, they
are now widely observed and witnessed. A large number of
disasters have been reported by Mallory (1974) and Lawton
(2001). This phenomenon has been observed in various con-
ditions, and various places. It points out that a large number
of physical mechanisms is involved in the generation of freak
waves. A large review of the different mechanisms involved
can be found in Kharif and Pelinovsky (2003). Up to now,
there is no definitive consensus about their definition. The
definition based on height is often used. A wave is consid-
ered to be rogue when its height exceeds twice the significant
wave height of the wave field.
These waves often occur in storm areas, in presence of
strong wind. In those areas, Hs is generally large, leading
freak waves defined by H≥2×Hs to be very devastating.
This observation lead to wonder what can be the impact of
wind on such waves. Recent work by Touboul et al. (2006)
and Giovanangeli et al. (2006) pointed out experimentally
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and numerically that freak waves generated by means of dis-
persive focusing were sustained by wind. A focusing wave
train was emitted, and propagated under the action of wind.
It was found that the freak wave was shifted, and had a higher
lifetime. Part of those results were observed numerically by
modeling the wind action through Jeffreys’ sheltering mech-
anism (Jeffreys, 1925).
Thus, one can wonder if these characteristics are generic
for freak waves in general, or are specific to the case of
dispersive focusing. Previous experimental work by Bliven
et al. (1986), comforted by theoretical results by Trulsen and
Dysthe (1991) observed that wind action was to delay, or
even to suppress Benjamin-Feir instability. But more recent
work by Banner and Tian (1998) concluded that this result
could be different, with another approach for wind model-
ing. Very recent work by Touboul and Kharif (2006) showed
that the Jeffreys’ sheltering model was leading to an increase
of the lifetime of the freak wave due to modulational instabil-
ity, observing the results found in the case of dispersive fo-
cusing. However, the authors concluded that the underlying
physics of both cases were different. As a matter of fact, it is
interesting to investigate further the present phenomenon.
Following this purpose, the approach used here is designed
to analyze the evolution of several perturbations under the
action of wind. The numerical scheme introduced by Dom-
mermuth and Yue (1987) and West et al. (1987) is presented
first. Nonlinear equations of waves propagation are solved
by means of a High Order Spectral Method (HOSM). It is
based on the pseudo-spectral treatment of the equations, re-
sulting in a quite good precision, given the high efficiency of
the method. This approach allows to simulate long time evo-
lution (several hundreds of peak period) of the wave field to
model Benjamin-Feir instability with a good accuracy. The
model is presented in Sect. 2. Wind modeling is also pre-
sented in this section, explaining how Jeffreys’ sheltering
mechanism can be introduced in the equations of wave prop-
agation. In Sect. 3, the initial conditions used in the numer-
ical experiences are detailed, and results are presented and
discussed in Sect. 4.
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2 Modeling of the problem
2.1 Governing equations of the fluid
The fluid is assumed to be inviscid and the motion irrota-
tional, so that the velocity u may be expressed as the gradi-
ent of a potential φ(x, z, t): u=∇φ. If the fluid is assumed
to be incompressible, the governing equation in the fluid is
the Laplace’s equation 1φ=0.
The waves are supposed to propagate in infinite depth, and
the fluid should remain asymptotically unperturbed by waves
motion. Thus, the bottom condition writes
∇φ → 0 when z→−∞. (1)
The kinematic definition of the sea surface, which expresses
the fact that a particle of the surface should remain on it, is
expressed by
∂η
∂t
+ ∂φ
∂x
∂η
∂x
− ∂φ
∂z
= 0 on z = η(x, t). (2)
Since surface tension effects are ignored, the dynamic
boundary condition which corresponds to pressure continuity
through the interface, can be written
∂φ
∂t
+ (∇φ)
2
2
+ gη + pa
ρw
= 0 on z = η(x, t). (3)
where g is the gravitational acceleration, pa the pressure at
the sea surface and ρw the density of water. The atmospheric
pressure at the sea surface can vary in space and time.
By introducing the potential velocity at the free surface
φs(x, t)=φ(x, η(x, t), t), Eqs. (2) and (3) writes
∂φs
∂t
= −η − (∇φ
s)
2
2
+ 1
2
W 2[1 + (∇η)2] − p. (4)
∂η
∂t
= −∇φs · ∇η +W [1 + (∇η)2]. (5)
where p is the nondimensional form of pa , and where
W = ∂φ
∂z
(x, η(x, t), t). (6)
Equations (4) and (5) are given in dimensionless form. Ref-
erence length, reference velocity and reference pressure are,
1/k0,
√
g/k0 and ρwg/k0 respectively.
The numerical method used to solve the evolution equa-
tions is based on a pseudo-spectral treatment with an explicit
fourth-order Runge-Kutta integrator with constant time step,
similar to the method developed by Dommermuth and Yue
(1987). More details, and test reports of the method can be
found in Skandrani et al. (1996).
2.2 The Jeffreys’ sheltering mechanism
Previous works on rogue waves have not considered the di-
rect effect of wind on their dynamics. It was assumed that
they occur independently of wind action, that is far away
from storm areas where wind wave fields are formed. Herein
the Jeffreys’ theory (see Jeffreys, 1925) is invoked for the
modelling of the pressure, pa . Jeffreys suggested that the en-
ergy transfer was due to the form drag associated with the
flow separation occurring on the leeward side of the crests.
The air flow separation would cause a pressure asymmetry
with respect to the wave crest resulting in a wave growth.
This mechanism can be invoked only if the waves are suf-
ficiently steep to produce air flow separation. Banner and
Melville (1976) have shown that separation occurs over near
breaking waves. For weak or moderate steepness of the
waves this phenomenon cannot apply and the Jeffreys’ shel-
tering mechanism becomes irrelevant.
Following Jeffreys (1925), the pressure at the interface
z=η(x, t) is related to the local wave slope according to the
following expression
pa = ρas(U − c)2 ∂η
∂x
. (7)
where the constant, s is termed the sheltering coefficient, U
is the wind speed, c is the wave phase velocity and ρa is
atmospheric density. The sheltering coefficient, s=0.5, has
been calculated from experimental data. In a nondimensional
form, Eq. (7) rewrites
p = ρa
ρw
s(
U
c
− 1)2 ∂η
∂x
. (8)
In order to apply the relation (8) for only very steep waves
we introduce a threshold value for the slope (∂η/∂x)c. When
the local slope of the waves becomes larger than this critical
value, the pressure is given by Eq. (7) otherwise the pressure
at the interface is taken equal to a constant which is chosen
equal to zero without loss of generality. This means that wind
forcing is applied locally in time and space.
In the following simulations, parameter (∂η/∂x)c has been
taken equal to 0.32. This parameter is chosen arbitrarily,
noticing that this slope corresponds to an angle close to 30◦,
which the angle of the limiting Stokes wave in infinite depth.
The parameter U
c
has been taken equal to 1.6, which would
correspond to a wind speed U=25 m/s for waves of period
T=10 s.
3 Initialization of the method
Stokes waves are well known to be unstable to the Benjamin-
Feir instability, or modulational instability. It is the con-
sequence of the resonant interaction of four components
presents in the wave field. This instability corresponds
to a quartet interaction between the fundamental compo-
nent k0 counted twice and two satellites k1=k0(1 + p) and
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k2=k0(1−p) where p is the wavenumber of the modulation.
Instability occurs when the following resonance conditions
are fulfilled.
k1 + k2 = 2k0 and ω1 + ω2 = 2ω0. (9)
where ωi with i=0, 1, 2 are frequencies of the carrier and
satelites. A presentation of the different classes of instability
of Stokes waves is given in the review paper by Dias and
Kharif (1999).
The procedure used to calculate the linear stability of
Stokes waves is similar to the method described by Kharif
and Ramamonjiarisoa (1988). Let η=η¯+η′ and φ=φ¯+φ′
be the perturbed elevation and perturbed velocity poten-
tial. (η¯, φ¯) and (η′, φ′) correspond respectively to the un-
perturbed Stokes wave and to the infinitesimal perturbative
motion (η′η¯, φ′φ¯). Following Longuet-Higgins (1985),
the Stokes wave of amplitude a0 and wavenumber k0 is com-
puted iteratively, providing a very high order solution of
(η¯, φ¯). This decomposition is introduced in the boundary
conditions (4) and (5) linearized about the unperturbed mo-
tion, and the following form is used:
η′ = exp(λt + ipx)
∞∑
−∞
aj exp(ijx). (10)
φ′ = exp(λt + ipx)
∞∑
−∞
bj exp(ijx + γjz)). (11)
where λ, aj and bj are complex numbers and where γj= |
p+j |. An eigenvalue problem for λ with eigenvector
u=(aj,bj)t:(A−λB)u=0 is obtained, where A and B are
complex matrices depending on the unperturbed wave steep-
ness of the basic wave. The physical disturbances are ob-
tained from the real part of the complex expressions η′ and
φ′ at t=0.
McLean et al. (1981) and McLean (1982) showed that the
dominant instability of a uniformly-traveling train of Stokes’
waves in deep water is the two-dimensional modulational in-
stability, or class I instability, as soon as its steepness is less
than =0.30.
In the following simulations, two initial conditions are
used. Those conditions are designed to lead to modulational
instability. The first one, named initial condition (1), is a
Stokes wave of steepness =0.11, disturbed by its most un-
stable perturbation which corresponds to p≈2/9≈0.22. The
fundamental wave number of the Stokes wave is k0=9 and
the dominant sidebands are k1=7 and k2=11 for the subhar-
monic and the superharmonic part of the perturbation respec-
tively.
The initial condition (2), is also a Stokes wave of
same steepness, disturbed by its most unstable perturbation
p≈2/9≈0.22. But the linear stability analysis demonstrates
that the stokes of =0.11 is also unstable to the perturbation
q≈1/9≈0.11, which is added to the previous initial condi-
tion. Thus, the fundamental wave number of the Stokes wave
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Fig. 1. Spectra of the two initial conditions used in the simulations.
(a): initial condition (1), with perturbation p alone; (b): initial con-
dition (2), with both perturbations p and q. Spectra are presented
up to k=50 for sake of clarity.
is still k0=9 and the sidebands k3=8 and k4=10 for subhar-
monic and superharmonic part of the modulation q are also
present, and have the same amplitude than sidebands k1=7
and k2=11 corresponding to the modulation p.
Higher harmonics are present in the interaction but they
are not presented here, for sake of clarity. Figure 1 present
the spectra of these initial conditions, up to fourth harmonic.
From this figure, it also appears that wavenumbers k=1
and k=2 are present. They respectively correspond to the
wavenumbers of the perturbations p and q.
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Fig. 2. Time evolution of the components of the fundamental
mode k0=9 (solid line), of subharmonic modes k1=7 (dashed line)
and k3=8 (dotted line), and of superharmonic modes k4=10 (dash-
dotted line) and k2=11 (dash-dot-doted line) propagated without
wind. (a): From initial condition (1). (b): From initial condition
(2).
In all simulations, the order of nonlinearity is taken such
that M=8. The number of mesh points satisfies the condi-
tion N>(M + 1)kmax where kmax is the highest wavenumber
taken into account in the simulation. Here, it has been taken
equal to kmax=70, and N=k0×100=900, so that 7 harmon-
ics of the fundamental wavenumber are described. The latter
criterion concerning N is introduced to avoid aliasing errors.
More details can be found in Tanaka (2001). To compute the
long time evolution of the wave packet the time step 1t is
chosen equal to T/100 where T is the fundamental period
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Fig. 3. Free surface elevation obtained at time t/T=280, from ini-
tial condition (2), without wind (solid line), and under wind action
(dotted line).
of the basic wave. This temporal discretization satisfies the
Courant-Friedricks-Lewy (CFL) condition of stability of fi-
nite difference scheme. Thus, a special concern regarding
the accuracy of the method has been observed, since HOSM
methods are known for the decay of accuracy for the steepest
waves of concern here.
4 Results
4.1 Propagation without wind
Results obtained for both initial conditions propagated with-
out wind are presented here. Figure 2 describes the normal-
ized time evolution of the fundamental wavenumber k0 of the
wave field, and sidebands of the two perturbations k1, k2, k3
and k4.
On Fig. 2a, one can see the Fermi-Pasta-Ulam recurrence
obtained from initial condition (1). The perturbation p,
which is alone in this initial condition, passes through a max-
imum of modulation, during which components k1 and k2 are
predominant. Then it demodulates, and the fundamental k0
gets its initial amplitude back. Afterward begins a new cy-
cle. It is interesting to notice that the components involved in
the process are k0, k1 and k2. The amplitude of components
k3 and k4 remains almost constant through the modulation-
demodulation cycle.
On Fig. 2b, it appears that no cycle is observed. This is
understood since two perturbations are present in initial con-
dition (2). As a matter of fact, two cycles are superimposed,
and there is a nonlinear interaction of the components of each
perturbation. It results in the destruction of the recurrence of
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Fig. 4. Time evolution of the amplification factor A, obtained
from: initial condition (1) without wind (solid line), initial con-
dition (2) without wind (dashed line), initial condition (1) under
wind action (dotted line), and initial condition (2) under wind ac-
tion (dash-dotted line).
each cycle, and a more chaotic behavior. During some mod-
ulation, components k1 and k2 are predominant, while during
some others, components k3 and k4 are.
4.2 Propagation with wind
Initial conditions are now propagated under wind action. Fig-
ure 3 displays free surface elevations obtained from initial
condition (2), propagated with and without wind for nondi-
mensional time t/T=280. This time corresponds barely to
the maximum of modulation. It is interesting to notice that
the height H of the wave propagated under wind action is
larger than the height of the freak wave obtained without
wind. But phase of the two waves remain very close. Phase
velocity is almost not affected by the presence of wind.
From the height H of the waves, one can define an am-
plification factor A= H
H0
, H0 being the wave height of the
initial condition. Figure 4 displays the time evolution of this
amplification factor for initial conditions (1) and (2), propa-
gated with, and without wind. It is clear that in both cases,
the presence of wind leads to an amplification of the freak
wave. Furthermore, the time during which the wave group
fulfills the freak wave criterion ( H
H0
>2) is increased. This is
understood as an increase of the freak wave’s lifetime.
Simulations of the evolution of both initial conditions
propagated under wind action stop around t/T=295. Nu-
merical blow up appearing is understood as wave breaking,
due to the large input of energy under wind action.
Figure 5 presents the evolution of components k0, k1, k2,
k3 and k4 propagated under wind action, in the same way
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Fig. 5. Time evolution of the components of the fundamen-
tal mode k0=9 (solid line), of subharmonic modes k1=7 (dashed
line) and k3=8 (dotted line), and of superharmonic modes k4=10
(dash-dotted line) and k2=11 (dash-dot-doted line) propagated un-
der wind action. (a): From initial condition (1). (b): From initial
condition (2).
it was done on Fig. 2 without wind. Curves last up to
t/T=295, after numerical blow up. Results obtained from
initial conditions (1) and (2) are very similar. One can no-
tice that in both cases, components k1 and k2 are not af-
fected by the introduction of wind. Differences appear on
the behavior of components k3 and k4. If components re-
lated to perturbation p seem to follow the evolution they had
without wind, components related to perturbation q show a
rapid divergence from their behavior without wind. By com-
paring Fig. 2b and Fig. 5b, it appears that amplitude of the
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components k3 and k4 grow earlier in presence of wind. In
presence of wind, these components are dominant around
t/T=290, while without wind, they are not dominant be-
fore t/T=400. Between Figs. 2a and 5a, the difference is
also very important. The normalized amplitude of compo-
nents k3 and k4, related to perturbation q, never exceeds 0.01
when propagated without wind. But while propagated un-
der wind action, these components become dominant after
t/T=290. As a matter of fact, the modulation q, which is
not the most unstable, turns out to be more sensitive to wind
forcing. This observation could be explained while noticing
that a phase opposition exists between the two freak waves
present around the time of maximum modulation. Therefore,
the forcing criterion is not overcome simultaneously, but al-
ternatively by these waves. This could result in the forc-
ing of the perturbation q, which presents one wavelength in
the computational domain, instead of perturbation p, which
presents two.
5 Conclusions
The effect of wind on freak waves generated by means of
modulational instability has been investigated numerically.
Two initial conditions have been considered. In the first one,
only the most linearly unstable perturbation has been consid-
ered, while in the other one, the two perturbations linearly
unstable were imposed. Those initial conditions have been
propagated with, and without wind.
It appeared that without wind, the Fermi-Pasta-Ulam re-
currence disappear when both modulations are present. This
recurrence is broken by the presence of a second perturba-
tion, of different growth rate. As a matter of fact, two cycle
of different length are superimposed, and nonlinear interac-
tions quickly destruct recurrence.
Under wind forcing, the lifetime of the freak wave is in-
creased, in both cases. An amplification of the peak is also
found, confirming previous results by Touboul and Kharif
(2006). But in both cases, the influence of wind seems to
help developing the perturbation which is not the most un-
stable. In both simulations, wind forcing lead to numerical
blow up, which is understood as wave breaking.
As a result, it appears that wind blowing over rogue waves
lead them to breaking. Those waves, naturally dangerous,
become very more devastating while breaking. The impact
of huge breaking waves on ships or off-shore structures is re-
sponsible of a large amount of energy destroying those struc-
tures. This phenomenon appears to be supported by wind
action on rogue waves.
To improve and validate this approach, a stronger inves-
tigation of the pressure distribution in separating flows over
waves is required. A two phase flow code is being developed
for this study. A numerical simulation of the problem will
provide a lot of information on the pressure distribution at
the interface, and on the controling parameters.
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Chapitre 9
Approche diphasique
Dans les chapitres pre´ce´dents, nous avons mis en e´vidence qu’une approche mode`le de type
Jeffreys repre´sentait correctement l’interaction entre le vent et les vagues sce´le´rates. Dans ce
chapitre, nous mettons en œuvre une technique dont le but est la simulation de l’e´coulement
diphasique complet. En effet, en tenant compte de l’e´coulement visqueux rotationnel, on pourra
simuler le proble`me de l’interaction vent vagues.
9.1 Touboul J., Abid M., Kharif C., Simulation nume´rique d’ondes
interfaciales en milieu oce´anique, Proceedings du 18e`me Congre`s
Franc¸ais de Me´canique, Grenoble, 2007
Nous avons e´voque´, dans les chapitres pre´ce´dents, la possibilite´ de mode´liser un de´collement
ae´rien au dessus d’un champ de vagues au moyen d’un mode`le de Jeffreys modifie´. Cependant, ce
mode`le pre´sentait un de´faut important, puisqu’il laissait libre deux parame`tres ajustables, a` sa-
voir le coefficient d’abri introduit par Jeffreys (1925), et le seuil d’activation de ce me´canisme. Par
conse´quent, une e´tude beaucoup plus pousse´e de cet e´coulement apporterait une aide pre´cieuse.
C’est dans ce but que nous introduisons une me´thode diphasique dont le but est de simuler notre
proble`me d’une manie`re beaucoup plus re´aliste. En re´solvant les equations de Navier-Stokes dans
les deux fluides, on peut en effet repre´senter des e´coulements rotationnels, et par conse´quent, le
tourbillon associe´ au de´collement ae´rien au dessus des vagues. Une e´tude parame´trique permet-
tra ainsi de connaˆıtre les valeurs de la vitesse du vent et de la pente locale des vagues aboutissant
a` la formation d’un tourbillon au dessus des creˆtes.
Toutefois, ceci pre´sente une difficulte´ majeure. En effet, les me´thodes diphasiques permettant
de simuler ce type de proble`me a` interface sont assez lourdes a` mettre en œuvre, puisqu’elles
pre´sentent des temps de calcul tre`s e´leve´s. Des e´tudes re´centes ont permis d’introduire des
algorithmes de re´solution plus efficaces, mais le comportement de ces algorithmes se de´grade
en fonction du rapport de densite´ des deux fluides conside´re´s. Nous nous attachons donc ici a`
e´tudier la convergence de cette me´thode en fonction de ce parame`tres. Ce travail constitue donc
une e´tude pre´liminaire afin de conclure sur la formation de tourbillons au dessus des vagues.
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Résumé :
Cette étude concerne la simulation numérique directe d’ondes interfaciales séparant deux fluides incompressibles.
Le modèle utilisé repose sur l’équation de Navier-Stokes et un suivi d’interface de type Volume Of Fluid (VOF).
La résolution de cette équation nécessite d’inverser une équation de type Poisson, et pour cela, on a recours à une
méthode multigrille. L’une des principales limitations de cette méthode est le rapport des masses volumiques des
deux fluides. Nous nous proposons donc d’étudier l’influence de ce paramètre sur le comportement de l’algorithme.
Le problème d’une onde interfaciale stationnaire est alors considéré pour différentes valeurs du rapport des masses
volumiques.
Abstract :
This study deals with the direct numerical simulation of interfacial waves between two incompressible fluids.
The model used is based on the Navier-Stokes equation with a Volume of Fluid (VOF) method for tracking the
interface’s motion. The solution of this equation needs to solve a Poisson like equation with a multigrid algorithm.
One of the main limitations of this method is the ratio of density of both fluids. We study herein the influence of
this parameter on the behavior of the algorithm. To achieve that goal, the problem of a standing interfacial wave
is considered for several values of the density ratio.
Mots-clefs :
Ondes interfaciales, algorithme multigrille, rapport de masses volumiques
1 Introduction
La connaissance des ondes interfaciales en milieu océanique constitue un enjeu majeur
scientifique, notamment en ingénierie côtière. Il s’agit d’un domaine vaste s’étendant des ondes
internes aux ondes de surface et leur interaction avec le vent. Parmi ces phénomènes, les vagues
scélérates font référence à des vagues géantes qui apparaissent soudain à la surface de la mer.
Les témoignages rapportés par Mallory (1974), Lawton (2001) et d’autres, permettent de
prendre en compte la mesure de l’enjeu que ces vagues représentent. Des travaux récents ont
montré que le vent pouvait jouer un rôle majeur dans la dynamique de telles vagues. En effet,
Touboul et al. (2006) et Touboul & Kharif (2006) ont illustré l’importance de ce couplage dans
le phénomène.
Cependant, la simulation numérique directe de tels phénomènes présente de nombreuses
difficultés de part la diversité des échelles à modéliser. Pour cette raison, de nombreuses mé-
thodes d’inversion de l’équation de type Poisson ont été développées au cours des dernières
années (Press et al. (1999)). Notamment, parmi elles, l’algorithme multigrille s’est révélé l’un
des meilleurs compromis en terme de vitesse de convergence pour des problèmes multi échelles.
L’une des limitations principales de ces méthodes est le rapport de masse volumique des deux
1
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fluides. L’évolution de la convergence de ces méthodes en fonction de ce paramètre paraît donc
être un enjeu essentiel de la modélisation du processus physique qui nous intéresse ici.
Le travail proposé s’inscrit donc dans cette démarche. En effet, dans un premier temps,
la méthode utilisée est brièvement décrite, puis son comportement global est étudié dans une
seconde partie. Pour cela, nous avons recours à des ondes interfaciales stationnaires dans une
configuration de stratification stable, qui sont des ondes présentant un grand cisaillement à
l’interface, et qui, par conséquent, sont un cas limitant du problème qui nous intéresse.
2 Méthode numérique
2.1 Formulation mathématique
La méthode présentée dans cette partie s’attache à résoudre les équations du mouvement de
deux fluides visqueux, incompressibles, non miscibles, séparés par une interface. Ce problème
est un problème particulièrement difficile, dans la mesure où la position de l’interface est l’une
des inconnues du problème. Le mouvement des fluides est régi par l’équation de Navier-Stokes
ρ
(
∂u
∂t
+ u.∇u
)
= −∇p+∇. (2µD) + ρg (1)
et la condition d’incompressibilité
∇.u = 0 (2)
dans lesquelles ρ et µ désignent la masse volumique et la viscosité dynamique du fluide, et g la
force de pesanteur. D’autre part, u et p désignent respectivement le vecteur vitesse et le champ
de pression, tandis que D est le tenseur des taux de déformation.
Les équations (1) et (2) sont valables dans tout le domaine Ω composé des deux fluides. ρ et
µ sont alors des fonctions d’espace, dépendant de l’appartenance à l’un ou l’autre des fluides.
En introduisant la fonction χ, qui prend pour valeur 0 dans l’un des deux fluides, et 1 dans
l’autre, on a
ρ = χρ1 + (1− χ)ρ2
µ = χµ1 + (1− χ)µ2 (3)
ou ρ1 et ρ2 désignent les masses volumiques de chacuns des fluides, et µ1 et µ2 leurs viscosités.
La fonction χ est alors transportée comme un scalaire passif par l’écoulement, et χ est donc
solution de l’équation
∂χ
∂t
+ u.∇χ = 0. (4)
la résolution de l’équation (4) permet donc de simuler l’évolution de la fonction χ dans tout le
domaine de calcul Ω.
2.2 Méthode de projection
Pour résoudre ce problème, l’on a recours à une méthode de projection. On introduit un
champ de vitesses intermédiaire u∗, tel que
ρ
∂u∗
∂t
= −ρu(n).∇u(n) +∇.
(
2µD(n)
)
+ ρg (5)
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ou u(n) désigne le champ de vitesse au pas de temps (n). Ainsi, le champ de vitesses u(n+1) au
pas de temps (n+ 1) défini par
un+1 = u∗ − δt
ρ
∇p (6)
sera de divergence nulle dès que le champ de pression p sera solution du problème de type
Poisson 
∇
(
1
ρ
∇p
)
=
1
δt
∇u∗ dans Ω
∇p.n = − ρ
δt
(
un+1 − u∗
)
.n = ρg.n sur ∂Ω
(7)
Dans les équations ci dessus, δt est le pas de temps, Ω le domaine de calcul, ∂Ω sa frontière, et
n la normale à cette frontière.
Le problème constitué des équations (1) et (2) se ramène donc à la résolution du système
(7). Ce système est inversé au moyen d’une méthode multigrille similaire à celle présentée par
Gueyffier (2000). Cette méthode est choisie pour les avantages numériques qu’elle présente,
notamment en terme de temps de calcul. Cependant, une étude minutieuse de l’évolution des
taux de convergence en fonction du rapport des masses volumiques ρ1/ρ2 de telles méthodes
n’est pas disponible et s’avère indispensable (voir section 3).
2.3 Calcul d’interface affine par morceaux
Il s’agit ici de résoudre l’équation (4). En effet, une fois le champ de vitesse connu, la
fonction χ peut être transportée par l’écoulement. On choisit pour cela une méthode de type
"Piecewise Linear Interface Calculation" (PLIC), proposée par Li (1995). Le principe de cette
méthode est de reconstruire l’interface comme une fonction affine par morceaux sur le maillage
du calcul. La fonction χ, une fois discrétisée, est notée C. Elle peut être interprétée comme la
fraction volumique de l’un des fluides dans la cellule considérée. On peut ainsi définir la nor-
male à l’interface n = ∇C = (nx, ny)t dans chaque cellule. Ainsi, l’interface à pour équation
nxx+ nyy = α. (8)
α est un paramètre à déterminer. Pour cela, on dispose de la fraction volumique C. En effet,
l’aire comprise sous l’interface reconstruite doit correspondre à la fraction volumique. On peut
ainsi déterminer α.
Une fois l’équation de l’interface connue, on peut procéder à une seconde étape pendant la-
quelle on advecte cette interface grâce à une méthode lagrangienne. En interpolant linéairement
le champ de vitesses dans la cellule, l’interface advectée est une droite d’équation
n′xx+ n
′
yy = α
′ (9)
avec
n′x = nx/ (1− u1δt/dx+ u2δt/dx)
n′y = ny/ (1− v1δt/dy + v2δt/dy) (10)
α′ = α + n′xu1δt/dx+ v1δt/dy
u1 et u2 désignent respectivement les composantes horizontales de la vitesse à gauche et à droite
de la cellule, tandis que v1 et v2 sont les composantes verticales en bas et en haut de la cellule.
La méthode PLIC est stable et satisfait la contrainte physique 0 ≤ C ≤ 1 dès que la condition
de Courant-Friedrichs-Lewy (CFL) ||u||∞ δt/min(dx, dy) ≤ 1/2 est vérifiée.
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3 Vérification de la méthode
3.1 Tests préliminaires
Un code basé sur la méthode développée par Lafaurie et al. (1994) a été développé pour
cette étude. Nous nous attachons dans un premier temps à vérifier le bon fonctionnement des
algorithmes mis en œuvre. Tout d’abord, la méthode PLIC décrite dans la section précédente
est utilisée dans différents champs de vitesses, notamment en translation et en rotation. La
Figure 1 (à gauche) présente l’évolution d’un disque transporté par un champ de rotation u =
(5−y,x−5)t. Le maillage est de 256× 256. On constate que ce disque est très bien conservé.
Notamment, il apparaît que la masse est conservée à environs 0.1% près au cours de toutes les
simulations présentées ici. On peut considérer que l’algorithme PLIC fonctionne de manière
très satisfaisante.
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FIG. 1 – A gauche : évolution d’un disque advecté par la méthode PLIC dans un champ de rotation
u = (5− y,x− 5)t. A droite : convergence de l’algorithme multigrille vers une fonction de classe C∞
en fonction du nombre de V–cycles effectués. La courbe du haut est la norme infinie de l’erreur, celle du
bas est la norme infinie du résidu.
Nous étudions également le taux de convergence de la méthode multigrille, destinée à ré-
soudre l’équation de type Poisson, vers la fonction de classe C∞
pexacte(x, y) = e
−(x−5)2 × e−(y−5)2 (11)
La Figure 1 (à droite) présente l’évolution de la norme infinie de l’erreur ||p−pexacte||∞ (courbe
du haut), ainsi que la norme infinie du résidu de la méthode multigrille (courbe du bas), en fonc-
tion du nombre de V-cycles réalisés par l’algorithme multigrille. Ces courbes sont représentées
pour différentes valeurs du paramètre s = ρ1/ρ2. Il est intéressant de constater que le taux de
convergence de cet algorithme n’est absolument pas affecté par ce paramètre dès qu’il converge
vers une fonction de classe C∞. Il est également intéressant de constater qu’une erreur de l’ordre
de 10−6 en terme de résidus correspond tout de même à une erreur absolue de l’ordre de 10−2.
Nous retenons donc cette erreur en terme de résidus comme erreur maximale à obtenir lors de
la procédure multigrille.
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3.2 Simulation d’ondes interfaciales stationnaires
Bien que les résultats de la section précédente soient satisfaisants, il est nécessaire de pour-
suivre plus avant les tests de convergence de cette méthode, dans la mesure où les problèmes qui
seront abordés par la suite n’admettent pas de solutions de classe C∞. En effet, l’interface entre
les deux fluides introduit une discontinuité du gradient de pression, qui résulte en une chute de
la convergence de la méthode.
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FIG. 2 – A gauche : évolution de la relation de dispersion en fonction du paramètre s. (–) évolution
théorique. (o) résultat obtenu grâce à la méthode numérique. A droite : évolution de la surface libre en
fonction du temps pour s = 20. L’enveloppe correspond à la décroissance théorique due à la viscosité.
Nous choisissons donc d’étudier l’évolution d’une onde interfaciale stationnaire grâce à
cette méthode. La Figure 2 (à gauche) représente la pulsation en fonction du paramètre s. La
courbe en trait plein est l’évolution théorique prédite par Lamb (1932) et Plesset & Whipple
(1974), à savoir, en profondeur infinie,
ω2 =
s− 1
s+ 1
gk. (12)
On constate que la méthode a convergé vers le résultat dans tous les cas correspondant à 1 ≤
s ≤ 103. Toutefois, il est important de signaler que le nombre de V-cycles nécessaire à la
convergence n’est absolument pas équivalent dans chacun de ces cas. Les temps de calcul ont
pu varier d’un facteur 4 pour ces différentes simulations.
La figure 2 (à droite) montre l’évolution temporelle de la surface libre en x = 0 pour s = 20.
L’enveloppe en pointillés représente l’atténuation théorique
A(t)
A0
= e−νk
2t (13)
liée à la présence de viscosité (ν = µ1/ρ1 = µ2/ρ2 représente ici la viscosité cinématique des
deux fluides). Il est intéressant de noter, une fois encore, le bon comportement de la méthode.
Cependant, la viscosité utilisée est importante (ν = 10−3m2/s), ce qui a pour effet de stabiliser
le schéma. La convergence, d’une manière générale, a tendance à se dégrader lorsque la vis-
cosité chute. Ceci est du à la présence d’un cisaillement très important à l’interface. Il semble
donc que les ondes progressives, qui présentent un meilleur comportement de ce point de vue,
permettront de simuler des viscosités de l’ordre de celle de l’eau.
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4 Conclusions
La méthode présentée ici est testée dans différents cas de figure. Notamment, nous nous atta-
chons à déterminer l’évolution de la convergence de cette méthode lorsque le rapport de masses
volumiques croît, notamment jusqu’a 1000. Les tests mis en place sont d’une part la conver-
gence vers une fonction infiniment dérivable, et d’autre part, la convergence vers un problème
d’ondes interfaciales stationnaires. Bien que la convergence se détériore dans ce dernier cas,
nous constatons que le temps de calcul nécessaire à l’obtention de la convergence reste accep-
table. Ces résultats sont donc très encourageants quand à la modélisation d’ondes océaniques
interfaciales, incluant l’étude de l’interaction entre vent et vagues.
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158 Chap. 9: Approche diphasique
9.2 Perspectives de la me´thode
A travers une se´rie de tests, nous avons pu mettre en e´vidence la convergence de la me´thode
nume´rique pour diffe´rentes gammes de rapports de masses volumiques entre les deux fluides.
Notamment, dans le cas d’ondes de gravite´, on parvient a` simuler le comportement pour un
rapport mille, c’est-a`-dire le rapport de masse volumique entre l’air et l’eau, sans trop de´grader
les performances en termes de temps de calcul. La me´thode retenue est donc adapte´e a` la
simulation du proble`me qui nous inte´resse.
D’un point de vue plus physique, nous avons vu dans les chapitres 7 et 8 que notre approche
mode`le de´crivait correctement le phe´nome`ne physique mis en œuvre dans le cadre de notre
proble`me, mais de manie`re simplifie´e. En effet, l’approche mode`le de type Jeffreys nous permet
de de´crire un phe´nome`ne de de´collement au moyen d’un terme de pression en phase avec la
pente des vagues. Cette hypothe`se est sans doute tre`s simplificatrice, et nous ne connaissons
pas re´ellement la forme de la distribution de pression dans un tel cas. De plus l’amplitude de ce
terme de pression est fixe´e par un coefficient d’abri s, qui constitue un parame`tre assez difficile
a` estimer. En effet, il est difficile de mesurer expe´rimentalement la pression a` l’interface entre
l’air et l’eau, et nous ne pouvons donc y acce´der que de manie`re indirecte. Ainsi, en trac¸ant
l’e´volution de la pression verticalement, au dessus de l’interface, on peut estimer une valeur de
la pression a` l’interface par extrapolation, et ainsi se faire une ide´e de l’ordre de grandeur de ce
parame`tre. Mais il est e´vident qu’une telle approche ne peut eˆtre satisfaisante pour e´valuer un
parame`tre de manie`re pre´cise.
D’autre part, notre approche mode`le nous a permis de souligner la ne´cessite´ d’introduire
un seuil de de´clenchement de ce me´canisme. Nous avons estime´ qu’un seuil en pente pouvait
convenir, bien qu’un seuil en courbure paraisse plus indique´. Au regard des travaux sur l’in-
teraction entre vent et vagues, l’existence de ce seuil correspond a` l’introduction d’un nouveau
parame`tre dans la description du transfert d’e´nergie entre le vent et les vagues. En effet, l’im-
portance du transfert est traditionnellement estime´e en fonction de l’age des vagues, c’est-a`-dire
en fonction du cisaillement a` l’interface. Or nous avons mis en e´vidence qu’au dela` d’un certain
seuil en pente, une explosion des taux de transfert se produisait, co¨ıncidant avec l’apparition
de de´collements ae´riens au dessus de l’interface. Ici encore, nous nous sommes limite´s a` une
approche parame´trique de la question, fixant la valeur de ce seuil de manie`re plus ou moins
arbitraire. L’existence de ces de´collements e´tant acquise, il reste donc a` en estimer les conditions
de de´clenchement.
Notre approche nume´rique nous permettra donc de re´pondre a` ces questions. En effet, nous
pourrons l’utiliser pour simuler l’e´coulement diphasique que constitue le vent au dessus des
vagues. Ainsi, en introduisant le vent d’une part, et diffe´rentes vagues en temps que conditions
initiales d’autre part, nous pourrons de´crire assez pre´cise´ment la formation de de´collements
ae´riens. Cette approche nous permettra de de´crire la formation de ces de´collements, dont les
parame`tres principaux seront sans doute la vitesse relative du vent aux vagues, ainsi que la
courbure locale de l’interface. D’autre part, nous pourrons extraire des re´sultats les diffe´rents
profils de pression a` l’interface, nous donnant ainsi acce`s a` la nature du profil lui meˆme, ainsi qu’a`
la valeur du coefficient d’abri. Une grande partie des question pose´es par ce travail pourraient
ainsi eˆtre re´solues.
Quatrie`me partie
Travaux futurs
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Chapitre 10
Conclusions et perspectives
Cette e´tude porte sur l’interaction entre le vent et les vagues sce´le´rates. Une premie`re ap-
proche, expe´rimentale, permet de mettre en e´vidence que ce dernier a une influence importante
sur la dynamique des vagues sce´le´rates. En effet, des groupes de vagues propage´s dans la grande
souﬄerie de Luminy permettent d’engendrer des vagues sce´le´rates au moyen du me´canisme de
focalisation dispersive. Lorsqu’ils sont propage´s sans vent, ces groupes montrent un comporte-
ment syme´trique entre la phase de focalisation et la phase de de´focalisation. Lorsque l’on ajoute
du vent, tre`s peu de diffe´rences sont observe´es au cours de la phase de focalisation. Seuls appa-
raissent un faible de´placement du point de focalisation, sans doute lie´ au courant induit par le
vent, et une faible amplification de l’amplitude de la vague sce´le´rate. En revanche, la phase de
de´focalisation pre´sente un caracte`re sensiblement diffe´rent du cas sans vent, puisque la syme´trie
avec la phase de focalisation est comple`tement brise´e. Cette asyme´trie induite est a` l’origine
d’un augmentation significative de la dure´e de vie de la vague extreˆme.
Afin de mieux comprendre le phe´nome`ne, une approche nume´rique est de´veloppe´e, base´e
sur l’introduction d’un mode`le de vent. Tout d’abord, le fait que le vent agisse peu sur la
phase de focalisation nous incite a` penser que son action est faible durant cette phase. En
revanche, le changement de comportement brutal observe´ au moment de la formation de la
vague extreˆme sugge`re qu’un transfert significatif d’e´nergie survient a` ce moment pre´cis. Un
tel phe´nome`ne peut eˆtre justifie´ par l’apparition de de´collement dans l’e´coulement ae´rien au
dessus de la vague extreˆme. Ceci nous conduit a` mode´liser l’influence du vent au moyen du
me´canisme de Jeffreys, en limitant toutefois son influence en temps et en espace au moyen de
l’introduction d’un seuil d’activation. Cette approche permet de reproduire assez fide`lement
les re´sultats obtenus en souﬄerie. La pre´sence de ce de´collement ae´rien est e´galement mise en
e´vidence expe´rimentalement.
Notre approche s’est, jusqu’alors, limite´e aux vagues sce´le´rates engendre´es par focalisation
dispersive. La persistence de ces dernie`res sous l’action du vent est manifestement lie´e a` un
maintien de la cohe´rence du groupe sous l’action du diffe´rentiel de pression, comme le montrent
les analyses temps fre´quence du chapitre IV. Ceci peut sugge´rer que le phe´nome`ne observe´ est
propre aux vagues sce´le´rates ge´ne´re´es par le me´canisme de focalisation dispersive. Pour s’en
assurer, nous mettons donc en place une approche nume´rique visant a` e´tudier l’influence du
vent sur les vagues sce´le´rates engendre´es par instabilite´ modulationnelle. Ceci permet de mettre
en e´vidence le fait que ces vagues sont e´galement maintenues par le vent. Le me´canisme physique
mis en jeu, toutefois n’a rien a` voir avec celui e´tudie´ pre´ce´demment dans le cadre des vagues
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engendre´es par focalisation dispersive. Ainsi, la vague sce´le´rate est obtenue ici par la croissance
du mode le plus instable, au sens de l’instabilite´ modulationnelle (instabilite´ de Benjamin Feir).
Au maximum de modulation, un autre mode instable est excite´ par le vent. La croissance de cette
nouvelle modulation prend alors le relais sur la pre´ce´dente. La re´currence de Fermi-Pasta-Ulam
est donc brise´e, conduisant a` la persistance de la vague sce´le´rate.
Ces travaux sont re´alise´s en supposant que le vent est mode´lisable au moyen de la the´orie
de Jeffreys. Cette the´orie affirme que la pression associe´e a` un de´collement ae´rien au dessus
des vagues peut eˆtre exprime´e sous la forme d’un terme en phase avec la pente des vagues.
De plus, ce dernier est fonction d’un parame`tre, le coefficient d’abri, difficile a` de´terminer.
Finalement, nous ajoutons un parame`tre supple´mentaire en introduisant un seuil d’activation du
de´collement ae´rien. Ces hypothe`ses sont raisonnables, puisque nous avons vu qu’elles permettent
de reproduire les observations expe´rimentales de manie`re satisfaisantes. Ne´anmoins, il est en
effet important de connaˆıtre plus pre´cise´ment les parame`tres qui controˆlent le de´collement.
Dans cette logique, nous mettons en œuvre une me´thode nume´rique permettant de simuler
l’e´coulement diphasique que constitue le proble`me de l’interaction entre le vent et les vagues. Ce
type d’approche n’a jamais e´te´ utilise´ dans ce contexte, et une e´tude pre´alable de la me´thode
est ne´cessaire. Un parame`tre en particulier de´grade le comportement nume´rique des me´thodes
diphasiques. Il s’agit du rapport des masses volumiques des deux fluides. Une analyse de´taille´e
du comportement nume´rique de la me´thode en fonction de ce parame`tre est donc re´alise´e. Les
re´sultats permettent de mettre en e´vidence que cette me´thode convient a` la simulation du
proble`me qui nous inte´resse. Une e´tude plus pousse´e n’est pas mene´e ici, faute de temps, et ce
travail est a` faire. En effet, il reste a` obtenir des conditions initiales satisfaisantes pour de´crire
notre proble`me, et les propager nume´riquement graˆce a` notre code. L’introduction du vent ne
posant pas de proble`me particulier, on devrait obtenir rapidement des re´sultats mettant en
e´vidence le de´collement ae´rien pour cet e´coulement. Une e´tude de´taille´e sera alors ne´cessaire,
afin d’identifier clairement les parame`tres influenc¸ant l’apparition du de´collement. Les profils de
pression de´taille´s seront obtenus au meˆme moment, permettant e´ventuellement de modifier le
terme de pression sugge´re´ par Jeffreys.
Parmi les perspectives a` plus long terme, citons l’extension de cette approche en profondeur
finie, ou faible. L’e´tude pre´sente´e ici se cantonne a` des vagues se propageant en profondeur infinie.
Il faut pourtant conside´rer l’e´volution des vagues sce´le´rates en zones coˆtie`res, qui sont les zones
des oce´ans les plus fre´quente´es par l’homme. Or la diminution de la profondeur re´sulte en une
augmentation des pentes locales des vagues. Il est donc probable que les de´collements ae´riens
deviennent plus fre´quents en zone coˆtie`re. Il sera particulie`rement inte´ressant de reprendre cette
e´tude dans ce contexte.
De la meˆme manie`re, on doit raisonnablement envisager de reproduire cette e´tude en di-
mension trois. En effet, les vagues sce´le´rates en milieu naturel pre´sentent parfois une forme plus
complexe, et ne peuvent eˆtre ramene´es au simple cas bidimensionnel. Ces vagues peuvent effec-
tivement eˆtre engendre´es par focalisation ge´ome´trique, pre´sentant alors une forme pyramidale.
Une instabilite´ de classe II peut e´galement ge´ne´rer des vagues sce´le´rates en forme de fer a` cheval.
Dans un tel cas, l’approche de type Jeffreys sugge´re´e dans ce travail sera largement criticable.
L’e´coulement d’air tridimensionnel au dessus de telles vagues ne correspondra sans doute pas
au seul tourbillon au dessus d’une creˆte. La simulation tridimensionnelle de l’e´coulement ae´rien
turbulent au dessus de vagues pyramidales est donc un travail futur a` pre´voir.
D’autre part, une partie du travail re´alise´ au cours de cette the`se n’est pas aborde´e dans
ce manuscrit. Ce travail se destinait en partie a` e´tudier les vagues sce´le´rates du point de vue
de leur te´le´de´tection. En effet, les radars sont largement utilise´s dans le contexte de l’e´tude des
vagues, depuis plusieurs anne´es, de´ja`. Cet aspect de l’oce´anographie physique a connu un essor
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important avec l’usage de plus en plus fre´quent des satellites pour l’observation des oce´ans. La
plupart des radars destine´s a` observer les oce´ans utilisent des longueurs d’onde de l’ordre de
grandeur du centime`tre, ou de la dizaine de centime`tres. Ces longueurs d’onde, d’autre part, sont
caracte´ristiques des vagues pre´sentes a` la surface des oce´ans en pre´sence de vent. Par conse´quent,
les signaux radars re´agissent grandement a` la pre´sence de ces vagues a` la surface des mers. Ce
constat nous conduit a` supposer qu’une vague sce´le´rate peut pre´senter une signature radar
particulie`re. Ces vagues ont des cambrures tre`s importantes, qui influencent significativement
les vagues de petites e´chelles, c’est-a`-dire les vagues de vent. Une observation de´taille´e de la
Figure 4 de la publication pre´sente´e dans la section 7.1 le montre d’ailleurs. On constate en effet
une disparition des vagues de vent au voisinage de la vague sce´le´rate. Une approche nume´rique
est alors mise en œuvre.
Les mode`les e´lectromagne´tiques classiques en te´le´de´tection conside`rent que l’e´nergie re´trodif-
fuse´e par une surface suit deux types de comportements asymptotiques. Une e´volution de type
Kirchhoff correspond a` l’approximation du plan tangent, c’est-a`-dire a` l’approximation de l’op-
tique ge´ome´trique. Une e´volution de type Bragg correspond a` l’hypothe`se des faibles pentes,
traitant la diffusion comme une perturbation de la direction de re´flexion naturelle sur un plan
non perturbe´. Or Elfouhaily et al. (2003) ont re´cemment propose´ une the´orie permettant de
reproduire les comportements asymptotiques de ces deux mode`les. Nous nous proposons donc
d’e´tudier l’influence sur la re´trodiffusion du changement de rugosite´ de la surface de la mer
lie´ a` la pre´sence d’une vague sce´le´rate. Pour cela, nous utilisons une centaine de conditions ini-
tiales, correspondant a` une onde de Stokes perturbe´e par une perturbation modulationnellement
instable. Un bruit ale´atoire est ajoute´ a` ces surfaces, bruit selon le spectre introduit par Elfou-
haily (1996). Toutes ces surfaces sont alors propage´es nume´riquement, au moyen de la me´thode
HOSM, et des vagues sce´le´rates sont obtenues. Une comparaison entre le signal re´trodiffuse´ par
les conditions initiales et par celles contenant les vagues sce´le´rates permet de mettre en e´vidence
la signature recherche´e. En effet, le spectre des vagues de vent est bien lisse´ par la pre´sence de la
vague sce´le´rate, et ceci est observable sur le signal radar. En incidence rasante, le comportement
asymptotique observe´ dans chacun des cas n’est pas le meˆme. Ceci pourrait permettre d’iden-
tifier des vagues sce´le´rates. Ces re´sultats ne sont que pre´liminaires (c’est d’ailleurs pourquoi
ils n’ont pas e´te´ de´taille´s dans ce manuscrit). Ils sont pre´sente´s en de´tails par Touboul et al.
(2005). Une e´tude plus pousse´e, notamment en trois dimensions, pourrait apporter des re´sultats
importants en matie`re de te´le´de´tection des vagues sce´le´rates.
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Re´sume´
Le phe´nome`ne de vague sce´le´rate, qui constitue un enjeu majeur pour la se´curite´ maritime, ne peut
eˆtre corre´le´ a` un phe´nome`ne ge´ophysique particulier. En effet, de telles vagues peuvent surgir sur tous
les oce´ans du monde, en eaux profonde ou peu profonde, en eaux calmes ou en zone de tempeˆte. Ce
travail s’attache a` e´tudier l’influence du vent sur la dynamique de ces vagues.
Une approche expe´rimentale a mis en e´vidence que des vagues sce´le´rates ge´ne´re´es par focalisation
d’e´nergie due a` la nature dispersive des vagues, e´taient le´ge`rement amplifie´es par le vent, et que leur
point de formation variait peu, mais surtout que leur dure´e de vie e´tait significativement augmente´e. Une
forte asyme´trie est effectivement observe´e entre les phases de focalisation et de de´focalisation. Des simu-
lations nume´riques sont re´alise´es dans le but d’analyser, de comprendre, et de mode´liser ce phe´nome`ne.
Les expe´riences effectue´es dans la grande souﬄerie des e´changes air-mer de Luminy sont reproduites
dans un canal nume´rique a` partir d’une me´thode d’inte´grales de frontie`re. Le me´canisme de Miles, ainsi
que le me´canisme d’abri de Jeffreys modifie´ sont tous les deux conside´re´s pour mode´liser l’influence
du vent. Le me´canisme d’abri propose´ par Jeffreys est modifie´ par l’introduction d’un seuil de pente
pour lequel un de´collement de l’e´coulement ae´rien se produit au-dessus des creˆtes les plus cambre´es. Les
vagues sce´le´rates peuvent e´galement eˆtre dues a` un autre me´canisme physique : l’instabilite´ modula-
tionnelle des champs de vagues ou instabilite´ de Benjamin-Feir. Une extension de l’e´tude a` des vagues
sce´le´rates obtenues par instabilite´ modulationnelle est donc de´veloppe´e. Des simulations nume´riques de
ce phe´nome`ne a` partir d’un mode`le pseudo-spectral ont e´te´ re´alise´es. Ces simulations montrent, comme
dans le cas de la focalisation dispersive, que le me´canisme d’abri modifie´ de Jeffreys augmente la dure´e
de vie de ces vagues extreˆmes, bien que la physique mise en oeuvre soit diffe´rente.
Cependant, ces approches reposent toutes sur un couplage vent/vagues line´aire sans re´troaction des
vagues sur l’e´coulement ae´rien, ainsi qu’une description potentielle de l’e´coulement. Or la pre´sence d’une
recirculation (tourbillon ae´rien) au-dessus des creˆtes les plus hautes mise en e´vidence expe´rimentalement
ne peut eˆtre correctement simule´ que si la vorticite´ est prise en compte. Nous introduisons donc une
approche nume´rique permettant la simulation de l’e´coulement rotationnel et diphasique de deux fluides
visqueux se´pare´s par une interface.
Abstract
The rogue wave phenomenon, which is of majeur interest for marine safety, cannot be correlated to
any specific geophysical phenomenon. Such waves can appear on every ocean of the world, in deep or
shallow water, and encounter strong winds in tempest zones. This work aims to study the influence of
wind on rogue waves.
An experimental approach showed that rogue waves generated by means of energy focusing due to the
dispersive nature of water waves, were slightly amplified, that there was a drift of the focusing point,
and that their life time was significantly increased. A strong asymmetry is indeed observed between
the focusing and defocusing stages. Numerical simulations are performed to analyse, understand, and
reproduce the phenomenon. Experiments performed in the air-sea interaction facility are reproduced in
a numerical wave tank using boundary integrals method. Miles’ mechanism and the modified Jeffreys
sheltering mechanism are both considered to model wind action. Jeffreys’ sheltering mechanism is mo-
dified by introducing a threshold in local slope above which air flow separation occurs over steep crests.
Rogue waves can also be generated using another physical mechanism : modulationnal instability of wave
fields, or Benjamin-Feir instability. An extension of the study to rogue waves due to modulationnal in-
stability is developed. Numerical simulations of this phenomenon are performed with a pseudo-spectral
method. These simulations show that the modified Jeffreys’ sheltering mechanism is responsible for a
significant increase of the lifetime of those extreme waves, such as for rogue waves due to dispersive
focusing. However, the underlying physics are different in both cases.
However, these approaches are both based on a linear wind wave coupling, neglecting the influence of
waves on the air flow, and based on a potential description of the flow. The existence of a recirculation
area (air vortex) observed experimentally above the highest crests can only be simulated correctly when
vorticity is taken into account. A numerical method to simulate the rotationnal flow of the two phases
viscous fluids, separated by an interface, is introduced.
