Wave equations with time-dependent dissipation II. Effective dissipation  by Wirth, Jens
J. Differential Equations 232 (2007) 74–103
www.elsevier.com/locate/jde
Wave equations with time-dependent dissipation II.
Effective dissipation
Jens Wirth
Institute of Applied Analysis, TU Bergakademie Freiberg, 09596 Freiberg, Germany
Received 9 April 2006; revised 24 May 2006
Available online 7 July 2006
Abstract
This article is intended to present a construction of structural representations of solutions to the Cauchy
problem for wave equations with time-dependent dissipation above scaling. These representations are used
to give estimates of the solution and its derivatives based on Lq(Rn), q  2.
The article represents the second part within a series. In [Jens Wirth, Wave equations with time-dependent
dissipation I. Non-effective dissipation, J. Differential Equations 222 (2) (2006) 487–514] weak dissipations
below scaling were discussed.
© 2006 Elsevier Inc. All rights reserved.
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0. Introduction
The purpose of this paper is to investigate asymptotic properties of solutions to the Cauchy
problem for a wave equation with time-depending dissipation
utt −u + b(t)ut = 0, u(0, ·) = u1, Dt u(0, ·) = u2, (0.1)
where the coefficient b = b(t) is assumed to be positive and satisfy a lower bound of the form
tb(t) → ∞ as t → ∞. As usual we denote D = −i∂ and by  =∑j ∂2j the Laplacian. We refer
to [13] for an exposition of results and for the classification of time-dependent dissipation terms.
In [18] it was shown that, roughly speaking, under the non-effectivity assumption b(t) =O(t−1)
E-mail address: wirth@math.tu-freiberg.de.0022-0396/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2006.06.004
J. Wirth / J. Differential Equations 232 (2007) 74–103 75solutions are closely related to free waves. In this paper we will show that the assumption of
effectivity yields parabolic type decay estimates for solutions to (0.1).
One of the first occurrences of such parabolic type estimates for the case of the damped wave
equation b ≡ 1 was in the paper of A. Matsumura [6]. He proved that in this case the solutions
satisfy∥∥Dkt Dαxu(t, ·)∥∥2  (1 + t)− n2 ( 1p − 12 )−k− |α|2 (‖u1‖Hk+|α| + ‖u2‖Hk+|α|−1 + ‖u1, u2‖p) (0.2)
for all p ∈ [1,2]. We will come back later to this kind of estimate and give hints to a general-
ization to the case of variable coefficients. Two things are worth to note. On the one hand, there
is a difference in the influence on the decay order between spatial and time derivatives like for
estimates of solutions to the heat equation. On the other hand, a further Lp-regularity (which is
for p ∈ [1,2) a nonlocal assumption on the data) improves the decay rates.
To compare with results of [18] we give the corresponding Lp–Lq decay estimate. Using the
method of [6] one obtains almost immediately∥∥(∂t ,∇)u(t, ·)∥∥q  (1 + t)− n2 ( 1p − 1q )− 12 (‖u1‖Wp,rp+1 + ‖u2‖Wp,rp ) (0.3)
for dual indices p ∈ [1,2] and q ∈ [2,∞], pq = p + q and with regularity rp > n(1/p − 1/q).
Note that this estimate coincides with the corresponding estimate for the heat equation (except
for the regularity), cf. [11].
This mentioned parabolic structure of estimates for damped wave equations (b ≡ 1) was in-
tensively studied within the last years by several authors. From the works of K. Nishihara [9,10]
or H. Yang and A. Milani [22] we know that there is a close relation between solutions of the
damped wave equation and solutions to the heat equation with corresponding data. This result
is known as the diffusion phenomenon. T. Narazaki [8] gave Lp–Lq estimates and derived as-
ymptotic properties for the parabolic (low-frequency) and hyperbolic (high-frequency) part of
solutions. A different direction bases on works of R. Ikehata and coauthor [2–4] who investi-
gated improvements of energy decay rates by further assumptions on the data.
Results for general variable coefficient dissipation terms are mainly based on the L2 scale.
We refer for completeness to the papers of A. Matsumura [7], H. Uesaka [15], K. Mochizuki [5]
and the detailed study of F. Hirosawa and H. Nakazawa [1]. Only for the special case of scale
invariant dissipation b(t) = μ/(1 + t) for μ > 0 explicit representations of solutions in terms of
Bessel functions have been used by the author in [16] to obtain precise Lp–Lq decay results for
solutions. Under the assumption that μ n+ 3 they read as∥∥(∂t ,∇)u(t, ·)∥∥q  (1 + t)−n( 1p − 1q )−1(‖u1‖Wp,rp+1 + ‖u2‖Wp,rp ) (0.4)
for p ∈ [1,2], pq = p + q and rp > n(1/p − 1/q). In this paper we will relate this estimate to
the Matsumura-type estimate (0.3).
Recently T. Yamazaki [20,21], considered effective time-dependent dissipation in an abstract
Hilbert space setting by means of spectral representations with special attention towards diffusive
structure and the diffusion phenomenon. In this paper she considered only decaying dissipation
terms and asked for energy type estimates, while our purpose is to consider nondecaying dissi-
pation terms as well and to construct structural properties of the representation of solutions. This
provides us with the tools to give generalizations of the estimates of Matsumura and also of the
improved decay estimates of Ikehata and coauthors.
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with its consequences for the Lp–Lq decay of solutions and their derivatives. We obtain under
the assumptions stated in Section 1.2:
Result 1. The solution to (0.1) and their derivatives satisfy the Matsumura-type estimate
∥∥Dαxu∥∥q 
(
1 +
t∫
0
dτ
b(τ)
)− n2 ( 1p − 1q )− |α|2 (‖u1‖Wp,rp+|α| + ‖u2‖Wp,rp+|α|−1), (0.5a)
∥∥DtDαxu∥∥q  1b(t)
(
1 +
t∫
0
dτ
b(τ)
)− n2 ( 1p − 1q )− |α|2 −1(‖u1‖Wp,rp+|α| + ‖u2‖Wp,rp+|α|−1) (0.5b)
for dual indices p ∈ [1,2], pq = p + q and regularity rp > n(1/p − 1/q).
Result 2. If we assume in addition that 1/b /∈ L1(R+). Then it holds for the energy of the solution
u = u(t, x) to (0.1)
lim
t→∞
∥∥(∂t ,∇)u(t, ·)∥∥2
t∫
0
dτ
b(τ)
= 0 (0.6)
for arbitrary data u1 ∈ H 1 and u2 ∈ L2.
Result 3. If we assume in addition that 1/b ∈ L1(R+) the solution u(t, x) to (0.1) for data
u1 ∈ Hs , u2 ∈ Hs−1 tends in Hs to a real-analytic function u(∞, x) = limt→∞ u(t, x). This
limit is nonzero in generic cases.1
Furthermore, we discuss the diffusive structure of solutions and give consequences of it in
terms of certain improved decay rates under additional assumptions on the Cauchy data. We cite
only one result here, details are contained in Section 3.4. As usual, we denote 〈x〉 =√1 + |x|2.
Then polynomial weight conditions on the data improve decay rates of solutions.
Result 4. Assume 〈x〉su1 ∈ H 1(R) and 〈x〉su2 ∈ L2(R) for some s ∈ [0, n2 ). Then
∥∥u(t, ·)∥∥2 
(
1 +
t∫
0
dτ
b(τ)
)− s2 (∥∥〈x〉su1∥∥2 + ∥∥〈x〉su2∥∥H−1), (0.7)
∥∥∇u(t, ·)∥∥2 
(
1 +
t∫
0
dτ
b(τ)
)− s+12 (∥∥〈x〉su1∥∥H 1 + ∥∥〈x〉−su2∥∥2), (0.8)
∥∥∂tu(t, ·)∥∥2  1b(t)
(
1 +
t∫
0
dτ
b(τ)
)− s2 −1(∥∥〈x〉su1∥∥H 1 + ∥∥〈x〉−su2∥∥2). (0.9)
1 For each u1 there exists at most one u2 such that the corresponding limit is zero.
J. Wirth / J. Differential Equations 232 (2007) 74–103 771. Strategies, basic assumptions and tools
1.1. Philosophy behind the approach
We will employ the translation invariance of the Cauchy problem (0.1) and apply a partial
Fourier transform with respect to the spatial variables. This yields the ordinary differential equa-
tion
uˆt t + |ξ |2uˆ+ b(t)uˆt = 0 (1.1)
parametrized by the frequency parameter ξ . Its solution can be represented in the form
uˆ(t, ξ) = Φ1(t, ξ)uˆ1(ξ)+Φ2(t, ξ)uˆ2(ξ) (1.2)
in terms of the Cauchy data u1 and u2 and with suitable functions Φ1(t, ξ) and Φ2(t, ξ). Our
main purpose is to derive asymptotic properties of the functions Φj and its derivatives for large
times t .
We will not solve (1.1) directly. We follow the treatment of [6] and consider the new function
vˆ(t, ξ) = λ(t)uˆ(t, ξ) (1.3)
with the aid of the auxiliary function
λ(t) = exp
(
1
2
t∫
0
b(τ)dτ
)
(1.4)
as introduced in [18]. This transform yields for vˆ(t, ξ) the equation
vˆt t +
(
|ξ |2 − 1
4
b2(t)− 1
2
b′(t)
)
︸ ︷︷ ︸
m(t,ξ)
vˆ = 0. (1.5)
For monotone C1 coefficient functions below the scaling limit, cf. [13], we have m(t, ξ) > 0 for
all t and ξ . Above the scaling limit b2(t) dominates b′(t) and we have a change of sign in the
coefficient m(t, ξ). This change of sign will be responsible for a completely different behaviour.
In the part where m(t, ξ) is positive we expect the solutions to be uniformly bounded, while
for negative m(t, ξ) some kind of dichotomy will appear. This is the reason for us to decompose
the extended phase plane Rt × Rnξ into two parts related to the sign of m(t, ξ) (modulo some
terms of lower order), the hyperbolic part, where m(t, ξ) is essentially positive, and the elliptic
part, where m(t, ξ) is essentially negative.
In both parts we will construct (hyperbolic or elliptic) WKB representations of solutions re-
lated to ideas of M. Reissig [12] developed for damped wave equations with variable propagation
speed. For this we introduce zones and formulate the second order equation as system for a suit-
able microenergy. Based on the diagonalization schemes used in the book of K. Yagdjian [19]
for weakly hyperbolic equations we develop symbol classes and transform the first order systems
to a diagonal dominated structure in order to extract information on asymptotic properties of the
representation of solutions.
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Gordon-type equation and construct solution representations to this equation. Note, that the mass
term of this equation is given by −b2(t)/4 − b′(t)/2 and will be negative for large times in the
examples we are interested in. The results of this paper may also be understood as results on the
growth behaviour of the energy for such Klein–Gordon-type equations with negative mass.
1.2. Separating curve and basic assumptions
To make these ideas more precise we start by describing the decomposition of the phase plane
and derive corresponding conditions on the coefficient function b = b(t) related to the fixed
decomposition.
Definition 1. We call a function γ :R+ →R+ admissible, if it satisfies
(
1) γ ∈ C1[0,∞), γ (t) > 0 and monotone with respect to t ,
(
2) tγ (t) → ∞ as t → ∞,
(
3) ∫∞0 dt(1+t)2γ (t) < ∞.
Furthermore, for an admissible function γ (t) we define the separating curve Γ = {|ξ | = γ (t)} in
the phase plane and the two parts
Πell =
{
(t, ξ): |ξ | γ (t)}, Πhyp = {(t, ξ): |ξ | γ (t)}. (1.6)
To measure the distance to the separating curve we introduce further the auxiliary weight function
〈ξ 〉γ (t) =
√∣∣|ξ |2 − γ 2(t)∣∣. (1.7)
We will use the function γ = γ (t) as a model or shape function for the coefficient b = b(t).
While assumptions (
1) and (
2) are essential for the treatment, assumption (
3) is only of
technical nature in order to simplify the arguments. For a treatment without (
3) we refer to [17].
Example 2. Basic examples of admissible functions are
γ (t) = (1 + t)κ (1.8)
with κ ∈ (−1,∞). The limiting case κ = −1 is excluded because of a qualitative change in the
asymptotic behaviour of solutions occurring there, see [16].
Example 3. Similar we can consider
γ (t) = (log(e + t))
δ
1 + t (1.9)
for δ > 1. The case δ = 1 can be treated using one further zone, see [17].
For the following we fix an admissible function γ = γ (t) and assume that the coefficient
function b = b(t) behaves like γ (t) and satisfies symbol-like conditions:
J. Wirth / J. Differential Equations 232 (2007) 74–103 79(B1) positivity, b(t) > 0,
(B2) relation to the shape function
∣∣b(t)− 2γ (t)∣∣ γ (t)( 1
1 + t
)
,
(B3) symbol-like estimates for derivatives, b ∈ C[0,∞) with∣∣∣∣ dkdtk b(t)
∣∣∣∣ Ckγ (t)( 11 + t
)k
, k = 0,1, . . . , .
Basic examples are the ones given above for γ (t). Furthermore, we are allowed to include
slow oscillations in the coefficients.
Example 4. An example of a nonmonotonous coefficient function is given by
b(t) =
(
2 + cos(α log(e + t))
1 + t
)
(1 + t)κ (1.10)
related to γ (t) = (1 + t)κ for a given κ > −1 and α ∈R. It satisfies (B3) for all  ∈N.
Example 5. Similar to the previous one we can consider
b(t) =
(
2 + cos((1 + t)
α)
1 + t
)
(1 + t)κ (1.11)
for κ > −1 and α  1/ if we require only (B3) for a given . For most decay estimates  = 2
will be sufficient.
1.3. Zones and symbol classes
In order to apply a diagonalization scheme we introduce zones in both parts of the phase
space. This will be done using the weight function 〈ξ 〉γ (t). The zones are defined as
Zhyp(N) =
{
(t, ξ): 〈ξ 〉γ (t) Nγ (t)
}∩Πhyp, (1.12a)
Zpd(N, ) =
{
(t, ξ): γ (t) 〈ξ 〉γ (t) Nγ (t)
}∩ Πhyp, (1.12b)
Zred() =
{
(t, ξ): 〈ξ 〉γ (t)  γ (t)
}
, (1.12c)
Zell(, t0) =
{
(t, ξ): 〈ξ 〉γ (t)  γ (t)
}∩Πell ∩ {t  t0}. (1.12d)
There remains a compact part of the phase space which is not of interest for the asymptotic
properties and may be skipped. The multipliers and all of their derivatives are bounded there.
In the reduced zone Zred() we will apply a reduced transformation of the system and estimate
mainly by brute force. In all the other zones we will apply some steps of diagonalization.
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inside the hyperbolic zone
〈ξ 〉γ (t) ∼ |ξ | (1.13)
holds uniformly in Zhyp(N).
Definition 6. The time-dependent Fourier multiplier a(t, ξ) belongs to the hyperbolic symbol
class S1,2hyp,N {m1,m2,m3} with restricted smoothness 1, 2, if it satisfies the estimate
∣∣Dkt Dαξ a(t, ξ)∣∣Ck,α〈ξ 〉m1−|α|γ (t) γ m2(t)( 11 + t
)m3+k
(1.14)
for all (t, ξ) ∈ Zhyp(N) and all k  1, |α| 2.
Furthermore, we fix the notation Shyp,N {m1,m2,m3} for S∞,∞hyp,N {m1,m2,m3}. The rules for
the symbolic calculus follow [18]. It holds:
Proposition 7.
(1) S1,2hyp,N {m1,m2,m3} is a vector space,
(2) S1,2hyp,N {m1 − k,m2,m3 + } ↪→ S1,2hyp,N {m1,m2 − k,m3 + } ↪→ S1,2hyp,N {m1,m2,m3} for
 k  0,
(3) S1,2hyp,N {m1,m2,m3} · S1,2hyp,N {m′1,m′2,m′3} ↪→ S1,2hyp,N {m1 +m′1,m2 +m′2,m3 +m′3},
(4) Dkt Dαξ S1,2hyp,N {m1,m2,m3} ↪→ S1−k,2−|α|hyp,N {m1 − |α|,m2,m3 + k} for k  1 and |α| 2,
(5) S0,0hyp,N {−1,0,2} ↪→ L∞ξ L1t (Zhyp).
Our assumptions on b(t) are related to the symbol classes. It holds b(t) ∈ S,∞hyp,N {0,1,0} and
m(t, ξ) ∈ S−1,∞hyp,N {2,0,0}.
Symbol classes in Πell. Analogously we define in the elliptic part symbol classes. Note, that
〈ξ 〉γ (t) ∼ γ (t) (1.15)
holds uniformly in Zell(, t0).
Definition 8. The time-dependent Fourier multiplier a(t, ξ) belongs to the elliptic symbol class
S
1,2
ell,,t0{m1,m2,m3} of restricted smoothness 1, 2, if it satisfies the estimate
∣∣Dkt Dαξ a(t, ξ)∣∣ Ck,α〈ξ 〉m1−|α|γ (t) |ξ |m2( 11 + t
)m3+k
(1.16)
for all (t, ξ) ∈ Zell(, t0) and all k  1, |α| 2.
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bolic calculus are similar to that from the hyperbolic part.
Proposition 9.
(1) S1,2ell, {m1,m2,m3} is a vector space,
(2) S1,2ell, {m1 − k,m2,m3 + } ↪→ S1,2ell, {m1,m2 − k,m3 + } ↪→ S1,2ell, {m1,m2,m3} for
 k  0,
(3) S1,2ell, {m1,m2,m3} · S1,2ell, {m′1,m′2,m′3} ↪→ S1,2ell, {m1 +m′1,m2 +m′2,m3 +m′3},
(4) Dkt Dαξ S1,2ell, {m1,m2,m3} ↪→ S1−k,2−|α|ell, {m1 − |α|,m2,m3 + k} for k  1 and |α| 2,
(5) S0,0ell,{−1,0,2} ↪→ L∞ξ L1t (Zell).
Properties of m(t, ξ) and formulation in system form. For the following considerations we
collect some of the properties of m(t, ξ). They can be expressed in terms of the previously defined
symbol classes.
Proposition 10.
(1) m(t, ξ) ∈ S−1,∞hyp,N {2,0,0} ∩ S−1,∞ell,,t0 {2,0,0} for all choices of N, > 0 and t0  0.(2) For all  > 0 there exist constants N and t0 sufficiently large, that∣∣m(t, ξ)∣∣ γ 2(t) in Zhyp(N)∪Zell(, t0) and (1.17)√∣∣m(t, ξ)∣∣ ∈ S−1,∞hyp,N {1,0,0} ∩ S−1,∞ell,,t0 {1,0,0}, (1.18)
1√|m(t, ξ)| ∈ S
−1,∞
hyp,N {−1,0,0} ∩ S−1,∞ell,,t0 {−1,0,0}. (1.19)
Based on these symbol properties of
√|m(t, ξ)| we define a microenergy and transform (1.5)
to a system for this microenergy. Related to the zones we need cut-off functions for this. Let
χ ∈ C∞0 (R) satisfy χ(s) = 1 for |s| 12 and χ(s) = 0 for s  2. Let further for t  t0
h(t, ξ) = χ(−1〈ξ 〉γ (t))γ (t)+ (1 − χ(−1〈ξ 〉γ (t)))√∣∣m(t, ξ)∣∣. (1.20)
Then we form the vector function V = (h(t, ξ)vˆ,Dt vˆ)T and solve the corresponding system.
2. Representation of solutions
2.1. Diagonalization in Zhyp
The treatment is close to [18], so we will omit some of the details and sketch only the main
steps. Inside this zone the system reads as
DtV =
( Dt√m(t,ξ)√
m(t,ξ)
√
m(t, ξ)
√
)
V = A(t, ξ)V, (2.1)
m(t, ξ)
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m(t, ξ) ∈ S−1,∞hyp,N {1,0,0} represents the main part and the other entry is of lower order.
Using the matrices
M =
(1 −1
1 1
)
, M−1 = 1
2
( 1 1
−1 1
)
(2.2)
the main part can be diagonalized. To diagonalize the lower order terms within our symbol hier-
archy we use the approach of [18, Lemma 10]. Application of k steps of diagonalization yields:
Lemma 11. Assume b = b(t) satisfies (B1)–(B3). Then for all k   − 1 there exists a zone
constant N and matrix-valued symbols
• D(t, ξ) = diag(√m(t, ξ),−√m(t, ξ) ) ∈ S−1,∞hyp,N {1,0,0},
• Nk(t, ξ) ∈ S−k−1,∞hyp,N {0,0,0}, invertible for all (t, ξ) ∈ Zhyp(N) with N−1(t, ξ) ∈
S
−k−1,∞
hyp,N {0,0,0},
• Fk−1(t, ξ) ∈ S−k−1,∞hyp,N {0,0,1} diagonal, with Fk−1(t, ξ)− Dt
√
m(t,ξ)
2
√
m(t,ξ)
∈ S−k−1,∞hyp,N {−1,0,2},
• Rk(t, ξ) ∈ S−k−2,∞hyp,N {−k,0, k + 1},
such that the operator identity(
Dt − A(t, ξ)
)
Nk(t, ξ)M = MNk(t, ξ)
(
Dt −D(t, ξ)− Fk−1(t, ξ)−Rk(t, ξ)
)
holds for all (t, ξ) ∈ Zhyp(N).
The matrix D(t, ξ) represents the main part and the corresponding fundamental solution
E˜0(t, s, ξ) to Dt − D(t, ξ) describes a modified hyperbolic behaviour in this zone as already
observed within the treatment for the case of damped waves by T. Narazaki in [8].
Solving Dt −D(t, ξ) yields
E˜0(t, s, ξ) = diag
(
exp
(
i
t∫
s
√
m(τ, ξ)dτ
)
, exp
(
−i
t∫
s
√
m(τ, ξ)dτ
))
. (2.3)
To understand the influence of the lower order terms we use that m(t, ξ) ∼ |ξ | uniformly in
Zhyp(N) and, therefore, that the integral over the main part of Fk−1(t, ξ) gives
t∫
s
∂t
√
m(τ, ξ)√
m(τ, ξ)
dτ = log m(t, ξ)
m(s, ξ)
∼ 1. (2.4)
Thus we can neglect the terms of lower order modulo uniformly bounded and invertible matrices
in this zone. Following [18] we obtain from Lemma 11 by the aid of a corresponding statement
to [18, Proposition 11] a structural representation of the fundamental solution Ek(t, s, ξ) to the
transformed system.
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the transformed operator
Dt −D(t, ξ) − Fk−1(t, ξ) −Rk(t, ξ) (2.5)
can be represented as
Ek(t, s, ξ) = E˜0(t, s, ξ)Qhyp,k(t, s, ξ), (2.6)
with a symbol Qhyp,k(t, s, ξ) of restricted smoothness subject to the symbol estimates
∥∥D1t D2s DαξQhyp,k(t, s, ξ)∥∥ C,α|ξ |2−|α|( 11 + t
)1
, (t, ξ), (s, ξ) ∈ Zhyp(N), t  s, (2.7)
for all multi-indices |α| k − 1, 1 = 0,1 and 2  2k + 1.
In the case of effective weak dissipation or more generally if γ (t) remains bounded, i.e., if
there exists an interval (γ (∞),∞) such that for all ξ0 with |ξ0| ∈ (γ (∞),∞) the line {ξ = ξ0}
ends up in the hyperbolic part, we may ask the question whether the limits limt→∞Qhyp,k(t, s, ξ)
exist or not. The construction of Qhyp,k implies
Corollary 13. In the case that γ (t) is bounded the limit
lim
t→∞Qhyp,k(t, s, ξ) =Qhyp,k(∞, s, ξ) (2.8)
exists uniform in ξ for |ξ | c > γ (∞)√N2 + 1 and satisfies for |α| k − 1 and  2k + 1
∥∥DsDαξQhyp,k(∞, s, ξ)∥∥ Cα|ξ |−|α|. (2.9)
Similar to [18] the inverse of the matrixQhyp,k(t, s, ξ) exists and satisfies the same statement,
it is uniformly bounded and converges for t → ∞ to Q−1hyp,k(∞, s, ξ).
Remark.
(1) There occurs a difference of one order compared to [18] in the used differentiability assump-
tions on the coefficient b = b(t). This is related to the use of b(t) in the definition of the
microenergy and in the phase function. We need one derivative more to define Rk(t, ξ).
(2) For later use in this article we need the statement of Theorem 12 only with k = 1. It will not
be necessary to apply stationary phase method to control large frequencies. Nevertheless the
statement is of importance. In the case of weak dissipations Corollary 13 can be used to es-
tablish a modified scattering theory for large frequencies and in this case the differentiability
properties of Qhyp,k(∞, s, ξ) imply the Lp-boundedness of the involved wave operators.
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The main difference to the treatment in Zhyp(N) is that in this zone m(t, ξ) < 0 and therefore
the system reads as
DtV =
( Dt√|m(t,ξ)|√|m(t,ξ)| √|m(t, ξ)|
−√|m(t, ξ)|
)
V = A(t, ξ)V . (2.10)
The difference in the sign implies that we have a different diagonalizer for the main part,
M˜ =
(
i −i
1 1
)
, M˜−1 = 1
2
(−i 1
i 1
)
, (2.11)
and the diagonalized main part becomes purely imaginary
D(t, ξ) = diag(−i√∣∣m(t, ξ)∣∣, i√∣∣m(t, ξ)∣∣ ). (2.12)
Besides this difference we can follow the lines of the previous section or [18] to diagonalize
k steps within our symbol hierarchy. The choice of a sufficiently large t0 guarantees the invert-
ibility of Nk(t, ξ).
Lemma 14. Assume b = b(t) satisfies (B1)–(B3). Then for all k   − 1 there exists a starting
time t0 and matrix-valued symbols
• D(t, ξ) = diag(−i√|m(t, ξ)|, i√|m(t, ξ)| ) ∈ S−1,∞ell,,t0 {1,0,0},
• Nk(t, ξ) ∈ S−k−1,∞ell,,t0 {0,0,0}, invertible for all (t, ξ) ∈ Zell(, t0) with N−1(t, ξ)∈
S
−k−1,∞
ell,,t0 {0,0,0},
• Fk−1(t, ξ) ∈ S−k−1,∞ell,,t0 {0,0,1} diagonal, with Fk−1(t, ξ)− Dt
√|m(t,ξ)|
2
√|m(t,ξ)| ∈ S
−k−1,∞
ell,,t0 {−1,0,2},
• Rk(t, ξ) ∈ S−k−2,∞ell,,t0 {−k,0, k + 1},
such that the operator identity(
Dt − A(t, ξ)
)
Nk(t, ξ)M˜ = M˜Nk(t, ξ)
(
Dt −D(t, ξ)− Fk−1(t, ξ)−Rk(t, ξ)
)
holds for all (t, ξ) ∈ Zell(, t0).
Due to the fact that D(t, ξ) is not real, the fundamental solution to Dt −D(t, ξ) is not unitary
any more. So we have to apply a different idea to solve the transformed system and to construct
its fundamental solution Ek(t, s, ξ).
Theorem 15. Assume (B1)–(B3). The fundamental solution Ek(t, s, ξ) of the transformed oper-
ator
Dt −D(t, ξ)− Fk−1(t, ξ)−Rk(t, ξ) (2.13)
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Ek(t, s, ξ) =
(
m(t, ξ)
m(s, ξ)
) 1
4
exp
( t∫
s
√∣∣m(τ, ξ)∣∣dτ)Qell,k(t, s, ξ) (2.14)
for (t, ξ), (s, ξ) ∈ Zell(, t0) with a matrix function Qell,k(t, s, ξ) satisfying
• ‖Qell,k(t, s, ξ)‖ 1 uniformly in t  s, (t, ξ), (s, ξ) ∈ Zell(, t0).
• Furthermore, in the case of strong dissipation, i.e., if γ (t)  c > 0 is bounded away from
zero, the limit
lim
t→∞Qell,k(t, s, ξ) =Qell,k(∞, s, ξ) (2.15)
exists locally uniform in Zell(, t0)∩ {|ξ | < γ (∞)} and vanishes nowhere.
Proof. In order to prove this statement we derive an integral equation for Qell,k(t, s, ξ). For this
we use in an essential way that the first factor in (2.14) is scalar.
It holds
Qell,k(t, s, ξ) = Hk(t, s, ξ) + i
t∫
s
Hk(t, θ, ξ)Rk(θ, ξ)Qell,k(θ, s, ξ)dθ, (2.16)
where by the aid of w(t, ξ) = √|m(t, ξ)| + ∂t√|m(t, ξ)|/2√|m(t, ξ)| the matrix Hk(t, s, ξ) is
given as
Hk(t, s, ξ) = exp
( t∫
s
[
iD(τ, ξ) + iFk−1(τ, ξ)−w(τ, ξ)I
]
dτ
)
=
(1 0
0 exp(−2 ∫ t
s
√|m(τ, ξ)|dτ)
)
exp
(
i
t∫
s
[
Fk−1(τ, ξ)− F0(τ, ξ)
]
dτ
)
. (2.17)
First, we collect some elementary properties of the matrix Hk(t, s, ξ):
• Hk(t, s, ξ)  0 and uniformly bounded for s  t as direct consequence of the definition of
the weight w(t, ξ).
• ξ -derivatives of Hk(t, s, ξ) behave like multiplications with t − s  t , t-derivatives-like mul-
tiplications with 〈ξ 〉γ (t) ∼ γ (t). Thus∥∥Dαξ Hk(t, s, ξ)∥∥ Cα(t − s)|α|, |α|  − k. (2.18)
• If γ (t) is bounded away from zero, we have Hk(t, s, ξ) → diag(1,0) as t → ∞ locally
uniform in ξ and s.
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solve this Volterra integral equation in terms of a Neumann series. This gives for Qell,k(t, s, ξ)
Qell,k(t, s, ξ) = Hk(t, s, ξ) +
∞∑
j=1
ij
t∫
s
Hk(t, t1, ξ)Rk(t1, ξ)
t1∫
s
Hk(t1, t2, ξ)Rk(t2, ξ)
· · ·
tj−1∫
s
Hk(tj−1, tj , ξ)Rk(tj , ξ)Hk(tj , s, ξ)dtj . . .dt2 dt1. (2.19)
Convergence of this series follows immediately from the symbol estimates
∥∥Qell,k(t, s, ξ)∥∥ 1 + ∞∑
j=1
t∫
s
∥∥Rk(t1, ξ)∥∥ · · ·
tj−1∫
s
∥∥Rk(tj , ξ)∥∥dtj . . .dt1
 exp
( t∫
s
∥∥Rk(τ, ξ)∥∥dτ
)
,
where ‖Rk(t, ξ)‖ is uniformly integrable for k  1.
Furthermore, in the case of strong dissipation, we can take t → ∞ in the previous representa-
tion and it exists locally uniform in (s, ξ) ∈ Zell(, t0)∩{|ξ | < γ (∞)}. To understand its structure
we can use that Hk(t, s, ξ) → diag(1,0) locally uniform in (s, ξ) and thus
Qell,k(∞, s, ξ) = diag(1,0)
[
I +
∞∑
j=1
ij
∞∫
s
Rk(t1, ξ)
t1∫
s
Hk(t1, t2, ξ)Rk(t2, ξ)
· · ·
tj−1∫
s
Hk(tj−1, tj , ξ)Rk(tj , ξ)Hk(tj , s, ξ)dtj . . .dt2 dt1
]
. (2.20)
Especially the second row of Qell,k(∞, s, ξ) is zero. In order to conclude that the first one is
nonvanishing, we use the above representation as series for sufficiently large s. The first term
is the identity matrix, while the remaining series has a norm tending to 0 as s tends to infinity.
Choosing s sufficiently large implies that all matrix entries are smaller than 1 andQell,k(∞, s, ξ)
has a nonvanishing upper left corner entry. Now from the invertibility of the fundamental solu-
tion E(t, s, ξ) it follows that the matrix Qell,k(∞, s, ξ) is nonzero for all suitable choices of s
and ξ . 
Remark. Diagonalizing more steps means that Qell,k(t, s, ξ) becomes closer to Hk(t, s, ξ). This
can be expressed in terms of estimates for derivatives of this difference.
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This zone was defined as a neighbourhood of the separating curve Γ . Thus m(t, ξ) is small in
this zone and the system for V reads as
DtV = A(t, ξ)V =
(
γ (t)
m(t,ξ)
γ (t)
)
V, (2.21)
such that ‖A(t, ξ)‖ Cγ (t) with a constant C uniform in  for t sufficiently large. This follows
from m(t, ξ) ∼ 〈ξ 〉2γ (t)  γ (t). Thus we can estimate the fundamental solution immediately by:
Lemma 16. There exists a constant C independent of , such that in Zred() the fundamental
solution to (2.21) can be estimated by
∥∥E(t, s, ξ)∥∥ exp(C t∫
s
γ (τ )dτ
)
. (2.22)
Remark. Choosing  sufficiently small guarantees C < 12 and the estimate for E(t, s, ξ) is
small compared to the quotient λ(t)/λ(s). This will be sufficient to conclude that this zone has
no influence on asymptotic properties.
2.4. Treatment in Zpd
We cannot diagonalize in this zone. So we have to apply a rough estimate for the fundamental
solution. Using that Dt
√
m(t, ξ)/
√
m(t, ξ) ∈ S−2,∞hyp, {0,0,1} we conclude by the corresponding
symbol estimate a polynomial bound on E
∥∥E(t, s, ξ)∥∥ exp(c t∫
s
dτ
1 + τ
)
=
(
1 + t
1 + s
)c
. (2.23)
Similar to the reduced zone we can use that this bound is small compared to λ(t)/λ(s).
3. Estimates
3.1. Preliminaries
We use the representation obtained in Section 2 to derive properties of the multipliers Φj(t, ξ),
j = 1,2, together with their derivatives. In a first step we relate these multipliers to the con-
structed fundamental solution E(t,0, ξ).
All the applied transformations to diagonalize the problem within the different zones have
been uniformly bounded with uniformly bounded inverse. Furthermore, these matrices are close
to the identity for large times.
Note further, that for fixed time t the symbol h(t, ξ) from the definition of the microenergy
behaves like 〈ξ 〉. Thus using
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〈ξ〉Φ1(t, ξ) |ξ |Φ2(t, ξ)
1
〈ξ〉DtΦ1(t, ξ) DtΦ2(t, ξ)
)( 〈ξ 〉uˆ1(ξ)
uˆ2(ξ)
)
=
( |ξ |uˆ(t, ξ)
Dt uˆ(t, ξ)
)
=
( |ξ |
h(t,ξ)
1
)(
h(t, ξ)uˆ(t, ξ)
Dt uˆ(t, ξ)
)
(3.1)
together with
(
h(t, ξ)uˆ(t, ξ)
Dt uˆ(t, ξ)
)
=
( 1
λ(t)
ib(t)
2λ(t)h(t,ξ)
1
λ(t)
)(
h(t, ξ)vˆ(t, ξ)
Dt vˆ(t, ξ)
)
and (3.2)
(
h(0, ξ)vˆ(0, ξ)
Dt vˆ(0, ξ)
)
=
( 1
− ib(0)2〈ξ〉 1
)( 〈ξ 〉uˆ1(ξ)
uˆ2(ξ)
)
(3.3)
we obtain representations of Φj(t, ξ) and its derivatives in terms of the previously constructed
representation of E(t,0, ξ),( |ξ |
〈ξ〉Φ1(t, ξ) |ξ |Φ2(t, ξ)
1
〈ξ〉DtΦ1(t, ξ) DtΦ2(t, ξ)
)
∼
( |ξ |
h(t,ξ)λ(t)
ib(t)
2h(t,ξ)λ(t)
1
λ(t)
)
E(t,0, ξ). (3.4)
This relation allows us to transfer properties of E(t,0, ξ) to Φj(t, ξ) and we obtain the follow-
ing theorem. We distinguish two cases related to the adjustment of the zones in the extended
phase plane. We speak of weak dissipation if the separating curve approaches the t-axis, i.e., if
γ (t) → 0 as t → ∞, and of strong dissipation if γ (t) is bounded away from zero. Especially, in
the latter case it makes sense to consider limits as t → ∞ inside the elliptic part.
Theorem 17. Assume (B1), (B2) and (B3)2. Then the multipliers Φj(t, ξ), j = 1,2, representing
the solution
uˆ(t, ξ) =
∑
j=1,2
Φj(t, ξ)uˆj (ξ) (3.5)
of (1.1), satisfy the following estimates:
Case 1: weak dissipation, γ (t) → 0 as t → ∞. Inside the hyperbolic zone Zhyp(N) the mul-
tipliers satisfy
∣∣Φ1(t, ξ)∣∣, 〈ξ 〉∣∣Φ2(t, ξ)∣∣ 1
λ(t)
, |ξ | c0, (3.6)
while inside the elliptic zone Zell(, t0)
∣∣Φj(t, ξ)∣∣ exp
(
−C|ξ |2
t∫ dτ
b(τ)
)
(3.7)0
J. Wirth / J. Differential Equations 232 (2007) 74–103 89and outside of the elliptic zone
∣∣Φj(t, ξ)∣∣ exp
(
−C|ξ |2
tξ∫
0
dτ
b(τ)
dτ −
(
1
2
− 
) t∫
tξ
b(τ )dτ
)
, |ξ | c0, t  tξ , (3.8)
holds with tξ the upper boundary of the elliptic zone. The constant C < 1 can be chosen arbi-
trary.2
Case 2: strong dissipation, γ (t) c > 0. Inside the hyperbolic zone Zhyp(N) the estimate
∣∣Φ1(t, ξ)∣∣, 〈ξ 〉∣∣Φ2(t, ξ)∣∣ 1
λ(t)
(3.9)
holds, while in the elliptic zone Zell(, t0) we get
∣∣Φj(t, ξ)∣∣ exp
(
−C|ξ |2
t∫
0
dτ
b(τ)
)
, |ξ | c0, (3.10)
with C < 1 and
∣∣Φ1(t, ξ)∣∣, 〈ξ 〉∣∣Φ2(t, ξ)∣∣ exp
(
−c0
t∫
0
dτ
b(τ)
)
, |ξ | c0, (3.11)
with c0 < 12b
2(0).
Proof. We subdivide the proof of this statement into several steps related to the zones.
Elliptic part, small frequencies. As the elliptic part will determine the decay rates of solutions,
we will give the calculations in detail. Using Theorem 15 together with transformation (3.4) we
see that we have to estimate
λ(s)(|m(s, ξ)|) 14
λ(t)(|m(t, ξ)|) 14
exp
{ t∫
s
√∣∣m(τ, ξ)∣∣dτ} (3.12)
or, after taking the logarithm,
I =
√
1
4
b2(τ )+ 1
2
b′(τ ) − |ξ |2 −
∂t
√
1
4b
2(τ )+ 12b′(τ )− |ξ |2
2
√
1
4b
2(τ ) + 12b′(τ ) − |ξ |2
− 1
2
b(τ) (3.13)
for
√
γ 2(τ ) − |ξ |2  γ (τ) and under the given assumptions on the coefficient b = b(t) and its
derivatives. We obtain
2 To be precise: for each C < 1 there exists a second constant C˜, such that (LHS) < C˜(RHS) is true.
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√
1
4
b2(τ ) + 1
2
b′(τ )− |ξ |2 − b(τ)b
′(τ ) + b′′(τ )
8( 14b2(τ ) + 12b′(τ ) − |ξ |2)
− 1
2
b(τ)
−|ξ |2 1
b(τ)
+ b
′(τ )
2b(τ)
− b(τ)b
′(τ )
2b2(τ )+ 4b′(τ ) − 8|ξ |2
−|ξ |2 1
b(τ)
+ b
′(τ )
2b(τ)
4b′(τ ) − 8|ξ |2
2b2(τ )+ 4b′(τ ) − 8|ξ |2 −|ξ |
2 1
b(τ)
+C|ξ |2 1
(1 + τ)b2(τ )
modulo terms from L∞ξ L1τ (Zell(, t0)). Note, that the last term is a small-o of the first one as τ
tends to infinity by condition (
3) in combination with (B2). This yields the desired estimate
within the elliptic part (and in the case of strong dissipation for small frequencies).
Hyperbolic part, large frequencies. The estimate in the hyperbolic part (and in the case of
weak dissipation for large frequencies) follows directly from the representation of Theorem 12
in combination with transformation (3.4).
Remaining regions. For the remaining part of the phase space we have to combine the repre-
sentations from different zones and we have to distinguish between two scenarios. On the one
hand, if γ (t) → 0 as t → ∞ the hyperbolic zone lies for small frequencies on top of the elliptic
one. We denote by tξ1 < tξ2 < tξ3 the boundaries of the zones in ascending order. Then recalling
the representations from the previous section we have to combine the estimates from the reduced,
pseudo-differential an hyperbolic zone we obtain for t  t0 sufficiently large3
−
(
1
2
− 
) tξ2∫
tξ1
b(τ)dτ −
tξ3∫
tξ2
(
1
2
b(τ)+ c
1 + τ
)
dτ − 1
2
t∫
tξ3
b(τ)dτ −
(
1
2
− 
) t∫
tξ1
b(τ)dτ.
On the other hand, if γ (t) → ∞ the elliptic zone lies for large frequencies on top of the
hyperbolic one. Using the definition of the zones together with the representations obtained there
we conclude that for t  t0 chosen sufficiently large
−1
2
tξ1∫
0
b(τ)dτ −
tξ2∫
tξ1
(
1
2
b(τ)+ c
1 + τ
)
dτ
−
(
1
2
− 
) tξ3∫
tξ2
b(τ)dτ − |ξ |2
t∫
tξ3
dτ
b(τ)
−c0
t∫
0
1
b(τ)
dτ
with c0 < 12b
2(0) and |ξ |2  c0. From this estimate the statement follows.
The remaining case where γ (t) remains bounded can be handled in the same way (note that
b(t) ∼ 1/b(t) ∼ 1 in this case). 
Remark. If we assume that b is monotone in t we have an exact equivalence in the ellip-
tic part instead of . This is due to the fact that in this case the remainder term belongs to
L∞ξ L1τ (Zell(, t0)).
3 Everything else belongs to a compact set of the extended phase plane and is trivially bounded by a constant. We omit
these parts.
J. Wirth / J. Differential Equations 232 (2007) 74–103 913.2. Estimates for the solution and spatial derivatives
Using these properties of Φj(t, ξ) we can derive the following Lp–Lq decay estimate.
Theorem 18. Assume (B1), (B2) and (B3)2. Then the solution u = u(t, x) to (0.1) satisfies
∥∥Dαxu(t, ·)∥∥q  Cα
(
1 +
t∫
0
dτ
b(τ)
)− n2 ( 1p − 1q )− |α|2 (‖u1‖p,rp+|α| + ‖u2‖p,rp+|α|−1) (3.14)
for p ∈ [1,2], pq = p + q , rp > n(1/p − 1/q) and all multi-indices α.
Proof. To prove the statement we use smooth cut-off functions to decompose the corresponding
multipliers into pieces. Oscillations of these multipliers play no role for the decay and so the
basic multiplier estimates follow directly from Hölder inequality.
L2–L2 estimates. These estimates correspond to L∞ estimates for the corresponding multi-
plier. We consider the zones separately and apply Theorem 17. The essential influence comes
from the elliptic zone with small frequencies. There the corresponding Fourier multiplier are
bounded by
|ξ ||α| exp
{
−C|ξ |2
t∫
0
dτ
b(τ)
}

(
1 +
t∫
0
dτ
b(τ)
)− |α|2
.
The maximum of this dominating function is taken on a line where
|ξ |2
t∫
0
dτ
b(τ)
∼ const. (3.15)
In the hyperbolic zone and for large frequencies the multipliers decay like λ−1(t), which is
stronger due to (
2)
λ(t)
(
1 +
t∫
0
dτ
b(τ)
)− |α|2
 exp
(
1
2
tγ (t)− |α|
2
log
t
γ (t)
)
→ ∞
if γ ′(t) < 0 (and if γ ′(t) > 0 the auxiliary function λ(t) increases exponentially while the other
rate is polynomial). Similar we see from ∂|ξ |tξ = 1/γ ′(tξ ) < 0 if γ (t) → 0 that in the mixed part
∂|ξ | exp
(
−C|ξ |2
tξ∫
0
dτ
b(τ)
dτ −
(
1
2
− 
) t∫
tξ
b(τ )dτ
)
= exp(· · ·)
(
−2C|ξ |
tξ∫ dτ
b(τ)
dτ +
(
C − 1
2
)
|ξ |(∂|ξ |tξ )+O(1)
)
< 0.0
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inside the elliptic part and we are done. If γ ′ > 0 in the mixed part we have a bound of the
form (3.11), which also decays faster than polynomially by assumption (
2).
L1–L∞ estimates. In a first step we localize to small frequencies belonging to the elliptic part.
Then the multiplier is described by the main term
ξα exp
{
−C|ξ |2
t∫
0
dτ
b(τ)
}
with C ≈ 1. To obtain an L1–L∞ estimate we consider the L1-norm of this expression over
Πell ∩ {|ξ | c} for fixed t  t0. This is dominated by
∫
Rn
|ξ ||α| exp
{
−C|ξ |2
t∫
0
dτ
b(τ)
}
dξ
=
∞∫
0
|ξ ||α|+n−1 exp
{
−C|ξ |2
t∫
0
dτ
b(τ)
}
d|ξ |
=
( t∫
0
dτ
b(τ)
)− n2 − |α|2 ∞∫
0
s|α|+n−1e−Cs2 ds  C|α|,n
( t∫
0
dτ
b(τ)
)− n2 − |α|2
.
If γ (t) → 0 we have to consider in the mixed part for small frequencies
ξα exp
(
−C|ξ |2
tξ∫
0
dτ
b(τ)
−
(
1
2
− 
) t∫
tξ
b(τ )dτ
)
.
If we denote by ξt the inverse function of tξ we obtain
c0∫
ξt
|ξ ||α|+n−1 exp
{
−C|ξ |2
tξ∫
0
dτ
b(τ)
−
(
1
2
− 
) t∫
tξ
b(τ )dτ
}
d|ξ |

c0∫
ξt
(
|ξ |2
tξ∫
0
dτ
b(τ)
) |α|+n−1
2
exp
{
−|ξ |2
tξ∫
0
dτ
b(τ)
}(
1 +
tξ∫
0
dτ
b(τ)
)− n+|α|2
× exp
(
−
(
1
2
− 
) t∫
tξ
b(τ )dτ
)
d
(
|ξ |
( tξ∫
0
dτ
b(τ)
) 1
2
)

(
1 +
t∫ dτ
b(τ)
)− n+|α|2
0
J. Wirth / J. Differential Equations 232 (2007) 74–103 93using the monotonicity of the function
(
1 +
t∫
0
dτ
b(τ)
)− n+12
exp
((
1
2
− 
) t∫
0
b(τ)dτ
)
for large t . For frequencies |ξ | c0 we use the uniform bounds on the multipliers (giving more
than exponential decay rate) together with ‖〈ξ 〉−r‖1  1 for r > n arising from the regularity of
the data.
Finally, we apply Riesz–Thorin interpolation theorem to conclude the desired Lp–Lq decay
estimate for dual p and q . 
Example 19. If we consider
b(t) = (1 + t)κ (3.16)
with κ ∈ (−1,1), we obtain the Lp–Lq decay rate
∥∥Dαxu(t, ·)∥∥q  Cα(1 + t)−(1−κ)( n2 ( 1p − 1q )+ |α|2 )(‖u1‖p,rp+|α| + ‖u2‖p,rp+|α|−1) (3.17)
for the solutions u to (0.1) under the assumptions on p, q , rp and α stated in Theorem 18.
In the case κ = 1 we obtain similarly
∥∥Dαxu(t, ·)∥∥q  Cα(log(e + t))− n2 ( 1p − 1q )− |α|2 (‖u1‖p,rp+|α| + ‖u2‖p,rp+|α|−1), (3.18)
while for κ > 1 we obtain no decay to zero.
Remark. It is possible to apply Hölder inequality directly without using an interpolation theo-
rem. This yields an extension of the above result to arbitrary p and q with p  q .
3.3. Estimates for time-derivatives
Transforming v to u yields λ(t)ut = vt − b(t)v. Using this representation would give no
decay of ‖ut‖2 in contrast to the estimate of Matsumura. Thus, there occurs some cancellation
in the above difference and we will apply a different idea. We use the second order differential
equation (1.1) satisfied by the multiplier to deduce estimates for DtΦj (t, ξ) by known estimates
for |ξ |2Φj(t, ξ).
Lemma 20. Inside Zell(, t0)∩ {|ξ | c} it holds
∣∣Dt Φj (t, ξ)∣∣ ∑
μ1
μ+ν=
( |ξ |2
b(t)
)μ( 1
1 + t
)ν
exp
(
−|ξ |2
t∫
0
dτ
b(τ)
)
(3.19)
under assumptions (B1), (B2) and (B3)+2.
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statement is already proven. For  > 0 we assume the induction hypothesis
∣∣∂′t Φi(t, ξ)∣∣ ∑
μ+ν=′
μ1
( |ξ |2
b(t)
)μ( 1
1 + t
)ν
exp
{
−|ξ |2
t∫
0
dτ
b(τ)
}
for all ′  . Differentiating the equation
Φ¨i + |ξ |2Φi + b(t)Φ˙i = 0
 times with respect to t yields
∂t
(
∂+1t Φi
)+ b(t)(∂+1t Φi)= −|ξ |2∂t Φi − ∑
k=1
(

k
)(
∂kt b(t)
)(
∂−k+1t Φi
)=: Ψ
with new right-hand side Ψ(t, ξ). Its solution is given by
∂+1t Φi(t, ξ) =
1
λ2(t)
∂+1t Φi(0, ξ)+
t∫
0
λ2(τ )
λ2(t)
Ψ(τ, ξ)dτ, (3.20)
which can be estimated by the induction hypothesis together with the estimate of the initial values
∣∣∂kt Φi(0, ξ)∣∣ Ck
following directly by applying the equation to the initial values Φi(0, ξ) and ∂tΦi(0, ξ). Now the
integral equation (3.20) together with these initial values and the induction hypothesis gives
∣∣∂+1t Φi(t, ξ)∣∣
 1
λ2(t)
+ |ξ |2
t∫
0
λ2(τ )
λ2(t)
∑
μ+ν=
μ1
( |ξ |2
b(τ)
)μ( 1
1 + τ
)ν
exp
{
−|ξ |2
τ∫
0
dθ
b(θ)
}
dτ
+
t∫
0
λ2(τ )
λ2(t)
∑
k=1
b(τ)
(
1
1 + t
)k −k+1∑
′=1
∑
μ+ν=′
μ1
( |ξ |2
b(τ)
)μ( 1
1 + τ
)ν
exp
{
−|ξ |2
τ∫
0
dθ
b(θ)
}
dτ
 1
λ2(t)
+
∑
μ+ν=+1
μ1
( |ξ |2
b(t)
)μ( 1
1 + t
)ν
exp
{
−|ξ |2
t∫
0
dτ
b(τ)
}
.
Furthermore, the first summand is subordinate to the second one. It holds
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λ2(t)

(
|ξ | 1
b(t)
)+1
exp
{
−|ξ |2
t∫
0
dτ
b(τ)
}
from
1 exp
{ t∫
0
(
−|ξ |2 1
b(τ)
+ b(τ) − ( + 1)b
′(τ )
b(τ )
+ ( + 1) log |ξ |
)
dτ
}
 exp
{ t∫
0
1
b(τ)
(
b2(τ ) − |ξ |2 − ( + 1)b′(τ ) + ckb(τ ) log |ξ |︸ ︷︷ ︸
 12 b2(τ )0, τt0
)
dτ
}
. 
Remark. In the case of strong dissipation we can show an analog of this statement for the re-
maining part of the elliptic zone replacing the initial time 0 by the lower boundary tξ of the
elliptic zone.
Theorem 21. Assume (B1), (B2) and (B3)+2. Then the solution u = u(t, x) to (0.1) satisfies:
if γ (t) is monotonically decreasing
∥∥Dkt Dαxu(t, ·)∥∥q  Cα 1bk(t)
(
1 +
t∫
0
dτ
b(τ)
)− n2 ( 1p − 1q )− |α|2 −k
× (‖u1‖p,rp+|α|+k + ‖u2‖p,rp+|α|+k−1) (3.21)
and if γ (t) is monotonically increasing
∥∥Dkt Dαxu(t, ·)∥∥q Cα 1b(t)
(
1
1 + t
)k−1(
1 +
t∫
0
dτ
b(τ)
)− n2 ( 1p − 1q )− |α|2 −k
× (‖u1‖p,rp+|α|+k + ‖u2‖p,rp+|α|+k−1) (3.22)
for p  2 q , rp > n(1/p − 1/q), all multi-indices α and 1 k  .
Proof. The proof follows the lines of the proof of Theorem 18 taking into account the further
1/b(t)(1 + t)−ν factor together with
b(t)
t∫
0
dτ
b(τ)
∼ γ (t)
t∫
0
dτ
γ (τ)
 t
for γ ′(t) < 0 and similarly
b(t)
t∫
0
dτ
b(τ)
 t
for γ ′(t) > 0. 
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The previously discussed estimates of solutions and their derivatives follow from estimates of
the Fourier multiplier for frequencies close to ξ = 0. We will say that the Cauchy problem (0.1)
possesses the diffusive structure, if
the decay properties of solutions depend heavily on the frequency, i.e., for arbitrary cut-off
functions χ ∈ C∞0 (Rn) with χ ≡ 1 in a neighbourhood of ξ = 0∥∥(1 − χ(D))u∥∥ decays faster than ∥∥χ(D)u∥∥ (3.23)
in certain function spaces.
A consequence is that roughness in the data will be smoothed out asymptotically. Consequence
of this property is that in function spaces where properties at single frequencies are not well
defined we can improve decay rates on dense subsets. We will sketch three consequences based
on L2-scale, results in Lp-scale can be obtained by similar techniques.
Let [ξ ] = |ξ |/〈ξ 〉. We can use [ξ ] to describe the behaviour of functions near the exceptional
frequency ξ = 0. For the following we make the additional assumption
(B4) 1/b(t) /∈ L1(R+).
It guarantees that the maximum of the Fourier multipliers representing solutions and derivatives
approaches the t-axis as t → ∞, cf. Eq. (3.15).
Theorem 22. Assume (B1), (B2), (B3)2 and (B4). Then the solution u = u(t, x) of (0.1) and its
first derivatives satisfy the estimates
∥∥u(t, ·)∥∥2 
(
1 +
t∫
0
dτ
b(τ)
)− s2 (∥∥[D]−su1∥∥2 + ∥∥[D]−su2∥∥H−1), (3.24)
∥∥∇u(t, ·)∥∥2 
(
1 +
t∫
0
dτ
b(τ)
)− s+12 (∥∥[D]−su1∥∥H 1 + ∥∥[D]−su2∥∥2), (3.25)
∥∥∂tu(t, ·)∥∥2  1b(t)
(
1 +
t∫
0
dτ
b(τ)
)− s2 −1(∥∥[D]−su1∥∥H 1 + ∥∥[D]−su2∥∥2). (3.26)
Proof. (Sketch) To prove this theorem we follow essentially the way used to prove Theorems 18
and 21. The assumption that data satisfy 〈D〉u1, u2 ∈ [D]sL2(Rn) gives for small frequencies
|ξ | c the further factor |ξ |s in the Fourier multiplier which directly implies the improved decay
rate. 
A first consequence is that the energy decay obtained by Theorems 18 and 21 is not sharp
in the following sense. (Nevertheless they provide sharp norm estimates for the energy operator
defined in [18].)
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lim
t→∞
∥∥(∂t ,∇)u(t, ·)∥∥22
t∫
0
dτ
b(τ)
= 0. (3.27)
Proof. We apply Banach–Steinhaus theorem to the dense subspace⋃
s>0
[D]sL2(Rn)
of L2(Rn) in combination with the previous estimate. 
Example 24. If we consider b(t) = (1+ t)κ with κ ∈ (−1,1] and look at the standard hyperbolic
energy
E(u; t) = 1
2
∫
Rn
(|∇u|2 + u2t )dx, (3.28)
this yields for any finite-energy solution u = u(t, x) of (0.1)
lim
t→∞ t
1−κE(u; t) = 0. (3.29)
This effect was first observed by F. Hirosawa and H. Nakazawa in [1] for the range κ ∈ (−1,− 12 )
and for κ = 0.
Corollary 25. Assume 〈x〉su1 ∈ H 1(R) and 〈x〉su2 ∈ L2(R) for some s ∈ [0, n2 ). Then
∥∥u(t, ·)∥∥2 
(
1 +
t∫
0
dτ
b(τ)
)− s2 (∥∥〈x〉su1∥∥2 + ∥∥〈x〉su2∥∥H−1), (3.30)
∥∥∇u(t, ·)∥∥2 
(
1 +
t∫
0
dτ
b(τ)
)− s+12 (∥∥〈x〉su1∥∥H 1 + ∥∥〈x〉−su2∥∥2), (3.31)
∥∥∂tu(t, ·)∥∥2  1b(t)
(
1 +
t∫
0
dτ
b(τ)
)− s2 −1(∥∥〈x〉su1∥∥H 1 + ∥∥〈x〉−su2∥∥2). (3.32)
Proof. The assumption 〈x〉su2 ∈ L2(R) is equivalent to uˆ2 ∈ Hs(Rn) and we can apply
Sobolev–Hardy inequality (see, e.g., [14]) for s < n2 to conclude∥∥[ξ ]−s uˆ2∥∥  ‖uˆ2‖Hs = ∥∥〈x〉su2∥∥ . (3.33)2 2
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Both estimates combined with Theorem 22 imply the desired result. 
A third application is generalization of the original Matsumura estimates from [6].
Theorem 26. Assume (B1), (B2), (B3)2 and (B4). Assume further 〈D〉u1, u2 ∈ L2(Rn)∩Lp(Rn)
for p ∈ [1,2]. Then
∥∥u(t, ·)∥∥2 
(
1 +
t∫
0
dτ
b(τ)
)− n2 ( 1p − 12 )(‖u1‖Lp∩L2 + ∥∥〈D〉−1u2∥∥Lp∩L2), (3.35)
∥∥∇u(t, ·)∥∥2 
(
1 +
t∫
0
dτ
b(τ)
)− n2 ( 1p − 12 )− 12 (∥∥〈D〉u1∥∥Lp∩L2 + ‖u2‖Lp∩L2), (3.36)
∥∥∂tu(t, ·)∥∥2  1b(t)
(
1 +
t∫
0
dτ
b(τ)
)− n2 ( 1p − 12 )− 12 (∥∥〈D〉u1∥∥Lp∩L2 + ‖u2‖Lp∩L2). (3.37)
Proof. (Sketch) For large frequencies we use the usual L2 scale estimates as before, for small
frequencies we apply the Lp–L2 estimate for the multiplier with main term
exp
(
−|ξ |2
t∫
0
dτ
b(τ)
)
.
For the latter one we use for  = 0,1 the estimate
∥∥∥∥∥|ξ | exp
{
−|ξ |2
t∫
0
dτ
b(τ)
}∥∥∥∥∥
p
=
∞∫
0
(
|ξ | exp
{
−|ξ |2
t∫
0
dτ
b(τ)
})p
|ξ |n−1 d|ξ |
=
∞∫
0
|ξ |p+n−1 exp
{
−p|ξ |2
t∫
0
dτ
b(τ)
}
d|ξ |
= 1
2
∞∫
0
η
n+p
2 −1e−pη dη
( t∫
0
dτ
b(τ)
) n+p
2
by setting η = |ξ |2 ∫ t0 dτb(τ) with dη = 2|ξ | ∫ t0 dτb(τ) d|ξ |.
Combination with the proofs of Theorems 18 and 21 yields the desired result. 
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The representations in the elliptic part show that for monotone coefficients b = b(t) the main
term is given by
exp
( t∫
tξ
[√∣∣m(τ, ξ)∣∣− ∂τ√|m(τ, ξ)|
2
√|m(τ, ξ)| −
1
2
b(τ)
]
dτ
)
∼ exp
(
−|ξ |2
t∫
tξ
dτ
b(τ)
)
, (3.38)
which coincides with the solution multiplier for the corresponding parabolic problem
wt = 1
b(t)
w, w(0) = w0. (3.39)
Thus, there arises the question whether it is possible to relate the Cauchy data u1 and u2 of (0.1)
to w0 of (3.39), such that the corresponding solutions satisfy ‖u−w‖2 → 0.
We will give an answer to this question related to the behaviour of the next term in the asymp-
totic expansion of the “elliptic phase function”√
b2(t)/4 − |ξ |2 − b(t)/2 + |ξ |2 1
b(t)
−|ξ |4 1
b3(t)
. (3.40)
In order to get decay to zero for the corresponding remainder terms, we assume
(B5) 1/b3(t) /∈ L1(R+).
Theorem 27. Assume that the coefficient function b = b(t) is monotone and satisfies (B1), (B2),
(B3)2 and (B5). Let u1 ∈ L2(Rn), u2 ∈ H−1(Rn) and w0 be given by
w0 = u1 + iu2
∞∫
0
dτ
λ2(τ )
. (3.41)
Then the corresponding solutions u = u(t, x) to (0.1) and w = w(t, x) to (3.39) satisfy in the
case of strong dissipation (γ (t) c0 > 0)
∥∥Dαxχ(D)(u −w)∥∥2 
(
1 +
t∫
0
dτ
b(τ)
)− |α|2 −1∥∥(u1, u2)∥∥2, (3.42)
while in the case of effective weak dissipation (γ (t) → 0)
∥∥Dαxχ(D)(u −w)∥∥2  1 + tb3(t)
(
1 +
t∫
0
dτ
b(τ)
)− |α|2 −2∥∥(u1, u2)∥∥2 (3.43)
for all multi-indices α and all cut-off functions χ ∈ C∞0 (Rn).
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(1) The statement of the theorem is vacuous if 0 /∈ supp(uˆ1, uˆ2) or if the data satisfy conditions
of the form exploited in Section 3.4. Then both solutions decay faster than the rates given
here. At least if γ (t) → 0 we cannot expect any form of diffusion phenomenon in these
cases, but similar to [8] we can expect a relation to a modified hyperbolic behaviour. This
follows from the fact that in the hyperbolic part the limitsQhyp,k(∞, s, ξ) exist together with
the ideas exploited in [18].
(2) If (B5) is violated all frequencies are of interest. In this case we cannot relate w0 in an
L2-bounded way to u1 and u2. Nevertheless, the representation of solutions to (0.1) is for
each frequency ξ asymptotically equivalent to the one for (3.39). We refer to [17] for this
case.
Proof of Theorem 27. (Sketch) We sketch the main ideas of the proof, for the complete treat-
ment we refer to [17]. The essential point is to estimate small frequencies, so we assume
0 ∈ suppχ , and to give the estimate within the elliptic part.
Step 1. At first we construct the relation between the data in such a way that the asymptotic
relation holds for the exceptional frequency ξ = 0. Solving (1.1) for ξ = 0 yields
uˆ(t,0) = uˆ1(0) + iuˆ2(0)
t∫
0
dτ
λ2(τ )
,
while wˆ(t,0) = wˆ0(0). Hence, the choice of (3.41) yields wˆ(t,0) ∼ uˆ(t,0) as t → ∞.
Step 2. We restrict consideration to the case of strong dissipation, γ (t)  c0 > 0, and apply
Theorem 15. In this case the limit Qell,1(∞, s, ξ) exists for all (s, ξ) ∈ Zell(, t0) ∩ {|ξ |  c0}.
We ask for properties in a neighborhood of ξ = 0. If we differentiate (2.16) with respect to ξ and
use the symbol properties of the occurring matrices we get differentiability of Qell,1(t, s, ξ) in ξ
together with differentiability of the limit. Thus by rotational symmetry
Qell,1(∞, s, ξ) −Qell,1(∞, s,0) =O
(|ξ |2).
Furthermore Qell,1(∞, s, ξ)−Qell,1(t, s, ξ) =O(1/(tγ (t))) and
0 exp
(
−|ξ |2
t∫
0
dτ
b(τ)
)
− ∣∣m(t, ξ)∣∣− 14 exp( t∫
0
(√∣∣m(τ, ξ)∣∣− 1
2
b(τ)
)
dτ
)
∼ exp
(
−|ξ |2
t∫
0
dτ
b(τ)
)(
1 − exp
(
|ξ |4
t∫
0
dτ
b3(τ )
))
 t |ξ |
4
b3(t)
exp
(
−|ξ |2
t∫
0
dτ
b(τ)
)
 1
(1 + t)γ (t) .
For convenience we set Qell,0(t, s, ξ) = M˜N1(t, ξ)Qell,1(t, s, ξ)N−11 (s, ξ)M˜−1. Combining the
above three estimates yields
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
∥∥∥∥∥ξα exp
(
−|ξ |2
t∫
0
dτ
b(τ)
)(
eT1 Qell,0(∞,0,0)−
∣∣m(t, ξ)∣∣− 14
× exp
( t∫
0
(√∣∣m(τ, ξ)∣∣− 1
2
b(τ)
)
dτ
)
eT1 Qell,0(t,0, ξ)
)∥∥∥∥∥
L∞(suppχ)
∥∥(u1, u2)∥∥2

∥∥∥∥∥ξα exp
(
−|ξ |2
t∫
0
dτ
b(τ)
)(
t |ξ |4
b3(t)
+ |ξ |2 + 1
tb(t)
)∥∥∥∥∥∞
∥∥(u1, u2)∥∥2

(
1 +
t∫
0
dτ
b(τ)
)− |α|2 −1∥∥(u1, u2)∥∥2.
Step 3. For the case of effective weak dissipation, γ (t) → 0 as t → ∞, we cannot consider
the limit as t → ∞ in Qell,1(t, s, ξ), nevertheless the main terms cancel and similar estimates
like in step 2 are valid. Main difference is that we have to show that the essential supremum of
the multiplier difference is taken inside the elliptic zone and like for the estimates of higher order
time-derivatives 1/(tb(t)) is dominated by t/b3(t)(1 + ∫ t0 dτb(τ) )−2. 
3.6. Overdamping
The previously discussed estimates show that the solution and its spatial derivatives do not
decay in the case that 1/b(t) ∈ L1(R+). We will discuss this special case in this section and
show that these nondecay results are indeed sharp.
Theorem 28. Assume (B1), (B2) together with (B3)2 and not (B4). Then for nonzero data u1 ∈
Hs(Rn), u2 ∈ Hs−1(Rn) the solution u = u(t, ξ) to (0.1) converges as t → ∞
lim
t→∞u(t, x) = u(∞, x) (3.44)
in Hs(Rn) to a real-analytic function u(∞, x). Furthermore, this function is nonvanishing, in
general in the sense that for each datum u1 there exists at most one datum u2 such that the
corresponding u(∞, ·) vanishes (and vice versa).
Proof. (Sketch) For this statement we exploit the fact that due to Theorem 15 the symbol
Q1(t, s, ξ) converges as t → ∞ locally uniform to the nonzero limit Q1(∞, s, ξ) with nonzero
first row together with (cf. proof of Theorem 17)
exp
( ∞∫
tξ
(√∣∣m(τ, ξ)∣∣− ∂t√|m(τ, ξ)|
2
√|m(τ, ξ)| −
1
2
b(τ)
)
dτ
)
∼ exp
(
−C|ξ |2
∞∫
tξ
dτ
b(τ)
)
(3.45)
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exp
(−|ξ |tξ ) exp
(
−C|ξ |2
∞∫
tξ
dτ
b(τ)
)
 1.
Using these prerequisites we conclude that the limit
S(ξ) = lim
t→∞
(
Φ1(t, ξ), 〈ξ 〉−1Φ2(t, ξ)
) (3.46)
exists locally uniform in ξ , is nonzero for arbitrary ξ and satisfies the bound
∥∥S(ξ)∥∥ 1〈ξ 〉 exp
(
−
(
1
2
− 
) tξ∫
0
b(τ)dτ
)
 1〈ξ 〉e
−c|ξ |tξ
following from the decay properties of the multiplier within the hyperbolic zone. The locally
uniform convergence implies by Banach–Steinhaus theorem strong convergence of the corre-
sponding operators in L2 (and thus in Hs using commutativity of multipliers with 〈ξ 〉s ).
It remains to show the real analyticity of u(∞, ·) = S(D)(u1, u2) for u1 ∈ L2 and u2 ∈ H−1.
The exponential estimate of S(ξ) immediately gives u(∞, ·) ∈ H∞ for the asymptotic state and
by the aid of Stirling’s formula we conclude
∥∥ξαS(ξ)(uˆ1, uˆ2)∥∥1  ∥∥ξαe−c|ξ |︸ ︷︷ ︸
L∞
ec|ξ |(1−tξ )︸ ︷︷ ︸
L2
(
uˆ1, 〈ξ 〉−1uˆ2
)︸ ︷︷ ︸
L2
∥∥
1,
sup
ξ
|ξ ||α|e−c|ξ |  c−|α||α||α|e−|α|  c−|α|α!
and thus ∥∥Dαu(∞, ·)∥∥∞  C1C|α|2 α!.
As final step we consider the null space of S(D). The asymptotic state satisfies u(∞, ·) = 0 if
and only if the data satisfy S1(D)u1 + S2(D)u2 = 0 for the entries S(ξ) = (S1(ξ), S2(ξ)). Using
S21 + S22 > 0 we have uˆ1 = −S2/S1(ξ)uˆ2 or uˆ2 = −S1/S2(ξ)uˆ1 locally in ξ . 
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