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Railways are an efficient transport mean with lower energy consumption and emissions in 
comparison to other transport means for freight and passengers, and yet there is a growing 
need to increase their efficiency. To achieve this, it is needed to accurately predict their energy 
consumption, a task which is traditionally carried out using deterministic models which rely on 
data measured through money- and time-consuming methods. Using four basic (and cheap to 
measure) features (train speed, acceleration, track slope and radius of curvature) from 
MetroValencia (Spain), we predicted the traction power using different machine learning 
models, obtaining that a random forest model outperforms other approaches in such task. The 
results show the possibility of using basic features to predict the traction power in a metropolitan 
railway line, and the chance of using this model as a tool to assess different strategies in order 
to increase the energy efficiency in these lines. 
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In current times of climatic change and increasing global energy consumption and emissions, 
there is a particular interest in improving energy efficiency in the transport sector, which is 
important for all human activities. 
 
According to the International Energy Agency [1], in 2016 there was an overall energy 
consumption of 9,555 MTOE (millions of tonnes oil equivalent) of which 28.8% correspond to 
energy consumed by the transport sector, hence demonstrating its great contribution to 
worldwide energy consumption. Railways are, compared to other transport means, rather 
efficient, as they, for instance, only represent about 2% of the energy consumed by the 
transportation sector in the EU-28, despite carrying up to 17% of the freight and 8% of the 
passengers across the European Union [2]. On the other hand, the United Nations [3] has 
estimated that 68% of the world’s population will live in urban areas in the year 2050, so that 
any strategy carried out in cities for reducing energy consumption will have a greater impact on 
addressing this issue on a global scale. 
 
Following this thread, metropolitan railway lines have proven to be more efficient, by far, than 
other types of vehicles for passenger transport in cities [4]. However, as these systems tend to 
involve large-scale operations and aim to offer high frequencies, they consume a large amount 
of energy. Moreover, energy consumption may represent up to 25% of the total life cycle cost of 
a passenger train, and thus it has direct impact on its sustainability [5]. In addition, the energy 
consumption in a metropolitan railway line is mainly due to the traction, followed by air 
conditioning, lighting and drainage, and other auxiliary systems. Hence, making any reduction in 
traction energy has great potential to improve the energy efficiency and competitiveness of 
metro systems [4]. Therefore, many strategies have been implemented with the aim of reducing 
the energy consumption in railways, which focus on operations, rolling stock and track geometry 
optimisation. Strategies related to operations include using driving simulators to improve 
manually driven trains [6,7] or to equip trains with automatic train operation [8]. Alternatively, 
some authors have proposed to modify rolling stock characteristics such as the implementation 
of regenerative brake [9], on board storage systems [10] and considering train load variations 
and delays [11]. Moreover, other authors have focused on optimising track geometry [12–15]. 
 
Modelling and prediction of energy consumed by metropolitan railway lines has been addressed 
by different authors using different approaches. Deterministic models based on the Davis 
equation are the most common method for modelling the energy consumption on trains because 
they generally yield a good enough approximation of the energy consumed and it is relatively 
easy to increase the complexity of the model [16]. Other authors have implemented this 
approach adding features such as unexpected delays [17], regenerative brake [18], variations of 
train mass [19,20], on-board storage systems [21], or consumption of auxiliary systems [22]. 
The vast majority of those features require specific monitoring devices, to gather data essential 
to validate such models, and thus obtaining solutions may be quite money- and time-
consuming. However, it is necessary to measure features regarding the train dynamics and 
basic track layout to implement deterministic models, which may increase their cost of 
implementation [23]. 
 
One alternative to deterministic models are machine learning (ML) approaches, which include 
several techniques that allow computers to mechanise data-driven model programming and 
build models by means of a methodical detection of non-linear connections between data [24–
27]. Additionally, De Martinis and Corman [28] presented the potential of using data-driven 
approaches for improving energy efficiency in railways. 
The most common ML model used for predicting the energy consumption in metropolitan 
railway lines is the artificial neural network model (ANN), which has even been combined with 
deterministic models. 
 
Chuang et al. [29] used an ANN model to determine the optimal coasting speed of train 
operation for the Kaohsiung mass rapid transit system to achieve the cost minimisation of 
energy consumption and passenger traveling time. 
 
Komyakov et al. [30] performed the analysis of the main factors influencing the consumption of 
electricity for rail transport and developed an ANN model to simulate the power consumption of 
a complete railway network, instead of a single train. On the other hand, Chen et al. [31] 
established ANN models to calculate the position of multiple trains. Similarly, Pineda-Jaramillo 
et al. [14] developed an ANN using consumption data measured in MetroValencia to estimate 
the energy consumption of the train, later used the ANN for testing hypothetical operational 
scenarios aimed to reduce the energy consumption of a metro system, including different 
vertical alignments, and then analysed the impact of the construction costs of these vertical 
alignments. 
 
Huang et al. [32] built an ANN model combined with a deterministic model to describe the 
nonlinear characteristics of train braking. In the same way, Dündar and Sahin [33] developed an 
ANN combined with deterministic models to mimic the behaviour of train operators, and tested it 
with data extracted from conflict resolutions in train operations in Turkish State Railways. 
 
Finally, it is important to note that studies using ML approaches other than ANN for predicting 
railways energy consumption are rather scarce. In fact, we only found the work of Yu et al. [34] 
who estimated the daily electricity consumption of a newly constructed metro station, rather than 
on a train itself, using a Support Vector Machine model. 
 
As the literature reviewed show, the energy consumption in railway lines has often been 
estimated using deterministic models which require specific monitoring devices to gather the 
data required for model validation. This solution is money- and time-consuming. 
 
On the other hand, ML models, and specifically ANN models, have been tested as an 
alternative and have demonstrated a reasonable degree of accuracy according to the reviewed 
studies, but in many cases, researchers implement this model blindly, disregarding some of its 
inadequacies such as its difficulties to present interpretable results (for this reason, it is common 
for many researchers to refer to ANN models as “black-box models”) [35]. In addition, there is a 
lack of studies analysing the potential of other simpler ML models with more interpretability 
advantages, to predict the energy consumed in metropolitan railway lines using basic 
measurable features such as train speed, acceleration and track geometry characteristics. 
 
Within this framework, this paper aims to assess the potential of a range of ML models to be 
used as tools to predict traction power in metropolitan railway lines using four features as 
predictors: train speed, acceleration, track slope and radius of curvature. In order to do so, we 
will implement six ML models (linear regression, ridge regression, decision trees, random 
forests, gradient boosting and artificial neural network) and we will compare their performance in 
achieving this particular task. These models were chosen due its popularity for solving 
regression problems, and due the configuration of the dataset, where we have an intermediate 
number of observations (approximately 50,000) and a small number of predictors; moreover, 
these methods have either been successfully used in transport research or have shown 
promising results in many fields [27,36]. 
 
This paper is organised in four sections. Section 2 describes the materials and methods used 
for predicting the energy consumption in metro trains using ML approaches, including a 
background of the ML models used in this research. Section 3 presents the results and 
discussion. Finally, section 4 presents the conclusions of the study. 
 
2. Materials and methods 
 
2.1. Dataset 
As explained before, reliable data is required to validate any model. In this case, as we aim to 
predict the traction power of a metropolitan railway line, three MSAVDC meter devices (by 
Mors-Smitt ®) were installed in a metro unit to measure the consumed (and generated) power in 
the pantograph as well as the power consumed by auxiliary systems and dissipated in the 
rheostatic brake. The data was measured in real time (with a sampling frequency of 1 Hz), in 
lines 1, 2, 3 and 5 of MetroValencia (Spain). This metro network operates at 1500 V DC, and 
the trains are equipped with regenerative brake. However, they lack any kind of energy storage 
system, and thus regenerated energy is either consumed by the train itself (for auxiliary 
systems), returned to the catenary (but only if there is another train accelerating nearby), or 
dissipated in the rheostatic brake. 
Train speed was measured using a Knorr sensor model BB0457681100. For more detail on the 
monitoring methodology, see our previous study [26]. In total, we collected a dataset of 52,322 
records. 
Data was complemented with the track slope and radius of curvature of such lines, provided by 
the infrastructure manager (resolution: 1 mm); however, this data on track layout was 
incomplete with regards to lines 1 and 2, and thus was available only for 58.3% of the dataset 
(30,529 records). For these reasons, the data analysis will be presented for the dataset 
consisting on 30,529 observations and the predictors presented in Table 1, but the models will 
be considering both cases (i.e. partial dataset with track layout and full dataset) in section 3. It is 
worth noting that, for the purposes of this research, the train is considered as a point mass, and 
thus the values of track slope and curvature used at every step of the calculations explained 
below are those located right below the train’s mass centre.   
 
Table 1. Attributes contained in the dataset 
Attribute units 
Train speed km/h 
Acceleration m/s2 
Track slope mm/m 
Radius of curvature m 
Consumed power in the pantograph W 
Generated power in the pantograph W 
Consumed power in the rheostatic brake W 
Consumed power in the auxiliary systems W 
 
2.2. Pre-processing 
In order to make the data ready for deeper analysis, we carried out a data wrangling of the full 
dataset, performing different tasks such as removing rows with no full information (or filling them 
with median/mean values), merging available data, etc. We intend to model total traction power 
(and thus that is our target feature) and not energy, because that is what our monitoring devices 
provide. That said, power and energy are directly related, and the former informs the latter. 
Moreover, as we seek to model the power exclusively used for traction, the initial four variables 
related to power where combined according to Equation (1). 
 
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑛𝑛𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 =  𝐶𝐶𝑇𝑇𝑛𝑛𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶_𝑝𝑝𝑇𝑇𝑝𝑝𝐶𝐶𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ + 𝐺𝐺𝐶𝐶𝑛𝑛𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶_𝑝𝑝𝑇𝑇𝑝𝑝𝐶𝐶𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ − 2 ∗
𝐶𝐶𝑇𝑇𝑛𝑛𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶_𝑝𝑝𝑇𝑇𝑝𝑝𝐶𝐶𝑇𝑇𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑝𝑝𝑝𝑝𝑎𝑎𝑝𝑝𝑎𝑎 − 2 ∗ 𝐶𝐶𝑇𝑇𝑛𝑛𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶_𝑝𝑝𝑇𝑇𝑝𝑝𝐶𝐶𝑇𝑇𝑝𝑝𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝𝑎𝑎   Equation (1)  
 
As Equation 1 shows, power consumed in auxiliary systems and dissipated in the rheostatic 
brake were multiplied by 2. The reason to do so is that the monitored train is a multiple unit with 
two rheostatic brakes and two distribution panels for auxiliary systems, but only one of each was 
equipped with a monitoring device. However, according to the information provided by the 
operation manager, it is safe to assume that each auxiliary panel supplies half of total needs of 
the train, and that the regenerated energy is dissipated roughly equally in both resistances. 
 
In addition, the maximum power is limited by the total train power, including the IGBT 
converters, plus the efficiency of the electrical motors and the energy loses between the 
pantograph and the traction motors. Assuming and overall efficiency of 70% in the traction 
chain, this yields an upper value around 2,100 kW. Data from energy meters show maximum 
values of 2,055 kW, meaning for the 98 % of the upper value. Therefore, the major part of the 
power range is covered by the measurements and thus taken into account in these analyses. 
 
On the other hand, due the nature of the data which comprises larger scales, we did not remove 
outliers, but we scaled the data as we will explain later. Also, we observed that there was no 
collinearity between the predictors (see Table 2. ), which is a good signal because a collinearity 
between predictors could cause problems such as redundancy (where two predictors provide 
the same information) so that the estimation done by these predictors on the target variable 
would be less reliable and less precise.  
After the initial data wrangling, we obtained a clear dataset of 30,529 rows and 5 columns 
representing 5 features as presented in Table 3, providing a good sample size for predicting the 
traction power using ML approaches. 
 
Table 2. Collinearity between the predictors 
speed     
acceleration 0.03336    
slope 0.01005 0.00741   
curvh 0.10114 0.00312 0.02122  
 speed acceleration slope curvh 
 
Table 3. Description of the 5 features of the cleaned dataset 












speed 27.4 22.6 0.0 0.0 27.2 45.8 77.6 
acceleration 0.0 0.4 -1.3 -0.2 0.0 0.0 1.1 
slope -0.1 9.5 -26.0 -1.9 0.0 1.7 26.0 
curvh 146.7 427.5 0.0 0.0 0.0 0.0 4760.2 
traction_power 150.5 539.5 -1615.4 -50.7 9.4 142.2 2021.9 
 
To perform the training of the ML models, we split the data into a set of all the input features 
(train speed, acceleration, track slope and radius of  curvature, the latter denoted as curvh) as 
‘X’ and the target feature (denoted as traction_power) as ‘y’. Then, we implemented the feature 
scaling method to the input features to scale the range of independent features. This method is 
used to improve the convergence of steepest descent algorithms and to avoid a situation when 
several features dominate other features in magnitude [37,38]. 
 
2.3. Training of the ML models 
With the scaled input features and the target feature, we randomly split the dataset into a 
training subset (70% of the data) and a test subset (30% of the data). The first subset is used to 
train the models, whereas the last subset is used to validate them. It is important to check that 





Figure 1. Similarities in value distribution for each feature in training and test data 
 
Considering that the target feature is traction power, which is a numeric feature, the most 
suitable ML approach is regression. Fundamentally, regression models are supervised ML 
models used for predicting numeric values. 
A supervised ML model, supplied with a series of input (independent) features (such as speed, 
acceleration, and slope) which will work as predictors, and a target (dependent) feature to 
predict (e.g. traction power). Then the output provided by the ML model is compared with the 
target feature, and the model parameters are adjusted through an iterative process until a good 
agreement between the model and reality is achieved [26]. 
Therefore, to predict the traction power in a metropolitan railway line, we trained different ML 
models using more than 30,000 records. Analyses were done using Python programming 
language, version 3.6. Below we present a short explanation of the regressor models used in 
this study, which have been vastly documented in several studies. 
 
2.3.1. Linear and ridge regressions 
Linear regression (LR) is often used to estimate a model for predicting future responses, or to 
research the relationship between predictor features and the target feature. For the former, 
model prediction accuracy is important, while for the latter the size of the model is of more 
interest [39,40]. 
 
Ridge regression and the lasso are regularised versions of least squares regression using 
penalties on the coefficient vector, which is commonly used for estimation of generalized linear 
models with convex penalties, and the so-called elastic net which is a mixture of the ridge and 
lasso methods [41]. These methods are used to overcome some flaws of the linear regression, 
such as not performing well with respect to both prediction accuracy and model size [42].  
 
2.3.2. Tree-based ensemble techniques: decision trees (DT), random forests (RF) and bagging 
classifiers (BC) 
A decision tree (DT) model is a ML model which is generally preferred over linear regression 
models when the data has many features which interact in nonlinear ways. Linear regression 
models use a general predictive formula holding the full dataspace while decision trees split the 
space into smaller regions and further partition the subdivisions and assigns to its nodes where 
interactions are more controllable. Regression trees regress decisions in a tree form, starting 
from the root node down to a leaf node where the leaf node contains the response [43]. A DT 
model has three sensitive hyperparameters which need to be calibrated for good performance: 
the number of trees of the model, the minimum number of samples to split an internal node, and 
maximum depth of the tree. 
 
A tree-based ensemble method is the random forest (RF) model, which generates many 
regressors and aggregates their results. They are particular useful for solving regression, 
classification, and other tasks. The RF technique uses several decision trees (as regressors) in 
parallel for parametrization, and aggregates their results by integrating a sampling technique 
and an ensemble approach to optimise model building [44]. RFs can be seen as a predictor tool 
which consists in a collection of tree-structured regressors with independent identically 
distributed random vectors [45]. A RF model has three sensitive hyperparameters which need to 
be calibrated for good performance: number of trees, the minimum number of samples to split 
an internal node, and maximum depth. Moreover, it is necessary to define the minimum number 
of samples required to be at a leaf node to prevent overfitting. 
 
Another thee-based ensemble method is the gradient boosting (GB) model, which works 
through a sequential process where each successive model tries to fix the errors of the 
preceding model. Hence, every successive model depends on the preceding model. Each 
single model might not achieve a good accuracy for the entire dataset, but they will perform well 
for some fragment of the dataset. Therefore, each of the single models substantially improves 
(boosts) the performance of the ensemble. Hence, the boosting techniques combine together 
several weak-learners to form a strong learner [46]. A GB model has three sensitive 
hyperparameters which need to be calibrated for good performance: number of gradient 
boosted trees, the boosting learning rate, and maximum tree depth for base learners. 
 
2.3.3. Artificial neural networks (multi-layer perceptron) 
Artificial neural networks (ANN) extract complex patterns from within the data, and detect 
complex trends by deriving meaning from complex or inaccurate data [47,48]. An ANN model is 
formed by neurons, which are elements that are interconnected and work in unison to solve 
diverse problems. The ANN is trained using input and target data (in the same way all 
supervised ML models work), where the available target data is linked with output data provided 
by the ANN, then the ANN parameters are adjusted using an iterative process until an optimal 
adjust among the true data (target) and the model (output) is achieved [26]. 
 
One popular type of ANN model is the multi-layer perceptron (MLP), which sets a function 
f(.):RD→Ro, by training on a dataset, where ‘D’ means the dimension of the input dataset, and 
‘o’ means the number of dimensions of expected output. Given ‘X’ set of features, and a target 
‘y’, where X={x1,x2,x3,…,xD}, this model can learn a non-linear function approximator for 
regression and classification tasks [46]. An MLP model has four sensitive hyperparameters 
which need to be calibrated for good performance: the activation function for the hidden layer, 
the learning rate, the number of neurons in the hidden layer, and the solver for the weight 
optimisation. 
 
2.4. Validation of the models 
We used the 10-fold stratified cross-validation method to validate the ML models, which is the 
most suitable method to validate a regressor model of a sample data [49]. This method 
randomly splits the training dataset into ten sets. In each set, the class is characterised in 
roughly the same amounts as the entire dataset. Later, each section is seized out in turn, and 
the ML model is applied to the remaining nine sets. Consecutively, the evaluation metric is 
calculated on the holdout set. This process will diminish any bias that can be produced by the 





2.5. Evaluation metrics 
Typically, the most common metrics used to assess the performance of a regression model are 
the relative mean squared error and the R-squared coefficient. 
 
The relative mean squared error (rMSE) is expressed according to Equation (2). 
 





      Equation (2) 
 
Where yi is the true value of the observation i (target), ŷi is the predicted value of the 
observation i (output of the model) and n is the number of observations. This is a useful metric 
as it provides insight into the proportion of the target data variance not explained by the model. 
This value is applied comparatively rather than absolutely; in general, the lower value of rMSE, 
the better. Thresholds of accepted values of rMSE are arbitraries, but some authors have 
considered rMSE values as acceptable when they are lower than 25%, or, in other words, that 
only 25% or less of the data variance is not explained by the model [50,51]. 
 
Another very popular choice for evaluating regression is the R-squared coefficient. Its success 
is mainly due to the fact that it is easy to use and interpret. The reason for these advantages is 
that for classical linear models, least squares and maximum likelihood estimators coincide, so 
they are consistent estimators with a direct geometric interpretation [52]. In general, the higher 
value of R-squared coefficient, the better. 
 
Overall, it is common to choose the model with a lesser value of rMSE and a greater value of R-
squared coefficient, for implementing a deeper analysis to that model with the aim of optimising 
such values. 
 
2.6. Tuning of the parameters of the chosen model 
In order to get a machine learning model that works well in practice, there are a number of 
parameters that need to be tuned when training the model, and the best parameter setting is 
different for different datasets. In other words, it is possible to improve the results of a ML model 
which has already yielded good results through “hyper-parameter tuning”. 
The two most common methods to perform this task are random search and grid search. They 
both perform a search based on a defined subset of the parameter space, where the 
parameters are specified using minimal and maximal values, and a number of steps for each 
parameter. Both methods optimise the ML parameters using the 10-fold stratified cross 
validation method and assess each model by applying the specified evaluation metrics. 
Moreover, it has been demonstrated that the random search method outperforms the grid 
search method over the same domain, because the first one is able to find models that are as 
good or better within a small fraction of computation time [53]. For this reason, we use the 
random search method for tuning the parameters of the chosen model. 
 
2.7. Analysis of possible underfitting/overfitting problems 
After obtaining the best tuned model, it is important to analyse if it presents 
underfitting/overfitting. In a first instance, we used the 10-fold stratified cross-validation method 
to validate the ML models as we stated previously, this is complemented with the early-stopping 
method to prevent the ML models from overfitting [54]. 
Later, we implemented two strategies to analyse whether the selected model presents 
underfitting/overfitting: first, we implemented the learning curve method [55,56], a sampling 
method which monitors the increasing costs and performance of the model as larger amounts of 
data are used for training, and finds out  when future costs outweigh future benefits; then, we 
implemented the grid search method to verify that the parameters obtained in the previous step 
do not overfit the tuned model. Also, this method can work to simplify the configuration of the 
model, trying to reduce the value of the parameters to reduce the complexity of the chosen 
model. 
 
2.8. Application of variance-based sensitivity analysis method to the chosen ML model 
Sensitivity analysis is the evaluation of how uncertainty in a model’s output can be distributed to 
uncertainty in the model’s input features [57]. Overall, sensitivity analysis methods allow to 
explore the model behaviour across a broad range of conditions. In order to perform a sensitivity 
analysis in this study, we used a factor-fixing approach, which allows to identify which feature, 
among all model’ input features, can be fixed (i.e. assigned any value within its range) without 
any appreciable impact on the output of the model [58]. 
 
In this study, the Sobol's variance‐based sensitivity method [59] is applied to the chosen ML 
model. This method has independence in the estimation of sensitivity indices (i.e. potential non‐
additivity in the model does not affect its sensitivity index), and it allows for the quantification of 
interaction effects in model behaviour. 
 
After achieving the best tuned ML model, the model is applied to a random sample where the 
ranges of each feature are previously defined. Then, we implemented the Sobol’s method in 
order to calculate the total-order indices for all the input features in the model, using the open-
source Python library: SALib. The total-order index of the feature i measures the contribution of 
the output variance caused by a model input, including the contribution to the output variance by 
the single input feature i alone, and the contribution to the input variance caused by the 
interaction of the input feature I with the other input features [60]. Equation (3) presents the 
formulation of the total-order index. 
 
𝑟𝑟𝑇𝑇𝑎𝑎 =  1 −
𝑉𝑉[ 𝐸𝐸(𝑌𝑌 |𝑋𝑋∼i)] 
𝑉𝑉(𝑌𝑌)
       Equation (3) 
 
Where V [E (Y | X∼i)] is the conditional variance of the expected value of Y fixing all factors 
except Xi, averaged over all values of Xi, and V(Y) represents the unconditional variance of the 
model output. For a better comprehension of the key equations used in Sobol’s method, readers 
can refer to previous studies [57,61]. 
 
3. Results and discussion 
 
As explained before we used train speed, acceleration, track slope and radius of curvature (and 
a mixture of them) as predictors using 30,529 records. In addition, we used train speed and 
acceleration as predictors using 52,322 records (as we mentioned in section 2.1, we do not 
have the information related to track slope and radius of curvature for parts of lines 1 and 2 that 
represent  41.7% of the data). 
We trained the six ML models mentioned in section 2.3 using the scaled training data, then we 
assessed the models using the performance metrics detailed in section 2.5 on the test data. The 
results presented in Table 4 correspond to the mean of 10-fold after applying the cross-
validation method. 
According to these results, the RF model was the best model in terms of R-squared coefficient 
and rMSE applied to the test data for all the combinations of predictors and 30,529 number of 
records. GB, DT and ANN offer results only slightly below those of the RF in terms of 
performance. On the other hand, LR and ridge models do not work well for predicting the 
traction power of metropolitan railway lines. 
Additionally, we can see that the best results are obtained using the four predictors. Also, it is 
important to highlight the fact that if we use a larger number of records, there is an improvement 
in the model using only the train speed and the acceleration as predictors. 
Considering these initial results, we performed a deeper analysis to the random forest model 
using the 30,529 records in which we have data for the four predictors. 
 
 
Table 4. Results of the preliminary ML models  






Linear regression (LR) -0.01 50.28 
Ridge regression (Ridge) -0.01 50.28 
Decision tree (DT) 0.68 25.70 
Random forest (RF) 0.70 22.69 
Gradient boosting (GB) 0.66 24.76 




Linear regression (LR) -0.01 50.27 
Ridge regression (Ridge) -0.01 50.27 
Decision tree (DT) 0.68 25.28 
Random forest (RF) 0.70 22.78 
Gradient boosting (GB) 0.66 24.77 
Neural network (ANN) 0.64 26.09 
Speed 
Acceleration 
Linear regression (LR) -0.11 52.69 
Ridge regression (Ridge) -0.11 52.69 
Decision tree (DT) 0.62 29.28 
Random forest (RF) 0.64 27.00 
Gradient boosting (GB) 0.61 27.54 
Neural network (ANN) 0.59 28.97 
52,322 Speed Acceleration 
Linear regression (LR) -0.05 50.95 
Ridge regression (Ridge) -0.05 50.95 
Decision tree (DT) 0.64 27.77 
Random forest (RF) 0.66 25.46 
Gradient boosting (GB) 0.65 25.71 
Neural network (ANN) 0.64 26.36 
 
 
In order to improve the RF model to work well in practice, we implemented the hyper-parameter 
tuning by applying the random search method to the training data (using the 10-fold stratified 
cross-validation method) to achieve the best combination of parameters of the RF model, 
obtaining a small improvement on the evaluation metrics. 
The tuned model has the following hyperparameters: minimum number of samples to split an 


















Initial random forest (from 
Table 4) 0.70 22.69 
First tuned random forest 




Finally, to validate that the tuned model does not present underfitting/overfitting, and trying to 
reduce the complexity of this model, we used the learning curve and grid search methods, and 
the results are shown in Figure 2 (a, b, c). According to the learning curve presented in Figure 2 
(a) there is a convergence trend between both curves (and the gap between them is small) as a 
major number of samples (x-axis) are used to train the model, pointing out a good fitting of the 
model and it validates the fact that it is possible to improve the performance of the model by 
adding more records. This also can be validated by the fact that there was an improvement in 
the model using only the train speed and the acceleration as predictors (see Table 4). 
 
On the other hand, in Figure 2 (b) we see that the rMSE (%) decreases as the number of trees 
(n_estimators axis) grows, but a change in the minimum number of samples required to split an 
internal node (min_samples_split axis) does not affect the performance of the model in terms of 
reduction of the rMSE. 
 
Lastly, in Figure 2 (c) we see that in the range from 1 to 100 trees (n_estimators axis), there is a 
constant improvement of the model in terms of reduction of the rMSE for the training  and test 
data, but from 25 trees onward, the rMSE of the test data tends to slowly increase.  
 
According to Figure 2 (b and c), with the aim of having a simpler model with good accuracy and 
preventing overfitting/underfitting, we choose a  minimum number of samples required to split 
an internal node (min_samples_split) of 2, and 25 trees (n_estimators), obtaining another small 
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Figure 2. Analysing possible underfitting/overfitting problems in the RF model, by applying: (a) 
learning curve method for assessing the number of observations used for training the data, (b) 
grid search method for assessing the rMSE in the test data modifying the number of trees and 
the minimum number of samples required to split an internal node, and (c) grid search method 
for assessing the rMSE in the training data and in the test data modifying the number of trees 
(the minimum number of samples required to split an internal node was not used, due the 




















Initial random forest (from Table 4) 0.70 22.69 
First tuned random forest (after 
applying the hyper-parameter tuning) 0.70 22.65 
Second tuned random forest (after a 
deeper analysis) 0.70 22.58 
 
With the final model, we estimated the errors between the predicted traction_power and the 
measured traction_power in the test data, obtaining the distribution presented in Figure 3. As we 
can see, the distribution of the errors is quite gaussian, which can be considered as a good 
fitting of the model.  
 
 
Figure 3. Distribution of errors between the predicted traction_power and the real 
traction_power in the test data 
 
On the other hand, the resulting model gives us the importance of each of the four predictors 
used: acceleration: 65.7%, train speed: 29.1%, track slope: 4.7%, radius of curvature: 0.5%. 
 
With the trained model, we generated a random sample of the four input features where the 
ranges of each feature are defined by the ranges of the original dataset (see Table 3). Then the 
model was applied to the random sample for computing the power traction. Finally, the SILab 
Python library was applied to the resulting values in order to estimate the total-order indices for 




Table 7. Total effect indices of the input features of the model 






It is interesting to highlight that the two most significative features considered by the model to 
predict traction power are train acceleration and speed, which have been used by researchers 
to optimise the energy consumption in different railway lines. On the other hand, Table 7 shows 
that acceleration is the most-influential feature in the output of the RF model, and, although the 
slope and curvh are the less-influential features, they have an important weight in the estimation 
of the traction power. The total-order index can be used to identify a possible non-influential 
feature since the estimate includes the interaction effects between features, which is not 
computed by the importance features given by the RF model. 
 
From these results, it is important to highlight that although apparently the track geometry does 
not influence in the RF model in order to compute the traction power, the interaction between 
these two features with speed and acceleration becomes important in such task. 
 
Speed and acceleration have been validated for MetroValencia itself in previous studies 
[26,54,62]. These results validate the veracity of our model and the possibility of applying 
different ML approaches to obtain better results than the most common ML model used: artificial 
neural networks (see Table 4).  
  
The key strength and most important implication of our results is the possibility of training a low-
cost ML model with basic (and cheap to measure) features to predict the traction power in 
metropolitan railway lines. This is an important outcome considering that the required data to 
compute the traction power in a metropolitan railway line requires specific monitoring devices, a 
solution that is quite money- and time-consuming. These models still require speed profiles as 
input data. These profiles may be provided by deterministic models when testing new driving 
scenarios or may be the result of running heuristic optimisation models, which yield different 
optimised speed profiles fulfilling the respective restrictions. In any case, they provide a useful 
alternative to estimate energy consumption when engine performance and other train related 
data is not available or reliable. Other strength is that the model can be improved by adding 
more collected data as the learning curve shows (Figure 2 (a)). This model can also work as a 




This paper presents an assessment of the performance of six different ML models used to 
predict the traction power of a metropolitan railway line. This research was conducted to deal 
with the costs and complexity associated to the collection of data required to compute energy 
consumption using traditional methodologies (i.e. deterministic models). ML models are a valid 
alternative to such traditional methodologies, as they are powerful techniques that allow 
computers to mechanise data-driven model programming and build models by means of a 
methodical detection of non-linear connections between the data. On the other hand, we wanted 
to analyse different ML models other than artificial neural networks (which has been the most 
studied ML so far to model railways energy consumption), in order to test whether other ML 
models have better performance than ANN for achieving such task. 
 
Among the models tested, the model that performs better in predicting the traction power of a 
metropolitan railway line is the random forest model. This model achieved an rMSE of 22.58% 
and a R-squared coefficient of 0.70. Furthermore, according to the learning curve, it is possible 
to improve this model by adding more collected data. Moreover, among the four features used 
as predictors to estimate the traction power of the train, we got that the acceleration is the most 
important feature in achieving such task, whereas the train speed, the track slope and the radius 
of the curvature are also important only if these features are used jointly. 
 
A first contribution of this study is that it is possible to use a low-cost ML model trained with 
basic (and cheap to measure) features to predict the traction power in metropolitan railway 
lines, saving time and cost related to data collection in comparison to deterministic models.  
Also, we demonstrated in this study that at least three ML models have better performance in 
predicting the traction power of a metropolitan railway line than the multi-layer perceptron – 
artificial neural network using the train speed, acceleration, track slope and radius of curvature 
as predictors. Therefore, it is possible to use these models as a tool for developing different 
strategies to reduce the energy consumption in metropolitan railway lines. This would be a next 
step within a larger research scheme, where these models would be applied to test different 
scenarios (considering vehicle characteristics, changes in track layout, different schedules and 
other factors) and determine the more efficient ones in terms of energy consumption. 
 
The main limitation of our research is the fact that we used only one metropolitan railway line to 
train the ML models, so it is not possible to prove transferability of our methodology and 
outcomes. However, this could be used in future research to test and improve our models using 
similar datasets from different railway lines, not only metropolitan railway lines, in order to 
generalise this methodology. Also, future researches can use this ML model as a tool for 
analysing different strategies (such as driving patterns or on-board storage systems) with the 
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