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Abstract
The theory of Compressed Sensing (CS) asserts that an unknown signal x ∈ Rp can be accurately re-
covered from an underdetermined set of n linear measurements with n p, provided that x is sufficiently
sparse. However, in applications, the degree of sparsity ‖x‖0 is typically unknown, and the problem of
directly estimating ‖x‖0 has been a longstanding gap between theory and practice. A closely related
issue is that ‖x‖0 is a highly idealized measure of sparsity, and for real signals with entries not exactly
equal to 0, the value ‖x‖0 = p is not a useful description of compressibility. In our previous conference
paper that examined these problems, [Lop13], we considered an alternative measure of “soft” sparsity,
‖x‖21/‖x‖22, and designed a procedure to estimate ‖x‖21/‖x‖22 that does not rely on sparsity assumptions.
The present work offers a new deconvolution-based method for estimating unknown sparsity, which
has wider applicability and sharper theoretical guarantees. Whereas our earlier work was limited to
estimating the quantity ‖x‖21/‖x‖22, the current paper introduces a family of entropy-based sparsity
measures sq(x) :=
( ‖x‖q
‖x‖1
) q
1−q parameterized by q ∈ [0,∞]. This family interpolates between ‖x‖0 = s0(x)
and ‖x‖21/‖x‖22 = s2(x) as q ranges over [0, 2], and our proposed method allows sq(x) to be estimated for
all q ∈ (0, 2]. Two other main advantages of the new approach are that it handles measurement noise
with infinite variance, and that it yields confidence intervals for sq(x) with asymptotically exact coverage
probability (whereas our previous intervals were conservative).
In addition to confidence intervals, we analyze several other aspects of our proposed estimator ŝq(x).
An important property of ŝq(x) is that its relative error converges at the dimension-free rate of 1/
√
n.
This means that using only n = O(1) measurements, sq(x) can be estimated to any fixed degree of rela-
tive error, even when p/n→∞. Next, in connection with recovering the full signal x, we give new insight
into the role of s2(x) by deriving matching upper and lower bounds on the relative error of the Basis
Pursuit Denoising (BPDN) algorithm, at rate
√
s2(x) log(pe/n)/n. Finally, since our proposed method
is based on randomized measurements, we show that the use of randomization is essential. Specifically,
we show that the minimax relative error for estimating sq(x) with noiseless deterministic measurements
is at least of order 1 when n < p and q ∈ [0, 2].
1 Introduction
In this paper, we consider the standard compressed sensing (CS) model, involving n linear measurements
y = (y1, . . . , yn), generated according to
y = Ax+ σ, (1)
where x ∈ Rp is an unknown signal, A ∈ Rn×p is a measurement matrix specified by the user, σ ∈ Rn
is a random noise vector, and n  p. The central problem of CS is to recover the signal x using only
the observations y and the matrix A. Over the course of the past decade, a large body of research has
shown that this seemingly ill-posed problem can be solved reliably when x is sparse. Specifically, when
1In the current journal-length paper, we retain some of the background and introductory material from the conference
paper [Lop13], but the results and methods of the current paper are essentially new.
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the sparsity level of x is measured in terms of the `0 norm ‖x‖0 := card{j : xj 6= 0}, it is well known that
if n & ‖x‖0 log(p), then accurate recovery can be achieved with high probability when A is drawn from a
suitable ensemble [Don06, CRT06a, EK12, FR13]. In this way, the parameter ‖x‖0 is often treated as being
known in much of the theoretical CS literature — despite the fact that ‖x‖0 is usually unknown in practice.
Due to the fact that the sparsity parameter plays a fundamental role in CS, the issue of unknown sparsity
has become recognized as gap between theory and practice [War09, Eld09, MSW08, BDB07]. Likewise, our
overall focus in this paper is the problem of estimating the unknown sparsity level of x without relying on
any sparsity assumptions.
1.1 Motivations and the role of sparsity
Given that many well-developed methods are available for estimating the full signal x, or its support set
S := {j ∈ {1, . . . , p} : xj 6= 0}, it might seem surprising that the problem of estimating ‖x‖0 has remained
largely unsettled. Indeed, given an estimate of x or S, it might seem natural to estimate ‖x‖0 via a “plug-in
rule”, such as ‖x̂‖0 or card(Ŝ). However, it is important to recognize that methods for computing x̂ and Ŝ
generally rely on prior knowledge of ‖x‖0. Consequently, when using a plug-in rule to estimate ‖x‖0, there
is a danger of circular reasoning, and as a result, the problem of estimating ‖x‖0 does not simply reduce to
estimating x or S.
To give a more concrete sense for the importance of estimating unknown sparsity, the following list
illustrates many aspects of CS where sparsity assumptions play a role, and where it would be valuable to
have an “assumption-free” estimate of ‖x‖0.
1. Modeling assumptions and choice of basis. In some signal processing applications, sparsity-based
methods are not the only viable approach, and it is of basic interest to know whether not a sparse
representation is justified by data. For instance, this issue has been actively studied in the areas of
face recognition and image classification: [SEvdHS11, DHG13, WYGC14, RBL11]. In this context, an
assumption-free estimate of ‖x‖0 would serve as a natural diagnostic tool in model development.
A second issue that is related to model development is the choice of basis used to represent a signal.
Although there are many application-specific bases (e.g. various types of wavelet bases) that often lead
to sparse representations, the ability to “validate” the choice of basis has clear practical value. In this
direction, an estimator of ‖x‖0 could be of use in comparing the relative merits of different bases.
2. The number of measurements. If the choice of n is too small compared to the “critical” number
n∗ ≈ ‖x‖0 log(p), then there are known information-theoretic barriers to the accurate reconstruction
of x [RWY11]. At the same time, if n is chosen to be much larger than n∗, then the measurement
process is wasteful (since there are known algorithms that can reliably recover x with approximately
n∗ measurements [EK12]). For this reason, it not only important to ensure that n ≥ n∗, but to choose
n close to n∗.
To deal with the selection of n, a sparsity estimate ‖̂x‖0 may be used in two different ways, depending
on whether measurements are collected sequentially, or in a single batch. In the sequential case,
an estimate of ‖x‖0 can be computed from a small set of “preliminary” measurements, and then the
estimated value ‖̂x‖0 determines how many additional measurements should be collected to recover the
full signal. Also, it may not even be necessary to take additional measurements, since the preliminary
set may be re-used to compute x̂. Alternatively, if all of the measurements must be taken in one batch,
the value ‖̂x‖0 can be used to certify whether or not enough measurements were actually taken.
3. The measurement matrix. The performance of recovery procedures depends heavily on the sensing
matrix A. In particular, the properties of A that lead to good recovery are often directly linked to the
sparsity level of x. Two specific properties that have been intensively studied are the restricted isometry
property of order k (RIP-k), [CT05], and the null-space property of order k (NSP-k),[CDD09, DH01],
where k is a presumed upper bound on the sparsity level of the true signal. Because recovery guarantees
are closely tied to RIP-k and NSP-k, a growing body of work has been devoted to certifying whether
or not a given matrix satisfies these properties [dEG11, JN11, TN11]. When k is treated as given, this
problem is already computationally difficult. Yet, when the sparsity of x is unknown, we must also
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remember that such a “certificate” is less meaningful if we cannot check that the value of k agrees with
the true signal.
4. Recovery algorithms. When recovery algorithms are implemented, the sparsity level of x is often
treated as a tuning parameter. For example, if k is a conjectured bound on ‖x‖0, then the Orthogonal
Matching Pursuit algorithm (OMP) is typically initialized to run for k iterations [TG07]. A second
example is the Lasso algorithm, which computes a solution x̂ ∈ argmin{‖y −Av‖22 + λ‖v‖1 : v ∈ Rp},
for some choice of λ ≥ 0. The sparsity of x̂ is determined by the size of λ, and in order to select the
appropriate value, a family of solutions is examined over a range of λ values [TT11]. In the case of
either OMP or Lasso, a sparsity estimate ‖̂x‖0 would reduce computation by restricting the possible
choices of λ or k, and it would also ensure that the sparsity level of the solution conforms to the true
signal. With particular regard to the Lasso, an indirect consequence of our sparsity estimation method
(introduced in Section 3) is that it allows for regularization parameter to be adaptively selected when
the Lasso problem is written in “primal form”: x̂ ∈ argmin{‖y − Av‖22 : v ∈ Rp and ‖v‖1 ≤ t}. See
Section 5 for further details.
1.2 A numerically stable measure of sparsity
Despite the important theoretical role of the parameter ‖x‖0, it has a severe practical drawback of being
sensitive to small entries of x. In particular, for real signals x ∈ Rp whose entries are not exactly equal to
0, the value ‖x‖0 = p is not a useful description of compressibility. In order to estimate sparsity in a way
that accounts for the instability of ‖x‖0, it is desirable to replace the `0 norm with a “soft” version. More
precisely, we would like to identify a function of x that can be interpreted as counting the “effective number
of coordinates of x”, but remains stable under small perturbations. In the next subsection, we derive such
a function by showing that ‖x‖0 is a limiting case of a more general sparsity measure based on entropy.
1.2.1 A link between ‖x‖0 and entropy
Any vector x ∈ Rp \ {0} induces a distribution pi(x) ∈ Rp on the set of indices {1, . . . , p}, assigning mass
pij(x) := |xj |/‖x‖1 at index j.2 Under this correspondence, if x places most of its mass at a small number of
coordinates, and J ∼ pi(x) is a random variable in {1, . . . , p}, then J is likely to occupy a small set of effective
states. This means that if x is sparse, then pi(x) has low entropy. From the viewpoint of information theory,
it is well known that the entropy of a distribution can be interpreted as the logarithm of the distribution’s
effective number of states. Likewise, it is natural to count effective coordinates of x by counting effective
states of pi(x) via entropy. To this end, we define the numerical sparsity3
sq(x) :=
{
exp(Hq(pi(x))) if x 6= 0
0 if x = 0,
(2)
where Hq is the Re´nyi entropy of order q ∈ [0,∞]. When q 6∈ {0, 1,∞}, the Re´nyi entropy is given explicitly
by
Hq(pi(x)) :=
1
1−q log
(∑p
i=1 pii(x)
q
)
, (3)
and cases of q ∈ {0, 1,∞} are defined by evaluating limits, with H1 being the ordinary Shannon entropy.
Combining the last two lines with the definition of pi(x), we see that for x 6= 0 and q 6∈ {0, 1,∞}, the
numerical sparsity may be written conveniently in terms of `q norms as
sq(x) =
(‖x‖q
‖x‖1
) q
1−q
. (4)
2It is also possible to normalize pi(x) in other ways, e.g. pij(x) = |xj |2/‖x‖22. See the end of Section 1.2.3 for additional
comments.
3Our terminology derives from the notion of numerical rank coined by [RV07].
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As with Hq, the the cases of q ∈ {0, 1,∞} are evaluated as limits:
s0(x) = lim
q→0
sq(x) = ‖x‖0 (5)
s1(x) = lim
q→1
sq(x) = exp(H1(pi(x))) (6)
s∞(x) = lim
q→∞ sq(x) =
‖x‖1
‖x‖∞ . (7)
1.2.2 Background on the definition of sq(x)
To the best of our knowledge, the definition of numerical sparsity (2) in terms of Re´nyi entropy is new in the
context of CS. However, numerous special cases and related definitions have been considered elsewhere. For
instance, in the early study of wavelet bases, Coifman and Wickerhauser proposed exp
(−∑pi=1 |xi|2‖x‖22 log( |xi|2‖x‖22 ))
as a measure of effective dimension [CW92]. (See also the papers [RKD99] [Don94] [HR09].) The important
difference between this quantity and sq(x) is that the Re´nyi entropy leads instead to a convenient ratio of
norms, which will play an essential role in our procedure for estimating sq(x).
In recent years, there has been growing interest in ratios of norms as measures of sparsity, but such ratios
have generally been introduced in an ad-hoc manner, and there has not been a principled way to explain where
they “come from”. To this extent, our definition of sq(x) offers a way of conceptually unifying these ratios.
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Examples of previously studied instances include ‖x‖21/‖x‖22 corresponding to q = 2 [Lop13],[TN11], [Hoy04],
‖x‖1/‖x‖∞ corresponding to q = ∞ [PGC12] [DH14], as well as a ratio of the form (‖x‖a/‖x‖b)ab/(b−a)
with a, b > 0, which is implicit in the paper [BKS14].5 To see how the latter quantity fits in the scope
of our entropy-based definition, one may consider a different normalization of the probability vector pi(x)
discussed earlier. That is, if we put pij(x) = |xj |t/‖x‖tt for some t > 0, then it follows that exp(Hq(pi(x))) =
(‖x‖tq/‖x‖t)tq/(1−q). Furthermore, if one chooses t = b and q = a/b, then the two quantities match.
Outside the context of CS, the use of Re´nyi entropy to count the effective number of states of a distribution
has been well-established in the ecology literature for a long time. There, Re´nyi entropy is used to count the
effective number of species in a community of organisms. More specifically, if a distribution pi on {1, . . . , p}
measures the relative abundance of p species in a community, then the number exp(Hq(pi)) is a standard
measure of the effective number of species in the community. In the ecology literature, this number is known
as the Hill index or diversity number of the community. We refer the reader to the papers [Hil73] and [Jos06],
as well as the references therein for further details. In essence, the main conceptual ingredient needed to
connect these ideas with the notion of sparsity in CS is to interpret the signal x ∈ Rp as a distribution on
the set of indices {1, . . . , p}.
1.2.3 Properties of sq(x)
The following list summarizes some of the most important properties of sq(x), and clarifies the interpretation
of sq(x) as a measure of sparsity.
(i) (continuity). Unlike the `0 norm, the function sq(·) is continuous on Rp \ {0} for all q > 0, and is
hence stable under small perturbations of x.
(ii) (range equal to [0, p]). For all x ∈ Rp and all q ∈ [0,∞], the numerical sparsity satisfies
0 ≤ sq(x) ≤ p.
This property follows from the fact that for any q, and any distribution pi on {1, . . . , p}, the Re´nyi
entropy satisfies 0 ≤ Hq(pi) ≤ log(p).
(iii) (scale-invariance). The property that ‖cx‖0 = ‖x‖0 for all scalars c 6= 0 is familiar for the `0 norm,
and this generalizes to sq(x) for all q ∈ [0,∞]. Scale-invariance encodes the idea that sparsity should
be based on relative (rather than absolute) magnitudes of the entries of x.
4See also our discussion of analogues of sq(x) for matrix rank in Section 1.2.5.
5This quantity is implicitly suggested in the paper [BKS14] by considering a binary vector x with ‖x‖0 = k ≥ 1, and then
choosing an exponent c so that (‖x‖a/‖x‖b)c = k.
4
(iv) (lower bound on ‖x‖0 and monotonicity in q). For any x ∈ Rp, the function q 7→ sq(x) is
monotone decreasing on [0,∞], and interpolates between the extreme values of s∞(x) and s0(x). That
is, for any q′ ≥ q ≥ 0, we have the bounds
‖x‖1
‖x‖∞ = s∞(x) ≤ sq′(x) ≤ sq(x) ≤ s0(x) = ‖x‖0. (8)
In particular, we have the general lower bound
sq(x) ≤ ‖x‖0. (9)
The monotonicity is a direct consequence of the fact that the Re´ny entropy Hq is decreasing in q.
(v) (Schur concavity). The notion of majorization formalizes the idea that the coordinates of a vector
x ∈ Rp are more “spread out” than those of another vector x˜ ∈ Rp. (See the book [MOA10] for an
in-depth treatment of majorization.) If x is majorized by x˜, we write x ≺ x˜, where larger vectors in
this partial order have coordinates that are less spread out. From this interpretation, one might expect
that if |x| ≺ |x˜|, then x˜ should be sparser than x, where |x| := (|x1|, . . . , |xp|). It turns out that this
intuition is respected by sq(·), in the sense that for any q ∈ [0,∞],
|x| ≺ |x˜| =⇒ sq(x) ≥ sq(x˜). (10)
In general, if a function f satisfies f(x) ≥ f(x˜) for all x ≺ x˜ with x, x˜ lying in a set S, then f is said
to be Schur concave on S. Consequently, line (10) implies that sq(·) is Schur concave on the orthant
Rp+ \ {0}. This property follows easily from the fact that the Re´nyi entropy is Schur concave on the
p-dimensional probability simplex.
The choice of q and normalization. The parameter q controls how much weight sq(x) assigns to small
coordinates. When q = 0, an arbitrarily small coordinate is still counted as being “effective”. By contrast,
when q =∞, a coordinate is not counted as being effective unless its magnitude is close to ‖x‖∞. The choice
of q is also relevant to other considerations. For instance, we will show in Section 2 that the case of q = 2 is
important because signal recovery guarantees can be derived in terms of
s2(x) =
‖x‖21
‖x‖22
. (11)
In addition, the choice of q can affect the type of measurements used to estimate sq(x). In this respect,
the case of q = 2 turns out to be attractive because our proposed method for estimating s2(x) relies on
Gaussian measurements — which can be naturally re-used for recovering the full signal x. Furthermore, in
some applications, the measurements associated with one value of q may be easier to acquire (or process)
than another. In our proposed method, smaller values of q lead to measurement vectors sampled from a
distribution with heavier tails. Because a vector with heavy tailed i.i.d. entries will tend to have just a few
very large entries, such vectors are approximately sparse. In this way, the choice of q may enter into the
design of measurement systems because it is known that sparse measurement vectors can simplify certain
recovery procedures [GI10].
Apart from the choice of q, there is a second degree of freedom associated with sq(x). In defining the
probability vector pij(x) = |xj |/‖x‖1 earlier, we were not forced to normalize the mass of the coordinates
using ‖x‖1, and many other normalizations are possible. Also, some normalizations may be computationally
advantageous for the problem of minimizing sq(x), as discussed below.
Minimization of sq(x). Our work in this paper does not require the minimization of sq(x), and neither
do the applications we propose. Nevertheless, some readers may still naturally be curious about what can be
done in this direction. It turns out that for certain values of q, or certain normalizations of the probability
vector pi(x), the minimization of sq(x) may be algorithmically tractable (under suitable constraints). The re-
cent paper [RPD+15] discusses methods for minimizing s2(x). Another example is the minimization of s∞(x),
which can be reduced to a sequence of linear programming problems [PGC12] [DH14]. Lastly, a third example
deals with the normalization pij(x) = |xj |t/‖x‖tt with t = 1/2, which leads to exp(H2(pi(x)) = (‖x‖2/‖x‖4)4.
In the paper [BKS14], the problem of minimizing ‖x‖2/‖x‖4 has been shown to have interesting connections
with sums-of-squares (SOS) optimization problems — for which efficient algorithms are available [Las09].
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Applications of s2(x) in imaging systems. The quantity s2(x) has been applied successfully in real
imaging systems. For instance, in the paper [PDBN+15], s2(x) was found to be useful in estimating the
parameters of the wavelet power law for natural images. Also, in the papers [SGH13, KTF11] apply the
quantity s2(x) in the problem of de-blurring.
1.2.4 Graphical interpretations
The fact that sq(x) is a sensible measure of sparsity for non-idealized signals is illustrated in Figure 1 for the
case of q = 2. In essence, if x has k large coordinates and p− k small coordinates, then sq(x) ≈ k, whereas
‖x‖0 = p. In the left panel, the sorted coordinates of three different vectors in R100 are plotted. The value
of s2(x) for each vector is marked with a triangle on the x-axis, which shows that s2(x) essentially measures
the “elbow” in the decay plot. This idea can be seen in a more geometric way in the right panel, which plots
the the sub-level sets Sc := {x ∈ Rp : s2(x) ≤ c} with c = 1.1 and c = 1.9 where p = 2. When c ≈ 1, the
vectors in Sc are closely aligned with the coordinate axes, and hence contain one effective coordinate. As
c ↑ p, the set Sc expands to include less sparse vectors until Sp = Rp.
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Figure 1: Characteristics of s2(x). Left panel: Three vectors (red, blue, black) in R100 have been plotted
with their coordinates in order of decreasing size (maximum entry normalized to 1). Two of the vectors have
power-law decay profiles, and one is a dyadic vector with exactly 45 positive coordinates (red: xi ∝ i−1, blue:
dyadic, black: xi ∝ i−1/2). Color-coded triangles on the bottom axis indicate that the s2(x) value represents
the “effective” number of coordinates. Right panel: The light grey set is given by {x ∈ R2 : s2(x) ≤ 1.9},
and the dark grey set is given by {x ∈ R2 : s2(x) ≤ 1.1}.
1.2.5 Numerically stable measures of rank and sparsity for matrices
The framework of CS naturally extends to the problem of recovering an unknown matrix X ∈ Rp1×p2 on the
basis of the measurement model
y = A(X) + σ, (12)
where y ∈ Rn, and A is a user-specified linear operator from Rp1×p2 to Rn. In recent years, many researchers
have explored the recovery of X when it is assumed to have sparse or low rank structure. We refer to the
papers [CP11, CRPW12] for descriptions of numerous applications. In analogy with the previous section,
the parameters rank(X) or ‖X‖0 play important theoretical roles, but are very sensitive to perturbations
of X. Likewise, it is of basic interest to estimate robust measures of rank and sparsity for matrices. Since
the analogue of sq(·) for measuring matrix sparsity is easily derived by viewing X as a vector in Rp1p2 , we
restrict our attention to the more distinct issue of soft measures of rank.
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In the context of recovering a low-rank matrix X, the quantity rank(X) plays the role that the norm
‖x‖0 does in the recovery of a sparse vector. If we let ς(X) ∈ Rp+ denote the vector of ordered singular values
of X, the connection can be made explicit by writing
rank(X) = ‖ς(X)‖0.
As in our discussion of sparsity, it is of basic interest to consider a numerically stable version of the usual
rank function. Motivated by the definition of sq(x) in the vector case, we can also consider
rq(X) := sq(ς(X)) =
(‖ς(X)‖q
‖ς(X)‖1
) q
1−q
=
( |||X|||q
|||X|||1
) q
1−q
as a measure of the effective rank of X, where q > 0 and |||X|||q := ‖ς(X)‖q. (When q ≥ 1, |||X|||q is
known as the Schatten q-norm of X.) Essentially all of the properties of sq(·) described earlier carry over
to rq(·) in a natural way, and so we do not state these in detail. We also note that quantities related to
rq(X), or special instances, have been considered elsewhere as a measure of rank, e.g. the numerical rank
6
‖X‖2F
/‖X‖2op [RV07], or the instance r2(X) [LJW11, TN12, NW12].
1.3 Contributions
The main contributions of the paper are summarized below in three parts.
The family of sparsity measures {sq(x)}q≥0. As mentioned in Section 1.2.2, our definition of sq(x) in
terms of Re´nyi entropy gives a conceptual foundation for several norm ratios that have appeared elsewhere
in the sparsity literature. Furthermore, we clarify the meaning of s2(x) with regard to signal recovery by
showing in Section 2 that s2(x) plays an intuitive role in the performance of the Basis Pursuit Denoising
(BPDN) algorithm. Specifically, we show that the relative `2 error of BPDN can be bounded in a sharp way
by the quantity
√
s2(x) log(ep/n)/n, which is formally similar to the well-known rate of `2 approximation√
k log(p)/n for k-sparse signals.
Estimation results, confidence intervals, and applications. Our central methodological contribu-
tion is a new deconvolution-based approach for estimating ‖x‖q and sq(x) from linear measurements. The
procedure we propose is of particular interest in the way that it blends the tools of sketching with stable
laws and deconvolution with characteristic functions. These tools are typically applied in different contexts,
as discussed in Section 1.4. Also, the computational cost of our procedure is small relative to the cost of
recovering the full signal by standard methods.
In terms of consistency, the most important features of our estimator ŝq(x) are that it does not rely
on any sparsity assumptions, and that its relative error converges to 0 at the dimension-free rate of 1/
√
n
(in probability). Consequently, only O(1) measurements are needed to obtain a good estimate of sq(x),
even when p/n → ∞. As mentioned in Section 1.1, this result naturally suggests a two-stage measurement
process: First, a small initial measurement price can be paid to obtain ŝq(x). Second, the value ŝq(x) can
be used to adaptively select “just enough” extra measurements for recovering the full signal. (Proposition 1
in Section 2 indicates that this number can be chosen proportionally to ŝ2(x) log(p) when BPDN is used for
recovery.)
In addition to proving ratio-consistency, we derive a CLT for ŝq(x), which allow us to obtain confidence
intervals sq(x) with asymptotically exact coverage probability. A notable feature of this CLT is that it is
“uniform” with respect to the tuning parameter in our procedure for computing ŝq(x). The uniformity is
important because it allows us to make an optimal data-dependent selection of the tuning parameter and
still find the estimator’s limiting distribution (see Theorem 2 and Corollary 1). In terms of applications, we
show in Section 5 how this CLT can be used in inferential problems related to unknown sparsity, i.e. testing
the null hypothesis that sq(x) is greater than a given level, and ensuring that the true signal lies in the
constraint set of the (primal) Lasso or Elastic net problems with a given degree of statistical significance.
6This can be cast in the framework of rq(X) by defining the probability vector pi(x) as pij(x) = |xj |2/‖x‖22 in the definition
of sq(x) and then choosing q =∞.
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The necessity of randomized measurements. At the present time, the problem of constructing de-
terministic measurement matrices with performance guarantees comparable to those of random matrices is
one of the major unresolved theoretical issues in CS [FR13, Section 1.3] [CHJ10]. Due to the fact that
our proposed method for estimating sq(x) depends on randomized measurements, one may similarly wonder
if randomization is essential to the problem of estimating unknown sparsity. In Section 6, we show that
randomization is essential from a worst-case point of view. Our main result in this direction (Theorem 4)
shows that for any deterministic matrix A ∈ Rn×p, and any deterministic procedure for estimating sq(x),
there is always at least one signal for which the relative estimation error is at least of order 1, even if the
measurements are noiseless. This contrasts with performance our randomized method, whose relative error
is OP (1/
√
n) for any choice of x. Furthermore, the result has a negative implication for sparse linear regres-
sion. Namely, due to the fact that the design matrix is often viewed as “fixed and given” in many regression
problems, our result indicates that sq(x) cannot be consistently estimated in relative error in that context
(from a worst-case point of view).
1.4 Related work
Our work here substantially extends our earlier conference paper [Lop13] and has connections with a few
different lines of research.
Extensions beyond the conference paper [Lop13]. Whereas our earlier work deals exclusively with
the sparsity measure ‖x‖21/‖x‖22, the current paper considers the estimation of the family of parameters sq(x).
The procedure we propose for estimating sq(x) (as well as our analysis of its performance) include several
improvements on the earlier approach. In particular, the new procedure tolerates noise with infinite variance
and leads to confidence intervals with asymptotically exact coverage probability (whereas the previous ap-
proach led to conservative intervals). Also, the applications of our procedure to tuning recovery algorithms
and testing the hypothesis of sparsity are new (Section 5). Lastly, our theoretical results in Sections 2 and 6
are sharpened versions of parallel results in the paper [Lop13].
Sketching with stable laws. Our approach to estimating sq(x) is based on the sub-problem of estimating
‖x‖q for various choices of q. In order to estimate such norms from linear measurements, we employ the
technique of sketching with stable laws, which has been developed extensively in the streaming computation
literature. (The book [CGHJ12] offers an overview, and seminal papers include [Ind06] and [AMS96]). Over
the last few years, the exchange of ideas between sketching and CS has just begun to accelerate, as in the
papers [GI10] [Lop13] [LZZ14] [Ind13]. Nevertheless, to the best of our knowledge, the present paper and
our earlier work [Lop13] are the first to apply sketching ideas to the problem of unknown sparsity in CS.
In essence, our use of the sketching technique is based on the fact that if a random vector a1 ∈ Rp has
i.i.d. coordinates drawn from a standard symmetric q-stable law,7 then the random variable 〈a1, x〉 has a
q-stable law whose scale parameter is equal to ‖x‖q. (A more detailed introduction is given in Section 3.2.)
Consequently, the problem of estimating ‖x‖q can be thought of as estimating the scale parameter of a stable
law convolved with noise.
In the streaming computation literature, the observation model giving rise to 〈a1, x〉 is quite different
than in CS. Roughly speaking, the vector x is thought of as a massive data stream whose entries can be
observed sequentially, but cannot be stored entirely in memory. The core idea is that by computing “sketches”
〈a1, x〉 = a11x11 + a12x2 + · · · in a sequential manner, it is possible to estimate various functions of x from
the sketches without having to store the entire stream. Under this framework, a substantial body of work has
studied the estimation of `q norms with q ≥ 0 [CC12] [CDIM03] [Li08] [LHC07] [Ind06] [AMS96] [FKSV02].
However, results in this direction are typically not directly applicable to CS, due to essential differences
in the observation model. For instance, measurement noise does not generally play a role in the sketching
literature.
Empirical characteristic functions. As just mentioned, our approach to estimating ‖x‖q and sq(x) can
be thought of as deconvolving the scale parameter of a stable law. Given that stable laws have a simple
7e.g. Gaussian when q = 2 and Cauchy when q = 1.
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analytic formula for their characteristic function (and have no general formula for their likelihood function),
it is natural to use the empirical characteristic function Ψ̂n(t) =
1
n
∑n
i=1 exp(
√−1tyi) as a foundation for
our estimation procedure. With regard to denoising, characteristic functions are also attractive insofar as
they factor over convolution, and exist even when the noise distribution is heavy-tailed.
The favorable properties of empirical characteristic functions have been applied by several authors to the
deconvolution of scale parameters [MHL95] [MH95], [BM+05] [Mei06] [Mat02]. Although the basic approach
used in these papers is similar to ours, the results in these works are not directly comparable with ours due
to differences in model assumptions. Another significantly distinct aspect of our work deals with the choice
of the “tuning parameter” t in the function Ψ̂n(t). This choice is a basic element in most methods based on
empirical characteristic functions. In detail, we show how to make an optimal data-adaptive choice t̂, and we
derive the limiting distribution of the estimator ŝq(x) that originates from Ψ̂n(t̂ ). This leads to a significant
technical challenge in accounting for the randomness of t̂, and in order to do this, we show that the process
Ψ̂n(·) arising from our model assumptions satisfies a uniform CLT in the space C (I) of continuous complex
functions on a compact interval I. (See the paper [Mar81] or the book [Ush99] for more details concerning
weak convergence of empirical characteristic functions.) With regard to the cited line of works concerning
deconvolution of scale parameters, it seems that our work is the first to derive the limiting distribution of
the scale estimator under a data-dependent choice of tuning parameter.
Model selection and validation in CS. Some of the challenges described in Section 1.1 can be ap-
proached with the general tools of cross-validation (CV) and empirical risk minimization (ERM). This
approach has been used to select various parameters in CS, such as the number of measurements n [MSW08,
War09], the number of OMP iterations k [War09], or the Lasso regularization parameter λ [Eld09]. At a high
level, these methods consider a collection of (say m) solutions x̂(1), . . . , x̂(m) obtained from different values
θ1, . . . , θm of some tuning parameter of interest. For each solution, an empirical error estimate êrr(x̂
(j)) is
computed, and the value θj∗ corresponding to the smallest êrr(x̂
(j)) is chosen.
Although methods based on CV/ERM share common motivations with our work here, these methods
differ from our approach in several ways. In particular, the problem of estimating a soft measure of sparsity,
such as sq(x), has not been considered from that angle. Also, the cited methods do not give any theoretical
guarantees to ensure that the chosen tuning parameter leads to a solution whose `0 sparsity level is close
to the true one. (Note that even if CV suggests that an estimate x̂ has small error ‖x̂ − x‖2, it is not
necessary for ‖x̂‖0 to be close to ‖x‖0.) This point is especially relevant in inferential problems, such as
identifying a set of important variables or making confidence statements related to an unknown sparsity
value. From a computational point view, the CV/ERM approaches can also be costly — since x̂(j) may
need to be computed from a separate optimization problem for for each choice of the tuning parameter. By
contrast, our method for estimating sq(x) requires very little computation.
1.5 Outline
The remainder of the paper is organized as follows. In Section 2, we formulate a (tight) recovery guarantee for
the Basis Pursuit Denoising algorithm directly in terms of s2(x). Next, in Section 3, we propose estimators
for ‖x‖q and ŝq(x), and in Section 4 we state consistency results and provide confidence intervals for ‖x‖q and
sq(x). Applications to testing the hypothesis of sparsity and adaptive tuning of the Lasso are presented in
Section 5. In Section 6, we show that the use of randomized measurements is essential to estimating sq(x) in
a minimax sense. In Section 7, we present simulations that confirm our theoretical results and demonstrate
the effectiveness of the proposed method. We defer all of the proofs to the appendices.
2 Recovery guarantees in terms of s2(x)
In this section, we state two simple propositions that illustrate the link between s2(x) and recovery conditions
for the Basis Pursuit Denoising (BPDN) algorithm [CDS98]. The main purpose of these results is to highlight
the fact that s2(x) and ‖x‖0 play analogous roles with respect to the sample complexity of sparse recovery.
Specifically, we provide matching upper and lower bounds for relative `2 reconstruction error of BPDN in
terms of s2(x). These bounds also suggest two applications of the quantity s2(x). First, the order of the
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reconstruction error can be estimated whenever s2(x) can be estimated. Second, when measurements can be
collected sequentially, an estimate of s2(x) from an initial set of measurements allows for the user to select
a number of secondary measurements that adapts to the particular structure of x, e.g. n = ŝ2(x) log(p).
Setup for BPDN. In order to explain the connection between s2(x) and recovery, we recall a funda-
mental result describing the `2 error rate of the BPDN algorithm first obtained in the paper [CRT06b,
Theorem 2]. (Our statement of the result is reformulated to include some refinements from the later pa-
pers [CWX10] [Theorem 3.3] and [Ver12] [Theorem 5.65].) For the first two results of this section, we will
use two standard assumptions underlying those earlier works.
A1. There is a constant 0 such that all realizations of the noise vector  ∈ Rn satisfy ‖‖2 ≤ 0.
A2. The entries of A ∈ Rn×p are an i.i.d. sample from 1√
n
G0, where G0 is a sub-Gaussian distribution with
mean 0 and variance 1.
Since  and A are both random, probability statements will be made with respect to their joint distri-
bution. When the noise distribution satisfies A1, the output of the BPDN algorithm is a solution to the
following convex optimization problem
x̂ ∈ argmin{‖v‖1 : ‖Av − y‖2 ≤ σ0, v ∈ Rp}. (BPDN)
As a final piece of notation, for any T ∈ {1, . . . , p}, we use x|T to denote the best T -term approximation of
x, which is computed by retaining the largest T entries of x in magnitude, and setting all others to 0.
Theorem 1 ([CRT06a, CWX10, Ver12]). Suppose the model (1) satisfies the conditions A1 and A2. Let
x ∈ Rp be arbitrary, and fix a number T ∈ {1, . . . , p}. Then, there are absolute constants c2, c3 > 0, and
numbers c0, c1 > 0 depending only on the distribution G0, such that the following statement is true. If
n ≥ c0T log(pe/T ), (13)
then with probability at least 1− 2 exp(−c1n), any solution x̂ to the problem (BPDN) satisfies
‖x̂− x‖2 ≤ c2 σ0 + c3 ‖x−x|T ‖1√T . (14)
An upper bound in terms of s2(x). Two important aspects of Theorem 1 are that it holds for all
signals x ∈ Rp, and that it measures sparsity via the T -term approximation error ‖x − x|T ‖1, rather than
the idealized `0 norm. However, a main limitation is that the detailed relationship between T and the
approximation error 1√
T
‖x− x|T ‖1 is typically unknown for the true signal x. Consequently, it is not clear
how large n should be chosen in line (13) to ensure that ‖x − x̂‖2 is small with high probability. The next
proposition resolves this issue by modifying the bound (14) so that that the relative `2 error is bounded by
an explicit function of n and the estimable parameter s2(x).
Proposition 1. Assume conditions A1 and A2 hold, and let x ∈ Rp \ {0} be arbitrary. Then, there is
an absolute constant c2 > 0, and numbers c1, c3 > 0 depending only on the distribution G0, such that the
following statement is true. If n and p satisfy log(pen ) ≤ n ≤ p, then with probability at least 1−2 exp(−c1n),
any solution x̂ to the problem (BPDN) satisfies
‖x̂−x‖2
‖x‖2 ≤ c2 σ0‖x‖2 + c3
√
s2(x) log(
pe
n )
n . (15)
A matching lower bound in terms of s2(x). Our next result shows that the upper bound (15) is sharp
in the case of noiseless measurements. More precisely, for any choice of A ∈ Rn×p, there is always at least
one signal x˜ ∈ Rp \ {0} for which the relative `2 error of BPDN is at least
√
s2(x˜) log(pe/n)/n, up to an
absolute constant. In fact, the lower bound is applicable beyond BPDN, and imposes a limit of performance
on all algorithms that satisfy the mild condition of being homogenous in the noiseless setting. To be specific,
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if a recovery algorithm is viewed as a map R : Rn → Rp that sends a vector of noiseless measurements
Ax ∈ Rn to a solution x̂ = R(Ax) ∈ Rp, then R is said to be homogenous if
R(A(cx)) = c · R(Ax) for all c > 0. (16)
It is simple to verify that the BPDN is homogenous in the case of noiseless measurements, since its solution
may be written as8
x̂ ∈ argmin{‖v‖1 : Av = y, v ∈ Rp}. (BP)
Apart from the basic condition of homogeneity, our lower bound requires no other assumptions. Note also
that the statement of the result does not involve any randomness.
Proposition 2. There is an absolute constant c0 > 0 for which the following statement is true. For any
homogenous recovery algorithm R : Rn → Rp, and any A ∈ Rn×p with n ≤ p, there is at least one point
x˜ ∈ Rp \ {0} such that
‖x̂−x˜‖2
‖x˜‖2 ≥ c0
√
s2(x˜) log(
pe
n )
n , (17)
where x̂ = R(Ax˜).
3 Estimation procedures for sq(x) and ‖x‖qq
In this section, we describe a procedure to estimate sq(x) for an arbitrary non-zero signal x ∈ Rp, and any
q ∈ (0, 2] \ {1}. The procedure uses a small number of measurements, makes no sparsity assumptions, and
requires very little computation. The measurements we prescribe may also be re-used to recover the full
signal after the parameter sq(x) has been estimated. For readers who are interested only in the high level
idea of the procedure, it is enough to read just the subsections 3.3.1 and 3.3.2.
3.1 The deconvolution model
Here we describe the model assumptions that our estimation procedure for sq(x) will be based on. (These
are different from the assumptions used in the previous section.) In scalar notation, we consider linear
measurements given by
yi = 〈ai, x〉+ σi, i = 1, . . . , n. (M)
Model assumptions. For the remainder of the paper, we assume x 6= 0 unless stated otherwise. Regarding
the noise variables i, we assume they are generated in an i.i.d. manner from a distribution denoted by F0.
When the ai are generated randomly, we assume that {a1, . . . , an} is an independent set of random vectors,
and also that the sets {a1, . . . , an} and {1, . . . , n} are independent. The noise variables are assumed to be
symmetric about 0 and to satisfy 0 < E|1| < ∞, but they may have infinite variance. A minor technical
condition we place on F0 is that the roots of its characteristic function ϕ0 are isolated (i.e. no limit points).
This condition is satisfied by a broad range of naturally occurring distributions, and in fact, many works on
deconvolution assume that ϕ0 has no roots at all.
9 The noise scale parameter σ > 0 and the distribution F0
are treated as being known, which is a common assumption in deconvolution problems. Also note that in
certain situations, it may be possible to directly estimate F0 by using “blank measurements” with ai = 0.
Asymptotics. Following the usual convention of high-dimensional asymptotics, we allow the model pa-
rameters to vary as (n, p) → ∞. This means that there is an implicit index ξ ∈ Z+, such that n = n(ξ),
p = p(ξ) and both diverge as ξ → ∞. It will turn out that our asymptotic results will not depend on the
ratio p/n, and so we allow p to be arbitrarily large with respect to n. We also allow x = x(ξ), σ = σ(ξ) and
ai = ai(ξ), but the noise distribution F0 is fixed with respect to ξ. When making asymptotic statements
about probability, we view the set of pairs {(a1, 1), . . . , (an, n)} as forming a triangular array with rows
indexed by ξ, and columns indexed by n(ξ). Going forward, we will generally suppress the index ξ.
8If this minimization problem does not have a unique optimal solution, we still may still regard BPDN as a well defined
function from Rn to Rp by considering a numerical implementation that never returns more than one output for a given input.
9It is known that a subset of R is the zero set of a characteristic function if and only if it symmetric, closed, and excludes
0. [Il’76, Gne01].
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3.2 Sketching with stable laws in the presence of noise
For any q ∈ (0, 2], the sketching technique offers a way to estimate ‖x‖qq from a set of randomized linear
measurements. Building on this technique, we estimate sq(x) = (‖x‖q/‖x‖1)q/(1−q) by estimating ‖x‖qq and
‖x‖1 from separate sets of measurements. The core idea is to generate the measurement vectors ai ∈ Rp
using stable laws. A standard reference on this class of distributions is the book [Zol86].
Definition 1. A random variable V has a symmetric q-stable distribution if its characteristic function is of
the form E[exp(
√−1tV )] = exp(−|γt|q) for some q ∈ (0, 2] and some γ > 0, where t ∈ R. We denote the
distribution by V ∼ stableq(γ), and γ is referred to as the scale parameter.
The most well-known examples of symmetric stable laws are the cases of q = 2 and q = 1. Namely,
stable2(γ) is the Gaussian distribution N(0, 2γ
2), and stable1(γ) is the Cauchy distribution C(0, γ). To
fix some notation, if a vector a1 = (a11, . . . , a1p) ∈ Rp has i.i.d. entries drawn from stableq(γ), we write
a1 ∼ stableq(γ)⊗p. Also, since our work will involve different choices of q, we will write γq instead of γ from
now on. The connection with `q norms hinges on the following property of stable distributions, which is
simple to derive from Definition 1.
Lemma 1. Suppose x ∈ Rp is fixed, and a1 ∼ stableq(γq)⊗p with parameters q ∈ (0, 2] and γq > 0. Then,
the random variable 〈x, a1〉 is distributed according to stableq(γq‖x‖q).
Using this fact, if we generate a set of i.i.d. measurement vectors a1, . . . , an from the distribution
stableq(γq)
⊗p and let y˜i = 〈ai, x〉, then y˜1, . . . , y˜n is an i.i.d. sample from stableq(γq‖x‖q). Hence, in the
special case of noiseless linear measurements, the task of estimating ‖x‖qq is equivalent to a well-studied
univariate problem: estimating the scale parameter of a stable law from an i.i.d. sample. Our work below
substantially extends this idea in the noisy case. We also emphasize that the extra deconvolution step is an
important aspect of our method that distinguishes it from existing work in the sketching literature (where
noise is typically not considered).
When generating the measurement vectors from stableq(γq), the parameter γq governs the “energy level”
of the ai. For instance, in the case of Gaussian measurements with ai ∼ stable2(γ2)⊗p, we have E‖ai‖22 =
2pγ22 . In general, for any q, as the energy level is increased, the effect of noise is diminished. Likewise,
in our analysis, we view γq as a physical aspect of the measurement system that is known to the user.
Asymptotically, we allow γq = γq(ξ) to vary as (n, p) → ∞ in order to reveal the trade-off between the
measurement energy and the noise level σ.
3.3 The sub-problem of estimating ‖x‖qq
Our procedure for estimating sq(x) uses two separate sets of measurements of the form (M) to compute
estimators ‖̂x‖1 and ‖̂x‖qq. The respective sizes of each measurement set will be denoted by n1 and nq. To
unify the discussion, we will describe just one procedure to compute ‖̂x‖qq for any q ∈ (0, 2], since the `1-norm
estimator is a special case. The two estimators are then combined to obtain an estimator of sq(x), defined
by
ŝq(x) :=
(
‖̂x‖qq
) 1
1−q(
‖̂x‖1
) q
1−q
, (18)
which makes sense for any q ∈ (0, 2] except q = 1. Of course, the parameters ‖x‖0 and s1(x) can still
be estimated in practice by using ŝq(x) for some value of q that is close to 0 or 1. Indeed, the ability to
approximate ‖x‖0 and s1(x) in this way is a basic motivation for studying sq(x) over a continuous range of
q.
3.3.1 An estimating equation based on characteristic functions
Characteristic functions offer a very natural route toward estimating ‖x‖qq. If we draw i.i.d. measurement
vectors
ai ∼ stableq(γq)⊗p, i = 1, . . . , nq,
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then the characteristic function of the measurement yi = 〈ai, x〉+ σi is given by
Ψ(t) := E[exp(
√−1tyi)] = exp(−γqq |t|q‖x‖qq) · ϕ0(σt), (19)
where t ∈ R, and we recall that ϕ0 denotes the characteristic function of the noise variables i. Note that
ϕ0 is real-valued since we assume that the noise-distribution is symmetric about 0. Using the measurements
y1, . . . , ynq , we can approximate Ψ(t) by computing the empirical characteristic function
Ψ̂nq (t) :=
1
nq
nq∑
i=1
e
√−1tyi . (20)
Next, by solving for ‖x‖qq in the approximate equation
Ψ̂nq (t) ≈ exp(−γqq |t|q‖x‖qq) · ϕ0(σt), (21)
we obtain an estimator ‖̂x‖qq. To make the dependence on t explicit, we will mostly use the notation
ν̂q(t) = ‖̂x‖qq.
Proceeding with the arithmetic in the previous line leads us to define
ν̂q(t) :=
−1
γqq |t|q Log+ Re
(
Ψ̂nq (t)
ϕ0(σt)
)
, (22)
when t 6= 0 and ϕ0(σt) 6= 0. Here, the symbol Re(z) denotes the real part of a complex number z. Also,
we define Log+(r) := log(|r|) for any real number r 6= 0, and Log+(0) := 1 (arbitrarily). For the particular
values of t where t = 0 or ϕ0(σt) = 0, we arbitrarily define ν̂q(t) = 1. The need to use Log+ and handle these
particular values of t will be irrelevant from an asymptotic point of view. We only mention these details for
the technical convenience of having an estimator that is defined for all values of t ∈ R.
3.3.2 Optimal selection of the tuning parameter
A crucial aspect of the estimator ν̂q(t) is the choice of t ∈ R, which plays the role of a tuning parameter.
This choice turns out to be somewhat delicate, especially in situations where ‖x‖q →∞ as (n, p)→∞. To
see why this matters, consider the equation
ν̂q(t)
‖x‖qq =
−1
(γq|t|‖x‖q)q Log+ Re
(
Ψ̂nq (t)
ϕ0(σt)
)
. (23)
If we happen to be in a situation where ‖x‖q →∞ as (nq, p)→∞ while the parameters γq, σ, and t remain
of order 1, then ‖γq|t|‖x‖q → ∞ and the empirical charcteristic function will Ψ̂nq will tend to 0 (due to
line (21)). The scaled estimate ν̂q(t)/‖x‖qq may then become unstable as it can tend to a limit of the form∞
∞ in line (23). Consequently, it is desirable to choose t adaptively so that as (n, p)→∞,
γqt‖x‖q → c0, (24)
for some finite constant c0 > 0, which ensures that ν̂q(t)/‖x‖qq remains asymptotically stable. When this
desired scaling can be achieved, the next step is to further refine choice of t so as to minimize the limiting
variance of ν̂q(t). Our proposed method will solve both of these problems.
Of course, the ability to choose t adaptively requires some knowledge of ‖x‖q, which is precisely the
quantity we are trying to estimate! As soon as we select a data-dependent value, say t̂, we introduce a
significant technical challenge: Inferences based on the adaptive estimator ν̂q(t̂ ) must take the randomness
in t̂ into account. Our approach is to prove a uniform CLT for the function ν̂q(·). As will be shown in the
next result, the uniformity will allow us to determine the limiting law of ν̂q(t̂ ) as if the optimal choice of t
was known in advance of observing any data. To make the notion of optimality precise, we first describe the
limiting law of ν̂q(t̂) for any data-dependent value t̂ that satisfies the scaling condition (24) (in probability).
A method for constructing such a value t̂ will be given the next subsection. Consistency results for the
procedure are given in Section 4.
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To state the uniform CLT, we need to introduce the noise-to-signal ratio
ρq = ρq(ξ) :=
σ
γq‖x‖q , (25)
which will be related to the width of our confidence interval for ‖x‖qq. Although we allow ρq to vary with
(nq, p), we will assume that it stabilizes to a finite limiting value:
A3. For each q ∈ (0, 2], there is a limiting constant ρ¯q ≥ 0 such that ρq = ρ¯q + o(n−1/2) as (nq, p)→∞.
This assumption merely encodes the idea that the signal is not overwhelmed by noise asymptotically.
Theorem 2 (Uniform CLT for `q norm estimator). Let q ∈ (0, 2]. Assume that the measurement model (M)
and Assumption 3 hold. Let t̂ be any function of y1, . . . , ynq that satisfies
t̂γq‖x‖q −→P c0 (26)
as (nq, p)→∞ for some constant c0 > 0 with ϕ0(ρ¯qc0) 6= 0. Then, the estimator ν̂q(t̂ ) satisfies
√
nq
(
ν̂q(t̂)
‖x‖qq − 1
)
w−−→ N(0, vq(c0, ρ¯q)) (27)
as (nq, p)→∞, where the limiting variance is strictly positive and defined according to the formula
vq(c0, ρ¯q) :=
1
|c0|2q
(
1
2
1
ϕ0(ρ¯q|c0|)2 exp(2|c0|
q) + 1
2
ϕ0(2ρ¯q|c0|)
ϕ0(ρ¯q|c0|)2 exp((2− 2
q)|c0|q)− 1
)
. (28)
Remarks. This result is proved in Appendix B. Although it might seem more natural to prove a CLT for
the difference ν̂q(t̂)−‖x‖qq rather than the ratio ν̂q(t̂)/‖x‖qq, the advantage of the ratio is that its appropriate
scaling factor is
√
nq, and hence independent of the size of the (possibly growing) unknown parameter ‖x‖qq.
Now that the limiting distribution of ν̂q(t̂) is available, we will focus on constructing an estimate t̂ so that
the limiting value c0 minimizes the variance function vq(·, ρ¯q). Since the formula for vq(c0, ρ¯q) is ill-defined
for certain values of c0, the following subsection extends the domain of vq(·, ρ¯q) so that minimization can be
formulated in a way that is more amenable to analysis. This extension will turn out not to affect the set of
minimizers.
3.3.3 Extending the variance function
Based on the previous theorem, our aim is to construct t̂ so that as (nq, p)→∞,
γq t̂‖x‖q →P c?(ρ¯q), (29)
where c?(ρ¯q) denotes a minimizer of vq(·, ρ¯q). Since we assume the noise distribution is symmetric about
0, it follows that ϕ0 is a symmetric function, and consequently vq(c, ρ) is symmetric in c. Therefore, for
simplicity, we may restrict our attention to choices of c that are non-negative.
An inconvenient aspect of minimizing the function vq(·, ρ) is that its domain depends on ρ — since the
formula (28) is ill-defined at values of c0 where ϕ0(ρc0) = 0. Because we will be interested in minimizing
vq(·, ρ̂q) for some estimate ρ̂q of ρ¯q, this leads to analyzing the minimizer of a random function whose
domain is also random. To alleviate this complication, we will define an extension of vq(·, ·) whose domain
does not depend on the second argument. Specifically, whenever q ∈ (0, 2), Proposition 2 below shows that
an extension v˜q of vq can be found with the properties that v˜q(·, ·) is continuous on [0,∞) × [0,∞), and
v˜q(·, ρ¯q) has the same minimizers as vq(·, ρ¯q).
When q = 2, one additional detail must be handled. In this case, it may happen for certain noise
distributions that v2(c, ρ¯2) approaches a minimum as c tends to 0 from the right
10, i.e.
lim
c→0+
v2(c, ρ¯2) = inf
c>0
v2(c, ρ¯2). (30)
10For instance, it can be checked that this occurs in the presence of noiseless measurements where ϕ0 ≡ 1, or when the noise
distribution is Gaussian. However, for heavier tailed noise distributions, it can also happen that v2(·, ρ¯2) is minimized at strictly
positive values.
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This creates a technical nuisance in using Theorem 2 because v2(c0, ρ¯2) is not defined for c0 = 0. There are
various ways of handling this “edge case”, but for simplicity, we take a practical approach of constructing t̂
so that
γ2t̂‖x‖2 →P ε2
for some (arbitrarily) small constant ε2 > 0.
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For this reason, in the particular case of q = 2, we will restrict the domain of the extended function v˜2(·, ·)
to be [ε2,∞) × [0,∞). The following lemma summarizes the properties of the extended variance function
that will be needed later on.
Lemma 2 (Extended variance function). Suppose that ϕ0 satisfies the assumptions of the model (M), and
let vq be as in formula (28). For each q ∈ (0, 2), put εq := 0, and let ε2 > 0. For all values q ∈ (0, 2], define
the function
v˜q : [εq,∞)× [0,∞)→ [0,∞], (31)
according to
v˜q(c, ρ) :=
{
vq(c, ρ) if (c, ρ) satisfies c 6= 0 and ϕ0(ρc) 6= 0,
+∞ otherwise. (32)
Then, the function v˜q(·, ·) is continuous on [εq,∞)× [0,∞), and for any ρ ≥ 0, the function v˜q(·, ρ) attains
its minimum in the set [εq,∞).
Remarks. A simple consequence of the definition of v˜q(·, ·) is that any choice of c ∈ [εq,∞) that minimizes
v˜q(·, ρ¯q) also minimizes vq(·, ρ¯q). Hence there is nothing lost in working with v˜q.
Minimizing the extended variance function. We are now in position to specify the desired limiting
value c?(ρ¯q) from line (29). That is, for any ρ ≥ 0, we define
c?(ρ) ∈ argmin
c≥εq
v˜q(c, ρ), (33)
where q ∈ (0, 2] and εq is as defined in Lemma 2. Note that v˜q is a known function, and so the value c?(ρ)
can be computed for any given ρ. However, since the limiting noise-to-signal ratio ρ¯q is unknown, it will be
necessary to work with c?(ρ̂q) for some estimate ρ̂q of ρ¯q, which is discussed below as part of our method for
constructing an optimal t̂.
3.3.4 A procedure for optimal selection of t
At a high level, we choose t by first computing a simple “pilot” value t̂pilot, and then refining it to obtain an
optimal value t̂opt that will be shown to satisfy
t̂optγq‖x‖q →P c?(ρ¯q). (34)
The pilot value of t will satisfy
t̂pilotγq‖x‖q →P c0 (35)
for some (possibly non-optimal) constant c0. The construction of t̂pilot will be given in a moment. The
purpose of the pilot value is to derive a ratio-consistent estimator of ‖x‖qq through the statistic ν̂q(t̂pilot).
With such an estimate of ‖x‖qq in hand, we can easily derive a consistent estimator of ρ¯q, namely
ρ̂q :=
σ
γq(ν̂q(t̂pilot))1/q
. (36)
Next, we use ρ̂q to estimate the optimal constant c
?(ρ¯q) with c
?(ρ̂q), as defined in line (33). Finally, we
obtain an optimal choice of t using
t̂opt :=
c?(ρ̂q)
γq(ν̂q(t̂pilot))1/q
. (37)
The consistency of ρ̂q and t̂opt is stated as a proposition in Section 4.
11An alternative solution is to simply avoid q = 2 and estimate sq(x) for some q close to 2.
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Constructing the pilot value. In choosing a pilot value for t, there are two obstacles to consider. First,
we must choose t̂pilot so that the limit (35) holds for some constant c0. Second, we must ensure that the
value c0 is not a singularity of the function v(·, ρ¯q), i.e. c0 6= 0 and ϕ0(ρ¯qc0) 6= 0, for otherwise the variance
of ν̂q(t̂pilot) may diverge as (nq, p) → ∞. To handle the first item, consider the median absolute deviation
statistic
m̂q := median(|y1|, . . . , |ynq |), (38)
which is a coarse-grained, yet robust, estimate of γq‖x‖q. (The drawback of m̂q is that it does not deconvolve
the effects of noise in estimating γq‖x‖q.) If we define
t̂initial := 1/m̂q, (39)
then a straightforward argument (see the proof of Proposition 3 in Section 4) shows there is a finite constant
c1 > 0 such that as (nq, p)→∞,
t̂initialγq‖x‖q →P c1. (40)
Now, only a slight modification of t̂initial is needed so that the limiting constant c1 avoids the singularities
of vq(·, ρ¯q). Since every characteristic function is continuous and satisfies ϕ0(0) = 1, we may find a number
η0 > 0 such that ϕ0(η) >
1
2 for all η ∈ [0, η0]. The value 12 has no special importance. Using t̂initial, we define
t̂pilot := t̂initial ∧ η0σ ,
where a ∧ b = min{a, b}. Combining the limit (40) with assumption A3, it follows that t̂pilotγq‖x‖q →P c0
for some finite constant c0 > 0, since
t̂pilotγq‖x‖q = (t̂initialγq‖x‖q) ∧
(
η0
γq‖x‖q
σ
)
(41)
= c1 ∧ ( η0ρ¯q ) + oP (1) (42)
=: c0 + oP (1). (43)
Furthermore, it is clear that c0 is not a singularity of v(·, ρ¯q), since c0 is positive, and
ϕ0(ρ¯qc0) = ϕ0
(
(ρ¯qc1) ∧ η0
)
> 12 ,
due to the choice of η0. This completes the description of t̂pilot.
3.4 Algorithm for estimating ‖x‖qq and sq(x)
We now summarize our method by giving a line-by-line algorithm for computing the adaptive estimator
ν̂q(t̂opt) of the parameter ‖x‖qq. As described earlier, an estimate for sq(x) is obtained by combining norm
estimates ν̂1 and ν̂q. When estimating sq(x) for q ∈ (0, 2] and q 6= 1, we assume that two sets of measurements
(of sizes n1 and nq) from the model (M) are available, i.e.
yi = 〈ai, x〉+ σi, with ai i.i.d.∼ stableq(γq)⊗p, for i = 1, . . . , nq, (44)
yi = 〈ai, x〉+ σi, with ai i.i.d.∼ stable1(γ1)⊗p, for i = nq + 1, . . . , nq + n1. (45)
Once the estimators ν̂q(t̂opt) and ν̂1(t̂opt) have been computed with their respective values of t̂opt, the
estimator ŝq(x) is obtained as
ŝq(x) :=
(
ν̂q(t̂opt)
) 1
1−q(
ν̂1(t̂opt)
) q
1−q
. (46)
The algorithm to compute ν̂q(t̂opt) is given below.
Algorithm (Estimation procedure for ‖x‖qq, for q ∈ (0, 2]).
Input: • observations yi generated with i.i.d. measurement vectors ai ∼ stableq(γq)⊗p, for i = 1, . . . , nq
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• measurement intensity γq
• noise level σ
• noise characteristic function ϕ0
• threshold εq defined in Lemma 2
1. compute t̂initial := 1/m̂q where m̂q := median(|y1|, . . . , |ynq |)
2. find η0 > 0 such that ϕ0(η) >
1
2 for all η ∈ [0, η0]
3. compute t̂pilot := t̂initial ∧ η0σ ,
4. compute ρ̂q :=
σ
γq(ν̂q(t̂pilot))1/q
5. compute c?(ρ̂q) ∈ argminc≥εq v˜q(c, ρ̂q).
6. compute t̂opt :=
c?(ρ̂q)
γq(ν̂q(t̂pilot))1/q
7. return ν̂q(t̂opt)
4 Main results for estimators and confidence intervals
In this section, we first show in Proposition 3 that the procedure for selecting the t̂pilot leads to consistent
estimates of the parameters ‖x‖qq, and ρ¯q. Next, we show that the optimal constant c?(ρ¯q) and optimal
variance v(c?(ρ¯q), ρ¯q) are also consistently estimated. These estimators then lead to adaptive confidences
intervals for ‖x‖qq and sq(x), described in Theorem 3 and Corollary 1.
4.1 Consistency results
Proposition 3 (Consistency of the pilot estimator). Let q ∈ (0, 2] and assume that the measurement
model (M) and A3 hold. Then as (nq, p)→∞,
ν̂q(t̂pilot)
‖x‖qq −→P 1 (47)
and
ρ̂q −→P ρ¯q. (48)
Remarks. We now turn our attention from the pilot value t̂pilot to the optimal value t̂opt. In order to
construct t̂opt, our method relies on the M -estimator c
?(ρ̂q) ∈ argminc≥εqvq(c, ρ̂q), where c?(·) is defined in
line (33). Consistency proofs for M -estimators typically require that the objective function has a unique
optimizer, and our situation is no exception. Note that we do not need to assume that a minimizer exists,
since this is guaranteed by Lemma 2.
A4. The function vq(·, ρ¯q) has at most one minimizer in [εq,∞), where εq is defined in Lemma 2.
In an approximate sense, this assumption can be checked empirically by simply plotting the function
vq(·, ρ̂q). In Section E of the Appendix, we verify the assumption analytically in the case of stableq noise.
Based on our graphical inspection, the assumption appears to hold for a variety of natural parametric noise
distributions (e.g. Laplace, uniform[−1, 1], and the t distribution). However, outside of special cases, analytic
verification seems to be difficult, and even the stable case is somewhat involved.
Proposition 4 (Consistency of c?(ρ̂q)). Let q ∈ (0, 2] and assume that the measurement model (M) holds,
as well as assumptions A3, and A4. Then, as (nq, p)→∞,
c?(ρ̂q) −→P c?(ρ¯q). (49)
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Furthermore,
t̂optγq‖x‖q −→P c?(ρ¯q), (50)
and
vq(c
?(ρ̂q), ρ̂q) −→P vq(c?(ρ¯q), ρ¯q). (51)
Remarks. This result is proved in Section C of the Appendix.
4.2 Confidence intervals for ‖x‖qq and sq(x)
In this subsection, we assemble the work in Proposition 4 with Theorem 2 to obtain confidence intervals
for ‖x‖qq and sq(x). In the next two results, we will use z1−α to denote the 1 − α quantile of the standard
normal distribution, i.e. Φ(z1−α) = 1−α. To allow our result to be applied to both one-sided and two-sided
intervals, we state our result in terms of two possibly distinct quantiles z1−α and z1−α′ .
Theorem 3 (Confidence interval for ‖x‖qq). Let q ∈ (0, 2] and define the estimated variance
ω̂q := vq(c
?(ρ̂q), ρ̂q). (52)
Assume that the measurement model (M) holds, as well as assumptions A3, and A4. Then as (nq, p)→∞,
√
nq√
ω̂q
(
ν̂q(t̂opt)
‖x‖qq − 1
)
w−−→ N(0, 1), (53)
and consequently for any fixed α, α′ ∈ [0, 12 ],
P
[(
1−
√
ω̂qz1−α√
nq
)
· ν̂q(t̂opt) ≤ ‖x‖qq ≤
(
1 +
√
ω̂qz1−α′√
nq
)
· ν̂q(t̂opt)
]
→ 1− α− α′. (54)
Remarks. This result follows by combining Theorem 2 with Proposition 4. We note that if the limit (53)
is used directly to obtain a confidence interval for ‖x‖qq, the resulting formulas are somewhat cumber-
some. Instead, a simpler confidence interval (given in line (54)) is obtained using a CLT for the reciprocal
‖x‖qq/ν̂q(t̂opt), via the delta method. For a one-sided interval with the right endpoint being +∞, we set
α′ = 0, and similarly, we set α = 0 in the opposite case.
As a corollary of Theorem 3, we obtain a CLT and a confidence interval for ŝq(x) by combining the
estimators ν̂q(t̂opt) and ν̂1(t̂opt). Since each of the norm estimators rely on measurement sets of sizes nq
and n1, we make the following simple scaling assumption, which enforces the idea that each set should be
non-negligible with respect to the other.
A5. For each q ∈ (0, 2] \ {1}, there is a constant p¯iq ∈ (0, 1), such that as (n1, nq, p)→∞,
nq
n1+nq
= p¯iq + o(n
−1/2
q ). (55)
Corollary 1 (Confidence interval for sq(x)). Assume q ∈ (0, 2] \ {1}, and that the conditions of Theo-
rem 3 hold, as well as assumption A5. Also assume ŝq(x) is constructed from independent sets of measure-
ments (44) and (45). Letting ω̂q be as in Theorem 3, define the quantities
piq := nq/(n1 + nq) and ϑ̂q :=
ω̂q
piq
( 11−q )
2 + ω̂11−piq (
q
1−q )
2.
Then as (n1, nq, p)→∞, √
n1+nq√
ϑ̂q
(
ŝq(x)
sq(x)
− 1
)
w−−→ N(0, 1), (56)
and consequently for any fixed α, α′ ∈ [0, 12 ],
P
[(
1−
√
ϑ̂qz1−α√
n1+nq
)
· ŝq(x) ≤ sq(x) ≤
(
1 +
√
ϑ̂qz1−α′√
n1+nq
)
· ŝq(x)
]
→ 1− α− α′. (57)
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Remarks. As in Theorem 3, we chose to present a simpler formula for the confidence interval in line (57)
by using a CLT for the reciprocal sq(x)/ŝq(x).
5 Applications of confidence intervals for ‖x‖qq and sq(x)
In this section, we give some illustrative applications of our results for ‖̂x‖qq and ŝq(x). First, we describe
how the assumption of sparsity may be checked in a hypothesis testing framework. Second, we consider the
problem of choosing the regularization parameter for the Lasso and Elastic Net algorithms (in primal form).
5.1 Testing the hypothesis of sparsity
In the context of hypothesis testing, the null hypothesis is typically viewed as a “straw man” that the
practitioner would like to reject in favor of the “more desirable” alternative hypothesis. Hence, for the
purpose of verifying the assumption of sparsity, it is natural for the null hypothesis to correspond to a
non-sparse signal. More specifically, if 1 < κ ≤ p is a given reference value of sparsity, then we consider the
testing problem
H0 : sq(x) ≥ κ versus H1 : 1 ≤ sq(x) < κ. (58)
To construct a test statistic, we use the well-known duality between confidence intervals and hypothesis
tests [LR05]. Consider a one-sided confidence interval for sq(x) of the form (−∞, ûα], with asymptotic
coverage probability P(sq(x) ≤ ûα) = 1 − α + o(1). Clearly, if H0 holds, then this one-sided interval must
also contain κ with probability at least 1− α+ o(1). Said differently, this means that under H0, the chance
that (−∞, ûα] fails to contain κ is at most α+ o(1). Likewise, one may consider the test statistic
T := 1
{
ûα < κ
}
,
and reject H0 iff T = 1, which gives an asymptotically valid level-α testing procedure. Now, by Corollary 1,
if we choose
ûα := (1 +
ϑ̂qz1−α√
n1+nq
)
ŝq(x),
then the interval (−∞, ûα] has asymptotic coverage probability 1−α. The reasoning just given ensures that
the false alarm rate is asymptotically bounded by α as (n1, nq, p)→∞. Namely,
PH0(T = 1) ≤ α+ o(1).
It is also possible to derive the asymptotic power function of the test statistic. Let ϑ̂q be as defined in Corol-
lary 1, and note that this variable converges in probability to a positive constant, say ϑq (by Proposition 4).
Then, as (n1, nq, p)→∞, the asymptotic power satisfies
PH1(T = 1) = Φ
(√
n1+nq
ϑq
(
κ
sq(x)
− 1
)
− z1−α
)
+ o(1). (59)
The details of obtaining this limit are straightforward, and hence omitted. Note that as sq(x) becomes
close to the reference value κ (i.e. the detection boundary), the power approaches that of random guessing,
Φ(−z1−α) = α, as we would expect.
5.2 Tuning the Lasso and Elastic Net in primal form
In primal form, the Lasso algorithm can be expressed as
minimize
v∈Rp
‖y −Av‖22
subject to v ∈ B1(r),
(60)
where B1(r) := {v ∈ Rp : ‖v‖1 ≤ r} is the `1 ball of radius r ≥ 0, and r is viewed as the regularization
parameter. (Note that the matrix A here may be different from the measurement matrix we use to estimate
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sq(x).) If x denotes the true signal, then B1(‖x‖1) is the smallest such set for which the true signal is
feasible. Hence, one would expect r = ‖x‖1 to be an ideal choice of the tuning parameter. In fact, the recent
paper [Cha14] shows that this intuition is correct in a precise sense by quantifying how the mean-squared
prediction error of the Lasso deteriorates when the tuning parameter differs from ‖x‖1.
When using a data-dependent tuning parameter r̂, it is of interest to have some guarantee that the true
signal is likely to lie in the (random) set B1(r̂ ). Our one-sided confidence interval for ‖x‖1 precisely solves
this problem. More specifically, under the assumptions of Theorem 3, if we choose α = 0, and α′ ∈ [0, 12 ],
then under the choice
r̂ :=
(
1 +
√
ω̂1z1−α′√
n1
)
· ν̂1(t̂opt), (61)
we have as (n1, p)→∞
P
(
x ∈ B1(r̂)
)→ 1− α′. (62)
In fact, this idea can be extended further by adding extra `q norm constraints. A natural example is a primal
form of the well known Elastic Net algorithm [ZH05], which constrains both the `1 and `2 norms, leading to
the convex program
minimize
v∈Rp
‖y −Av‖22
subject to v ∈ B1(r)
v ∈ B2(%)
(63)
for some parameters r, % ≥ 0. Here, B2 is defined in the same way as B1. Again, under the assumptions of
Theorem 3, if for some α′ ∈ [0, 12 ] we put
%̂ :=
(
1 +
√
ω̂2z1−α√
n2
)
· ν̂2(t̂opt), (64)
and if independent measurement sets of size n1 and n2 used to construct r̂ and %̂, then as (n1, n2, p)→∞,
P
(
x ∈ B1(r̂) ∩ B2(%̂)
)
→ (1− α′)2. (65)
The same reasoning applies to any other combination of `q norms for q ∈ (0, 2].
6 Deterministic measurement matrices
The problem of constructing deterministic matrices A with good recovery properties (e.g. RIP-k or NSP-
k) has been a longstanding open direction within CS [FR13, see Sections 1.3 and 6.1] [DeV07]. Since our
procedure in Section 3.3 selects A at random, it is natural to ask if randomization is essential to the estimation
of unknown sparsity. In this section, we show that estimating sq(x) with a deterministic matrix A leads to
results that are inherently different from our randomized procedure.
At an informal level, the difference between random and deterministic matrices makes sense if we think
of the estimation problem as a game between nature and a statistician. Namely, the statistician first chooses
a matrix A ∈ Rn×p and an estimation rule δ : Rn → R. (The function δ takes y ∈ Rn as input and returns
an estimate of sq(x).) In turn, nature chooses a signal x ∈ Rp, with the goal of maximizing the statistician’s
error. When the statistician chooses A deterministically, nature has the freedom to adversarially select an x
that is ill-suited to the fixed matrix A. By contrast, if the statistician draws A at random, then nature does
not know what value A will take, and therefore has less knowledge to choose a “bad” signal.
In the case of random measurements, Corollary 1 implies that our particular estimation rule ŝq(x) can
achieve a relative error |ŝq(x)/sq(x)− 1| on the order of 1/√n1 + nq with high probability for any non-
zero x. Our aim is now to show that for any set of noiseless deterministic measurements, all estimation
rules δ : Rn → R have a worst-case relative error |δ(Ax)/s2(x) − 1| that is much larger than 1/√n1 + nq.
Specifically, when q ∈ [0, 2], we give a lower bound that is of order (1− np )2, which means that in the worst
case, sq(x) cannot be estimated consistently in relative error when n  p. (The same conclusion holds for
q ∈ (2,∞] up to a factor of √log(2p).) More informally, this means that there is always a choice of x that
can defeat a deterministic procedure, whereas the randomized estimator ŝq(x) is likely to succeed under any
choice of x.
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In stating the following result, we note that it involves no randomness whatsoever — since we assume
here that the observed measurements y = Ax are noiseless and obtained from a deterministic matrix A.
Furthermore, the bounds are non-asymptotic.
Theorem 4. Suppose n < p, and q ∈ [0, 2]. Then, the minimax relative error for estimating sq(x) from
noiseless deterministic measurements y = Ax satisfies
inf
A∈Rn×p
inf
δ:Rn→R
sup
x∈Rp\{0}
∣∣∣ δ(Ax)sq(x) − 1∣∣∣ ≥ 12pie(1− np )2 − 12p .
Alternatively, if q ∈ (2,∞], then
inf
A∈Rn×p
inf
δ:Rn→R
sup
x∈Rp\{0}
∣∣∣ δ(Ax)sq(x) − 1∣∣∣ ≥ 1√2pie · 1−(n/p)1+√16 log(2p) − 12p .
Remarks. The proof of this result is based on the classical technique of a two-point prior. In essence, the
idea is that for any choice of A, it is possible to find two signals x˜ and x◦ that are indistinguishable with
respect to A, i.e.
Ax˜ = Ax◦, (66)
and yet have very different sparsity levels,
sq(x
◦) sq(x˜). (67)
Due to the relation (66), the statistician has no way of knowing whether x˜ or x◦ has been selected by nature,
and if nature chooses x◦ and x˜ with equal probability, then it is impossible for the statistician to improve
upon the trivial estimator 12sq(x˜) +
1
2sq(x
◦) that does not even make use of the data. Furthermore, since
sq(x
◦)  sq(x˜), it follows that the trivial estimator has a large relative error – implying that the minimax
relative error is also large. (A formal version of this argument is given in Section D of the Appendix.)
To implement the approach of a two-point prior, the main challenge is to show that for any choice of
A ∈ Rn×p, two vectors satisfying (66) and (67) can actually be found. This is the content of the following
lemma.
Lemma 3. Let A ∈ Rn×p be an arbitrary matrix with n < p, and let x◦ ∈ Rp be an arbitrary signal. Then,
for each q ∈ [0, 2], there exists a non-zero vector x˜ ∈ Rp satisfying Ax˜ = Ax◦ and
sq(x˜) ≥ 1pie · (1− np )2 · p. (68)
Also, for q ∈ (2,∞], there is a non-zero vector x¯ satisfying Ax¯ = Ax◦ and
sq(x¯) ≥
√
2
pie (p− n)
1 +
√
16 log(2p)
. (69)
Remarks. Although it might seem intuitively obvious that every affine subspace contains a non-sparse
vector, the technical substance of the result lies in the fact that the bounds hold uniformly over all matrices
A ∈ Rn×p. This uniformity is necessary when taking the infimum over all A ∈ Rn×p in Theorem 4.
Furthermore, the order of magnitude of the bounds for q ∈ [0, 2] is unimprovable when n p, since sq(x) ≤ p.
Similarly, the bound for q ∈ (2,∞] is optimal up to a logarithmic factor. Our proof in Appendix D uses the
probabilistic method to show that the desired vectors x˜ and x¯ exist. Namely, we put a distribution on the
set of vectors v satisfying Ax = Av, and then show that the stated bounds hold with positive probability.
7 Simulations
In this section, we describe two sets of simulations that validate our theoretical results, and demonstrate
the effectiveness of our estimation method. The first set of simulations, discussed in Section 7.1 looks at the
expected relative error E| ŝ2(x)s2(x) − 1| and how it is affected by the dimension p, the sparsity level s2(x), and
the noise-to-signal ratio ρ2. The second set of simulations, discussed in Section 7.2 examines the quality of
the normal approximation
√
n1+n2√
ϑ̂2
( ŝ2(x)s2(x) − 1)
w−−→ N(0, 1) given in Corollary 1.
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Figure 2: The three plots show that as a function of the number of measurements, the relative error E| ŝ2(x)s2(x)−1|
has no observable dependence on p or s2(x). Also, the dependence on the noise-to-signal ratio ρ2 is mild.
The parameter τ(x) refers to the decay exponent of the signal entries xi = c · i−τ(x), with c chosen so that
‖x‖2 = 1. The conditions of the experiments are described in the main text.
7.1 Error dependence on dimension, sparsity, and noise
Design of simulations. When estimating s2(x), our proposed method requires a set of n1 Cauchy mea-
surements, and a set of n2 Gaussian measurements. In each of the three plots in Figure 2, we considered a
sequence of pairs (n1, n2) = (50, 50), (100, 100), (150, 150), . . . , (500, 500). For a fixed pair (n1, n2), we gen-
erated 500 independent vectors of Cauchy measurements y(1) ∈ Rn1 and Gaussian measurements y(2) ∈ Rn2
according to
y(1) = A(1)x+ σ(1) (70)
y(2) = A(2)x+ σ(2) (71)
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where the entries of A(1) ∈ Rn1×p are i.i.d. stable1(1) (Cauchy) variables, and the entries of A(2) ∈ Rn2×p
are i.i.d. stable2(1) (Gaussian) variables. In all three plots, the noise vectors 
(1) and (2) were generated
with i.i.d. entries from a centered t-distribution on 2 degrees of freedom. (We selected this distribution since
it has infinite variance and therefore reveals the robustness of our method to heavy-tailed noise.)
Applying our estimation method to each pair (y(1), y(2)) produced 500 realizations of ŝ2(x) for each
(n1, n2). We then averaged the quantity | ŝ2(x)s2(x)−1| over the 500 realizations as an approximation of E|
ŝ2(x)
s2(x)
−1|.
The sample average is plotted in the colors red, blue, green, and orange as a function of (n1 +n2), depending
on the choices of p, s2(x), or ρ2 stated in the legend. Further details for parameter settings are given below.
Qualitative comments. There are three high-level conclusions to take away from Figure 2. The first is
that the black theoretical curves agree well with the colored empirical curves. Second, the average relative
error E| ŝ2(x)s2(x) − 1| has no observable dependence on p or s2(x) (when ρ2 is held fixed), as would be expected
from Corollary 1. Third, the dependence on the noise-to-signal ratio is mild. (Note that the theory does
predict that the relative error for ρ2 = 0.5 will be somewhat larger than in the noiseless case with ρ2 = 0.)
In all three plots, the theoretical curves were computed in the following way. From Corollary 1 we have
the approximation | ŝ2(x)s2(x) − 1| ≈
√
ϑ2√
n1+n2
|Z| where Z is a standard Gaussian random variable, and ϑ2 is the
limit of ϑ̂2 that results from Corollary 1 and Proposition 4. Since E|Z| =
√
2/pi, the theoretical curves are
simply
√
2
piϑ2√
n1+n2
. Note that ϑ2 depends only on ρ2, and does not depend on s2(x) or p, which explains why
there is only one theoretical curve in the top two plots.
Parameter settings. In all three plots, the signal x ∈ Rp was chosen to have entries decaying according
to xi = c · i−τ(x) with c chosen so that ‖x‖2 = 1. The dimension p was set to 10,000 in all cases, except
as indicated in the top left plot, where p = 10, 102, 103, 104. The decay exponent τ(x) was set to 1 in all
cases, except in the top right plot where τ(x) = 2, 1, 1/2, 1/10 in order to give a variety of sparsity levels,
as indicated in the legend. With regard to the generation of measurements, the energy level was set to
γ1 = γ2 = 1 in all cases, which gives ρ2 = σ/γ2‖x‖2 = σ in all cases. In turn, we set ρ2 = σ = 1/4 in
all cases, except as indicated in the bottom plot where ρ2 = σ = 0, 0.1, 0.3, 0.5. Lastly, our algorithm for
computing ŝ2(x) involves a choice of two input parameters η0 and ε2 (see Section 3.4). In all cases, we set
η0 = 0.3 and ε2 = 0.3. The performance of ŝ2(x) did not seem to change much under different choices,
except when ε2 was chosen to be much smaller than the stated value.
7.2 Normal approximation
Design of simulations. Under four different conditions, we generated 3000 instances of the measure-
ment scheme given in lines (70) and (71). Hence, each of the four conditions resulted in 3000 sam-
ples of the standardized statistic
√
n1+n2√
ϑ̂q
( ŝ2(x)
s2(x)
− 1). The four different conditions correspond to setting
(n1, n2) = (500, 500), (1000, 1000), or choosing the entries of the noise vectors 
(1), (2) to be i.i.d. t-
distributed (centered), with either 2 or 20 degrees of freedom. (Note that noise with 2 degrees of freedom
has infinite variance, while noise with 20 degrees of freedom has finite variance.) Further details on parameter
settings are given below.
In each of the four conditions, we plotted a histogram from the 3000 samples of the standardized statistic
using the Freedman-Diaconis rule for bin widths (R command hist(..., breaks="FD")). The default R
kernel density estimate is plotted with a red dashed curve in each case, and the solid blue curve is the
standard normal density.
Qualitative comments. Figure 3 illustrates that the CLT
√
n1+n2√
ϑ̂2
( ŝ2(x)s2(x) − 1)
w−−→ N(0, 1) is able to
tolerate two challenging issues: the first being that the tuning parameter t̂opt is selected in a data-dependent
way in all four plots, and the second being that the noise distribution has infinite variance in the top two
plots. When comparing the quality of the normal approximation between the four plots, the results of
the simulations are intuitive. Namely, increasing the number of measurements (n1 + n2), and increasing
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Figure 3: The solid blue curve is the standard normal density in all four plots. The histograms were generated
from 3000 realizations of the standardized statistic
√
n1+n2√
ϑ̂q
( ŝ2(x)
s2(x)
−1) under four conditions — depending on
the number of measurements (n1 + n2) and the tails of the noise distribution. The dashed red curve is the
default R kernel density estimate obtained from the same sets of samples. Notably, the normal approximation
gives sensible results in the top two plots, even when the noise is t-distributed (centered) with 2 degrees of
freedom (which has infinite variance). As would be expected, increasing the number of measurements and
giving the noise distribution a finite variance lead to some improvement.
the number of moments of the noise distribution both lead to improvement of the normal approximation
(especially in the left tail and center of the standardized statistic’s distribution).
Parameter settings. The parameter settings used in the simulations for Figure 3 are largely the same as
those used for Figure 2. The signal x ∈ Rp was constructed as xi = c · i−1 with c chosen so that ‖x‖2 = 1 in
all cases. Also, in all four cases, we set p = 10000, γ1 = γ2 = 1, and σ = 0.1. The parameter settings used
for η0 = ε2 = 0.3 were also the same as in the case of Figure 2.
24
8 Appendix
A Proofs for Section 2
A.1 Proposition 1
Proof. Define the positive number t := nlog( pen )
, and choose T = dte in Theorem 1. We first verify that
T log(peT ) ≤ 3n for every n. Observe that
T log(peT ) ≤ (t+ 1) log(pet )
= nlog( pen )
log
(
pe
n · log(pen )
)
+ log
(
pe
n · log(pen )
)
.
(72)
Let r = p/n and recall that we assume n ≤ p. Simple calculus shows that for all r ≥ 1, the quantity
log
(
re · log(re)) is at most 1.4 log(re), and so
T log(peT ) ≤ nlog( pen ) · 1.4 log(
pe
n ) + 1.4 log(
pe
n )
≤ 1.4n+ 1.4n
≤ 3n
(73)
with the second step following from the assumption log(pen ) ≤ n. Consequently, the condition (13) of
Theorem 1 is satisfied for every n under this choice of T , and we conclude that there is an absolute constant
c1 > 0 such that the bound (14) holds with probability at least 1 − 2 exp(−c1n). To finish the argument,
observe that
1√
T
‖x− x|T ‖1 ≤ 1√t‖x‖1 = 1√n
√
‖x‖21 log(pen ). (74)
Dividing the inequality (14) through by ‖x‖2 leads to
‖x−x̂‖2
‖x‖2 ≤ c2 σ0‖x‖2 + c3√n
√
‖x‖21
‖x‖22 log(
pe
n ),
and the proof is complete.
A.2 Proposition 2
Proof. Let B1(1) ⊂ Rp be the `1 ball of radius 1, and let R : Rn → Rp be a homogeneous recovery algorithm.
Also define the number η := 12c1
√
log(pe/n)
n where c1 > 0 is an absolute constant to be defined below. Clearly,
for any such η, we can find a point x˜ ∈ B1(1) satisfying
‖x˜−R(Ax˜)‖2 ≥ sup
x∈B1(1)
‖x−R(Ax)‖2 − η. (75)
Furthermore, we may choose such a point x˜ to satisfy ‖x˜‖1 = 1. (Note that if ‖x˜‖1 < 1, then we can use the
homogeneity of R to replace x˜ with the `1 unit vector x˜/‖x˜‖1 ∈ B1(1) and obtain an even larger value on
the left side.) The next step of the argument is to further lower bound the right side in terms of minimax
error, leading to
‖x˜−R(Ax˜)‖2 ≥ inf
A∈Rn×p
inf
R:Rn→Rp
sup
x∈B1(1)
‖x−R(Ax)‖2 − η, (76)
where the infima are over all sensing matrices A and all recovery algorithms R (possibly non-homogenous).
It is known from the theory of Gelfand widths that there is an absolute constant c1 > 0, such that the
minimax `2 error over B1(1) is lower-bounded by
inf
A∈Rn×p
inf
R:Rn→Rp
sup
x∈B1(1)
‖x−R(Ax)‖2 ≥ c1
√
log(pe/n)
n . (77)
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(See [Can06, Section 3.5], as well as [Kas77] [GG84].) Using our choice of η, as well as the fact that ‖x˜‖1 = 1,
we obtain
‖x˜−R(Ax˜)‖2 ≥ 12c1
√
‖x˜‖21·log(pe/n)
n . (78)
Dividing both sides by ‖x˜‖2 completes the proof.
B Proofs for Section 3
B.1 Theorem 2 – Uniform CLT for `q norm estimator
The proof of Theorem 2 consists of two parts. First, we prove a uniform CLT for a re-scaled version of Ψ̂n(t),
which is given below in Lemma 4. Second, we extend this limit to the statistic ν̂q(t) by way of the functional
delta method, which is described at the end of the section.
Remark on the subscript of nq. For ease of notation, we will generally drop the subscript from nq in
the remainder of the appendix, as it will not cause confusion.
Weak convergence of the empirical characteristic function. To introduce a few pieces of notation,
let c ∈ [−b, b] for some fixed b > 0, and define the re-scaled empirical characteristic function,
ψ̂n(c) :=
1
n
n∑
i=1
e
√−1 cyi
γq‖x‖q , (79)
which is obtained from the re-scaled observations yiγ‖x‖q
d
= Si + ρqi, where Si ∼ stableq(1), and i ∼ F0.
The relation between Ψ̂n and ψ̂n is given by
Ψ̂n(t) = ψ̂n(γqt‖x‖q). (80)
The re-scaled population characteristic function is
ψn(c) := exp(−|c|q)ϕ0(ρqc), (81)
which converges to the function
ψ(c) := exp(−|c|q)ϕ0(ρ¯qc), (82)
as ρq → ρ¯q. Lastly, define the normalized process
χn(c) :=
√
n
(
ψ̂n(c)− ψ(c)
)
, (83)
and let C ([−b, b];C) be the space of continuous complex-valued functions on [−b, b] equipped with the sup-
norm.
Lemma 4. Fix any b > 0. Under the assumptions of Theorem 2, the random function χn satisfies the limit
χn(c)
w−→ χ∞(c) in C ([−b, b];C), (84)
where χ∞ is a centered Gaussian process whose marginals satisfy Re(χ∞(c)) ∼ N(0, ω(c, ρ¯q)), and
ω(c, ρ¯q) =
1
2 +
1
2 exp(−2q|c|q)ϕ0(2ρ¯qc)− exp(−2|c|q)ϕ20(ρ¯qc). (85)
Proof. It is important to notice that ψ̂n(c) is not the empirical characteristic function associated with n
samples from the distribution of ψ (since ρq 6= ρ¯q). The more natural process to work with is
χ˜n(c) :=
√
n
(
ψ˜n(c)− ψ(c)
)
, (86)
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where ψ˜n(c) =
1
n
∑n
i=1 exp(
√−1cy◦i ) and y◦i = Si + ρ¯qi. (In other words, ψ˜n is the empirical characteristic
function associated with ψ.) As a first step in the proof, we show that the difference between χn and χ˜n is
negligible in a uniform sense, i.e.
sup
c∈[−b,b]
|χn(c)− χ˜n(c)| = o(1) a.s. (87)
To see this, observe that for c ∈ [−b, b],
|χn(c)− χ˜n(c)| =
√
n|ψ̂n(c)− ψ˜n(c)| (88)
= 1√
n
∣∣∣∑ni=1 e√−1c(Si+ρqi) − e√−1c(Si+ρ¯qi)∣∣∣ (89)
= 1√
n
∣∣∣∑ni=1 e√−1c(Si+ρqi)(1− e√−1c(ρ¯q−ρq)i)∣∣∣ (90)
≤ 1√
n
∑n
i=1
∣∣1− e√−1c(ρ¯q−ρq)i∣∣ (91)
≤ 1√
n
∑n
i=1 |c(ρ¯n − ρq)i| (92)
≤ √n|ρq − ρ¯q| · bn
∑n
i=1 |i|, (93)
where the last bound does not depend on c, and tends to 0 almost surely. Here we are using the assumption
that E|1| <∞ and assumption A3 that ρq = ρ¯q +o(1/
√
n). Now that line (87) has been verified, it remains
(by the functional version of Slutsky’s Lemma [vdVW96, p.32]) to prove
χ˜n
w−−→ χ∞ in C ([−b, b];C), (94)
and that the limiting process χ∞ has the stated variance formula. We first show that this limit holds, and
then derive the variance formula at the end of the proof. (Note that it is clear that the limiting process must
be Gaussian due to the finite-dimensional CLT.)
By a result of Marcus [Mar81, Theorem 1], it is known that the uniform CLT for empirical char-
acteristic functions (94) holds as long as the limiting process χ∞ has continuous sample paths (almost
surely).12 To show that the sample paths of χ∞ are continuous, we employ as sufficient condition derived
by Cso¨rgo [Cso¨81a]. Let Fq denote the distribution function of the random variable y
◦
i = Si + ρ¯qi described
earlier. Also let δ > 0 and define the function
g+δ (u) :=
{
log(|u|) · log(log(|u|))2+δ if |u| ≥ exp(1)
0 if |u| < exp(1). (95)
At line 1.17 of the paper [Cso¨81a], it is argued that if there is some δ > 0 such that∫ ∞
−∞
g+δ (|u|)dFq(u) <∞, (96)
then χ∞ has continuous sample paths. Next, note that for any δ, δ′ > 0, we have
g+δ (|u|) = O
(
|u|δ′
)
as |u| → ∞. (97)
Hence, χ∞ has continuous sample paths as long as Fq has a fractional moment. To see that this is true,
recall the basic fact that if Si ∼ stableq(1) then E[|Si|δ′ ] < ∞ for any δ′ ∈ (0, q). Also, our deconvolution
model assumes E[|i|] < ∞, and so it follows that for any q ∈ (0, 2], the distribution Fq has a fractional
moment, which proves the limit (94).13
Finally, we compute the variance of the marginal distributions Re(χ∞(c)). By the ordinary central limit
theorem, we only need to calculate the variance of Re(exp(
√−1y◦1). The first moment is given by
E[Re(exp(
√−1cy◦1)] = ReE[exp(
√−1cy◦1)] = exp(−|c|q)ϕ0(ρ¯qc).
12The paper [Mar81] only states the result when b = 1/2, but it holds for any b > 0. See the paper [Cso¨81b, Theorem 3.1].
13Here we use the inequality E[|U + V |a∧1] ≤ E[|U |a∧1] + E[|V |a∧1] for generic random variables U and V , and any a > 0.
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The second moment is given by
E[(Re(exp(
√−1cy◦1))2] = E[cos2(cy◦1)] (98)
= E[ 12 +
1
2 cos(2cy
◦
1)] (99)
= 12 +
1
2ReE[exp(
√−1 · 2cy◦1)] (100)
= 12 +
1
2 exp(−2q|c|q)ϕ0(2ρ¯qc). (101)
This completes the proof of Lemma 4.
Applying the functional delta method. We now complete the proof of Theorem 2 by applying the
functional delta method to Lemma 4 (with a suitable map φ to be defined below). In the following, C (I)
denotes the space of continuous real-valued functions on an interval I, equipped with the sup-norm.
Proof of Theorem 2. Since ϕ0(ρ¯qc0) 6= 0, and the roots of ϕ0 are assumed to be isolated, there is some
δ0 ∈ (0, c0) such that over the interval c ∈ I := [c0 − δ0, c0 + δ0], the value ϕ0(ρ¯qc) is bounded away from 0.
Define the function f0 ∈ C (I) by
f0(c) = exp(−|c|q),
and let N (f0; ε) ⊂ C (I) be a fixed ε-neighborhood of f0 in the sup-norm, such that all functions in the
neighborhood are bounded away from 0. Consider the map φ : C (I)→ C (I) defined according to
φ(f)(c) =
 −
1
|c|q log(f(c)) if f ∈ N (f0; ε)
1I(c) if f 6∈ N (f0; ε),
(102)
where 1I is the indicator function of the interval I. The importance of φ is that it can be related to ν̂q(t̂)/‖x‖qq
in the following way. First, let ĉ = t̂γq‖x‖q and observe that the definition of ψ̂n gives
√
n
( ν̂q(t̂)
‖x‖qq − 1
)
=
√
n
(
− 1|ĉ|q Log+
(
Re
( ψ̂n(ĉ)
ϕ0(ρq ĉ)
))
+ 1|ĉ|q Log+
(
exp(−|ĉ|q))). (103)
Next, let Π(ĉ) be the point in the interval I that is nearest to ĉ,14 and define the quantities ∆n and ∆′n
according to
√
n
( ν̂q(t̂)
‖x‖qq − 1
)
=
√
n
(
− 1|Π(ĉ)|q Log+
(
Re
( ψ̂n(Π(ĉ))
ϕ0(ρqΠ(ĉ))
))
+ 1|Π(ĉ)|q Log+
(
exp(−|Π(ĉ)|q)))+ ∆n (104)
=
√
n
(
φ
(
Re
( ψ̂n(·)
ϕ0(ρq·)
))
(Π(ĉ))− φ(f0)(Π(ĉ)))+ ∆′n + ∆n. (105)
In words, ∆n is the difference that comes from replacing ĉ with Π(ĉ), and ∆
′
n is the difference that comes
from replacing terms of the form − 1|·|Log+(. . . ) with terms involving φ.
We now argue that both of the terms ∆n and ∆
′
n are asymptotically negligible. As a result, we will
complete the proof of Theorem 2 by showing that the first term in line (105) has the desired Gaussian limit
— which is the purpose of the functional delta method.
To see that ∆n →P 0, first recall that ĉ→P c0 ∈ I by assumption. Consequently, along any subsequence,
there is a further subsequence on which ĉ and Π(ĉ) eventually agree with probability 1. In turn, if gn is a
generic sequence of functions, then eventually gn(ĉ)− gn(Π(ĉ)) = 0 along subsequences (with probability 1).
Said differently, this means gn(ĉ)− gn(Π(ĉ))→P 0, and this implies ∆n →P 0 since ∆n can be expressed in
the form gn(ĉ)− gn(Π(ĉ)).
Next, to see that ∆′n →P 0, notice that as soon as ψ̂n(·)/ϕ0(ρq·) lies in the neighborhood N (f0; ε), it
follows from the definition of φ that ∆′n = 0. Also, this is guaranteed to happen with probability 1 for large
14The purpose of introducing Π(ĉ) is that it always lies in the interval I, and hence allows us to work entirely on I.
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enough n, because the function ψ̂n(·)/ϕ0(ρq·) converges uniformly to f0 on the interval I with probability
1.15 Hence, ∆′n → 0 almost surely, but we only need ∆′n = oP (1) in the remainder of the proof.
We have now taken care of most of the preparations needed to apply the functional delta method.
Multiplying the limit in Lemma 4 through by 1/ϕ0(ρq·) and using the functional version of Slutsky’s
Lemma [vdVW96, p.32], it follows that
√
n
(
Re
( ψ̂n(·)
ϕ0(ρq·)
)− exp(−| · |q)) w−−→ z˜(·) in C (I), (106)
where z˜(·) is a centered Gaussian process with continuous sample paths, and the marginals z˜(c) have variance
equal to
1
2
1
ϕ20(ρ¯qc)
+ 12 exp(−2q|c|q)ϕ0(2ρ¯qc)ϕ20(ρ¯qc) − exp(−2|c|
q). (107)
It is straightforward to verify that φ is Hadamard differentiable at f0 and the Hadamard derivative φ
′
f0
is
the linear map that multiplies by − exp |·|q|·|q . (See Lemmas 3.9.3 and 3.9.25 in [vdVW96].) Consequently, the
functional delta method [vdVW96, Theorem 3.9.4] applied to line (106) with the map φ gives
√
n
(
φ
(
Re
( ψ̂n(·)
ϕ0(ρq·)
))− φ( exp(−| · |q))) w−−−→ φ′f0(z˜)(·) in C (I) (108)
= − exp(|·|q)|·|q z˜(·) (109)
=: z(·). (110)
It is clear that z(·), defined in the previous line, is a centered Gaussian process on I, since z˜(·) is. Combining
lines (107) and (110) shows that the marginals z(c) are given by
z(c) ∼ N(0, v(c, ρ¯q)),
where
vq(c, ρ¯q) =
1
|c|2q
(
1
2
1
ϕ0(ρ¯qc)2
exp(2|c|q) + 12 ϕ0(2ρ¯qc)ϕ0(ρ¯qc)2 exp((2− 2q)|c|q)− 1
)
. (111)
The final step of the proof essentially involves plugging Π(ĉ) into the limit (108) and using Slutsky’s
Lemma. Since Π(ĉ) →P c0, and z(·) takes values in the separable space C (I) almost surely, the functional
version of Slutsky’s Lemma [vdVW96, p.32] gives the following convergence of pairs(√
n
(
φ
(
Re
( ψ̂n(·)
ϕ0(ρq·)
))− φ(f0)), Π(ĉ) ) w−−−→ (z(·), c0) in C (I)× I. (112)
To finish, note that the evaluation map C (I)×I → R defined by (f, c) 7→ f(c), is continuous. The continuous
mapping theorem [vdVW96, Theorem 1.3.6] then gives
√
n
(
φ
(
Re
( ψ̂n(·)
ϕ0(ρq·)
))
(Π(ĉ))− φ(f0)(Π(ĉ))) w−−−→ z(c0), (113)
which is the desired conclusion.
B.2 Lemma 2 – Extending the variance function
Proof. It is simple to verify that vq(·, ·) is continuous at any pair (c0, ρ0) for which c0 6= 0 and ϕ0(ρ0c0) 6= 0,
and hence v˜q inherits continuity at those pairs. To show that v˜q is continuous elsewhere, it is necessary to
handle two cases.
– First, we show that for any q ∈ (0, 2], if (c0, ρ0) is a pair such that ϕ0(ρ0c0) = 0 and c0 6= 0, then
vq(cj , ρj) → ∞ for any sequence satisfying (cj , ρj) → (c0, ρ0) with ϕ0(ρjcj) 6= 0 and cj 6= 0 for all j.
(Note that vq(·, ·) is defined in a deleted neighborhood of (c0, ρ0) due to the assumption that the roots
of ϕ0 are isolated.)
15The fact that ψ̂n(·) converges uniformly to ψ(·) on I with probability 1 follows essentially from the Glivenko-Cantelli
Theorem [Cso¨81a, Equation 1.2]. To see that 1/ϕ0(ρq ·) converges uniformly to 1/ϕ0(ρ¯q ·) on I as ρq → ρ¯q , note that since
E|1| <∞, the characteristic function ϕ0 is Lipschitz on any compact interval.
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– Second, we show that for any q ∈ (0, 2), if c0 = 0, then vq(cj , ρj) → ∞ for any sequence (cj , ρj) →
(0, ρ0), where ρ0 ≥ 0 is arbitrary, and cj > 0 for j > 0.
To handle the first case where c0 6= 0, we derive a lower bound on vq(c, ρ) for all q ∈ (0, 2] and all pairs
where vq is defined. Recall the formula
vq(c, ρ) =
1
|c|2q
(
1
2
1
ϕ0(ρc)2
exp(2|c|q) + 12 ϕ0(2ρ|c|)ϕ0(ρ|c|)2 exp((2− 2q)|c|q)− 1
)
. (114)
The lower bound is obtained by manipulating the factor 12
ϕ0(2ρc)
ϕ0(ρc)2
. Consider the following instance of Jensen’s
inequality, followed by a trigonometric identity,
ϕ0(ρc)
2 = (E[cos(ρc1)])2 (115)
≤ E[cos2(ρ1)] (116)
= 12 +
1
2E[cos(2ρc1)] (117)
= 12 +
1
2ϕ0(2ρc), (118)
which gives 12
ϕ0(2ρc)
ϕ0(ρ)2
≥ 1− 12 1ϕ0(ρc)2 . Letting κq := 2− 2q we have the lower bound
vq(c, ρ) ≥ 1|c|2q
(
1
2
1
ϕ0(ρ|c|)2
(
exp(2|c|q)− exp(κq|c|q)
)
+ exp(κq|c|q)− 1
)
, (119)
which holds for all (c, ρ) where vq(c, ρ) is defined. Since the quantity(
exp(2cq0)− exp(κqcq0)
)
is positive for all q ∈ (0, 2] and c0 6= 0, it follows that vq(cj , ρj)→∞ as ϕ0(ρjcj)→ ϕ0(ρ0c0) = 0.
Next, we consider the second case where (cj , ρj) → (c0, ρ0) with c0 = 0 and ρ0 ≥ 0. Due to the fact
that all characteristic functions satisfy |ϕ0| ≤ 1, and the fact that
(
exp(2|c|q)− exp(κq|c|q)
)
is positive when
c 6= 0, the previous lower bound gives
vq(c, ρ) ≥ 1|c|2q
(
1
2 exp(2|c|q) + 12 exp(κq|c|q)− 1
)
, (120)
which again holds for all (c, ρ) where vq is defined. Note that this bound does not depend on ρ. A simple
calculation involving L’Hospital’s rule shows that whenever q ∈ (0, 2), the lower bound tends to∞ as c→ 0+.
To finish the proof, we must show that for any ρ ≥ 0, the function vq(·, ρ) attains its minimum on the
set [εq,∞). This is simple because the lower bound (120) tends to ∞ as c→∞.
C Proofs for Section 4
C.1 Proposition 3 – consistency of pilot estimator.
Proof. We first show that there is a positive constant c1 such that t̂initialγq‖x‖q →P c1. Note that for each
i = 1, . . . , n, we have yiγq‖x‖q ∼ Si + σγq‖x‖q i, where the Si are i.i.d. samples from stableq(1). Let Fn denote
the distribution function of the random variable |S1 + σγq‖x‖q 1| and let Fn be the empirical distribution
function obtained from n samples from Fn. Then,
m̂q
γq‖x‖q =
1
γq‖x‖q ·median(|y1|, . . . , |yn|) (121)
= median( |y1|γq‖x‖q , . . . ,
|yn|
γq‖x‖q ) (122)
= median(Fn). (123)
Note also that Fn
w→ F , where F is the distribution function of the variable |S1 + ρ¯q1|. Consequently, it
follows from a standard that median(Fn)→P median(F ), and then
m̂q
γq‖x‖q −→P median(F ) =: 1/c1 > 0. (124)
(Note that it follows from Anderson’s Lemma [And55] that median(F ) ≥ median(|S1|), which is clearly
positive.) Altogether, we have verified that t̂initial = 1/m̂q satisfies t̂initialγq‖x‖q →P c1. Combining the
previous limit with line (41) and Theorem 2 then proves line (47), which in turn implies line (48).
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C.2 Proposition 4 – consistency of c?(ρ̂q).
Proof. As described in Section 3.1, we use ξ as a implicit index in our asymptotics, and recall that by
assumption A3, we have ρq = ρq(ξ) → ρ¯q as ξ → ∞. As a preliminary step, we will show c?(ρq(ξ)) is a
bounded sequence. Namely, we will show there is a fixed compact interval [εq, cmax] such that for all large ξ,
c?(ρq(ξ)) ∈ [εq, cmax]. (125)
To show this, let `q(c) denote the right hand side of the bound (120), which satisfies
`q(c) ≤ v˜q(c, ρ) (126)
for all q ∈ (0, 2], all ρ, and all c > 0. Also let v¯ be any number satisfying
v˜q(c
?(ρ¯q), ρ¯q) < v¯. (127)
Since v˜q(·, ·) is continuous, it follows that as ξ →∞,
v˜q(c
?(ρ¯q), ρq(ξ))→ v˜q(c?(ρ¯q), ρ¯q) (128)
and so line (127) forces us to conclude that
v˜q(c
?(ρ¯q), ρq(ξ)) < v¯ for large ξ. (129)
Now, since `q(c)→∞ as c→∞, and `q(·) is continuous away from 0, there must be a point cmax > 0 such
that
`q(cmax) = v¯, and (130)
`q(c) ≥ v¯ for all c ≥ cmax. (131)
This shows that c?(ρq(ξ)) cannot be greater than cmax when ξ is large, for otherwise (131) and (126) imply
v¯ ≤ `(c?(ρq(ξ))) (132)
≤ v(c?(ρq(ξ)), ρq(ξ)) (133)
≤ v(c?(ρ¯q(ξ)), ρq(ξ)) by definition of c?(·), (134)
contradicting line (129). Hence, line (125) is true.
Since we know that c?(ρq(ξ)) is a bounded sequence, we can show that c
?(ρq(ξ)) converges to c
?(ρ¯q)) if
all of its convergent subsequences do. Likewise, suppose there is some c˘ ∈ [εq, cmax], such that along some
subsequence ξj →∞,
c?(ρq(ξj))→ c˘ ∈ [εq, cmax]. (135)
We now argue that c˘ must be equal to c?(ρ¯q). Due to the continuity of v˜q(·, ·) and the limit (135), we have
v˜q(c˘, ρ¯q) = lim
j→∞
v˜q(c
?(ρq(ξj)), ρq(ξj)) (136)
≤ lim
j→∞
v˜q(c
?(ρ¯q), ρq(ξj)) by definition of c
?(·) (137)
= v˜q(c
?(ρ¯q), ρ¯q)) (138)
≤ v˜q(c˘, ρ¯q), (139)
which forces v˜q(c˘, ρ¯q) = v˜q(c
?(ρ¯q), ρ¯q), and the uniqueness assumption A4 gives c˘ = c
?(ρ¯q), as desired.
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D Proofs for Section 6
D.1 Proof of Lemma 3.
Proof of inequality (68). It is enough to prove the result for s2(x) since sq(x) ≥ s2(x) for all q ∈ [0, 2]. Let d
be the dimension of the null space of A, and let B ∈ Rp×d be a matrix whose columns are an orthonormal
basis for the null space of A. If x 6= 0, then define the scaled matrix B˜ := ‖x‖∞B. (If x = 0, the steps of
the proof can be repeated using B˜ = B.) Letting z ∈ Rd be a standard Gaussian vector, we will study the
random vector
x˜ := x+ B˜z,
which satisfies Ax = Ax˜ for all realizations of z. We begin the argument by defining a function f : Rp → R
according to
f(x˜) := ‖x˜‖1 − c(n, p)‖x˜‖2, (140)
where
c(n, p) := 1√
pie
(p−n)√
p . (141)
The essential point to notice is that the event {f(x˜) > 0} is equivalent to
‖x˜‖21
‖x˜‖22 > c(n, p)
2 = 1pie (1− np )2p,
which is the desired bound. (Note that x˜ is non-zero with probability 1.) Hence, a vector x˜ satisfying the
bound (68) exists if the event {f(x˜) > 0} occurs with positive probability. We will prove that the probability
P(f(x˜) > 0) is positive by showing E[f(x˜)] > 0, which in turn can be reduced to upper-bounding E‖x˜‖2, and
lower-bounding E‖x˜‖1. The upper bound on E‖x˜‖2 follows from Jensen’s inequality and a direct calculation,
E‖x˜‖2 = E‖x+Bz‖2
<
√
E‖x+ B˜z‖22
=
√
‖x‖22 + ‖B˜‖2F
=
√
‖x‖22 + ‖x‖2∞d.
(142)
The lower bound on E‖x˜‖1 is more involved. If we let b˜i denote the ith row of B˜, then the ith coordinate
of x˜ can be written as x˜i = xi + 〈b˜i, z〉, which is distributed according to N(xi, ‖b˜i‖22). Taking the absolute
value |x˜i| results in a “folded normal” distribution, whose expectation can be calculated exactly as
E|x˜i| = ‖b˜i‖2
√
2
pi exp
( −x2i
2‖b˜i‖22
)
+ |xi|
(
1− 2Φ(−|xi|‖b˜i‖2 )), (143)
where Φ is the standard normal distribution function. Note that it is possible to have ‖b˜i‖2 = 0, in which
case x˜i = xi. This separate case can be easily handled in the rest of the argument.
When |xi|/‖b˜i‖2 is small, the first term on the right side of (143) dominates, and then E|x˜i| is roughly
‖b˜i‖2. Alternatively, when |xi|/‖b˜i‖2 is large, the second term dominates, and then E|x˜i| is roughly |xi|. Thus,
it is natural to consider the set of indices I1 = {i : ‖b˜i‖2 ≥ |xi|}, and its complement I2 = {i : ‖b˜i‖2 < |xi|}.
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This leads us to the following bounds,
E‖x˜‖1 =
∑
i∈I1
E|x˜i|+
∑
i∈I2
E|x˜i|
≥
∑
i∈I1
‖b˜i‖2
√
2
pi exp(− 12 ) +
∑
i∈I2
|xi|(1− 2Φ(−1))
≥
∑
i∈I1
‖b˜i‖2
√
2
pie +
∑
i∈I2
‖b˜i‖2(1− 2Φ(−1))
≥
√
2
pie
p∑
i=1
‖b˜i‖2 using (1− 2Φ(−1)) ≥
√
2
pie ,
=
√
2
pie‖x‖∞
p∑
i=1
‖bi‖2,
(144)
where bi is the ith row of B ∈ Rp×d. Since the matrix B ∈ Rp×d has orthonormal columns, it may be regarded
as a submatrix of an orthogonal p × p matrix, and so the rows bi satisfy ‖bi‖2 ≤ 1, yielding ‖bi‖2 ≥ ‖bi‖22.
Hence, ∑p
i=1 ‖bi‖2 ≥
∑p
i=1 ‖bi‖22 = ‖B‖2F = d ≥ p− n.
Altogether, we obtain the bound
E‖x˜‖1 ≥
√
2
pie‖x‖∞(p− n). (145)
Combining the bounds (145) and (142), and noting that d ≤ p, we obtain
E‖x˜‖1
E‖x˜‖2 >
√
2
pie‖x‖∞(p−n)√
‖x‖22+‖x‖2∞p
=
√
2
pie (p−n)√
‖x‖22
‖x‖2∞ + p
≥ 1√
pie
(p−n)√
p
= c(n, p),
(146)
where we have used the fact that
‖x‖22
‖x‖2∞ ≤ p. This proves E[f(x˜)] > 0, giving (68).
Proof of inequality (69). It is enough to prove the result for s∞(x) since sq(x) ≥ s∞(x) for all q ∈ [0,∞].
We retain the same notation as in the proof above. Following the same general argument, it is enough to
show that
E‖x¯‖1
E‖x¯‖∞ > c¯(n, p), (147)
where
c¯(n, p) :=
√
2
pie (p− n)
1 +
√
16 log(2p)
. (148)
In particular, we will re-use the bound
E‖x˜‖1 ≥
√
2
pie‖x‖∞(p− n). (149)
The new item to handle is an upper bound on E‖x˜‖∞. Clearly, we have ‖x˜‖∞ ≤ ‖x‖∞ + ‖B˜z‖∞, and so
it is enough to upper-bound E‖B˜z‖∞. We will do this using a version of Slepian’s inequality. If b˜i denotes
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the ith row of B˜, define the random variable gi = 〈b˜i, z〉, and let w1, . . . , wp be i.i.d. N(0, 1) variables. The
idea is to compare the Gaussian process gi with the Gaussian process
√
2‖x‖∞wi. By Proposition A.2.6 in
the book [vdVW96], the inequality
E‖B˜z‖∞ = E
[
max
1≤i≤p
|gi|
]
≤ 2
√
2‖x‖∞ E
[
max
1≤i≤p
|wi|
]
,
holds as long as the condition E(gi − gj)2 ≤ 2‖x‖2∞ E(wi −wj)2 is satisfied for all i, j ∈ {1, . . . , p}. This can
be verified by first noting that gi− gj = 〈b˜i− b˜j , z〉, which is distributed according to N(0, ‖b˜i− b˜j‖22). Since
‖b˜i‖2 ≤ ‖x‖∞ for all i, it follows that
E(gi − gj)2 = ‖b˜i − b˜j‖22
≤ 4‖x‖2∞
= 2‖x‖2∞E(wi − wj)2,
(150)
as needed. To finish the proof, we make use of a standard bound for the expectation of Gaussian maxima
E
[
max
1≤i≤p
|wi|
]
<
√
2 log(2p),
which follows from a modification of the proof of Massart’s finite class lemma [Mas00, Lemma 5.2]. Combining
the last two steps, we obtain
E‖x˜‖∞ < ‖x‖∞ + 2
√
2‖x‖∞
√
2 log(2p). (151)
Hence, the bounds (149) and (151) clearly lead to (147).
D.2 Proof of Theorem 4
Proof. We begin by making some reductions. First, we claim it is enough to show that
inf
A∈Rn×p
inf
δ:Rn→R
sup
x∈Rp\{0}
∣∣∣δ(Ax)− s2(x)∣∣∣ ≥ 12 1pie · (1− np )2 · p− 12 . (152)
To see this, note that the general inequality s2(x) ≤ p implies∣∣ δ(Ax)
s2(x)
− 1∣∣ ≥ 1p ∣∣δ(Ax)− s2(x)∣∣,
and we can optimize both sides with respect x, δ, and A. Next, for any fixed matrix A ∈ Rn×p, it is enough
to show that
inf
δ:Rn→R
sup
x∈Rp\{0}
∣∣∣δ(Ax)− s2(x)∣∣∣ ≥ 12 1pie · (1− np )2 · p− 12 , (153)
as we may take the infimum over all matrices A without affecting the right hand side. To make a third
reduction, it is enough to prove the same bound when Rp \ {0} is replaced with any subset, as this can only
make the supremum smaller. In particular, we replace Rp \ {0} with the two-point subset {e1, x˜}, where
e1 = (1, 0, . . . , 0) ∈ Rp, and by Lemma 1, there exists x˜ to satisfying Ae1 = Ax˜, with
s2(e1) = 1, and s2(x˜) ≥ 1pie · (1− np )2 · p.
We now complete the proof by showing that the lower bound (153) holds for the two-point problem, i.e.
inf
δ:Rn→R
sup
x∈{e1,x˜}
∣∣∣δ(Ax)− s2(x)∣∣∣ ≥ 12 1pie · (1− np )2 · p− 12 , (154)
and we will accomplish this using the classical technique of constructing a Bayes procedure with constant
risk. For any decision rule δ : Rn → R, any A ∈ Rn×p, and any point x ∈ {e1, x˜}, define the (deterministic)
risk function
R(x, δ) :=
∣∣δ(Ax)− s2(x)∣∣.
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Also, for any prior pi on the two-point set {e1, x˜}, define
r(pi, δ) :=
∫
R(x, δ)dpi(x).
By Propositions 3.3.1 and 3.3.2 of [BD01], the inequality (154) holds if there exists a prior distribution pi∗
on {e1, x˜} and a decision rule δ∗ : Rn → R with the following three properties:
1. The rule δ∗ is Bayes for pi∗, i.e. r(pi∗, δ∗) = infδ r(pi∗, δ).
2. The rule δ∗ has constant risk over {e1, x˜}, i.e. R(e1, δ∗) = R(x˜, δ∗).
3. The constant value of the risk of δ∗ is at least 12
1
pie · (1− np )2 · p− 12 .
To exhibit pi∗ and δ∗ with these properties, we define pi∗ to be the two-point prior that puts equal mass at e1
and x˜, and we define δ∗ to be the trivial decision rule that always returns the average of the two possibilities,
namely δ∗(Ax) ≡ 12 (s2(x˜) + s2(e1)) for all x ∈ {e1, x˜}. It is simple to check the second and third properties.
To check that δ∗ is Bayes for pi∗, the triangle inequality gives
r(pi∗, δ) = 12
∣∣∣δ(Ax˜)− s2(x˜)∣∣∣+ 12 ∣∣∣δ(Ae1)− s2(e1)∣∣∣,
≥ 12
∣∣s2(x˜)− s2(e1)∣∣
= 12
∣∣δ∗(Ax˜)− s2(x˜)∣∣+ 12 ∣∣δ∗(Ae1)− s2(e1)∣∣
= r(pi∗, δ∗),
(155)
which holds for every δ, implying that δ∗ is Bayes for pi∗.
E A unique minimizer for the variance function with stable noise
In this section, we aim to show that when the noise distribution is stableq(1), the variance function v˜q(·, ρ¯q)
has a unique minimizer in [εq,∞).16 Note that since ϕ0 has no roots in this case, the extended variance
function v˜q(c, ρ¯q) agrees with vq(c, ρ¯q) for all c 6= 0. Furthermore, when q ∈ (0, 2) the minimizer cannot
occur at c = 0 due to Lemma 2. Hence, for all q ∈ (0, 2] it is enough to check that vq(·, ρ¯q) has a unique
minimizer in (0,∞).
Recall that the characteristic function for stableq(1) is
ϕ0(t) = exp(−|t|q), (156)
and it follows that for any q ∈ (0, 2], the variance function is given by
vq(c, ρ¯q) =
1
|c|2q
(
1
2
1
ϕ0(ρ¯q|c|)2 exp(2|c|q) + 12
ϕ0(2ρ¯q|c|)
ϕ0(ρ¯q|c|)2 exp((2− 2q)|c0|q)− 1
)
= 1|c|2q
(
1
2 exp((2(ρ¯
q
q + 1)|c|q) + 12 exp((2− 2q)(ρ¯qq + 1)|c|q)− 1
)
.
(157)
Now consider the monotone change of variable u := |c|q for positive c, and notice that vq(c, ρ¯q) = f(u)/u2
where
f(u) := 12 exp(2(ρ¯
q
q + 1)u) +
1
2 exp((2− 2q)(ρ¯qq + 1)u)− 1. (158)
The following lemma demonstrates the desired claim by showing that u 7→ f(u)/u2 is strictly convex on
(0,∞). (We omit the simple derivative calculations involved in checking that this f(u) satisfies the conditions
of the lemma.)
Lemma 5. Let f : [0,∞) → R be a 4-times differentiable function such that f(0) ≥ 0, f ′(0) ≥ 0, and
f (4)(u) > 0 for all u > 0. Then, the function u 7→ f(u)u2 is strictly convex on (0,∞).
16Recall that εq = 0 for q ∈ (0, 2) and ε2 > 0.
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Proof. Let h(u) = f(u)u2 , and let ψ(u) = u
4h′′(u). To show that h′′(u) is strictly positive on (0,∞), it suffices
to show that ψ(u) > 0 for all u > 0. By direct calculation,
ψ(u) = u2f ′′(u)− 4uf ′(u) + 6f(u),
and so the assumption f(0) ≥ 0 implies ψ(0) ≥ 0. Consequently, it is enough to show that ψ is strictly
increasing on (0,∞). Since,
ψ′(u) = u2f (3)(u)− 2uf ′′(u) + 2f ′(u),
the assumption f ′(0) ≥ 0 implies ψ′(0) ≥ 0, and so it is enough to show that ψ′ is strictly increasing on
(0,∞). Differentiating ψ′ leads to a notable cancellation, giving
ψ′′(u) = u2f (4)(u),
and so the assumption on f (4)(u) > 0 for all u > 0 completes the proof.
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