Abstract. We study the effect on the zeros of generating functions of sequences under certain non-linear transformations. Characterizations of Pólya-Schur type are given of the transformations that preserve the property of having only real and non-positive zeros. In particular, if a polynomial a 0 + a 1 z + · · · + anz n has only real and non-positive zeros, then so does the polynomial a 2 0 + (a 2 1 − a 0 a 2 )z + · · · + (a 2 n−1 − a n−2 an)z n−1 + a 2 n z n . This confirms a conjecture of Fisk, McNamara-Sagan and Stanley, respectively. A consequence is that if a polynomial has only real and non-positive zeros, then its Taylor coefficients form an infinitely log-concave sequence. We extend the results to transcendental entire functions in the Laguerre-Pólya class, and discuss the consequences to problems on iterated Turán inequalities, studied by Craven and Csordas. Finally, we propose a new approach to a conjecture of Boros and Moll.
Introduction
Let Φ be a transformation of sequences of real numbers, and let {a k } be a real sequence. We are interested in when the iterates Φ i ({a k }), for i ∈ N, are nonnegative. Such questions appear in the theory of entire functions [4, 5] , and recently in the theory of special functions [2, 7, 8] and combinatorics [10, 17] . It has been made evident that the zero set of the generating function of {a k } plays a prominent role in such questions. One purpose of this paper is to make this correspondence explicit.
Let {a k } = {a k } n k=0 , where n ∈ N ∪ {∞}, be a sequence of real numbers. The sequence is log-concave if a 2 k − a k−1 a k+1 ≥ 0, for all 1 ≤ k ≤ n − 1. Define an operator on sequences by L({a k }) = {b k } n k=0 , where b k = a 2 k − a k−1 a k+1 for all 0 ≤ k ≤ n, and a −1 = a n+1 = 0. Hence, {a k } is log-concave if and only if L({a k }) is non-negative. The sequence is i-fold log-concave if the ith iterate, L i ({a k }), is non-negative, and infinitely log-concave if it is i-fold log-concave for all i ∈ N. Boros and Moll [2] conjectured that the sequence of binomial numbers, { n k } n k=0 , is infinitely log-concave for each n ∈ N. If the polynomial n k=0 a k z k has only real and non-positive zeros, then it follows that the sequence {a k } is log-concave. Motivated by this fact and Boros and Moll's conjecture on binomial numbers, Stanley [17] , McNamara-Sagan [10] and Fisk [7] , independently made the following conjecture. In particular, the sequence {a k } n k=0 is infinitely log-concave. It should be mentioned that similar questions were raised already in [4, 5] , see Section 8. In Section 3 we prove Conjecture 1.1. However, we take a general approach and study a large class of transformations of sequences. Let α = {α k } ∞ k=0
be a fixed sequence of complex numbers and define two sequences L 
and a j = 0 if j ∈ {0, . . . , n}. In Theorems 5.7 and 5.8 we characterize the sequences α, for which L E (or L O ) preserves the property of having generating polynomial with only real and non-positive zeros. The characterization is of Pólya-Schur type; that is, L 
is an entire function that can be approximated, uniformly on compact subsets of C, by polynomials with only negative zeros. Similar characterizations of classes of transformations were given in [12] and [1] . The fundamental difficulty in our setting is that in [1, 12] , the transformations in question are linear, whereas the transformations that we consider are not. This potential problem is overcome by a symmetric function identity (Theorem 2.1) that linearizes the problem.
In Section 8 we propose a new approach to the original conjecture (see Conjecture 8.4) of Boros and Moll [2] . We state a conjecture that would imply 3-fold logconcavity of the sequences in question.
Symmetric function identities
Let {e k (z)} n k=0 denote the elementary symmetric functions in the variables z = (z 1 , . . . , z n ), and set e k (z) = 0 for k / ∈ {0, . . . , n}.
is a sequence of complex numbers, we define a symmetric function by
be a sequence of complex numbers, and let
where 1/z = (1/z 1 , . . . , 1/z n ).
Proof. By linearity it is enough to prove the theorem for the case when there is a number m ∈ N such that µ m = 1, and µ k = 0 for each k = m. Following [3, 11] , for k, r, n ∈ N, define a symmetric function σ
where the summation is over all α ∈ {0, 1, 2} n such that α 1 + · · · + α n = k, and |{i : α i = 2}| = r. By a simple counting argument, see [3, 11] ,
and thus
From the definition of σ i−j m+2i (z) we see that
where z S = s∈S z s . Summing over all i in the equation above yields
Equation (2), for our choice of µ, now follows from (4) when summing over all j.
We pause here to sketch an alternative combinatorial proof of the important case of (2) when µ = {1, 0, −1, 0, 0, . . .}. For undefined symmetric function terminology we refer to [16, Chapter 7] . For our particular choice of µ, we want to prove the identity
where 
The polynomial e k (z) 2 − e k−1 (z)e k+1 (z) is the Schur-function s 2 k (z), where 2 k = (2, 2, . . . , 2). By the combinatorial definition of the Schur-function, the left hand side of (6) is the generating polynomial of all semi-standard Young tableaux with entries in {1, . . . , n}, that are of shape 2 k for some k ∈ N. Call this set A n . Given T ∈ A n , let S be the set of entries which occur only ones in T . By deleting the remaining entries we obtain a standard Young tableau of shape 2 k , where 2k = |S|. There are exactly C k standard Young tableaux of shape 2 k with set of entries S, see e.g. [16, Exercise 6.19 .ww]. The original semi-standard Young tableau is then determined by the set of duplicates. This explains the right hand side of (6).
3. Grace-Walsh-Szegő type theorems and a proof of Conjecture 1.1
The Grace-Walsh-Szegő Theorem is undoubtably one of the most useful theorems governing the location of zeros of polynomials, see [13] . A circular region is a proper subset of the complex plane that is bounded by either a circle or a straight line, and is either open or closed. A polynomial is multi-affine provided that each variable occurs at most to the first power.
Theorem 3.1 (Grace-Walsh-Szegő). Let f ∈ C[z 1 , . . . , z n ] be a multi-affine and symmetric polynomial, and let K be a circular region. Assume that either K is convex or that the degree of f is n. For any ζ 1 , . . . , ζ n ∈ K there is a ζ ∈ K such that f (ζ 1 , . . . , ζ n ) = f (ζ, . . . , ζ).
We are now in a position to prove Conjecture 1.1.
, where ρ k > 0 for all 1 ≤ k ≤ n, and let
Suppose that there is a ζ ∈ C, with ζ / ∈ {x ∈ R : x ≤ 0}, for which Q(ζ) = 0. We may write ζ as ζ = ξ 2 , where Re(ξ) > 0. By (5),
where
Since Re(η) > 0, we have 1/η 2 ∈ C \ {x ∈ R : x ≤ 0}. Hence, the desired contradiction follows if we can prove that all the zeros of p n (z) are real and negative.
This follows from the identity
where {P
(1,1) n (z)} n are Jacobi polynomials, see [14, p. 254] . The zeros of the Jacobi polynomials {P
(1,1) n (z)} n are located in the interval (−1, 1). Note that the first identity in the equation above follows immediately from (5).
Now that Conjecture 1.1 is established we shall see how the ideas in the proof can be extended considerably.
If µ is a sequence of complex numbers, define a (non-linear) operator,
Define polynomials, P µ,n (z), for n ∈ N, by
. . , z n ) = 0 whenever Re(z j ) > 0 for all 1 ≤ j ≤ n. The following theorem can be seen as a Grace-Walsh-Szegő theorem for certain non-multi-affine polynomials. (i) W µ,n (z) is weakly Hurwitz stable;
(ii) For all polynomials P (z) of degree at most n, with only real and non-positive zeros, the polynomial T µ (P (z)) is either identically zero or weakly Hurwitz stable;
is weakly Hurwitz stable; (iv) The polynomial P µ,n (z) is weakly Hurwitz stable.
Proof. Suppose that W µ,n (z) is weakly Hurwitz stable, and that P (z) is a real polynomial of degree at most n with only real and non-positive zeros. By Hurwitz' theorem on the continuity of zeros, see e.g. [13, Theorem 1.3.8], we may assume that
The implication (ii) ⇒ (iii) is obvious. Clearly, by (2),
Hence, the equivalence of (iii) and (iv) follows from the set identity
Since Re(ζ j +1/ζ j ) > 0, for all 1 ≤ j ≤ n, the Grace-Walsh-Szegő theorem provides a number ξ ∈ C, with Re(ξ) > 0, such that
This verifies (iv) ⇒ (i).
Algebraic Pólya-Schur characterizations of transformations
Let us turn to the cases when all the non-zero µ i 's have the same parity. Let
be a fixed sequence of complex numbers and define two sequences
, where
and a j = 0 if j ∈ {0, 1, . . . , n}. Define also two non-linear operators on polynomials,
We want to characterize the real sequences α for which U α (or V α ) send polynomials with only real and non-positive zeros to polynomials of the same kind.
The next theorem is a version of the classical Hermite-Biehler theorem, see e.g. [13, p. 197] .
. Then P (z) is weakly Hurwitz stable if and only if all non-zero coefficients of P have the same sign, and
• P E (z) ≡ 0, and P O (z) has only real and non-positive zeros, or • P O (z) ≡ 0, and P E (z) has only real and non-positive zeros, or 
Let P + n denote the set of all polynomials of degree at most n with only real and non-positive zeros, and let
be a sequence of real numbers, and let n ∈ N. The following are equivalent.
(
Proof. Let µ = {α 0 , 0, α 1 , 0, α 2 , . . .}, and consider the operator T µ given by (7) .
By the Hermite-Biehler theorem, for each P ∈ P + n , T µ (P ) is weakly Hurwitz stable if and only if U α (P ) ∈ P + n . Now, 
These polynomials are known as the Narayana polynomials. There are numerous proofs that the Narayana polynomials have only real zeros. The simplest is probably based on the Maló Theorem, see e.g. [6, Theorem 2.4].
The corresponding theorem for V α reads as follows.
be a sequence of real numbers, and let n ∈ N. The following are equivalent. 
Transcendental Pólya-Schur characterizations of transformations
In this section we provide transcendental characterizations of various transformations. The following spaces of entire functions are relevant for our purposes.
• H(C) is the set of entire functions that are limits, uniformly on compact subsets of C, of univariate polynomials that have zeros only in the closed left half-plane;
• H(R) is the space of entire functions in H(C) with real coefficients;
• The Laguerre-Pólya class, L P, of entire functions consists of all entire functions that are limits, uniformly on compact subsets of C, of real polynomials with only real zeros. A function φ is in L P if and only if it can be expressed in the form
where n ∈ N, a, b, c ∈ R, a ≥ 0, and
• L P + consists of those functions in the Laguerre-Pólya class that have non-negative Taylor coefficients. A function φ is in L P + if and only it can be expressed as
where a, C ≥ 0, M ∈ N and ∞ j=0 ρ j < ∞, see [9, Chapter VIII]. The following very useful lemma is due to Szász [18] . 
for all z ∈ C. is a sequence of polynomials that are non-vanishing in H, where H is as in Lemma 5.1. Write
and let {a k } ∞ k=M be a sequence of complex numbers with a M = 0. If lim n→∞ a n,k = a k for each k ≥ M , then there is a subsequence of {P n (z)} ∞ n=0 converging, uniformly on compact subsets of C, to the entire function be defined by (1) . Define a formal power series by
The following are equivalent.
(i) For all polynomials P (z) with only real and non-positive zeros, the polynomial T µ (P (z)) is either identically zero or weakly Hurwitz stable;
Proof. Note that φ n (z) is weakly Hurwitz stable if and only if z n φ n (1/z) is weakly Hurwitz stable. Combining Theorem 3.1 and Lemma 5.3 yields the equivalence of (i) and (ii). Clearly (iii) ⇒ (ii). Assume (i) and let φ ∈ L P + . Then, by Lemma 5.3, φ n (z) is a polynomial with only real and non-positive zeros (unless identically zero) for each n ∈ N. Thus T µ (φ n (z/n)) is weakly Hurwitz stable or identically zero for each n ≥ 1. Note that
where the convergence is uniform on each compact subset of C. Hence T µ (φ) ∈ H(C) ∪ {0}. 
The following lemma follows easily from Remark 5.2 and the Hermite-Biehler Theorem.
Lemma 5.6. Let φ(z) be formal power series with real and non-negative coefficients. Then φ(z) ∈ L P + if and only if φ(z 2 ) ∈ H(R).
, by the Hermite-Biehler theorem. By Lemma 5.6, U α (e z ) ∈ L P + if and only if T µ (e z ) ∈ H(R), and
The proof of the next theorem is almost identical to that of Theorem 5.7.
Applications and examples
Let us apply Theorem 5.7 to a question posed by Fisk [7] . For r ∈ N, let S r = U α where α 0 = 1, α r = −1, and α i = 0 for all i / ∈ {0, r}. In other words
Fisk asked whether S r (P + ) ⊆ P + for all r ∈ N. We use Theorem 5.7 and the theory of multiplier sequences to obtain partial results on Fisk's question.
A sequence of real numbers {λ k } ∞ k=0 is a multiplier sequence if for each polynomial n k=0 a k z k with only real zeros, the polynomial n k=0 λ k a k z k is either identically zero or has only real zeros.
Multiplier sequences were characterized in a seminal paper by Pólya and Schur [12] . That multiplier sequences preserve the Laguerre-Pólya class follows easily from Remark 5.2 and Lemma 5.3, see also [9, Chapter VIII]. 
to be the formal power series
The following are equivalent:
is a multiplier sequence; (ii) T (L P) ⊆ L P ∪ {0}; (iii) Φ(z) defines an entire function which is the limit, uniformly on compact sets, of polynomials with only real zeros of the same sign; (iv) Either Φ(z) or Φ(−z) is an entire function that can be written as
where n ∈ N, C ∈ R, a, α k ≥ 0 for all k ∈ N and
n ] has only real zeros of the same sign. Proposition 6.2. Let r = 0, 1, 2 or 3. Then S r (P + ) ⊆ P + ∪ {0}.
Proof. Fix r ∈ N, and let S r (e z ) = ∞ k=0 a k,r z k . Then
In particular,
For each µ > 0, the sequence {1/Γ(k +µ)} ∞ k=0 is a multiplier sequence, see [6] . Thus Since a k,3 = (6 + 9k + 9k 2 )/(k!(k + 3)!), the case when r = 3 follows from the fact that {6 + 9k + 9k 2 } ∞ k=0 is a multiplier sequence. Indeed,
and the zeros of 6 + 18z + 9z 2 are negative. By Theorem 6.1, {6 + 9k + 9k 2 } ∞ k=0 is a multiplier sequence.
Similarly, let S ′ r = V α , where α 0 = 1, α r = −1, and α i = 0 for all i / ∈ {0, r}.
Proof. Fix r ∈ N, and let
The proof proceeds as the proof of Proposition 6.2. For example,
The sequence {k 2 + 2k + 2} ∞ k=0 is a multiplier sequence since
We conjecture that S ′ r (e z ) ∈ L P + for all r ∈ N.
Refined results on the location of zeros
We provide here some general results on the effect on the zeros of polynomials under the transformations T µ , U α and V α . Theorem 7.1. Let µ be a sequence of complex numbers, and let
be a complex polynomial of degree n. Suppose that K is a circular region containing no zeros of P µ,n (z). We further require K to be convex if µ 0 = γ 0 = 0. If ζ is a non-zero complex number for which
Proof. Let ζ be as in the statement of the theorem, and suppose that T µ (P )(ζ) = 0. Since
there is, by Theorem 3.1, a ξ ∈ K such that
which contradicts the assumptions on K.
For 0 < θ < 2π, let S θ = {re iφ : |π − φ| < θ and r > 0} be the sector centered on the negative real axis, and that opens an angle 2θ. Theorem 7.2. Let α = {α k } ∞ k=0 be a sequence of real number such that U α ((1 + z) n ) ∈ P + n . Suppose that P (z) = n k=0 a k z k has zeros only in S θ , where 0 ≤ θ < π/2. Then U α (P (z)) ≡ 0, or all zeros of U α (P (z)) are in S 2θ .
Proof. Suppose that P (z) = n k=0 a k z k has zeros only in S θ . Write P (z) = C n j=1 (1 + ρ j z). Then | arg(ρ j )| < θ for all 1 ≤ j ≤ n. If | arg(ζ)| < π/2 − θ, then ρ j ζ + 1 ρ j ζ : 1 ≤ j ≤ n ⊂ {z ∈ C : Re(z) > 0}.
By Theorem 7.1, T µ (P )(ζ) = 0, where µ = {α 0 , 0, α 1 , 0, . . .}. Thus U α (z) = T µ ( √ z) = 0, whenever | arg(z)| < π − 2θ.
The proof of the corresponding theorem for V α is almost identical.
Theorem 7.3. Let α = {α k } ∞ k=0 be a sequence of real numbers such that V α ((1 + z) n ) ∈ P + n . Suppose that P (z) = n k=0 a k z k has zeros only in S θ , where 0 ≤ θ < π/2. Then V α (P (z)) ≡ 0, or all zeros of V α (P (z)) are in S 2θ . Kauers and Paule [8] were able to prove log-concavity of {d ℓ (m)} m ℓ=0 , using computer algebra. We make the following conjecture. We also make a stronger conjecture. 
